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Re´sume´
Dans la premie`re partie de cette the`se, on a e´tudie´ l’impact sur les prix d’op-
tions des erreurs d’estimation de volatilite´. Dans les mode`les de diffusion utilise´s en
finance, un coefficient de diffusion fonctinnelle σ(., .) mode`lise la volatilite´ d’un actif
financier. Ce coefficient est estime´ a` partir d’observations donc entache´ d’erreurs sta-
tistiques. L’objectif est de voir l’impact de ces erreurs sur le calcul de prix d’options,
qui sont solutions d’EDP paraboliques dont l’estimateur σˆ(., .) est le coefficient de
diffusion. Cela de´bouche sur un proble`me de passage a` la limite (homoge´ne´isation)
dans des e´quations paraboliques a` coefficients ale´atoires. Dans ce travail on a ob-
tenu des estimations de la vitesse de convergence locale sur la solution d’une EDP
parabolique a` coefficients ale´atoire, lorsque le coefficient de diffusion est un champ
ale´atoire convergeant vers une fonction limite. Ce re´sultat permet d’e´tudier l’im-
pact sur les prix d’options des erreurs d’estimation de volatilite´ dans diffe´rents cas
de figures. Cette me´thode est applique´e pour e´valuer l’incertitude sur les options a`
barrie`res dans un mode`le de diffusion lorsqu’on reconstitue la volatilite´ par la for-
mule de Dupire a` partir des donne´es discre`tes sur les prix d’options.
La deuxie`me partie de cette the`se concerne l’e´tude de proble`mes inverses pour
certaine classe d’e´quations d’e´volution inte´gro-diffe´rentielles survenant dans l’e´tude
des mode`les d’e´valuation base´s sur les processus de Le´vy. On a e´tudie´ une approche
de ces proble`mes inverses par re´gularisation de Tikhonov. Cette approche permet
de reconstruire de fac¸on stable les parame`tres d’un mode`le markovien avec sauts a`
partir de l’observation d’un nombre fini d’options.
Le chapitre 4 pose les bases the´oriques de cette approche et propose une parame´trisation
des mesures de Le´vy par la racine carre´e de la densite´, ce qui permet de ramener le
proble`me dans un cadre hilbertien. La re´gularisation de Tikhonov propose´e consiste
a` minimiser l’e´cart quadratique par rapport aux prix observe´s plus une norme hil-
bertienne des parame`tres. Des re´sultats d’existence, de stabilite´ et de convergence
de la solution du proble`me re´gularise´ sont alors obtenus sous de hypothe`ses as-
sez ge´ne´rales ; des hypothe`ses supple´mentaires (conditions de source) permettent
d’obtenir une estimation de la vitesse de convergence. Le choix du parame`tre de
re´gularisation, sujet de´licat, fait l’objet d’une discussion de´taille´e.
Le chapitre 5 propose un algorithme nume´rique pour le calcul de la solution du
proble`me re´gularise´ et l’e´tude du performance de cet algorithme dans diffe´rents
mode`les avec sauts. L’algorithme est base´ sur l’emploi d’un algorithme de gradient
pour la minimisation de la fonctionnelle re´gularise´e : le gradient est calcule´ en
re´solvant une e´quation inte´grodiffe´rentielle avec terme source (e´quation adjointe).
Ce travail ge´ne´ralise ceux de Lagnado&Osher, Cre´pey et Egger & Engl au cas des
e´quations inte´grodiffe´rentielles. Les tests nume´riques montrent que cet algorithme
permet de construire de fac¸on stable un processus de Le´vy calibre´ a` un ensemble de
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prix d’options.
Mots cle´s : E´quations aux de´rive´es partielles paraboliques et inte´grals, esti-
mation des parame`tres, proble`me inverse et calibration de mode`le, mode`les stochas-
tiques en finance, Processus de Le´vy, Processus de diffision, Homoge´ne´isation d’EDP,
optimisation.
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Chapitre 1
Introduction
1.1 Motivation
La question la plus e´tudie´e en finance mathe´matique est celle d’e´valuation des
actifs contingents : la the´orie des options. Alors que la finance mathe´matique s’est
principalement focalise´e sur le proble`me de l’e´valuation et de la couverture des pro-
duits de´rive´s au sein d’un mode`le stochastique dont les caracte´ristiques sont sup-
pose´es connnues (proble`me direct), l’utilisation pratique de ces mode`les implique
une premie`re e´tape d’identification, qui est le proble`me inverse associe´. L’estima-
tion statistique des parame`tres a` partir de donne´es historiques sur les sous-jacents
se re´ve`le insuffisante pour plusieurs raisons. D’abord elle suppose une stationnarite´
des processus en jeu qui est souvent mise en de´faut. Par ailleurs l’e´valuation des
produits de´rive´s ne´cessite la connaissance de la dynamique risque-neutre des sous-
jacents, alors que les se´ries temporelles ne nous renseignent que sur leur dynamique
historique. L’apparition de marche´s liquides d’options a fourni une nouvelle source
de donne´es qui nous renseigne directement sur la dynamique risque-neutre des sous-
jacents : les prix d’options vanille, c’est-a`-dire Call et Put europe´ens. Il paraˆıt donc
naturel d’incorporer ces prix d’options vanille dans la proce´dure de choix de mode`le.
En fait, les prix d’options liquides ne sont pas seulement une source d’infor-
mation, mais autant de contraintes sur le mode`le. Un mode`le qui ne reproduirait
pas les prix de marche´ de ces options conduirait a` des prix incohe´rents par rapport
au marche´ ; il serait alors possible d’effectuer des arbitrages par rapport aux prix
ge´ne´re´s par le mode`le a` l’aide d’instruments liquides. Cette contrainte correspond
a` la pratique du mark to market : les parame`tres du mode`le sont calibre´s pour re-
produire les prix de marche´ des options liquides et on utilise ensuite le mode`le pour
e´valuer et couvrir les options exotiques ou illiquides.
La pratique des marche´s, a` partir des travaux de Black, Scholes et Merton [11]
a impose´ une vision implicite de la re´alite´ qui est encore mal comprise par certains
travaux de chercheurs en finance mathe´matique. Les ope´rateurs calibrent chaque jour
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les parame`tres de leurs mode`les sur les prix de marche´ : le mode`le dans lequel les
produits optionnels sont e´value´s change donc chaque jour. Cette situation n’engendre
en fait pas de difficulte´s particulie`res, pour la plupart des produits traite´s, et dans
des conditions normales, en raison d’une certaine robustesse des mode`les utilise´s
[36]. Mais les limites de cette pratique sont encore tre`s mal e´value´es et ne sont la
plupart du temps pas prises en compte dans la mode´lisation financie`re. Or, le besoin
croissant, de la part des banques ainsi que des autorite´s de re´gulation, de quantifier
pre´cise´ment les risques associe´s aux produits de´rive´s font de la compre´hension de
cette question un sujet de toute premie`re importance. Il donne naissance, d’un point
de vue mathe´matique, a` des questions originales et difficiles d’e´tude de solutions
d’E.D.P, E.D.P.I line´aires, et se situe de ce fait ide´alement au carrefour de la pratique
des marche´s financiers et de l’e´tat de la recherche fondamentale.
Dans cette the`se nous nous sommes attache´s a` explorer quelques unes de ces
questions au sein de deux familles de mode`les stochastiques : les mode`les de dif-
fusion et les mode`les a` sauts base´s sur les processus de Le´vy. Nous avons e´tudie´
dans ces mode`les la relation entre les prix d’options et les coefficients –fonctionnels–
du mode`le puis d’exploiter ces relations pour proposer de nouvelles me´thodes de
calibration.
1.2 Mode`le de Black-Scholes et volatilite´ impli-
cite
Le mode`le le plus simple qui de´crit l’e´volution d’un action sur le marche´ et peut
eˆtre utilise´ pour l’e´valuation ou la couverture des produits est celui de Black&Scholes,
donne´ par l’e´quation diffe´rentille stochastique suivante sous la probabilite´ risk-
neutre : {
dSt
St
= (r − q)dt+ σdWt
St0 = S
(1.1)
-St est le cours du sous-jacent.
-Wt est un mouvement Brownien standard.
-r le taux d’interet, q le taux de dividende.
-σ une constante positive ; qui repre´sente la volatilite´ du rendement.
Le prix d’une option call Europe´enne de maturite´ T , de pay-off h et dont le sous-
jacent suit le mode`le de Black&Scholes est donne´ par l’espe´rance risque-neutre ac-
tualise´e de son flux terminal :
CBS(S, t0) = e
−(r−q)(T−t0)E[h(ST )/St0 = S]
13
qui est solution d’une e´quation aux de´rive´es partielles parabolique de Kolmogorov,
dite e´quation de Black&Scholes :

∂C
∂t
+ (r − q)S ∂C
∂S
+ σ
2
2
S2 ∂
2C
∂S2
= rC(t, S)
C(T, S) = h(S)
(1.2)
Pour une option d’achat h(x) = (x−K)+, pour une option de vente h(x) = (K−x)+
ou` K est le prix d’exercice de l’option.
Dans ces deux cas particuliers, les prix sont donne´s par des formules explicites. Par
exemple dans le cas du call (option d’achat) et pour q = 0, on a :
CBS(t, S, T,K, σ) = SN(d1(S, t))−Ke−r(T−t)N(d2(S, T )) (1.3)
avec
d1,2 =
ln( S
K
) + (r ± 1
2
σ2)(T − t)
σ
√
T − t
et N(.) est la fonction de re´partition de la loi normale centre´e re´duite donne´e par :
N(x) =
∫ x
−∞
1√
2pi
e
2
2
u2du.
Cette formule est strictement croissante en σ :
∂CBS
∂σ
> 0 et de´finit une bijection
entre prix d’options call et volatilite´. En inversant cette bijection, on peut associer
a` un prix de call observe´ C∗(T,K) une ”volatilite´ implicite” Σ(T,K) de´finie par :
∃!Σ(T,K) > 0, C∗(T,K) = CBS(t, S, T,K,Σ(T,K))
Un test de l’hypothe`se de Black Scholes consiste a` calculer la volatilite´ implicite et
d’examiner si elle est constante. En re´alite´, cette surface de volatilite´ implicite n’est
pas plate : la volatilite´ implicite varie avec la maturite´ et le prix d’exercice de l’option.
C’est le phe´nome`ne de smile de volatilite´ dont nous voyons un exemple sur la figure
2.1. Le smile de volatilite´ montre que le mode`le de Black Scholes est insuffisant pour
reproduire les donne´es de marche´ : l’e´tude du proble`me de calibration n’est donc
faisable que dans un cadre plus ge´ne´ral que Black Scholes. Diffe´rentes me´thodes ont
e´te´ propose´es pour ge´ne´raliser le mode`le de Black & Scholes :
1. Mode´liser la volatilite´ σ comme une fonction de´terministe σ(t, St) de St et t :
c’est la classe des mode`les a` volatilite´ locale introduite par Dupire [34].
2. Ajouter a` l’e´volution de S des termes de saut. Cette classe de mode`les, de plus
en plus populaires, permet a` la fois de reproduire des smiles de volatilite´ et de
prendre en compte le risque d’une grande variation de prix dans les marche´s
[23]. Nous aborderons cette classe de mode`les dans le chapitre 3.
3. Mode´liser la volatilite´ elle meˆme comme un processus stochastique (σt) : c’est
l’approche des mode`les a` volatilite´ stochastique [41], qui n’est pas aborde´e
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Fig. 1.1 – Surface de volatilite´ implicite pour options sur SP500.
dans cette the`se. Bien que les dynamiques engendre´es dans cette classe soient
plus varie´es et plus re´alistes que celles engendre´es par les mode`les a` volatilite´
locale [34], en ce qui concerne la calibration des volatilite´s implicites des calls
et des puts cette classe de mode`le ne permet pas de calibrer une classe plus
large de surfaces de volatilite´. En effet, on peut montrer que les prix d’options
dans un mode`le a` volatilite´ stochastique sont identiques a` ceux d’un mode`le de
diffusion (volatilite´ locale) avec une fonction de volatilite´ locale σeff(., .) e´gale
a` :
σeff(t, S)
2 = E[σ2t |St = S]
Nous e´tudions dans ce travail la question de la relation entre coefficients du mode`le et
prix d’options dans les deux premiers cas. Pour les mode`les a` volatilite´ stochastiques,
nous renvoyons le lecteur a` [41].
1.3 Calibration de mode`le et relation avec les EDP
Dans un mode`le sans arbitrage, le prix d’une option est repre´sentable comme une
espe´rance conditionnelle du pay-off par rapport a` l’information disponible a` l’ins-
tant de l’e´valuation [13]. Cette espe´rance conditionnelle peut eˆtre calcule´e soit par
des me´thodes probabilistes (me´thode de Monte de Carlo...), soit par des me´thodes
analytiques. En effet, dans les mode`les Markoviens le prix d’une option est solu-
tion d’une e´quation aux de´rive´es partielles qui peut eˆtre parabolique, inte´gral ou`
ine´quation variationnelle.
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Par exemple dans un mode`le de diffusion ou` la dynamique risque-neutre du sous-
jacent est de´crite par la diffusion
dSt
St
= rdt+ σ(St, t)dWt
ou`Wt est un mouvement Brownien standard, le prix d’une option Europe´enne s’e´crit
comme solution d’une EDP parabolique sous la forme :

LP = ∂P
∂t
+
σ(S, t)2
2
S2
∂2P
∂S2
+ rS
∂P
∂S
− rP = 0
P (S, T ) = ψ(S),
qu’il est possible de re´soudre avec des me´thodes nume´riques stables.
Le proble`me de calibration de mode`le est le proble`me inverse associe´ a` ces EDPs :
il s’agit d’obtenir une estimation d’un ou plusieurs coefficients de l’EDP a` partir
d’une observation souvent partielle de sa solution. Etant donne´s des prix de marche´
d’options liquides C∗t0(Ki, Ti) a` t = t0, correspondant a` des strikes Ki et maturite´s
Ti, il s’agit de trouver les parame`tres du mode`le θ tels que
Cθ(t0, S0;Ki, Ti) = C
∗
t0(Ki, Ti)
ou` S0 est le cours du sous-jacent, et {Cθ(Ti, Ki)} sont les prix des options dans le
mode`le. La nature de θ de´pend du type de mode`le conside´re´ et de sa parame´trisation.
On se concentrera dans la suite sur les exemples suivants :
- Le mode`le de Black-Scholes ; θ ∈ (0,+∞) est le parame`tre de volatilite´ (constante).
Le proble`me de calibration correspond simplement au calcul de la volatilite´ im-
plicite
- Le mode`le de diffusion markovienne : ici le parame`tre θ est la fonction σ(·, ·),
appele´e surface de volatilite´ locale.
- Le mode`le exponentielle–Le´vy : la dynamique risque-neutre du sous-jacent est
donne´e par
St = exp {rt+Xt}
ou` Xt est un processus de Le´vy parame´tre´ par une constante σ positive et une
mesure ν qui ve´rifie ∫
R
ν(dy)min(1, |y2|)dy <∞
- Le mode`le sans arbitrage le plus ge´ne´ral peut eˆtre spe´cifie´ en se donnant une
mesure risque-neutre Q, telle que
B(t0, Ti)E
Q ((STi −Ki)+ |St0 = S0) = C∗t0(Ki, Ti)
ou` B est le facteur d’actualisation. Ici θ = Q : il s’agit de retrouver les proba-
bilite´s risque neutres a` partir des observations des prix d’options.
16
La calibration de fonctions de volatilite´ locale a fait l’objet de nombreuses e´tudes
ces dernie`res anne´es [1, 6, 14, 16, 22, 8, 29] et diffe´rentes me´thodes ont e´te´ propose´es :
– Formule de Dupire : La me´thode la plus connue est la formule de Dupire : cette
me´thode necessite l’observation des prix d’options call pour toute maturite´ T
et prix d’exercice K. A partir de l’e´quation de Dupire

∂C
∂T
+ (r − q)K ∂C
∂K
− σ2(T,K)
2
K2 ∂
2C
∂K2
= rC(T,K)
C(t0, K) = h(K)
(1.4)
et si la fonction C(T,K) est connue et suffisamment re´gulie`re de telle fac¸on
que les de´rive´es dans (1.4) aient un sens, alors on peut extraire l’expression de
la volatilite´ locale
σ(T,K) =
√
2(CT + rKCK)
K2CKK
(1.5)
qui soit compatible avec les donne´es du marche´. Les prix ne sont pas donne´s
d’une manie`re continue et comportant une incertitude due a` la fourchette
vente-achat, cette formule doit en fait eˆtre approxime´ et/ou pre´ce´de´e d’inter-
polation ou lissage des donne´es.
– Formulation comme proble`me d’optimisation : l’ide´e des me´thodes de re´gularisation
est d’ajouter une fonction en σ qui soit convexe a` la diffe´rence quadratique
entre les prix calcule´s avec le mode`le et les prix observe´s, soit :
J(σ) = Jα(σ) +
∑
i∈I
|C(Ti, Ki; σ)− CM(Ti, xi)|2 (1.6)
plusieurs choix de fonction de re´gularisation ont e´te´ utilise´s. Dans [29], l’au-
teur fait la re´gularisation de Tikhonov, c’est a` dire prendre Jα = α‖σ − σ‖2H
pour une valeur de re´fe´rence σ dans un espace de Hilbert H, dans [1] et
[14] ils utilisent la meˆme fonction de re´gularisation mais de´terminent l’esti-
mation de σ avec une autre me´thode a` base d’EDP. Dans [48] la fonction de
re´gularisation est prise sous la forme Jα(σ) = α‖∇σ‖2H1, pour plus de me´thode
de re´gularisation voir [15] [6] [16]. Le but de ces me´thodes de re´gularisation
est d’avoir une estimation stable en fonction des observations de la volatilite´
locale σ(., .). Une question peu e´tudie´e dans ces travaux est la convergence des
estimateurs lorsque le bruit d’observation δ est faible.
– Me´thode de controle stochastique [6]
– Me´thodes base´es sur des de´veloppements asymptotiques : Bouchouev et al [16]
utilisant des me´thodes base´es sur le de´veloppement en parametrix, Fouque et
al. [41] utilisent des me´thodes d’homoge´ne´isation dans le cadre des mode`les a`
volatilite´ stochastique.
La calibration des mode`les a` sauts est moins e´tudie´e : on peut citer des me´thodes
spectrales [7] et des me´thodes de re´gularisation avec entropie relative [24, 25] que
nous de´crivons plus en de´tail ci-dessous.
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1.4 Travaux effectue´s dans le cadre de cette the`se
Les travaux effectue´s dans le cadre de cette the`se se de´coupent en trois parties :
– Homoge´ne´isation d’une e´quation parabolique et application : e´tude de la sen-
sibilite´ des prix d’options aux erreurs d’estimation dans la volatilite´.
– Etude des prix d’options dans les mode`les markoviens avec sauts : e´quation
forward et proble`me inverse associe´.
– Un nouvel algorithme de calibration pour les mode`les exponentielle-Le´vy.
1.4.1 Sensibilite´ des prix d’options aux erreurs d’estimation
dans la volatilite´
Dans la premie`re partie de cette the`se, qui est consacre´e a` la calibration des
mode`les continus et plus particulie`rement mode`le ge´ne´ral de Black-Scholes dont la
dynamique risque neutre est donne´e par :{
dSt
St
= (r − q)dt+ σ(t, St)dWt
St0 = S
(1.7)
Dans ce cas, la calibration consiste a` donner une estimation σδ,I(., .) de la fonction
de volatilite´ σ(., .) a` partir d’un nombre fini d’observations {Cδ(Ti, Ki)}i∈I sur le
marche´ d’options connus avec une pre´cision δ.
Supposons que nous avons un estimateur σδ(T, x) de la fonction volatilite´ locale
obtenu par l’une des me´thodes ci-dessus qu’on suppose convergent vers une fonction
de volatilite´ σ(., .) lorsque le niveau de bruit δ → 0. Nous souhaitons e´tudier l’impact
de l’erreur estimation de la volatilite´ sur les prix d’options europe´enne et a` barrie`re.
Sur le plan mathe´matique il s’agit d’estimer une vitesse de convergence dans un
proble`me d’homoge´ne´isation d’une EDP parabolique a` coefficients ale´atoires. Les
estimations de vitesse de convergence dans les proble`mes d’homoge´ne´isation d’EDP
a` coefficients ale´atoires ont e´te´ e´tudie´es dans des nombreux cas [55] mais dans le
contexte des limites de type “viscosite´ e´vanescente” ou` la limite est souvent une
EDP d’ordre diffe´rent (infe´rieur). Ici, ce n’est pas le cas : les e´quations sont de
meˆme ordre.
Nous avons d’abord montre´ un tel re´sultat pour une EDP parabolique ge´ne´rale
(Proposition 2.3.2.1). Notre re´sultat, un peu surprenant a` premie`re vue, est que
l’erreur induite sur les prix d’options europe´ennes est proportionnelle a` l’erreur d’es-
timation sur l’inverse 1/σ(t, x) de la volatilite´ c’est a` dire
1
σˆ(t, x)2
− 1
σ(t, x)2
calcule´e au point (t, x) correspondant aux caracte´ristiques de l’option. Les conditions
de ce the´ore`me sont faciles a` ve´rifier pour les me´thodes usuelles de ”calibration” de
la surface de volatilite´ locale.
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Nous appliquons ensuite ce re´sultat a` une me´thode re´pandue de reconstruction de
la volatilite´ locale, en utilisant la formule de Dupire [34]. On commence par donner
une condition suffisante sur les observations pour que la volatilite´ estime´e a` partir
d’une approximation aux diffe´rences finies de la formule de Dupire converge vers la
volatilite´ locale (Proposition 2.4.3.1). Dans ce cas nous montrons le re´sultat suivant :
dans le cas ou` les parame`tres d’e´chantillonage des donne´es (grille des observations
en strike et maturite´) ve´rifie asymptotiquement la relation suivante
∆x = (2δ)1/3 et ∆T = δ1/2 (1.8)
avec le bruit d’observation δ alors la volatilite´ de Dupire converge vers l’inverse de
la fonction de volatilite´ locale σ(., .).
Ce re´sultat montre que la vitesse optimale de convergence est obtenue lorsque une
relation est ve´rifie´e entre la taille de la grille des observations sur les options et
la fourchette bid-ask δ. En particulier, il n’est pas optimal d’utiliser des strikes /
maturite´s trop rapproche´s en pre´sence de fourchette bid-ask.
Ensuite, nous avons pu donner dans ce cas des estimations d’erreur sur les op-
tions barrie`res et les options europe´ennes calcule´s avec la volatilite´ de Dupire. Ces
estimations confirment l’intuition que l’erreur sur les prix d’options est loin d’eˆtre
homoge`ne en strike/sous-jacent et sa structure ’spatiale’ refle`te la structure des er-
reurs d’estimation dans l’inverse de la volatilite´ au carre´.
1.4.2 Mode`les de diffusion avec sauts : proble`mes inverses
et re´gularisation
Dans la deuxie`me partie de ce travail, on e´tudie une autre extension du mode`le
de Black-Scholes en ajoutant dans la dynamique du sous-jacent St un terme de saut ;
la dynamique de St est donne´e alors par
dSt
St−
= (r − q)dt+ σ(t, St−)dWt +
∫
(ez − 1)J˜X(dtdz) (1.9)
ou` σ(., .) est une fonction de´terministe en t et St, J˜ est la mesure de Poisson com-
pense´e de X.
La calibration dans ce cas consiste a` donner une estimation de la surface de volatilite´
locale σ(., .) et de l’intensite´ des sauts caracte´rise´e par la mesure de Le´vy ν de J˜ ,
compatible avec les observations du marche´ ; ie :
e−r(Ti−t)EQ[(STi −Ki)+/St = S] = CM(t, S;Ti, Ki) ∀i ∈ I (1.10)
Dans ce travail on s’interesse au cas particulier des mode`les de type (3.17) a` coeffi-
cients constants : c’est le cas ou` la dynamique risque neutre est donne´e par l’expo-
nentielle d’un processus de Le´vy, caracte´rise´ par un triplet (γ, σ, ν). La calibration
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dans ce cas consiste a` donner une estimation de (γ, σ, ν), le triplet carcte´ristique du
processus de Le´vy Xt qui va eˆtre re´duit au couple (σ, ν).
Alors que la calibration des mode`les de diffusion a fait l’objet de nombreuses
e´tudes [1, 6, 14, 16, 22, 8, 29], la calibration des mode`les a` sauts est moins e´tudie´e.
On peut citer les travaux re´cents suivants sur la calibration des mode`les a` sauts :
– Cont & Tankov [24] donnent une me´thode non parame´trique stable pour
la calibration du mode`les exponentiel de Le´vy. Ils utilisent une me´thode de
re´gularisation pour le proble`me de calibration en pe´nalisant l’e´cart quadratique
des prix d’options par l’entropie relative. Apre`s re´gularisation, leurs me´thode
donne un algorithme stable en fonction des observations. Cette me´thode fixe
la volatilite´ σ et calibre seulement les sauts du mode`le via la mesure de Le´vy.
Dans [25] ils e´tudient la convergence de cet estimateur dans la limite (clas-
sique dans les proble`mes mal-pose´s, voir [39]) de faible bruit d’observation
mais toujours pour un nombre fini de donne´es.
– Belomestny & Reiss [7] donnent une me´thode de re´gularisation spectrale pour
l’estimation des parame`tres d’un processus de Le´vy a` partir de prix d’options et
examinent la convergence des estimateurs mais dans une asymptotique (limite
de bruit blanc en strike) qui est diffe´rente de celle, standard dans les proble`mes
inverses mal pose´s, e´tudie´e dans [25].
Nous proposons dans cette the`se une approche analytique, fonde´e sur l’utilisation
d’e´quations integrodiffe´rentielles, pour la calibration d’un ensemble de prix d’op-
tions {CM(Ti, Ki)}i∈I dans un mode`le exponentielle-Le´vy et, plus ge´ne´ralement, des
mode`les de diffusion avec sauts. Dans [27] on montre que la valeur d’une option
call europe`enne pour une maturite´ T et prix d’exercice K fixes est solution d’une
e´quation inte´gro-diffe´rentielle. Dans le chapitre 3, on utilise la formule d’Itoˆ pour
les processus a` sauts pour e´crire une e´quation de meˆme type que celle utilise´e dans
l’e´valuation, mais qui donne le prix d’options pour diffe´rentes maturite´s T et prix
d’exercices K : cette e´quation ’forward’ est analogue a` l’e´quation de Dupire, mais
pour les mode`les a` sauts :

∂C
∂T
= −(r − q)K ∂C
∂K
− qC(T,K) + σ2
2
K2 ∂
2C
∂K2
+
∫
ν(dy)ey{C(T,Ke−y)− C(T,K) +K(1− e−y) ∂C
∂K
}
C(t0, K) = (St0 −K)+
(1.11)
Alors les observations du marche´ sont solutions de cette e´quation et le proble`me de
calibration devient comme dans le cas de diffusion, estimation des coefficients de
cette e´quation inte´grodiffe´rentielle ( ces parame`tres sont un coefficient de diffusion
σ et la mesure de Le´vy ν).
Le chapitre 3 pre´sente les mode`les a` sauts et plus particulie`rement le mode`le
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exponentielle Le´vy. On donne des exemples des processus de Le´vy, les diffe´rentes
me´thodes d’e´valuation d’options dont les sous-jacents suivent des mode`les a` sauts
(par tranformation de Fourier et par re´solution d’e´quation inte´gro-diffe´rentielle).
Le principal re´sultat de ce chapitre est d’e´tablir rigoureusement une e´quation de
type forward similaire a` l’e´quation de Dupire pour les options call dans un mode`le
Markovien avec sauts.
Dans le chapitre 4, nous e´tudions le proble`me inverse associe´ a` (1.11). Nous
montrons des re´sultats de densite´ pour restreindre notre domaine de recherche sur
un convexe Hilbertien D¯1 constitue´ par l’ensemble de processus de Le´vy de volatilite´
σ > 0 et dont la mesure de sauts ν(dy) = h2(y)dy a une densite´ dans un espace L2
avec poids. On utilise la re´gularisation de Tikhonov, comme dans [29] pour le cas
de diffusion. On de´finit pour un parame`tre de re´fe´rence (σ, h) ∈ D1 et un coefficient
de re´gularisation α, la fonction de Tikhonov
Jα(σ, h) =
∑
i∈I
|C(Ti, Ki; σ, h)− CM(Ti, Ki)|2 + α‖(σ − σ, h− h)‖2D1 (1.12)
Le but de la re´gularisation de Tikhonov est de minimiser Jα pour donner une ap-
proximation de la solution de (1.10) la plus proche du point de re´fe´rence.
Nous montrons d’abord que, pour tout α > 0 le proble`me de minimisation a une
solution et nous de´montrons la stabilite´ de la solution
(σα, hα) = inf(σ,h)∈D1J(σ, h) (1.13)
par rapport aux donne´es du marche´ {CM(Ti, Ki)}i∈I. Ensuite, nous donnons des
conditions suffisantes sur le choix du parame`tre de re´gularisation α pour que cette
solution converge vers celle de (1.10) dans le cas asymptotique δ → 0 : si α(δ) est
telle que :
α(δ) −→ 0 et δ
2
α(δ)
−→ 0
alors
(σδα(δ), h
δ
α(δ))−→
δ→0
(σ∗, h∗)
Nous e´tudions ensuite quelques proprie´te´s de la fonctionnelle (σ, h) −→ C(T,K; σ, h)
(continuite´, de´rivabilite´ au sens de Fre´chet) ce qui nous permettra d’appliquer cer-
tains re´sultats de la the´orie des proble`mes inverses [39] et obtenir l’estimation sui-
vante pour la vitesse de convergence de (σδα, h
δ
α) vers (σ
∗, h∗) (Proposition 4.3.3.1) :
|σδα − σ∗|+ ‖hδα − h∗‖ ≤
δ + αw√
α
√
1− Lw (1.14)
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et l’impact de cette erreur sur les prix d’options
|C(Ti, Ki; σδα, hδα)− Cδ(Ti, Ki)| ≤ δ + 2αw ∀i ∈ I (1.15)
Nous avons e´galement e´tudie´ le proble`me du choix du coefficient de re´gularisation.
Nous montrons qu’il existe un tel parame`tre qui satisfait au principe de Morozov
[59]
∃α > 0 telle que δ ≤ |C(Ti,Ki; σδα)− Cδ(Ti,Ki) ≤ cδ ∀i ∈ I (1.16)
Lorsque ce coefficient de re´gularisation qui satisfait a` l’ine´galite´ (1.16), on obtient
des vitesses de convergence des parame`tres lorsque le niveau du bruit d’observation
δ tend vers 0 :
|σδα − σ∗|+ ‖hδα − h∗‖ ≤ c1
√
δ (1.17)
1.4.3 Un nouvel algorithme de calibration pour les mode`les
de diffusion avec sauts
Dans la dernie`re partie de ce travail, nous proposons une me´thode nume´rique de
calibration base´e sur la re´gularisation de Tikhonov e´tudie´e dans le chapitre 4, dont
l’imple´mentation exploite l’e´quation forward e´tudie´e dans le chapitre 3. Il s’agit de
reconstruire de fac¸on nonparame´trique un processus de Le´vy a` partir de la minimi-
sation de la fonctionnelle re´gularise´e Jα e´tudie´e dans le chapitre (4).
Le calcul de la fonctionnelle se fait en re´solvant une e´quation inte´gro-diffe´rentielle
de type forward, semblable a` l’e´quation de Dupire, qui e´value a` un instant fixe t0
les options europe´enne de toute maturite´ T et prix d’exercice K. Pour la minimi-
sation de Jα, nous avons utilise´ une me´thode de descente du gradient. La difficulte´
principale est dans le calcul du gradient (de´rive´es directionnelles) de la fonction-
nelle : nous avons propose´ de re´soudre cette difficulte´ en e´crivant le gradient de Jα
sous une forme inte´grale qui contient uniquement la fonction prix u et la fonction
d’e´tat adjoint P , elle meˆme solution d’une e´quation integrodiffe´rentielle forward avec
terme source. Notre algorithme de calibration consiste a` re´soudre ces deux e´quations
inte´gro-diffe´rentielles et calculer deux inte´grales par ite´ration. La figure 1.4.3 donne
un exemple de reconstitution de smile de volatilite´ a` 6 mois avec notre algorithme,
a` partir de 10 observations de prix.
Cet algorithme peut eˆtre ge´ne´ralise´ a` une classe plus large de mode`les comme celle
des mode`les a` volatilite´ locale avec sauts (3.17) comme ceux e´tudie´s par Andersen &
Andreasen [4], combinant par exemple notre algorithme avec celui e´tudie´ par Cre´pey
dans [30].
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Fig. 1.2 – Reconstruction d’un smile de volatilite´ implicite avec un mode`le
exponentielle-Le´vy avec l’algorithme de´crit dans le Chapitre 5.
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Chapitre 2
Homoge´ne´isation d’une e´quation
parabolique et application a`
l’e´quation de Dupire
Dans ce chapitre nous e´tudions un proble`me d’estimation de vitesse de conver-
gence dans l’homoge´ne´isation d’une e´quation parabolique qui fait intervenir un pas-
sage a` la limite dans le coefficient de diffusion. Nous appliquons le re´sultat a` l’e´tude
de la stabilite´ des prix d’options par rapport aux erreurs d’estimation de volatilite´
dans un mode`le de diffusion.
2.1 Introduction
Nous nous plac¸ons dans ce chapitre dans un cadre ou` la dynamique d’un actif
sous-jacent est donne´e par une diffusion :
dSt = Stµtdt+ Stσ(t, St)dWt
parame´trise´e par une fonction de volatilite´ locale σ : [0, T ]×]0,∞[7→]0, σmax[, la
valeur C(T,K) d’une option call europe´enne de maturite´ T et prix d’exercice K
ve´rifie l’e´quation de Dupire [34] :{
∂C
∂T
= σ
2(T,K)
2
K2 ∂
2C
∂K2
− rK ∂C
∂K
∀(T,K) ∈]0, Tmax]× R∗+
C(0, K) = (S −K)+ ∀K ∈ R∗+
Cette e´quation permet en the´orie de retrouver la volatilite´ locale σ(., .) a` partir d’une
nappe de prix d’options (T,K) → C(T,K) observe´e pour un continuum de valeurs
(T,K) : c’est la formule de Dupire, de´ja` mentionne´e dans le chapitre 1 :
σ(T,K) =
√
2(CT + rKCK)
K2CKK
(2.1)
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Mais ces observations sont en fait donne´es sous forme d’une paire de prix –prix de
vente et prix d’achat– pour chaque option. Il est alors usuel de prendre la moyenne
arithme´tique des deux comme input de la proce´dure de calibration, mais ce choix
est arbitraire et, intuitivement, d’autres choix dans la fourchette ne devraient pas
conduire a` des solutions tre`s diffe´rentes.
De plus, en pratique, on dispose d’un nombre fini d’options [Cδ(Ti, Kj)]i,j pour
diffe´rentes maturite´s Ti et prix d’exercice Kj. Il est fre´quent dans ce cas d’avoir
recours a` une proce´dure de lissage ou d’interpolation de la surface de volatilite´ im-
plicite, pour obtenir une nappe continue et re´gulie`re Cˆ(T,K) a` laquelle on appliquera
par exemple la formule de Dupire ou une me´thode de reconstruction parame´trique
de la volatilite´ locale σ(., .).
Pour ces raisons –non-unicite´ du prix, lissage ou interpolation– la nappe de prix
Cˆ(T,K) sur laquelle on base l’estimation de la volatilite´ n’est pas une observation
’exacte’ mais bien une reconstruction. Donc, meˆme dans le cas the´orique ou` les prix
d’options observe´es proviennent d’un mode`le de diffusion, la nappe reconstitue´e
Cˆ(T,K) peut eˆtre diffe´rente de la nappe de prix the´orique C(T,K) calcule´e a` partir
de ce mode`le de diffusion. La diffe´rence entre le prix the´orique C(T,K) et la nappe
de prix Cˆ(T,K) reconstitue´e par lissage/interpolation peut avoir une de´pendance
complexe en (T,K), selon le nombre de prix observe´s en input, l’ampleur de la
fourchette bid-ask (qui repre´sente la diffe´rence entre le prix d’achat (bid) et le prix
de vente (ask)) et la me´thode de lissage utilise´e.
Quelle que soit la me´thode de reconstruction de la fonction de volatilite´ locale
–lissage suivi de la formule de Dupire ou bien utilisation d’un algorithme d’opti-
misation [6, 29]– le re´sultat de la proce´dure de calibration ne sera pas e´gale a` σ
mais sera un estimateur σˆ(., .) qui, dans le meilleur des cas, sera ’proche’ de σ(., .).
Nous allons mode´liser cette diffe´rence comme un bruit ε(., .) qui a une structure
spatio-temporelle, c’est-a` dire un champ ale´atoire, de´fini sur un espace de probabi-
lite´ auxiliaire (E, E ,P) repre´sentant “ l’erreur d’observation” ou, plus pre´cise´ment,
l’erreur de reconstruction de la nappe des prix d’options :
σˆ(t, S) = σ(t, S) + ε(t, S)
Nous allons noter δ l’ampleur de ce bruit, qui peut eˆtre quantifie´e par une norme
approprie´e (L1 ou L2 par exemple) du champ ale´atoire ε(., .). Notons ge´ne´riquement
δ la norme de ce bruit.
L’estimateur σˆ(., .) de fonction de volatilite´ locale est ensuite utilise´e pour e´valuer
d’autres types d’options. Par exemple pour e´valuer la valeur d’une option put a`
barrie`re, de prix d’exercice K et de barrie`re H, on re´sout :{
∂Pˆ
∂t
+ rS ∂Pˆ
∂S
+ (σˆ(.,.)(t,S))
2
2
S2 ∂
2Pˆ
∂S2
= rPˆ (t, S) sur [0, T ]×]0, H[
Pˆ (T, S) = (K − S)+ Pˆ (T,H) = 0
Cette solution de´pend naturellement de l’estimateur σˆ(., .) et l’erreur d’estimation
sur σˆ(., .) va influencer la pre´cision de Pˆ (t, S). Dans ce chapitre nous analysons
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l’influence de ces erreurs d’estimation de la volatilite´ locale sur la pre´cision du calcul
des prix d’options.
D’abord, nous e´tudions cette question dans un cas ge´ne´ral : nous donnons des
conditions sur un estimateur σˆ(., .), mode´lise´e comme une suite de champs ale´atoires,
sous lesquelles les prix Pˆ (t, S) des options Europe´ennes ou barrie`res calcule´s avec σˆ
convergent vers ceux calcule´s avec σ(., .). Sous ces hypothe`ses, nous montrerons une
relation entre la vitesse de convergence locale de la solutions en fonction de (T,K)
et la vitesse de convergence locale de σˆ(., .).
Ces re´sultats ge´ne´raux sont ensuite illustre´s dans le cas des proce´dures cou-
rantes d’estimation de la volatilite´ locale, notamment la formule de Dupire. Une
me´thode consiste a` utiliser des diffe´rences finies pour l’approximation des de´rive´es
dans la formule de Dupire : nous montrons que dans ce cas, contrairement a` une
ide´e na¨ıve, l’estimation optimale de la volatilite´ locale n’est pas obtenue en e´valuant
des diffe´rences finies sur la grille d’observations la plus fine possible mais que la
grille doit eˆtre choisie en fonction de la fourchette bid-ask δ. Sous cette condition
nous montrons la convergence de la volatilite´ locale ainsi que la convergence des prix
d’options calcule´es avec la volatilite´ estime´e quand δ → 0 ; nous donnons e´galement
la vitesse de convergence de ces quantite´s en fonction de l’incertitude δ sur les obser-
vations du marche´. Nous montrons enfin par des contre-exemples, sur des exemples
des mode`les de diffusion, que si cette condition n’est pas respecte´e l’estimateur de
la volatilite´ locale n’est pas consistent.
2.2 Mode`le de diffusion
La premie`re et la plus simple ge´ne´ralisation du mode`le du Black&Scholes est un
mode`le de diffusion, avec une volatilite´ de´terministe non-constante qui de´pende du
temps et du cours de sous-jacent donne´e par :{
dSt
St
= µtdt+ σ(t, St)dWt
St0 = S
(2.2)
ou` (µt)t est un processus positif, et σ est une fonction positive.
La valeur d’une option call europe´enne de maturite´ T et prix d’exercice K est donne´e
par :
C(S, t;K, T ) = e−r(T−t) EP [(ST −K)+/St = S]
ou P est la probabilite´ risque-neutre sous laquelle l’e´volution de l’actif est donne´ par
dSt
St
= rdt+ σ(St, t)dWt.
Comme dans le cas de la volatilite´ constante, a` partir de la formule d’Itoˆ , on montre
que le prix d’une option europe´enne de maturite´ Ti et de prix d’exercice Kj, dont
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l’action sous-jacente suit le mode`le de diffusion est solution de l’EDP suivante :{
∂C
∂t
+ rS ∂C
∂S
+ σ
2(t,S)
2
S2 ∂
2C
∂S2
= rC(t, S;Ti, Kj)
C(Ti, S;Ti, Kj) = (S −Kj)+ (2.3)
Cette e´quation admet une unique solution C(t, S, σ(., .), Ti, Kj) pour toute σ ∈
MQ = {σ; 0 < σ(x, t) ≤ λ} [40].
On peut re´soudre ce type d’e´quations par des me´thodes nume´riques classiques
(e´le´ments finis, diffe´rences finies) ou par des me´thodes de simulation (Monte Carlo,
quasi Monte Carlo) [32]. Dans la partie nume´rique de ce travail, on va utiliser la
me´thode des diffe´rences finies pour la re´solution des EDP.
2.2.1 E´quation de Dupire
L’usage de ces mode`les de diffusion par les marche´s d’options est en fait d’ex-
ploiter la relation entre prix et volatilite´ pour extraire une information implicite sur
la volatilite´ a` partir des prix du marche´. On ne dispose pas en pratique des pa-
rame`tres du mode`le (dans ce cas : la fonction de volatilite´) mais des prix d’options
call C(T,K).
La calibration des processus de diffusion consiste alors a` identifier cette fonction de
volatilite´ σ(T,K) a` partir d’une observation partielle de la solution C(K, T ) ; ty-
piquement un nombre fini d’options. L’e´quation de Dupire pour les options call
europe´ennes [34], qui peut eˆtre interpre´te´e comme le syste`me adjoint de l’EDP
ge´ne´ralise´ de Black&Scholes (2.3) est donne´e par :

CT =
1
2
σ2(K, T )K2CKK − rK CK
C(S0, t0;K, t0) = (S0 −K)+
(2.4)
En isolant le terme de volatilite´, on peut de´duire la formule de Dupire qui de´termine
la fonction de volatilite´ locale compatible avec les prix des calls donne´s par :
σ2(K, T ) = 2
CT + rKCK
K2 CKK
(2.5)
La formule de Dupire a le me´rite de de´montrer que, dans le cas ou` nous observons un
prix unique pour des calls/put pour un continuum de prix d’exercice et de maturite´s,
il y a une unique fonction de volatilite´ locale qui est de´termine´e par ces prix. On
remarque que l’expression de Dupire (2.5) est e´crite sous forme des de´rive´es de prix
des options qui sont tre`s sensibles aux petites perturbations des prix observe´s, ce
qui rend cette expression instable.
On peut aussi exprimer l’e´quation de Dupire dans le langage de la volatilite´
implicite Black& Scholes Σ(T,K), de´finie pour (T,K) fixes et pour une observation
C(t0, S;T,K) par
C(t0, S;T,K) = C
BS(t0, S;T,K,Σ(T,K))
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Fig. 2.1 – Sensibilite´ de
∂2C
∂x2
(T, x) par rapport au bruit d’observations. A gauche :
la de´rive´e seconde en K d’une nappe de prix Black-Scholes avec σ = .4. A droite :
la meˆme de´rive´e seconde pour la nappe lorsqu’on y ajoute une perturbation relative
de .5%
l’EDP de Dupire en terme de volatilite´ implicite est une EDP parabolique non
line´aire qui lie la volatilite´ locale a` la volatilite´ implicite [10] :

2 τ Σ Στ + Σ
2 + σ2(x, τ) (1− x Σx
Σ
)2− σ2(x, τ) τ Σ Σxx + 14 σ2(x, τ) τ 2 Σ2 Σ2x = 0
lim
τ→0
1
Σ(x, τ)
=
∫ 1
0
ds
σ(sx,0)
(2.6)
avec x = ln(
K
S
) + rτ et τ = T − t.
2.2.2 Calibration sur des donne´es bruite´es et incomple`tes
Comme nous l’avons remarque´, la formule de Dupire (2.5) ne´cessite la disponi-
bilite´ de prix (uniques) de calls pour toutes maturite´s T et tous les prix d’exercice
K. Mais en pratique nous disposons d’un nombre fini de calls {C∗(Ti, Ki)}i∈I, dont
les prix sont connus a` une fourchette bid-ask δ pre`s :
E|Cδ(Ti, Ki)− C∗(Ti, Ki)| ≤ δ
• On estime souvent la volatilite´ locale en appliquant la formule de Dupire a` partir
d’une interpolation des Cδ(Ki, Ti) .
(σδ)2(Ki, Ti) = 2
∂Cδ
∂T
(Ki, Ti) + rK
∂Cδ
∂K
(Ki, Ti)
K2i
∂2Cδ
∂K2
(Ki, Ti)
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• Une fois qu’on a de´termine´ σδ(., .) , on l’utilise pour calculer la valeur P δ(., .)
d’une option Europe´enne de flux terminal h(K), en re´solvant :{
∂P δ
∂T
= (σ
δ)2(K,T )
2
K2 ∂
2P δ
∂K2
− rK ∂P δ
∂K
P δ(t0, K) = h(K)
ou` a` barrie`re en re´solvant un syste`me de meˆme type avec conditions au bords.
La question, que nous allons traiter dans ce chapitre, est de quantifier l’impact
de l’erreur d’estimation de σ sur le calcul de P (S, t).
Plus ge´ne´ralement on peut traiter cette question pour d’autres estimateurs σˆε(t, S)
de la volatilite´ locale : pour calculer la valeur des options dont le sous-jacent suit
le mode`le de diffusion, il faut connaıtre la fonction de volatilite´ locale σ(t, S) : elle
n’est pas directement observe´e mais doit eˆtre estime´e a` partir d’observations. Soit
σˆε(t, S) un tel estimateur, avec une pre´cision ε. Voici quelques questions pertinentes
que nous allons traiter :
1. La pre´cision n’est pas uniforme en (T,K) : pour K loin de la monnaie, les ob-
servations sont rares et la pre´cision faible. Comment faut il de´finir la pre´cision
et la convergence des estimateurs ?
2. Si σˆε(., .) converge vers σ(., .), les prix d’options (Europe´ennes, barrie`res) cal-
cule´s avec σˆε convergent-ils vers ceux calcule´s avec σ ?
3. Que peut-on dire de l’impact de l’erreur sur σ sur les prix (vitesse de conver-
gence) ?
4. Peut on analyser l’impact de ces erreurs d’estimation sur les prix d’option cal-
cule´s avec la volatilite´ estime´e σ(., .) en estimant une vitesse de convergence ?
5. Comment se comportent ces estimations dans le cas des me´thodes usuelles de
calibration, comme les me´thodes base´es sur la formule de Dupire ?
2.2.3 Changement de variable
Afin d’obtenir une EDP avec coefficients et solution borne´s, on effectue d’abord
un changement de variable logarithmique (T,K) −→ (τ, x). On pose
x = ln(
K
S
) + rτ , τ = T − t et v(τ, x) = exp{−
√
x2 + 1} u(τ, x)
avec
u(τ, x) = erτC(K, T )/S ; a(τ, x) =
σ2(T,K)
2
alors v(τ, x) est solution de l’e´quation suivante :

∂v
∂τ
= a(τ, x){∂
2v
∂x2
+ b(x)
∂v
∂x
+ c(x)v} ∀ (τ, x) ∈ R∗+ × R
v(0, x) = v0(x) ∀ x ∈ R
(2.7)
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et que w(τ, x) =
∂v
∂x
est solution de


∂w
∂τ
= a(τ, x)∂
2w
∂x2
+ b1(τ, x)
∂w
∂x
+ c1(τ, x)w + d(τ, x)v
w(x, 0) = w0(x)
(2.8)
ou` b(x) = 2x√
1+x2
− 1 , c(x) = 1
(1+x2)
3
2
+ x
2
1+x2
− x√
(1+x2)
b1(τ, x) = (b(x)+
∂a
∂x
(τ, x)) , c1(τ, x) =
∂a
∂x
(τ, x)+ ∂b
∂x
(x)+ c(x) et d(τ, x) = ∂a
∂x
(τ, x)+
∂c
∂x
(x)
On remarque que si | ∂a(x,t)
∂x
|≤ λ alors ∀x ∈ R on a :
| b(x) | , | c(x) | , | ∂b
∂x
| , | ∂c
∂x
|≤ λ
v0 = exp{−
√
x2 + 1}(1− ex)+ ∈ C0(R) et w0 ∈ C0(R∗)
ou` C0(R) repre´sente l’ensemble des fonctions continues qui converge vers zeros a`
l’infini.
Dans la section suivante nous allons e´tudier le passage a` la limite dans le coeffi-
cient de diffusion a(., .) pour des e´quations de type (2.7) et (2.8) .
2.3 Homoge´ne´isation d’une e´quation parabolique :
estimation de vitesse de convergence
On conside`re la solution de
∂vn
∂t
= an(x, t, w){∂
2vn
∂x2
+ b(x)
∂vn
∂x
+ c(x)vn} vn(0, x) = v0(x) (2.9)
ou` {an(x, t, w)}n=1,2,... est une suite de champs ale´atoires qui converge vers une limite
a(x, t) a` une certaine vitesse locale. On e´tudie alors la vitesse de convergence de vn
vers la solution v de
∂v
∂t
= a(x, t){∂
2v
∂x2
+ b(x)
∂v
∂x
+ c(x)v} v(0, x) = v0(x)
en fonction de la vitesse de convergence de an(t, x) vers a(t, x).
Sur le plan mathe´matique il s’agit d’estimer une vitesse de convergence dans
un proble`me d’homoge´ne´isation d’une EDP parabolique a` coefficients ale´atoires, qui
consiste a` e´tudier la stabilite´ de la solution (qui est le prix de l’option) lorsqu’on
dispose d’une suite d’estimateurs (entache´s d’erreur d’observation donc ale´atoires)
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pour le coefficient de diffusion σ2(t, x). Ce proble`me a e´te´ traite´ dans la litte´rature
(voir notamment [55]) mais souvent dans le cas ou` l’e´quation limite est d’un ordre
infe´rieur (me´thode de viscosite´ evanescente) ou bien lorsque les coefficients posse`dent
une structure spatiale (pe´riodique, ergodique,...). Ici notre proble`me est diffe´rent :
l’e´quation est line´aire et ne posse`de pas de structure particulie`re mais nous souhai-
tons obtenir une estimation de la vitesse de convergence, pas seulement identifier la
limite.
2.3.1 Convergence de champs ale´atoires
Conside´rons un espace de probabilite´ auxiliaire (E, E ,P) repre´sentant l’”erreur
d’estimation” ou l’erreur de reconstruction des coefficients de l’EDP. Un champ
ale´atoire sur [0, T ]× R est de´fini comme une fonction mesurable
a : Ω× [0, T ]× R 7→ R
et mode´lise une fonction ale´atoire de´finie sur [0, T ]× R.
Afin de donner un cadre mathe´matique pre´cis au proble`me de´crit ci-dessus on va
introduire une notion de convergence locale de champs ale´atoires, utilise´ dans [49]
sous le nom de well-mixing.
Introduisons un pavage de l’espace en une suite imbrique´e d’intervalles
Bm,z = [2
−mz, 2−m(z + 1)[
Ici z ∈ Z repre´sente la localisation d’un intervalle et m ∈ N son e´chelle.
De´finition 2.3.1.1 (Convergence locale d’une suite de champs ale´atoires)
Soit a : R× R+ une fonction mesurable donne´e et q(m,n)m,n≥1 une suite re´elle po-
sitive avec
∀m ∈ N∗ q(m,n) −→
n→∞
0.
On dira qu’une suite de fonctions ale´atoires {an(x, t)}n≥0 converge localement vers
a a` la vitesse q(m,n) si, pour tout m ≥ 1,
sup
(z,n)∈Z×N
{ 1
q(m,n)
E|
∫
Bm,z
(an − a) dx|}
est borne´e uniforme´ment en t, ou` Bm,z = [2
−mz, 2−m(z + 1)[ .
Cela signifie que an −→ a lorsque n→∞ a` la vitesse q(m,n) localement sur Bm,z .
Commenc¸ons d’abord par remarquer qu’une suite de´terministe de fonctions an(., .)
qui converge vers a(., .) dans L1loc uniforme´ment en t ∈ [0, T ] alors elle converge lo-
calement vers a dans le sens de notre de´finition a` la vitesse
q(m,n) = |
∫ 2−m(z+1)
2−mz
(an − a)|
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Exemple 2.3.1.1 Soit En,z une famille de variables ale´atoires inde´pendantes, qui
repre´sente l’incertitude sur les observations situe´es dans l’intervalle Bm,z. Si on pose
pour n ∈ Z :
an(x, t) = a(x, t) + En,z 1Bn,z(x)
alors pour n > m
(an(x, t)− a(x, t))1Bm,z = En 1Bm,z ≤
∑
z˜
En,z˜
ce qui donne, pour m ∈ N et z ∈ Z ;
E|
∫
Bm,z
(an(x, t)− a(x, t))dx| ≤ E|En,z|2n−m (2.10)
Si on suppose alors que E|En| < 2−3n, alors on obtient
[q(m,n)]−1 E|
∫
Bm,z
(an(x, t)− a(x, t))dx| ≤ 2−n
avec q(m,n) = 2−n+m (2.11)
ce qui montre que (an) est converge localement vers a a` la vitesse 2−n+m.
2.3.2 Vitesse de convergence de la solution
On conside`re maintenant les EDP suivantes a` coefficients ale´atoires :
∂
∂t
vn(t, x, w) = an(x, t, w) {∂
2vn
∂x2
+ b(x)
∂vn
∂x
+ c(x)vn}
vn(x, 0) = v0(x)
(2.12)
et
∂
∂t
v(t, x) = a(x, t) {∂
2v
∂x2
+ b(x)
∂v
∂x
+ c(x)v}
v(x, 0) = v0(x)
(2.13)
ou` v0 ∈ C0(R) et ( 1an(x,t))n converge localement –dans le sens de la de´finition
2.3.1.1– vers 1
a(x,t)
avec une vitesse q(m,n). L’existence et la croissance de la solu-
tion des syste`mes pre´ce´dents est explique´e dans la de´monstration du lemme (2.3.1)
suivant.
Lemme 2.3.1 Soit v(x, t) solution du syste`me (2.13) avec b, c des fonctions borne´es.
Supposons de plus que
∃ λ ≥ 1 telle que; |a(x, t)| ≤ λ et | ∂a(x, t)
∂x
|≤ λ
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Alors ∃c ≥ 0 telle que si | x− y |≤ 1 et t ≤ 1 on a :
| v(x, t)− v(y, t) |≤ | x− y |
c
t
1
2
ζ(x)
avec ζ ∈ L1(R) ∩ L2(R) et a` de´croissance exponentielle.
Remarque 2.3.2.1 Notons que ce re´sultat ne ne´cessite pas que le coefficient de
diffusion soit “non-de´ge´ne´re´” : on a besoin d’une borne supe´rieure pour la volatilite´
mais elle peut eˆtre arbitrairement proche de ze´ro.
De´monstration 2.3.1
∂v
∂t
= a(x, t){∂
2v
∂x2
+ b(x)
∂v
∂x
+ c(x)v}
=
∂
∂x
{a(x, t)∂v
∂x
}+ [ab(x)− ∂a
∂x
]
∂v
∂x
+ ac(x)v
Les coefficients b et c de l’e´quation (2.13) sont borne´s et a ∈ L1loc(R) donc pour
x, y ∈ R et t > τ ≥ 0. D’apre`s [5] la solution fondamentale K(x, y, t, τ) satisfait
l’ine´galite´ suivante :
K(x, y, t, τ) ≤ C√
t− τ exp{−
| x− y |2
C(t− τ) } pour | x− y |≤ 1 et t ≤ 1
ou` C de´pendent seulement de λ.
D’apre`s le lemme de Krylov [47, p. 133], si |x− y| ≤ √t
|v(x, t)− v(y, t)| ≤ C |x− y|
α
t
α
2
sup
{(z,s);|z−x|≤√t,s≤t}
{|v(z, s)|}
ou` α et C ne de´pend pas du coefficient de diffusion a(., .).
Soit (x, y) tel que |x− y| ≤ 1, on note par N = [ |x−y|√
t
] + 1, alors
|v(x, t)− v(y, t)|
≤
N−1∑
i=0
|v(x+ (i + 1)(y − x)
N
, t)− v(x+ i(y − x)
N
, t)|
≤ CN (
|x−y|
N
)α
t
α
2
sup
{(z,s);|z−x|≤|y−x|,s<t}
{|v(z, s)|}
= CN1−α
|x− y|α
t
α
2
sup
{(z,s);|z−x|≤|y−x|,s<t}
{|v(z, s)|}
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≤ CN1−α |x− y|
α
t
α
2
ζ(x)
ou`
ζ(x) = sup
{(z,s);|z−x|≤1,s<1}
{
∫
|v0(y)K(x, y, 0, s)|dy} (2.14)
et
|v(x, t)− v(y, t)| ≤ C{|x− y|
α
t
α
2
+ 2
|x− y|√
t
}ζ(x)
ce qui prouve le lemme puisque ζ ∈ L1(R)∩L2(R) est a` de´croissance exponentielle.
La solution de (2.13) est dans C∞(R∗+×R). Pour traiter le proble`me de l’e´ventuelle
non-re´gularite´ de la solution a` l’origine, on e´tudiera la solution sur un intervalle
[ε, T [×R. En profitant de l’unicite´ de solution pour le syste`me (2.13) on de´duit que
la solution re´gulie`re sur [ε, T [×R converge vers la solution sur [0, T ]×R. On va uti-
liser cette me´thode, pour montrer certaines proprie´te´es de la solution v(t, x) lorsque
ε→ 0.
Lemme 2.3.2 Si on suppose de plus que le coefficient de diffusion a(x, t) satisfait :
∂a
∂t
(t, x)
a(t, x)
≤ λ (2.15)
alors
∂v
∂t
ve´rifie le re´sultat du lemme (2.3.1).
De´monstration 2.3.2 Soit 0 < ε << 1, pour (t, x) ∈ [ε, T ] × R On note par
V1(t, x) =
∂v
∂t
(t, x) alors elle est solution de :


∂V1
∂t
= a(x, t) {∂2V1
∂x2
+ b(x)∂V1
∂x
+ c(x)V1}+
∂a
∂t
a
V1∀(t, x) ∈ [ε, T ]× R
V1(x, ε) = L(v)(x, ε) ∈ C0∀x ∈ R
ou` L(.) est l’ope´rateur de´fini par : L(.) = a(t, x){ ∂
2.
∂x2
}+ b(x) ∂.
∂x
+ c(x).
Avec l’hypothe`se (2.15) sur a(x, t), tous les coefficients de cette EDP sont borne´s et
le terme de diffusion reste le meˆme que le syste`me pour v, par suite V1 ve´rifie le
re´sultat du (2.3.1). Pour |x− y| ≤ 1 et ε ≤ t ≤ 1 on a :
|∂v
∂t
(t, x)− ∂v
∂t
(t, y)| ≤ |x− y|
c
t
1
2
ξ(x) (2.16)
ou` ξ ∈ L1(R) ∩ L2(R) est a` de´croissance exponentielle.
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Soient 0 < ε < T et pour (t, x) ∈ [ε, T ]×R, vn,ε(t, x) solution de
∂vn,ε
∂t
= an(x, t) {∂2vn,ε
∂x2
+ b(x)∂v
n,ε
∂x
+ c(x)vn,ε}
vn,ε(x, ε) = vn(x, ε)
(2.17)
donc
1
an(x, t)
∂vn,ε
∂t
(x, t) = {∂
2vn,ε
∂x2
+ b(x)
∂vn,ε
∂x
+ c(x)vn,ε}
et v(x, t) solution de (2.13) ve´rifie
1
a(x, t)
∂v
∂t
(x, t) = {∂
2v
∂x2
+ b(x)
∂v
∂x
+ c(x)v}
alors, ∀[t, x] ∈ [ε, T ]×R on a :
1
an(x,t)
∂(v−vn,ε)
∂t
(x, t) = {∂2(v−vn,ε)
∂x2
+ b(x)∂(v−v
n,ε)
∂x
+ c(x)(v − vn,ε)}
+ { 1
an(x,t)
− 1
a(x,t)
}∂v
∂t
(2.18)
On multiplie (2.18) par 2(v − vn,ε)(t, x) et on inte`gre sur [ε, t]× R ;∫
R
∫ t
ε
1
an(x, s)
∂(v − vn,ε)2
∂s
(x, s)dxds
=
∫ t
ε
∫
R
(
∂2(v − vn,ε)
∂x2
+ b(x)
∂(v − vn,ε)
∂x
+ c(x)(v − vn,ε))2(v − vn,ε)dxds
+
∫ t
ε
∫
R
(
1
an(x, s)
− 1
a(x, s)
)
∂v
∂s
(x, s)2(v − vn,ε)dxds
Or ∫ t
ε
∫
R
2
∂2(v − vn,ε)
∂x2
(v − vn,ε)dxds = −
∫ t
ε
∫
R
(
∂(v − vn,ε)
∂x
)2dxds ≤ 0
et ∫ t
ε
∫
R
2(b(x)
∂(v − vn,ε)
∂x
+ c(x)(v − vn,ε))(v − vn,ε)(x, s)dxds ≤ 0
Donc∫
R
| v − vn,ε |2 (x, t)dx ≤ C
∫ t
ε
∫
R
(
1
an(x, s)
− 1
a(x, s)
)
∂v
∂s
(x, s) (v − vn,ε)dxds
puisque
∂v
∂t
ve´rifie le re´sultat du lemme (2.3.1), On peut alors donner une majoration
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du terme a` droite en fonction de vitesse de convergence de
1
an
vers 1
a
.
A partir du lemme (2.3.1), et si | x− y |≤ r et x, y ∈ B ⊂ R on a :
| ∂v
∂s
(x, s)[v(s, x)− vn,ε(s, x)]− ∂v
∂s
(y, s)[v(s, y)− vn,ε(s, y)] |
≤| [v(s, x)− vn,ε(s, x)]∂v
∂s
(x, s)− [v(s, y)− vn,ε(s, y)]∂v
∂s
(x, s) |
+ | [v(s, y)− vn,ε(s, y)]∂v
∂s
(x, s)− [v(s, y)− vn,ε(s, y)]∂v
∂s
(y, s) |
≤| [v(s, x)− v(s, y)]∂v
∂s
(x, s)− [vn,ε(s, x)− vn,ε(s, y)]∂v
∂s
(x, s) |
+ | [v(s, y)− vn,ε(s, y)][∂v
∂s
(x, s)− ∂v
∂s
(y, s)] |
≤ C r
c1
s
1
2
supx∈B{ζ(x)}
ou` ζ est une fonction a` de´croissance exponentielle.
On de´compose R = ∪z∈ZBm,z et on prend un point ym,zde chaque intervalle Bm,z :
E{∫
R
v(t, x)− vn,ε(t, x, w)2dx} ≤ Σz
∫ t
ε
E
∫
Bm,z
[v(s, ym,z)− vn,ε(s, ym,z)]
( 1
an(x,s)
− 1
a(x,s)
)∂v
∂s
(s, ym,z)dxds +CΣz
√
t2−c1msupx∈Bm,z{ζ(x)}
(2.19)
Proposition 2.3.2.1 Soient v(x, t) et vn(x, t) solutions respectives de (2.13) et
(2.12) avec b et c borne´s, a qui ve´rifie les conditions du lemme (2.3.1) et v0 ∈
C0. On suppose que { 1an(x,t)}n converge localement vers 1a(x,t) a` la vitesse q(m,n)
uniforme´ment en t. On a alors, pour tout compact K ⊂ R :
E{
∫
K
| v(x, t)− vn(x, t) |2 dx} ≤ C(K)[t2m−1q(m,n) + t 12 2−c1m]
pour toute m ∈ Z et t ∈ R+.
De plus ∃m0 ∈ N telle que pour m > m0,
[t2m−1q(m,n) + t
1
2 2−c1m] →
n→∞
0
donc vn(., t) → v(., t) dans L2(K) uniforme´ment en t.
De´monstration :
Soient v, vn et vn,ε solutions respectives de (2.13), (2.12) et (2.17) alors :
∀ε ]0, T ], t ∈ [ε, T ] et K compact de R on a :
||v − vn||L2(K)(t) ≤ ||v − vn,ε||L2(K)(t) + ||vn,ε − vn||L2(K)(t)
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D’apre`s [5],
vn,ε(t, x) =
∫
R
v(y, ε)Kn(x, y, t, ε)dy et vn(t, x) =
∫
R
vn(y, ε)Kn(x, y, t, ε)dy
par suite
|vn,ε(t, x)− vn(t, x)| ≤
∫
R
[v(y, ε)− vn(y, ε)]Kn(x, y, t, ε)dy
or
y → Kn(x, y, t, τ) ∈ L2(K)
et
lim
ε→0
v(x, ε) = limε→0vn(x, ε) = v0(x)
donc
lim
ε→0
||vn,ε − vn||L2(K)(t) = 0
Maintenant, on revient au calcul de ‖v − vn,ε‖L2(K)(t), il est clair qu’a` partir de
(2.19), on peut e´crire :
E{
∫
K
[v(t, x)− vn,ε(t, x, w)]2dx}
≤
∑
z˜∈Z
∑
2−mz∈B1,z˜∩K
∫ t
ε
| E[v(s, ym,z)− vn,ε(s, ym,z)]∂v
∂s
(s, ym,z)
∫
Bm,z∩K
(
1
an
− 1
a
)dx | ds+ CΣz˜∈ZΣ2−mz∈B1,z˜∩Kt
1
2 2−c1msupx∈Bm,z∩K{ζ(x)}
≤ CΣz˜∈Zsupz;2−mz∈B(1,z˜)∩K
∫ t
0
E{[v − vn,ε](s, ym,z, w)
∂v
∂s
(s, ym,z) |
∫
B(m,z)∩K
(
1
an(x, s)
− 1
a(x, s)
)dx |}ds
+CΣz˜∈ZΣ2−mz∈B1,z˜∩Kt
1
2 2−c1msupx∈Bm,z{ζ(x)}
≤ CΣz˜∈Z2(m−1)sup(z,2−mz∈B1,z˜∩K)
∫ t
0
E{[v(s, ym,z)− vn,ε(s, ym,z, w)]∂v
∂s
(s, ym,z)
|
∫
Bm,z∩K
(
1
an(x, s, w)
− 1
a(x, s)
)dx | ds}+ CΣz˜∈Zt 12 2−c1m sup
x∈B1,z˜∩K
{ζ(x)}
≤ CΣz˜∈Z2m−1
∫ t
0
sup
2−mz∈B1,z˜
{ζ(ym,z)} sup
2−mz∈B1,z˜
E |
∫
Bm,z
(
1
an(x, s, w)
− 1
a(x, s)
)dx |ds
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+CΣz˜t
1
2 2−c1m sup
x∈B1,z˜
{ζ(x)}
≤ CΣz˜2m−1t sup
2−mz∈B1,z˜
{ζ(ym,z)} sup
z
{E |
∫
Bm,z
(
1
an
− 1
a
)dx |}+CΣz˜t 12 2−c1msupx∈B1,z˜{ζ(x)}
≤ C2m−1t sup
z
E |
∫
Bm,z
(
1
an
− 1
a
)dx | +Ct 12 2−c1m
Par conse´quent ,on a :
E |
∫
K
| u(t, x)− un,ε(t, x, w) |2dx |
≤ C[t2m−1q(m,n) + t 12 2−c1m]
ce qui montre le re´sultat demande´, lorsque ε −→ 0.
Ce re´sultat s’applique a` l’e´quation de Dupire en coordonne´es logarithmiques
(2.8). Nous voyons donc que l’erreur re´sultant sur les prix d’options est de l’ordre
de l’erreur d’estimation sur l’inverse du carre´ de la volatilite´ 1/σ(t, x)2.
On peut montrer aussi la convergence de u dans un espace de Sobolev (ex. H1) en
ajoutant d’autres hypothe`ses sur le coefficient de diffusion a. Par exemple pour avoir
le meˆme re´sultat de convergence pour la fonction w =
∂v
∂x
(x, t), il suffit d’ajouter
l’hypothe`se
λ−1 ≤ a(x, t) ≤ λ (2.20)
Alors la convergence dans la Proposition (2.3.2.1) a lieu dans l’espace H 1(K), Notons
que cette hypothe`se de non-de´ge´ne´rescence (2.20) est seulement utilise´e ici pour la
convergence des de´rive´es de la solution et pas pour la convergence de la solution
elle-meˆme.
Proposition 2.3.2.2 Soient {an(x, t, w)}n une suite de fonction ale´atoire qui sa-
tisfait aux hypothe`ses (2.15 et 2.20). Alors si 1
an
converge localement vers 1
a
a` la
vitesse q(m,n) on aura
∀t ∈]0, Tmax] E‖vn(x, t)− v(x, t)‖H1(K) ≤ C[q(m,n) + t2m−1q(m,n) + t1/22−c1m](2.21)
De´monstration 2.3.3 w(t, x) =
∂v
∂x
(x, t) est solution de :
∂w
∂t
= a(x, t){∂2w
∂x2
+ b1(x, t)
∂w
∂x
+ c1(x, t)w}+ d1(x, t)v(x, t)
w(0, x) = w0(x)
Avec les coefficients b1, c1 et d1 s’e´crivent en fonction des coefficients a, b et c et on
ve´rifie qu’ils sont borne´s. On fait l’hypothe`se que la suite 1
an
est Well-mixing de
moyenne 1
a
et de vitesse de convergence q(m,n), et puisque la fonction a(x, t) est
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borne´e alors la fonction an(x, t) est aussi well-mixing de moyenne a(x, t) et de vi-
tesse de convergence q(m,n).
Par suite si on note par wn(x, t) = ∂v
n
∂x
et fn(x, t) = wn(x, t)−w(x, t), alors fn(x, t)
est solution de l’EDP parabolique avec terme source et condition initiale nulle sui-
vante :
∂fn
∂t
= an(x, t){∂2fn
∂x2
+ b1(x, t)
∂fn
∂x
+ c1(x, t)f
n}+ d1(x, t)(vn(x, t)− v(x, t))
+(an(x, t)− a(x, t)){∂2w
∂x2
+ b1(x)
∂w
∂x
+ c1(x)w}
fn(0, x) = 0
Or an et a ve´rifient l’hypothe`se (2.20), alors 1
an
est well-mixing de moyenne 1
a
donne
la convergence dans L2(K) de an1 vers a1 , par suite :
E‖fn‖L2(K) = E‖wn − w‖L2(K) ≤ C1E‖an1 − a1‖L2(K) + C2E‖vn − v‖L2(K)
≤ C[q(m,n) + t2m−1q(m,n) + t1/22−c1m]
Ce qui montre la convergence L2(K) de
∂vn
∂x
vers
∂v
∂x
pour tout compact K. On en
de´duit la convergence de vn(x, t) vers v(x, t) dans H1(K).
Remarque 2.3.2.2 Les convergences dans les propositions (2.3.2.1 et 2.3.2.2) sont
pour t fixe et pour tout m ∈ N .
Soit ε > 0 alors ∃m0 ∈ N tel que pour m ≥ m0, t1/22−c1m ≤ ε2 et ∃n0 > 0 tel que
∀n ≥ n0, t 2m−1 q(m,n) ≤ ε
2
ce qui montre que l’erreur d’estimation sur la solution de l’EDP est infe´rieure a` ε.
2.4 Application a` la formule de Dupire
Nous allons appliquer maintenant les re´sultats ci-dessus a` une classe souvent
utilise´e d’estimateurs de fonctions de volatilite´, donne´e par la formule de Dupire
[34] de´crite dans la Section 2.2.
2.4.1 Convergence de la volatilite´ de Dupire :
On a suppose´ que ;
∃λ ≥ 1 telle que a(x, t) = σ
2(K, t)
2
≤ λ et | ∂a(x, t)
∂x
|=| K
2
∂σ2(K, t)
∂K
|≤ λ
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D’apre`s la formule de Dupire (2.5) la volatilite´ locale est donne´e par l’expression
suivante :
a(xi, τi) =
∂u
∂τ
∂2u
∂x2
+ b(xi)
∂u
∂x
+ c(xi)u
(xi, τi) (2.22)
Puisque les donne´es du marche´ sont discre`tes et les xi = ln(
Ki
S
) sont borne´s, il faut
donc localiser le syste`me sur l’intervalle [x0, xn] ; que l’on suppose e´gal a` [−κ, κ] .
2.4.2 Localisation du syste`me
On peut de´finir la fonction de volatilite´ a` partir des observations qui sont donne´es
que sur un intervalle [−κ, κ] , donc soit vκ solution du syste`me suivant :

∂v
∂t
(x, t) = a(x, t){ ∂2v
∂x2
+ b(x) ∂v
∂x
+ c(x)v}(x, t) ∀(x, t) ∈ [−κ, κ]×]0, T ]
v(−κ, t) = v(κ, t) = f(t) ∀ t ∈ [0, T ]
v(x, 0) = v0(x) ∀ x ∈ [−κ, κ]
(2.23)
Proposition 2.4.2.1 Soient v et vκ solutions respectives de (2.13) et (2.23) avec
v0 ∈ C0 ,alors ;
|v(t, x)− vκ(t, x)| ≤ C‖v0‖∞ exp{−c(κ− |x|)}
pour tout x ∈ [−κ, κ] ou` C est une constante qui de´pend que de t et v0.
2.4.3 Estimation de la volatilite´ par interpolation line´aire a`
partir de la formule de Dupire
On pose 4t = max{ti+1 − ti} et 4x = max{xj+1 − xj}
Pour
x ∈]xi, xi+1] et t ∈]tj , tj+1]
on de´finit ;
(f δ)(x, t) = (
vδ(tj+1, xi+1)− vδ(tj, xi+1)
2(tj+1 − tj) +
vδ(tj+1, xi)− vδ(tj, xi)
2(tj+1 − tj) )
et
(gδ)(x, t) = (
vδ(xi+1, tj+1) + v
δ(xi−1, tj+1)− 2vδ(xi, tj+1)
4(xi+1 − xi)2 )+
(
vδ(xi+1, tj) + v
δ(xi−1, tj)− 2v(xi, tj)
4(xi+1 − xi)2 )
ou` vδ(xi, tj) sont les prix observe´s pour des maturite´s tj et des log-strikes xi , avec
E(i,j) = E|vδ(xi, tj)− v(xi, tj)| ≤ δ ou` δ peut eˆtre interpre´te´ comme e´tant la four-
chette bid-ask.
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Et on de´finit aussi :
f˜(x, t) = (
v(tj+1, xi+1)− v(tj, xi+1)
2(tj+1 − tj) +
v(tj+1, xi)− v(tj, xi)
2(tj+1 − tj) )
et
g˜(x, t) = (
v(xi+1, tj+1) + v(xi−1, tj+1)− 2v(xi, tj+1)
4(xi+1 − xi)2 )+(
v(xi+1, tj) + v(xi−1, tj)− 2v(xi, tj)
4(xi+1 − xi)2 )
ou` v(xi, tj) est le prix d’une option Europe´enne pour une maturite´ tj et un log-strike
xi.
On a alors
sup
(t,x)∈]0,T ]×[−κ,κ]
|f δ(x, t)− f˜(x, t)| ≤ C δ
∆T
et
sup
(t,x)∈]0,T ]×[−κ,κ]
|gδ(x, t)− g˜(x, t)| ≤ C δ
(∆x)2
Ces estimations peuvent eˆtre comprises soit comme des estimations de´terministes
soit au sens presque-suˆr (par rapport a` la distribution de l’erreur d’estimation P ).
Si on note alors par a˜(x, t) l’estimation de σ2(K, T ) obtenue en combinant ces
approximations de diffe´rences finies et la formule de Dupire mais a` partir des obser-
vations bruite´es vδ(xi, tj) on a
aδ(x, t) =
f δ(x, t)
gδ(x, t)
et a˜(x, t) =
f˜(x, t)
g˜(x, t)
(2.24)
La proposition suivante donne des conditions suffisantes pour qu’un tel estimateur
de volatilite´ conduise a` des approximations localement convergentes pour les prix
d’options, et donne une vitesse locale de convergence dans ce cas :
Proposition 2.4.3.1 (Convergence locale de l’estimateur de Dupire) Soit aδ(x, t)
l’estimateur de la fonction volatilite´ locale donne´ par 2.24. Si ∆x ∼ (2δ) 13 , ∆t ∼ δ 12
alors
{ 1
aδ(x, t)
}δ converge localement vers 1
a(x, t)
a` la vitesse q(m, δ) = δ
1
4 inde´pendant de m ∈ N .
De´monstration En utilisant un de´veloppement de Taylor pour les approximations
de diffe´rences finies sur la grille (xi, tj) on ve´rifie que :
∀x ∈ [−κ, κ] et ∀t ∈ [0, T ]
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on a :
| ∂v
∂t
(x, t)− f˜(x, t) |≤ C [∆x + ∆t]
| (∂
2v
∂x2
+ b(x)
∂v
∂x
+ c(x)v)(x, t)− g˜(x, t) |≤ C [∆x + ∆t]
Par suite , on a ;
| 1
a˜(x, t)
− 1
a(x, t)
|≤ C1(λ, C) [∆x + ∆t] ; ∀x ∈ [−κ, κ] et ∀t ∈ [0, T ]
et
E| 1
aδ(x, t)
− 1
a˜(x, t)
| ≤ C1δ [ 1
∆t
+
1
∆x2
] ; ∀x ∈ [−κ, κ] , ∀t ∈ [0, T ] et δ ≥ 0
Ce qui donne
E| 1
aδ(x, t)
− 1
a(x, t)
| ≤ C [ δ( 1
∆t
+
1
∆x2
) + ∆t+ ∆x ]
Donc si la fonction d’observation C(u(x, t)) = uδ(xi, tj) est telle que, ∆x ∼ (2δ) 13 et
∆t ∼ δ 12 , on aura donc ;
E| 1
aδ(x, t)
− 1
a(x, t)
| ≤ Cδ 13
C’est a` dire ;
{ 1
aδ(x, t)
}δ converge localement vers 1
a(x, t)
a` la vitesse q(m, δ) = δ
1
4 .
2.4.4 Impact de l’estimation de la volatilite´ sur les prix des
options
On de´finit vδκ(x, t) comme solution de :


∂vδ
∂t
(x, t) = aδ(x, t){∂2vδ
∂x2
+ b(x)∂v
δ
∂x
+ c(x)vδ}(x, t) ∀(x, t) ∈ [−κ, κ][0, T ]
vδ(−κ, t) = g(t) vδ(κ, t) = f(t) ∀ t ∈ [0, T ]
vδ(x, 0) = v0(x) ∀ x ∈ [−κ, κ]
(2.25)
ou` f et g sont deux fonctions de´rivables sur [0, T ]
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Proposition 2.4.4.1 Soit vκ(x, t) et v
δ
κ(x, t) solution de (2.23) et (2.25) telle
que
{ 1
aδ(x, t)
}(δ) converge localement vers 1
a(x, t)
sur [−κ, κ], uniforme´ment de t ∈ [0, T ] a` la vitesse q(m, δ) alors on a :
E [
∫ κ
−κ
| vδκ(x, t)− vκ(x, t) |2dx]
≤ E [
∫ κ
−κ
exp(−2 | x |) | uδ(x, t)− u(x, t) |2dx] ≤ C [t 2m−1 q(m, δ) + t 12 2−cm]
ou
u(x, t) =
C(K, t)
S
avec x = ln(
K
S
)
Preuve C’est la meˆme de´monstration que celle de la proposition (2.3.2.1) en pre-
nant K = [−κ, κ].
Proposition 2.4.4.2 (Cas des options europe´ennes)
Soient u et uδ solutions respectives de (2.13) et (2.17) ou` les coefficients des
e´quations ve´rifient les hypothe`ses (2.4.4.1). Nous avons alors l’estimation suivante
E || (u− uδ)(x, t) ||2L2(R,exp(−2|x|)dx)≤ C exp(−βκ) + C[t2m−1q(m, δ) + t
1
2 2−c1m]
En particulier les prix d’options estime´s convergent vers leurs valeurs the´oriques a`
la vitesse
C exp(−βκ) + inf
m
C[t2m−1q(m, δ) + t
1
2 2−c1m]
dans L2(R, exp(−2 | x |)dx).
De´monstration :
|| (u− uδ)(x, t) ||2(L2(R),exp(−2|x|)dx)≤|| (u− uδ)(x, t) ||2(L2(R),exp(−2√1+x2)dx)
=|| (v − vδ)(x, t) ||2(L2(R))
Par suite :
|| (v − vδ)(x, t) ||2(L2(R))=|| (v − vδ)(x, t) ||2(L2(]−∞,−κ]∪[κ,+∞[))
+ || (v − vδ)(x, t) ||2(L2([−κ,κ]))
Or d’apre`s le lemme(2.3.1) on a v, vδ ∈ L2(R) donc
lim
κ→+∞
|| (v − vδ)(x, t) ||2(L2(]−∞,−κ]∪[κ,+∞[))= 0
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et
|| (v− vδ)(x, t) ||2(L2([−κ,κ]))≤|| (v− vκ)(x, t) ||2(L2([−κ,κ])) + || (vκ− vδκ)(x, t) ||2(L2([−κ,κ]))
+ || (vδκ − vδ)(x, t) ||2(L2([−κ,κ]))
or on a : ∀ (x, t) ∈ [−κ, κ][0, T ]
|| (v − vκ)(x, t) ||L2([−κ,κ]≤ C exp (−βκ)
et
|| (vδ − vδκ)(x, t) ||L2([−κ,κ]≤ C exp (−βκ)
ou` C est un parame`tre inde´pendant de κ.
et d’apre`s la proposition (2.4.4.1) ;
|| (vκ − vδκ)(x, t) ||2(L2([−κ,κ]))≤ C[t2m−1q(m, δ) + t
1
2 2−c1m]
ce qui termine la de´monstration.
2.4.5 Estimation de l’erreur sur les options barrie`res
Comme nous l’avons observe´ ci-dessus, la valeur d’une option a` barrie`re est
solution d’un proble`me parabolique avec condition au bord de Dirichlet. Par exemple
la valeur d’une option d’achat de prix d’exercice K et barrie`re desactivante B est
solution de l’e´quation (2.27).
Le prix d’une option call a` barrie`re de maturite´ T et prix d’exercice K est donne´
par
Cb(t, S) = e
−r(T−t)E[(ST −K)+1T<θt|St = S] (2.26)
ou` θt = inf{s ≥ t/St 6∈]L, U [}.
Cb(., .) est solution de l’EDP parabolique suivante :

∂Cb
∂t
= σ
2
2
(t, S)S2 ∂
2Cb
∂S2
(t, S) ∈ (0, T )× (U, L)
Cb(T, S) = (S −K)+ S ∈ (U, L)
Cb(t, S) = 0 si S 6∈ (U, L)
(2.27)
Si on effectue le changement de variable x = log(S/K), a(t, x) = σ2(t, S)/2 et
u(t, x) = Cb(t, S)/K, alors u est solution de

∂u
∂t
= a(t, x){∂2u
∂x2
− ∂u
∂x
} (t, x) ∈ (0, T )× (log(U
K
), log( L
K
))
u(T, x) = (ex − 1)+ x ∈ (log(UK), log( LK))
u(t, x) = 0 si x 6∈ (log(U
K
), log( L
K
))
(2.28)
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On applique alors la proposition pre´ce´dente pour un intervalle de localisation ]b, l[=
(ln( U
K
), ln L
K
) et des conditions aux bords f = g = 0, on montre dans la proposition
suivante la convergence des prix des options a` barrie`re.
Proposition 2.4.5.1 (Cas des options barrie`res) Soit aδ la volatilite´ locale obtenue
en appliquant aux prix des calls la version diffe´rences finies de la formule de Dupire.
Sous les conditions de la Proposition 2.4.3.1 c’est-a`-dire si ∆x ∼ (2δ) 13 , ∆t ∼ δ 12
alors la valeur uδ d’une option barrie`re calcule´e avec la volatilite´ aδ converge vers
sa valeur u calcule´e avec la volatilite´ a, et on a l’estimation suivante de l’impact de
l’erreur d’estimation sur le prix de l’option barrie`re :
E || (u− uδ)(x, t) ||2(L2(]b,l[))≤ C(t
1
2 2
−c1(− ln δ3(1+c1) ))
De´monstration :
Si on prend m = [− ln δ
4(1+c1)
] , alors 3(1 + c1)m ≤ − ln δ donc 2(1+c1)m ≤ δ− 14
D’ou` d’apre`s la Proposition (2.4.4.1) on a :
|| (u− un)(x, t) ||2(L2(R),exp(−2|x|)dx)≤ C[t
1
2 2
−c1[− ln δ4(1+c1) ]]
2.5 Conclusion
Dans ce chapitre, nous avons e´tudie´ l’impact sur les prix d’options des erreurs
d’estimation de la fonction volatilite´ dans le cadre d’un mode`le de diffusion. Sur
le plan mathe´matique il s’agit de l’estimation d’une vitesse de convergence locale
lorsqu’on passe a` la limite dans le coefficient de diffusion d’une EDP parabolique
sans structure spatiale particulie`re (comme la pe´riodicite´) : il faut estimer la vitesse
de convergence de la solution e´tant donne´e la vitesse de convergence des coefficients.
Nous avons d’abord montre´ un tel re´sultat pour une EDP parabolique ge´ne´rale (Pro-
position 2.3.2.1). Notre re´sultat, un peu surprenant a` premie`re vue, est que l’erreur
induite sur les prix d’options europe´ennes est proportionnelle a` l’erreur d’estimation
sur l’inverse 1/σ(t, x) de la volatilite´ c’est a` dire
1
σˆ(t, x)2
− 1
σ(t, x)2
calcule´e au point (t, x) correspondant aux caracte´ristiques de l’option. Les conditions
de ce the´ore`me sont faciles a` ve´rifier pour les me´thodes usuelles de ”calibration” de
la surface de volatilite´ locale.
Appliquant ce re´sultat a` un estimateur particulier de volatilite´, la formule de
Dupire, nous avons montre´ une condition suffisante pour la convergence de cet esti-
mateur de la volatilite´ locale qui garantit que les prix calcule´s avec cet estimateur
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sont e´galement convergents. Ce re´sultat montre que la vitesse optimale de conver-
gence est obtenue lorsque une relation est ve´rifie´e entre la taille de la grille des
observations sur les options et la fourchettes bid-ask δ. En particulier, il n’est pas
optimal d’utiliser des strikes / maturite´s trop rapproche´s en pre´sence de fourchette
bid-ask.
Ensuite, nous avons pu donner dans ce cas des estimations d’erreur sur les op-
tions barrie`res et les options europe´ennes calcule´s avec la volatilite´ de Dupire. Ces
estimations confirment l’intuition que l’erreur sur les prix d’options est loin d’eˆtre
homoge`ne en strike/sous-jacent et sa structure ’spatiale’ refle`te la structure des er-
reurs d’estimation dans l’inverse de la volatilite´ au carre´.
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Deuxie`me partie
Estimation des parame`tres d’actifs
financiers a` sauts par une me´thode
nume´rique
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Chapitre 3
Mode`les a` sauts en finance
3.1 Introduction
Apre`s l’e´tude des mode`les de diffusion dans la premie`re partie de la the`se, nous
nous inte´ressons dans cette partie a` une deuxie`me extension du mode`le de Black-
Scholes, celle des mode`les a` sauts et plus particulie`rement les mode`les base´s sur les
processus de Le´vy. La dynamique de ces mode`les consiste d’ajouter a` celle de Black-
Scholes un terme discontinu dont la pre´sence se justifie aussi bien par la pre´sence de
mouvements brusques dans les prix que par l’effet de smile de volatilite´ implicite qu’il
induit dans les prix d’options. Dans le chapitre 3, on rappelle quelques proprie´te´s
des mode`les d’e´valuation “exponentielle – Le´vy” et nous de´crirons les me´thodes de
calibration propose´es pour ces mode`les dans la litte´rature. Dans le chapitre 4, nous
exposerons une nouvelle approche pour la calibration d’un mode`le exponentielle
Le´vy a` un jeu de prix d’options, par re´gularisation de Tikhonov. Nous de´taillerons
entre autres le choix du parame`tre de re´gularisation par le principe de Morozov, le
choix des espaces de minimisation, la me´thode de calcul du gradient par e´quation
adjointe et nous discuterons la convergence de la solution du proble`me re´gularise´.
Dans le chapitre 5 nous pre´senterons un algorithme nume´rique pour la calibration
des mode`les avec sauts et nous testerons sa performance d’abord sur des donne´es
simule´es puis sur des donne´es de marche´ d’options.
3.2 Mode`le exponentielle Le´vy : e´quations Back-
ward et Forward
Conside´rons un espace de probabilite´ (Ω, F, Q) que l’on fixe dans toute la suite.
49
3.2.1 Processus de Le´vy : De´finitions et Proprie´te´s
Un processus de Le´vy [23] [56] Xt est un processus stochastique a` acroissements
inde´pendants et stationnaires qui est continu en probabilite´ tel que X0 = 0. Un
processus de Le´vy est caracte´rise´ par un triplet de parame`tres (γ, σ, ν) : σ ≥ 0 ; est
la volatilite´ de la composante Brownienne de Xt, γ une constante re´elle et ν une
mesure positive sur R \ {0} qui satisfait aux conditions∫ 1
−1
x2ν(dx) <∞ ;
∫
|x|>1
ν(dx) <∞ (3.1)
ν mesure l’intensite´ des sauts du processus X : ∀A ⊂ R \ {0}
ν(A) = E[#{t ∈ [0, 1], t.q.∆Xt ∈ A}] = 1
T
E[#{t ∈ [0, T ], t.q.∆Xt ∈ A}] (3.2)
Le mouvement Brownien avec de´rive est le seul processus de Le´vy ayant des trajec-
toires continues.
La fonction caracte´ristique d’un processus de Le´vy de parame`tres (γ, σ, ν) est φ
donne´e par la repre´sentation suivante, dite de Le´vy-Khinchin
E[eizXt] = exp(t φ(z)), φ(z) = −σ
2z2
2
+ iγz +
∫ +∞
−∞
(eizx − 1− iz − 1|x|≤1)ν(dx)(3.3)
La mesure ν d’un processus de Le´vy n’est pas toujours finie. Dans le cas ou` λ =∫
ν(dy) < ∞, on dit que les sauts de X sont d’activite´ finie et on peut normaliser
la mesure ν et de´finir une mesure de probabilite´
ν0(dy) =
ν(dy)
λ
(3.4)
qui repre´sente alors la distribution de la taille des sauts. Dans ce cas l’e´volution
de Xt peut eˆtre de´crite par un processus de Poisson compose´ avec intensite´ λ et
distribution des tailles de sauts ν0 :
Xt = γt + σWt +
Nt(λ)∑
i=1
Yi Yi
iid∼ ν0 (3.5)
ou` Nt(λ) est un un processus de poisson compose´ avec l’intensite´ λ et la distribution
ν0(.), Wt est un mouvement Brownien.
Si la mesure ν ve´rifie
∫ |x|ν(dx) < ∞, on dit que les sauts de X sont a` variation
borne´e. Dans ce cas, le nombre de sauts dans chaque intervalle de temps peut eˆtre
infinie mais leur somme doit eˆtre convergente avec probabilite´ 1. Par conse´quent,
si on note par γ0 = γ −
∫
|x|≤1 xν(dx) alors Xt peut eˆtre repre´sente´ comme une
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somme trajectorielle d’un mouvement Brownien et des sauts ; c’est la de´composition
de Le´vy-Ito :
Xt = γ0t+ σWt +
∑
0<s≤t
∆Xs (3.6)
qui peut eˆtre aussi e´crite sous la forme inte´grale suivante
Xt = γ0t+ σWt +
∫ t
0
∫
R\{0}
xJX(du, dx) (3.7)
ou` JX est une mesure ale´atoire de Poisson [23], de´crivant les sauts de X :
∀t > 0, ∀A ⊂ B(R \ {0}), JX([0, t]× A) = #{s ∈ [0, t], tq.∆Xs ∈ A} (3.8)
On constate que E[JX([0, t]× A)] = tν(A).
Si
∫ |x|ν(dx) = ∞ alors les sauts de X ont une variation finie et les petits sauts
doivent eˆtre compense´s. On de´finit alors la mesure de Poisson compense´e de X :
J˜X([0, t]× A) = JX([0, t]× A)− tν(A) (3.9)
et la trajectoire de X se de´compose comme
∀ t ∈ [0, t] Xt = γ0t+ σWt +
∑
0<s≤t,|∆Xs|≥1
∆Xx +
∫ t
0
∫
|x|<1
xJ˜X(dudx) (3.10)
Cette de´composition reste vraie pour les processus de Le´vy a` variation finie.
On re´sume dans la de´finition suivante les diffe´rents types des processus de Le´vy
selon leur triplet de parame`tres (γ, σ, ν).
De´finition 3.2.1.1 Soit Xt une processus de Le´vy re´el de parame`tres caracte´ristiques
(γ, σ, ν), alors si :
1. σ = 0 et ν(R) <∞, Xt est un processus de Poisson compose´.
2. σ = 0, ν(R) = ∞ et ∫|x|≥1 |x|ν(dx) < ∞, Xt est un Le´vy d’activite´ infinie et
de variation borne´e.
3. σ > 0 ou ν(R) = ∞ et ∫|x|≥1 |x|ν(dx) < ∞, Xt est un Le´vy de variation non
borne´e.
Les processus de Le´vy font partie des processus de Markov. Le semi-groupe associe´
a` un processus Le´vy {Xt}t est un semi-groupe par rapport a` la convolution, de
ge´ne´rateur infinite´simal LX de´fini pour tout ∀f ∈ C2 et a` support compact par
LXf(x) = lim
ε−>0
E[f(x+Xt)− f(x)]
t
(3.11)
=
σ2
2
∂2f
∂x2
+ γ
∂f
∂x
+
∫
ν(dy)[f(x+ y)− f(x)− y1{|y|≤1}∂f
∂x
(x)]
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3.2.2 Mode`les Exponentiels de Le´vy : De´finition et Exemples
Le mode`le exponentielle Le´vy St est un mode`le d’option a` un actif sous-jacent,
qui est de´fini a` partir d’un processus de Le´vy Xt de caracte´ristique (γ, σ, ν). Sous
les hypothe`ses d’absence d’opportunite´ d’arbitrage (AOA), il existe une probabilite´
Q dite probabilite´ risque-neutre, sous laquelle les prix actualise´s de tous les produits
financiers sont des martingales. Dans un mode`le exponentielle-Le´vy on repre´sente
la dynamique de St sous la probabilite´ risque-neutre comme l’exponentielle d’un
processus de Le´vy :
St = e
rt+Xt (3.12)
= S0 +
∫ t
0
rSu−du+ σ
∫ t
0
Su−dWu +
∫ t
0
∫ +∞
−∞
(ex − 1)Su−J˜X(dudx) (3.13)
ou` r est le taux d’intreˆt d’un actif non-risque´. Par AOA, il faut que Sˆt = e
−rtSt =
exp(Xt) soit une martingale, ce qui re´duit le nombre de parame`tres caracte´ristiques
de Xt en imposant la relation suivante :
γ = γ(σ, ν) = −σ
2
2
−
∫
(ey − 1− y1|y|≤1)ν(dy) et
∫
|y|>1
ν(dy)ey <∞ (3.14)
Si on suppose que (3.14) existe et on remplace γ par γ(σ, ν) dans LX le ge´ne´rateur
infinite´simal de Xt sera e´crit sous la forme suivante :
LXf(x) =
σ2
2
[
∂2f
∂x2
− ∂f
∂x
] +
∫ +∞
−∞
ν(dy)[f(x+ y)− f(x)− (ey − 1)∂f
∂x
] (3.15)
Or un processus exponentielle Le´vy St est aussi un processus de Markov, son ge´ne´rateur
infinite´simal associe´ LS est donne´ par :
LSf(x) = rx
∂f
∂x
(x) +
σ2
2
x2
∂2f
∂x2
(x) +
∫
ν(dy)[f(xey)− f(x)− x(ey − 1)∂f
∂x
(x)](3.16)
Graˆce a` la condition martingale (3.14), on caracte´rise dans toute la suite un processus
Le´vy par sa volatilite´ σ et sa mesure de sauts ν.
3.2.3 Exemples de processus de Le´vy
Plusieurs exemples de processus de Le´vy ont e´te´ utilise´s en finance dans la the´orie
des options. Les figures (3.1) et (3.2)donnent les trajectoires de deux types de pro-
cessus a` sauts.
Parmi les exemples de Processus de Le´vy utilise´s en finance figurent notamment :
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Fig. 3.1 – Trajectoire d’un processus de diffusion avec sauts (mode`le de Merton).
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Fig. 3.2 – Trajectoire d’un processus de Le´vy a` sauts pur (processus stable tempe´re´).
53
Exemple 3.2.3.1 (Mode`le de Merton) Ce mode`le, introduit par Merton en 1976
[53] repre´sente le logarithme du prix comme la somme d’un mouvement Brownien
avec de´rive et d’une processus de Poisson compose´ dont la taille des sauts a une
distribution gaussienne :
ν(dx) =
λ
δ
√
2pi
e−
(x−θ)2
2δ2 dx
Exemple 3.2.3.2 (Mode`le de Kou) Ce mode`le repre´sente le logarithme du prix
comme la somme d’un mouvement Brownien avec de´rive et d’un processus de Pois-
son compose´ dont la taille des sauts a une distribution exponentielle asyme´trique
[46] (dite de Laplace) :
ν(dx) = (pλ+e
−λ+x1x>0 + (1− p)λ−e−λ−|x|1x<0)dx
Exemple 3.2.3.3 (Mode`le Variance Gamma) Il s’agit d’un exemple de proces-
sus a` sauts pur et d’intensite´ infinie introduit par Madan et Seneta [50]. La mesure
de Le´vy est donne´e par sa densite´ :
ν(dx) =
1
κ|x|e
Ax−B|x| avec A =
θ
σ2
et B =
√
θ2 + 2σ
2
κ
σ2
Nous renvoyons a` [23] pour une revue de cette classe de mode`les. Remarquons ici
que tous ces mode`les ont en commun d’avoir une mesure de Le´vy qui posse`de une
densite´ re´gulie`re sur R−{0} par rapport a` la mesure de Lebesgue. Par ailleurs cette
densite´ de´croit exponentiellement en ±∞.
Remarque 3.2.3.1 Comme dans le cas du mode`le de Black-Scholes, on peut donner
un mode`le plus ge´ne´ral aux processus exponentiels de Le´vy.
Une des ge´ne´ralisations possible est le mode`le de sauts a` volatilite´ locale [20] et
mesures de´pendente ; qui peut eˆtre mesure stochastique ou` une mesure de´terministe
qui de´pent du temps et du sous-jacent St. Dans ce cas la dynamique risque-neutre
de St est donne´e par :
dSt
St−
= σ(t, St−)dWt +
∫
(ez − 1)J˜X(dtdz) (3.17)
St = S0 +
∫ t
0
Su−σ(u, Su−)dWu +
∫ t
0
∫
R
J˜X(dudz) Su−(ez − 1)
St reste un processus de Markov dont le ge´ne´rateur infinite´simal s’e´crit sous la forme
suivante :
LSf(x, t) = rx
∂f
∂x
(x) +
σ2(t, x)
2
x2
∂2f
∂x2
(x) +
∫
νt(dy)[f(xe
y)− f(x)− x(ey − 1)∂f
∂x
(x)]
Dans ce cas le processus St est caracte´rise´ par une fonction positive qui est la surface
de volatilite´ locale et par un processus de mesure νt(.)
54
3.2.4 E´valuation d’options pour les mode`les exponentielle
Le´vy
Le prix d’une option Europe´enne dont le sous-jacent suit le moe`le exponentielle
Le´vy St est donne´ par l’espe´rance conditionnelle actualise´e de son flux terminal
H(ST ) sous la probabilite´ risque-neutre Q.
C(t, S) = E[e−r(T−t)H(ST )/St = S] (3.18)
pour les options d’achats H(x) = (x−K)+ et pour celle de vente H(x) = (K − x)+
ou` K est le prix d’exercice de l’option.
Apre`s l’utilisation du changement des variables logarithmique, τ = T −t, x = ln( S
S0
)
et on note h(x) = H(S0e
x) et f(τ, x) = erτC(t, S0e
x). Alors f est donne´e par
f(τ, x) = E[h(x + rτ +Xτ )] (3.19)
si h est dans le domaine du ge´ne´rateur infinite´simal LX de X, on pourra en ap-
pliquer la formule d’Ito [56] et montrer que f est solution d’une e´quation inte´gro-
diffe´rentielle.
On donne deux me´thodes de calcul de cette espe´rance conditionnelle lorsque St suit
un mode`le exponentielle Le´vy a` savoir par re´solution d’e´quation inte´gro-diffe´rentielle
et par transforme´e de Fourier.
E´valuation d’options a` partir des e´quations inte´gro-diffe´rentielles
On commence par e´crire le prix C(t, S) comme solution d’une e´quation inte´gro-
diffe´rentielle simillaire a` l’e´quation de Black&Scholes (1.1) avec un terme inte´gral
due a` la pre´sence du terme saut dans la dynamique du sous-jacent St.
Dans [27], les auteurs ont montre´ diffe´rents re´sultats de re´gularite´ pour la solu-
tion, que l’on re´sume dans la proposition suivante :
Proposition 3.2.4.1 Soit C(t, S) solution de :

∂C
∂t
+ σ
2
2
S2 ∂
2C
∂S2
+(r − q) S ∂C
∂S
− r c(t, S)
=
∫
ν(ds){C(t, Ses)− C(t, S)− S(es − 1)∂C
∂S
}
C(T, S) = (S −K)+
(3.20)
alors ;
1. C(t, S) = e−(r−q)(T−t)E[(ST − K)+/St = S] ; la solution du syste`me donne le
prix d’une option d’achat Europe´enne.
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2. Pour σ > 0 et ν(.) qui ve´rifie
∃β ∈ (0, 2), lim inf
ε
1
ε2−β
∫ ε
−ε
|y|2ν(dy) > 0 et
∫
|y|>1
e2yν(dy) <∞ (3.21)
alors C(., .) ∈ C([0, T ]× [0,∞)) ∩ C∞([0, T ]× (0,∞)).
Ce type d’e´quation inte´gro-diffe´rentielle peut eˆtre ge´ne´ralise´ a` une classe plus ge´ne´raux
de mode`les donne´e par (3.17). On peut montrer que le prix d’une option call eu-
rope´enne dont le sous-jacent suit (3.17) est solution de

∂C
∂t
+ σ
2
2
(t, S)S2 ∂
2C
∂S2
+(r − q) S ∂C
∂S
− r c(t, S)
=
∫
νt(ds){C(t, Ses)− C(t, S)− S(es − 1)∂C∂S }
C(T, S) = (S −K)+
(3.22)
De la meˆme fac¸on, on montre que le prix d’une option barrie`re dont le sous-jacent
suit le mode`le exponentielle Le´vy est solution d’une e´quation inte´grodiffe´rentiel. Par
exemple pour un Call up-and-out (avec barrie`re de´sactivante) de maturite´ T , prix
d’exercice K et de barrie`re supe´rieure U > S0 le payoff est donne´ par H(ST ) =
(ST −K)+1T<θ ou` θ = inf{t ≥ 0|St ≥ U} ; c’est le premier point de sortie. Le prix
de l’option est ainsi donne´ par l’espe´rance actualise´e du payoff
Cb(t, S) = e
−r(T−t)E[(ST −K)+1T<θt/St = S]
et a` partir de cette expression les auteurs de [27] montrent que la valeur de cette
option barrie`re est solution de :

∂C
∂t
+ rS ∂C
∂S
−σ2
2
S2 ∂
2C
∂S2
=
∫
ν(ds){C(t, Ses)− C(t, S)− S(es − 1)∂C
∂S
}
C(T, S) = (ST −K)+ S < U
C(t, S) = 0 S ≥ U
(3.23)
Des algorithmes efficaces a` base de diffe´rences finies [28] et d’e´le´ments finie [51] ont
e´te´ propose´s pour la re´solution nume´rique de ces e´quations inte´gro-diffe´rentielles.
Nous les reverrons dans le chapitre 5.
La deuxie`me me´thode utilise´e pour l’e´valuation d’option europe´enne dont le sous-
jacent suit un mode`le exponentielle Le´vy est la me´thode de transforme´e de Fourier,
cette me´thode etait utilise´e dans la the`se de Tankov [62]. Pour plus de de´tails sur
cette me´thode voir [50]
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3.2.5 E´quation Forward
L’e´quation backward ci-dessus permet d’e´valuer option (par exemple un call
de maturite´ et prix d’exercice donne´s) en fonction du temps et de la valeur du
sous-jacent. Pour la calibration d’un mode`le, on dispose des prix d’options pour
diffe´rentes maturite´s T et prix d’exercices K a` un instant fixe t0 et pour une valeur
de sous-jacent St0 . Le calcul de ces prix par la re´solution de l’e´quation backward est
donc fastidieux, ne´cessitant une re´solution par option. Il est alors plus avantageux
d’utiliser une autre e´quation qui permet en une seule ope´ration de calculer les prix
de toutes ces options : c’est l’e´quation forward, introduite par Dupire [34], que nous
e´tendons ici au cas des processus de Le´vy puis des processus Markoviens avec sauts :
Proposition 3.2.5.1 Conside´rons un marche´ ou` la dynamique risque–neutre du
sous-jacent St est donne´e par
dSt
St−
= (r − q)dt+ σ(t, St−)dWt +
∫ +∞
−∞
(ex − 1)J˜X(dx, dt)
ou` JX de´signe une mesure de Poisson compense´e de mesure de Le´vy ν. On suppose
que ∫
e2yν(dy) <∞ et σ(., .) ≤ λ (3.24)
ce qui implique que S est un martingale de carre´ inte´grable :
sup
t∈[0,T ]
E[|St|2] <∞
Soient t0 et St0 fixes, C(t0, St0 ;T,K) le prix d’une option call europe´enne de prix
d’exercice K et maturite´ T vue a` l’instant t0. Alors C(T,K) est solution d’une EDPI
forward qui s’e´crit sous la forme suivante

∂C
∂T
= −(r − q)K ∂C
∂K
−qC(T,K) + σ2(T,K)
2
K2 ∂
2C
∂K2
+
∫
ν(ds)es{C(T,Ke−s)− C(T,K) +K(1− e−s) ∂C
∂K
}
C(t0, K) = (St0 −K)+
(3.25)
De´monstration Puisque f(x) = (x − K)+ est une fonction convexe, on peut ap-
pliquer la formule de Meyer-Itoˆ [56, Theorem 70, p. 214] : pour f convexe et Xt une
semi-martingale alors
f(Xt)− f(X0) =
∫ t
0+
f
′
(Xs−)dXs +
∑
0<s≤t
{f(Xs)− f(Xs−)− f ′(Xs−)∆Xs}
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+
1
2
∫ +∞
−∞
µ(dx)L(t, x)
ou`
µ =
∂2f
∂x2
est une mesure positive qui peut eˆtre interpre´te´e comme la de´rive´e seconde de f et
L(t, x) est le temps local associe´ a` la semi-martingale Xt au point x. On applique
cette formule a` St alors on a
d(St −K)+ = 1(St−≥K)dSt + {(St− + ∆St −K)+ − (St− −K)+ − 1(St−≥K)∆St}
+
1
2
∫ +∞
−∞
µ(dx)dL(t, x)
ou` µ est la mesure positive associe´e a` la fonction convexe (x−K)+ qui est donne´e
par µ(dx) = ∂
2
∂K2
(x −K)+ = δK(dx) et L(t, x) est le temps local associe´ a` la semi-
martingale St pris au point x. Ce dernier ve´rifie la formule de temps d’occupation
[56, Corollary 1, p. 216] :∫ +∞
−∞
L(t, x)g(x)dx =
∫ t
0
g(Su−)d[S, S]cu =
∫ t
0
g(Su−)σ2(t, St−)S2u−du (3.26)
De´rivons d’abord un lemme qui sera utile dans la suite :
Lemme 3.2.1 Notons qt(u,K) la valeur en K de la densite´ conditionnelle de Su
sachant Ft. Alors
E[L(u,K)|Ft] =
∫ u
t
qt(v,K)σ
2(v,K)K2dv (3.27)
La fonction u 7→ Et[L(u,K)] admet pour de´rive´e
∂
∂u
E[L(u,K)|Ft] = qt(u,K)σ2(u,K)K2 (3.28)
De´monstration du lemme Nous suivons [37, Th. 4.5.1.].
On prend l’espe´rance conditionnelle de l’e´galite´ (3.26), on obtient
E(
∫ u
0
g(Sv−)σ2(v, Sv−)S2v−dv|Ft) =
∫ +∞
−∞
g(x)E(L(u, x)|Ft)dx
qt(v,K) est la densite´ de St donne
E[L(u,K)|Ft] =
∫ u
t
qt(v,K)σ
2(v,K)K2dv (3.29)
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si on de´rive cette e´galite´ par rapport a` u, alors :
∂
∂u
Et[L(u,K)|Ft] = qt(u,K)σ2(u,K)K2 (3.30)
En approchant la masse de Dirac δK(.) par une suite de fonctions re´gulie`res
g(u) = (
√
2pi)−1 exp(−(x−K)2/22) on peut en de´duire que∫ +∞
−∞
L(t, x)δK(dx) =
∫ t
0
δK(Su−)d[S, S]cu =
∫ t
0
δK(Su−)σ2(u, Su−)K2du
Or
(St− + ∆St −K)+ − (St− −K)+ − 1(St−≥K)∆St
= (St−e∆Xt −K)+ − (St− −K)+ − St−1(St−≥K)(e∆Xt − 1)
donc (St −K)+ = (S0 −K)+ + A(t) +Mt avec
A(t) =
∫ t
0
(r − q)Su−1(Su−≥K) +
1
2
∫ t
0
δK(Su−)σ2(u, Su−)K2du
+
∫ t
0
du
∫ +∞
−∞
ν(dx){(Su−ex −K)+ − (Su− −K)+ − 1(Su−≥K)Su−(ex − 1)}
et
dMt = 1(St−≥K)St−σdWt +
∫ +∞
−∞
[(St−ex −K)+ − (St− −K)+]J˜X(dx, dt)
En utilisant la condition (3.24) et la proprie´te´ de Lipschitz de la fonction payoff on
peut montrer en suivant les lignes de [23, Chap. 12] que Mt est une martingale de
carre´ inte´grable. On en de´duit que
(ST −K)+ = (St −K)+ + A(T )− A(t) +MT −Mt
ce qui donne
Et(ST −K)+ = (St −K)+ + Et[A(T )− A(t)]
puisque Mt est une martingale. On conclut alors que
er(T−t)C(t, St;T,K) = Et(ST −K)+ = (St −K)+ + Et[A(T )− A(t)]
Calculons ce dernier terme pour T ≥ t :
Et[A(T )− A(t)] =
∫ T
t
du(r − q)Et(Su−1(Su−≥K)) +
1
2
∫ T
t
duEt[L(u,K)]
+
∫ T
t
du
∫ +∞
−∞
ν(dx){Et(Su−ex −K)+ − Et(Su− −K)+ − Et(1(Su−≥K)Su−)(ex − 1)}
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Or ∀u ≥ t
C(t, St; u,K)e
r(u−t) = Et[1Su>KSu] +Ke
r(u−t)CK(t, St; u,K)
D’apre`s la formule de Breeden-Litzenberger [17],
er(u−t)CKK(t, St; u,K) = q(t, S, u,K)
ou` q(t, S, u,K) est la densite´ conditionnelle de Su en K, donc en appliquant le lemme
3.2.1 nous concluons que ∀u ≥ t
Et[
∫ T
t
L(u,K)du] =
∫ T
t
Et[L(u,K)]du
=
∫ T
t
er(u−t)CKK(t, St; u,K)du (3.31)
donc
Et[A(T )− A(t)] =
∫ T
t
(r − q)er(u−t)(C(t, St; u,K)−KCK(t, St; u,K))
+
1
2
∫ T
t
duσ2(u,K)K2er(u−t)CKK(t, St; u,K)
+
∫ T
t
du
∫ +∞
−∞
ν(dx){Et(Su−ex −K)+ − Et(Su− −K)+ − Et(1(Su−≥K)Su−)(ex − 1)}
Or 

Et(Sue
x −K)+ = er(u−t)exC(u,Ke−x)
Et(Su −K)+ = er(u−t)C(u,K)
Et(1(Su≥K)Su) = e
r(u−t)(C(u,K)−KCK(u,K))
donc
er(T−t)C(t, St;T,K)− (St −K)+ = Et[A(T )− A(t)] =∫ T
t
(r − q)er(u−t)(C(t, St; u,K)−KCK(t, St; u,K))
+
1
2
∫ T
t
duσ2(u,K)K2er(u−t)CKK(t, St; u,K)
+
∫ T
0
er(u−t)du
∫ ∞
−∞
ν(dx){C(u,Ke−x)− C(u,K) + (1− ex)(C(u,K)−KCK(u,K))}
Cette e´galite´ est valable Q−pre`sque-suˆrement, donc sur tout le support de St c’est-
a`-dire [t, Tmax]×]0,∞[. En de´rivant chaque cote´ par rapport a` T nous obtenons apre`s
simplification par er(T−t) :

CT =
1
2
σ2(T,K)K2CKK − (r − q)KCK(T,K)− qC(T,K)
+
∫ +∞
−∞ e
xν(dx){C(T,Ke−x)− C(T,K) + (1− e−x)KCK}
C(t0, K) = (St0 −K)+
e´galite´ qui est donc e´galement valable sur [t, Tmax]×]0,∞[. Fin de de´monstration.
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Remarque 3.2.5.1 Une autre de´monstration base´e sur l’homoge´ne´ite´ des prix d’op-
tions et l’identite´ d’Euler est propose´e par Carr et Hirsa [21]. D’apre`s la premie`re
e´quation de pricing (3.20), si on suppose que C(T,K) est deux fois diffe´rentiable
en T et K et on note par τ = T − t, puisque le prix d’une option est line´airement
homoge`ne de S et K, c’est a` dire C(λS, λK) = λC(S,K) ∀λ ≥ 0, par suite graˆce
a` la formule d’Euler on a :
C(S,K) = S
∂C
∂S
(S,K) +K
∂C
∂K
(S,K) ∀S,K
e´quivaut a`
S
∂C
∂S
(S,K) = C(S,K)−K ∂C
∂K
(S,K)
et on de´rive une deuxie`me fois, on a :
S2
∂2C
∂S2
(S,K) = K2
∂2C
∂K2
(S,K)
Ce qui nous permet de passer de l’e´quation ve´rifie´e par le prix d’une option de
maturite´ T et de strike K a` l’e´quation qui donne les prix de toutes les options pour
une unique condition initiale t et S.
Cette e´quation s’obtient en remplac¸ant les de´rive´es en S et t par leurs e´quivalence
des de´rive´es de K et T en utilisant l’homoge´ne´ite´ par rapport a` S,K. Cette deuxie`me
me´thode plus simple n’est pas toujours applicable : elle suppose la diffe´rentiabilite´ des
prix d’option. En effet, si σ = 0, le prix C(S,K) n’est pas force´ment de´rivable en
S : des contre-exemples sont donne´s dans [28].
Enfin, une troisie`me de´monstration de ce re´sultat, utilisant la me´thode des flots
stochastiques, a e´te´ propose´e re´cemment par Jourdain [45], dans le cas d’un mode`le
de diffusion avec sauts dont la composante brownienne est non-de´ge´ne´re´e.
Contrairement aux re´sultats de [21, 45], la de´monstration reste valable pour
un cas plus ge´ne´ral de processus Markovien a` sauts notamment dans le cas ou` les
caracte´ristiques des sauts de´pendent du prix ν(t, St, x)dx et ou` la partie brownienne
peut eˆtre nulle.n
Dans la suite de ce chapitre, pour simplifier le calcul on va travailler avec des
processus exponentiels de Le´vy, c’est a` dire qu’on prend σ une constante positive.
Changement de variable logarithmique
On dispose alors de deux e´quations adjointes, une de type backward qui donne
le prix d’une option call europe´en de maturite´ T et de prix d’exercice K a` tout
momment d’e´valuation t
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

∂C
∂t
+ σ
2
2
S2 ∂
2C
∂S2
+(r − q) S ∂C
∂S
− r c(t, S)
=
∫
ν(ds){C(t, Ses)− C(t, S)− S(es − 1)∂C
∂S
}
C(T, S) = (S −K)+
et d’une e´quation forward qui est une e´quation de Dupire avec sauts, qui donne les
prix de tous las calls pour diffe´rentes maturite´ T et prix d’exercices a` un un insatnt
donne´ t

∂C
∂T
= −K ∂C
∂K
+σ
2
2
K2 ∂
2C
∂K2
+
∫
ν(ds)es{C(T,Ke−s)− C(T,K) +K(1− e−s) ∂C
∂K
}
C(t,K) = (St −K)+
(3.32)
On effectue le changement de variable logarithmique suivant pour les deux e´quations
x = ln(K) ξ = ln(S) et u(t, ξ;T, x) = C(t, St, T,K) (3.33)
donc pour T et x fixe, u(t, ξ, T, x) est solution de :

∂u
∂t
+σ
2
2
{∂2u
∂ξ2
− ∂u
∂ξ
}
=
∫
ν(dy){u(t, x+ y)− u(t, x)− (ey − 1)∂u
∂x
}
u(T, ξ, T, x) = (eξ − ex)+
et pour ξ et t fixe, u(t, ξ, T, x) est solution de :


∂u
∂T
=
σ2
2
{∂
2u
∂x2
− ∂u
∂x
}+
∫
ν(dy)ey{u(τ, x− y)− u(τ, x) + (1− e−y)∂u
∂x
}
u(t, ξ, t, x) = (eξ − ex)+
(3.34)
Dans tout la suite de ce travail, on prend t = 0, S0 = 1 ce qui est e´quivalent
a` dire que ξ = 0 et on notera par u(T, x) = u(0, 0, T, x), donc on s’occupe de la
re´solution du syste`me (3.34) qui forme le proble`me direct de la calibration ou` le
pricing des options europe´enne a` un instant t = 0 fixe et pour toute maturite´ T et
log prix d’exercice K.
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Chapitre 4
Proble`me inverse et re´gularisation
de Tikhonov
La premie`re e´tape de calibration est la meˆme pour les mode`les exponentiels de
Le´vy que dans le cas de diffusion e´tudie´ dans le chapitre 2, puisque le choix du
mode`le est la deuxie`me e´tape de la calibration (apre`s qu’on dispose des observations
sur le marche´). On dispose alors d’un nombre fini d’observations
(CM(Ti, Ki))i∈I ≡ (uM(Ti, xi))i∈I ∈ RI+
ou` CM(Ti, Ki) sont les valeurs d’options calls europe´ennes pour des diffe´rentes ma-
turite´s Ti et prix d’exercices Ki qui sont e´quivalents a` uM(Ti, xi) apre`s avoir effectue´
le changement de variable introduit dans le chapitre 3.
On cherche un processus de Le´vy Xt, caracte´rise´ par un triplet de parame`tre (γ, σ, ν)
qui peut eˆtre re´duit graˆce a` la condition de martingale (3.14) a` un couple de pa-
rame`tres (σ, ν) tel que
C(t, S;Ti, Ki; σ, ν) = e
−r(Ti−t)E[(STi −Ki)+|St = S] ∀i ∈ I (4.1)
ou` St = e
rt+Xt est le mode`le exponentielle Le´vy dont la dynamique sous la probabi-
lite´e risque neutre est donne´e par
dSt
St−
= rSt−dt+ σdWt +
∫ +∞
−∞
(ex − 1)J˜X(dudx) (4.2)
Dans le chapitre 3, on a montre´ que pour t et S fixe, le prix d’un cal Europe´en
C(t, S;T,K, σ, ν(dx)) dont le sous-jacent suit le mode`le exponentiel de Le´vy 4.2 est
solution de l’e´quation inte´gro-diffe´rentielle (3.25) prise au point (Ti, Ki). En utilisant
le changement de variable logarithmique effectue´ dans le chapitre pre´ce´dent, on peut
e´crire le probe`me exact de calibration sous la forme d’une question d’estimation des
parame`tres (σ, ν) du processus de Le´vy Xt qui sont les coefficients de l’e´quation
inte´gro-diffe´rentielle line´aire (3.34).
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4.1 Formulation du proble`me
Nous avons vu au chapitre pre´ce´dent que le proble`me direct d’e´valuation des
options europe´ennes a` un instant t pour diffe´rentes maturite´s T et prix d’exercices
K est donne´ par une e´quation integrodiffe´rentielle (3.34). On peut alors formuler le
proble`me de calibration sous la forme du proble`me inverse associe´ a` (3.34) :
Chercher des parame`tres caracte´ristiques (σ∗, ν∗) d’un processus de Le´vy Xt, tel
que
u(Ti, xi; σ
∗, ν∗) = uM(Ti, xi) ∀i ∈ I
ou` u(T, x; σ, ν) est solution de l’e´quation (3.34) qui donne les prix des options eu-
rope´ennes d’achat pour diffe´rents prix d’exercices et maturite´s (apre`s changement
de variables).
4.1.1 Espaces de mesures
1. On note L l’ensemble des mesures de Le´vy ;
L = {ν mesure positive surR−{0};
∫
ν(dy)(y2∧1) <∞,
∫ ∞
1
eyν(dy) <∞}
et par L =]0, σmax[×L l’ensemble des couples caracte´ristiques d’un processus
de Le´vy avec une condition d’inte´grabilite´ a` l’infini correspondant aux mode`les
exponentielle-Le´vy.
2. On note E l’ensemble des mesures de Le´vy discre`tes. E est un sous-ensemble
convexe de l’ensemble de L utilise´ dans le papier [24] pour la calibration des
mode`les exponentiels de Le´vy, soit
E = {ν ∈ L; ν(dy) =
∑
aiδyi avec ai ≥ 0, yi ∈ R}
et par E =]0, σmax[×E .
Cet ensemble n’a pas de structure naturelle hilbertienne, mais c’est un es-
pace L1 a` poids. Ce cadre n’est pas convenable pour l’e´tude des proprie´te´s du
proble`me inverse.
3. On note
H = {ν ∈ L; ν(dy) = h2(y)dy}
l’ensemble des mesures de Le´vy a` densite´ et H =]0, σmax[×H.
4. On note
D = {h : R −→ R+ ; h2(y)dy ∈ H} ⊂ L2(1 ∧ y2.dy)
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et D =]0, σmax[×D.
D est un convexe (en fait un demi-espace) de l’espace de Hilbert R × L2(1 ∧
y2.dy) muni de la norme suivante :
‖(σ, h)‖2D = |σ|2 +
∫
R
h2(y) (1 ∧ y2)dy
5. D1 le sous espace de D tel que νh = h2(y)dy de´finit un processus de Le´vy a`
variation finie :
D1 = {h ∈ D,
∫ 1
−1
|y|h2(y)dy <∞}
Et on note par D1 =]0, σmax[×D1.
D1 caracte´rise l’ensemble des processus de Le´vy dont la volatilite´ est borne´e
par σmax, dont les sauts sont de variation finie et dont la mesure de Le´vy a
une densite´.
Remarque 4.1.1.1 1. Dans [24], les auteurs montrent que E est faiblement
dense dans L, c’est a` dire : pour toute mesure de Le´vy ν ∈ L, il existe une
suite de mesures νn ∈ E qui converge faiblement vers la mesure ν : νn ⇀ ν.
En effet, soit ν ∈ L une mesure associe´e a` un processus de Le´vy Xt, si on
prend la suite des mesures
νn(dx) =
2n∑
k=1
δxk(dx)
ν([xk − 1√n , xk + 1√n ])
1 ∧ x2k
avec xk =
2(k−n)−1√
n
. Alors
∀f ∈ C2b
∫
f(x)νn(dx) −→
∫
f(x)ν(dx)
2. L’ensemble des mesures de Le´vy correspondant a` des sauts de variation finie
est dense dans l’ensemble de toutes les mesures de Le´vy L.
En effet, si on prend une mesure de Le´vy ν ∈ L et on note par νn la suite de
mesure de´finie par νn(dy) = ν(dy)(1−1[− 1
n
,+ 1
n
]) qui est une mesure a` variation
finie, elle ve´rifie
∀f ∈ C2b
∫
f(y)νn(dy) −→
∫
f(y)ν(dy)
Proposition 4.1.1.1
L’ensemble des mesures de Le´vy a` densite´ H est dense dans L pour la topologie
faible ;
∀ν ∈ L, ∃{νn,ε}n,ε ∈ H tel que
∫
f(y)νn,ε(dy)
n,ε−→
∫
f(y)ν(dy) ∀ f ∈ C2b
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De´monstration 4.1.1
Pour une mesure de Le´vy ν ∈ L, d’apre`s la remarque (4.1.1.1)
∃ νn =
2n∑
i=1
aiδyi ∈ E tel que
∫
f(y)νn(dy) −→
∫
f(y)ν(dy) ∀f ∈ C2b
et si on prend gyiε (y) =
e−
(y−yi)
2
2ε2√
2pi
∈ H pour yi ∈ R alors
∫
f(y)gyiε (y)dy −→
∫
f(y)δyi(dy) = f(yi) ∀f ∈ C2b
par suite pour ν ∈ L on prend
gε,n(y) =
2n∑
i=1
aig
yi
ε (y)
qui ve´rifie ∫
f(y)gε,n(y)dy −→
∫
f(y)ν(dy) ∀f ∈ C2b
Ce qui montre que H est dense dans L.
Pour ramener le proble`me inverse dans un cadre hilbertien et tenant compte de la
proposition (4.1.1.1), nous choisissons donc de parame´trer les mesures de Le´vy par
la racine carre´e de leur densite´ et travailler dans l’espace D1 : on va donc regarder
le prix u(σ, ν) donne´ par l’e´quation (3.34) comme une fonctionnelle de´fini sur D1.
On de´finit pour (T, x) ∈ Q la fonction uT,x de la fac¸on suivante :
uT,x : D1 −→ R+
(σ, h) −→ u(σ, h) (4.3)
solution de (3.34) avec une volatilite´ σ et h2(y)dy comme mesure de Le´vy. On va
e´tudier cette fonction u dans la section qui suit.
4.1.2 Un proble`me inverse mal pose´
On rame`ne alors le proble`me initial de calibration sur tout processus de Le´vy
(4.1) a` une question d’estimation de parame`tres dans un convexe Hilbertien D1 des
coefficients d’une e´quation inte´gro-diffe´rentielle a` partir de sa solution en un nombre
fini de point {(Ti, xi)}i∈I.
La formulation mathe´matique de la calibration d’un nombre fini d’observations de
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prix d’options {uM(Ti, xi)}i∈I sur les mode`les exponentiels Le´vy dont les parame`tres
sont dans D1 s’e´crit sous la forme suivante :
Chercher(σ∗, h∗) ∈ D1 telque
u(Ti, xi; σ
∗, h∗) = uM(Ti, xi) ∀i ∈ I (4.4)
qui peut eˆtre e´crit sous la forme d’un proble`me inverse standard, a` savoir :
Chercher (σ∗, h∗) ∈ D1 tel que F (σ∗, h∗) = Y (4.5)
ou` F est une fonction vectorielle dont les composantes sont des fonctions u, de´finies
de la fac¸on suivante ;
F : D1 −→ RI+
(σ, h) −→ F (σ, h) = (u(Ti, xi; σ, h))i∈I
Y un vecteur de RI+, ou` I est de cardinal le nombre d’observations qu’on dispose,
qui donne les observations du marche´
Pour i ∈ I Yi = uM(Ti, xi)
et u(., .; σ, h) est solution du proble`me de Cauchy integrodiffe´rentiel

∂u
∂t
=
σ2
2
{∂
2u
∂x2
− ∂u
∂x
}
+
∫
R
eyh2(y)dy{u(t, x− y)− u(t, x) + (1− e−y)∂u
∂y
}
u(0, x) = (1− ex)+
On remarque que la fonction F est une fonction vectorielle de dimension finie
(nombre d’observations) dont les composantes sont des fonctions u. Par suite, F
a les meˆmes proprie´te´s et caracte´ristiques que la fonction u. Pour cela dans le reste,
lorsque on aura besoin de prouver des proprie´te´s de F , continuite´, de´rivabilite´..., on
les montrera que pour la fonction u et restent vraies pour la fonction F .
On va e´tudier dans la suite de ce chapitre le proble`me inverse (4.5) et on essaye dans
le chapitre suivant de donner une re´solution nume´rique de la meˆme question.
De´finition 4.1.2.1 Un proble`me inverse de type (4.5) est dit bien pose´ s’il satisfait
les trois proprie´te´s suivantes :
1. (Existence de la solution) F (σ, h) ≡ (u(Ti, xi; σ, h))i∈I = Y admet une solution
∀ Y ∈ RI+ ; c’est a` dire
∀ Y ∈ RI+ ∃(σ∗, h∗) ∈ D¯1 tel queF (σ∗, h∗) = Y (4.6)
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2. (Unicite´ de la solution) Cette solution est unique. C’est a` dire : (σ∗, h∗) de´finie
en (4.6) est unique.
3. (Stabilite´ de la solution par rapport aux observations) Cette solution de´pend
d’une manie`re continue de Y ; c’est a` dire si Y δ ∈ RI+ telle que ‖Y δ−Y ‖RI ≤ δ
alors (σ∗δ , h
∗
δ) ∈ D1 solution de (4.5) apre`s qu’on remplace Y par Y δ satisfait
a`
‖(σ∗δ , h∗δ)− (σ∗, h∗)‖D1
δ→07−→ 0 (4.7)
Alors que les deux premie`res proprie´te´s sont plutoˆt d’un inte´reˆt the´orique et peuvent
se traiter en pratique en ge´ne´ralisant la notion de solution (ex : solution moindres
carre´s, re´gularisation[39, 63]), la troisie`me proprie´te´ de la de´finition (4.1.2.1) est
la plus importante dans les applications car en pratique les donne´es de prix sont
observe´es a` une fourchette vente-achat pre`s donc comportent une incertitude a priori.
La proprie´te´ (4.7) garantit que si on dispose de deux jeux d’observations proches
alors les parame`tres solutions de (4.5) sont proches. C’est cette proprie´te´ qui s’ave`re
mise en de´faut par les solutions simples (moindres carre´s, augmentation du nombre
de parame`tres). En effet, Cont et Tankov [24] ont montre´ que le proble`me (4.5) est
mal pose´ a` la fois dans sa version exacte et moindres carre´s :
– L’existence d’une solution n’est pas e´vidente : les mode`les exponentielle-Le´vy
imposent une structure par terme rigide aux volatilite´s implicites des options,
qui ne correspond pas tout a` fait a` celle observe´e dans les donne´es du marche´.
– Dans les cas tests ou` les prix sont ge´ne´re´s par un mode`le exponentielle-Le´vy,
la solution peut ne pas eˆtre unique : on peut trouver d’autres mode`les qui
donnent les meˆmes prix aux points d’observation. Ce proble`me d’identifiabilite´
est discute´ dans [24].
– Comme nous allons montrer dans la section suivante, la solution du proble`me
direct est un ope´rateur compact, ce qui implique que son inverse est instable
en fonction des observations uM ≡ Y ; comme en ge´ne´ral le vecteur d’observa-
tions est connu avec un bruit δ (dans le cas d’observations des prix d’options
δ repre´sente la fourchette bid-ask), cette instabilite´ rend proble´matique l’in-
terpre´tation du re´sultat de calibration.
Pour s’assurer d’avoir au moins, une estimation des parame`tres ((σ∗)n, (ν∗)n) de
(σ∗, ν∗) ∈ L on peut chercher les parame´tres qui nous donnent les prix calcule´s a`
partir de (3.34) les plus proches des observations au sens quadratiques ; c’est a` dire
re´soudre le proble`me d’optimisation
(σ∗n, ν
∗
n) = arginf
n∑
i=1
|uσ,ν(Ti, xi)− uM(Ti, xi)|2 = arginf‖F (σ, ν)− Y ‖Rn (4.8)
On note par
M = {(σ∗, h∗) ∈ D¯1 tel que ‖F (σ∗, h∗)− Y ‖ ≤ ‖F (σ, h)− Y ‖ ∀ (σ, h) ∈ D¯1}
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Fig. 4.1 – Surface d’erreur quadratique pour un mode`le Variance Gamma avec deux
parame`tres libres. Notons le manque de convexite´ et les multiples minimas.
l’ensemble des solutions du proble`me au sens des moindres carre´s dans D¯1 et pour
(σ, h) ∈ D¯1, on note par
M(σ,h) = {(σ∗, h∗) ∈ M tel que ‖(σ∗, h∗)−(σ, h)‖D1 ≤ ‖(σ∗, h∗)−(σ, h)‖D1 ∀ (σ, h) ∈M}
l’ensemble des solutions moindres carre´s de (4.8) les plus proches de (σ, h).
Avec cette me´thode (4.8), on s’assure de l’existence des parame´tres, mais le
proble`me est toujours mal-pose´ ; en effet :
– Comme on voit sur la figure (4.1), meˆme dans le cas fini-dimensionnel il peut
exister plusieurs solutions a` ce proble`me et peuvent eˆtre meˆme tre`s loin les
uns des autres ; la question qui se pose alors est sur quels crite`res on choisit
notre solution : plusieurs travaux ont essaye´ de re´pondre a` cette question de
choix de parame`tre. Cont et Tankov [24] ont propose´ de partir d’un mode`le de
re´fe´rence et prendre la solution la plus proche dans le sens d’entropie relative a`
cette mesure de probabilite´ a priori. Cette question qui se pose dans le cas des
diffusions ou des sauts, plusieurs me´thodes e´taient propose´es dans les articles
qui ont traite´s les proble`mes inverses en ge´ne´ral et la calibration des mode`les
en finance. La plupart de ces me´thodes se basent sur un prior (pour plus de
de´tails voir [58])
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– Il est instable par rapport aux observations [24] : une petite perturbation de
uM ≡ Y peut causer une grande variation du minimiseur. Explicitement, si
on note par (σ∗n, ν
∗
n) = arginf
∑
|uσ,ν(Ti, xi)− uM(Ti, xi)|2 et ((σ∗n)δ, (ν∗n)δ) =
arginf
∑
|uσ,ν(Ti, xi)−uδM(Ti, xi)|2 avec
∑
|uδM(Ti, xi)−uM(Ti, xi)| ≤ δ, alors
on n’a pas ne´cessairement que ((σ∗n)
δ, (ν∗n)
δ) converge vers (σ∗n, ν
∗
n) dans E .
La question de calibration e´crite sous la forme (4.8) est un proble`me de mini-
misation fonctionnel mal-pose´ graˆce notamment a` la non unicite´ de la solution et
l’instabilite´ par rapport au observation. Le fait de ne pas avoir l’unicite´ conduit a`
une autre question : sur quels crite`res doit-on choisir la meilleure solution ?
4.2 Re´gularite´ du prix u par rapport aux parame`tres
Dans cette section, on va donner quelques proprie´te´s de la fonction prix u qu’on
aura besoin dans la suite de ce chapitre.
On note par η =
σ2
2
pour faciliter le calcul. Soit (η1, h1) et (η2, h2) deux processus
de Le´vy de D¯1 et u1(T, x), u2(T, x) les fonctions prix d’options europe´ennes solution
de (3.34), alors la fonction de´finie par e(T, x) = u1(T, x) − u2(T, x) est solution de
l’e´quation inte´gro-diffe´rentielle avec terme source suivante :

∂e
∂T
= η1{ ∂2e∂x2 − ∂e∂x}+
∫
R
h21(y)e
ydy{e(T, x− y)− e(T, x) + (1− e−y) ∂e
∂x
}
+(η1 − η2){∂2u2∂x2 − ∂u2∂x }
+
∫
R
(h21(y)− h22(y))eydy{u2(T, x− y)− u2(T, x) + (1− e−y)∂u2∂x }
e(0, x) = 0
(4.9)
Un objet utile dans toute la suite est la solution fondamentale associe´e a` un ope´rateur
inte´gro-diffe´rentiel L.
De´finition 4.2.0.2 Une distribution G(x, T, ξ, t) de´finie sur le domaine
D(G) = {(x, T, ξ, t) : x ∈ R, ξ ∈ R, 0 ≤ t ≤ T ≤ Tmax}
est dite solution fondamentale associe´e a` l’ope´rateur Lη,h, si elle satisfait a` :
1. G(x, T, ξ, t) est continue en (x, T ) et localement inte´grable en (ξ, t).
2. Lη,hG(x, T, ξ, t) = δ(x− ξ)δ(T − t) dans D(G).
3. limT−>tG(x, T, ξ, t) = δ(x− ξ) dans D(G).
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Pour les caracte´ristiques de cette fonction G, voir [52, Chapitre 12]. Le lemme sui-
vant donne une estimation a priori de la solution de ce type d’e´quation inte´gro-
diffe´rentielle avec terme source.
Lemme 4.2.1 Soit (η, h) ∈ D¯1, v0 une fonction continue a` support compact sur R
et f(., .) ∈ L2(Q) ; alors le syste`me :

∂v
∂T
+r ∂v
∂x
− η { ∂2v
∂x2
− ∂v
∂x
}
− ∫ h2(y)eydy{v(T, x− y)− v(T, x) + (1− e−y)∂v
∂x
}
= ∂v
∂T
− Lη,hv(T, x) = f(T, x)
v(0, x) = v0(x)
admet une unique solution v(T, x) dans C1,20 , qui satisfait :
‖v‖L∞(Q) ≤ C(‖v0‖L∞(R) + ‖f‖L2(Q)) (4.10)
ou` C est une constante positive qui ne de´pend pas des fonctions f et v0.
De´monstration 4.2.1 La solution v du syste`me s’e´crit sous la forme suivante
v(x, T ) =
∫
R
G(x, T, ξ, 0)v0(ξ)dξ +
∫ T
0
dτ
∫
R
G(x, ξ, T, τ)f(x, τ)dξ (4.11)
avec
G(x, T, ξ, τ) ≤ C√
T − τ exp(−c
|x− ξ|2
T − τ ) (4.12)
ce qui donne
‖v‖L∞(Q) ≤ C(‖v0‖L∞(R) + ‖f‖L2(Q))
Lemme 4.2.2 Soit (η, h) ∈ D¯1 alors la solution fondamentale G(x, T, ξ, τ) associe´e
a` l’e´quation (3.34) pour (x, ξ) ∈ R,∞ > T ≥ τ ≥ 0) ve´rifie :
G(x, T, ξ, t) = e−ξ{∂
2u
∂ξ2
(ξ, T − t, x)− ∂u
∂ξ
(ξ, T − t, x)} (4.13)
ou` u est le prix de l’option call, solution de l’e´quation forward (3.34).
De´monstration 4.2.2 Soit ξ = ln(St) et u(x, T, ξ, t) solution de (3.34), alors u
admet la repre´sentation inte´grale suivante :
u(x, T, ξ, t) =
∫
R
(eξ − eu)+G(x, T − t, u, 0)du
=
∫ ξ
−∞(e
ξ − eu)G(x, T − t, u, 0)du
= eξ
∫ ξ
−∞G(x, T − t, u, 0)du−
∫ ξ
−∞ e
uG(x, T − t, u, 0)du
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on de´rive la fonction u par rapport a` ξ, on obtient :
∂u
∂ξ
= eξ
∫ ξ
−∞
G(x, T − t, u, 0)du (4.14)
et par suite
∂2u
∂ξ2
= eξ
∫ ξ
−∞
G(x, T − t, u, 0)du+ eξG(x, T − t, ξ, 0) (4.15)
ce qui donne
∂2u
∂ξ2
− ∂u
∂ξ
= eξG(x, T − t, ξ, 0) (4.16)
on de´duit
G(x, T, ξ, t) = e−ξ{∂
2u
∂ξ2
− ∂u
∂ξ
} (4.17)
Proposition 4.2.0.1 Tout couple de parame`tres (η∗, h∗) ∈ M(σ,h) qui est solution
moindres carre´s la plus proche de (η, h) ve´rifie les proprie´te´s suivantes :
1. (Continuite´) Pour tout (T,x), (η, h) −→ u(T,x)(η, h) est continue sur D1.
2. (Compacite´) Soit (σn, hn) ∈ D1 une suite faiblement convergente de limite
(σ, h) ∈ D1 ;
|σn − σ| → 0 et ∀f ∈ L2(R)
∫
R
(hn − h)(y)f(y)dy → 0 (4.18)
alors (un)T,x solution de (3.34) avec les coefficients (σn, hn) converge vers uT,x
dans R.
3. (Diffe´rentiabilite´) uT,x est une fonction differentiable dans le sens de Fre´chet
sur D1.
De´monstration 4.2.3 On remarque que la deuxie`me proprie´te´ donne la premie`re.
On commence alors par la preuve de la deuxie`me proprie´te´ :
- Soit (σn, hn) une suite de D¯1 qui satisfait a` l’hypothe`se (4.18) et un , u solutions
respectives de (3.34) avec coefficients (σn, hn) et (σ, h). On note par ηn = σ
n
2
, η = σ
2
alors en(T, x) = u(T, x)− un(T, x) est solution de :

∂en
∂T
= Lη,hu+ fn(T, x)
en(0, x) = 0
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avec
fn(T, x) = (η − ηn){∂2un
∂x2
− ∂un
∂x
}
+
∫
(h2(y)− (hn)2(y))eydy{un(T, x− y)− un(T, x) + (1− e−y)∂u
∂x
}
et Lη,h est le meˆme ope´rateur inte´gro-diffe´rentiel que dans l’e´quation (3.34).
Si on applique l’estimation a priori du lemme (4.2.1) alors
‖un − u‖2L∞ ≤ c‖fn‖L2 (4.19)
or
‖fn‖2L2 = 2‖(η − ηn){∂
2un
∂x2
− ∂un
∂x
}‖2L2
+‖
∫
R
(h2(y)− (hn)2(y))eydygn(T, x, y)dy‖2L2
avec
∀(T, x) ∈ Q gn(T, x, y) = un(T, x− y)− un(T, x) + (1− e−y)∂u
n
∂x
D’apre`s le lemme (4.2.2) on a :
‖(η − ηn){∂
2un
∂x2
− ∂u
n
∂x
}‖2L2 ≤ C|η − ηn|2 −→ 0 (4.20)
Puisque h2(y)dy et (hn)2(y)dy sont des mesures associe´es a` des processus de Le´vy
a` variation finie et satisfaientt a`
∫
|y|≥1
h2(y)eydy < ∞ comme on l’a suppose´ pour
l’e´quation forward (3.25), alors la fonction y −→ g(T, x, y) appartient a` C∞b .
On de´duit alors
‖
∫
R
(h(y)− hn(y))
√
eyg(T, x, y)dy‖ −→ 0
or
‖
∫
R
(h2(y)− (hn)2(y))eydyg(T, x, y)‖2L2
≤ ‖(h− hn)(y)dy
√
eygn(T, x, y)‖L2 ‖(h + hn)(y)dy
√
eygn(T, x, y)‖L2
ce qui montre que u est une limite forte de la suite de fonctions un, et par suite
l’ope´rateur u est compact ; une proprie´te´ qui est ve´rifie´e aussi par la fonction F et
donne la continuite´ des deux fonctions u et F sur l’espace D¯1.
- Pour la troisie`me proprie´te´, commenc¸ons par rappeler la de´finition d’une fonction
Fre´chet-diffe´rentiable.
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De´finition 4.2.0.3 Pour (T, x) ∈ Q la fonction u de´finie sur D1 par : (η, h) −→
u(η, h) est Fre´chet-diffe´rentiable en (η, h), s’il existe une application line´aire L de
D1 dans R qui ve´rifie
u(η + η′, h+ h′) = u(η, h) + L.(η′, h′) + 0(‖(η′, h′)‖)
Or e(η, h) = u(η + η
′
, h + h
′
) − u(η, h) est solution d’une e´quation inte´gro-
diffe´rentielle avec terme source de´finie par :

∂e
∂T
= Lη,he+ η′{∂2u
∂x2
− ∂u
∂x
}
+
∫
R
(h′2(y) + 2h(y)h′(y))eydy{u(T, x− y)− u(T, x) + (1− e−y)∂u
∂x
}
e(0, x) = 0
par suite
e(η, h) =
∫ T
0
dτ
∫
R
dξG(x, T, ξ, τ)η
′{∂2u
∂ξ2
− ∂u
∂ξ
}(ξ, τ)
+
∫ T
0
dτ
∫
R
dξG(x, T, ξ, τ)
∫
R
2h(y)h′(y)eydy{u(τ, ξ − y)− u(τ, ξ) + (1− e−y)∂u
∂ξ
}
+
∫ T
0
dτ
∫
R
dξG(x, T, ξ, τ)
∫
R
h′2(y)eydy{u(τ, ξ − y)− u(τ, ξ) + (1− e−y)∂u
∂ξ
}
si on note par
δ1(η, h)(η
′
, h
′
) =
∫ T
0
dτ
∫
R
dξG(x, T, ξ, τ)η
′{∂
2u
∂ξ2
− ∂u
∂ξ
}(ξ, τ) (4.21)
δ2(η, h)(η
′
, h
′
) =
∫ T
0
dτ
∫
R
dξG(x, T, ξ, τ)
∫
R
2h(y)h′(y)eydy{u(τ, ξ − y)− u(τ, ξ) + (1− e−y)∂u
∂ξ
}(4.22)
et
r(η
′
, h
′
) =
∫ T
0
dτ
∫
R
dξG(x, T, ξ, τ)
∫
R
h′2(y)eydy{u(τ, ξ − y)− u(τ, ξ) + (1− e−y)∂u
∂ξ
} (4.23)
alors
e(η, h) = δ1(η, h)(η
′
, h
′
) + δ2(η, h)(η
′
, h
′
) + r(η
′
, h
′
) (4.24)
avec δ1 et δ2 sont line´aires et
|r(η′, h′)|
‖(η′, h′)‖D¯1
→ 0 par suite u est fre´chet diffe´rentiable
sur D¯1 et
L(η
′
, h
′
) = δ1(η, h)(η
′
, h
′
) + δ2(η, h)(η
′
, h
′
) (4.25)
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Dans la suite pour (T, x) ∈ Q, on note par ∇uT,x(η, h) la de´rive´e de u en (η, h) ∈ D¯1
qui est donne´e par ∇uT,x(η, h) =

 ∂u
T,x
∂η
(η, h)
∂uT,x
∂h
(η, h)

.
4.3 Re´gularisation de Tikhonov
Meˆme en e´crivant le proble`me inverse sous forme moindres carre´s (4.8) nous
disposons d’un proble`me mal pose´ : c’est ce que montre l’exemple de la figure 4.1.
En effet dans la section pre´ce´dente on a montre´ que ; trouver une estimation de
(σ∗, h∗) ∈ D1 tel que
(σ∗, h∗) = arginf(σ,h)∈D1
∑
|u(Ti, xi; σ, h)− uM(Ti, xi)|2
= arginf(σ,h)∈D1‖F (σ, h)− Y ‖2
est mal pose´.
La re´gularisation de Tikhonov est une me´thode tre`s ge´ne´rale pour le re´gularisation
des proble`mes inverses mal pose´s [63], [64]. Elle est utilise´e pour la re´gularisation
des proble`mes inverses line´aires et non line´aires. La re´gularisation de Tikhonov e´tait
utilise´e pour trouver l’ope´rateur re´ciproque de certains ope´rateur line´aire, pour des
exemples voir [58].
Cette re´gularisation de´pend de deux parame`tres ; le parame`tre de re´gularisation α
et un point de re´fe´rence qui doit eˆtre dans D1. Le coefficient de re´gularisation, qui
sera note´ dans le reste de ce travail par α joue un roˆle tre`s important dans la the´orie
de re´gularisation des proble`mes mal pose´s (et par suite dans la qualite´ de calibra-
tion). En effet, pour α petit, on serait en face d’un proble`me de minimisation d’une
fonction non convexe ce qui nous vole la deuxie`me proprie´te´ d’un proble`me inverse
mal pose´. On va montrer ulte´rieurement qu’a partir d’un certain seuil α0 la fonction
de Thikhonov a` minimiser est convexe ce qui nous garantit l’unicite´ de solution mais
dans ce cas, le terme de re´gularisation domine la diffe´rence quadratique, ce qui nous
envoie a` un minimum tre`s loin de la solution (σ∗, h∗) choisi parmi les solutions de
la minimisation de la diffe´rence quadratique. En pratique, on sacrifie l’unicite´ pour
une bonne pre´cision. En effet, on prend un coefficient de re´gularisation α << 1 de
telle sorte que la solution par re´gularisation de Tikhonov soit proche de celle de
diffe´rence quadratique (σ∗, h∗).
Or comme on a montre´ que la minimisation de la diffe´rence quadratique peut avoir
plusieurs solutions (4.1), le re´gularisation de Tikhonov nous donne une estimation
stable dans le sens (4.7) de la plus proche solution de (4.8) au point de re´fe´rence
(σ, h) dans le sous espace de Hilbert D1.
Avec cette re´gularisation, on ne s’inte´resse pas en pratique a` l’uncite´ de la solution
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du proble`me (4.8), mais on s’inte´resse plutoˆt a` trouver une estimation stable de la
solution (σ∗, h∗) de (4.8).
La re´partition du cette partie, elle va eˆtre comme suit :
– De´finir la fonction de Tikhonov Jα(σ, h).
– Etude de cette fonction et ses proprie´te´s a` partir de l’e´tude de la fonction prix
u (puisque ils ont les meˆmes variables a` savoir σ et h).
– Ensuite on e´tudie le comportement du minimiseur (σδα, h
δ
α) en fonction du
constante de re´gularisation α.
– On termine par la comparaison la solution uδα du syste`me (3.34) avec les coef-
ficients (σδα, h
δ
α) et u
∗ solution du meˆme syste`me avec les coefficients (σ∗, h∗) ;
c’est a` dire e´tudier la qualite´ de la solution donne´e par re´gulariation de Tikho-
nov a` notre question de calibration.
4.3.1 Construction de la fonctionnelle re´gularise´e
Pour une constante α > 0 qui repre´sente le coefficient de re´gularisation et un
point de re´fe´rence (σ, h) ∈ D¯1, on de´finit la fonction de Tikhonov de la manie`re
suivante
Jα : D¯1 −→ R+
Jα(σ, h) =
∑
i∈I
|u(Ti, xi; σ, h)− uδM(Ti, xi)|2 + α‖(σ − σ, h− h)‖2D1 (4.26)
qui peut s’e´crire, en utilisant la fonction vectorielle F de´finie dans la section pre´ce´dente
et le vecteur observation Y sous la forme suivante
Jα(σ, h) = ‖F (σ, h)− Y δ‖2RI + α‖(σ − σ, h− h)‖2D1
Cette fonction se de´compose en deux parties : la premie`re partie donne la diffe´rence
quadratique entre les prix calcule´s par le mode`le et les observations et une deuxie`me
partie rα(σ, h) qui forme le terme de re´gularisation de´finie dans la re´glarisation de
Tikhonov a` partir d’un coefficient α et d’un e´le´ment (σ, h) ∈ D1. La stabilite´ du
re´sultat reste vrai pour n’importe quel terme de re´gularisation rα qui soit convexe
positif sur D1, la meˆme chose pour l’algorithme de calibration qu’on le propose dans
le chapitre suivant reste vrai.
On remplace alors le proble`me d’inversion de l’ope´rateur F ; qui est comme on
a montre´ dans la section pre´ce´dente un proble`me mal pose´, surtout instable par
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rapport au vecteur observation Y , par la minimisation de la fonction de Tikhonov
Jα qui est de´finie sur le meˆme sous-espace de Hilbert convexe D1. On cherche alors
a` partir de la re´gularisation de Tikhonov un minimum (σδα, h
δ
α) de la fonction Jα sur
D1, qui peut eˆtre une estimation d’une solution de (4.8), soit alors :
(σδα, h
δ
α) = arginf(σ,h)∈D1Jα(σ, h) (4.27)
Le but de la re´gularisation est de trouver une estimation stable en fonction des
observations Y , le the´ore`me suivant montre cette troisie`me proprie´te´ (4.7) qui est
la plus importante dans la the´orie des proble`mes inverses. On montre aussi graˆce
aux proprie´te´s de la fonction u(T, x) (qui donne le prix des cals de maturite´ T et de
log-strike x) l’existence de solution mais la proprie´te´ de l’unicite´ n’est ve´rifie´e que
pour des α grande.
4.3.2 Existence, unicite´ et stabilite´ de la solution
– On commence par la stabilite´.
Soient {uδ(Ti, xi)}i∈I des observations de prix des cals europe´ens connus avec
une certitude δ ;
|uδ(Ti, xi)− uM(Ti, xi)| ≤ δ ∀i ∈ I ⇐⇒ ‖Y δ − Y ‖RI ≤ δ
Le the´ore`me suivant, dit the´ore`me de Tikhonov, garantit la stabilite´ du mini-
miseur (σδα, h
δ
α) de la fonction de Tikhonov en fonction des observations.
The´ore`me 4.3.1 (The´ore`me de Tikhonov)
Soient α > 0 et uk une suite de R
I
+ tel que
uik −→ uδ,i ∀i ∈ I ⇐⇒ Yk → Y dans RI
si on note par (σk, hk) ∈ D¯1 un minimiseur de (4.26) en rempalac¸ant uδ,i par
uik, alors il existe une sous suite convergente de (σk, hk) ∈ D¯1 et la limite de
chaque sous suite convergente est un minimum de (4.26).
Pour la de´monstration de ce the´ore`me, il suffit qu’on ve´rifie les hypothe`ses
du the´ore`me de Tikhonov [39] a` savoir ; il faut la fonction u soit continue en
fonction des parame`tres caracte´ristiques du processus de Le´vy (σ, h) ce qui est
de´ja prouve´ dans la proposition (4.2.0.1).
– L’unicite´ de solution est ve´rifie´e que dans le cas ou` la fonction de Tikhonov Jα
soit convexe sur D¯1. Pour cela il faut que Hessienne de Jα soit de´finie positive.
Cette proprie´te´ est de´montre´e dans le cas de diffusion ou` la fonction prix u
de´pend d’un seul parame`tre qui est la fonction de volatilite´ locale, dans la
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the`se de Crepey [29].
On montre dans le dernier chapitre de cette the`se cette proprie´te´ d’uncite´ dans
le cas discret, c’est a` dire dans le ca ou la mesure de Le´vy ν est dans H.
Remarque 4.3.2.1 En pratique, on ne s’inte´resse pas a` cette proprie´te´ d’uni-
cite´ de solution parceque comme on va montrer dans la suite, pour un coeffi-
cient de re´gularisation α >> 1 on s’e´loigne beaucoup de la solution.
– L’existence d’un minimiseur (σδα, h
δ
α) de (4.26).
Proposition 4.3.2.1
Pour α > 0, la fonction Jα admet au moins un minimum sur D¯1.
De´monstration 4.3.1
La fonction Jα est compact sur D1 et ve´rifie
limσ→+∞Jα(σ, h) = +∞ ∀ h ∈ H
et
lim‖h‖→+∞Jα(σ, h) = +∞ ∀ σ ∈ [0, σmax]
par suite la fonction J admet un minimum sur l’espace Hilbertien D¯1
On note par Mα le sous ensemble suivant de D¯1, soit
Mα = {(σδα, hδα) tel que J(σδα, hδα) ≤ J(σ, h) ∀ (σ, h) ∈ D¯1} (4.28)
Dans le reste de cette e´tude on s’inte´resse a` la fonction Jα avec des coefficients de
re´gularisation α << 1, ce qui donne un ensemble Mα construit de plus qu’une solu-
tion. On donne le the´ore`me suivant qui montre la convergence du minimum de Jα
vers un e´le´ment de M pour un choix pre´cis de α.
4.3.3 Comportement asymptotique de la solution
Proposition 4.3.3.1
soit Y δ = {uδ(Ti, xi)}i∈I ∈ RI ve´rifiant
|uδ(Ti, xi)− uM(Ti, xi)| ≤ δ ∀i ∈ I (4.29)
alors si on prend un coefficient de re´gularisation α(δ) qui satisfait a`
α(δ) −→ 0 et δ
2
α(δ)
−→ 0
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alors toute suite convergente (ηδkαk , h
δk
αk
) minimisante de (4.26) avec δk → 0 et αk =
α(δk) admet une sous-suite convergente. La limite de chaque sous-suite convergente
est une (σ¯, h¯)-minimum-norme solution dans M(σ¯,h¯). Si l’ensemble M(σ¯,h¯) contient
un seul e´le´ment (σ∗, h∗) alors
limδ→0(σδα(δ), h
δ
α(δ)) = (σ
∗, h∗)
Avec cette proposition (4.3.3.1), le choix le plus simple du coefficient de re´gularisation
est α(δ) = δr avec 0 < r < 2.
Pour la de´monstration de la proposition (4.3.3.1), avec les proprie´te´s qu’on a
montre´ dans la proposition (4.2.0.1) en particulier la proprie´te´ de fortement conti-
nuite´ de la fonction prix en fonction des parame`tres (σ, h), on ve´rifie les hypothe`ses
du [The´ore`me 3.1.2] du [58] et par suite on aura la meˆme de´monstration.
Pour ame´liorer le re´sultat de convergence de la propsition (4.3.3.1), on va don-
ner les vitesses de convergence de (σδα, h
δ
α) vers (σ
∗, h∗). Pour cela, on a besoin de
quelques hypothe`ses supplementaires.
H1 (Comportement de ∇uT,x au voisinage de la solution (σ∗, h∗))
On suppose que ∇uT,x est Lipschitz au point (σ∗, h∗) ; il existe L ≥ 0 tel que
|∇u(η∗, h∗)−∇u(η, h)|(T, x) ≤ L‖(η − η∗, h− h∗)‖D¯1 (4.30)
∀(η, h) ∈ D1.
H2 (Hypothe`se sur le choix du point de re´fe´rence (σ¯, h¯))
On suppose qu’il existe w ∈ RI qui ve´rifie
(η ∗ −η¯, h∗ − h¯) = (∇uT,x(η∗, h∗))∗w (4.31)
H3 (Condition source)
on suppose que le coefficient de Lipschitz L de´finie dans (4.30) et w ∈ RI+
donne´e dans (4.31) satisfait a`
L‖w‖ ≤ 1 (4.32)
Proposition 4.3.3.2
Soit un point de re´fe´rence (η¯, h¯) et (η∗, h∗) un (η¯, h¯) ∈M(η¯,h¯) une solution moindres
carre´s de distance minimale a` (η¯, h¯) qui satisfait aux hypothe`ses (4.31) et (4.32),
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alors (ηδα, h
δ
α) solution de (4.26) converge vers la solution (η
∗, h∗) de la fac¸on sui-
vante :
||(ηδα − η∗, hδα − h∗)|| ≤
δ + α||w||√
α
√
(1− L||w||)
et les prix d’options calcule´s par ces parame`tres convergent vers les observations avec
la vitesse suivante :
|u(ηδα, hδα)− uδ|(T, x) ≤ δ + 2α||w||
De´monstration 4.3.2
On note par q = (η, h) ∈ D1 le couple de parame`tre du mode`le exponentielle Le´vy
St.
Soit qδα = (η
δ
α, h
δ
α) solution de (4.26) et q
∗ = (η∗, h∗) solution de F (η∗, h∗) = Y
alors :
‖Y δ − F (q∗)‖2 + α‖qδα − q‖2D1 ≤ δ2 + α‖q∗ − q‖2D1
et
‖Y δ − F (qδα)‖2 + α‖qδα − q∗‖2 ≤ δ2 + α(‖q∗ − q‖2 + ‖qδα − q∗‖2 + ‖qδα − q‖2)
= δ2 + 2α < q∗ − q, q∗ − qδα >D1
(4.33)
Or la fonction prix u et par suite la fonction vectorielle F est Fre´chet-diffe´rentiable,
donc a` partir de l’hyopthe`se (4.30) on a :
F (qδα) = F (q
∗) +∇F (q∗)(qδα − q∗) + rα (4.34)
avec
‖rα‖ ≤ L
2
‖qδα − q∗‖2
Si le point de re´fe´rence q satisfait a` la condition source (4.31), alors (4.33) donne :
‖Y δ − F (qδα)‖2 + α‖qδα − q∗‖2 ≤ δ2 + 2α < w,∇F (q∗)(q∗ − qδα) > (4.35)
qui peut eˆtre associe´e a` (4.33) pour de´duire
‖Y δ − F (qδα)‖2 + α‖qδα − q∗‖2 ≤ δ2 + 2α < w, (Y − Y δ) + (Y δ − F (qδα)) + rα >
≤ δ2 + 2αδ‖w‖+ 2α‖w‖‖Y δ − F (qδα)‖
+αL‖w‖‖qδα − q∗‖2
(4.36)
par suite
α(1− L‖w‖)‖qδα − q∗‖2 ≤ δ2 − ‖Y δ − F (qδα)‖2 + 2α‖w‖(δ + ‖Y δ − F (qδα)‖) (4.37)
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or
(‖Y δ − F (qδα)‖ − α‖w‖)2 + α(1− L‖w‖)‖qδα − q∗‖2 ≤ (δ + α‖w‖)2 (4.38)
or
L‖w‖ ≤ 1
on de´duit les deux re´sultats de convergence.
Si on choisit le terme de re´gularisation selon le principe de Morozov (4.42), qui va
eˆtre e´tudie´ dans la section suivante, on peut e´crire ces deux re´sultats de convergence
sous une forme plus simple. Le corollaire suivant donne les vitesses de convergence
dans ce cas particulier.
Corrollaire 4.3.3.1
1) Si α = cδ alors :
‖(ηδα − η∗, hδα − h∗)‖ ≤
1 + c‖w‖√
c
√
(1− L‖w‖)
√
δ
2) Si α est choisi tel que
δ ≤ |u(ηδα, hδα)− uδ(T, x)| ≤ c1δ
alors on a l’estimation suivante :
‖(ηδα − η∗, hδα − h∗)‖ ≤
√
2(1 + c1)‖w‖
(1− L‖w‖)
√
δ
De´monstration 4.3.3
i) Dans le premier cas ou` α = cδ la vitesse de convergence des parame`tres
δ + α‖w‖√
α
√
1− L‖w‖ =
1 + c‖w‖√
c
√
1− L‖w‖δ
1
2
ce qui est demande´ dans le corrolaire.
ii) Dans le deuxie`me cas ou` α est choisi selon le principe de Morozov (voir section
suivante) α est telle que δ ≤ ‖Y δ − F (qδα)‖ ≤ c1δ, ce qui donne
δ − ‖Y δ − F (qδα)‖ ≤ 0
et
δ + ‖Y δ − F (qδα)‖ ≤ (1 + c1)δ
par suite l’ine´galite´ donne directement le re´sultat.
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1. Dans les de´monstrations de ces deux re´sultas de convergence on confond la
fonction re´elle u et celle vectorielle F sans perte de ge´ne´ralite´, puisque F est
un vecteur dont les composantes sont des fonctions prix u. Nous avons alors
card(I) infi∈Iu(Ti, xi, σ, h) ≤ ‖F (σ, h)‖2RI
≤ card(I) supi∈Iu(Ti, xi, σ, h)
(4.39)
2. La condition source (4.31) donne´e comme hypothe`se dans la proposition (4.3.3.1)
reste the´orique : sa signification re´elle est que le point de re´fe´rence (η¯, h¯) est
proche de la solution, ce qui ne´cessite des informations a priori sur cette solu-
tion. Mais comme a montre´ Cre´pey dans le cas des diffusions [29], sans cette
condition source on peut quand meˆme montrer la convergence mais sans don-
ner de vitesse de convergence. Il faut signaler aussi que la condition (4.32) qui
lie le terme source w au coefficient de Lipchitz L de ∇F .
3. Les vitesses de convergences donne´es dans le corollaire sont plus simples que
ceux donne´es dans la proposition. En effet, on montre dans le corollaire que
|ηδα − η∗|+ (
∫
R
(1 ∧ y2)dy(hδα − h∗)2)
1
2 ≈ 0(δ 12 )
Mais pour avoir ce re´sultat, on a impose´ une hypothe`se forte sur le choix du
parame`tre de re´gularisation α. Dans la section suivante, on va montrer que
cette hypothe`se est ve´rifie´e dans notre cas.
4.3.4 Choix du parame`tre de re´gularisation : Principe de
Morozov
Comme on a indique´ dans les sections pre´ce´dentes la qualite´ de la solution obte-
nue par re´gularisation de Tikhonov (σδα, ν
δ
α) de´pend de deux parame`tres a` savoir le
point de re´fe´rence (σ¯, ν¯) ≡ (η¯, h¯) ∈ D¯1 et le coefficient de re´gularisation α.
Le point de re´fe´rence (η¯, h¯) permet de se´lectionner une unique solution, en pratique
son choix re´sume l’information a priori disponible sur la solution. Dans la suite, on
ne discutera pas ce choix et on fixe (η¯, h¯) ∈ D¯1 et on suppose qu’il satisfait a`
‖F (η¯, h¯)− Y ‖ ≥ δ (4.40)
Le choix du coefficient de re´gularisation α est plus de´licat et ne´cessite un al-
gorithme. En effet un re´sultat classique, duˆ a` Bakushinshki [39], montre que si le
parame`tre de re´gularisation est choisi inde´pendamment du niveau de bruit δ sur
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les donne´es alors la solution obtenue ne converge pas vers la solution exacte quand
δ → 0 sauf si le proble`me est bien pose´.
En effet, si on prend ce coefficient α trop grand, le terme de re´gularisation Jα
domine la diffe´rence quadratique entre prix du mode`le et observations, c’est a` dire
‖F (η, h)− Y ‖2I << Jα(η, h)
et dans ce cas (ηα, hα) ≡ (η¯, h¯) qui est loin de (η∗, h∗) a` cause de la condition impose´e
sur le choix du prior. Dans le cas contraire ou` ce coefficient α est tre`s petit, la fonction
J(η, h) ≡ ‖F (η, h)− Y ‖2 qui est un proble`me inverse mal pose´ est essentiellement
instable par rapport a` une perturbation des observations Y .
La solution propose´e par Morozov [54] est alors de choisir α en fonction du niveau de
bruit sur les donne´es observe´es afin de faire un compromis entre pre´cision et stabilite´
de la solution.
On notera α → J(ηα, hα) la de´pendance de la solution en α. La qualite´ de la
reconstitution des observations est mesure´e par l’erreur a posteriori
α→ ‖F (ηα, hα)− Y ‖
L’ide´e du principe de Morozov est de choisir α telle que l’erreur de calibration
‖F (ηα, hα)− Y ‖ soit du meˆme ordre que l’erreur a priori δ sur les donne´es :
δ ≤ ‖Y δ − F (ηδα, hδα)‖ ≤ c1δ (4.41)
Commenc¸ons par une proprie´te´ de continuite´ par rapport au parame`tre de re´gularisation :
Proposition 4.3.4.1 Soit αk −→ α > 0 tel que αk > 0 alors :
Jαk(η
δ
αk
, hδαk) −→ Jα(ηδα, hδα)
ce qui montre la continuite´ de la fonction α −→ Jα(ηδα, hδα)
De´monstration 4.3.4 On commence a` remarquer que si 0 < α1 < α0 alors
Jα1(η
δ
α1
, hδα1) ≤ Jα1(ηδα0 , hδα0) ≤ Jα0(ηδα0 , hδα0) (4.42)
par suite
|Jαk(ηδαk , hδαk)− Jα(ηδα, hδα)| =


Jαk(η
δ
αk
, hδαk)− Jα(ηδα, hδα) si α ≤ αk
Jα(η
δ
α, h
δ
α)− Jαk(ηδαk , hδαk) si α ≥ αk
or d’apre`s 4.42 on a pour α ≤ αk
Jαk(η
δ
αk
, hδαk)− Jα(ηδα, hδα) ≤ Jαk(ηδα, hδα)− Jα(ηδα, hδα)
= (αk − α)‖(ηδα − η¯, hδα − h¯)‖2D¯1
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et pour α ≥ αk on a :
Jα(η
δ
α, h
δ
α)− Jαk(ηδαk , hδαk) ≤ Jα(ηδαk , hδαk)− Jαk(ηδαk , hδαk)
= (α− αk)‖(ηδαk − η¯, hδαk − h¯)‖2D¯1
or
αk‖(ηδαk − η¯, hδαk − h¯)‖2D¯1 ≤ Jαk(ηδαk , hδαk) ≤ Jαk(η¯, h¯) = ‖Y δ − F (η¯, h¯)‖2
ce qui donne
|α(ηδα, hδα)− Jαk(ηδαk , hδαk)| ≤ |α− αk|max{
1
min(αk)
‖Yδ − F(η¯, h¯) , ‖(ηδα − η¯, hδα − h¯)‖2D¯1}
qui converge vers 0 lorsque k converge vers l’infini.
Remarque 4.3.4.1 1)Cette proprie´te´ donne seulement la continuite´ de la fonction
α→ Jα(ηδα, hδα), elle n’implque pas la continuite´ de la fonction α −→ (ηδα, hδα) et par
suite de la fonction erreur α→ ‖Y δ−F (ηδα, hδα)‖, pour plus de de´tails et des contres
exemples voir [59] [61] [60].
2)Dans [61], on trouve d’autres proprie´te´s de la solution de Tikhonov, de la fonction
Jα et fonction erreur en fonction du terme de re´gularisation.
Donc si le coefficient α est choisit de sorte que
δ ≤ ‖Y δ − F (ηδα, hδα)‖ ≤ c1δ (4.43)
alors nous avons l’estimation suivante pour la vitesse de convergence des parame`tres :
‖(ηδα − η¯, hδα − h¯‖D¯1 ≤ Cδ
1
2 (4.44)
Le the´ore`me suivant, montre l’existence de α qui satisfait (4.43).
Proposition 4.3.4.2 (The´ore`me de Morozov)
Soit un point de re´fe´rence (η¯, h¯) ∈ D¯1 qui satisfait a`
‖Y δ − F (η¯, h¯)‖ ≥ cδ (4.45)
s’il n’exsite pas un α qui satisfait a` (4.43), alors ∃ α0 ≥ α1 > 0 qui ve´rifient :
‖Y δ − F (ηδα0 , hδα0)‖ ≥ c1δ (4.46)
‖Y δ − F (ηδα1 , hδα1)‖ ≤ δ (4.47)
Et dans ce cas, on prend α1 comme coefficient de re´gularisation.
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4.3.5 Discussion
Dans ce chapitre, nous avons e´tudie´ le proble`me d’estimation des parame`tres
(σ, ν) d’un processus exponentielle-Le´vy St = exp(rt +Xt) ou` Xt est un processus
de Le´vy a` partir de prix d’options, en le formulant comme un proble`me inverse pour
une e´quation integrodiffe´rentielle. Pour cela, on a utilise´ la me´thode de re´gularisation
de Tikhonov, ge´ne´ralisant les travaux similaires dans le cas des mode`les de diffusion
[1, 29]. Nous avons e´tudie´ l’existence de solutions pour le proble`me re´gularise´ et la
vitesse de convergence des estimateurs. Cette me´thode peut eˆtre utilise´e sans grande
modification pour une classe plus ge´ne´rale de processus comme les mode`les a` sauts
avec volatilite´ locale [4, 21] dont la dynamique est donne´e par
dSt
St−
= σ(t, St−)dWt +
∫
(ez − 1)J˜X(dtdz) (4.48)
avec
σ(., .) ∈ {λ−1 ≤ σ(., .) ≤ λ; σ(., .) ∈ H1(Q)}
la mesure de saut ν peut de´pendre du temps t. Nous avons cependant limite´ les
exemples au cas volatilite´ constante car cette dernie`re formulation pose probable-
ment des proble`mes de surparame´trisation.
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Chapitre 5
Calcul du gradient et Tests
nume´riques
Dans ce chapitre, nous proposons un algorithme pour la re´solution du proble`me
de calibration re´gularise´ formule´ au chapitre pre´ce´dent. Il s’agit de minimiser la
fonction de Tikhonov
Jα(η, h) =
∑
i∈I
|u(Ti, xi, σ, h)− uM(Ti, xi)|2 + α‖(σ − σ¯, h− h¯)‖2D¯1 (5.1)
sur le convexe Hilbertien D¯1. Pour cela, on va utiliser une me´thode de descente de
gradient [3, 12]. La difficulte´ nume´rique de cette me´thode d’optimisation est dans le
calcul du gradient de la fonctionnelle non line´aire Jα. Notre ide´e est d’introduire la
solution d’une autre e´quation inte´gro-diffe´rentielle qui est l’e´quation d’e´tat adjoint
et d’exprimer le gradient sous forme inte´grale par rapport a` l’e´tat adjoint et la fonc-
tion prix u.
Le proble`me de calibration est donc :
Chercher un couple (σ∗, ν∗(dy)) = (σ∗, (h∗)2(y)dy) (5.2)
tel que
(σ∗, h∗) ∈ D1 (5.3)
et les prix du mode`le calcule´s a` partir de l’e´quation (3.34)avec les parame`tres
(σ∗, h∗
2
) satisfaient a`
u(Ti, xi; σ
∗, h∗) = uM(Ti, xi) ∀i ∈ I
On prend η =
σ2
2
: On cherche alors une estimation de (η∗, h∗) = (
(σ∗)2
2
, h∗) ∈ D¯1
qui satisfait a` :
u(Ti, xi; η
∗, h∗) = uM(Ti, xi) ∀i ∈ I (5.4)
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Dans le chapitre (4) on a montre´, a` partir du principe de Morozov, l’existence d’un
parame`tre de re´gularisation α(δ) qui donne un minimiseur
(ηδα, h
δ
α) = arginfJα(δ)(η, h) (5.5)
tels que les prix calcule´s avec ces parame`tres satisfaient a`
δ ≤
∑
|u(Ti, xi; ηδα, hδα)− uM(Ti, xi)| ≤ cδ.
ou`
Jα(η, h) =
∑
i∈I
|u(Ti, xi; η, h)− uδ(xi, Ti)|2 + α(δ) ‖(η − η, h− h)‖2D1 (5.6)
est la fonction de Tikhonov et uδ(Ti, xi) sont les observations bruite´es qui ve´rifient∑
i∈I
|uδ(Ti, xi)− uM(Ti, xi)| ≤ δ (5.7)
Cette estimation (ηδα, h
δ
α) est stable par rapport aux observations. Comme on a
explique´ dans le chapitre (4), pour des (η, h) qui satisferont a` la condition source de
la propositin de convergence (4.3.3.2), la minimisation de la fonction de Tikhonov
nous donne une estimation stable de la solution moindre carre´e (η∗, h∗) ∈ M du
proble`me de calibration la plus proche de (η, h).
5.1 Calcul du gradient de J
Pour minimiser la fonction de Tikhonov Jα(η, h), on utilise une me´thode du
descente de gradient. Ce raisonnement a e´te´ utilise´ dans le cas des processus de
diffusions ou` les prix d’options u sont solutions des e´quations de´rive´es partielles
paraboliques, voir [1, 14]. Elle consiste a` estimer nume´riquement le gradient de la
fonction Jα de´finie par
∇Jα(η, h) =

 ∂Jα∂η (η, h)
∂Jα
∂h
(η, h)

 (5.8)
Les expressions (4.21) et (4.22) donnent la fonction ∇Jα(η, h).(η′, h′) en fonction de
la solution fondamentale associe´e a` l’ope´rateur inte´gro-diffe´rentiel L qui est difficile
a` calculer nume´riquement. Dans cette partie, on donne une e´criture inte´grale de
∇Jα, notamment avec la donne´e de l’e´quation forward (3.34) qui donne les prix des
options europe´enne pour toutes maturite´s T et prix d’exercices K.
On note par δηJα et δ
hJα les de´rive´es directionnelles respectives de Jα par rapport a`
η et h selon la direction η
′
et h
′
, δηu et δhu les de´rive´es respectives de u par rapport
a` η et h applique´es respectivement a` η
′
et h
′
. L’existence de ces de´rive´es est assure´e
graˆace au troisie`me point de la proposition (4.2.0.1).
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5.1.1 Calcul de la variation de u
On commence par calculer les de´rive´es de u qui sont donne´es dans (4.21) et
(4.22), comme solutions d’e´quation inte´gro-diffe´rentielles avec terme source borne´s.
Soit ε > 0, (T, x) ∈ Q et (η, h) ∈ D¯1, h′ ∈ D1on note par :
uε(T, x; η, h) =
u(T, x; η, h+ εh
′
)− u(T, x; η, h)
ε
E´tant donne´ que u est solution de (3.34), on ve´rifie facilement, puisque l’e´quation
(3.34) est line´aire, que uε est solution de :

∂uε
∂T
+ r ∂uε
∂x
−η {∂2uε
∂x2
− ∂uε
∂x
}
− ∫ h2(y)eydy{uε(T, x− y)− uε(T, x) + (1− e−y)∂uε∂x }
= 2
∫
h(y)h′(y)eydy{uε(T, x− y)− uε(T, x) + (1− e−y)∂uε
∂x
}
+ε
∫
h′(y)eydy {u(T, x− y; η, h+ εh′)− u(T, x; η, h+ εh′) + (1− e−y)∂u(T, x; η, h + εh
′)
∂x
}
uε(0, x) = 0
Or δhu la de´rive´e de u par rapport a` h selon la direction h
′
, qui peut eˆtre e´crite
comme <
∂u
∂h
(T, x; η, h); h′ >= limε→0 uε(x, T ; η, h). Puisque h et h
′
sont dans D1
qui est l’ensemble des mesures de Le´vy a` densite´ qui inte`gre |x| en 0, alors :∫
h′(y)eydy{u(T, x−y; η, h+εh′)−u(T, x; η, h+εh′)+(1−e−y)∂u(T, x; η, h+ εh
′)
∂x
}
est borne´. Par suite, δhu est l’unique solution de :

∂δhu
∂T
+r ∂δ
hu
∂x
− η {∂2δ2u
∂x2
− ∂δ2u
∂x
}
− ∫ h2(y)eydy{δ2u(T, x− y)− δ2u(T, x) + (1− e−y)∂δ2u
∂x
}
= 2
∫
h(y)h′(y)eydy{u(T, x− y)− u(T, x) + (1− e−y)∂u
∂x
}
δ2u(0, x) = 0
(5.9)
de la meˆme manie`re on e´crit δηu = lim
ε−>0
u(T, x; η + ε, h)− u(T, x; η, h)
ε
est solution
de :
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

∂δηu
∂T
+r ∂δ
ηu
∂x
− η {∂2δηu
∂x2
− ∂δηu
∂x
}
− ∫ h2(y)eydy{δηu(T, x− y)− δηu(T, x) + (1− e−y)∂δηu
∂x
}
= ∂
2u
∂x2
− ∂u
∂x
δηu(0, x) = 0
(5.10)
Les e´quations (5.10) et (5.9) sont deux e´quations inte´gro-diffe´rentielles de meˆme
type que (3.34) avec un terme source borne´. Le lemme (4.2.1), montre l’existence et
l’unicite´ de solutions pour ces deux e´quations qui sont donne´es respectivement par
(4.21 et 4.22).
5.1.2 Calcul des variations de la fonction de Tikhonov
La fonctionnelle Jα obtenue apre`s re´gularisation de Tikhonov de la diffe´rence
quadratique entre les observations du marche´ et les prix calcule´s avec l’e´quation
(3.34) est donne´e par :
Jδα(η, h) =
∑
i∈I
|uη,h(xi, Ti)− uδ(xi, Ti)|2 + α(δ)‖(η − η¯, h− h¯)‖2D¯1
On peut l’e´crire sous une forme plus ge´ne´rale
Jδα(η, h) =
∑
i∈I
|uη,h(Ti, xi)− uδ(Ti, xi)|2 + rα(η, h) (5.11)
ou` rα(η, h) est une fonction convexe sur D1 et rα(η¯, h¯) = 0.
Par la meˆme me´thode qu’on a utilise´ pour le calcul des variations de u, on calcule
celle de Jα.
δhJα − δhrα = lim
ε−>0
∑
i∈I
(|uη,h+εh′(Ti, xi)− uδ(Ti, xi)|2 − |uη,h(Ti, xi)− uδ(Ti, xi)|2)
ε
= 2 <
∑
i∈I(u
η,h(T, x)− uδ(Ti, xi))δTi,xi; δhu(T, x) >
(5.12)
et
δηJα − δηrα = lim
ε−>0
∑
i∈I
(|uη+ε,h(Ti, xi)− uδ(Ti, xi)|2 − |uη,h(Ti, xi)− uδ(Ti, xi)|2)
ε
= 2 <
∑
i∈I(u
η,h(T, x)− uδ(Ti, xi))δTi,xi; δηu(T, x) >
(5.13)
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ou` δηu et δhu sont les de´rive´es repectives de u par rapport a` η et par rapport a`
h applique´es a` η
′
et h′ solutions de (5.10) et (5.9), < .; . > est le produit scalaire
associe´ a` l’espace de Hilbert L2(Q) avec Q = [0, T ]×R.
Pour trouver une formule plus simple aux expressions de δηJα et δ
hJα, on introduit
la fonction d’e´tat adjoint P solution d’une e´quation re´trograde.
Pour (η, h) ∈ D1 on note par P (T, x; η, h) la solution de l’e´quation inte´gro-diffe´rentielle
avec terme source suivant :

∂P
∂T
= −η{∂
2P
∂x2
+
∂P
∂x
}
+
∫
h2(y)dyey{−P (T, x+ y) + P (T, x) + (1− e−y)∂P
∂x
}
+2
∑
i
(u(T, x)− uδ(Ti, xi))δTi,xi
P (T , x) = 0
(5.14)
ou` u(T, x) est solution de (3.34) avec les meˆmes parame`tres (η, h).
Pour (η, h) ∈ D¯1, P (., .) est solution d’une e´quation inte´gro-diffe´rentielle re´trograde
line´aire avec terme source
g(T, x) = 2
∑
i∈I
(u(T, x)− uδ(Ti, xi))δTi,xi (5.15)
qui admet une unique solution borne´e.
5.1.3 Gradient sous forme inte´grale
Les formules (5.13 et 5.12) donnent une e´criture sous forme de produit scalaire du
gradient de Jα en fonction du gradient de u. Pour calculer ∇Jα, il nous faut re´soudre
trois e´quations inte´gro-diffe´rentielles qui sont (3.34) pour calculer la fonction prix
u(T, x), (5.10) pour calculer δηu et (5.9) pour calculer δhu.
Si on note par L(.) et L∗(.) les ope´rateurs inte´gro-diffe´rentiels des e´quations (3.34)
et (5.14), de´finis par :
Lf = η{ ∂
f
∂x2
− ∂f
∂x
}+
∫
R
h2(y)eydy{f(T, x− y)− f(T, x) + (1− e−y)∂f
∂x
}
et
L∗f = η{ ∂
f
∂x2
+
∂f
∂x
} −
∫
R
h2(y)eydy{−f(T, x− y) + f(T, x) + (1− e−y)∂f
∂x
}
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on remarque que :
< Lf, g >L2(Q)=< f, L
∗g >L2(Q)
En utilisant la fonction P solution de (5.14), δηJα et δ
hJα peuvent eˆtre e´crites
respectivement sous forme inte´grale.
Proposition 5.1.3.1 (Forme inte´grale des variations de la fonctionnelle re´gularise´e)
Pour (η, h) et (η
′
, h
′
) ∈ D¯1, on a :
δhJα − δhrα = −2
∫
Q
∫
R
h(y)h′(y)eydy
[u(T, x− y)− u(T, x) + (1− e−y)∂u
∂x
]P (T, x)dxdT (5.16)
et
δηJα − δηrα = −2η′
∫
Q
[
∂2u
∂x2
− ∂u
∂x
]P (T, x)dxdT (5.17)
De´monstration 5.1.1
D’apre`s la formule (5.12) on a :
δhJα − δhrα = 2 <
∑
i∈I
(uη,h(Ti, xi)− uδ(Ti, xi))δTi,xi; δhu >
or dans (5.14)
∑
i∈I
(uη,h(Ti, xi)− uδ(Ti, xi))δTi,xi =
∂P
∂T
− L∗P (T, x)
par suite :
δhJα − δhrα = 2 < ∂P
∂T
− L∗P (T, x); δhu >L2(Q)
= −2 < P (T, x); ∂δ
hu
∂T
− Lδhu >L2(Q)
et d’ape`s (5.9)
∂δhu
∂T
− Lδhu = 2
∫
R
h(y)h
′
(y)eydy{u(T, x− y)− u(T, x) + (1− e−y)∂u
∂x
}
d’ou`
δhJα − δhrα =
−2
∫
Q=[0,(T )]×R
∫
R
h(y)h′(y)dyeydy[u(T, x− y)− u(T, x) + (1− e−y)∂u
∂x
]P (T, x)dxdT
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par la meˆme manie`re
δηJα − δηrα = 2 <
∑
i∈I
(uη,h(T, x)− uδ(Ti, xi))δTi,xi; δ1u >
on utilise ∑
i∈I
(uη,h(T, x)− uδ(Ti, xi) = ∂P
∂T
− L∗P
alors :
δηJα − δηrα = 2 < ∂P∂T − L∗P, δηu >
= −2 < P, ∂δηu
∂T
− Lδηu >
= −2η′ < P, ∂2δηu
∂x2
− ∂δηu
∂x
>
qui peut eˆtre e´crit sous la forme suivante :
δηJα − δηrα = −2η′
∫
Q
{∂
2u
∂x2
− ∂u
∂x
}(T, x)P (T, x)dTdx
on rappelle que :
J : D¯1 −→ R+ (η, h) −→ Jα(η, h)
et ∇Jα est la fonction de´finie par :
∇Jα(η, h) : D¯1 −→ R
tel que ∇Jα(η, h).(η′, h′) = δηJα+δhJα qui est la somme des deux inte´grales donne´es
par l’expression (5.16 et 5.17), qui peuvent eˆtre estime´es a` partir des me´thodes de
quadrature (trape`ze, etc ...)
Algorithme de Calibration
Voici les e´tapes de l’algorithme nume´rique de calibratin.
• Choisir (η0, h0) ∈ D¯1, 0 < ε << 1, m=0 m=nombre d’ite´rations.
• Calcul du gradient a` l’e´tape m
1. Calculer um(T, x) solution de (3.34) avec les parame`tres (ηm, hm).
2. Calculer Pm(T, x) solution de (5.14) avec les meˆmes parame`tres (ηm, hm) et la
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fonction um.
3. Calcul du gradient en re´solvant l’e´quation.
< ∇Jα(ηm, hm), (η′, h′) >=< δηJ, η′ > + < δhJ, h′ > (5.18)
= −2η′
∫
Q
{∂
2um
∂x2
− ∂u
m
∂x
}(T, x)Pm(T, x)dTdx (5.19)
−2
∫
Q
∫
R
hm(y)h′(y)dyeydy[um(T, x− y)− um(T, x) + (1− e−y)∂u
m
∂x
]Pm(T, x)dxdT
+ < ∇rα(ηm, hm), (η′, h′) > (5.20)
∀(η′, h′) ∈ D1
‖∇Jα(ηm, hm)‖ = sup(η′ ,h′)∈D¯1
| < ∇Jmα (η, h), (η′, h′) > |
‖(η′, h′)‖
• Si ‖∇Jα(ηm, hm)‖ > ε, on passe a` l’e´tape suivante,en posant
(ηm+1, hm+1) = piD1((η
m, hm)− ρm∇Jα(ηm, hm))
Ou` piD1 est la projection sur l’espace D1 et ρm le pas de descente.
5.2 Re´sultats nume´riques de calibration
Dans cette partie, on explique les diffe´rentes e´tapes nume´riques de l’algorithme de
calibration (5.1.3) donne´ dans ce chapitre. Le premier et le deuxie`me point consistent
a` re´soudre les deux e´quations inte´grodiffe´rentielles qu’on a developpe´ ; l’e´quation
forward du proble`me direct (3.34) qui donne la fonction u et le syste`me adjoint
(5.14) qui donne la fonction d’e´tat adjoint P . Les deux syste`mes sont de meˆme type,
et seront re´solus par la meˆme me´thode celle de diffe´rences finies [28],[18]. Dans un
deuxie`me temps, on s’inte´resse a` de´terminer le meilleur coe´fficient de re´gularisation
a` partir du principe de Morozov (4.42). Enfin, on termine par le calcul du gradient
de Jα donne´ par (5.16), (5.17) en approchant la forme inte´grale : par la me´thode
des trape`zes, apre`s parame´trisation de D¯1.
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5.2.1 Me´thode de diffe´rences finies pour la re´solution des
EDPI de u et P .
On de´crit dans ce paragraphe la me´thode de diffe´rences finies qu’on va utiliser
pour la re´solution des e´quations inte´gro-diffe´rentielles du proble`me direct (3.34) et
du syste`me adjoint (5.14). Pour une e´tude comple`te de cette me´thode, voir le papier
[28]. Il y’a cependent plusieurs autres me´thodes pour la re´solution de telles e´quations,
comme celles de θ−sche´ma [18] ou par me´thode d’e´le´ment finie [51].
On a vu dans le chapitre 3, que le prix a` t = 0 d’une option Europe´enne dont le
sous-jacent suit un mode`le exponentielle Le´vy St = exp(rt +Xt), a` l’instant t0 = 0
de maturite´ T et log-strike x est solution d’une EDPI de la forme suivante :

∂u
∂T
= η {∂2u
∂x2
− ∂u
∂x
}+ ∫ h2(y)eydy{u(τ, x− y)− u(τ, x) + (1− e−y)∂u
∂x
}
u(0, x) = (1− ex)+
ou` (η =
σ2
2
, h2(.)) sont les parame`tres du processus de Le´vy. On suppose que
(η, h) ∈ D¯1.
Pour (η, h) ∈ D¯1, λ et α de´finies par :
λ =
∫
h2(y)eydy et α =
∫
(ey − 1)h2(y)dy (5.21)
sont finies, et (3.34) peuvent eˆtre e´crites sous la forme suivante :

∂u
∂T
= η ∂
2u
∂x2
− (η − α)∂u
∂x
− λu(t, x) + ∫
R
h2(y)eyu(T, x− y)dy
u(0, x) = (1− ex)+
e´quation que l’on peut ree´crire ainsi :

∂u
∂T
= Du+ J u
u(0, x) = (1− ex)+
avec D(.) repre´sente la partie diffe´rentielle de l’ope´rateur, donne´e par :
Du = η∂
2u
∂x2
− (η − α)∂u
∂x
− λu(t, x) (5.22)
et J (.) pour la partie inte´grale donne´e par :
J u =
∫
R
h2(y)eyu(T, x− y)dy (5.23)
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5.2.2 Sche´ma implicite-explicite aux diffe´rences finies
Cette section applique le sche´ma donne´ par [28] a` la re´solution de l’e´quation
inte´gro-diffe´rentielle (5.2.1). Pour utiliser cette me´thode de diffe´rences finies, on
localise le syste`me (5.2.1) dans [0, Tmax]× [−A,A] pour A >> 1. On construit une
grille uniforme sur cet ensemble, soient M,N >> 1 et T1 = 0, TM+1 = Tmax,
x1 = −A et xN+1 = A. On note par ∆T et ∆x les pas respectifs en temps et espace
de cette grille. Soient ∆T = Tmax
M
et ∆x = 2A
N
. On note par {(uji )N,M} (pour une
e´criture simple, on notera simplement par uji ) l’approximation de u(xi, Tj) sur cette
grille.
Pour estimer les inte´grales qui apparaissent dans la partie diffe´rentielle D et la partie
inte´grale J , on utilise aussi la me´thode des trape`zes. On va supposer que le support
de la mesure ν(dy) = h2(y)dy est le meˆme support que l’intervalle de localisation du
syste`me (5.2.1), c’est a` dire supp ν = [−A− 1
2
∆x,A +
1
2
∆x], alors on peut estimer
la partie inte´grale ; Ju(T, x) =
∫
R
h2(y)eyu(T, x− y)dy de la manie`re suivante.
J u(T, x) =
∫
R
h2(y)eyu(T, x− y)dy
=
∫ A+ 1
2
∆x
−A− 1
2
∆x
h2(y)eyu(T, x− y)dy ≈ ∆x
i=N+1∑
i=1
h2(xi)e
xiu(T, x− xi)
de la meˆme manie`re on approche les inte´grales qui donnent λ et α (5.21), soient
λ ≈ λˆ = ∆x
i=N+1∑
i=1
h(xi)
2exi et α ≈ αˆ = ∆x
i=N+1∑
i=1
h(xi)
2(exi − 1)
les de´rive´es en x qui forment la partie diffe´rentielle D sont discre´tise´es par des
diffe´rences finies de la manie`re suivante :
(
∂2uj
∂x2
)i ≈
uji+1 − 2uji + uji−1
(∆x)2
et
(
∂uj
∂x
)i ≈


ui+1−ui
∆x
si η − α < 0
ui−ui−1
∆x
si η − α > 0
La me´thode de [28] traite la partie diffe´rentielle, qui donne lieu a` une matrice tri-
diagonale, de fac¸on implicite et la partie inte´grale qui donne une matrice pleine de
fac¸on explicite suivante :
uj+1i − uji
∆T
= (Duj+1)i + (J uj)i
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avec
(Duj)i = η(∂
2uj
∂x2
)i − (η − αˆ)(∂u
j
∂x
)i − λˆuji
et
(J uj)i = ∆x
∑
h2(xk) e
xk uji−k
ou`
uji−k =
{
1− e(xi−xk) si xi − xk ≤ x0
0 si xi − xk ≥ xN+1
Ce qui donne
Duj+1 =


a2 a1 0 · · · 0
a3 a2 a1 · · · 0
0 a3 a2
. . . 0
...
. . .
. . .
. . .
...
0 0 0 · · · a2

 u
j+1 +


a3(1− e−(A+∆x))
0
0
...
0

 = Du
j+1 +R1
avec 

a1 = (
η
(∆x)2
− η−αˆ
∆x
) ou η
(∆x)2
a2 = −( 2η(∆x)2 − η−αˆ∆x + λˆ) ou −( 2η(∆x)2 + η−αˆ∆x + λˆ)
a3 =
η
(∆x)2
ou ( η
(∆x)2
+ η−αˆ
∆x
)
et pour N pair, on e´crit la matrice pour N = 10
J uj =


λ6e
x6 λ7e
x7 · · · λ11ex11 0 · · · 0
λ5e
x5 λ6e
x6 . . .
. . .
. . . · · · 0
. . .
. . .
. . .
. . .
. . . · · · 0
λ1e
x1 λ2e
x2 . . .
. . .
. . . · · · λ11ex11
0 λ1e
x1 . . .
. . .
. . .
. . . λ10e
x10
0 0 0 λ1e
x1 . . .
. . . λ7e
x7


uj +R2
= Juj +R2
uj+1 − uj
∆T
= Duj+1 + Juj +R
qui est e´quivalent a` e´crire
uj+1 = (Id−∆T D)−1(Id+ ∆T J)uj + ∆T (Id−∆T D)−1 R (5.24)
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Par la meˆme me´thode de diffe´rences finies et sur la meˆme grille construite pour la
re´solution de l’e´quation (5.2.1), on re´soud le syste`me (5.14) dont la solution P (T, x)
est la fonction d’e´tat adjointe :

∂P
∂T
= −η{∂2P
∂x2
+ ∂P
∂x
}+ ∫ ν(dy)ey{−P (T, x+ y) + P (t, x) + (1− e−y)∂P
∂x
}
+2
∑
i∈I(u(T, x)− u∗(Ti, xi))δTi,xi
P (Tmax, x) = 0
P (T,+∞) = P (T,−∞) = 0
On le met sous la forme d’une e´quation de type forward : pour cela on effectue la
transformation suivante P1(T, x) = P (Tmax − T, x).
On prend ν(dy) = h2(y)dy ∈ D, P1 est solution de :

∂P1
∂T
= D1P1 + J1P1 − e(T, x)
P1(0, x) = 0
P1(T,+∞) = P1(T,−∞) = 0
avec
D1P1 = η ∂
2P1
∂x2
+ (η − α)∂P1
∂x
− λP1
J1P1 =
∫
R
h2(y)eyP1(T, x+ y)dy
et
e(T, x) = 2
∑
i∈I
(u(T, x)− u∗(Ti, xi))δTi,xi
ou` λ et α sont les meˆme que pour (5.21)
λ =
∫
h2(y)eydy et α =
∫
h2(y)(ey − 1)dy
Apre`s la re´solution du syte`me (5.2.1), on pourra donner une estimation eji de e(Tj, xi)
sur la grille de diffe´rences finies, soit :
eji = (u(Tj, xi)− u∗(Tj, xi))δi∈I (5.25)
Par suite, si on note par {P j1,i} l’estimation de P1(Tj, xi) la solution de (5.2.2) sur la
grille au point (Tj, xi) avec la me´thode de diffe´rences finies ; alors P
j
1,i est solution
de :
P j+11,i − P j1,i
∆T
= (D1P j+11 )i + (J1P j1 )i − 2× eji
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ce qui donne
P j+11 = (Id−∆T D1)−1 (Id+ ∆T J1)P j1 − 2× (Id−∆T D1)−1 ej (5.26)
avec 

eji = 2 (u
j
i − u∗(Tj, xi))δi, j ∈ I
(uji )i,j solution de (5.24)
(D1P
j+1
1 )i = η(
∂2P j+11
∂x2
)i + (η − αˆ)(∂P
j+1
1
∂x
)i − λˆP j+11
(J1P
j
1 )i = ∆x
∑k=N
k=1 h
2(xk) e
xkP j1 (xi + xk)
P j1 (xi + xk) = 0 si (xi + xk) 6∈ [−A,A]
On pose alors P ji l’estimation de P (Tj, xi) sur la grille de diffe´rences finies donne´e
par :
P ji = P
M−j
1,i (5.27)
La convergence de cette me´thode de diffe´rences finies pour la re´solution de ce type
d’e´quation inte´gro-diffe´rentielle est faite dans [28], on re´sume son re´sultat dans cette
proposition.
Proposition 5.2.2.1 Le sche´ma de diffe´rences finies utilise´ pour la re´solution des
syste`mes (3.34), (5.14) converge vers la solution dans le cas continue, dans le sens
suivant :
sup
0≤i≤N,0≤j≤M
|u(Tj, xi)− uji | ≤ C(∆T + ∆x) (5.28)
Exemple 5.2.2.1
On montre ce re´sultat de convergence de la me´thode de diffe´rences finies pour la
re´solution de l’e´quation (3.34) sur deux types de processus de Le´vy de l’espace D¯1.
On compare les prix donne´s par diffe´rences finies a` ceux calcule´s avec la me´thode
de Transforme´e de Fourier [50].
1) Le mode`le de Merton [53] est un processus de Le´vy dans l’espace D¯1 avec volatilite´
σ > 0 et une mesure de Le´vy a` densite´
ν(dy) = h2(y)dy =
λ
δ
√
2pi
e
(y−θ)2
2δ2 dy (5.29)
satisfait a` la condition E(|St|) <∞ de la proposition (3.25) donc l’e´quation forward
(3.34) est valide pour ce cas.
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La figure (5.1) compare les volatilite´s implicites obtenues a` partir des prix calcule´s
par la formule (5.24) a` celle obtenues a` partir des prix calcule´s par la me´thode de
la transforme´e de Fourier utilise´e dans l’algorithme de calibration donne´ dans [62].
2) Un deuxie`me exemple de mode`le qui entre dans le cas e´tudie´ dans ce travail est
le mode`le de Kou [46]. En effet, le processus de Le´vy de Kou est parame´trise´ par
une volatilite´ σ > 0 et une mesure donne´e par
ν(dy) = h2(y)dy = (pλ+e
−λ+y1y>0 + (1− p)λ−e−λ−|y|1y<0)dy (5.30)
qui satisfait aussi aux hypothe`ses de la proposition (3.25). La figure (5.1) compare
la me´thode de diffe´rences finies (5.24) a` celle de la transforme´e de Fourier.
0.8 0.85 0.9 0.95 1 1.05 1.1 1.15 1.2
0.33
0.34
0.35
0.36
0.37
0.38
0.39
strike
vo
la
til
ité
 im
pl
ici
te
 
 
différences finies
transformée de Fourier
0.8 0.85 0.9 0.95 1 1.05 1.1 1.15 1.2
0.7
0.75
0.8
0.85
0.9
0.95
strike
vo
la
til
ité
 im
pl
ici
te
 
 
différences finies
transformée de Fourier
Fig. 5.1 – Comparaison de volatilite´ implicite entre la me´thode de diffe´rences finies
et celle de la transforme´e de Fourier. A Gauche : Mode`le de Merton. A Droite :
Mode`le de Kou.
Cette me´thode de diffe´rences finies et le re´sultat de convergence du lemme
pre´ce´dent, restent applicables pour une classe plus large de mode`les. Pour plus de
de´tails, voir [27].
5.2.3 Calcul nume´rique du gradient
Apre`s avoir choisi le terme de re´gularisation α(δ) en utilisant le principe de
Morozov (4.42), ce qui est e´quivalent a` dire que le minimum (ηδα, h
δ
α) de la fonction
Tikhonov
Jα(η, h) =
∑
|uη,h(Ti, xi)− uδ(Ti, xi)|2 + rα(η, h)
ou` rα(η, h) est un terme de re´gularisation, satisfait les conditions du the´ore`me de
Tikhonov, le terme de re´gularisation rα peut eˆtre pris dans un cas plus ge´ne´ral
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comme une fonction positive concave sur D¯1, ve´rifie
δ ≤ ‖Y δ − F (ηδα, hδα)‖ ≤ c1δ
A` partir des formules (5.16 et 5.17), on a e´crit ∇Jα = (∇ηJα,∇hJα) sous la forme
inte´grale suivante :
∇ηJα(η, h).(η′, h′)
= −2η′
∫
Q
{∂
2u
∂x2
− ∂u
∂x
}(T, x) P (T, x) dTdx+∇ηrα(η, h).(η′, h′)
et
∇hJα(η, h).(η′, h′)
= −
∫
Q
∫
R
h(y)h
′
(y)eydy{u(T, x− y)− u(T, x) + (1− e−y)∂u
∂x
}P (T, x)dTdx
+∇hrα(η, h).(η′, h′)
pour tout (η, h) > 0 et (η
′
, h
′
) ∈ D¯1.
On remarque que dans ces deux expressions, que le gradient de la fonction Jα s’ex-
prime uniquement a` partir des fonctions prix u et e´tat adjoint P . Or les fonctions
u et P sont de´ja calcule´es sur la grille de diffe´rences finies donc il nous reste qu’a`
estimer ces deux inte´grales.
On commence par l’estimation du premier gradient, qui est le plus simple. ∇ηJα
est une inte´grale sur Q qu’on peut approcher par la me´thode des trape`zes sur la
grille qu’on a utilise´ pour la re´solution des EDPI par la diffe´rences finies.
Soit alors l’approche suivante :
∇ηJα −∇ηrα
≈ −2∆x ∆Tη′
N,M∑
i,j=1
{∂
2u
∂x2
− ∂u
∂x
}(xi, Tj) P (xi, Tj)
En utilisant des estimations de type diffe´rences finies pour
∂2u
∂x2
et
∂u
∂x
, on obtient
∇ηJα −∇ηrα
≈ −2η′ ∆x ∆T
N,M∑
i,j=1
(
uji+1 − 2uji + uji−1
(∆x)2
− u
j
i+1 − uji
∆x
) P ji
avec uji est solution de (5.24) et P
j
i solution de (5.27).
Si on prend le terme de re´gularisation rα(η, h) = α ‖(η−η, h−h)‖2D1 avec α choisie
a` partir du principe de Morozov, alors :
∇ηJα(η, h).(η′, h′) ≈
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−2η′ ∆x ∆T
N,M∑
i,j=1
(
uji+1 − 2uji + uji−1
(∆x)2
− u
j
i+1 − uji
∆x
) P ji + 2(η − η).η′ (5.31)
qui peut eˆtre e´crit sous forme matricielle.
Pour la deuxie`me composante du gradient de Jα qui donne sa de´rive´e par rapport
a` h (qui repre´sente la racine carre´e du densite´ de la mesure de saut).∇hJα(η, h).(η′, h′)
donne´ par (5.17) est constitue´ d’une inte´grale triple sur Q × R. Sans perte de
ge´ne´ralite´ (puisque h et h
′
sont dans D, donc ils convergent vers 0 a` l’infini),
on peut localiser h et h′, on prend alors :
supp h et supp h
′ ⊂ [−A− 1
2
∆x,A +
1
2
∆x]
l’espace D1 est de dimension infini, pour calculer la norme du gradient, il nous faut
une parame´trisation de cet espace. Soit alors
D˜1 = {
∑
ai 1[xi,xi+1[ avec ai ≥ 0}
qui forme une partie dense dans {h ∈ D1 supp h = [−A− 1
2
∆x,A +
1
2
∆x]}.
Alors
‖∇hJα(η, h)‖ = supk|∇hJα(η, h).(η
′
, 1[xk,xk+1[)|
donc, si on e´crit h(y) =
N∑
i=1
ai 1[xi,xi+1[ alors
∇hJα.(1[xk,xk+1[)−∇hrα(1[xk,xk+1[) =
−2
∫
Q
∫ xk+1
xk
h(y)eydy[u(t, x− y)− u(t, x) + (1− e−y)∂u
∂x
]P (t, x)dxdt =
−2
i=N∑
i=1
ai
∫
Q
∫
[xi,xi+1[∩[xk,xk+1[
eydy[u(t, x− y)− u(t, x) + (1− e−y)∂u
∂x
]P (t, x)dxdt =
−2ak
∫
Q
∫ xk+1
xk
eydy[u(t, x− y)− u(t, x) + (1− e−y)∂u
∂x
]P (t, x)dxdt
≈ −2ak(xk+1 − xk)
∫
Q
exkdy[u(t, x− xk)− u(t, x) + (1− e−xk)∂u
∂x
(t, x)]P (t, x)dxdt
Pour l’estimation de cette inte´grale sur l’espace Q, on utilise toujours la me´thode
des trape`zes pour l’estimation de cette inte´grale et l’approche en diffe´rences finies
pour ∂u
∂x
. On de´duit que :
∇hJα.1[xk,xk+1[ −∇hrα.1[xk,xk+1[ ≈
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−2ak∆T (∆x)2 exk
i,j=N+1∑
i,j=1
[u(Tj, xi − xk)− u(Tj, xi) + (1− e−xk)∂u
∂x
(Tj, xi)]P (Tj, xi)
on obtient ainsi une expression de
∇hJα.1[xk,xk+1[ −∇hrα.1[xk,xk+1[
en fonction des prix uji et la solution e´tat adjointe P
j
i , on rappele que si xi−xk ≤ −A
on prend u(Tj, xi − xk) = 1− exp(xi − xk) et dans le cas ou` xi − xk ≥ A on prend
u(Tj, xi − xk) = 0.
Il nous reste a` calculer le gradient du terme de re´gularisation ∇hrα(η, h).1[xk,xk+1[.
Si on prend le cas de re´gularisation de Tikhonov e´tudie´ dans le chapitre (4), c’est a`
dire
rα(η, h) = α‖(η − η¯, h− h¯)‖2D¯1
alors
∇hrα(h).h′ = 2α < h− h, h′ >D= 2α
∫
R
(h− h)(y) h′(y)(1 ∧ y2)dy
En particulier si on prend h et h¯ donne´es par :
h =
∑
i
ai1[xi,xi+1[ et h =
∑
i
ai1[xi,xi+1[
alors :
∇hrα(h).1[xk,xk+1[ = 2α (ak − ak)
∫ xk+1
xk
(1 ∧ y2)dy
≈ 2α (ak − ak) (xk+1 − xk)(1 ∧ x2k) = 2α (ak − ak) ∆x (1 ∧ x2k)
On conclut alors :
∇hJα(h).1[xk,xk+1[ ≈
−2ak∆T (∆x)2 exk
i,j=N+1∑
i,j=1
[u(Tj, xi − xk)− u(Tj, xi) + (1− e−xk)∂u
∂x
(Tj, xi)]P (Tj, xi)(5.32)
+2α (ak − ak) (xk+1 − xk)(1 ∧ x2k)
Nous avons maintenant tous les e´le´ments en place pour notre algorithme de gradient,
on le re´sume par le sche´ma suivant :
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(ηm, hm)
solution nume´rique du PIDE
↙ ↘
prix du mode`le um(T, x) fonction adjoint Pm(T, x)
↘ ↙
estimation du gradient
↓
(∇ηJm,∇hJm)
si ‖(∇ηJm,∇hJm)‖ >
tolerance
↙ ↘
ηm+1 = ηm − ρm.(∇ηJm) hm+1 = piD(hm − ρm.(∇hJm))
5.3 Tests nume´riques de l’algorithme de calibra-
tion
On va tester notre algorithme de calibration (5.1.3) sur diffe´rents types d’ob-
servations. On commence par des observations simule´es a` partir de deux mode`les
qui ve´rifient les hypothe`ses de la proposition (3.25) et qui appartiennent aux sous
ensemble D¯1. Dans un deuxie`me temps, on va tester notre algorithme (5.1.3) sur des
observations donne´es par le marche´.
5.3.1 Tests sur des observations simule´es
On prend deux mode`les exponentielle–Le´vy, dont les mesures de Le´vy sont a`
densite´ et de volatilite´ σ > 0.
On commence par la calibration des observations ge´ne´re´es par le mode`le de
Merton [53]. On simule des observations a` partir du syste`me (3.34) les valeurs de u
en utilisant la me´thode des diffe´rences finies, et on applique notre algorithme pour
trouver des parame`tres qui nous donnent les meˆmes prix. On signale que la fonction
prix
uT,x : D¯1 → R+ (η, h) −→ uT,x(η, h) (5.33)
est non injective, par suite on attend pas de retrouver les parame`tres utilise´s pour
trouver les observations mais plutoˆt chercher le processus de Le´vy dans D¯1 le plus
proche au prior (η¯, h¯) qui donne les prix les plus proches a` nos observations.
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– Dans le premier exemple on prend des prix d’option pour une seule maturite´
T = 6mois. La figure (5.4) montre la convergence de la volatilite´ implicite pour
10 observations prises pour des prix d’exercices entre .7× S0 ≤ K ≤ 1.4× S0,
la figure (5.5) montre la convergence de la constante de volatilite´ qui e´tait
prise σ = .4 et la convergence de la mesure de Le´vy correspondante. On re-
marque que la convergence de la volatilie´e est nettement meilleure que celle de
la convergence de la mesure et c¸a s’explique par le fait que les prix sont plus
sensibles aux variations de la volatilite´ que ceux des mesures.
Dans un deuxie`me temps, on effectue le meˆme test sur 30 observations simule´es
a` partir du meˆme mode`le de Merton pour 3 maturite´s diffe´rentes et 10 prix
d’exercice, le graphe (5.7) montre la surface de volatilite´ implicite a` calibrer
et celle ge´ne´re´e par les parame`tres calibre´s, la figure (5.6) montre la diffe´rence
entre la volatilie´ implicite des observations et celle donne´e par l’algorithme de
calibration. On observe la meˆme qualite´ de convergence pour les trois matu-
rite´s.
– Dans un deuxie`me cas, on effectue les deux e´tapes du test pre´ce´dent avec des
observations simule´es a` partir d’un mode`le de Kou [46]. On commence par 10
observations pour une meˆme maturite´ T = 6 mois, la figure (5.2) montre la
qualite´ de calibration fournit par l’algrrithme (5.1.3) de calibration et la figure
(5.3) montre la convergence de la volatilite´ σ et de mesure ν(dy) = h2(y)dy.
Enfin, on termine par la calibration de 30 observations simule´es a` partir du
meˆme mode`le pour 3 maturite´s diffe´rentes, la figure (5.9) donne la surface de
valatilite´ implicite a` calibrer et celle fournit par l’algorithme de calibration.
On donne dans la figure (5.8) la diffe´rence entre les deux surface pre´ce´dente,
ce qui nous donne une ide´e sur la qualite´ de calibration.
5.3.2 Test sur des donne´es du marche´
On conside`re maintenant un exemple d’observations de marche´.
Il s’agit des donne´es d’options sur SP500 utilise´es pour la reconstruction de la
surface de volatilite´ locale dans [22]. Dans cet exemple S0 = 590$, le taux d’intereˆt
r = .06 et le taux de dividende q = .0262 ; le tableau (5.10) donne les observations
dont les maturite´s sont entre 2 mois et 5 ans, et prix d’exercice entre .85 S0 et
1.4 S0. On tente de trouver des parame`tres (σ
∗, h∗) de processus de Le´vy qui ge´ne´re
ces observations.
La figure (5.12) donne la surface de volatilite´ implicite a` calibrer et celle fournie
par l’algorithme de calibration. On donne dans la figure (5.11) la qualite´ de cali-
bration en illustrant la difference entre les deux surfaces de volatilite´ implicite. Un
autre crite`re pour juger la pre´cision de calibration est donne´e par la l’erreur L1,
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c’est a` dire la diffe´rence absolue entre les prix calcule´s a` partir du mode`le et les
observations :
e(η, h) =
∑
i∈I
|u(η, h, Ti, xi)− u∗(Ti, xi)| (5.34)
La figure (5.13) montre la convergence de cette fonction erreur e(., .) au cours des
ite´rations. Enfin, la figure (5.14) montre la convergence des parame`tres du mode`le,
a` savoir la mesure de Le´vy ν et la volatilite´ σ.
Fig. 5.2 – Convergence de la volatilite´ implicite sur des observations simule´es a`
partir du mode`le de Kou
Fig. 5.3 – Parame`tres retrouve´s par algorithme de calibration a` partir des observa-
tions simule´es a` partir du mode`le de Kou. -A gauche : la mesure calibre´e. -A droite,
convergence de la volatilite´.
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Fig. 5.4 – Convergence de la volatilite´ implicite sur des observations simule´es a`
partir du mode`le de Merton
Fig. 5.5 – Parame`tres retrouve´s par algorithme de calibration a` partir des obser-
vations simule´es a` partir du mode`le de Merton. -A gauche : la mesure calibre´e. -A
droite : convergence de la volatilite´.
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Fig. 5.6 – Convergence de la surface de volatilite´ implicite pour 3 maturite´s
diffe´rentes
Fig. 5.7 – A gauche : surface de volatilite´ implicite de Merton. Droite : surface
calibre´e.
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Fig. 5.8 – Convergence de la surface de volatilite´ implicite pour 3 maturite´s
diffe´rentes
Fig. 5.9 – A gauche : surface de volatilite´ implicite de Kou. A droite : la surface
calibre´e.
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Fig. 5.10 – Volatilite´s implicites pour options sur indice S& P.
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Fig. 5.11 – Diffe´rence entre volatilite´ implicite du mode`le et celle observe´e sur le
marche´.
Fig. 5.12 – A gauche : la surface de volatilite´ implicite donne´e par le marche´. A
droite : la surface calibre´e.
5.4 Discussion
Dans ce chapitre, nous avons de´veloppe´ un algorithme de calibration qui per-
met de reconstruire de fac¸on nonparame´trique un processus de Le´vy a` partir de la
minimisation de la fonctionnelle re´gularise´e Jα e´tudie´e dans le chapitre (4).
Le calcul de la fonctionnelle se fait en re´solvant une e´quation inte´gro-diffe´rentielle
de type forward, semblable a` l’e´quation de Dupire, qui e´value a` un instant fixe t0
les options europe´enne de toute maturite´ T et prix d’exercice K. Pour la minimi-
sation de Jα, nous avons utilise´ une me´thode de descente du gradient. La difficulte´
principale est dans le calcul du gradient (de´rive´es directionnelles) de la fonction-
nelle : nous avons propose´ de re´soudre cette difficulte´ en e´crivant le gradient de Jα
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Fig. 5.13 – Convergence de la diffe´rence quadratique entre prix calcule´s par le
mode`le et prix observe´s sur le marche´
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Fig. 5.14 – A gauche : mesure de Le´vy calibre´e. A droite : convergence de la
constante de volatilite´.
113
sous une forme inte´grale qui contient uniquement la fonction prix u et la fonction
d’e´tat adjoint P , elle meˆme solution d’une e´quation integrodiffe´rentielle forward avec
terme source. Notre algorithme de calibration consiste a` re´soudre ces deux e´quations
inte´gro-diffe´rentielles et calculer deux inte´grales par ite´ration.
Cet algorithme peut eˆtre, comme dans l’e´tude the´orique faite dans le chapitre
(4), ge´ne´ralise´ a` une classe plus large de mode`les comme celle des mode`les a` vola-
tilite´ locale avec sauts (3.17) comme ceux e´tudie´s par Andersen & Andreasen [4],
combinant par exemple notre algorithme avec celui e´tudie´ par Cre´pey dans [30].
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