Abstract. We compute the Betti numbers of the resolution of a special class of square-free monomial ideals, the ideals of mixed products. Moreover when these ideals are Cohen-Macaulay we calculate their type.
Introduction
The class of ideals of mixed products is a special class of square-free monomial ideals. They were first introduced by G. Restuccia and R. Villarreal (see [6] and [7] ), who studied the normality of such ideals.
In [4] C. Ionescu and G. Rinaldo studied the Castelnuovo-Mumford regularity, the depth and dimension of mixed product ideals and characterize when they are Cohen-Macaulay.
Let S = K[x, y] be a polynomial ring over a field K in two disjoint sets of variables x = (x 1 , . . . , x n ), y = (y 1 , . . . , y m ). The ideals of mixed products are the ideals I q J r + I s J t , q, r, s, t ∈ N, q + r = s + t, where I l (resp. J p ) is the ideal of S generated by all the square-free monomials of degree l (resp. p) in the variables x (resp. y). We set I 0 = J 0 = S. By symmetry, essentially there are 2 cases: i) L = I k J r + I s J t , 0 ≤ k < s; ii) L = I k J r , k ≥ 1 or r ≥ 1. Let F be the minimal free resolution of an ideal I:
We want to calculate the Betti numbers, β ij , when I is a mixed product ideals.
To reach this goal we consider S/I as a Stanley-Reisner ring (see [1] , Chapter 5), we calculate the Alexander duality of I and we use the Hochster's formula (see [1] , Chapter 5.5 or [5] , Chapter 1.5).
In section 2 we calculate the dual of the mixed product ideal I q and I q J r . Hochster's formula give us a powerful tool to calculate Betti numbers of the resolution of a squarefree monomial ideal I. For this reason we have to calculate I * and the homology of the chain complex of the simplicial complex ∆ * related to I * (section 3). In the last section as an application we compute the type of Cohen-Macaulay mixed product ideals.
Alexander duality of mixed product ideals
We recall the following (see [5] , Definition 1.35):
n . The Alexander dual of I is the ideal
where m αi = (x j : α ij = 1).
, we consider I q as a StanleyReisner ideal of the simplicial complex ∆, that is
where τ = {i 1 , . . . , i q } and x τ = x i1 · · · x iq . This implies that the simplicial complex ∆ is pure and its facets are all the facets of dimension q − 2, that are σ = {i 1 , . . . , i q−1 } with 1 ≤ i 1 < i 2 < . . . < i q−1 ≤ n.
We want to calculate ∆ * = {τ : τ / ∈ ∆}. If we consider a simplex σ ∈ ∆ such that |σ| < q − 1 then σ ∪ {i} ∈ ∆. Therefore to obtain a minimal non face of ∆ we have to consider a facet in ∆ and add a vertex not in the facet. That is 
Proof. Let
by Alexander duality we have
where m α = (x i1 , . . . , x iq ), n β = (y j1 , . . . , y jr ). By the coprimality of m and n we obtain
and by Proposition 2.2 we have the assertion.
Proof. By Alexander duality (I * ) * = I, therefore the assertion follows by Proposition 2.3.
Remark 2.5. We observe that in general the class of mixed product ideals is not closed under Alexander duality. In fact
To calculate this duality we observe that
where
Betti numbers of mixed product ideals
Let K be a field, S = K[x 1 , . . . , x n ] be a polynomial ring, I ⊂ S, and let F be the minimal free resolution of the ideal I. Then
βij . We want to calculate the Betti numbers, β ij , when I is a mixed product ideals.
Proof. We observe that I q has a q-linear resolution (see Example 2.2, [3] ) therefore the Betti number of each free-module in the FFR of I q is
Let I ∆ = I q , where ∆ is the simplicial complex defined in the proof of Proposition 2.2. By Hochster's formula (see Corollary 1.40, [5] ) we have
By the symmetry between simplices in ∆ of the same dimension, we obtain
where σ 0 = {1, . . . , q + i} ∈ ∆, σ 0 = {q + i + 1, . . . , n} ∈ ∆ * and n q+i is the number of simplices of dimension q + i − 1 in ∆.
Since I ∆ * = I n−q+1 (see Proposition 2.2) the facets of ∆ * are {i 1 , . . . , i n−q },
It is easy to observe that H j (link ∆ * (σ 0 ; K)) = 0, for j = 0, . . . , i − 2, since it is the "truncated" chain complex of the simplex with q + i vertices, σ 0 . Therefore we need to calculate dim
We want to show that dim K ker ∂ j−1 = q+i−1 j and we make induction on the length of the exact sequence of vector spaces, j,
. We consider the short exact sequence
Proof. Since I q J r has a (q + r)-linear resolution (see Lemma 2.5, [4] ) the Betti number of each free-module in the FFR of I q J r is
Let I ∆ = I q J r , by Hochster's formula we have that It is easy to observe that the number of squarefree monomials in S of the same bidegree (q + j, r + k) is n q + j m r + k .
By the symmetry between simplices with the "same bidegree" in ∆, we fix σ 0 = {x 1 , . . . , x q+j , y 1 , . . . , y r+k } and its corresponding Alexander dual σ 0 = {x q+j+1 , . . . , x n , y r+k+1 , . . . , y m } ∈ ∆ * and calculate
By Corollary 2.4, I ∆ * = I n−q+1 + J m−r+1 , and the facets of ∆ * are {x i1 , . . . , x in−q , y j1 , . . . , y jm−r }, Let σ x = {{x 1 , . . . , x j }, . . . , {x q+1 , . . . , x q+j }} and let
the chain complex of σ x , let σ y = {{y 1 , . . . , y k }, . . . , {y r+1 , . . . , y r+k }} and let
the chain complex of σ y . It is easy to see that the tensor product of the two complexes, C x ⊗ C y , is the chain complex of link σ 0 .
Therefore H i−1 (link ∆ * (σ 0 ; K), with i = j + k, is isomorphic to ker ∂ j−1 ⊗ ker ∂ k−1 , and from Lemma 3.1 the assertion follows.
Proof. We consider the exact sequence
We want to study Tor i (K, S/(I q J r + I s J t )) i+j . By the sequence (3.1) we obtain the long exact sequence of Tor
We observe that S/(I k J l ) has a (k +l −1)-linear resolution therefore the Betti number of each free-module in the FFR of S/I k J l is
This implies that if j /
∈ {q + r − 1,
Therefore we have to study the following cases:
We may assume q + r ≥ s + t.
1) Let j = s + r − 2. Then Tor i (K, S/I s J r ) i+j = 0 and Tor i−1 (K, S/I q J r ⊕ S/I s J t ) i+j = 0. Therefore we have the exact sequence
If s + r − 2 > q + r − 1 we obtain
and to finish we have to study degree 2) and 3). If s + r − 2 = q + r − 1 > s + t + 1, that is degree 1) and 2) coincide, we obtain
and we have to study degree 3) to finish. If s + r − 2 = q + r − 1 = s + t + 1, that is cases 1), 2) and 3) coincide,
and this case is complete.
2) The case j = q + r − 1 = s + r − 2 has been already studied in case 1), therefore we assume j = q + r − 1 < s + r − 2. We obtain the exact sequence
and we continue as in case 1).
3) This case is similar to 2). The assertion follows.
Remark 3.4. For completness we compute the Betti numbers of (I s + I q J t + J r ) (see Remark 2.5). That is
To prove this is enough to observe that (I s ) ∩ (I q J t + J r ) = I s J t + I s J r = I s J t and we have the exact sequence
To obtain the assertion we continue as in the proof of Theorem 3.3.
Cohen-Macaulay Type of mixed product ideals
Let K be a field, S = K[x 1 , . . . , x n ] be a polynomial ring, I ⊂ S a graded ideal. We consider S/I as a standard graded K-algebra.
We have the following (see [7] , Proposition 4.3.4):
Proposition 4.1. Let S/I be a Cohen-Macaulay ring then the type of S/I is equal to the last Betti number in the minimal free resolution of S/I as an S-module.
In [4] we classified the Cohen-Macaulay algebra S/I when I is a mixed product ideal. From now on we say CM for short. 1. Let 0 < q ≤ n then S/I q is CM with dim S/I q = m + q − 1; 2. Let 0 < q ≤ n and 0 < r ≤ m then S/(I q J r ) is CM if and only if r = m and q = n with dim S/I n J m = m + n − 1; 3. Let 0 < q < s ≤ n and 0 < r ≤ m then S/(I q J r + I s ) is CM if and only if s = q + 1 and r = m with dim S/(I q J m + I q+1 ) = m + q − 1; 4. Let 0 < q < s ≤ n and 0 < t < r ≤ m then S/(I q J r +I s J t ) is CM if and only if r = m, s = n, t = m−1, q = n−1 with dim S/(I n−1 J m +I n J m−1 ) = m+n−2.
Proof. See Proposition 3.1, Theorem 3.2 and Corollary 3.8 of [4] , and observe that a CM ideal is unmixed.
By the results of Section 3 we want to calculate the type of the CM algebras classified in Proposition 4.2. 
with s = q + 1 and r = m. [4] dim S/(I q J m + I q+1 ) = m + q − 1.
By Auslander-Buchsbaum Theorem we obtain pd S/(I q J m + I q+1 ) = dim S − dim S/(I q J m + I q+1 ) = n − q + 1.
Applying Theorem 3.3, with i = n − q, s = q + 1, r = m, we have
Since the pd S/I q+1 = n−q, we have that pd I q+1 = n−q −1, that is β n−q (I q+1 ) = 0. Therefore
and by Theorem 3.2
It is easy to see that for k > 0 the summands in β n−q (I q J m ) and in β n−q−1 (I q+1 J m ) vanish.
If k = 0 we obtain the assertion. By Auslander-Buchsbaum Theorem we obtain pd S/(I n−1 J m + I n J m−1 ) = dim S − dim S/(I n−1 J m + I n J m−1 ) = 2.
Applying Theorem 3.3, with i = 1, q = n − 1, r = m, s = n, t = m − 1, we obtain β 2 (S/(I n−1 J m + I n J m−1 )) = β 1 (I n−1 J m ) + β 1 (I n J m−1 ) + β 0 (I n J m ).
We observe that I n J m is a principal ideal therefore β 0 (I n J m ) = 1. By Theorem 3.2 It is easy to see that for k > 0 the summands in β 1 (I n−1 J m ) vanish. For j > 0 the same happens to β 1 (I n J m−1 ). Therefore we obtain β 2 (S/(I n−1 J m + I n J m−1 )) = n − 1 + m − 1 + 1. 
