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Abstract 
Although there has been recent research on other media accessibility services 
such as audio description, there has been little focus on audio subtitling and the 
way subtitles are delivered orally. This article reports the outcome of an 
experiment in which 42 Spanish blind and partially sighted participants were 
exposed to two diverging audio subtitling strategies: audio subtitles with a 
voice-over effect and audio subtitles with a dubbing effect. Data on the users’ 
emotional responses were collected through a tactile and simplified version of 
the SAM questionnaire and psychophysiological recordings of electrodermal 
activity and heart rate. The results obtained from both methods do not show 
statistically significant differences between the two effects. However, results 
from the questionnaire proved that emotions were induced in the participants 
calling for more research on the topic and with the application of such methods.  
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This article is framed within a tradition of studies on audiovisual translation and media 
accessibility that investigate user experience. Extensive research on the reception of the main 
transfer modes in audiovisual translation, such as dubbing, subtitling, and voice-over, has 
been carried out in recent decades. To name just a few, they include Matamala et al. (2017) 
and Perego et al. (2014) for dubbing and subtitling; Perego et al. (2010), Kruger et al. (2016) 
for subtitling, and Sepielak (2016) for subtitling and voice-over.  
In the field of media accessibility, subtitling for the Deaf and Hard-of-Hearing has 
attracted considerable attention (Romero-Fresco, 2016) and there is also extensive research on 
audio description (AD). The reception of AD has been studied when applied to the theatre 
(Udo et al., 2010), to fashion shows (Udo & Fels, 2009), opera (Cabeza-Cáceres, 2010; 
Cabeza-Cáceres & Matamala, 2008; Eardley-Weaver, 2014; Matamala & Orero, 2007; Orero, 
2007; Orero & Matamala, 2007) and cinema (Fresno Cañada, 2014; Cabeza-Cáceres, 2013; 
Fernández-Torné & Matamala, 2016; Szarkowska, 2011). Studies in this field have focused 
on many aspects, such as information recall (Fresno Cañada, 2014) or user comprehension 
and enjoyment (Cabeza-Cáceres, 2013) when faced with diverging AD strategies. The 
reception of synthetic as opposed to human voices has also been the subject of research 
(Fernández-Torné & Matamala, 2016; Szarkowska, 2011). The methods used in these 
investigations have generally been based on self-report questionnaires (Fresno Cañada, 2014), 
tools such as eye-tracking (Di Giovanni, 2014) as well as some standardised tests (Fryer & 
Freeman, 2014). 
The present article focuses on the study of audio subtitling, which allows to access 
written subtitles in their aural form. More specifically, it aims to take a step forward by 
researching two strategies for the delivery of audio subtitles and their impact on the emotional 
reaction of persons with sight loss. The two strategies under analysis are the so-called 
“dubbing effect” and “voice-over effect” (see section 3). In line with recent studies (O’Hagan, 
2016), the experiment uses innovative methods in the field of media accessibility based on 
physiological reactions (Fryer, 2013; Ramos Caro, 2016; Ramos, 2015): electrodermal 
activity (EDA) and heart rate (HR).  
Overall, the main objective of the experiment presented in this article is to compare 
two audio subtitling delivery effects (dubbing effect/voice-over effect) in terms of the 
emotional arousal in persons with sight loss in Spain. The main hypothesis is that a dubbing 
effect will result in higher reported emotional arousal and also in higher values in the 
psychophysiological measures used (EDA and HR). This hypothesis is based on the fact that 
the targeted participants should live in an audiovisual environment with a strong dubbing 
tradition.  
The article is structured as follows: Section 2 discusses the concept of emotion and 
establishes the relationship between the study of emotional arousal and psychophysiology. 
Section 3 defines audio subtitling and the two strategies under analysis. Section 4 describes 
the methodological framework, and section 5 reports on the results and discusses them. In 
section 6, conclusions and further research avenues complete the article. 
 
2. Emotional arousal and psychophysiological measures 
Research on emotion has increased in recent decades (Rottenberg et al., 2007). 
Different terms have been used to refer to the study of emotions, which reflect diverging 
approaches: emotionology (Stearns & Stearns, 1985), emotioncy (Pishghadam, Firooziyan, & 
Esfahani, 2017), affective neuroscience (Lindquist, Kober, & Barrett, 2015) or affective 
science (Rottenberg, 2003) are examples of such terminological variation. The definition of 
emotion itself has also been proposed in different manners in the field (Izard, 2010; Kreibig, 
2010; Plutchik, 2009; Rottenberg et al., 2007; Scherer, 2005), yet such definitions tend to 
share similar ideas. Based on the previous authors, an emotion is understood in this paper as 
the response of the organism, at the behavioural, social and neurophysiological levels, 
provoked by a single stimulus or a series of stimuli that can be both internal or external. The 
stimuli are processed by our cognitive systems, which are responsible for distributing the 
information that generates emotional arousal. 
Different methods are used for the assessment of emotional arousal, which can be 
defined as the activation of the aforementioned responses in the organism. Mauss & Robinson 
(2009, p. 14) point out that there is no “gold standard” for their measurement but the more 
measures that are applied the more that can be learnt about emotional arousal caused by 
certain stimuli (Larsen & Prizmic-Larsen, 2006). However, there are two main types of 
methods (Lang 1969): affective reports and physiological changes. A high number of 
questionnaires have been designed to assess the emotional state such as the Adjective 
Checklist (MACL) (Nowlis, 1965), the Positive and Negative Affect Schedule (PANAS-X) 
(Watson & Clark, 1999) or the Self-Assessment Manikin (Bradley & Lang, 1994). Although 
useful, these questionnaires are regarded as subjective in nature and are generally used in 
combination with physiological data. Changes in the physiology of the organism have proved 
to correlate with what we feel and experience (Kreibig, 2010) and they are captured through 
biofeedback technology, by recording indicators of emotional arousal such as brainwaves, 
muscle contraction, electrodermal activity (EDA) or heart rate (HR). 
The measurement of emotional reaction when users watch audiovisual content has 
attracted the interest of many researchers (Uhrig et al., 2016). To name just a few, O’Hagan 
(2016) analysed physiological data from HR and EDA to measure the gamer emotions 
derived from playing a videogame. Wilson & Sasse (2006) used HR, EDA and blood volume 
pulse when testing the quality of the image based on frame segmentation in video stimuli. 
Physiological responses were used to test interactive technologies in Mandryk, Inkpen, & 
Calvert (2006). Moving on to the measurement of the response generated by cinema, Dillon 
(2006) collected data from EDA and HR when exposing participants to emotional and non-
emotional films. More recently, electroencephalography (EEG) was used in a study by Kruger 
et al. (2016) on immersion in subtitled audiovisual material. In terms of media accessibility, 
to the best of our knowledge, the impact of AD on blind and partially-sighted audiences has 
only been studied through the use of physiological markers in two studies. Heart rate was 
used by Ramos (2015) in combination with the PANAS-X questionnaire (Watson & Clark, 
1999) to test the emotional arousal of participants when exposed to audio described emotional 
clips; and HR and EDA was used by Fryer (2013) in combination with questionnaires on 
presence (the ITC-SOPI questionnaire) to test the immersion of different types of audio 
descriptions in clips eliciting three targeted emotions: amusement, fear, and sadness. 
 
3. Audio subtitling: dubbing and voice-over effect 
Audio subtitling could be summed up as a spoken or aural rendering of subtitles. This is the 
approach taken by authors such as Nielsen & Bothe (2008), Miesenberger, Klaus, & Zagler 
(2002, p. 296), Fryer (2013: 194), Szarkowska & Mączyńska (2011, p. 24), Orero (2011, p. 
237), the International Organization for Standardization & International Electrotechnical 
Commission (2015) or the International Telecommunication Union (2013, p. 3). However, a 
definition that most clearly illustrates the heterogeneity of this service is provided by Reviers 
& Remael (2015, p. 52):  
 
AST can therefore be defined as the aurally rendered and recorded version of the 
subtitles with a film. This spoken version of the subtitles is mixed with the 
original soundtrack. AST is usually read, sometimes acted out, by one or more 
voice actors. Sometimes it is produced by text-to-speech software. The subtitle 
text is often delivered almost literally but it can be rewritten to varying degrees 
and, in addition, the recording method also varies. Usually, AST is recorded as a 
form of voice-over, which means that the original dialogues can be heard briefly 
before the translation starts. Sometimes it is recorded in a semi-dubbed form, 
which means that the original dialogues are substituted by a form of dubbing that 
is not necessarily entirely lip-sync, that is, synchronous with the lip movement of 
the speaker. 
 
 This access service is placed somewhere between the adaptation of audiovisual 
contents for people with specific needs and the more canonical concept of translation, which 
is based on the translation proper (interlingual translation), as expressed by Jakobson 
(2000/1959), where a message in a source language (SL) is transferred into a target language 
(TL). The SL is translated into a TL in the written subtitles and then delivered orally in the 
same TL. 
Audio subtitles can be found as an independent access service or in combination with 
audio description. As an independent service, some countries have developed systems that 
allow for written subtitles to be read aloud with text to speech technologies (Mihkla et al., 
2014; Thrane, 2013). However, with the expansion of digital television and on-demand 
services, devices such as smartphones allow for the reading-aloud of subtitles without the 
need for specific software (Royal National Institute of Blind People, 2017). On the other 
hand, as part of the AD track, audio subtitles are voiced by voice talents or describers 
themselves, creating a single unit in which the combination of the two services exists from the 
beginning of the audio description process. In this case, the AD and AST parts are 
differentiated by using different voices or by using a single voice with different intonations. 
 The way in which audio subtitles are delivered provides different information about 
the message or the multilingual reality of the audiovisual content in which they are used. As 
Iturregui-Gallardo (2018) suggests, by applying variations in aspects such as the volume, the 
acting or the information provided by the audio describer, audio subtitles can take on different 
forms. Two of the main strategies in terms of voicing, which have already been discussed in 
previous works (Braun & Orero, 2010; ISO/IEC 20071-25, 2017; Remael, Reviers, & 
Vercauteren, 2014), are dubbing and voice-over. These strategies are also known under the 
name of “effects”, since they provide an effect similar to that of these two transfer modes. 
According to the aforementioned works, these two AST effects are mainly 
differentiated by three features: (1) volume of the original and the audio subtitle tracks, (2) 
isochrony between the original utterance and its corresponding audio subtitle, and (3) 
prosodic features in the delivery of audio subtitles. Based on the existing literature on the 
topic and the definition of the two transfer modes, the AST effects can be described as 
follows: 
 
(1) Voice-over effect: in which the AST is displayed a short time after the original, which 
can be heard underneath. The voice used can be acted to some extent but its prosodic 
features are related to reading-aloud, which is closer to the written code. 
(2) Dubbing effect: in which the AST is displayed in synchrony with the original line, 
which cannot be heard. The voice used is acted, in the sense that it replicates the 
emotive tone in the dialogue, similar to the standardised prefabricated orality 
attributed to dubbing. 
 
4. Method 
The study combined self-reporting and psychophysiological measures to test the emotional 
arousal experienced by Spanish blind and partially-sighted participants when exposed to 
Polish clips with audio subtitles with a dubbing and a voice-over effect. This section describes 
the participants, instruments, stimuli used and experimental procedure.  
 
4.1. Participants 
The main selection criterion was that participants should not have access to the written 
subtitles and that they should be Spanish native speakers from Spain, a traditionally dubbing 
country. No further selection criteria were set, as the aim was to gather a diverse sample of 
users. To recruit participants, a Barcelona-based association of persons who are blind or 
partially sighted (Associació Discapacitat Visual Catalunya - B1B2B3) was contacted. 42 
participants took part in the experiment, a higher number than normal in media accessibility 
research (Orero et al., 2018). The experiment was carried out with 13 blind and 29 partially 
sighted participants (N = 42). There were 17 women and 25 men of whom 19 had finished 
university studies, 14 had finished professional training degree, 5 had finished secondary 
school, 2 had finished primary school and 1 did not attend school. They were aged between 
19 and 73 years old (median = 38). No further demographic information was gathered. Each 
participant was asked to complete a consent form, that was read out loud to them. The 
experiment and the forms to be used were approved by the ethics committee of the Universitat 
Autònoma de Barcelona.  
 
4.2. Instruments and measures 
The experiment combined a self-report questionnaire with psychophysiological data. The 
Tactile Self-Assessment Manikin (T-SAM) was used together with EDA and HR measures, as 
it was considered that a combination of objective and subjective measures would contribute to 
a better understanding of emotional activation. 
 
4.2.1. Self-report questionnaire 
The T-SAM questionnaire consists of a tactile, simplified and augmented version of the SAM 
questionnaire. The original questionnaire designed in the 1990s by Bradley & Lang (1994) is 
based on the emotional model postulated by Lang (1988) and argues that the emotional 
experience is composed of three fundamental dimensions: the emotional valence (the 
emotional value, more or less positive or negative, attributed to the situation or stimulus that 
triggers the emotion), the arousal or perception of physiological activation induced by the 
emotion (from not at all activating to extremely activating), and the dimension of dominance 
or feeling of control experienced over emotion (from no control to complete control). 
The questionnaire is made up of three sub-scales that evaluate each of the components 
of the emotions according to Lang’s model (1988). In these scales, an illustration represents 
different levels (from minimum to maximum) of emotional valence, arousal, and dominance. 
It is accompanied by a numerical 9-point scale that participants have to complete by 
indicating their rating on each one of these scales at the precise moment when they take the 
test. Due to its “brevity, simplicity and transcultural character (its dimensions are universal 
and not susceptible to contamination from cultural values and patterns)” (Iturregui-Gallardo 
& Méndez-Ulrich, 2019, p. 3), the SAM represents one of the gold standards in emotional 
evaluation, especially in experimental situations of emotional induction, and has been used 
widely in many studies (Bradley, Codispot, Chuhbert, & Lang, 2001; Backs, da Silva, & Han, 
2005; Betella & Verschure, 2016; Geethanjali, Adalarasu, Hemapraba, Pravin Kumar, & 
Rajasekeran, 2017).  
 For the adapted version of the SAM, the third dimension of dominance has been 
removed, as recommended in more recent studies (Lang, Bradley, & Cuthbert, 2008), as it is 
not clear if this dimension differs from that of valence  (Montefinese, Ambrosini, Fairfield, & 
Mammarella, 2014) and is less related to physiological arousal. The experiments combined 
the questionnaire with psychophysiological measures that are linked to its two first scales as 
they aim at the measurement of emotional arousal. It was then modified to a simplified, 
augmented and tactile version that was designed to suit participants with different kinds of 
requirements. Two proposals with different design options were vectorized and then printed 
with UV gloss on a non-absorbent surface (PVC). The final version (Figure 1) was created 
based on the input received from blind and partially sighted persons in a focus group 




Figure 1. Image of the Tactile-Self Assessment Manikin questionnaire 
Two different psychophysiological markers related to emotional reactions were recorded in 
this experiment: EDA and HR. Electrodermal activity measures the electrical conductance of 
the skin in microsiemens whilst heart rate measures beats per second. The combination of 
EDA and HR is commonly used, as the tools are relatively cheap and available and their 
application is not invasive for the participant (Matamala et al., in press). Furthermore, 
Kettunen et al. (1998) stated that there is synchronisation between EDA and HR and, in their 
study, both measures correlated with self-report measures. The CAPTIV L7000 device and 
software were used. This is consists of a central device, which is connected to a computer and 
receives wireless data from the sensors. Two sensors were used in this case: the first one, for 
EDA recording, is divided into two sensors that are attached to the skin under the second 
phalange of the index and middle fingers; the second one, for HR recording, is shaped like a 
belt and attached to the skin at the end of the sternum. Data were recorded at a frequency of 
32 Hz. The CAPTIV software was linked to Tobii Studio software, which provided a simple 
tool for procedure set-up, worked as an experimental controller and automated the 
presentation of stimuli and instructions to the participants. 
 
4.3. Stimuli 
The criteria for the selection of the video excerpts were as follows: the excerpts should be in a 
language which the participants could not understand so that they would need to rely on the 
audio subtitles in Spanish; they should be self-contained and have a length of about 3 
minutes. The duration of the stimuli in this type of research varies within the scientific 
community. Using clips that last from some seconds to more than 10 minutes has proven to 
cause physiological activation (Kreibig et al., 2007; Rottenberg et al., 2007; Rooney et al., 
2012). It was also decided that they should display negative emotions such as anger, fear or 
sadness and that a neutral clip with no emotions should also be included. Negative emotions 
were selected because they are easier to induce, create stronger reactions (Uhrig et al., 2016; 
Westermann, Spies, Stahl, & Hesse, 1996) and are the ones most frequently used in emotion 
research (Kreibig, 2010). The inclusion of a neutral clip had been suggested in previous 
studies (Kreibig, Wilhelm, Roth, & Gross, 2007). It was decided that the selection of the 
audiovisual stimuli would be carried out by means of an online validation to avoid subjective 
bias on the part of the researcher. 
Eight scenes from the Polish TV series Wojenne Dziewczyny [War Girls]
1
 (2017), 
broadcast by the Polish national channel Telewizja Polska 1 (TVP1) were selected by the 
researcher and permission to use the clips was obtained. The use of a single source guaranteed 
cohesion in terms of acting, character voices, plot, and musical and ambience effects. These 8 
scenes, which were then subtitled into Spanish, were selected to correspond to the emotions 
of anger (2), fear (2), sadness (2) and neutral emotion (2).  
In order to confirm that these scenes actually transmit the emotions identified by the 
researchers, an online validation by means of a survey was carried out with 120 participants. 
They were requested to watch the eight selected scenes and reply to (a) a question about the 
emotion they experienced during the viewing, and (b) the first two parts of the previously 
mentioned SAM questionnaire. From the eight clips, one was chosen for each emotion 
(sadness, fear, anger, and neutral), i.e. the one with the highest percentage of respondents 
identifying the emotion and with more accurate valence and arousal ratings according to the 
literature. At this stage, there were 4 clips. After taking into account that anger and fear are 
emotions that can easily be confused when analysing their psychophysiological effects, the 
one with higher scores was chosen. At the end of this validation process there were three clips 
transmitting fear, sadness, and a neutral emotion on the online validation.  
These three clips were audio described by a professional describer in Spanish and, for 
each of the clips, two versions with audio subtitles were recorded by professional voice 
talents in a dubbing studio: one with audio subtitles with a dubbing effect and one with audio 
                                                     
1
 https://vod.tvp.pl/website/wojenne-dziewczyny,28767487 
subtitles with a voice-over effect, as these are the effects that were to be compared in the 
experiment. The final result was six clips, as shown in Table 1: sadness with voice-over AST, 
sadness with dubbing AST, fear with voice-over AST, fear with dubbing AST, neutral with 




Participants were individually welcomed in a controlled environment and were informed 
about the experiment. They were required to give their informed consent. Then they were 
asked some preliminary demographic questions. The sensors were attached, the set tested and 
then instructions were given verbally to participants, including an introduction to the TV 
series and the plot.  
Each participant watched three clips. The presentation of stimuli was randomised 
across the participants following a between-subject design. All participants watched both 
AST effects in different clips. This process was achieved by creating 6 different protocols 
resulting from the combination of the three clips and the two AST conditions, and 
automatically randomising this across the 42 participants, so that all the combinations were 
repeated 7 times. This meant that all the stimuli were watched by the same number of 
participants. 
Before the presentation of the first clip the participant was induced into an 8-minute 
relaxation period with relaxing music. After the sound of a bell, which warned participants 
that the relaxation period was over, a short description of the scene was provided (see Annex). 
After each of the clips, participants were asked to respond to the T-SAM questionnaire and a 
relaxation period of 3 minutes without music followed. At the end a series of preference 
questions were asked. They are not reported in this article, as the focus is on the data obtained 
through the measurement of emotional arousal. 
Table 1. Stimuli of the experiments 
 
5. Discussion of results 
The discussion of results is presented in two separate sections. The first presents the outcome 
and following discussion for the T-SAM questionnaire, more specifically on valence and 
arousal (see 4.2.1.), which as explained above are the two first dimensions in the SAM 
questionnaire. Valence rates the emotion in terms of being positive or negative, and arousal 
rates the participant’s level of activation by the emotion. The second section focuses on the 
values obtained from the psychophysiological measurements, specifically EDA and HR (see 
4.2.2.). Statistical analyses were carried out on both the rates obtained in the self-report 
questionnaire and the values obtained through EDA and HR. More specifically, ANOVA was 
considered to be suitable to explore the differences in the averages for three different 
variables. Spearman Rank Correlations were run to assess the correlations: this test allowed 
for the analysis of the relationship between the psychophysiological results and the dimension 
of arousal in the self-report questionnaire, which focused on the participant being excited or 
calmed, and also between the two psychophysiological measures.  
 
5.1. T-SAM questionnaire 
Participants gave a rating for each of the two dimensions in the questionnaire: valence and 
arousal. The results for the valence and arousal ratings for the AST effect were obtained by 
calculating the average of the ratings of the 42 participants in the experiment. The 
presentation of the results follows the same structure. 
 
Valence. Figure 2 shows the average results for the valence dimension for the two AST 
effects (dubbing and voice-over, see section 3). The ANOVA shows no statistically 
significant differences for the participants’ valence ratings on the way the audio subtitles were 








It could be argued that the intended emotions were induced during the procedure by 
the stimuli used and the expected valence ratings were obtained. The difference between the 
ratings for the emotions (fear, sadness, neutral) of the clips is significant (p < .001). However, 
the audio effect (dubbing and voice-over) proves to be non-significant (p = .34) when 
observed overall for the three emotions.  
The only significant difference observed is between emotions, irrespective of the AST 
effect (p < .001), which suggests that they were successfully induced in blind and partially 
sighted participants according to the T-SAM self-report instrument. 
 
Arousal. Figure 4 shows the averages for the arousal dimension, taking the two AST effects 
into account. The ANOVA shows that there are no significant differences between the two 
AST effects (F (1, 120) = 0.183; p = .67).  
 
 
Figure 5 shows the interaction between the average rates for the conditions of emotion 
and AST effect. This interaction does not show statistically significant differences (F (2, 120) 
= 3.479; p = .39) when applying ANOVA. The relationship between the intended and the 
rated emotions was very coherent and statistically significant (p < .001). The fear-inducing 
scene is the one that has the highest reported arousal, followed by the sadness-inducing clip 
Figure 2. Valence average ratings for AST effect 
Figure 3. Valence average ratings for AST effect and emotion 
Figure 4. Arousal average ratings for AST effect 
and, finally, the neutral clip. This shows that the emotions were induced. However, the AST 
effect did not show any statistic difference in arousal (p = .67). 
 
 
The averages of the ratings for arousal taking into consideration the AST effect are not 
statistically significant (p = .67). However, the results seem similar to the valence, in that 
clips with a dubbing effect obtain a higher rating (5.46) compared with the voice-over effect 
(5.27).  
 The interaction between the conditions of emotion and AST effect for the dimension 
of arousal did not show any significant difference (F (2, 120) = 3.479; p = .39). In the overall 
pattern, the most noteworthy difference observed between AST effects is in the averages of 
the ratings for the neutral clips. Thus, the dubbing effect has been rated higher on arousal 
(4.71) in comparison with the voice-over effect (3.9). The statistical tests did not report any 
significant difference between the values.   
 The most remarkable and only statistically significant differences are observed in the 
comparison of the ratings in terms of emotions for the dimension of arousal. According to the 
results obtained from the self-report instrument, emotions were induced satisfactorily (p < 
.001). 
 
5.2. Psychophysiological measures 
In this section, the results obtained for the measurements of EDA and HR are presented, in 
graphs and accompanied by a statistical analysis. These results were obtained from the 
recordings of EDA and HR during the exposure to each stimulus minus the baseline, recorded 
during the last 3 minutes of the initial relaxation period. In the case of EDA, the results are 
expressed in microsiemens (µS) and for EDA, in Beats per Minute (bpm). 
Figure 5. Arousal average ratings for emotion and effect 
Due to technical problems during the recording of EDA, the recordings of 9 
participants had to be discarded for this measurement, leaving a total of 33. For HR, another 9 
participants’ recordings were excluded from the analysis. This left the analysis of HR with a 
total number of 33 participants. These particular files either made no recording (the sensor 
was misplaced or the connection was lost) or abnormal recordings (EDA is a continuous line 
that fluctuates, while HR is presented in steps that correspond to the heartbeats). The same 
participants were not involved in each case, but the number of subjects was the same in each 
measure, maintaining the external and internal validity of the experiment. 
 
Electrodermal activity. Figure 6 below shows the values for the AST effect. The condition of 
voice-over obtained higher values (0.5) than that of dubbing (0.35). However, an ANOVA did 
not show any statistically significant differences between the two AST effects (F (1, 93) = 




Figure 7 below illustrates the interrelation between the two conditions, emotion and 
AST effect. The ANOVA did not show any significant differences (F (2, 93) = .38; p = .68). 
Even a paired comparison with a Bonferroni correction, which was considered to be suitable 
to assess differences between emotions, did not yield significant differences between AST 
effects across the conditions. 
 
 
The effect of voice-over resulted in higher values for fear (0.53) and neutral (0.52) emotions 
compared to the dubbing effect (0.27 and 0.28, correspondingly). In the case of sadness, the 
average values were very similar for the two AST effects (dubbing = 0.48 and voice-over = 
Figure 6. EDA for effect. Stimuli average minus 3-minute baseline average 
Figure 7. EDA for AST effect and emotion. Average of stimuli minus 3-minute baseline average 
0.45). However, the statistical analysis did not show any significant differences. Again, more 
experiments mirroring the scientific method are required to test whether a voice-over effect 
triggers higher emotional activation. 
 
Heart Rate. A difference can be observed between the voice-over effect (0.63) and the 
dubbing effect (-1.32), as shown in Figure 8 below. However, the results in this condition 
were not significant (F (1, 93) = 1.74; p = .19).  
 
 
Figure 9 below shows the interrelation between the two conditions, emotion and AST 
effect for HR. The ANOVA did not report any significant differences (F (2, 93) = 1.18; p = 
.31). The paired comparison with a Bonferroni correction also did not show any significant 
differences between AST effects across the three emotions. 
 
 
 It can be observed that the values obtained in the clips treated with a voice-over effect 
show bigger differences between the stimuli averages and baseline averages for the emotions 
of sadness (1.18) and fear (1.4) in comparison with the values obtained for the dubbing effect 
for the same emotions (-2.87 and -1.48, respectively). As in the measurement of EDA, HR did 
not provide any significant differences between the two effects. 
 
5.3. Correlations 
Spearman Rank Correlations were run for each emotion to test the relationship between 
psychophysiological measures and the ratings of arousal in the questionnaire, and between the 
two psychophysiological measures (EDA and HR) to see if the reported emotional arousal is 
Figure 8. HR for effect. Stimuli averages minus 3-minute baseline average 
Figure 9. HR for AST effect and emotion. Stimuli average minus 3-minute baseline average 
related to the activation of skin conductance and cardiac rhythm. Correlations are presented in 
the same order. 
Little correlation was found between the values obtained through EDA and the ratings 
obtained in the second scale of the questionnaire, on arousal. The correlations are presented 
for sadness (rs (31) = .14, p = .42), and neutral emotion (rs (31) = .10, p = .57). 
Little correlation was found between the values obtained through HR and the ratings 
obtained in the dimension of arousal. The correlations are presented for sadness (rs (31) = .01, 
p = .91), fear (rs (31) = -.32, p = .06) and neutral emotion (rs (31) = .03, p = .85). 
The relationship between the two psychophysiological measures was assessed for each 
emotion and little correlation was found. The correlations are presented for sadness (rs (17) = 
.43, p = .06), fear (rs (16) = .20, p = .42) and neutral emotion (rs (14) = .09, p = .71). 
The tests run to assess the relationship between self-report and psychophysiological 
measures or between the two psychophysiological measures, EDA and HR, did not show any 
significant correlations for either of the two AST effects, which is a similar outcome to the 
correlations found in previous research (Fryer, 2013; Ramos, 2015). 
 
6. Conclusion 
Audio subtitling is a little-known access service which nonetheless meets many user needs 
since it is indispensable to access subtitled audiovisual contents for those who do not 
understand the original language and cannot read the subtitles. Similarly, psychophysiological 
measures are a little-known methodology for media accessibility despite their potential to 
provide additional objective measures. This article has presented the results of a study whose 
innovation lies precisely in these two aspects: the topic and the methodology.  
Little is known about user reactions to different audio subtitling strategies. Therefore, 
the main aim was to research the emotional reactions of persons with sight loss to audio 
subtitles produced with a dubbing effect as opposed to audio subtitles produced with a voice-
over effect. The main hypothesis was that a dubbing effect would result in a stronger 
emotional arousal based on the Spanish dubbing tradition to which participants had been 
exposed. For this purpose, both a self-report questionnaire and psychophysiological measures 
(EDA and HR) were used. However, the results were different in both methods used and the 
statistical analysis did not show any significant differences between the two effects. Our 
hypothesis has not been proven, probably indicating that at this stage both audio subtitling 
effects may be equally suitable. 
The statistical analysis in this type of experiment, carried out with participants with a 
specific profile, usually has to deal with the issue of sample size. The experiment presented in 
this article was performed with 42 participants who were blind and partially sighted. 
Although a bigger sample may indeed may have yielded more powerful statistical results, the 
number of participants was high if compared to the number of participants in other 
experiments with blind and partially sighted participants and a methodology based on 
psychophysiological measures. In Ramos (2015), the measure of HR was carried out with 30 
blind and partially sighted participants and in Fryer (2013), the measure of HR and EDA, with 
19 blind and partially sighted participants. As a matter of fact, Orero et al. (2018) highlight 
the challenges of working with participants with special needs, and mention 25 or 30 
participants as a good sample of persons with disabilities. It can be argued that the sample in 
this experiment takes a step further in comparison to previous similar works. 
It is worth pointing out that the experiments have demonstrated through the self-report 
measures that the audio subtitled clips actually induced emotions in blind and partially sighted 
audiences, as statistically significant differences were observed between emotions. However, 
the psychophysiological data are highly variable and do not completely correlate with the 
self-report data or expected results. Many factors, both internal and external to the participant 
such as concentration or the emotional environment (Ramos 2015), may have had an impact 
on EDA and HR values. One aspect worth considering for future research is that such 
methods seem to have been extensively applied using more immersive stimuli, such as virtual 
reality for the treatment of phobias (Diemer et al., 2015). It remains to be seen whether the 
use of regular TV scenes, even if they induce emotions, results in sufficiently strong 
physiological reactions to provide clear results. In any case, previous research within media 
accessibility has reported similar results on psychophysiological measures (Fryer, 2013; 
Ramos, 2015). 
The early stage in which the application of such methods to the field of media 
accessibility and user experience is an invitation for the replication of the experiment as well 
as the refinement of its parameters. More research with a larger sample, different stimuli, and 
diverse user profiles is needed in this regard, and the methods and design used in our 
experiment could be used as inspiration. There is a solid theoretical basis for the study of 
emotional arousal as an indicator of user experience. Most particularly, the measurement of 
physiological changes is a promising method that can provide continuous data while the 
participant is exposed to the stimuli and avoid the subjective nature of questionnaires. To sum 
up, although the hypothesis has not been confirmed, this research is still valuable from a 
methodological point of view as it provides the basis for future research and an innovative 
approach to user testing in audiovisual translation and media accessibility research. This work 
has been just a first step that calls for more interdisciplinary research with the objective of 
combining the knowledge of media service designers and the methodological approaches of 
researchers in psychology, physiology, and neuroscience.  
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Clip Emotion Effect 
1 Sadness VO 
2 Sadness Dubbing 
3 Fear VO 
4 Fear Dubbing 
5 Neutral VO 







Table 1. Stimuli of the experiments 
