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Abstract 
Numerical noise is a prevalent concern in simulation-based optimization problems, where it is usually difficult to 
exactly describe the objective function. With numerical noise, convergence is not always guaranteed. This paper 
investigates the use of Continuous Sensitivity Equation (CSE) as the method to calculate the gradient of the inexact 
objective function in order to reduce numerical noise. Experiments of the problem describing the orbit of a satellite of 
the earth-moon system with a set of Ordinary Differential Equations (ODEs) and other practical applications in the 
field of mechanical and electrical engineering are conducted. Gradients are calculated with both CSE and Finite 
Difference (FE) and compared. CSE yields impressive results for these examples. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [CEIS] 
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1. Introduction 
Nowadays, numerical optimization plays an important role almost everywhere in the engineering world 
ranging from circuit design, antenna design to structure design. It has been constantly seeking 
improvement, because even small achievements in standard optimization techniques can translate to 
substantial real world significance. There are basically two types of optimization problems. One group can 
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be described and solved in the closed form mathematically. Methods like Geometric Programming (GP) 
have been developed to handle such problems. The other group relies on simulation. It is usually difficult 
to know the objective function exactly, if not impossible at all. Therefore we have to approximate the 
objective function and its gradient as well in most cases. Sometimes it is due to the complexity of the 
problem itself like sizing of analog circuit blocks described in [1], which cannot be formulated explicitly. 
Other times, it is because of the inaccurate solution of a certain problem. This is how numerical noise 
comes in. For instance, solutions to optimization problems including differential equations often involve 
the addition of noise due to the adaptive methods, incomplete convergence and stabilization strategies [2]. 
Numerical noise degrades the performance of optimization algorithms, and inexact gradient information 
has negative effects upon the convergence behavior, so it is important to develop an effective method for 
the gradient approximation. 
This paper is divided into five parts. In Section II, two methods to calculate the gradient are described, 
Section III reports the experiments, results and comparison, practical applications are shown in Section IV 
and Section V concludes. 
2. Methods of Gradient Calculation 
The classical method to calculate the gradient implicitly is Finite Difference (FD). The gradient value 
is computed based upon the approximate function values. In other words, the function is approximated 
and ten differentiated. Therefore, FD results in a gradient consistent with the approximated function.  An 
alternative technique for gradient computation has recently come under investigation. It is based on 
differentiating the continuous form of the problem before any approximation occurs. This derivative can 
be found by using the implicit function theorem and the result is the continuous sensitivity equation 
(CSE). The required function and gradient values can then be computed by approximation [3]. The 
concept of this technique is to differentiate first and then approximate. Details of the calculation can be 
found in the next section, which compares the results of both methods. 
3. Experiments, Results and Comparison 
The example we experiment on is a differentially constrained optimization problem originally 
proposed in [4]. The following system of ODEs describes the orbit of a satellite of the earth-moon system. 
This set of ODEs is solved by Matlab Built-in Function ODE45 and we try out three tolerances: 1e-6, 1e-
5 and 1e-4. 
                                            (1) 
s.t. 
  2     

                                                 (2)
  2     

                                                             (3) 
  1.2,   0,   0,   1.04935751                                         (4) 
                                                                    (5) 
    1                                                           (6) 
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Figure 1(a) shows the approximated function value at different tolerance level and Figure 1(b) takes a 
closer look at the difference between 1e-5 and 1e
values obtained with FD and CSE respectively at three different tolerance levels. From the results it can 
be seen that the optimal point is located at between 0.0121 and 0.0122. When the tolerance is relatively 
low at 1e-6, in other words, when the approximation is relatively accurate, both methods are able to 
identify this optimal point at the zero gradient value. However, when it comes to a more difficult situation 
at 1e-5, FD is not able to localize the optimal point anymore and CSE shows a si
performance. At the tolerance level of 1e-4, FD fails completely. Although CSE still can find a point, it is 
away from the ideal result. 
                               Fig. 1(a) Function Value                                           
                 Fig. 2(a) Gradient Value with FD at 1e
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-6. Figure 2, Figure 3 and Figure 4 present the gradient 
gnificantly better 
         Fig. 1(b) Function Value 
-6                           Fig. 2(b) Gradient Value with CSE at 1e-6
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             Fig. 3(a) Gradient Value with FD at 1e-5                         Fig. 3(b) Gradient Value with CSE at 1e-5 
              Fig. 4(a) Gradient Value with FD at 1e-4                            Fig. 4(b) Gradient Value with CSE at 1e-4 
4. Practical Applications 
From the experiment above, we can see that CSE over performs FD to a great extent. It can be used in 
many real-world engineering problems. A flow problem about the Navier-Stokes equations based on a 
viscous channel was proposed in [5]. The channel under consideration is a two-dimensional channel with 
a bump along the bottom. The optimal parameter determining the shape of the obstruction can be found 
with CSE than FD more effectively. Other examples regarding analog circuit design and antenna design 
are described in [6]-[11]. 
5. Conclusion 
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This paper describes numerical noise as a major obstacle in current optimization problems and 
proposes that a better method to calculate the gradient of the objective function can reduce the numerical 
noise effectively. Numerical experiments prove that CSE performs significantly better than the traditional 
method FD. Other practical applications that can be solved with CSE are presented. 
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