Abstract. We prove a logarithmic Sobolev inequality which holds for submanifolds of arbitrary dimension and codimension. Like the MichaelSimon Sobolev inequality, this inequality includes a term involving the mean curvature (in this case, the shrinker mean curvature).
Introduction
In 1973, Michael and Simon [11] proved a Sobolev inequality which holds on any submanifold of Euclidean space (see also [1] , Section 7, and [5] ). This inequality contains a term involving the mean curvature; it is particularly useful on minimal submanifolds. In a recent paper [3] , we proved a sharp version of the Michael-Simon Sobolev inequality for submanifolds of codimension at most 2. In particular, this implies a sharp isoperimetric inequality for minimal submanifolds of Euclidean space.
In 2000, Ecker [7] proved a logarithmic Sobolev inequality which holds on any submanifold of Euclidean space. In this paper, we improve the inequality in [7] , and obtain a sharp constant: Theorem 1. Let Σ be a compact n-dimensional submanifold of R n+m without boundary, and let
4 dvol denote the Gaussian measure on Σ. Let f be a positive smooth function on Σ. Then
where H denotes the mean curvature vector of Σ.
The logarithmic Sobolev inequality in Euclidean space has been studied by numerous authors, see e.g. [2] , [8] , [10] . The logarithmic Sobolev inequality also plays a central role in Perelman's montonicity formula for the entropy under Ricci flow (see [12] ). The Gaussian measure µ is very natural from a geometric point of view. In particular, µ(Σ) is the Gaussian density which appears in Huisken's monotonicity formula for mean curvature flow (cf. [9] ). The term Σ |H + x ⊥ 2 | 2 dµ appears on the right hand side in Huisken's monotonicity formula. Note that the quantity H + x ⊥ 2 vanishes if and only if Σ is a self-similar shrinking solution to mean curvature flow. We note that the Gaussian density and Huisken's monotonicity formula are of fundamental importance in the study of mean curvature; see e.g. the work of Colding and Minicozzi [6] .
The proof of Theorem 1 follows a similar strategy as in [3] and is inspired by the Alexandrov-Bakelman-Pucci maximum principle (cf. [4] ). Alternatively, we could employ ideas from optimal transport; in that case, we would consider the transport map from R n+m equipped with the Gaussian measure to (Σ, f dµ).
Proof of Theorem 1
We first assume that Σ is connected. Without loss of generality, we may assume that Σ f dµ = 1. Let us define a real number α by
Since Σ is connected, the operator v → div Σ (e 
for some constant α.
Proof. We compute
This proves the assertion.
We define
Lemma 3. We have Φ(A) = R n+m .
Proof. Given ξ ∈ R n+m , there is a pointx ∈ Σ where the function u(x) − x, ξ attains its minimum. Then ξ = ∇ Σ u(x) +ȳ for some
Proof. Consider a point (x, y) ∈ A. Then D 2 Σ u(x) − II(x), y ≥ 0. Moreover, Lemma 2 implies
Using the elementary inequality λ ≤ e λ−1 , we obtain 0 ≤ det(D This proves the assertion.
