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Results from a control integration and time-dependent greenhouse warming ex-
periments performed with a coupled ocean-atmosphere model are analysed in terms
of their signal-to—noise properties. The aim is to illustrate techniques for efficient
description of the space-time evolution of signals and noise and to identify poten-
tially useful components of a multivariate greenhouse-gas “ﬁngerprint”. The three
100-year experiments analysed here simulate the response of the climate system to a
step-function doubling of C02 and to the time—dependent greenhouse-gas increases
speciﬁed in Scenarios A (“Business as Usual”) and D (“Draconian .Measures”) of
the Intergovernmental Panel on Climate Change (IPCC).
If signal and noise patterns are highly similar, the separation of the signal from
the natural variability noise is difﬁcult. We use the pattern correlation between the
dominant EOFs of the control run and the Scenario A experiment as a measure of
the similarity of signal and noise patterns. The EOF 1 patterns of signal and noise
are least similar for 2m temperature and the vertical structure of zonal winds, and
are most similar for sea level pressure (SLP). The dominant signal and noise modes
of precipitable water and stratospheric/tropospheric temperature contrasts show
considerable pattern similarity. Despite the differences in forcing history, a highly
similar EOF 1 surface temperature response pattern is found in all three greenhouse
warming experiments. A large part of this similarity is due to a common land-sea
contrast component of the signal.
To determine the degree to which the signal is contaminated by the natural
variability (and/or drift) of the control run, we project the Scenario A data onto
EOFs 1 and 2 of the control. Signal contamination by the EOF 1 and 2 modes
of the noise is lowest for 2m temperature, a situation favorable for detection. The
signals for precipitable water, SLP, and the vertical structure of zonal temperature
and zonal winds are signiﬁcantly contaminated by the dominant noise modes.
We use cumulative explained spatial variance, principal component time series,
and projections onto EOFs in order to investigate the time evolution of the dominant
signal and noise modes. In the case of 2m temperature, a single pattern emerges as
the dominant signal component in the second half of the Scenario A experiment. The
projections onto EOFs 1 and 2 of the control run indicate that Scenario D has a large
common variability and/or drift component with the control run. This common
component is also apparent between years 30-50 of the Scenario A experiment, but
is small in the 2xC02 integration. The trajectories of the dominant Scenario A
and control run modes evolve differently, regardless of the basis vectors chosen for
projection, thus making it feasible to separate signal and noise within the ﬁrst two
decades of the experiments. For Scenario D it may not be possible to discriminate




In the past ﬁve years, several modeling groups have performed numerical experiments with
coupled ocean-atmosphere general circulation models (GCMS) in order to investigate the
response of the climate system to time—dependent increases in greenhouse gases (Stouffer
et al., 1989; Washington and Meehl, 1989; Manabe et al., 1991; Cubasch et al., 1992).
Such experiments typically yield information on the time evolution of many hundreds of
climate variables on three—dimensional spatial grids in the atmosphere and ocean. The
greenhouse signal one wishes to investigate is superimposed on thevbroad—band natural
variability of the coupled ocean-atmosphere system. To analyse the enormous volumes of
data produced in such integrations, it is thus necessary to develop efficient methods of
describing the space—time evolution of both the climate signal in the response experiment
and the internally—generated ‘noise’ of the coupled ocean-atmosphere system in a control
run with no greenhouse-gas forcing.
Appropriate statistical techniques are also needed t0 establish the signal-to—noise
( S /N) properties of the different fields (Wigley and Barnett, 1990). The standard method
for detecting a predicted greenhouse signal in observed data is to compare the observed
changes in a climate variable, such as surface temperature (e.g. Wigley and Jones,
1981; Barnett, 1986; Barnett and Schlesinger, 1987; Santer et al., 1991, 1992) or tro—
posphere/stratosphere temperature contrast (Karoly, 1987, 1989) with the changes pre-
dicted by a climate model in response to greenhouse-gas forcing. Before performing such
comparisons, however, it is important to identify those climate variables and spatial scales
which are optimal for detection purposes. By limiting the comparison of model and real-
world climate changes to a subset of variables with favorable signal-to-noise properties,
the chances of detecting an enhanced greenhouse effect signal in the observed data are
improved. The use of a signal comprised of a number of different variables — a so-called
multivariate “ﬁngerprint” — also increases the chances of unambiguously attributing a
change in climate to the enhanced greenhouse effect (Madden and Ramanathan, 1980;
MacCracken and Moses, 1982; Hasselmann, 1993).
In previous greenhouse-gas experiments, at least three general aspects of signal-to-
noise behavior have been investigated:
1. Overall magnitude: some measure of the overall change in mean (response minus
control) relative to the temporal variance of the control or the (pooled) variance
of control and response (Wigley and Jones, 1981; Barnett and Schlesinger, 1987;
Barnett et al., 1991; Santer et al., 1991).
2. Orthogonality properties: the similarity of signal and noise spatial patterns (Barnett
and Schlesinger, 1987; Barnett et al., 1991; Mikolajewicz et al., 1992).
3. Signiﬁcance of trend: the relationship between the magnitude of a trend in a time—
evolving signal and the variance of trends (on the time scale appropriate to the
signal) in a long control run (Mikolajewicz et al., 1992).
Previous studies have dealt almost exclusively with signal—to-noise properties in equi-
librium response experiments with step-function doubling of C02, and thus have focussed
on (1) and (2). As more time-dependent greenhouse-gas experiments are performed, it will
become increasingly important to consider (3) and explicitly include the time dimension
in estimating signal-to—noise properties. The problem is to determine Whether the trend
in a time-dependent response experiment is large relative to the ‘unforced’ trends (on
time scales of 100 years and longer) which could occur solely due to internally-generated
variability of the coupled ocean—atmosphere system. This issue is considered in Part 2 of
this paper (Santer et al., 1993).
As a basis for this second study, we examine here the pattern signal-to-noise proper-
ties of a control run and three time-dependent greenhouse warming experiments recently
performed with a coupled ocean—atmosphere model (Cubasch et al., 1992). The aim is
to illustrate techniques for efﬁcient description of the space-time evolution of signal and
noise, and to identify potentially useful components of a greenhouse-gas “fingerprint”.
2 Model and Experiments
The model used for the time-dependent integrations analysed below consists of an at-
mospheric GCM (ECHAM—l) coupled to a large scale geostrophic ocean GCM (LSG).
ECHAM-l is a low resolution (T21; 19 vertical layers) version of the spectral fore-
cast model developed at the European Centre for Medium Range Weather Forecasts
(ECMVVF ) It has been extensively modiﬁed for climate purposes in Hamburg (Roeckner
et al., 1989), and has been used for a number of different sensitivity experiments (Cess et
al., 1989; Lautenschlager and Herterich, 1990).
The LSG ocean GCM developed by Maier—Reimer and Hasselmann (1987) is based on
a numerical formulation of the primitive equations appropriate for large scale geostrophic
motion. It has 11 vertical levels and a. horizontal resolution of 3.5° X 3.5°. A detailed
description of the model physics and control run performance is given by Maier-Reimer
et al. (1993). The LSG model has been used in paleoclimate studies (Maier-Reimer and
Mikolajewicz, 1.989), a stochastic forcing experiment (Mikolajewicz and Maier-Reimer,
1990) and to investigate the ocean response to greenhouse warming (Mikolajewicz et al.,
1990).
A full description of the coupling procedure and ﬂux correction scheme (Sausen et al.,
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1988) is given in Cubasch et al. (1992), together with information on the ﬁdelity with
which the coupled model reproduces important features of the observed climate.
Four numerical experiments were carried out with the coupled model. The recent
report of Working Group 1 of the Intergovernmental Panel on Climate Change (IPCC;
Houghton et al., 1990) presented four scenarios of future changes in greenhouse-gas con—
centrations, ranging from unrestricted emissions in Scenario A (“Business as Usual”) to
severe restriction of greenhouse-gas emissions after the year 2000 in Scenario D (“Draco-
nian Measures”). These scenarios were used to force the coupled model in two separate
100—year experiments. In a third greenhouse warming experiment, the response of the
coupled model to an instantaneous doubling of equivalent atmospheric C02 concentra-
tion was considered. For reference, a 100-year control run was performed with ﬁxed
equivalent 002 concentration.
A full description of the design of the control run and greenhouse warming experiments
is given in Cubasch et a1. (1992), together with a brief analysis of the evolution of
the surface air temperature signal. Here, the space-time evolution of the surface air
temperature signal and noise is considered in more detail.
3 Time Evolution of Surface Air Temperature
3.1 The Control Run
The global mean annually—averaged near surface air temperature of the control run drifts
by less than 04° K during the 100-year integration. However, this quasi—stationarity with
respect to the global mean masks relatively large positive and negative changes in the
spatial distribution of temperature, with high latitude cooling in the Northern Hemisphere
and warming in the Southern Hemisphere (Figure 1). These changes are coherent in time
and space. The spatial pattern of temperature change in the ﬁnal decade of the control
run (relative to the initial state of the control run) is characterized by strong cooling
(z 5° C) in the Arctic and warming in the Ross Sea (w 6° C) and Weddell Sea (z 4° C)
(Figure 2a.). The area-weighted r.m.s. of this anomaly ﬁeld is 1.1° C.
An important question is whether these changes represent internally—generated natural
variability of the coupled ocean—atmosphere system, spurious drift, or some combination
of both. Unfortunately, it is very difﬁcult to discriminate between drift and natural
variability without performing signiﬁcantly longer integrations (2 500 years) with the
coupled model. Such experiments have not yet been conducted. Although we cannot,
therefore, deﬁnitively answer the question of whether the control run changes are due to
natural variability or drift. we brieﬂy examine the evidence for each interpretation.
Some evidence for a natural variability interpretation is provided by the results of a
3,800-year integration with the LSG ocean model (Mikolajewicz and Maier-Reimer, 1990),
in which the ocean was forced by temporally white, spatially—correlated variations in fresh
water ﬂuxes representative of natural weather variability. This uncoupled experiment
yielded typically red variance spectra for a variety of ocean circulation indices (e.g. heat
transport, streamfunction, ice volume, etc.), with spectral variance increasing towards
low frequencies for time scales up to several centuries. The variability displayed by the
coupled model is consistent with these results. There is also some agreement in the spatial
pattern of variability: both coupled and uncoupled experiments showed large variability
in the vicinity of the Antarctic Circumpolar Current, a relatively sensitive region of the
ocean circulation. However, in View of the idealized nature of the uncoupled experiment
(the feedback loop through the atmosphere was not included), we cannot compare the
pattern structures in detail.
On the other hand, a comparison of the spatial patterns of the control run anomalies
(Figure 2a) and the ﬂux correction ﬁelds (not shown) suggests a drift interpretation of the
control run non—stationarity. There is close agreement between the location of the large,
positive SST anomalies in the Ross and Weddell Seas in the control run and the location
of the largest heat ﬂux corrections (which is known to have problems particularly near
sea—ice boundaries). This indicates that some of the non-stationarity in control run SST
may be attributable to incomplete drift compensation by the ﬂux correction, at least at
high latitudes in the Southern Hemisphere. In the Northern Hemisphere, however, the
alternating warm and cool episodes (Figure 1) are difﬁcult to explain by drift alone, since
ﬁux correction errors would presumably induce a constant drift.
In the presence of substantial climate drift and/or natural variability, the evolution of
the signal and its S/N properties can be sensitive to the way in which the signal is deﬁned.
Here, as in Cubasch et al. (1992), we regard the non-stationarity of the control run as
inherent natural variability of the coupled model. Assuming that the natural variability
in the control run and the response experiments are uncorrelated, we deﬁne the time-
dependent climate response in all three greenhouse warming simulations as the deviation
with respect to the average of the first 10 years of the control run (Deﬁnition 1). This is the
preferred deﬁnition used in the following. We also consider an alternative deﬁnition based
on the assumption that the control run changes represent a spurious drift or component of
natural variability that is common to the control and response integrations. In this case
it is more appropriate to subtract this common component and deﬁne the climate signal
as the instantaneous difference between response experiment and control (Deﬁnition 2).
3.2 The Response Experiments
The global, annually—averaged changes in surface air temperature in the three response
experiments have been described in Cubasch et al. (1992). The most important features
to note are the initial slow temperature increase in Scenario A over the first 40 years
(‘0. 12°C/decade), followed by a more rapid, approximately linear increase of 0.35°C/decade
for the rest of the integration period, and a two-time scale response (initially fast, later
slow) in the step-function doubling experiment.
Figures 3a and 3b compare the time evolution of zonally—averaged annual mean sur—
face temperature changes in the Scenario A experiment for the signal Deﬁnitions 1 and
2. The space-time evolution of the signal differs for the two definitions, particularly at
high latitudes in the Southern Hemisphere and in the ﬁrst half of the integration. For
Deﬁnition 1 (Figure 3a), high latitude temperature changes in both hemispheres are vir-
tually monotonic. In contrast, the temperature response according to Deﬁnition 2 shows
pronounced cooling at 60°S—80°S during the ﬁrst half of the integration (Figure 3b). After
100 years, the response patterns for the two deﬁnitions are more similar, although the
amplitude of the zonally—averaged response is larger for Deﬁnition 2. Both deﬁnitions
show an interhemispheric asymmetry of the response, with a marked attenuation of the
warming between ca. 40°S-60°S.
The zonally—averaged signal pattern in the 2xC02 experiment according to Deﬁnition 1
(Figure 4a) is established within the ﬁrst 10 years and remains relatively stable thereafter,
gradually increasing in amplitude. The response poleward of 60°S is slower than the
response poleward of 60°N, and the attenuation of warming between ca. 40°S-60°S is
similar to the pattern seen in Scenario A.
The signal evolution in Scenario D (Definition 1) also shows marked interhemispheric
differences (Figure 4b). Poleward of ca. 70°N, two distinct cooling episodes are separated
by a warm period extending from years 20-40. Zonally-averaged temperature increases al—
most monotonically between 60°S-80°S, and there is little evidence of attenuated warming
between 40°S—60°S.
The two-dimensional spatial patterns of annual mean surface air temperature change
in the ﬁnal decades of the three response experiments show a number of common features
(Figures Zb—d):
0 larger warming over land areas than over oceans;
0 spatial co—location of large positive and negative anomalies between 60°S—80°S;
0 reduced warming relative to the zonal average (or even cooling) in the North Atlantic
and North Paciﬁc.
The major difference in the response patterns is the strong Arctic cooling in Scenario D,
which is absent in the other experiments.
4 Statistical Analysis
The control run and the three greenhouse warming experiments were analysed statistically
with respect to three separate properties: orthogonality, relative amplitudes, and time
evolution of the signal and noise.
4.1 Orthogonality of Signal and Noise Patterns
Consider two sets of time-evolving spatial patterns, c(:c, t) and 3(m, t), where ac = 1, . . . ,p
and t : 1,. . . , n denote discrete space and time variables (model grid-points and years,
respectively). We assume that we are dealing in the following with only one variable at
one model level, and that C(m, t) and 5(1):, t) represent, respectively, data from the coupled
model control integration and the Scenario A integration of Cubasch et al. (1992), e.g.
2m temperature, with p = 2048 (for 2—d ﬁelds) or p = 480 (for zonally-averaged data at
15 atmospheric levels) and n = 100. All results are for annually-averaged data, deﬁned
as anomalies relative to the smoothed initial state of the control integration (Deﬁnition
1), and are area-weighted, as in Cubasch et al. (1992).
The EOF representation of c(:r,t) and s(a;,t) is
0
stat) = 203(06503) (2)
a?=1,...,p; t=1,...,n
where eﬂw), e;(rr) are the EOFs of the control and response experiments, respectively,
a§(t), aj(t) are the associated principal component (PC) time series, and the superscripts
c and s are used to distinguish between control and signal data. The EOFs are deﬁned
without subtraction of the time means in order to preserve the full climate change signal
and are normalized to form an orthonormal basis, i.e.,
Zej(at)ei.(a:) = jk j,k=1,...,q. (3)
11:1
Note that the covariance matrices used for computing the EOFs are rank-deﬁcient, so that
the number of EOFs with non—zero eigenvalues is actually only q = min(n — 1, p) = 99
(see Preisendorfer, 1988').
The similarity of the dominant signal and noise patterns can be measured by the usual
(centered) correlation
7" = Seam) — 6—?)(6506) — (79/01095) j = 1 (4,
between the EOF 1 patterns of Scenario A and the control run, where e_§,e_j and 0;,0;
denote the spatial means and spatial standard deviations, respectively, of the Scenario
A and control EOF 1 patterns. We also compute 7"“, the uncentered form of (4), in
which the spatial mean information is retained. Both deﬁnitions are useful. However,
uncentered correlations are more appropriate in the present case, in which one is interested
in comparing the total change which has occurred in two different experiments, including
both the spatial mean and the superimposed variations about the spatial mean. The
uncentered correlation is also consistent with the deﬁnition of the EOF patterns, in which
the time mean was similarly retained. Theoretically, two patterns can yield correlation
values 7" = 1, 7‘* = 0 (if the spatial means are anticorrelated but the spatial anomalies are
perfectly correlated and have the right amplitudes to cancel the mean term) or values 1‘ =
0, 71* = 1 (if the patterns are dominated by a spatial mean term with small, uncorrelated
spatial anomalies; see Richman and Lamb, 1985, and Santer et al., 1992).
Table 1 shows values of 7* and 7"“ for 10 different ﬁelds. A low value of 7" indicates that
the dominant signal and noise patterns are dissimilar, a situation favorable for detection.
The lowest values of 11* are for 2m temperature (7'* = 0.09) and the vertical structure
of the zonally-averaged u-Velocity component (7‘* = 0.36), whereas SLP has the highest
pattern correlation (7“ = 0.80), indicating highly similar signal and noise patterns. The r
and 7"“ values are generally comparable, except for 2111 temperature (7' = 0.43, r* = 0.09).
In this case. the low value of the uncentered correlation reﬂects a large difference in the
spatial means of the control and Scenario A EOF 1 patterns (despite normalization): e—j
is nearly six times larger than 6—3", since ej(:c) is positive at almost all grid-points (compare
Figures 7a and 7b).
The control run EOF 1 pattern for the vertical proﬁle of the u-velocity component
has largest variance in the Southern Hemisphere, with a pronounced dipole structure ex-
tending throughout the model atmosphere (Figure 5a). This pattern is similar to that
obtained by James and James (1989) in an experiment with a simple uncoupled atmo-
spheric model. The dipole structure in the Southern Hemisphere is probably related to
interannual variations in the latitudinal location of the subtropical jet. In contrast, the
EOF 1 pattern for Scenario A (Figure 5b) has a strong signature in the lower strato—
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sphere, where intensive cooling occurs and the intensity of the jet cores increases in both
hemispheres and in both seasons.
A pronounced vertical temperature contrast (stratospheric cooling and tropospheric
warming) is a common feature of the greenhouse-gas signals simulated in a number of
different model experiments (e.g. Schlesinger and Mitchell, 1987; Cubasch et al., 1992).
Recently, Karoly (1987, 1989) has compared such signals with observations, and suggests
that vertical temperature contrasts could be useful for detecting greenhouse-gas—induced
climatic change. However, as Liu and Schuurmanns (1990) and Wigley and Barnett
(1990) have pointed out, this characteristic signal may resemble the observed pattern of
vertical temperature changes associated with low-frequency internally—generated natural
variability. Our results suggest that the overall structure of the dominant control run
EOF for vertical temperature changes is correlated with the EOF 1 pattern of Scenario A
(7‘* = 0.57; see Table 1), mainly due to the correspondence of signal and noise patterns in
the tropical troposphere and stratosphere (see Figures 5c,d). In the case of the noise EOF
this is probably due to changes in convective activity and the height of the tropopause
associated with the overall cooling trend in the control run.
The dominant noise and signal EOFs of vertically-integrated precipitable water (Fig-
ures 6a.,b) are also correlated (7” z 0.65). The signal EOF is spatially coherent, and is
characterized by hemispheric and zonal symmetry, with highest variance in the tropics
and low variance towards the poles. This describes mainly the change in mean state (in-
creases in precipitable water at virtually all grid—points, with the largest increases over
the tropical oceans). The ﬁrst EOF of the control run, although less coherent spatially,
also tends to have largest variance in the tropics. We include the case of SLP (7“ = 0.80;
see Figures 6c,d) in order to show an unfavorable case for signal detection, where the first
noise and signal EOFs are both characterized by strong zonal structure in the Vicinity of
the Antarctic Circumpolar Trough.
The spatial patterns of the dominant surface temperature EOFs show a number of
interesting features (Figures 7a—d). First, the EOF 1 patterns of three greenhouse warming
experiments (IPCC Scenarios A and D, and a 2xCOg experiment) are very similar, despite
the differences in forcing history (see Table 2). This similarity is primarily due to a
common land-sea contrast component.
Second, the EOF 1 patterns in the Scenario A and 2xC02 experiments are only weakly
correlated with the dominant noise mode (7" = 0.09 and r* = 0.05, respectively; see
Table 2). We note, however, that the variability exhibited in the region of the Antarctic
Circumpolar Current (ACC ) is at least qualitatively similar in the ﬁrst EOFs 0f the control
run and the three greenhouse warming integrations (see Figure 7). In the control run —
unlike Scenario A and 2x002 — the variability in the Ross and Weddell Seas is generally
out of phase with variability in the tropics and in the Northern Hemisphere (Figure 7a).
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The correlation between the EOF 1 patterns of the control and Scenario D is higher (7“
= 0.66), partly because changes in the Arctic and in the ACC are also in phase.
Third, the high pattern correlation between EOF 2 of Scenario A (which explains only
3.1% of the variance) and EOF 1 of the control run (7“ = 0.75; see Table 2 and Figures
7a, 8b) suggests at least a small common component of natural variability and/or drift in
the two experiments. There is no evidence for such a common component in the 2xC02
experiment (r* = 0.39 for EOF 1 control versus EOF 2 of 2xC02).
4.2 Signal-to-Noise Ratios
Centered pattern correlations yield only a measure of the similarity of the normalized sig-
nal and noise patterns, but provide no information on the relative amplitudes of different
EOFs. Various measures can be deﬁned to provide such information.
We compare ﬁrst the number of EOFs required to explain 95% of the variance of
the control run (kc) and Scenario A data. (las: see Table 3). kc and ks are measures
of the spatio-temporal coherence and amplitude of signal and noise. Ice is largest for
variables with limited spatial coherence, such as precipitation rate (kc = 80) and total
cloud cover (kc : 84), and smallest for variables with highly coherent spatial structures,
e.g. vertical temperature contrasts (kc = 24). In the Scenario A data, ks is smallest
for variables characterized by spatially-coherent signals of large amplitude, e.g. vertical
temperature contrast (ks = ) and 2m temperature (kg = 19). The results indicate that
vertical temperature contrast, the vertical structure of zonal winds, 2m temperature and
precipitable water are associated with low-dimensional response signals embedded in a
much higher—dimensional noise space.
Next we consider how much of the variance of the Scenario A data lies in the truncated
space of the first 99 control run EOFs, or, alternatively, how much of the control run
variance lies in the ﬁrst 99 EOFS of Scenario A. For this purpose we form the projections
(identiﬁed by two superscripts, the ﬁrst denoting the data set represented in the projection
and the second the data. set used for computing the EOFS)
and
j=1,...,q; t=1,....n
and compute the ratios of the variance of the projection relative to the variance of the
original data set
q nV.“ = ZZarW/ i ism-m2 <7)
j=1 i=1 1::1 i=1
V.“ = zzagw/ f im)? (8)
Vic and V,“ are measures of the overall orthogonality of signal and noise data sets.
The results are a little surprising. For total cloud cover, for example, only 32.4% (32.8%)
of the total Scenario A (control) variance can be explained by the projection onto the
ﬁrst 99 control (Scenario A) EOFs, while for the zonally-averaged u—velocity component,
virtually a_ll of the variance of the original data sets can be explained by the projection
onto either signal or noise EOFs. Does this imply that the ‘detection potential’ of changes
in cloud cover is high? Probably not. We know from the kc and ks results (Table 3) and
from visual inspection of the EOF patterns that cloud cover is extremely noisy spatially
in both Scenario A and control data sets. A time-history PC selection rule (Rule Q;
Preisendorfer, 1988) also revealed that the control and signal PC time series for cloud
cover (for PCs higher than 2) were indistinguishable from temporal White noise. For
variables such as total cloud cover and precipitation rate, where both kc and 135 are large,
Vqsc and cs are not meaningful indicators of the true orthogonality of signal and noise.
This is due to the problem of estimating the EOFs of a high—dimensional signal and noise
when the spatial dimension p is many times larger than the number of time samples n.
1;“ and cs are useful indicators of orthogonality only when the signal and noise can be
characterized by a relatively small number of EOFs (i.e., when kc and ks are much smaller
than n), and the EOFs can be estimated reliably.
The Vq” and Vgl“ results are not very sensitive to whether the signal is projected
onto the noise EOFs or the noise is projected onto the signal EOFS. Exceptions are 2m
temperature and precipitable water. In the former case, the explained variance is much
lower for the projection of the signal onto the noise EOFs (66.4% for K)” vs. 81.8% for
lg”). This difference is due to the fact that the dominant EOF 1 pattern of Scenario A
(see Figure 7b). which is spatially coherent and represents warming at almost all grid-
points, is not represented in the control run. In the case of precipitable water, Vq“ is
smaller than VqsC largely because the EOF 1 pattern of the control run is more strongly
represented in the signal than the EOF 1 pattern of the signal is represented in the noise
(see Figures 6a,b).
These results are conﬁrmed by V1“, V1“, V2“, and '72“, which are deﬁned analogously
to Vqsc and cs, but with the projections restricted to EOF 1 and EOF 2 of signal and
noise. e.g.,
V1“ = :0:o i am)? (9)
TL
vs = Zazcar/ Z smut)? <10)
r=1 i=1i.)
V15C and V25C provide insight into the extent to which the signal is contaminated by
the individual dominant noise modes. For precipitable water, SLP and the vertical signal
in temperature and meridional winds, the signal is strongly contaminated by the EOF 1
mode of the control run. This situation is unfavorable for detection. Contamination of
the signal by the ﬁrst noise mode is lowest for 2m temperature (V156 = 2.6%). The fact
that V2“ is large (30.2%) for 2111 temperature when the noise is projected onto Scenario
A EOF 2, but small when the signal is projected onto the control EOF 2 (1/2“ = 2.1%)
indicates that there is a common natural variability or drift component, but its amplitude
is much larger in the control run than in Scenario A.
4.3 Time Evolution of Signal and Noise
Having discussed the spatial structures of the signal and noise patterns, we turn now to the
evolution of the patterns with time. This is necessary to determine whether and at what
point in time we could expect to detect a model—predicted greenhouse-gas signal. The
time evolution is analysed in three different ways: using cumulative EOF contributions
to the explained spatial variance, PC time series, and projections of signal and noise data
onto pairs of either signal or noise EOFs. “’e use these techniques here only as descriptive
tools, to compare the behavior of climate variables with different signal and noise time
evolution properties. Quantitative estimates of detection times are derived in Part 2 of
this study (Santer et al... 1993).
4.3.1 Cumulative Explained Variance
A useful description of the time evolution of the contribution of different EOFs to the
variance of the signal is given by the cumulative explained variance, deﬁned by
q




where ajsﬁ) is the projection of the Scenario A anomaly data onto the EOFS of Scenario
A. For q’ = q, the spatial variance of the original anomaly data is completely recaptured
and Vqss(t) is unity at each time t.
Figure 9a shows the cumulative explained spatial variance as a function of time and
number of EOFs (q’ = 1, 2, 10, 20 and 50) f01‘ annually-averaged temperature in Scenario
A (Deﬁnition 1). As noted in Cubasch et al. (1992), the temperature signal in the ﬁrst 20-
30 years of the experiment is comprised of a large number of patterns, while in the second
half of the experiment a single dominant pattern emerges. The variance explained by the
ﬁrst EOF increases almost monotonically over the ﬁrst 65 years, reaching an asymptotic
value of 90-95%. The corresponding ”results for Deﬁnition 2 (Figure 9b) indicate that
the emergence of a single dominant signal pattern in the second half of the Scenario A
experiment is independent of the way in which the signal is deﬁned. This is, in fact, a
property of any non-stationary signal which grows with time, for which the variance is
dominated by the later stages of the signal.
A different picture is obtained for the 2x002, Scenario D and control integrations
(Figures 10a—c). In the 2x002 integration, in which the initial response is much more
rapid, a single dominant signal pattern is established within the ﬁrst 15-20 years (at
which point EOF 1 explains over 80% of the spatial variance), the contribution from
EOF 2 being much smaller than in the case of Scenario A during the entire period. At
the end of the Scenario D experiment, a single dominant pattern has not yet emerged. The
ﬁrst EOF explains less than 70% of the variance, and more than 20 patterns are required
in order to explain over 90% of the spatial variance. Note also that the contribution
from EOF 2, which is very similar to the EOF 2 mode of the control run (see Table 2 and
Figures 8a, 8c), is in fact larger than that of EOF 1 during decades 3 and 4, decreasing to a
few percent between years 50—80, but increasing again towards the end of the experiment.
This indicates some contamination of the surface temperature signal in Scenario D by the
natural variability and/0r drift of the control run, as found also for the EOF 2 mode of
Scenario A (which was highly correlated with EOF 1 of the control run; see Table 2). In
the case of the control run, the dominant mode of variability evolves in a complex way,
with several ﬂuctuations 011 decadal timescales. The maximum spatial variance explained
by the ﬁrst EOF is approximately 80% after 60 years.
In the case of SLP. the cumulative explained spatial variance results are extremely
noisy (Figure 11a), and for Scenario A there is no clear evidence of an evolving signal
in the ﬁrst few EOF modes. In contrast, for total precipitation rate there is a gradually
evolving signal in Scenario A, which explains roughly 30% 0f the total spatial variance
after 100 years (Figure 11b). Since precipitation rate is spatially very noisy, the number
of patterns required to explain a. given level of the spatial variance is higher than in the
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case of SLP or 2m temperature.
4.3.2 Principal Component Time Series
Another way of comparing the temporal behavior of signals and noise on a common basis
is to project data from the greenhouse warming experiments and the control run onto a
common set of EOFS. We ﬁrst projected anomaly data from all four integrations onto
the Scenario A EOFs. As noted in Cubasch et al. (1992), the projection of the control
run data onto EOF 1 of Scenario A is close to zero, thus conﬁrming the orthogonality
of the dominant signal and noise modes (see Figure 12a). In contrast, the control run
has a large projection on EOF 2 of Scenario A (Figure 12b), a result which supports our
earlier conclusion (Section 4.2 and Table 3) that this component of the signal in Scenario
A, although not very large, is similar to the variability seen in the control run. Note that
this component is very much smaller in the 2xC02 experiment.
We used also the control run EOFs as our set of common basis pattern set (Figure 13).
For the control run, PC 1 can be closely identiﬁed with the large—scale cooling, showing
the same decadal timescale ﬂuctuations which were evident in Figure 10c. The amplitude
of this mode is much larger in the control run than in the other three experiments. In the
greenhouse warming experiments, the amplitude of this component is largest in Scenario
D, increasing monotonically with time. As noted previously, this result is largely due
to the similarity of the variability in the Arctic and the ACC in these two experiments.
The PC time series of Scenarios A and D evolve similarly until year 50, after which time
the Scenario A PC decreases in magnitude. while the magnitude of the Scenario D PC
continues to increase slowly.
These results conﬁrm the analysis of the pattern correlations and the signal-to—noise
ratios. The amplitude of the common variability and/or drift component is largest at the
end of the Scenario D experiment. It is also large between years 30-50 of the Scenario A
experiment, and is generally small in the 2xCOg experiment.
“7e also used the pattern projection technique to determine the contribution of the
land-sea contrast (which can be expected to imprint its signature on the climate response
because of the larger heat storage in the ocean) to the greenhouse warming signal. For
this purpose we projected the anomaly data from the four experiments onto the model’s
land—sea. mask. deﬁned as:
m(;r) =
N if .7; is a land grid-point
0 if .1: is an ocean grid—point
where the normalizing constant N was chosen such that
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For the Scenario A data the projection coefﬁcients are thus deﬁned as
’ysm(t)= is(:v,t)m(:c) t=1,...,n (12)
33:1
The resultant principal component time series, shown in Figure 14, are very similar
to the PC time series for the projection of the data. onto EOF 1 of Scenario A (see Figure
12a). Thus a simple pattern of zeroes over ocean points and ones over land points, with no
zonal or meridional information (other than the number of land versus ocean grid-points
as functions of latitude and longitude) reproduces much of the information contained in
the Scenario A EOF 1 pattern. The fraction of the total space-time variance explained
by the land—sea mask pattern, given by
Vim = 273%)2/ Z Z stat)? (13)
73—1 11:] t=1
is 27.6% and 27.9% for Scenario A and the 2x002 experiment (respectively). For Scenario
D and the control run the corresponding ﬁgures are 3.6% and 2.8%. Thus land-sea contrast
is a. signiﬁcant component of the signal in the Scenario A and COg—doubling experiments,
but is less important in Scenario D and in the control run. Note, however, that these
ﬁgures are still considerably smaller than the variance explained by the 2m temperature
EOF 1 patterns (see Table 2).
4.3.3 Projections in Two-Dimensional EOF-Space
One further way of examining the joint evolution of signal and noise in both time and
space is by considering the projections of signal and noise data on pairs of either control
or signal EOFs (see Preisendorfer, 1988). Consider, for example, the projection of the
control run and Scenario A 2m temperature data onto the ﬁrst two EOFS of Scenario
A (Figure 15a). Each symbol on the ﬁgure represents one year of the control run or
Scenario A. If there were no temporal coherence in the evolution of signal and noise, both
would be represented in EOF—space by random distributions of points. Clearly, this is
not the case. At year 1, the two integrations occupy approximately the same location in
EOF—space. Thereafter signal and noise rapidly evolve along divergent paths, the signal
towards increasing warming and the control run towards increasing cooling. As noted
16
previously, the common variability and/or drift component is limited to EOF 2 — the
2.control run has virtually no projection on EOF 1 and a large projection on EOF
This result suggests that, in the case of ‘2m temperature, it should be easier to dis—
criminate signal from noise in EOF 1-space rather than in the combined space of the ﬁrst
two EOFS. When we remove the major source of information about the signal (EOF 1)
and instead project on EOFs 2 and 3 of Scenario A, there is clearly a much greater degree
of overlap between the signal and noise clouds (Figure 15b).
Essentially the same qualitative picture results if the projection basis is changed from
the Scenario A EOFs (Figure 15a) to the control run EOFs (Figure 16). The main
difference is that the control run and Scenario A now require slightly longer (over two
decades) to separate.
Figure 17 shows the analogous projection of the control run and the Scenario D 2m
temperature data. on the ﬁrst two Scenario D EOFs. For the ﬁrst three to four decades,
both integrations follow very similar trajectories. Scenario D begins to emerge from the
noise cloud only within the last few decades of the experiment. Note that the control run
has large projections on both EOFs of Scenario D.
Finally, we considered a case where signal and noise are less easily separable, and
projected the control run and Scenario A SLP data onto the ﬁrst two EOFs of the Scenario
A SLP data (Figure 18). The time evolution of signal and noise is more random than in
the case of temperature, and there is considerable overlap between the clouds of points in
EOF—space.
The noise cloud in these ﬁgures can be thought of as an envelope encompassing all
locations in EOF-space which the coupled ocean-atmosphere model ‘visits’ in the course
of natural fluctuations of the coupled system. Clearly, we need to have information about
all possible natural variability trajectories in order to adequately describe the statistical
properties of the noise cloud. The problem of detecting a greenhouse-gas signal depends
crucially on how well these properties can be estimated. A single control integration
performed with a single model is obviously inadequate. Results from different models,
or from multiple integrations in which a single model is run with the same forcing but
starting from different initial conditions (Cubasch et. 211., 1.993), will clearly be required
in order to establish the statistical properties of both signal and noise clouds, and to
decide whether a given signal trajectory falls outside the statistical conﬁdence limits of
the natural variability trajectories.
17
5 Summary and Conclusions
For detection studies, we would like to focus 011 variables whose signal and noise patterns
are highly dissimilar (Barnett and Schlesinger, 1987). The more similar the signal and
noise patterns, the more diﬂicult it is to distinguish between natural variability and the
greenhouse-gas signal. We used the spatial correlation between the EOF 1 patterns of
the control run and the Scenario A experiment as a measure of the similarity of signal
and noise patterns. Our results suggest that 2m temperature and vertical changes in
zonally-averaged winds (u-component) have dissimilar signal.and noise patterns (with
typically less than 25% common variance between the signal and noise EOF 1 patterns),
a situation favorable for detection. The dominant signal and noise patterns are more
similar for vertical temperature contrasts and vertically-integrated precipitable water.
Some features require further investigation, in particular the similarity of signal and noise
patterns for vertical temperature contrasts in the tropical troposphere and stratosphere,
and the similarity between signal and noise 2m temperature patterns in the vicinity of
the Antarctic Circumpolar Current. Sea level pressure has highly similar signal and noise
EOF 1 patterns, and is unlikely to be a useful component of a. multivariate “ﬁngerprint”
detection vector.
The spatial EOF analysis indicated that 2m temperature, precipitable water, and
the vertical distribution of zonal temperature and zonal winds are characterized by low—
dimensional signals embedded in a higher—dimensional noise space. In contrast, cloud
cover and precipitation rate have high-dimensional signals and noise.
To determine the degree to which the signal was contaminated by the natural vari—
ability (and/or drift) of the control, we projected the Scenario A data onto EOFs 1 and
2 0f the control. Signal contamination by the control run EOF 1 and 2 modes was lowest
for 2m temperature. The signals for precipitable water, SLP, and the vertical structure
of zonal temperature and zonal winds were signiﬁcantly contaminated by the dominant
noise modes. A further interesting result was that land-sea. contrast constitutes a signiﬁ-
cant component of the 2m temperature signal in the Scenario A and 2X002 integrations,
explaining over 25% of the total space-time variance of the anomaly data in both experi—
ments.
We used cumulative explained spatial variance, principal component time series, and
projections onto EOF pairs in order to investigate the time evolution of the dominant
signal and noise modes. For 2111 temperature, a. single pattern emerges as the dominant
signal component in the second half of the Scenario A experiment. This result is not
sensitive to the precise definition of the signal. The time evolution of the dominant
patterns is different in the 2XC02, Scenario D, and control integrations. The principal
component time series and projections onto EOFs 1 and 2 of the control run indicate that
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the control run and Scenario D have a large common variability and/or drift component.
This common component is also large between years 30-50 of the Scenario A experiment,
but is small in the 2XC02 integration. For 2111 temperature, the trajectories of Scenario
A and the control run modes evolve divergently in the EOF 1 — EOF 2 plane, regardless
of the basis vectors chosen for projection, thus making it feasible to separate signal and
noise within the ﬁrst two decades of the experiments. For Scenario D, the trajectory in the
EOF plane suggests that it would not be possible to discriminate between the dominant
signal and noise modes until the ﬁnal 2-3 decades of the 100-year integration.
It should be pointed out that the signal-to-noise results presented here are subject to
various uncertainties, arising in particular from errors due to the so-called “cold start”
problem (Hasselmann et al., 1992) and from the difﬁculties of discriminating between drift
and natural variability.
The cold start problem is related to the experimental design (Cubasch et al., 1992; Has-
selmann et al., 1992). All time-dependent experiments with the coupled ocean-atmosphere
model considered here were initialized with both atmosphere and ocean at equilibrium
with respect to an equivalent C02 concentration of 360 ppmv, approximately correspond-
ing to 1985 concentrations. Using linear response theory, Hasselmann et al. (1992) es-
timated that the neglect of greenhouse-gas forcing history prior to 1985 may lead to an
error of roughly 04°C after 50 years in the Scenario A integration. A rigorous resolution
of the cold start problem would require greenhouse warming experiments commencing in
1900 or earlier.
From the single control run carried out here it is also difﬁcult to separate clearly
the contributions to the non-stationarity of the control run from a possible residual drift
(associated with failure of the ﬂux correction technique to balance exactly the fluxes of
heat. momentum and freshwater between atmosphere and ocean) or from the internal
natural variability. The control run changes probably involve both factors. The signal-
to-noise results presented here may need to be modiﬁed if drift is found to be responsible
for most of the long-term control run variations. However, we anticipate that, since the
largest flux corrections tend be in areas where the natural variability of the climate system
is also large (e.g., at sea-ice margins), the signal—to-noise orthogonality properties may
not be very sensitive to uncertainties regarding drift. In order to clarify the issue of drift
versus natural variability, longer control integrations ('2 200 — 300 years) with the coupled
model are needed. Further improvements in model physics are also required to reduce the
magnitude of the flux corrections and the residual ﬂux correction imbalances.
Not addressed here is the question of the statistical signiﬁcance of the computed
response and the estimation of detection times. This is disCussed in Part ‘2 of this paper
(Santer et al., 1993). The present results suggest that the near-surface temperature field
might be a suitable candidate for the detection of a greenhouse—gas signal. However, we
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have not addressed the problem of distinguishing between a greenhouse-gas signal and the
response to other possible external forcing, such as solar variability or sulfate aerosols.
Recent experiments by Oglesby (1992), for example, show similar patterns in response to
greenhouse-gas forcing and solar constant changes for surface temperature, but different
patterns for the vertical temperature structure. In order to discriminate between different
external forcing mechanisms and between external forcing and internal natural variability,
general optimal detection “fingerprint” techniques are required which consider the full
four-dimensional space—time structure of the signals and noise (e.g. Hasselmann, 1993).
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Table 1. Pattern correlations between EOF 1 of the control run and EOF 1 of the Scenario
A experiment for 10 different climate variables. Results are for r (spatial means of EOF
patterns subtracted) and r" (spatial means included), and are ranked from smallest to
largest value of 7', i.e., in order of increasing similarity between dominant signal and noise
patterns. All correlations are given as absolute values since the signs of the EOFs are not
uniquely determined. Note that for 2m temperature, T* is much smaller than 1‘, since the
Scenario A EOF 1 pattern is spatially coherent with a spatial mean nearly six times larger
than that of the control run EOF 1- pattern. The explained variances of the control and
Scenario A EOF 1 patterns are also given.
Correlation Explained Variance
No. Variable 7' r" CTL (%) SZA (‘76)
1 Vertical U—Velocity 0.29 0.36 23.6 80.5
2 m Temperature 0.43 0.09 52.5 84.1
Vertical Temperature 0.46 0.57 61.4 97.6
Precipitable Water 0.50 0.65 27.7 89.5
Precipitation Rate 0.55 0.51 12.8 17.3
Total Cloud Cover 0.57 0.57 16.1 22.4
10 m U-Velocity 0.67 0.66 17.4 28.4

















Vertical V-Velocity 0.72 0.73 29.5 56.3
Sea Level Pressure 0.82 0.80 27.7 36.9‚_. O
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