Abstract
Introduction
Very large datasets are becoming common place in many areas. This fact is a consequence of both a continuous drop on the cost of data storage and a continuous increase in the sophistication of equipments and algorithms that collect and store such data. Analyzing these huge datasets in their raw form is rapidly becoming impractical, so data mining techniques have increased in popularity lately as a means of collecting meaningful summarized information from them. However, even the fastest sequential algorithms may not be enough to summarize such volumes of data in reasonable time. To address that, the development of efficient parallel algorithms for such tasks is crucial.
Much work has been done in developing parallel data mining algorithms over the years [12, 8] . The main limitation in those algorithms, to the best of our knowledge, is that they have been shown not to scale well to very large number of processors. We have recently published a parallel implementation for the Frequent Itemset Mining problem for large heterogeneous distributed environments and our experiments have shown it to scale very well [10] .
In the process of creating that implementation, we developed both a parallelization strategy for a large class of data-mining algorithms, as well as a run-time framework to support such strategy. In this paper, we focus on those two issues. The framework is called Anthill, and we discuss the implementation of three data mining algorithms using that strategy: k-means (clustering), a-priori (association rules), and ID3 (classification). Our experiments with these applications have shown high scalability; in particular, the applications scale almost linearly up to dozens of distributed nodes.
We believe that our framework exposes a convenient programming abstraction which is suitable for designing efficient parallel versions of algorithms in several areas besides data mining. The run-time system assumes that the applications will eventually run on large heterogenous distributed environments, making it a good tool for homogeneous and heterogeneous clusters of different sizes, as well as larger systems of clusters.
The remaining of the paper is organized as follows. In Section 2 we present the Anthill programming model and its run-time system. Section 3 describes the implementation of three applications just mentioned using the framework and presents some experimental results. We conclude and present some future directions in Section 4.
Run-time framework
Building data mining applications that may efficiently exploit parallelism while maintaining good performance is a challenge. In this scenario, given their size, data sets are usually distributed across several machines in the system to improve access bandwidth. Usually, for such applications, the resulting data is many times smaller than the input. Moving data to where the processing is about to take place is often inefficient. The alternative is to bring the computation to where the data resides. Success in this approach depends on the application being divided into portions that may be instantiated on different nodes of the system for execution. Each of these portions will perform part of the transformation on the data starting from the input dataset and proceeding until the resulting dataset is produced.
The filter-stream programming model was originally proposed for Active Disks [1] exactly to allow applications to be organized in that way. Later, the concept was extended as a programming model suitable for a Grid environment, and the Datacutter runtime system was developed to support that model [4, 3, 9, 2] .
In Datacutter, filters are the representation of each stage of the computation, where data is transformed, and streams are abstractions for communication which allow fixed-size untyped data buffers to be transferred from one filter to the next. Creating an application that runs on Datacutter is a process referred to as filter decomposition. In this process, the application is modeled as a dataflow computation and then broken into a network of filters, creating task parallelism as in a pipeline. At execution time, multiple (transparent) copies of each of the filters that compose the application are instantiated on several machines of the system and the streams are connected from sources to destinations. The transparent copy mechanism allows every stage of the pipeline to be replicated over many nodes of a parallel machine and the data that goes through that stage can be partitioned by them, creating data parallelism.
In our experience, we observed that when we decomposed our data intensive applications into filters, the natural solution was a cyclic graph, where the execution consisted of multiple iterations over the filters. An application would start with data representing an initial set of possible solutions and as those passed down the filters new candidate solutions would be created. Those, in turn, would have to be passed through the network to be processed themselves. Also, we noticed that this behavior lead to asynchronous executions, in the sense that several solutions (possibly from different iterations) might be tested simultaneously at runtime.
Our proposed model, therefore, tries to exploit the maximum parallelism in applications by using all three possibilities discussed above: task parallelism, data parallelism and asynchrony. By dividing the computation in multiple pipeline stages, each one replicated multiple times, we can have a very fine-grained parallelism and, since all this is happening asynchronously, the execution will be mostly bottleneck free. In order to reduce latency, the grain of the parallelism should be defined by the application designer at run-time.
Three important issues arise from this proposed model that could not be addressed with the Datacutter:
1. given the situation where the data is partitioned across multiple transparent copies, sometimes it is necessary for a certain data block to reach one specific copy of a stage of the pipeline;
2. in order to simplify the communication, those distributed stages often might benefit from some shared state;
3. because of the cyclic nature of the application decomposition, it can be very tricky for each isolate transparent copy to detect if the overall computation has finished.
To address those issues we developed the Anthill runtime system, extending the Datacutter's filter stream model. In the sections that follow we discuss the extensions created and how they address each of the problems just mentioned.
Labeled stream
As mentioned earlier, each filter (a stage of the application pipeline) is actually executed on several different nodes on the distributed environment. Each copy is different from the others in the sense that each one handles a distinct and independent portion of the space defined by its input data. In iterative data intensive applications, many times it is necessary that data created during an iteration be sent to a specific copy of a filter to be processed, because of data dependencies, for example. The labeled stream abstraction is designed to provide a convenient way for the application to customize the routing of message buffers to specific copies of the receiving filter.
Which copy should handle any particular data buffer may depend on the message itself. In the labeled stream, instead of just sending the message m down the stream, the application will now send a tuple < l, m >, where l is the label associated with the message. Each labeled stream also has a hash function which will be called, with the tuple as parameter, for each message that must traverse the stream. The output of this hash function determines the particular filter copy to which that message should be delivered.
This mechanism gives the application total control over the routing of its messages. Because the hash function is called at runtime, the actual routing decision is taken individually for each message and can change dynamically as the execution progresses. This feature conveniently allows dynamic reconfiguration, which is particularly useful to balance the load on dynamic and irregular applications. The hash function may also be slightly relaxed, in the sense that its output does not have to be one single copy. Instead, it can output a set of filter copies. In that case, a message can be replicated and sent to multiple instances, or even broadcast to all of them. This is particularly useful for applications in which one single input data element influences several output data elements.
Global persistent storage
As mentioned earlier, each stage of the pipeline is replicated over many nodes on a distributed environment. Often these stages have internal state that must be maintained and which changes as more and more data passes down the pipeline. For Datacutter applications, once a stream is partitioned across the nodes, the state variables on each transparent copy will reside locally on them. In many cases, however, some state information may need to be accessed or even updated by different filter copies. This is particularly true for situations where the applications are dynamically reconfiguring themselves to balance the workload, or during failures, when the system may be automatically recovering from the crash of one copy. Anthill must provide a mechanism that allows the set of transparent copies of any filter to share global state.
One basic aspect of the global state is that information that is part of it must be available in different filter copies as computation progresses, maybe by migrating from one copy to another as needed. If we consider the fault tolerance scenario, another interesting feature must be added to that global state: it must be stable, in the sense that it must have transactional properties. Once a change is committed to global state, it has to be guaranteed even in the presence of faults.
We are implementing a global space which is similar to Linda tuple spaces [6, 5] to maintain the state. Such structure seems very convenient for our purposes: whenever a filter copy updates a shared data element, it is updated on the tuple space. A copy of it is maintained on the same filter for performance reasons, while other copies may be forwarded to other hosts for safekeeping. The system then allows some degree of fault tolerance in the sense that once a copy of a data element is safely stored on a different host, the update is assumed to be committed to stable storage.
Termination detection
In Anthill, applications are modeled as generic directed graphs. As long as such graphs remain acyclic, termination detection for any application is straightforward: whenever data in a stream ends, the filter reading from it is notified; when it finishes processing any outstanding tasks it may propagate the information that the flow ended to its outgoing streams and terminate. When application graphs have cycles, however, the problem is not that simple. In that case the filters in a cycle cannot decide by themselves whether a stream has ended or not. When that happens, Anthill must detect the termination and break the loop by sending an endof-stream message.
For the sake of the termination protocol, a filter copy at one end of a stream is connected to all copies of the filter at the other end of that stream. The algorithm works in rounds, when some filter copy suspects computation is over. Each copy keeps a round counter R that is used by the protocol. A special process, called the process leader, is responsible for collecting information and reaching the final decision about whether or not to actually terminate the application.
Three types of messages are exchanged in the protocol: copies that suspect that termination was reached send SUSPECT(R) to their neighbors (in both directions) stating they suspect termination in round R; when a copy has received SUSPECT(R) messages from all its neighbors, it notifies the process leader using a TERMINATE(R) message, also identifying the round number; if the leader collects TERMINATE messages from all filter copies for a same round it broadcasts an END message back to them.
Besides the round counter, R, each filter copy keeps a list of the neighbors which suspect the same termination round R has been reached. The core of the protocol is illustrated by the extended finite state machine (FSM) in Figure 1 . Each filter copy may be in one of two states: running or suspecting termination. While a filter is computing and/or has data in its input streams still to be read it remains in the running state and does not propagate messages for the termination protocol. If a filter copy has been idle for some time it moves to the suspecting termination state and notifies all its neighbors sending them a SUSPECT message with its current round number. It keeps the list of suspected neighbors it collected while in running state, since they were considered to be in the same termination round as itself.
In either state, if a copy receives a SUSPECT(R') message from another node for its current round (R'=R) it adds the sender to its list of suspected nodes; if it is for a newer round (R'>R) it clears that list before adding the sender (the only one known to be in that round so far) and updates R. If it receives an application message from another filter, it removes the sender from its list of neighbors suspecting termination, since it is obviously computing. If the receiver was in the suspecting state, it goes back to the computing state, updates its round counter and clears the list of suspecting nodes.
Whenever a copy in the suspecting termination state has collected SUSPECT messages from all its neighbors for a given round, there is a widespread suspicion that termination has been reached (although that may be true for just the vicinity of that copy, and not for all filters in the cycle). At that point the copy sends a TERMINATE(R) message to the process leader. The copy remains in the suspecting state, since termination must still to be confirmed by the leader.
The process leader, on its turn, must keep track of the newest termination round it has heard of (R). Whenever it receives a TERMINATE(R') message from a filter copy, it must compare R and R': if R' is lower, the message is simply discarded, since it relates to a round that is already known to have passed; if R' is larger than R, a new round has started and R is not relevant anymore, so the list of terminated copies must be cleared and just the sender of that message must be added to it; finally, if they are equal, another filter copy has joined the group of processes that suspect termination was reached, so it must be added to the list. When that list is complete with all processes the leader can declare that the application has ended. At that point it broadcasts the END message and all processes take steps towards termination. In the filters, that causes the reinitialization of the termination protocol and the closing of the stream selected by the user with an end-of-stream notification.
Experimental Results
In this section we evaluate the implementation of three data mining algorithms using our programming model in the Anthill, focusing on their efficiency and scalability. The experiments were run on cluster with 16 PCs connected using switched Fast Ethernet. Each node was a 3 GHz Pentium IV with 1 GB main memory, running Linux 2.6.
Decision trees
We start with an evaluation of the implementation of the ID3 algorithm for decision trees. A decision tree identifies a sequence of attributes that must be inspected in order for any data element to be separately identified. In the tree, the leaf nodes are the individual data elements. The internal nodes contain an attribute and each descending pointer encodes a possible value for the attribute mapped on the node which will distinguish the descendants. The depth of such tree is the maximum number of questions about attribute values that need to be asked in order to find one single data element. The basic idea of the ID3 algorithm is to use a greedy top-down search on the data to find the most discriminating attribute for each level of the tree. For the sake of the filter definition, we distinguish three main steps to insert a node in the decision tree: first, for each value of each attribute, count the number of instances that have that value; second, compute the information gain of each attribute using an entropy metric; and third, find the attribute with the highest information gain.
We divided the processing in three filters. The first filter, named Counter, is responsible for counting the number of instances that each value of each attribute has. The second filter, Attribute, compute the information gain on each of the attributes tested on the previous filter. The third, Decision, performs the selection of the appropriate attribute to add to the tree at that point and communicates the decision back to the first filter. At that point the process resumes, inspecting each of the sub-trees (classes) defined by the new attribute. In these experiments, we ran the Decision filter alone on a separate node. The other nodes ran both Counter and Attribute filters. To evaluate our algorithm, we used synthetic datasets that are described by Zaki [11] . In particular, we used two classification functions with different complexities, F2 and F7, as identified in that work. Function F2 is simpler and produces smaller decision trees when compared to function F7. Table 1 shows the characteristics of the datasets generated for the two functions. The notation F x-Ay-DzK is used to denote a dataset with function x, containing y attributes and z * 1000 instances. Figure 2 shows the speedups for datasets F2 and F7. We can observe that the executions of the F2 dataset scale better than those using F7, and both show superlinear behavior. F2 scales better because it is simpler and demands less memory, which seems to affect the speedup significantly. In order to understand the superlinear speedups, we performed a detailed analysis of the processor cache usage as we varied the number of processors. We used PAPI (Performance Application Programming Interface [7] ) to measure the number of cache misses for each configuration. Figure 3 shows that there is a substantial drop on the number of cache misses as processors are added, which is expected, and explains the superlinear behavior. For instance, for F2 we notice that increasing the number of processors from 4 to 14 (a factor of 3.5), resulted in a reduction of the total number of cache misses by a factor of 11. We now focus our analysis on three criteria that help to demonstrate how the various aspects of Anthill collaborate to produce the observed speedups.
3.1.1. Task Analysis Each task in our algorithm is associated with determining the discriminant for a decision tree node. Asynchrony arises by overlapping the processing of several tree nodes, which may belong to the same tree level or not. Notice that all tasks from the same tree level are independent and the parallelism in this case is trivial, and has been exploited in other contexts. We are interested in verifying whether we may observe tasks from more than one level being executed simultaneously, thus exploiting all the potential parallelism present on the algorithm. We evaluate the level of asynchrony by plotting the number of active tasks from each tree level over time. Figure 4 shows the tasks behavior during the execution running on 16 processors using F7 as input. We clearly see tasks from more than one tree level overlapping during the whole experiment (e.g., during the last two seconds), explaining the algorithm efficiency. Table 2 shows the break-down of the task execution time per filter. We consider executions from 9 to 12 nodes and F7 as the input. We observe that the majority of the processing time (over 95%) of the task occurs in the Counter filter. We confirm the higher demand imposed by the Counter filter checking the message counters for the same configurations, as presented in Table 3 , where we observe how the amount of data to be processed decreases as we go from the Counter to the Decision filter. Finally, it is interesting to notice that there is a significant amount of parallelism to explore, since the elapsed time for executing the tasks is
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