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Abstract: We study the extremal process associated with the Discrete Gaussian Free Field on
the square lattice and elucidate how the conformal symmetries manifest themselves in the scaling
limit. Specifically, we prove that the joint process of spatial positions (x) and centered values (h)
of the extreme local maxima in lattice versions of a bounded domain D ⊂ C converges, as the
lattice spacing tends to zero, to a Poisson point process with intensity measure ZD(dx)⊗ e−αhdh,
where α is a constant and ZD is a random a.s.-finite measure on D. The random measures {ZD}
are naturally interrelated; restrictions to subdomains are governed by a Gibbs-Markov property and
images under analytic bijections f by the transformation rule (Z f (D) ◦ f )(dx) law= | f ′(x)|4 ZD(dx).
Conditions are given that determine the laws of these measures uniquely. These identify ZD with
the critical Liouville Quantum Gravity associated with the Continuum Gaussian Free Field.
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1. INTRODUCTION
The Discrete Gaussian Free Field (DGFF) is a Gaussian process {hVx : x ∈ V}, indexed by the
vertices in a finite subset V of an infinite graph with covariance given by the Green function, i.e.,
the expected number GV (x,y) of visits to y of the simple symmetric random walk started from x
and killed upon exiting V . We usually take the field to be zero mean, EhVx = 0, and regard it to
be identically zero outside V . In this paper, we describe the limit statistics of the extremal values
of the DGFF in proper subsets of Z2 that approximate, in a sense to be defined precisely below,
a given bounded continuum domain D ⊂ C. Our particular interest is in the precise way this
statistics depends on D.
It is well known that, in the said limit, the DGFF tends to a continuum object called the
Continuum Gaussian Free Field (CGFF). A distinguished feature of the two-dimensional CGFF
is that it is invariant under all conformal maps (i.e., analytic bijections) of the underlying domain.
Unfortunately, the CGFF is too rough to exist as a proper function and it has to be interpreted as a
Gaussian random linear functional over the Hilbert space of functions H10(D) see, e.g., the review
by Sheffield [26]. In particular, there is no meaning to its maximum and/or extremal values.
One of our goals here is thus to elucidate how the conformal symmetries of the CGFF manifest
themselves at the level of limit laws for extremal values of the DGFF.
A first step towards the above goal has been taken by the authors in [4] by proving that the
process of extremal local maxima,
ηN,r := ∑
x∈VN
1{hVNx =maxy : |y−x|<r hVNy }δx/N⊗δhVNx −mN , (1.1)
on lattice versions VN := (0,N)2∩Z2 of the unit square D := (0,1)2, admits, for any sequence rN
(defining the meaning of “local”) such that rN → ∞ and N/rN → ∞, the limit
ηN,rN
law−→
N→∞
PPP
(
Z(dx)⊗ e−αhdh). (1.2)
Here “PPP” designates a Poisson point process, α is a constant and Z(dx) is a random intensity
measure on [0,1]2. The centering sequence
mN := 2
√
g logN− 3
4
√
g log logN, (1.3)
3captures the growth rate of the absolute maximum (Bramson and Zeitouni [8]) where g is a
constant such that GVN (x,x) = g logN+O(1) at points x “deep” inside VN . The law of the centered
maximum maxx∈VN hVNx −mN is known to converge (Bramson, Ding and Zeitouni [7]). For the
limit law, (1.2) yields the representation
P
(
max
x∈VN
hVNx −mN ≤ t
) −→
N→∞
E
(
e−α
−1e−αt Z([0,1]2)). (1.4)
Notice that the right-hand side is the Laplace transform of the total mass of the Z-measure.
There are two directions in which the work [4] called for further extension. The first one
concerns the behavior of the full extremal process; indeed, the results of [4] addressed only local
maxima and ignored, for good reasons, the points (still extremal) lying nearby thereof. This
aspect has now been fully resolved in Biskup and Louidor [5]. The second direction concerns the
global correlations encoded into the random measure Z(dx). Two natural questions arise:
(1) Does (1.2) generalize to domains other than squares? And, if so, how are the correspond-
ing Z-measures related?
(2) Can the law of the Z-measure be independently characterized? In particular, what prop-
erties determine their laws uniquely?
The aim of the present work is to completely resolve both of these questions.
Our strategy is as follows: First we demonstrate that (1.2) extends to a large classD of bounded
open sets D ⊂ C. We then show that the resulting random measures {ZD : D ∈D} are quite in-
terdependent. In particular, they transform canonically under the restriction to a subdomain (the
Gibbs-Markov property in Theorem 2.4) and conformal maps between domains (Theorem 2.5).
An essential ingredient for the latter is invariance of the law of ZD under rotations of D; in-
deed, the Gibbs-Markov property localizes the conformal map to a rotation and a dilation and ZD
transforms canonically under dilations thanks to the very existence of the limit (1.2).
A by-product of the proof of conformal invariance is a list of properties that identifies the
laws of the measures {ZD : D ∈ D} uniquely. By way of somewhat tedious estimates we then
verify that all properties on this list are fulfilled by the “white-noise” version of the Liouville
Quantum Gravity measure introduced in Duplantier, Rhodes, Sheffield and Vargas [13, 14], and
thus identify our ZD’s with this object up to an overall multiplicative constant.
2. MAIN RESULTS
2.1 Limit in general domains.
We now move to the statement of our main results. As noted above, our first goal is to generalize
(1.2) to a representative family of domains in the complex plane. Let D denote the class of
all non-empty, bounded, open sets D ⊂ C with a finite number of connected components and
boundary ∂D that has a finite number of connected components each of which is of a positive
Euclidean diameter. Note that D is closed under shifts, rotations, dilations and finite unions and
that it includes all bounded simply connected domains in C.
Let d∞(x,y) denote `∞-distance on R2. Given D ∈D we then consider a family {DN : N ≥ 1}
of its discrete approximations for which we assume
DN ⊆
{
x ∈ Z2 : d∞(x/N,Dc)> 1/N
}
, (2.1)
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FIG 1. An illustration of a domain D ∈D (the region in the plane bounded by the solid
curves) along with its discrete approximation DN (the lattice vertices contained in the
gray areas) corresponding to the set on the right of (2.1).
and, for each δ > 0 and N sufficiently large, also
DN ⊇
{
x ∈ Z2 : d∞(x/N,Dc)> δ
}
(2.2)
We will often write hDN(x) for h
DN
x . The reason for requiring (2.1) is that, if D has connected
components D1, . . . ,Dm, then DiN and D
j
N for any i 6= j are at least two lattice steps apart and so
the fields (hD
1
N , . . . ,h
Dm
N ) are independent. See Fig. 1 for an illustration.
Associated with each sample of hDN is a point process of centered extreme local maxima. This
process is realized as the random Borel measure on D×R defined by
ηDN,r := ∑
x∈DN
1{hDN(x)=maxz∈Λr(x) hDN(z)}δx/N⊗δhDN(x)−mN , (2.3)
where
Λr(x) := {z ∈ Z2 : |z− x| ≤ r} (2.4)
defines the meaning of “local,” the centering sequence mN is as in (1.3), 1A is the indicator of
event A and δz denotes the unit (Dirac) point-mass at z.
The family {ηN,r} belongs to the space of locally-finite Borel measures on a locally compact
metric space which, if endowed with vague topology, permits us to consider its distributional
limit points. Let Leb(·) denote the Lebesgue measure on R2 and, given a sigma-finite Borel
measure λ , let PPP(λ ) denote the associated Poisson point process. If λ is itself random then the
law of PPP(λ ) is also averaged over the law of λ . The starting point of our derivations is:
Theorem 2.1 (Limit process) For each D ∈ D there is a random Borel measure ZD(dx) on D
with ZD(D)< ∞ a.s. such that for any rN satisfying rN → ∞ and rN/N→ 0,
ηDN,rN
law−→
N→∞
PPP
(
ZD(dx)⊗ e−αhdh) , (2.5)
5where α := 2/√g. The measure ZD has the following properties almost surely:
(1) ZD is non-atomic and ZD(∂D) = 0,
(2) for any non-random Borel A⊂ D with Leb(A) = 0 we have ZD(A) = 0 ,
(3) ZD(A)> 0 for any A⊂ D non-empty open and so suppZD = D.
Moreover, if D is the union of pairwise-disjoint sets D1, . . . ,Dm ∈D, then
ZD law= ZD
1
+ · · ·+ZDm , (2.6)
where ZD
1
, . . . ,ZD
m
are independent and regarded as measures on D.
We will sometimes refer to property (2) as stochastic absolute continuity. Since ZD puts zero
mass on ∂D almost surely, we will regard it from now on as a measure on D only. As a conse-
quence of the existence of the limit we get:
Corollary 2.2 (Shift and dilation invariance) For a ∈ C and λ > 0, let us denote a+ λD :=
{a+λ z : z ∈ D}. For all D ∈D, all a ∈ C and all λ > 0,
Z a+λD(a+λdx) law= λ 4 ZD(dx). (2.7)
These properties will play an important role in the sequel.
2.2 Relations between ZD-measures.
As mentioned above, the laws of random measures {ZD : D ∈D} are interrelated. To state these
relations, we need some more definitions.
For D ∈D, let ΠD(x,dy) denote the Poisson kernel, i.e., the harmonic measure, in D relative
to x. In probabilistic terms, this is the exit distribution from D of the Brownian motion started
at x. Given D, D˜ ∈D subject to D˜⊆ D, let CD,D˜ : D˜× D˜→ R be defined by
CD,D˜(x,y) := g
∫
∂D
ΠD(x,dz) log |z− y|−g
∫
∂ D˜
ΠD˜(x,dz) log |z− y|, (2.8)
where g is as in, e.g., (1.3) above. We note:
Lemma 2.3 x,y 7→CD,D˜(x,y) is symmetric and positive definite on D˜× D˜. It is also harmonic
on D˜ in each coordinate. Consequently, there is a centered Gaussian field ΦD,D˜ on D˜ with co-
variance CD,D˜. The sample paths of this field are harmonic, and thus smooth, on D˜, a.s.
A very useful facts about the DGFF is that it obeys the Gibbs-Markov property: Given U ⊂V ,
conditional on {hVx : x ∈ V \U}, the field in U is the sum of hU and an independent random
Gaussian function, which is the harmonic extension to U of the values of hV in V rU ; see (3.2)
for a precise formulation. This is reflected for measures ZD as follows:
Theorem 2.4 (Gibbs-Markov property) Let D, D˜ ∈D with D˜⊆ D but Leb(Dr D˜) = 0. Then
ZD(dx) law= ZD˜(dx)eαΦ
D,D˜(x) , (2.9)
where ZD˜ and ΦD,D˜ on the right are independent and (as before) α := 2/√g. (The right-hand
side (2.9) is meaningful since ZD˜ (as well as ZD) puts zero mass on Dr D˜ a.s.)
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FIG 2. A sample of the fieldΦD,D˜ for D :=(−1,1)2 and D˜ equal to D with the coordinate
axes removed. The sample paths of ΦD,D˜ are smooth on D˜ but they become very rough
(in fact, undefined as functions) on Dr D˜.
The next property explicates on how conformal invariance of the CGFF reflects itself in the
behavior of (the law of) ZD under conformal transformations of D:
Theorem 2.5 (Conformal invariance) Let D ∈ D and let f be an analytic bijection of D onto
f (D) ∈D. The laws of ZD and Z f (D) are then related by the transformation rule
(Z f (D) ◦ f )(dx) law= | f ′(x)|4 ZD(dx). (2.10)
In particular, for D simply connected and with radD(x) denoting the conformal radius of D at x,
the law of the random measure
radD(x)−4 ZD(dx), (2.11)
is invariant under conformal maps of D.
Obviously, (2.10) vastly generalizes the statement in Corollary 2.2. Moreover, in combination
with Theorem 2.1, one can regard (2.10–2.11) as a form of universality of the law of extreme
local maxima with respect to changes in the underlying domain.
For the benefit of the reader we recall that (for simply connected D) the conformal radius
radD(x) is the (unique) value of | f ′(x)|−1 for any conformal map f : D→D, where D denotes the
unit disc D := {z ∈ C : |z|< 1}, such that f (x) = 0. Interestingly, this notion is closely related to
objects introduced earlier in this section (specifically, the kernel CD,D˜) via
radD(x) = exp
{∫
∂D
ΠD(x,dz) log |z− x|
}
. (2.12)
As is immediate from Theorem 2.5 and the Riemann Mapping Theorem, the conformal trans-
formation rule (2.10) determines the law of ZD from that of ZD for any simply connected do-
main D∈D. The Gibbs-Markov property (2.9) and the stochastic absolute continuity with respect
7to the Lebesgue measure permit us to represent non-simply connected domains as restrictions, up
to a set of vanishing Lebesgue measure, of simply connected ones. So, in fact, the law of ZD
determines the law of ZD for all D ∈D.
2.3 Tail behavior.
Key for our later developments will be the control of the joint law of the scaled position and
centered value of the absolute maximum, conditioned on the maximum being very large:
Theorem 2.6 Fix D∈D, recall that hDN denotes the DGFF in DN defined in (2.1) and mN denotes
the centering sequence from (1.3). Set, as before, α := 2/√g. Then for all open A⊆ D,
lim
t→∞ limN→∞
1
t
eαt P
(
N−1 argmax
DN
hDN ∈ A , maxx∈DN h
D
N > mN + t
)
=
∫
A
ψ D(x)dx (2.13)
with
ψ D(x) := c? 1D(x) exp
{
2
∫
∂D
ΠD(x,dz) log |z− x|
}
, (2.14)
where c? ∈ (0,∞) is a constant independent of D.
Theorem 2.6 generalizes Proposition 2.2 in Bramson, Ding and Zeitouni [7] where the limit
(2.13) with some (continuous) function ψD was shown to hold for D := (0,1)2. Our main contri-
bution here is that we identify the limiting density ψ D explicitly with the square of the conformal
radius. The asymptotic (2.13) translates for the ZD-measure as follows:
Corollary 2.7 Given D ∈D, define the random probability measure ẐD(A) := ZD(A)/ZD(D).
Then for any open set A⊆ D,
lim
λ↓0
E
(
ẐD(A)(1− e−λZD(D)))
λ log(1/λ)
=
∫
A
ψ D(x)dx (2.15)
and, consequently,
lim
λ↓0
E
(
ZD(A)e−λZD(D)
)
log(1/λ)
=
∫
A
ψ D(x)dx. (2.16)
These asymptotices serve as an important ingredient for the proof of Theorem 2.5. Indeed,
thanks to the explicit form (2.14) we readily check that x 7→ ψD(x) is invariant under simulta-
neous rotations of D and x — while, of course, keeping the underlying lattice in the same posi-
tion. With the help of the Gibbs-Markov property, this implies rotation invariance of the law of
the ZD-measure (see Lemma 7.1 for a precise statement). In conjunction with the scaling law in
Corollary 2.2, this is then upgraded to the conformal-transformation rule (2.10). See Theorem 7.2
for an axiomatic formulation.
We note that (2.16) implies (2.15) via l’Hospital’s Rule. With some extra work, these expres-
sions also yield an asymptotic form for the Laplace transform of the integral of any continuous
function f : D→ R against ZD(dx); see Proposition 6.6.
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2.4 Connection to Liouville Quantum Gravity.
As a by-product of the considerations underlying Theorem 2.5, we obtain a list of conditions that
identify the law of ZD-measures uniquely up to an overall multiplicative constant. We give these
in an axiomatic form:
Theorem 2.8 Suppose {MD : D ∈D} is a family of random Borel measures that obey:
(0) (support and total mass restriction) MD is concentrated on D and MD(D)< ∞ a.s.
(1) (stochastic absolute continuity) P(MD(A)> 0) = 0 for any Borel A⊂ D with Leb(A) = 0.
(2) (shift and dilation invariance) For any a ∈ C and any λ > 0,
Ma+λD(a+λdx) law= λ 4MD(dx). (2.17)
(3) (Gibbs-Markov property) If D, D˜ ∈D are disjoint then
MD∪D˜(dx) law= MD(dx)+MD˜(dx) , (2.18)
with MD and MD˜ on the right regarded as independent. If D, D˜ ∈D instead obey D˜⊆ D and
Leb(Dr D˜) = 0, then (for α := 2/√g)
MD(dx) law= MD˜(dx)eαΦ
D,D˜(x) , (2.19)
where ΦD,D˜ is a centered Gaussian field with covariance CD,D˜, independent of MD˜.
(4) (Laplace transform tail) There is c ∈ (0,∞) such that for ψD as in (2.14) and for any open
set A with A⊂ D,
lim
λ↓0
E(MD(A)e−λMD(D))
log(1/λ)
= c
∫
A
ψ D(x)dx. (2.20)
Then MD law= cc−1? ZD for all D ∈D, where c? is the constant from Theorem 2.6.
We note that the behavior under dilation (2.17) need not be assumed provided we can show that
the limit (2.20), with MD(·) replaced by K4MDK (K−1·) for DK := K−1D, takes place uniformly
in K ≥ 1. See Remark 6.9 for precise formulation.
Theorem 2.8 permits us to connect our ZD-measures to the critical Liouville Quantum Gravity
associated with the CGFF. This object has a number of constructive definitions whose equivalence
has been shown only recently. We will use the definition based on the white-noise approximation
of the CGFF and Seneta-Heyde norming.
For {Bt : t ≥ 0} the standard Brownian motion started at x and killed upon exit from D, let
y 7→ pDt (x,y) denote the (sub)probability density of Bt . Writing W for the Gaussian white noise
with respect to the Lebesgue measure on (0,∞)×D, let
ϕt(x) :=
∫
(e−2t ,∞)×D
pDs/2(x,z)W (dsdz). (2.21)
A covariance computation (based on the Chapman-Kolmogorov conditions for the substochastic
kernel pt) shows that {ϕt(x) : x ∈ D} is a (smooth) Gaussian field tending to the CGFF in the
limit as t→ ∞. Defining, for each t > 0, the random measure
MDt (dx) :=
√
t eαϕt(x)−
1
2α
2Var(ϕt(x))ψD(x)dx , (2.22)
9Theorem 10 of Duplantier, Rhodes, Sheffield and Vargas [14] states that there is a non-trivial,
a.s.-finite random Borel measure MD∞ on D such that, for each Borel A⊂ D,
MDt (A) −→t→∞ M
D
∞ (A), in probability. (2.23)
Disregarding an unimportant normalization constant, [14, Definition 10] calls MD∞ the critical
Liouville quantum gravity (LQG) in D. We now claim:
Theorem 2.9 (Identification of ZD with critical LQG measure) The measure MD∞ obeys condi-
tions (0-4) in Theorem 2.8. In particular, there is c ∈ (0,∞) such that
ZD(dx) law= cMD∞ (dx) (2.24)
for each D ∈D.
The most difficult condition to check in Theorem 2.8 is (2.20). This condition can be thought
of as a restriction on the tail of the law of ZD(A). Indeed, through the use of Tauberian theorems,
(2.16) readily implies:
Corollary 2.10 (Cauchy tails) For each D ∈D, the random variable ZD(D) has a Cauchy tail.
More precisely, there is c ∈ (0,∞) such that for each D ∈D,
t P
(
ZD(D)> t
) −→
t→∞ c
∫
D
ψD(x)dx. (2.25)
A Cauchy tail has been observed previously for the derivative martingale obtained from scale-
invariant kernels (Barral, Kupiainen, Nikula, Saksman, Webb [2, Section 5]) in the unit box.
Incidentally, for this case Madaule [22] already proved the connection between the asymptotic
law of the maximum and the derivative martingale directly. We note that our proof of condition
(2.20) extends readily to critical multiplicative chaos (in Seneta-Heyde norming) for general log-
correlated Gaussian fields. Hence, so does the conclusion of Corollary 2.10.
2.5 Remarks.
We proceed with some remarks concerning the above exposition.
(1) Domain choices: Our restriction to domains with a finite number of non-degenerate boundary
components comes from the need to ensure convergence of the harmonic measures in discrete
approximations to a continuum domain (see Lemma A.1). Although this explicitly excludes
punctured domains, we remark that the proof still applies to at least some of them. In fact, the
law of ZD, and thus the whole limit point process, remains unchanged when a polar set is removed
from D. (One can see this from the Gibbs-Markov property and the fact that CD,D˜ = 0 if D˜ ⊆ D
with Dr D˜ polar.)
Thus, for instance, ZD will have the same law as ZDr{0}. An intuitive way to see this is that
the DGFF in the lattice version of Dr{0} is that in D but pinned at the origin. The pinning has a
non-vanishing effect only up to lattice distances o(N) which, however, is also a region where no
relevant local maxima would occur to begin with.
(2) Formulation of the Gibbs-Markov property in Theorem 2.8: A consequence of the Gibbs-
Markov property of the DGFF is that ZD∪D˜, for D, D˜ ∈D disjoint, factors into the sum ZD +ZD˜
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FIG 3. An illustration of a sample of the critical Liouville Quantum Gravity measure on
a unit square obtained by simulating the exponential (with exponent α) of the DGFF.
of independent copies of the measures in D and D˜, respectively. This is guaranteed automatically
for the measures arising in Theorem 2.1 but has to be assumed explicitly in Theorem 2.8.
(3) Connection to critical LQG: Theorem 2.9 touches on the question of uniqueness of the critical
LQG measure which has started to be settled only quite recently. Indeed, as shown in Duplantier,
Rhodes, Sheffield and Vargas [14], the definition based on (2.22) agrees (up to overall normal-
ization) with that based on the derivative martingale introduced in Duplantier, Rhodes, Sheffield
and Vargas [13]. Recently, Powell [23], drawing on earlier work of Junilla and Saksman [17]
and Huang, Rhodes and Vargas [16], proved its equivalence with the various other versions the
critical LQG measure, including the one obtained by circle average approximation.
We note that for the subcritical cases — corresponding to α in (2.22) replaced by β ∈ (0,α)
— the uniqueness is known in full generality from Shamov [25]. There even the overall normal-
ization is fixed by the fact that the expectation of the limit measure exists and agrees with that
of the base measure (i.e., the Lebesgue measure on D in our case). This has proved to be quite
useful in studying the “intermediate” level sets of the DGFF (Biskup and Louidor [6]).
Characterizing the critical LQG measure by the conditions in Theorem 2.8 goes part of the way
of Shamov’s strategy; a key question is what should replace the Gibbs-Markov property which is
special to multiplicative chaos associated with the Gaussian Free Field. (Shamov’s condition for
behavior under Cameron-Martin shifts is a natural candidate although that requires the measures
to be functions of the underlying field.) Note that (2.20) provides a convenient way to fix the
normalization of the critical measure.
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(4) Conditions for uniqueness: The conditions in Theorem 2.8 have been formulated with con-
venience in mind; no serious attempt was made to design a set of conditions that are minimal
possible. We in fact believe that they are not:
Conjecture 2.11 Any family of random Borel measures {MD : D ∈ D} satisfying conditions
(0-3) of Theorem 2.8 obeys also condition (4) thereof, for ψD as in (2.14) with some c? ∈ [0,∞).
Key to proving this conjecture seems to be the following statement: Conditional on ZD(D) to be
large, the measure ZD is close to a weighted point mass ZD(D)δX at some random X ∈ D which
is moreover independent of ZD(D). Once this is proved, the Gibbs-Markov property reduces the
conjecture to a “smoothing transformation” where the conclusions of Durrett and Liggett [15]
apply. Still, as far as the proof of Theorem 2.9 is concerned, this strategy seems more involved
than verifying all conditions for the critical LQG measure directly.
(5) Conformal transformation rule: In Duplantier, Rhodes, Sheffield and Vargas [14, Theo-
rem 13], the critical LQG measure is stated to possess a transformation rule under conformal
maps that implies, after some rewrites, the one in (2.10) for maps between simply connected
domains. The fourth-power of | f ′(x)| comes by combining the factor | f ′(x)|2 coming from trans-
forming the Lebesgue measure with another such factor coming from
(ψ f (D) ◦ f )(x) = ψD(x)∣∣ f ′(x)∣∣2 (2.26)
which is directly checked from (2.14). In principle, we could thus refer Theorem 2.5 to the com-
bination of Theorem 2.9 and [14, Theorem 13]. However, we still prefer to keep an independent
proof of Theorem 2.5 because we find it conceptually simpler (deducing it from the behavior
of ZD-measures under dilations and rotations) and, moreover, because we anyway prove it along
the way towards proving Theorems 2.8 and 2.9.
2.6 Outline.
The remainder of the paper is devoted to the proofs of the above results. In Section 3 we begin
with some preliminaries concerning the Gibbs-Markov property of the DGFF, its convergence to
to CGFF, etc. In particular, we prove Lemma 2.3. We also recall a couple of standard Gaussian
inequalities that will be useful in our subsequent derivations.
In Section 4, we proceed to prove Theorem 2.1, dealing with existence and form of the limit
of processes {ηDN,rN}. The crux of the proof is its reduction to the corresponding result for square
boxes established in Biskup and Louidor [4]. This is achieved in Proposition 4.2 whose formula-
tion then permits a quick extraction of Theorem 2.4 as well. Corollary 2.2 then readily follows.
Our next task, in Section 5, is to prove the asymptotic tail behavior in Theorem 2.6. Again,
we will reduce this to a corresponding result for square boxes proved in Bramson, Ding and
Zeitouni [7]. The new non-trivial ingredient is a link between the location of the maximizer in a
set DN and that in a square contained therein but of comparable diameter, assuming a coupling of
the two fields via the Gibbs-Markov property. This is the content of (rather technical) Proposi-
tion 5.2. Worthy of attention is also our proof of the representation (2.14). This appears towards
the end of proof of Theorem 2.6 in Section 5.1.
The proofs then proceed in a somewhat different order than the statements. Indeed, we first
prove that any family of measures {MD : D ∈ D} satisfying the conditions of Theorem 2.8 is
12 BISKUP AND LOUIDOR
a distributional limit of derivative-martingale like measures. Although the corresponding state-
ment, Theorem 6.1, is close to Theorem 1.4 of Biskup and Louidor [4], the method of proof is
quite different. In particular, we rely on partitioning into triangles rather than squares as regular-
ity of the “binding” field, ΦD,D˜, with respect to such triangular partitions is easier to control (and,
moreover, can be related to the DGFF on the triangular lattice). With the derivative-martingale
like representation in hand, we then readily prove Theorem 2.8 as well.
In Section 7, we in turn proceed to use the same representation to show that the laws of mea-
sures {ZD : D ∈D} are rotation invariant. Then, in Theorem 7.2 we give conditions for families
of measures that guarantee the validity of the conformal transformation rule (2.10). Not surpris-
ingly, these boil down to invariance with respect to shifts, rotations and dilations and the validity
of the Gibbs-Markov property. In Section 8 we then verify that the critical LQG measures MD∞
fulfill the conditions of Theorem 2.8. Kahane’s convexity inequality is of much help here (this is
the reason for our focus on Seneta-Heyde normalization) as well as a kind of concentric decom-
position akin to that used in Biskup and Louidor [5].
The Appendix discusses the behavior of the harmonic measure under discrete and continuous
approximations of our class of underlying domains. These underpin our requirements on the
underlying domain as well as their discrete approximations.
3. PRELIMINARY CONSIDERATIONS
We begin by reviewing and further developing some tools from the theory of Gaussian processes
and, particularly, the DGFF. An informed reader may consider just skimming through the state-
ments below and then moving to the next section.
3.1 The Gibbs-Markov property.
As already noted above, an important technical input for many of our arguments is the Gibbs-
Markov decomposition of the DGFF. Recall that hV denotes the DGFF on V with zero values
in V c. Given non-empty finite sets U ⊂V ⊂ Z2, denote
ϕV,U(x) := E
(
hV (x)
∣∣σ(hV (y), y ∈V rU)). (3.1)
Then hV −ϕV,U and ϕV,U are independent with hV −ϕV,U law= hU . We will often write this as
hV law= hU +ϕV,U , (3.2)
where on the right-hand side hU is regarded as independent of ϕV,U .
The Gibbs-Markov decomposition (3.2) permits us to extend certain tightness results known
for square boxes to general domains. Let D ∈D and write
ΓDN(t) :=
{
x ∈ DN : hDN(x)≥ mN− t
}
, (3.3)
where we recall that mN +O(1) is the scale of the absolute maximum in VN . Then we have:
Proposition 3.1 For all D ∈D and all t ∈ R, the family {|ΓDN(t)| : N ≥ 1} of random variables
is tight. Moreover, for any A⊂ D non-empty and open,
lim
t→∞ liminfN→∞
P
(∃x ∈ ΓDN(t) : x/N ∈ A)= 1. (3.4)
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Proposition 3.2 For all D ∈D and all t ∈ R,
lim
r→∞ limsupN→∞
P
(∃x,y ∈ ΓDN(t) : r < |x− y|< N/r)= 0 . (3.5)
Proposition 3.3 For each D ∈D there is a constant c = c(D) such that for all t ≥ 1, all N ≥ 1
and all sets A⊆ DN ,
P
(∃x ∈ A : hDN(x)≥ mN + t)≤ c( |A|N2)1/2 t e−αt . (3.6)
Versions of these results (with explicit estimates on |ΓDN(t)| in the first proposition) for a square
domain D := (0,1)2 have been proved in Theorem 1.2 and Theorem 1.1 in Ding and Zeitouni [12]
(for Propositions 3.1 and 3.2, respectively) and Lemma 3.8 of Bramson, Ding and Zeitouni [7]
(for Proposition 3.3). The additional input required to extend these to general domains is supplied
by the following comparison bounds:
Lemma 3.4 Let U ⊂V ⊂W be finite subsets of Z2. Then for all c ∈ R and all R≥ 0,
P
(∃x ∈U : hV (x)≥ c+R)≤ (1− 12 e− 12 R2/σ2)−1P(∃x ∈U : hW (x)≥ c) (3.7)
where σ2 := maxx∈U Var(ϕW,V (x)). Similarly, for all r1 < r2,
P
(∃x,y ∈U : hV (x),hV (y)≥ c, r1 < |x− y|< r2)
≤ 4P(∃x,y ∈U : hW (x),hW (y)≥ c, r1 < |x− y|< r2). (3.8)
Finally, for all c ∈ R and all integers R> 0,
P
(|{x ∈U : hV (x)≥ c}| ≥ 2R)≤ 2P(|{x ∈U : hW (x)≥ c}| ≥ R). (3.9)
Proof. Recall that we may set hW := hV +ϕW,V with hV and ϕW,V independent. Then{∃x ∈U : hV (x)≥ c+R, ϕW,V (x)>−R}⊆ {∃x ∈U : hW (x)≥ c}. (3.10)
Fix some complete ordering of the vertices in U and decrease the event on the left by requiring
that ϕW,V (x)>−R at the “first” x ∈U where hV (x)≥ c. Since hV and ϕW,V are independent, we
get (3.7) by a standard Gaussian estimate.
The same argument (modulo duplication of variables) with R := 0 works for (3.8) except that
to get the factor 4 on the right hand side, we need
P
(
ϕW,V (x)> 0, ϕW,V (y)> 0
)≥ 1
4
. (3.11)
This follows from the fact that the covariance of ϕW,V (x) and ϕW,V (y) is non-negative.
Also in the proof of (3.9) we proceed similarly as for (3.7). First we note that{∣∣{x ∈U : hV (x)≥ c, ϕW,V (x)> 0}∣∣≥ R}⊆ {∣∣{x ∈U : hW (x)≥ c}∣∣≥ R}. (3.12)
Now the event on the left contains the event that the number of vertices in U where hV (x) ≥ c
is at least 2R and that at least R of those vertices have ϕW,V (x) > 0. In light of symmetry and
independence of hV and ϕW,V , conditional on the “first” 2R vertices where hV (x) ≥ c, the latter
event has probability at least a half. The inequality (3.9) then follows. 
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Now we can move on to the proofs of the above propositions. In these proofs we will frequently
use the notation SK for the continuum box (0,K)2 and, abusing the notation somewhat, also its
discrete counterpart (0,K)2∩Z2.
Proof of Proposition 3.1. First we address the tightness of |ΓDN(t)|. Since D is bounded, there exist
a ∈ R and K ∈ N such that D ⊂ (a,a+K)2. By shift invariance of the DGFF, we may assume
that a := 0. Then (3.9) reduces the tightness of |ΓDN(t)| to the tightness of |ΓSKN (t)|. The definitions
also give ∣∣ΓSKN (t)∣∣ law= ∣∣ΓS1NK(t+mN−mNK)∣∣. (3.13)
Since t 7→ΓS1N (t) is non-increasing and mKN−mN = g logK+o(1)=O(1) as N→∞, the tightness
of |ΓSKN (t)| follows from Theorem 1.2 of Ding and Zeitouni [12].
Moving on to the proof of (3.4), we use that A is open to find an open square S such that
S⊂ A. The main result of Bramson and Zeitouni [8] implies P(maxhSN ≥ mN− t)→ 1 as N→ ∞
and t→ ∞. (Strictly speaking, the result if formulated for a unit square but slight adjustments to
the size of S and the fact that mNK−mK =O(1) as N→∞ make it hold for all open squares.) The
claim will then follow from (3.7) by taking c := t and letting R→∞ afterwards, provided we can
check that
sup
N≥1
max
x∈SN
Var
(
ϕDN ,AN (x)
)
< ∞. (3.14)
To this end, we first recall the representation using the discrete Green functions
Var
(
ϕDN ,AN (x)
)
= GDN (x,x)−GAN (x,x). (3.15)
Now let S′ and S′′ be open squares such that S′′ ⊂ S ⊂ D ⊂ S′ and that x is in the center of their
discrete counterparts S′N and S
′′
N . The natural monotonicity of the Green function in the underlying
set bounds (3.15) by GS′N (x,x)−GS′′N (x,x), In light of the logarithmic asymptotic for the Green
function, this is bounded by a quantity that depends only on the ratio of side-lengths of S′ and S′′.
As S⊂ A, this ratio is bounded uniformly in x ∈ SN . 
Proof of Proposition 3.2. The argument here is fairly analogous to those used in the previous
proof: For a square S of integer side-length, the claim boils down to Theorem 1.1 of Ding and
Zeitouni [12]. Thanks to (3.8), it then extends to any D⊂ S as well. 
Proof of Proposition 3.3. We first recall that, by Lemma 3.8 of Bramson, Ding and Zeitouni [7],
for unit-square domain S1 and any A⊂ (0,N)2∩Z2, we have
P
(∃x ∈ A : hS1N (x)≥ mN + t− s)≤ c( |A|N2)1/2 t e−α(t−s), s≥ 0, t ≥ 1. (3.16)
In light of hSKN (x) = h
SKN (x) = hS1NK(x) and the fact that mNK−mK =O(1) as N→∞, this yields the
same claim for domain SK := (0,K)2 and any A⊂ NSK , provided c is adjusted by a K-dependent
factor. The bound (3.7) with R := 0 then extends this to all D⊂ SK as well. 
3.2 Continuum limit.
Our next task is the extraction of the continuum limit for the “binding field” ϕU,V provided both
domains properly scale with N. First off, let us check that the purported limit object, the contin-
uum Gaussian field ΦD,D˜, is well defined:
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Proof of Lemma 2.3. As is readily checked, the continuum Green function, i.e., the integral kernel
of the operator (−14∆)−1 in D, admits the representation
GD(x,y) =−g log |y− x|+g
∫
∂D
ΠD(x,dz) log |z− y| (3.17)
for all x,y ∈ D with x 6= y. Assuming D˜⊆ D, this immediately gives
CD,D˜(x,y) = GD(x,y)−GD˜(x,y), x,y ∈ D˜, x 6= y. (3.18)
By the properties of the Poisson kernel, x 7→ ∫∂DΠD(x,dz) log |z− y| is harmonic on D for all
y ∈ D. Hence, so is x 7→CD,D˜(x,y) on D˜ for all y ∈ D˜. The Green function is symmetric, since
the Laplacian is a symmetric operator, and thus CD,D˜ is symmetric as well.
The difference in (3.18) is defined by (3.17) only for x 6= y but it extends continuously to x = y
by the aforementioned harmonicity in x. In particular, CD,D˜ is symmetric and harmonic on D˜ in
both variables. To see that CD,D˜ is positive semidefinite, we again invoke (3.18) and the fact that
the Laplacian on D dominates the Laplacian on D˜ in the sense of comparison of quadratic forms.
It follows that CD,D˜ is a covariance kernel on D˜× D˜ and so there is a mean-zero Gaussian
process ΦD,D˜ on D˜ with covariance function CD,D˜. As CD,D˜ is smooth, so are the sample paths
ofΦD,D˜ a.s., by Kolmogorov-Cˇenstov criteria (or the Fernique inequality discussed below). To get
path-wise harmonicity of ΦD,D˜ we just note that the mean and the variance of ∆ΦD,D˜ vanish. 
Next let us address the passage to continuum limit. Given D˜,D ∈ D with D˜ ⊆ D, we will
write ϕD,D˜N as a shorthand for ϕ
DN ,D˜N . Then we have:
Proposition 3.5 Let D˜,D ∈D obey D˜⊆ D. Then for all x,y ∈ D˜
Cov
(
ϕD,D˜N (bxNc) , ϕD,D˜N (byNc)
) −→
N→∞
CD,D˜(x,y), (3.19)
with the convergence uniform over closed subsets of D˜× D˜. In particular, ϕD,D˜N (bN·c) tends
to ΦD,D˜(·) in the sense of finite dimensional distributions.
For the proof we will need to work with the discrete harmonic measure HDN (x,y) on DN which
is the probability that the simple symmetric random walk started from x ∈ DN exits DN at the
point y ∈ ∂DN . By Lemma A.1, ∑z∈∂D HD(bNxc,z)δz/N tends to ΠD(x, ·) in the vague (or even
weak) topology on the space of probability measures. We also introduce the shorthand
Dδ :=
{
x ∈ D : d(x,Dc)> δ}, (3.20)
where δ > 0 is small enough so that Dδ is non-empty. Notice that if D ∈D, then also Dδ ∈D
provided δ is small enough.
Proof of Proposition 3.5. We use the well-known fact that the discrete Green function GDN also
admits a representation of the form (3.17)
GDN (x,y) =−a(x− y)+ ∑
z∈∂DN
HDN (x,z)a(y− z), (3.21)
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where a : Z2 → R is the potential kernel for the simple symmetric random walk on Z2. The
asymptotic of a is well known,
a(x) = g log |x|+ c0+O
(|x|−2), |x| → ∞, (3.22)
for some constant c0; see, e.g., Lawler [20] or Kozma and Schreiber [19]. Assuming x,y ∈ (D˜δ )N
for some small δ > 0, we thus get
Cov
(
ϕD,D˜N (x),ϕ
D,D˜
N (y)
)
= g ∑
z∈∂DN
HDN (x,z) log |y− z|
−g ∑
z∈∂ D˜N
HD˜N (x,z) log |y− z|+o(1), (3.23)
where we used that HDN (x,z) is a probability measure to cancel the constant term in (3.22) and
bound the error uniformly in x,y ∈ D˜δ .
The functions z 7→ log |y− z| are bounded and continuous on a neighborhood of ∂D, resp., ∂ D˜,
and so the convergence in (3.19) follows from (A.1). Equicontinuity in y ∈ D˜δ then shows that
the limit is uniform in y ∈ D˜δ , for every x ∈ D˜δ . The uniformity clause in Lemma A.1 then
applies the same with x and y interchanged, from which the claimed joint uniformity follows. As
all processes are centered Gaussian, the convergence of the covariances implies convergence in
the sense of finite-dimensional distributions. 
3.3 Some Gaussian inequalities.
Next we will apply some standard Gaussian inequalities to derive much needed tightness of the
maximum and Gaussian tails for the fluctuations of both ϕD,D˜N and Φ
D,D˜. This will be done by
invoking the Fernique inequality and the Borell-Tsirelson inequality. We only remind the reader
of the statements of these general bounds; detailed proofs can be found in references below and/or
the lecture notes by Biskup [3].
Consider a centered (and separable) Gaussian field Xt indexed by points t in the totally-
bounded (pseudo)metric space (X,ρ), where ρ(t, t ′) := [E((Xt − Xt ′)2)]1/2. Given any Borel
probability measure m on X and writing Bρ(t,r) := {t ′ ∈X : ρ(t, t ′)≤ r}, the Fernique inequality
states that
E
(
sup
t∈X
Xt
)≤ K sup
t∈X
∫ ∞
0
√
log
1
m(Bρ(t,r))
dr (3.24)
for some universal constant K < ∞. See, e.g., Adler [1, Theorem 4.1]. The Borell-Tsirelson
inequality in turn controls the fluctuation of supt∈XXt from its mean by stating that these have
tails of a centered Gaussian with variance σ2 := supt∈XE(X2t ). Based on these, we now claim:
Proposition 3.6 Let D, D˜ ∈D obey D˜⊆ D. Then for all δ > 0 small,
sup
N≥1
E
(
max
x∈D˜δN
ϕD,D˜N (x)
)
< ∞. (3.25)
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Moreover, there are c,c′ ∈ (0,∞) — which depend on D, D˜ and δ — such that for all N ≥ 1 and
all t ≥ 0,
P
(∣∣∣max
x∈D˜δN
ϕD,D˜N (x)−E max
x∈D˜δN
ϕD,D˜N (x)
∣∣∣> t)≤ ce−c′t2 . (3.26)
Completely analogous bounds — with x ∈ D˜δN replaced by x ∈ D˜δ — hold for ΦD,D˜.
Proof. As D˜δ can be covered by a finite number of open squares whose closure is still contained
in D˜, it suffices to prove this for one such a square S. Consider the random fields ϕD,D˜N (b·Nc)
and ΦD,D˜(·) on S. As observed before, the covariances of these are bounded throughout S uni-
formly in N while the harmonicity ensures that they are Lipschitz functions in both arguments,
uniformly in N over S. Letting L denote the requisite Lipschitz constant we have ρ(x,y) ≤√
L|x− y|. In particular, the ball Bρ(x,r) in ρ-metric thus contains the part of the Euclidean
ball of radius (r/L)2 that is contained in S.
Using the normalized Lebesgue measure on S for m in (3.24), the regularity of the boundary
of S implies that m(Bρ(t,r)) ≥ c(r/L)4 for r > 0 small where c > 0 is a constant. It follows
that the integral in (3.24) is finite, uniformly in N, thus proving (3.25). For (3.26) we just apply
the Borell-Tsirellson inequality with the fact that the variances of the two fields are uniformly
bounded on D˜δ . 
Similar arguments also permit us to prove the following claim that will be useful in our ap-
proximation arguments in Section 4.
Proposition 3.7 Let D ∈D and recall the set Dδ from (3.20). Then for each x ∈ D,
sup
D′ : x∈D′
Dδ⊆D′⊆D
Var
(
ΦD,D
′
(x)
) −→
δ↓0
0 (3.27)
locally uniformly in D and, for any open set A with A⊂ D, also
sup
D′ : A⊆D′
Dδ⊆D′⊆D
P
(
sup
x∈A
∣∣ΦD,D′(x)∣∣> ε) −→
δ↓0
0 (3.28)
for any ε > 0.
Proof. Let D′ be such that Dδ ⊆ D′ ⊆ D. Then
ΦD,D
δ law
= ΦD,D
′
+ΦD
′,Dδ (3.29)
with the two fields on the right independent. This shows that Var(ΦD,D′(x))≤ Var(ΦD,Dδ (x)) for
all x ∈ Dδ . By Lemma A.2 we have CD,Dδ (·, ·)→ 0 locally uniformly in D and, using Cauchy-
Schwarz, the same thus applies to the supremum of |CD,D′(·, ·)| over all D′ as above.
This observation immediately yields (3.27). For (3.28) we again notice that, by a covering
argument it suffices to prove this for A equal to a square S with S ⊂ D. Thanks to harmonicity,
also |CD,D′(x,y)−CD,D′(x,y′)|/|y− y′| → 0 as δ ↓ 0 uniformly in x,y,y′ ∈ S with y 6= y′ and in D′
squeezed between Dδ ∪ S and D. This implies that the (pseudo)metric ρ induced on S by the
Gaussian field ΦD,D′ obeys ρ(x,y) ≤√Ln|x− y|, where Ln → 0 as n→ ∞. Using again the
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normalized Lebesgue measure on S for m in (3.24), we find out (as in the previous proof) that
m(Bρ(x,r))≥ c(r/Ln)4 for some c> 0. As the ρ-diameter of S is at most order Ln, we get
sup
D′ : A⊆D′
Dδ⊆D′⊆D
E
(
sup
x∈A
∣∣ΦD,D′(x)∣∣) −→
δ↓0
0 . (3.30)
However, by the Borell-Tsirelson inequality, supx∈A ΦD,D
′
(x) has uniformly small Gaussian tails
whose “variance” tends to zero uniformly in D′ as above. This yields (3.28) without the absolute
value. The symmetry ΦD,D′ law= −ΦD,D′ then implies the full statement by a union bound. 
To make the list of our preliminaries complete, we also recall the Kahane convexity inequality
in the form that will be suitable to our needs:
Proposition 3.8 Let Φ(x) and Φ˜(x) be continuous Gaussian fields indexed by points in an open
set D⊂ R2. Assume
Cov
(
Φ(x),Φ(y)
)≥ Cov(Φ˜(x),Φ˜(y)), x,y ∈ D. (3.31)
Then for any finite Borel measure σ on D,
E
(
exp
{
−
∫
σ(dx)eΦ(x)−
1
2 Var(Φ(x))
})
≥ E
(
exp
{
−
∫
σ(dx)eΦ˜(x)−
1
2 Var(Φ˜(x))
})
. (3.32)
Proof. This goes back to Kahane [18]. The proof boils down to a computation of the t-derivative
of the expectation with Φ replaced by
√
tΦ+
√
1− t Φ˜, with Φ and Φ˜ regarded as independent.
The same argument applies even when the exponential (of the integral) is replaced by any convex
function (of the integral) with at most a polynomial growth at infinity. 
4. CONVERGENCE AND GIBBS-MARKOV PROPERTY
Here we will prove Theorems 2.1 and Theorem 2.4. For Theorem 2.1 the key idea is to approx-
imate general domains from within by families of disjoint squares for which the result can be
drawn from Biskup and Louidor [4]. Notwithstanding, various limit statements need to be in-
voked and this is where the propositions from the previous section will come useful. A bonus
point is that the arguments then directly yield Theorem 2.4 as well.
4.1 Reduction to subdomains.
We first address the reduction to a subset of the underlying domain. Pick D ∈ D. We will
generally consider approximations Dn ∈D of D such that
Dn ⊂ D, ∀n≥ 1, and lim
n→∞Leb(DrD
n) = 0. (4.1)
Next we introduce a (continuous) mollifier that will help us deal with various boundary issues.
For ε > 0, let χn,ε : D→ [0,1] be given by
χn,ε(x) = 1∧ 1ε
(
d(x,(Dn)c)− ε)
+
(4.2)
Obviously, χn,ε is a continuous with χn,ε(x) = 0 when d(x,(Dn)c) ≤ ε and χn,ε(x) = 1 when
d(x,(Dn)c)≥ 2ε . In addition, ε 7→ χn,ε(x) is non-increasing for all x.
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The first step of the proof is a passage from the process in D to that in Dn. This will naturally
lead us to consider the continuum Gaussian field {ΦD,Dn(x) : x ∈ Dn} which, we recall, has zero
mean and covariance CD,D
n
as defined in (3.18). Given a realization of ΦD,Dn and a continuous,
compactly supported function f : D×R→ [0,∞), define
f D,D
n
ε,Φ (x,h) := f
(
x, h+ΦD,D
n
(x)
)
χn,ε(x), (x,h) ∈ Dn×R. (4.3)
Note that, for each fixed n, ε and ΦD,Dn , this is still a bounded, continuous, non-negative function
with compact support. The main reduction step is now the content of:
Proposition 4.1 Suppose that D and Dn satisfy (4.1) and let rN be such that rN → ∞ with
rN/N→ 0. Then for any continuous function f : D×R→ [0,∞) with compact support,
lim
n→∞ limsupε↓0
limsup
r→∞
limsup
N→∞
∣∣∣Ee−〈ηDN,rN , f 〉−Ee−〈ηDnN,r , f D,Dnε,Φ 〉∣∣∣= 0. (4.4)
Here the second expectation is over ηDnN,r and ΦD,D
n
, regarded as independent.
We postpone the proof temporarily as it will require a lot of technical steps, and instead demon-
strate how this can be used to establish Theorems 2.1 and 2.4. For that we need to prove:
Proposition 4.2 Suppose that D and Dn satisfy (4.1) and that, for each n ≥ 1, there is an a.s.
finite random Borel measure ZD
n
on Dn such that, for any r′N → ∞ with r′N/N→ 0,
ηD
n
N,r′N
law−→
N→∞
PPP
(
ZD
n
(dx)⊗ e−αhdh), (4.5)
where α := 2/√g. Then there is an a.s. finite random measure ZD(dx) on D such that, for any
rN → ∞ with rN/N→ 0,
ηDN,rN
law−→
N→∞
PPP
(
ZD(dx)⊗ e−αhdh). (4.6)
Moreover, we have
ZD
n
(dx)eαΦ
D,Dn (x) law−→
n→∞ Z
D(dx), (4.7)
where on the left ΦD,Dn is a mean-zero Gaussian field on Dn with covariance CD,Dn , regarded as
independent of ZD
n
.
Proof. Let rN be any sequence with rN → ∞ with rN/N → 0. By Proposition 4.1, we may find
a sequence r′N satisfying r
′
N → ∞ with r′N/N → 0 such that, for any bounded and continuous
function f : D×R→ [0,∞),
lim
n→∞ limsupε↓0
limsup
N→∞
∣∣∣Ee−〈ηDN,rN , f 〉−Ee−〈ηDnN,r′N , f D,Dnε,Φ 〉∣∣∣= 0. (4.8)
Now f D,D
n
ε,Φ is continuous with compact support for a.e. realization of Φ
D,Dn , so conditioning
on ΦD,Dn and applying (4.5) along with the Bounded Convergence Theorem yields
Ee
−〈ηDn
N,r′N
, f D,D
n
ε,Φ 〉 −→
N→∞
E
(
exp
{
−
∫
(1− e− f D,D
n
ε,Φ )ZD
n
(dx)e−αhdh
})
, (4.9)
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where ZD
n
is independent of ΦD,Dn . Since 〈ηDN,rN , f 〉 is independent of n or ε , this and (4.8)
ensure that the limits
lim
N→∞
Ee−〈η
D
N,rN
, f 〉 and lim
n→∞ limε↓0
lim
N→∞
Ee
−〈ηDn
N,r′N
, f D,D
n
ε,Φ 〉 (4.10)
exist and are equal. It thus suffices to pass to the limit ε ↓ 0 followed by n→ ∞ on the right-hand
side of (4.9).
Plugging in the explicit form of f D,D
n
ε,Φ and substituting h for h+Φ
D,Dn(x) yields
r.h.s. of (4.9) = E
(
exp
{
−
∫
(1− e− f (x,h)χn,ε (x))eαΦD,D
n
(x)ZD
n
(dx)e−αhdh
})
. (4.11)
Since χn,ε increases pointwise to the indicator of Dn as ε ↓ 0, the fact that ZDn puts all mass
on Dn allows us to take ε ↓ 0 and get, with the help of the Monotone Convergence Theorem in
the exponent and the Bounded Convergence Theorem overall, that
lim
N→∞
Ee−〈η
D
N,rN
, f 〉 = lim
n→∞E
(
exp
{
−
∫
(1− e− f (x,h))eαΦD,D
n
(x)ZD
n
(dx)e−αhdh
})
. (4.12)
But the processes {ηDN,rN} are tight as measures on D×R thanks to Proposition 3.1. So taking
appropriate f ’s with small supremum norm shows that the random variables{∫
ZD
n
(dx)eαΦ
D,Dn (x) : n≥ 1
}
(4.13)
are tight. We can thus find a sequence nk→∞ such that ZDnk (dx)eαΦD,D
nk (x) converge weakly to a
random measure ZD(dx) concentrated on D. This permits passing the limit n→∞ inside in (4.12)
and thus proving the claim. 
4.2 Proofs of Theorems 2.1 and 2.4.
We can now prove convergence to the Cox process as stated in Theorem 2.1 and the Gibbs-
Markov in Theorem 2.4. This is still conditional on the validity of Proposition 4.1, whose proof
is deferred to the next subsection.
Proof of Theorem 2.1, convergence to Cox process. We begin by recalling the conclusion of The-
orem 1.1 of [4]. This theorem was stated for D being a unit square but simple scaling arguments
allow us to extend it to squares of rational sizes. Let K ∈ (0,∞)∩Q and define SK := (0,K)2.
Then for any sequence rN as given,
ηSKN,rN
law−→
N→∞
PPP
(
ZSK (dx)⊗ e−αhdh), (4.14)
where ZSK is a random measure obtained from that for the unit square by
ZSK (dx) law= K4 ZS1(K−1dx). (4.15)
Here the exponent 4 arises from the observation that mKN −mN = 2√g logK + o(1) as N → ∞
combined with 2
√
gα = 4.
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Now consider any D ∈ D. For any integer n ≥ 1, tile R2 by disjoint translates of (0,2−n)2
by vectors from (2−nZ)2 and let x1, . . . ,x`(n) ∈ (2−nZ)2 enumerate the lower-left corners of those
squares that are entirely contained in D. Define
Dn :=
`(n)⋃
i=1
(
xi+Sn
)
, where Sn := (2−2n,2−n−2−2n)2. (4.16)
Since D is open and bounded, Dn ∈D and the assumptions (4.1) hold.
Since Dn is a union of disjoint squares separated by distance at least 2−2n, as soon as N > r22n
holds, ηDnN,r is the sum of `(n) independent shifts of the process in Sn. By (4.14) we have (4.5) for
any sequence r′N such that r
′
N → ∞ but r′N/N → 0 with ZD
n
given by as the sum of independent
copies of ZS
n
translated by x1, . . . ,x`(n). The convergence of ηDN,rN to a Cox process with intensity
ZD(dx)⊗ e−αhdh then follows from Proposition 4.2. 
The above argument also shows (2.6):
Proof of Theorem 2.1, disjoint partitions. Suppose that D is the disjoint union D1 ∪ ·· · ∪Dm.
The approximation by squares then naturally splits into m independent processes in Dn1, . . . ,D
n
m.
This gives ZD
n
= ZD
n
1 + · · ·+ZDnm where the measures on the right are regarded as independent.
Similarly, ΦD,Dn restricted to Dni has the law of ΦD,D
n
i , with the fields in the disjoint components
independent. Hence we get
ZD
n
(dx)eαΦ
D,Dn (x) law= ZD
n
1(dx)eαΦ
D,Dn1 (x)+ · · ·+ZDnm(dx)eαΦD,D
n
m (x), (4.17)
with the measures on the right independent and concentrated on disjoint sets. Applying (4.7) on
both sides, the decomposition (2.6) follows. 
Next we check that the ZD measure is stochastically absolutely continuous with respect to the
Lebesgue measure and, in particular, is thus concentrated on D.
Proof of Theorem 2.1, stochastic absolute continuity. Fix a Borel set A⊂ D with Leb(A) = 0, let
An := {x ∈ D : dist(x,A)< 2−n} and consider a sequence fn : D→ [0,1] of continuous functions
supported in An× [1,4] such that fn = 1 on A× [2,3] and such that fn ↓ 0 on the complement
thereof. By the convergence we just proved and the Monotone Convergence Theorem, 〈ηDN,rN , fn〉
tends in law to a Poisson random variable with (random) parameter α−1e−2α(1− e−α)ZD(A) in
the limit N→ ∞ followed by n→ ∞. But Proposition 3.3 tells us
P
(〈ηDN,rN , fn〉> 0)≤ P(∃x ∈ NAn∩Z2 : hDN(x)≥ mN +1)≤ c( |NAn∩Z2|N2 )1/2e−α (4.18)
and, since An is open, |NAn ∩Z2|/N2 → Leb(An) as N → ∞. As Leb(An) ↓ Leb(A) = 0, this
vanishes in the limits N→ ∞ and n→ ∞, and so 〈ηDN,rN , fn〉 in fact tends to zero in probability. It
follows that ZD(A) = 0 a.s. and, in particular, ZD(∂D) = 0 a.s. 
Proposition 4.2 now helps us to get:
Proof of Corollary 2.2. Shifts a ∈ C and dilations λ > 0 taking integer values can directly be
implemented on the lattice and so there (2.7) follows immediately from the same calculation as
that which led to (4.15). By the existence of the N→ ∞ limit, this readily extends to all rational-
valued shifts and dilations.
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To cover all shifts a∈C and dilations λ > 0, define Dn := {x∈D : dist(x,Dc)> 2−n} and note
that Dn ↑ D. Since small shifts and dilations of Dn still lie in Dn+1, one can find rational an ∈ C
and λn > 0 so that an → a, λn → λ and an + λnDn ↑ a+ λD. Fix an open set A with A ⊂ D.
Proposition 3.7 shows that maxx∈A |ΦD,Dn(x)| → 0 in probability and thus
1A(x)ZD
n
(dx) law−→
n→∞ 1A(x)Z
D(dx) (4.19)
by Proposition 4.2. Similarly we get
1A(an+λnx)Zan+λnD
n
(an+λndx)
law−→
n→∞ 1A(a+λx)Z
a+λD(a+λdx). (4.20)
Since the laws of the measures on the left are related by a rational shift and dilation, we already
know that they are λ 4n multiples of each other (in law). From λn→ λ we then infer
1A(a+λx)Za+λD(a+λdx)
law
= λ 41A(x)ZD(dx). (4.21)
Taking A ↑ D and using that ZD is concentrated on D a.s. then yields the claim. 
Invoking Proposition 4.2, we also conclude the Gibbs-Markov property:
Proof of Theorem 2.5. Let D, D˜ ∈D with Leb(Dr D˜) = 0. Set Dn := D˜ for all n ≥ 1 and note
that (4.1) trivially applies. (Note that we had to first prove concentration of ZD˜ on D˜ to make
the measure on the left of (4.7) well defined.) By Theorem 2.1, we know that (4.5) holds for any
sequence r′N with the stated properties. Using Proposition 4.2, (4.7) then trivializes as (2.9). 
Finally, we check all of the remaining properties of the ZD-measures stated in Theorem 2.1:
Proof of Theorem 2.1, remaining properties of ZD-measure. Almost-sure non-atomicity of ZD
and the fact that, a.s., ZD(A)> 0 for any non-empty open A⊆D are known for D := (0,1)2 from
Theorem 1.3 of Biskup and Louidor [4]. Invoking the Gibbs-Markov property, this extends to
any superset D ∈ D thereof. The scale and dilation invariance from Corollary 2.2 then extends
this to all D ∈D. 
4.3 Proof of main reduction step.
For the proofs of Theorems 2.1 and 2.5 to be really complete, we need to provide a proof of
Proposition 4.1. This will be done via a sequence of lemmas. Throughout, we will think of hDN as
defined by hDN := h
Dn
N +ϕ
D,Dn
N , where h
Dn
N and ϕ
D,Dn
N are independent. Let Θ
D
N,r denote the r-local
maxima of hDN in DN and let ΘD
n
N,r denote the r-local maxima of h
Dn
N in D
n
N . Note that
〈ηDN,r, f 〉= ∑
x∈ΘDN,r
f
(
x/N, hDN(x)−mN
)
. (4.22)
The argument begins by replacing rN by an independent variable r:
Lemma 4.3 Let rN be such that rN → ∞ with rN/N → 0. Then for any continuous function
f : D×R→ [0,∞) with compact support,
lim
r→∞ limsupN→∞
P
(〈ηDN,rN , f 〉 6= 〈ηDN,r, f 〉)= 0. (4.23)
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Proof. We follow the proof of Lemma 4.4 in Biskup and Louidor [4]: Assume rN ≥ r and note that
〈ηDN,rN , f 〉 6= 〈ηDN,r, f 〉 implies the existence of a point inΘDN,rrΘDN,rN where f (x/N,hDN−mN)> 0.
If f is supported on D× [−t,∞), we thus have a point in ΓDN(t)∩ (ΘDN,rrΘDN,rN ). But that implies
existence of two points x,y ∈ ΓDN(t) such that r ≤ |x−y| ≤ rN which, since rN ≤ N/r for N large,
has probability tending to zero in the stated limits by Proposition 3.2. 
Next we will insert the mollifier χn,ε next to f inside expectation:
Lemma 4.4 For any continuous function f : D×R→ [0,∞) with compact support,
lim
n→∞ limsupε↓0
limsup
r→∞
limsup
N→∞
∣∣∣Ee−〈ηDN,r , f 〉−Ee−〈ηDN,r , f χn,ε 〉∣∣∣= 0. (4.24)
Proof. Suppose f is supported in D× [−t,∞). Then
e−〈η
D
N,r , f 〉− e−〈ηDN,r , f χn,ε 〉 = e−〈ηDN,r , f χn,ε 〉(1− e−〈ηDN,r , f (1−χn,ε )〉). (4.25)
By the restriction on the support of f , we have 〈ηDN,r , f (1− χn,ε)〉 6= 0 if and only if there is a
point in ΓDN(t)rDnN,2ε , where (abusing out earlier notations) we write
DnN,δ := ND
n
δ ∩Z2 for Dnδ :=
{
x ∈ Dn : d(x,(Dn)c)> δ}. (4.26)
From Proposition 3.3 we thus get
P
(〈ηDN,r , f (1−χn,ε)〉 6= 0)≤ c |DNrDnN,2ε |1/2N . (4.27)
For large-enough N, for every x ∈DNrDnN,2ε the set N(DrDn3ε) will contain the open square of
side-length one centered at x. It follows that |DNrDnN,2ε |/N2 ≤ Leb(DrDn3ε). The assumptions
on Dn ensure that Leb(DrDn3ε), and thus also the right-hand side of (4.27), tend to zero as ε ↓ 0
followed by n→ ∞. In conjunction with (4.25), this proves the claim. 
Our next step will consist of application of the Gibbs-Markov property.
Lemma 4.5 For any n ≥ 1, any ε > 0 and any continuous function f : D×R→ [0,∞) with
compact support,
lim
r→∞ limsupN→∞
∣∣∣Ee−〈ηDN,r , f χn,ε 〉−Ee−〈ηDnN,r , f D,Dnε,Φ 〉∣∣∣= 0. (4.28)
Before we can start the formal proof, we need to make some preparatory steps. Consider the
finite-N version of the function in (4.3):
f D,D
n
N,ε,ϕ(x,h) := f
(
x, h+ϕD,D
n
N (bNxc)
)
χn,ε(x), (x,h) ∈ Dn×R. (4.29)
Then ∣∣∣Ee−〈ηDN,r , f χn,ε 〉−Ee−〈ηDnN,r , f D,Dnε,Φ 〉∣∣∣
≤
∣∣∣Ee−〈ηDN,r , f χn,ε 〉−Ee−〈ηDnN,r , f D,DnN,ε,ϕ 〉∣∣∣+ ∣∣∣Ee−〈ηDnN,r , f D,DnN,ε,ϕ 〉−Ee−〈ηDnN,r , f D,Dnε,Φ 〉∣∣∣. (4.30)
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Focusing on the first term on the right, by (4.22), (4.29) and Jensen’s inequality,∣∣∣Ee−〈ηDN,r , f χn,ε 〉−Ee−〈ηDnN,r , f D,DnN,ε,ϕ 〉∣∣∣
≤ E
∣∣∣ ∏
x∈ΘDN,r
e− f(x/N,h
D
N(x)−mN)χn,ε (x/N)− ∏
x∈ΘDnN,r
e− f(x/N,h
D
N(x)−mN)χn,ε (x/N)
∣∣∣. (4.31)
Our strategy is to identify a set of asymptotically full measure on which we can derive a uniform
estimate on the term in absolute value. That will in turn require establishing a one-to-one corre-
spondence between the terms in the two products. This will then yield a good bound on the first
term on the right of (4.30) as well.
We begin by identifying some exceptional events. Let the function f be as given and let t0 > 0
be such that f is supported on D∩ [−t0,∞). Let n ≥ 1 and ε > 0 be fixed. Recall the set DnN,δ
from (4.26). For t > 0 and M > 0 let
A(0)N,t :=
{
max
x∈DnN,ε/2
|ϕD,DnN (x)| ≥ t
}
and A(1)N,M,t :=
{|ΓDnN (t0+2t)|>M}. (4.32)
Define also
A(2)N,r,t :=
{∃x,y ∈ ΓDnN (t0+2t) : r/2< |x− y|< N/r} (4.33)
and, recalling that Λr(x) := {y ∈ Z2 : |x− y| ≤ r}, set
A(3)N,r,t :=
{∃x ∈ ΓDnN (t0+2t)∩DnN,ε/2, ∃y ∈ Λ2r(x) : |ϕD,DnN (x)−ϕD,DnN (y)|> N−1/3}. (4.34)
Abbreviate AN,M,r,t := A
(0)
N,t ∪A(1)N,M,t ∪A(2)N,r,t ∪A(3)N,r,t .
Lemma 4.6 For f and t0 as above,
lim
t→∞ limsupr→∞
limsup
M→∞
limsup
N→∞
P(AN,M,r,t) = 0. (4.35)
Proof. By Propositions 3.6, 3.1, and 3.2, we immediately have
lim
t→∞ limsupr→∞
limsup
M→∞
limsup
N→∞
P
(
A(0)N,t ∪A(1)N,M,t ∪A(2)N,r,t
)
= 0. (4.36)
Concerning the remaining event we note that, thanks to discrete harmonicity of CD,D
n
, the (dis-
crete) Harnack inequality implies for any r ≥ 1 once N is sufficiently large,
max
x∈DnN,ε/2
y∈Λ2r(x)
Var
(
ϕD,D
n
N (x)−ϕD,D
n
N (y)
)≤ c(ε)r/N (4.37)
for some c(ε) < ∞. By Proposition 3.5, the independence of ϕD,D
n
N of h
B
N , the fact that A
(1)
N,M,t
depends only on hBN , the Markov inequality and a union bound yield
lim
N→∞
P
(
A(3)N,r,t
∣∣(A(1)N,M,t)c)= 0, (4.38)
for any M, r and t. Combining this with (4.36), the claim follows. 
Next we develop the correspondence between the relevant local maxima of ηDN,r and ηD
n
N,r.
Thanks to our assumption on the support of f , only points in ΓDN(t0)∩DnN,ε/2 can possibly con-
tribute to the products in (4.31). Hence it suffices to show:
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Lemma 4.7 Let M > 0, r ≥ 1 and t > 1 be fixed. Then for all N large, on the event (AN,M,r,t)c,
there is a map q : ΘDnN,r ∩ΓDN(t0+1)∩DnN,ε/2→ΘDN,r such that
(1) q is injective,
(2) q(ΘDnN,r ∩ΓDN(t0+1)∩DnN,ε/2)⊇ΘDN,r ∩ΓDN(t0)∩DnN,ε ,
and, for all x for which q(x) is defined,
(3) |q(x)− x| ≤ r,
(4) |hDN(q(x))−hDN(x)| ≤ N−1/3.
Proof. We will need N so large that N/r> 2r, εN > r and N−1/3 < t. Let us assume that (AN,M,r,t)c
occurs. We claim that then
x ∈ ΓDN(t0+1)∩DnN,ε/2 ⇒
{
Λr/2(x)∩ΘDN,r 6= /0,
Λr/2(x)∩ΘDnN,r 6= /0.
(4.39)
Indeed, the containment in (AN,M,r,t)c ensures the following:
(a) hDN(x)≥ mN− t0−1 and so hD
n
N (x)≥ mN− (t0+ t+1),
(b) hDN(y)< mN− (t0+ t) for y such that r/2< |x− y|< N/r,
(c) |ϕD,DnN (y)−ϕD,D
n
N (x)| ≤ N−1/3 for y ∈ Λ2r(x).
Then (a) and (b) imply that hDN(y) ≤ hDN(x)− t + 1 < hDN(x) for y ∈ Λ2r(x)rΛr/2(x) and so the
maximizer of hDN on Λ2r(x) lies in Λr/2(x). This gives the top line in (4.39); for the bottom line
we instead note that (a-c) give
hD
n
N (y)≤ hD
n
N (x)+1− t+N−1/3 < hD
n
N (x), y ∈ Λ2r(x)rΛr/2(x), (4.40)
and the same conclusion holds for hD
n
N as well.
By the definition of r-local maximum, the sets on the right of (4.39) are singletons almost
surely. Moreover, if x ∈ ΓDN(t0 +1)∩DnN,ε/2 also lies in ΘD
n
N,r, then x is the (a.s.) unique element
of Λr/2(x)∩ΘDnN,r. We then define q(x) to be the (a.s.) unique element of Λr/2(x)∩ΘDN,r. This
implies (3) in the statement and shows (1) as well. To get (4), we note that hDN(q(x))−hDN(x) and
hD
n
N (q(x))−hD
n
N (x) differ by at most N
−1/3 but, by the definition of r-local maximum and (3), they
have opposite signs. So the bound in (4) must hold. To get also (2) we note that (4.39) ensures
the existence of a point x ∈ Λr/2(y)∩ΘDnN,r for every y ∈ ΘDN,r ∩ΓDN(t0)∩DnN,ε . Since εN > r and
(4) holds, this x lies in ΘDnN,r ∩ΓDN(t0+1)∩DnN,ε/2 and so q(x) is defined and y = q(x) holds. 
We are now finally ready to prove the claim in (4.28):
Proof of Lemma 4.5. Recall the calculation in (4.30–4.31). We will focus on the expression in
(4.31) first. Abbreviate
ΣD
n
N,r,ε :=Θ
Dn
N,r ∩ΓDN(t0+1)∩DnN,ε/2. (4.41)
Thanks to the restriction on the support of f and the presence of χn,ε , we can freely restrict the
second product to x ∈ ΣDnN,r,ε . By Lemma 4.7, once N is large enough and (AN,M,r,t)c occurs, all
terms that effectively contribute to the first product lie in q(ΣDnN,r,ε). Since q is also injective, we
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can write the first product over q(ΣDnN,r,ε) and use the telescoping trick to write, on (AN,M,r,t)c,∣∣∣ ∏
x∈ΘDN,r
e− f(x/N,h
D
N(x)−mN)χn,ε (x/N)− ∏
x∈ΘDnN,r
e− f(x/N,h
D
N(x)−mN)χn,ε (x/N)
∣∣∣
≤ ∑
x∈ΣDnN,r,ε
∣∣∣e− f(q(x)/N,hDN(q(x))−mN)χn,ε (q(x)/N)− e− f(x/N,hDN(x)−mN)χn,ε (x/N)∣∣∣. (4.42)
Let osc f χn,ε (δ ) denote the maximal oscillation of f (x,h)χn,ε(x) as either argument varies over an
interval of length δ . On (AN,M,r,t)c (and assuming t ≥ 1) we have |ΣDnN,r,ε | ≤ M and, using parts
(3-4) of Lemma 4.7, the sum is at most M osc f χn,ε (r/N +N
−1/3). This tends to zero as N → ∞;
the expectation in (4.31) then tends to zero as N→ ∞ and r→ ∞ by Lemma 4.6.
It remains to address the second term in (4.30). Applying the definitions (4.22), (4.3), (4.29)
we can rewrite this term as∣∣∣Ee−〈ηDnN,r , f D,DnN,ε,ϕ 〉−Ee−〈ηDnN,r , f D,Dnε,Φ 〉∣∣∣
=
∣∣∣∣E ∏
x∈ΘDnN,r
e− f
(
x/N,hD
n
N (x)−mN+ϕD,D
n
N (x)
)
χn,ε (x/N)
−E ∏
x∈ΘDnN,r
e− f(x/N,h
Dn
N (x)−mN+ΦD,D
n
(x/N))χn,ε (x/N)
∣∣∣∣
(4.43)
Now recall the event A(0)N,t from (4.32). Due to our restriction on the support of f , on (A
(0)
N,t)
c we
can restrict the first product to x ∈ΘDnN,r ∩ΓD
n
(t0+ t). Similarly, on the complement of
A˜(0)N,t :=
{
max
x∈DnN,ε/2
ΦD,D
n
(x/N)> t
}
(4.44)
the second product can also be restricted to x ∈ ΘDnN,r ∩ΓD
n
N (t0 + t) as well. Introducing an addi-
tional restriction on the size of ΓDnN (t0+ t), we use the telescopic trick again to get∣∣∣Ee−〈ηDnN,r , f D,DnN,ε,ϕ 〉−Ee−〈ηDnN,r , f D,Dnε,Φ 〉∣∣∣≤ P(A(0)N,t)+P(A˜(0)N,t)+P(|ΓDnN (t)|>M)
+E
(
1{|ΓDnN (t0+t)|≤M} ∑
x∈ΘDnN,r∩ΓDnN (t0+t)
E˜
∣∣∣e− f(x/N,hDnN (x)−mN+ϕD,DnN (x))χn,ε (x/N)
− e− f(x/N,hD
n
N (x)−mN+ΦD,D
n
(x/N))χn,ε (x/N)
∣∣∣), (4.45)
where the inner expectation E˜ is over any coupling of the random variables{
(ϕD,D
n
N (x),Φ
D,Dn(x/N)) : x ∈ΘDnN,r ∩ΓD
n
N (t0+ t)
}
(4.46)
with the correct marginal laws, conditioned on hD
n
N . Since there are at most M random variables
in this collection, for any δ > 0, Proposition 3.5 ensures the existence of a coupling such that
|ϕD,DnN (x)−ΦD,D
n
(x/N)|< δ for all x ∈ ΘDnN,r ∩ΓD
n
N (t0 + t)∩DnN,ε with probability at least 1−δ
once N is large. Hence, the N → ∞ limit of the last term on the right of (4.45) is again at most
M(δ +osc f χn,ε (δ )) for any δ > 0. As the three probabilities on the right of (4.45) tend to zero as
N→ ∞, t→ ∞ and M→ ∞, the claim is proved. 
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Proof of Proposition 4.1. The claim follows readily from Lemmas 4.3, 4.4 and 4.5. 
5. MAXIMIZER CONDITIONED ON LARGE MAXIMUM
The goal of this section is to establish Theorem 2.6 dealing with the asymptotic distribution of
the maximizer of hDN conditional on the maximum being atypically large. Here and henceforth,
the term “square” designates a set of the form (a,a+ r)× (b,b+ r) with a,b ∈ R and r > 0.
5.1 Reduction to squares.
Our strategy is to deduce Theorem 2.6 from the following statement (adapted to our notation) that
was proved for square domains in Bramson, Ding and Zeitouni [7]:
Proposition 5.1 (Proposition 2.2 of [7]) Consider the square S := (0,1)2 and recall that we
have α := 2/√g =√2pi in our normalization. There exists a constant a? ∈ (0,∞) such that
lim
t→∞ limsupN→∞
∣∣∣∣1t eαtP(maxx∈SN hSN(x)> mN + t
)
−a?
∣∣∣∣= 0 . (5.1)
Moreover, there exists a probability density ψ on [0,1]2 such that for any open set A⊂ [0,1]2,
lim
t→∞ limsupN→∞
∣∣∣∣P(N−1 argmax
SN
hSN ∈ A
∣∣∣max
x∈SN
hSN(x)> mN + t
)
−
∫
A
ψ(x)dx
∣∣∣∣= 0 . (5.2)
Thanks to the results of Bramson, Ding and Zeitouni [7] and Biskup and Louidor [4], we in
fact know that the N → ∞ limits in (5.1–5.2) in fact exist. Moreover, the conclusions readily
generalize to squares of all sizes. Explicitly, for S := a+(0,K)2 with K > 0 rational and a ∈Q2,
reducing to a subsequence of N’s for which KN ∈N and noting that mKN =mN+2√g logK+o(1)
as N→ ∞ yields (for any A⊂ D open) that
lim
t→∞ limN→∞
1
t
eαt P
(
N−1 argmax
SN
hSN ∈ A , maxx∈SN h
S
N(x)> mN + t
)
=
∫
A
ψS(x)dx, (5.3)
where ψS(x) := a?K2ψ((x− a)/K). Thus, (2.13) holds for squares of rational sizes. Squares
of irrational sizes are handled by straightforward approximations and Proposition 3.3. Note that
that ψS(x) is invariant under a simultaneous shift of both x and S.
Our goal is to extend (5.3) to all D ∈ D. More importantly, we also aim to establish the
formula (2.14) for the corresponding density ψD. As it turns out, the key is to show that, under
the coupling of the DGFF in two nested domains, the maximizer of the field in the larger domain
conditioned on the maximum to be very large will (with high probability) coincide with the
maximizer of the field in the subdomain. This is the content of the following claim:
Proposition 5.2 (Coincidence of maximizers) Let D ∈ D and suppose that A is a non-empty
open set and S,S′ open squares such that A⊂ S′ and S′ ⊂ S ⊂ D. Regard hDN as defined by hDN :=
hSN +ϕ
D,S
N with h
S
N and ϕ
D,S
N independent and let Xˆ
D
N , resp., Xˆ
S
N be the (a.s.-unique) maximizers
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of hDN , resp., h
S
N on DN , resp., SN . Then
lim
M→∞
limsup
t→∞
limsup
N→∞
∣∣∣∣P(XˆDN ∈ AN , maxx∈DN hDN > mN + t
)
−P
(
XˆSN ∈ AN , hDN(XˆSN)> mN + t,max
x∈S′N
|ϕD,SN (x)| ≤M
)∣∣∣∣ 1t eαt = 0 .
(5.4)
Postponing the proof of this proposition, we move to:
Proof of Theorem 2.6. Let D ∈D. We begin by showing the existence of a function ψD such that
(2.13) holds. In light of Proposition 3.3 and the additivity in A of both sides of (2.13), it suffices to
prove the claim for all open sets A⊂D so small that there are open squares S,S′ for which A⊂ S′
and S′ ⊂ S⊂ D hold. We will assume these sets to be fixed for the duration of the argument.
Consider a tiling of R2 by open squares of side 1/K and let Si : i = 1, . . . ,nK denote those
squares entirely contained in A. We assume that K is so large that nK ≥ 1. Let SiN denote the
scaled up version of Si by N and note that SiN ∩S jN = /0 for i 6= j. Denote
ϕminN,i := min
z∈SiN
ϕD,SN (z), i = 1, . . . ,nK . (5.5)
Since the maximizer of hSN is a.s. unique, the Gibbs-Markov property shows
P
(
XˆSN ∈ AN ,hDN(XˆSN)> mN + t,max
x∈S′N
|ϕD,SN (x)| ≤M
)
≥
nK
∑
i=1
P
(
XˆSN ∈ AN ∩SiN , hDN(XˆSN)> mN + t,max
x∈S′N
|ϕD,SN (x)| ≤M
)
≥
nK
∑
i=1
P
(
XˆSN ∈ AN ∩SiN , hSN(XˆSN)> mN + t−ϕminN,i ,max
x∈S′N
|ϕD,SN (x)| ≤M
)
.
(5.6)
As nK does not depend on N or t, we may assume that the corresponding version of (5.3) holds
for all nK squares uniformly. Moreover, the distributional convergence ϕD,SN
law−→ΦD,S takes place
uniformly on S′ and so we can couple ϕD,SN and Φ
D,S on the same probability space such that
maxx∈S′N |ϕ
D,S
N (x)−ΦD,S(x/N)|= o(1) as N→ ∞. Using these facts, we derive
liminf
t→∞ liminfN→∞
1
t
eαtP
(
XˆSN ∈ AN ,hDN(XˆSN)> mN + t,max
x∈S′N
|ϕD,SN (x)| ≤M
)
≥
nK
∑
i=1
(∫
A∩Si
ψS(x)dx
)
E
(
eαΦ
D,S
i 1{supS′ |ΦD,S|<M}
)
,
(5.7)
where ΦD,Si := infx∈Si Φ
D,S(x). Writing the right-hand side as one integral and using the Bounded
Convergence Theorem and the a.s. continuity of ΦD,S on S′ to take K → ∞, we get the inte-
gral of ψS(x) against the expectation of eαΦD,S(x) on the event where supS′ |ΦD,S| < M. In the
limit M→ ∞, the Monotone Convergence Theorem yields
liminf
M→∞
liminf
t→∞ liminfN→∞
1
t
eαt P
(
XˆSN ∈ AN ,hDN(XˆSN)> mN + t,max
x∈S′N
|ϕD,SN (x)| ≤M
)
≥
∫
A
ψS(x)e
1
2α
2Var(ΦD,S(x))dx.
(5.8)
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A completely analogous argument using squares of side-length 1/K that overlap slightly and
cover A gives us, in conjunction with Proposition 3.3 and the fact that ∂A has zero Lebesgue
measure, an identical upper bound with limes superior replacing limes inferior in all three cases.
Based on (5.4) we then conclude (2.13) with
ψD(x) := ψS(x)e
1
2α
2Var(ΦD,S(x)), x ∈ S. (5.9)
It remains to identify ψD explicitly.
Pick D∈D and recall that (2.8) gives Var(ΦD,S(x)) as the difference FD(x)−FS(x), where we
have temporarily denoted
FD(x) := g
∫
∂D
ΠD(x,dz) log |z− y|. (5.10)
It follows that
ψD(x)e−
1
2α
2gFD(x) = ψS(x)e−
1
2α
2gFS(x), x ∈ S. (5.11)
We claim that the quantity on the left is the same for all x ∈ D. Indeed, if x,x′ ∈ D are two
points, choose S to be a square centered at x and S′ a square of the same size centered at x′ such
that S,S′ ⊂ D. The joint shift invariance in x and S of both ψS(x) and FS(x) implies that the
right-hand side of (5.11) is the same for both x and x′. Hence, so is the left-hand side.
Writing c? for the common value of the quantity in (5.11), we infer
ψD(x) = c? e
1
2α
2gFD(x), x ∈ D. (5.12)
Since α2g = 4 (regardless of the value of g), this gives us (2.14). 
We prove also the corresponding conclusion for the ZD-measure:
Proof of Corollary 2.7. Let A ⊆ D be open and let t be related to λ via λ := 1α e−αt . Let ηD
be the limit process in domain D and let (x?,h?) be the point with the largest value of the field
coordinate. Then, as observed in Biskup and Louidor [4],
P
(
x? ∈ A, h? ≤ t)= E( ẐD(A)(1− e−λZD(D))). (5.13)
Noting that λ log(1/λ) = te−αt , the asymptotic (2.15) follows from Theorem 2.6, the distributional
convergence in Theorem 2.1 and some simple approximation arguments.
Concerning (2.16), we pick θ ∈ (0,1) and observe
E
(
ẐD(A)(e−θλZ
D(D)− e−λZD(D)))= λ ∫ 1
θ
E
(
ZD(A)e−sλZ
D(D))ds. (5.14)
Straightforward estimates of the exponent on the right hand side then yield
λ (1−θ)E(ZD(A)e−λZD(D))
≤ E( ẐD(A)(e−θλZD(D)− e−λZD(D)))
≤ λ (1−θ)E(ZD(A)e−θλZD(D)).
(5.15)
Thanks to (2.15), in the limit as λ ↓ 0 the middle expression is asymptotic to (1− θ)λ log(1/λ)
times the integral of ψD over A. The claim follows by taking θ ↓ 0. 
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5.2 Coincidence of maximizers.
We now move to the proof of Proposition 5.2. We begin by noting that inserting the restriction
on the size of the field ϕD,SN on S
′
N comes at no significant cost even under the small-probability
event that the maximum is large:
Lemma 5.3 For sets S,S′,D as in Proposition 5.2 above,
lim
M→∞
limsup
t→∞
limsup
N→∞
1
t
eαt P
(
XˆDN ∈ S′N ∩ΓDN(−t),max
x∈S′N
|ϕD,SN (x)|>M
)
= 0. (5.16)
Proof. Thanks to the fact that S′ is separated from Sc by a positive distance, Proposition 3.6 yields
P
(
max
x∈S′N
|ϕD,SN (x)|>M
)
≤ ce−c′M2 (5.17)
for some c,c′ ∈ (0,∞) and all N ≥ 1. This means we can immediately discard the event that the
maximum |ϕD,SN (x)| exceeds, say, t2/3. For the complementary event, note that the Gibbs-Markov
decomposition hDN = h
S
N +ϕ
D,S
N on S implies
P
(
XˆDN ∈ S′N ∩ΓDN(−t),M <max
x∈S′N
|ϕD,SN (x)|< t2/3
)
≤ ∑
M≤L≤t2/3
P
(
XˆDN ∈ S′N , maxx∈DN h
D
N(x)> mN + t, L<max
x∈S′N
|ϕD,SN (x)| ≤ L+1
)
≤ ∑
M≤L≤t2/3
P
(
max
x∈S′N
hSN(x)> mN + t−L−1,max
x∈S′N
|ϕD,SN (x)|> L
)
.
(5.18)
Using that the two events in the last line are independent and applying (5.1) and (5.17), the limes
superior as N→ ∞ of the last probability is bounded by te−αt times c′′eαL−c′L2 for some c′,c′′ ∈
(0,∞). The latter is summable on L≥M uniformly in t. The claim follows. 
Our proof of Proposition 5.2 will make a repeated use of the fact that, conditional on an ex-
ceptionally high value for the global maximum of hDN , all other extreme local maxima of h
D
N are
considerably smaller.
Lemma 5.4 Let D ∈D. For any function s : [0,∞)→ [0,∞) obeying s(t)≤ t and t− s(t) = o(t)
as t→ ∞,
lim
t→∞ limr→∞ limsupN→∞
1
t
eαtP
(
∃x ∈ ΓDN(−t), ∃y ∈ ΓDN(−s(t)) : |x− y|> r
)
= 0 . (5.19)
Proof. After some straighforward arguments, the proof reduces to a question about asymptotic
for the Laplace transform of the total mass of the ZD-measure. However, since the relevant facts
we need from ZD have not yet been established for general D, but are known for squares, we first
reduce the whole problem to a square domain.
Let S be an open square containing D. Let HDN,r,t denote the event in (5.19) for domain D and
field hDN and let H
S
N,r,t denote the event for domain S with the field h
S
N := h
D
N +ϕ
S,D
N . On H
D
N,r,t , let
(x?,y?) be the vertices realizing the event that are chosen according to some a priori ordering of
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all pairs; otherwise, let (x?,y?) be just the first pair. Then
HSN,r,t ⊇ HDN,r,t ∩
{
ϕS,DN (x
?)≥ 0, ϕS,DN (y?)≥ 0
}
. (5.20)
Now observe (similarly as in the proof of Lemma 3.4) that the second event is independent of the
first and has probability at least 1/4. Hence we get P(HDN,r,t) ≤ 4P(HSN,r,t) and it thus suffices to
prove the result for open squares.
So suppose that D is an open square. For any rN → ∞ with rN/N→ 0,
HDN,r,t ⊆
{∃x,y ∈ ΓN(s) : r ≤ |x− y|< rN}
∪{ηDN,rN (D× [t,∞))≥ 1, ηDN,rN (D× [s(t),∞))≥ 2}. (5.21)
holds once N is sufficiently large. In the limit as N → ∞ and r→ ∞, the probability of the first
event on the right tends to zero by Proposition 3.2 while the second event has an interpretation in
terms of the limit ηD of point processes {ηDN,rN}. In particular, it suffices to show that
lim
t→∞
1
t
eαt P
(
ηD
(
D× [t,∞))≥ 1,ηD(D× [s(t),∞))≥ 2)= 0 (5.22)
for any square domain D.
We will first write the event in (5.22) as the set difference{
ηD
(
D× [t,∞))≥ 1}r{ηD(D× [t,∞))= 1, ηD(D× [s(t), t))= 0} (5.23)
and note that the second event is a subset of the first and so the probability of their set-difference
is the difference of their probabilities. Thanks to Theorem 1.1 of Biskup and Louidor [4], the
process ηD is Poisson with intensity Z(dx)⊗e−αhdh. As the spatial coordinate of the points is not
restrained in the above events, only the total mass Z := ZD(D) matters. Abbreviating λ := 1α e
−αt
and λ ′ := 1α e
−αs(t), (5.23) and the fact that {ηD(D× [t,∞)) = 1} and {ηD(D× [s(t), t)) = 0} are
independent allows us to write
P
(
ηD
(
D× [t,∞))≥ 1,ηD(D× [s(t),∞))≥ 2)= E(1− e−λZ−λZe−λ ′Z). (5.24)
The key point is that, for square domains, the asymptotic for λ ,λ ′ small of the expression on the
right is known. Indeed, Lemma 3.5 from [4] gives
E
(
1− e−λZ)= [1+o(1)]cλ log(1/λ ), λ ↓ 0, (5.25)
and
E
(
Ze−λZ
)
=
[
1+o(1)
]
c log(1/λ ), λ ↓ 0, (5.26)
for some constant c ∈ (0,∞). (In fact, for unit square we get c := a? where a? is as in Proposi-
tion 5.1.) Interpreting this back using t and s(t), we get
P
(
ηD
(
D× [t,∞))≥ 1,ηD(D× [s(t),∞))≥ 2)
=
[
c+o(1)
]
te−αt − [c+o(1)]s(t)e−αt , t,s(t)→ ∞. (5.27)
Under our assumptions on s(t), this tends to zero as t→∞ even after multiplication by t−1eαt . 
Notwithstanding our previous reduction to square domains in the previous proof, Proposi-
tion 5.2 still requires at least a bound on the Laplace transform of the total mass of ZD.
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Lemma 5.5 For each D ∈D, there is c> 0 such that for all λ > 0 small enough,
E
(
1− e−λZD(D))≤ cλ log 1λ . (5.28)
Proof. By Theorem 2.1 and some simple approximation arguments, the expectation on the left is
the limit of the probability that maxx∈DN hDN(x) > mN + t, where λ :=
1
α e
−αt . The claim follows
from, e.g., Proposition 3.3. 
Proof of Proposition 5.2. For general A⊂ D define
XˆD,AN := argmax
AN
hDN (5.29)
and note that XˆD,DN = Xˆ
D
N . Consider sets A⊂ S⊂ S′ ⊂ D as in the statement. Writing the event in
the first probability on the left-hand side of (5.4) as {XˆDN ∈ AN ∩ΓDN(−t)}, our goal is to simply
replace XˆDN by Xˆ
S
N . We will do this by the sequence of replacements
XˆDN −→ XˆD,S
′
N −→ XˆS,S
′
N −→ XˆSN . (5.30)
Each of the arrows will constitute a STEP as designated below. Note that we can freely intersect
the primary event with
FN,M :=
{
max
x∈S′N
|ϕD,SN (x)| ≤M
}
, (5.31)
as the complementary event can be dismissed (in the limit M→∞) thanks to Lemma 5.3. To keep
our expressions short, we introduce the (sub-probability) measure PN,M by
PN,M(E) := P(E ∩FN,M). (5.32)
We now proceed with the actual proof.
STEP 1 : Our task to replace XˆDN by Xˆ
D,S′
N in the above event. Here we note that Xˆ
D
N ∈ AN∩ΓDN(−t)
implies XˆD,S
′
N = X
D
N (because A⊂ S′) and thus{
XˆDN ∈ AN ∩ΓDN(−t)
}⊆ {XˆD,S′N ∈ AN ∩ΓDN(−t)}. (5.33)
On the difference of the two events, the maximizer of hDN on S
′
N lies in AN but the absolute
maximizer lies in DN \S′N . As d(A,(S′)c) > 0, the difference is for large enough N contained in
the event from (5.19) with s(t) := t. Hence
lim
t→∞ limsupN→∞
1
t
eαt
∣∣∣PN,M(XˆDN ∈ AN ∩ΓDN(−t))−PN,M(XˆD,S′N ∈ AN ∩ΓDN(−t))∣∣∣= 0 (5.34)
by Lemma 5.4.
STEP 2 : Our next goal is to substitute XˆD,S
′
N by Xˆ
S,S′
N in {XˆD,S
′
N ∈ AN ∩ΓDN(−t)}∩FN,M. First we
observe that these two points cannot be too far from each other. Indeed, on FN,M
hDN(Xˆ
S,S′
N )≥ hSN(XˆS,S
′
N )−M ≥ hSN(XˆD,S
′
N )−M ≥ hDN(XˆD,S
′
N )−2M (5.35)
and so XˆD,S
′
N ∈ ΓDN(−t) and |XˆD,S
′
N − XˆS,S
′
N | > r imply the occurrence of the event in (5.19) with
s(t) := t−2M. Hence,
lim
t→∞ limr→∞ limsupN→∞
1
t
eαt PN,M
(
XˆD,S
′
N ∈ ΓDN(−t), |XˆD,S
′
N − XˆS,S
′
N |> r
)
= 0. (5.36)
33
Moving to the cases when |XˆD,S′N − XˆS,S
′
N | ≤ r, the fact that ϕD,SN is discrete harmonic on the
square SN and bounded by M on S′N implies∣∣ϕD,SN (x)−ϕD,SN (y)∣∣≤ cM |x− y|N , x,y ∈ S′N , (5.37)
for some constant c ∈ (0,∞) independent of N and M. So once |XˆD,S′N − XˆS,S
′
N | ≤ r,
0≤ hDN(XˆD,S
′
N )−hDN(XˆS,S
′
N )≤ cM
r
N
. (5.38)
It follows that the part of the symmetric difference{
XˆD,S
′
N ∈ AN ∩ΓDN(−t)
}4{XˆS,S′N ∈ AN ∩ΓDN(−t)} (5.39)
that belongs to FN,M ∩{|XˆD,S
′
N − XˆS,S
′
N | ≤ r} is contained in the union{∃x ∈ AN ∩ΓDN(−t) : d(x,AcN)≤ r}∪{max
x∈S′N
hDN(x) ∈ [mN + t,mN + t+ cMr/N]
}
. (5.40)
Since |∂A| has zero Lebesgue measure, Proposition 3.3 ensures
lim
t→∞ limr→∞ limsupN→∞
1
t
eαt P
(∃x ∈ AN ∩ΓDN(−t) : d(x,AcN)≤ r)= 0. (5.41)
Similarly, the convergence to the Cox process established in Theorem 2.1 along with the fact that
ZD(∂S′) = 0 a.s. implies, for any ε > 0,
limsup
N→∞
P
(
max
x∈S′N
hDN(x) ∈ [mN + t,mN + t+ ε]
)≤ E(e−λe−αεZ− e−λZ), (5.42)
where we used the shorthands Z := ZD(S′) and λ := 1α e
−αt . The right-hand side is further
bounded by E(1− e−λ (1−e−αε )Z). Applying Lemma 5.5 (and ZD(S′) ≤ ZD(D)), for ε > 0 fixed
this decays as a constant times te−αt(1− e−αε) as t→ ∞. Taking ε ↓ 0, the probability in (5.42)
thus tends to zero even after multiplication by t−1eαt . Combining with (5.36), we have derived
lim
t→∞ limr→∞ limsupN→∞
1
t
eαt
∣∣∣PN,M(XˆD,S′N ∈ AN ∩ΓDN(−t))−PN,M(XˆS,S′N ∈ AN ∩ΓDN(−t))∣∣∣= 0 (5.43)
and thus completed STEP 2.
STEP 3 : Our final task is to replace XˆS,S
′
N by Xˆ
S
N . Here we note that if Xˆ
S
N ∈ S′N then XˆSN = XˆS,S
′
N
and so the difference of events {XSN ∈ AN ∩ΓDN(−t)} and {XS,S
′
N ∈ AN ∩ΓDN(−t)} implies, on FN,M,
the event in (4.1) with s(t) := t−M. Lemma 5.4 yields
lim
t→∞ limr→∞ limsupN→∞
1
t
eαt
∣∣∣PN,M(XˆS,S′N ∈ AN ∩ΓDN(−t))−PN,M(XˆSN ∈ AN ∩ΓDN(−t))∣∣∣= 0. (5.44)
The desired claim now follows by combining (5.34), (5.43) and (5.44) with Lemma 5.3. 
6. REPRESENTATION VIA A DERIVATIVE MARTINGALE
As noted before, our proofs proceed in a slightly different order from this point on than the
statements of the results. Indeed, our next goal is to prove Theorem 2.8 deferring the proof of
conformal-transformation rule from Theorem 2.5 to the next section.
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FIG 4. An illustration of domain D˜ (the shaded triangles) for D as in Fig. 1. The interior
of the union of the closures of these triangles is domain D′ used later in this section.
6.1 Uniqueness characterization.
The proof of Theorem 2.8 will be based on a representation of measure MD in the statement as
a weak limit of derivative-martingale like expressions that depend, as far as random objects are
concerned, only on a single Gaussian field. A representation of this kind was put forward already
in Theorem 1.4 of Biskup and Louidor [4] but the derivations there were based on specific facts
about the DGFF on Z2 while here we deal with a continuum problem from the outset. It turns out
that, instead of approximating our domains by unions of squares, it is more convenient to work
with regular triangulations.
Given a domain D ∈D and an integer K ≥ 1, consider a tiling of C by equilateral triangles of
side-length K−1 with vertices lying on a triangular lattice of mesh K−1. Let D1, . . . ,DmK denote
the (open) triangles that lie entirely in D and abbreviate
D˜ :=
mK⋃
i=1
Di. (6.1)
Note that D˜ depends on D and K, although we do not make this notationally explicit. Given
a δ ∈ (0,1), let us assume that indices i= 1, . . . ,nK , for some nK ≤mK , enumerate those triangles
that are at least distance δ away fromCrD and let D1δ , . . . ,D
nK
δ denote the equilateral triangles of
side length (1−δ )K−1 with the same orientation and centers as D1, . . . ,DnK , respectively. Recall
the definition
oscA f := sup
x∈A
f (x)− inf
x∈A
f (x) (6.2)
of oscillation of a function f on a set A. Then we have:
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Theorem 6.1 Recall that α := 2/√g and consider the events
AiK,R :=
{
oscDiδΦ
D,D˜ ≤ R}∩{max
Diδ
ΦD,D˜ ≤ 2√g logK−R}, i = 1, . . . ,nK . (6.3)
Then for any family {MD : D ∈D} of random Borel measures satisfying conditions (0-4) of The-
orem 2.8 with c := 1 in (4), the random measure
αψD(x)
nK
∑
i=1
1AiK,R
(
αVar(ΦD,D˜(x))−ΦD,D˜(x))eαΦD,D˜(x)− 12α2Var(ΦD,D˜(x)) 1Diδ (x)dx (6.4)
tends in law to MD in the limit as K→∞, R→∞ and δ ↓ 0 (in this order). This holds irrespective
of the orientation of the triangular grid.
The representation (6.4) immediately yields:
Proof of Theorem 2.8. In light of Theorem 2.4 and Corollary 2.7, the family {ZD : D ∈ D}
constructed in Theorem 2.1 obeys conditions (0-4) of Theorem 2.8. By Theorem 6.1, these
properties determine the law of {ZD : D ∈D} uniquely. 
Remark 6.2 As is easy to check, ΦD,D˜ is the projection of the CGFF on D onto the set of
functions that are piece-wise harmonic on each of the triangles that falls entirely inside D. Hence,
if it were not for the truncations and other restrictions, the measure in (6.4) would already have
the desired form of (an approximation to) the critical LQG measure. Unfortunately, we do not
know how to (cleanly) remove the truncations to make the connection precise through this route.
Assume {MD : D ∈D} and ΦD,D˜ are statistically-independent realizations of the correspond-
ing processes and suppose throughout the rest of this section that the conditions (0-4) in Theo-
rem 2.8 hold. The proof of Theorem 6.1 opens up by noting that
1D˜(x)M
D(dx) law=
nK
∑
i=1
eαΦ
D,D˜(x)MD
i
(dx) (6.5)
holds. This is thanks to the Gibbs-Markov property (property (3) in Theorem 2.8). As the next
proposition shows, the restriction of the measure on the left to D˜ is immaterial:
Proposition 6.3 For each ε > 0,
lim
δ↓0
limsup
K→∞
P
(
MD
(
Dr
nK⋃
i=1
Diδ
)
> ε
)
= 0. (6.6)
Focussing now on the right-hand side of the expression in (6.5), our derivations will require
restrictions on irregularity of the field ΦD,D˜; in particular, we need a bound on the maximal value
and oscillation of the field in individual triangles. This is the content of the following propositions
(recall again that D˜ depends on K and δ ):
Proposition 6.4 Let xi0 denote the center of the triangle D
i. There is ζ > 0 such that, for
each δ > 0
limsup
K→∞
P
(
max
i=1,...,nK
ΦD,D˜(xi0)> 2
√
g logK−ζ log logK
)
= 0. (6.7)
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Proposition 6.5 For any δ ∈ (0,1) and any ε > 0,
lim
R→∞
limsup
K→∞
P
( nK
∑
i=1
∫
Diδ
MD
i
(dx)eαΦ
D,D˜(x)1{oscDiδΦ
D,D˜>R} > ε
)
= 0. (6.8)
As a final ingredient, we will need to control the small-argument asymptotic of the Laplace
transform of the integral of MD against an equicontinuous class functions. This will be based
on the tail assumption in part (4) of Theorem 2.8. Fortunately, we will only need this for one
domain; namely, the equilateral triangle T of side-length 1 centered at 0 and oriented consistently
with the above triangular cover of C.
Let Tδ be the triangle of side-length 1−δ centered and oriented same as T . Given β > 0 and
R> 0 letFR,β ,δ denote the class of continuous functions f : T → R such that,
f (x)≥ β and | f (x)− f (y)| ≤ R|x− y|, x,y ∈ T δ . (6.9)
Then we have:
Proposition 6.6 Fix β > 0 and R> 0. For each ε > 0 there are δ0 > 0 and λ0 > 0 such that, for
all λ ∈ (0,λ0), all δ ∈ (0,δ0) and all f ∈FR,β ,δ ,
(1− ε)
∫
Tδ
f (x)ψT (x)dx≤ logE(e
−λMT ( f1Tδ ))
λ logλ
≤ (1+ ε)
∫
Tδ
f (x)ψT (x)dx, (6.10)
where we abbreviated MT ( f1Tδ ) :=
∫
Tδ
MT (dx) f (x).
Deferring temporarily the proof of all four propositions, we can now prove the derivative-
martingale like representation in (6.4):
Proof of Theorem 6.1. In light of (6.5) and the above propositions, the random measure
MDK,R,δ (dx) :=
nK
∑
i=1
1AiK,Re
αΦD,D˜(x)1Diδ
(x)MD
i
(dx) (6.11)
tends weakly to MD in the stated limits. Pick some f : D→ [0,∞) bounded and continuous and
assume f ≥ β on D for some β > 0. Writing MDK,R,δ ( f ) for the integral of f with respect to
MDK,R,δ , (6.11) reads
E
(
e−M
D
K,R,δ ( f )
)
= E
(
∏
i=1,...,nK
AiK,R occurs
exp
{
−eαΦD,D˜(xi0)MDi( f1Diδ e
α(ΦD,D˜−ΦD,D˜(xi0)))
})
. (6.12)
Whenever AiK,R occurs, we have
eαΦ
D,D˜(xi0) ≤ eα2√g logK−αζ log logK = K4(logK)−αζ (6.13)
and ∣∣ΦD,D˜(x)−ΦD,D˜(xi0))∣∣≤ R, x ∈ Diδ . (6.14)
Since x 7→ΦD,D˜(x) is harmonic on Di and f is, being a member ofFR,β ,δ , uniformly continuous
and positive, for all realizations of ΦD,D˜ satisfying (6.13–6.14) the function
g(z) := f
(
xi0+K
−1z
)
eα(Φ
D,D˜(xi0+z/K)−ΦD,D˜(xi0)) (6.15)
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lies inFR′,β ′,δ for some suitable R′ and β ′ that depend only on R and β . The scaling property (2)
tells us that K4MD
i
(K−1dx) has the law of a shifted MT . Proposition 6.6 with λ := K−4eαΦD,D˜(xi0)
then implies
exp
{
(1+ ε)K−4 log
(
K−4eαΦ
D,D˜(xi0)
)∫
Diδ
f (x)K4ψD
i
(x)eαΦ
D,D˜(x) dx
}
≤ E
(
exp
{
−eαΦD,D˜(xi0)MDi( f1Diδ e
α(ΦD,D˜−ΦD,D˜(xi0)))
}∣∣∣∣ΦD,D˜)
≤ exp
{
(1− ε)K−4 log(K−4eαΦD,D˜(xi0))∫
Diδ
f (x)K4ψD
i
(x)eαΦ
D,D˜(x) dx
} (6.16)
whenever AiK,R holds, K is sufficiently large and δ is sufficiently small, uniformly in i= 1, . . . ,nK .
Here the factor K4 inside the integral arises from scaling (and shifting) the measure ψT (x)dx on
the unit triangle T to the triangle Di of side-length K−1.
In order to convert the expression in the exponentials on both sides of (6.16) into the desirable
form, we will absorb the term log(K−4eαΦD,D˜(xi0)) into the integral and turn it into the expression
α(ΦD,D˜(x)−αVar(ΦD,D˜(x))). For this we first note (cf Lemma 6.7) that
Var
(
ΦD,D˜(x)
)
= g logK+O(1), x ∈ Diδ . (6.17)
As α2g = 4, assuming that AiK,R occurs, this and (6.14) permit us to write,
log(K−4eαΦ
D,D˜(xi0)) = α
(
ΦD,D˜(x)−αVar(ΦD,D˜(x)))+O(1), (6.18)
where the O(1) term is bounded uniformly in x ∈ Diδ . But log(K−4eαΦ
D,D˜(xi0)) is order log logK
on AiK,R and so the O(1) term can be absorbed at the cost of changing (1± ε) into (1± 2ε).
Denoting the measure in (6.4) by Z˜DK,R,δ and recalling that
ψD
i
(x) = ψD(x)e−
1
2α
2Var(ΦD,D˜(x)), x ∈ Di, (6.19)
(see, e.g., (5.12)) we thus get
E
(
e−(1+ε)Z˜
D
K,R,δ ( f )
)≤ E(e−MDK,R,δ ( f ))≤ E(e−(1−ε)Z˜DK,R,δ ( f )). (6.20)
In particular, since ε was arbitrary, Z˜DK,R,δ ( f )
law−→MD( f ) in the stated limits for any bounded and
continuous function f : D→ R with f ≥ β . But β was arbitrary and such functions are dense in
the space of all bounded and continuous functions and so the claim follows. 
6.2 Proofs of key propositions.
We are left with the proof of the above four propositions. We begin with those that are easier:
Proof of Proposition 6.3. Let us temporarily write D˜K,δ instead of just D˜. Suppose the claim
fails. Then there are sequences Kn→ ∞ and δn ↓ 0, the latter exponentially decaying, such that
liminfn→∞P(MD(Dr D˜Kn,δn) > ε) > ε for some ε > 0. Now Leb(Dr D˜Kn,δn) = O(δn) and so
Bm :=
⋃
n≥m(DrDKn,δn) obeys Leb(Bm)→ 0 as m→∞. By Dr D˜Kn,δn ⊆ Bn and Bn is decreasing
and so P(MD(Bn) > ε) > ε for all n ≥ 1. But this contradicts the stochastic absolute continuity
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assumption because B∞ :=
⋂
n≥1 Bn has zero Lebesgue measure and yet non-zero MD measure
with positive probability. The claim follows. 
For the second proposition, and also later reference, we need to control the variance of ΦD,D˜
and some linear combinations thereof:
Lemma 6.7 For each δ ∈ (0,1) there is c(δ )< ∞ such that
sup
K≥1
max
i=1,...,nK
sup
x∈Diδ
∣∣∣Var(ΦD,D˜(x))−g logK∣∣∣≤ c(δ ) (6.21)
and
sup
K≥1
max
i, j=1,...,nK
sup
x,y∈Diδ
sup
z∈D jδ
Cov
(
ΦD,D˜(z),ΦD,D˜(y)−ΦD,D˜(x)))≤ c(δ ). (6.22)
In fact, we even have
sup
K≥1
max
i=1,...,nK
sup
x,y∈Diδ
x 6=y
E
(
(ΦD,D˜(x)−ΦD,D˜(y))2)
K−1|x− y| ≤ c(δ ). (6.23)
Proof. Recall that CD,D˜(x,y) denotes the covariance of the Gaussian field ΦD,D˜. Using that the
harmonic measure is normalized to one, we rewrite (2.8) as
CD,D˜(x,y) =
∫
∂D×∂ D˜
ΠD(x,dz)⊗ΠD˜(x,dz˜) log |y− z||y− z˜| . (6.24)
To get (6.21) we now evaluate this for y= x∈Diδ and note that, given any z∈ ∂D and z˜∈ ∂Diδ , the
ratio |x−z˜||x−z| is bounded between a constant times δ/K and a constant times 1/(δK). (The constant
depends on the diameter of D but not on K.)
For (6.22) and (6.23) we pick x,y ∈ Diδ , z ∈ D jδ and rewrite (2.8) as
Cov
(
ΦD,D˜(z),ΦD,D˜(x)−ΦD,D˜(y)))
=
∫
∂D
ΠD(z,du) log
|x−u|
|y−u| −
∫
∂ D˜
ΠD˜(z,du) log
|x−u|
|y−u| . (6.25)
Given any u ∈ Cr{x}, the triangle inequality shows∣∣∣∣ |y−u||x−u| −1
∣∣∣∣≤ |x− y||x−u| . (6.26)
Noting that, for any u ∈ ∂D or u ∈ ∂ D˜ and some constants c,c′ ∈ (0,∞),
|x− y|
|x−u| ≤ c
K
δ
|x− y| ≤ c
′
δ
, (6.27)
both (6.22) and (6.23) follow. 
Proof of Proposition 6.4. Thanks to (6.21), the standard Gaussian estimate and some simple
algebra show
P
(
ΦD,D˜(xi0)> 2
√
g logK−R)≤ c√
logK
K−2 eαR (6.28)
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for some constant c > 0, uniformly in i = 1, . . . ,nK and R such that 0 ≤ R ≤√g logK. As there
are only order K2 points to control, the claim follows by a union bound. 
The proof of Proposition 6.6, dealing with the measure MT on the triangle T of unit length,
is somewhat more involved. The argument naturally splits into two parts the first of which is the
content of the following claim:
Lemma 6.8 Fix β > 0 and R> 0. For each ε > 0 there are δ0 > 0 and λ1 > 0 such that, for all
λ ∈ (0,λ1), all δ ∈ (0,δ0) and all f ∈FR,β ,δ ,
(1− ε)
∫
Tδ
f (x)ψT (x)dx≤ E(M
T ( f1Tδ )e
−λMT (T ))
log(1/λ)
≤ (1+ ε)
∫
Tδ
f (x)ψT (x)dx (6.29)
Proof. Fix β > 0 and R> 0 and, given an ε > 0, partition T into K2 triangles {Ti : i = 1, . . . ,K2}
of side K−1, where R/K ≤ ε . Thanks to our assumption that condition (2) in Theorem 2.8 holds,
we may find λ1 > 0 such that
(1− ε)
∫
Ti
ψT (x)dx≤ E
(
MT (Ti)e−λM
T (T )
)
log(1/λ)
≤ (1+ ε)
∫
Ti
ψT (x)dx (6.30)
is true for all λ ∈ (0,λ1) and all i = 1, . . . ,K2.
Now let f be a function such that (6.9) holds and observe that, since f ≥ 0 we necessarily
have f ≤ R. Thanks to the Lipschitz estimate in (6.9), we may then approximate f from above
and below by a function fK that is constant on each Ti and | fK− f | ≤ ε . Then (6.30) gives
E
(
MT ( f1Tδ )e
−λMT (T ))≤ E(MT ( fK + ε)e−λMT (T ))
≤ log(1/λ)
K2
∑
i=1
(1+ ε)
∫
Ti
ψT (x)
(
fK(x)+ ε
)
dx
≤ log(1/λ)(1+ ε)
∫
T
ψT (x)
(
f (x)+2ε
)
dx
(6.31)
as soon as λ ∈ (0,λ1). For the corresponding lower bound we assume that 2ε ∈ (0,β ); a similar
derivation then yields
E
(
MT ( f1Tδ )e
−λMT (T ))
log(1/λ)
≥ (1− ε)
∫
T ′δ
ψT (x)
(
f (x)−2ε)dx, (6.32)
where T ′δ is the union of all Ti’s that lie entirely in Tδ . Since the integral ofψ
T is finite and positive
and f is bounded below and above by constants that depend only on β and R, respectively, the
claim follows by choosing δ sufficiently small and K large enough. 
Remark 6.9 The bound (6.30) is the only place where the Laplace transform asymptotics (2.20)
of the ZD-measure enters the proof of Theorem 6.1. Here we state this bound only for unit
triangles because, in (6.16), we use invariance under dilations from (2.17) to bring triangles of
side-length 1/K to unit scale. Should the dilation property in (2.17) not be a priori available, the
same can be achieved by enhancing (2.20) to:
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(4’) (uniform Laplace transform tail) There is c∈ (0,∞) such that for any open set A with A⊂D,
and with
DK :=
{
K−1x : x ∈ D} and AK := {K−1x : x ∈ A} (6.33)
we have
lim
λ↓0
sup
K≥1
∣∣∣∣ K4 E(MDK (AK)e−λK4MDK (DK))log(1/λ) − c
∫
A
ψ D(x)dx
∣∣∣∣ = 0 (6.34)
As the proof shows, we in fact just need to prove this for D and A being the triangles T and Tδ .
Proof of Proposition 6.6. We will relate the quantity in the statement to that in Lemma 6.8.
Pick f : T → [0,∞) with f (x)≤ R. For the upper bound we note
logE
(
e−λM
T ( f ))=−λ ∫ 1
0
E(MT ( f )e−sλMT ( f ))
E(e−sλMT ( f ))
ds
≤−λE(MT ( f )e−λRMT (T )), (6.35)
where we first bounded the denominator in the integrand by one and then estimated the exponent
in the numerator from above by λMT (T ) times the absolute maximum of f . Invoking the upper
bound in Lemma 6.8 for f replaced by f1Tδ , we get the upper bound in the claim as soon as
λ0 ≤ λ1/R.
For the corresponding lower bound, pick a> 0 and write
E
(
e−λM
T ( f ))≥ E(e−λMT ( f )−λaMT (T ))
≥ E(e−λaMT (T ))exp{−λ E(MT ( f )e−λaMT (T ))
E(e−λaMT (T ))
} (6.36)
where the second bound follows by Jensen’s inequality for exponential function. Since the loga-
rithm of the first term on the right is order aλ log(1/λ), the claim again follows from Lemma 6.8
with ε replaced by, say, ε/2 provided a is chosen sufficiently small and λ0 ≤ λ1a. 
Proposition 6.5 is hardest to prove and is the sole reason why we work with triangular parti-
tions. In order to explain this, let D′ denote the interior of
⋃mK
i=1 Di. Then
ΦD,D˜ law= ΦD,D
′
+ΦD
′,D˜ (6.37)
with the last two fields independent. Next we recall that the field ΦD′,D˜ can be thought of as
a projection of the CGFF on D′ onto the space of (piece-wise) harmonic functions on D˜. This
space of harmonic functions contains the linear subspaceH 4 of all continuous piece-wise linear
functions with zero boundary conditions on ∂D′. Thus, ΦD,D′ further splits into a sum of inde-
pendent Gaussian fields, Φ4+Φ⊥, where Φ4 is the projection of ΦD′,D˜ onH 4 while Φ⊥ is the
corresponding projection onto the orthogonal complement thereof. Combining with the above
formula, we thus have
ΦD,D˜ law= ΦD,D
′
+Φ4+Φ⊥, (6.38)
with all three fields on the right independent. An important technical point for us is that, thanks
to an observation that goes back to Sheffield [26], Φ4 can be represented as a linear extension of
the DGFF on the triangular grid.
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We start with some estimates on the variances of the various involved fields. The first one
of these, ΦD,D′ , can be dealt with using Proposition 3.7 so let us move directly to the “rough”
field Φ⊥. Here we get:
Lemma 6.10 For each δ > 0 there is c(δ )< ∞ such that
sup
K≥1
max
i=1,...,nK
sup
x∈Diδ
Var
(
Φ⊥(x)
)≤ c(δ ) (6.39)
The proof of this claim requires somewhat unpleasant computations and so we postpone it tem-
porarily in order to keep attention focussed on the main part of the argument. We will nonetheless
record an immediate corollary:
Corollary 6.11 Denote
εR := sup
K≥1
max
i=1,...,nK
sup
x∈Diδ
E
(
eαΦ
⊥(x)1{oscDiδΦ
⊥>R}
)
. (6.40)
Then limR→∞ εR = 0.
Proof. Thanks to the independence of ΦD,D′+Φ4 and Φ⊥, the bound (6.23) applies equally well
to Φ⊥ instead of ΦD,D˜. This makes the Fernique criterion available which, in conjunction with
the Borell-Tsirelson inequality (enabled by Lemma 6.10), then shows that supx∈Diδ |Φ
⊥(x)| has
Gaussian tails uniformly in K ≥ 1 and i= 1, . . . ,nK . Bounding both Φ⊥(x) and oscDiδΦ
⊥ in terms
of supx∈Diδ |Φ
⊥(x)| and applying the exponential Chebyshev inequality, we get the claim. 
The above estimates will be particularly useful thanks to the following observation:
Lemma 6.12 Let Y law= N (0,100c(δ )) be independent of Φ4. Then for any x,y ∈⋃ni=1 Diδ ,
Cov
(
Φ4(x)+Y,Φ4(y)+Y
)≥ Cov(ΦD,D˜(x),ΦD,D˜(y)). (6.41)
Similarly, setting Ψ4(x) :=Φ4(x)+Φ4(xi0+a)−Φ4(xi0+b) whenever x ∈Diδ , once δ is small
enough, we have
Cov
(
Ψ4(x)+Y,Ψ4(y)+Y
)≥ Cov(ΦD,D˜(x),ΦD,D˜(y)), (6.42)
for any x,y ∈⋃ni=1 Diδ and any a,b with |a|, |b| ≤ 14 K−1.
Proof. first note that by the first part of Proposition 3.7, Var(ΦD,D′(x)) ≤ c(δ ) uniformly in
x ∈ ⋃ni=1 Diδ and K ≥ 1. Using also Lemma 6.10, the bounds (6.22–6.23) in Lemma 6.7 apply
with ΦD,D˜ replaced by Φ4 (and c(δ ) multiplied by a numerical constant).
Now assume, without loss of generality that Y , is independent of Φ4, Φ⊥ and ΦD,D′ . Then
(6.38) and Lemma 6.10 imply
Cov
(
Φ4(x)+Y,Φ4(y)+Y
)≥ Cov(ΦD,D˜(x),ΦD,D˜(y))+2c(δ ). (6.43)
This immediately gives the first part of the claim. For the second part, we write the covariance
using covariances of Φ4 and then apply (6.22–6.23). 
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Proof of Proposition 6.5. In light of the second part of Proposition 3.7, for any δ > 0,
osc⋃nK
i=1 D
i
δ
ΦD,D
′ −→
K→∞
0 (6.44)
in probability. This means that (at the cost of modifying R slightly) we can replace the event
{oscDiδΦ
D,D˜ > R} by the union of the corresponding events (with R replaced by R/2) for the
fields Φ4 and Φ⊥. Invoking a union bound, we may then study the contributions of triangles
where these events occur separately.
Let us first address the contribution coming from high oscillations of the field Φ⊥. Define
M⊥K,R :=
n
∑
i=1
∫
Diδ
MD
i
(dx)eαΦ
D,D˜(x)1{oscDiδΦ
⊥>R}. (6.45)
Then, by the fact that ΦD,D′+Φ⊥ and Φ4 are independent and using Jensen’s inequality,
Ee−λM
⊥
K,R ≥ E
(
exp
{
−λ
n
∑
i=1
∫
Diδ
MD
i
(dx)eαΦ
4(x)E
(
eαΦ
⊥(x)1{oscDiδΦ
⊥>R}
)})
. (6.46)
Recall that the inner expectation is bounded by the quantity εR in (6.40).
Let now Y law= N (0,100c(δ )) be independent of Φ⊥, Φ4 and the MDi’s. The first claim in
Lemma 6.12 permits us to use Kahane’s convexity inequality (see Proposition 3.8) to conclude
Ee−λe
αY M⊥K,R ≥ E
(
exp
{
−λεR
n
∑
i=1
∫
Diδ
MD
i
(dx)eαΦ
4(x)+αY
})
.
≥ E
(
exp
{
−λ εR e 32α2c(δ )
n
∑
i=1
∫
Diδ
MD
i
(dx)eαΦ
D,D˜(x)
})
≥ E
(
exp
{
−λ εR e 32α2c(δ )MD(D)
})
,
(6.47)
where we also used that Var(Φ4(x)) ≤ Var(ΦD,D˜(x)). The right-hand side is independent of K
and it tends to zero as R→ ∞ since MD(D)< ∞ a.s. and εR→ 0. As Y is a fixed random variable
independent of M⊥K,R, it follows that M
⊥
K,R→ 0 in probability as K→ ∞ and R→ ∞.
Next let us move to contributions coming from high oscillations of Φ4. Since Φ4 is linear
on every triangle, to control its oscillation it suffices to control its value at three distinct points.
For δ small enough, the distance of xi0 to the boundary of D
i
δ is at least
1
4 K
−1. For each a,b
with |a|, |b| ≤ 14 K−1 we have xi0+a,xi0+b ∈ Diδ and so it makes sense to define
M4K,R(a,b) :=
n
∑
i=1
∫
Diδ
MD
i
(dx)eαΦ
D,D˜(x)1{Φ4(xi0+a)−Φ⊥(xi0+b)>R} (6.48)
Using Jensen’s inequality to eliminate the field ΦD,D′+Φ⊥ as before, we obtain
Ee−λM
4
K,R(a,b)
≥ E
(
exp
{
−λe 12α2c(δ )
n
∑
i=1
∫
Diδ
MD
i
(dx)eαΦ
4(x)1{Φ4(xi0+a)−Φ⊥(xi0+b)>R}
})
. (6.49)
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The Markov inequality then shows
Ee−λM
4
K,R(a,b) ≥ E
(
exp
{
−λe 14 c(δ )−αR
n
∑
i=1
∫
Diδ
MD
i
(dx)eαΨ(x)
})
. (6.50)
where we recalled Ψ4(x) := Φ4(x)+Φ4(xi0 + a)−Φ4(xi0 + b) once x ∈ Diδ . Applying again
Kahane’s estimate from Proposition 3.8 with the help of the second claim in Lemma 6.12, we
thus get
Ee−λe
αY M4K,R(a,b) ≥ E
(
exp
{
−λc′(δ )e−αRMD(D)
})
(6.51)
for some c′(δ ) < ∞. Notice that this gives us the convergence M4K,R(a,b)→ 0 in probability
as K→ ∞ and R→ ∞ uniformly in the allowed a,b.
Now let a1,a2,a3 be the points marking the third-roots of unity. The intersection of the event
in (6.8) with the event {M⊥K,R/2 ≤ ε/2} is then contained in⋃
1≤i< j≤3
{
M4K,R/20(ai2
−K−2,a j2−K−2)> ε/6
}
. (6.52)
By (6.51), each of these three events has probability tending to zero as K→ ∞ and R→ ∞. Since
also M⊥K,R→ 0 in probability in this limit, the claim follows. 
6.3 Variance of Φ⊥.
For the proof of Proposition 6.6 to be complete, it remains to check the uniform boundedness of
the variance of the field Φ⊥.
Proof of Lemma 6.10. The independence of Φ4 and Φ⊥ implies
Var
(
Φ⊥(x)
)
= Var
(
ΦD,D˜(x)
)−Var(Φ4(x))−Var(ΦD,D′(x)) (6.53)
and so, in light of the first part of Proposition 3.7, it suffices to show that the first two variances
on the right differ only by a universal constant. Lemma 6.7 gives
Var
(
ΦD,D˜(x)
)≤ g logK+ c1 (6.54)
for all x ∈⋃nKi=1 Diδ . It thus suffices to show that
Var
(
Φ4(x)
)≥ g logK− c2 (6.55)
for some c2 < ∞ and all x ∈⋃nKi=1 Diδ .
Let TK denote the set of the vertices in the triangles constituting D˜; we think of TK as a
subgraph of the triangular lattice of mesh size K−1. Let ∂ ?TK denote inner boundary of TK ;
these are the vertices that lie in ∂D′. Abusing our notations slightly, let ΦK denote the restriction
of Φ4 to the points in TK . As observed in Sheffield [26, Section 4.2], ΦK is distributed as 31/4
times the DGFF on TK with 0 boundary values on ∂ ?TK . More precisely, in our normalization
(which differs from Sheffield by a factor 1/4) the density of ΦK with respect to the Lebesgue
measure is proportional to
exp
{
−18 1√3‖∇ϕ‖
2
2
}
= exp
{
−18 6√3
〈
ϕ,−16∆ϕ
〉}
= exp
{
−12
√
3
2
〈
ϕ,G−1K ϕ
〉}
. (6.56)
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Here 〈 f ,g〉, resp., ‖ f‖2 denotes the inner product, resp., the norm in `2(TK) with respect to the
counting measure, ∆ is the discrete Laplace operator on TK , and 16∆ is thus the generator of the
simple random walk on TK . Finally, GK := (−16∆)−1 is the Green operator with 0 boundary
conditions on ∂ ?TK .
Based on the above reasoning, it follows that
Cov
(
ΦK(x),ΦK(y)
)
= (2/
√
3)GK(x,y), x,y ∈ TK . (6.57)
Letting a(x) denote the potential kernel associated with the simple random walk on the triangular
lattice T of unit mesh size and writing HTK (x, ·) to denote the harmonic measure on ∂ ?TK for the
random walk on TK started from x, standard discrete potential theory shows
GK(x,y) =−a
(
K(x− y))+ ∑
z∈∂ ?TK
HTK (x,z)a
(
K(z− y)) . (6.58)
For the harmonic potential on the triangular lattice (or other lattice as well), Theorem 1 from
Kozma and Schreiber [19] gives the asymptotic
a(w) ∼
|w|→∞
τ log |w| , where τ := vol(T)
pi|det Σ|1/2 , (6.59)
for |w| denoting the Euclidean norm of w,
vol(T) := lim
r→∞
Leb(B(0,r))
|B(0,r)∩T| (6.60)
expressing the comparison of volumes of the Euclidean ball B(0,r) of radius r centered at 0 with
the number of vertices of T contained therein and Σ denoting the covariance matrix of the single
step distribution of the random walk (regarded as a random variable in R2). A straightforward
calculation now shows
vol(T) =
√
3
2
and det Σ=
1
4
(6.61)
and so τ =
√
3/pi .
Now let u,v ∈ TK ∩Di for some i ∈ {1, . . . ,nK}. Then the lattice distance of these points
from ∂ ?TK is at least order δK and so, as K→ ∞, the asymptotic (6.59) can be used. Combining
(6.57) with (6.59) and (6.61), we thus get
Cov
(
ΦK(u),ΦK(v)
)≥ √3
pi
2√
3
logK− c (6.62)
for some c= c(δ )<∞. If {u,v,w} are the vertices in TK∩Di for some i∈ {1, . . . ,nK}, then every
x ∈ Di can be written as x = α1u+α2v+α3w for some nonnegative numbers α1,α2,α3 that add
up to 1. The piece-wise linearity of Φ4 then implies that Φ4(x) can be written as
Φ4(x) =Φ4
(
α1u+α2v+α3w
)
= α1ΦK(u)+α2ΦK(u)+α3ΦK(u). (6.63)
Invoking (6.62), we thus get
Var
(
Φ4(x)
)≥ (g logK− c)(α1+α2+α3)2 = g logK− c. (6.64)
This is exactly the desired bound (6.55). 
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7. CONFORMAL INVARIANCE
The next item to prove is the conformal-transformation rule from Theorem 2.5. We begin by
a simple consequence of Theorem 6.1. Recall that a rotation is a map f : C→ C of the form
f (z) := λ z for λ ∈ C with |λ |= 1.
Lemma 7.1 The family of laws of {ZD : D ∈ D} is invariant under rotations. More precisely,
for all λ ∈ C with |λ |= 1 and all D ∈D, and denoting f (z) := λ z,
(Z f (D) ◦ f )(dx) law= ZD(dx). (7.1)
Proof. As observed already in the proof of Theorem 2.8, the family {ZD : D ∈D} obeys condi-
tions (0-4) thereof and so, by Theorem 6.1, ZD is a weak limit of the measures in (6.4). Thanks
to the representation based on Poisson kernel and Euclidean distance, the function ψD is clearly
invariant under rotations of D and so is the covariance CD,D˜ of the field ΦD,D˜, provided we rotate
the underlying triangular grid — which determines D˜ from D — along with D. It follows that
also the law of the measure in (6.4) is rotation invariant and thus so must be ZD. 
We will now state general conditions on a family of random measures that ensures validity of
the conformal-transformation rule (2.10).
Theorem 7.2 Suppose {MD : D ∈D} is a family of random Borel measures that obey:
(0) (support and total mass restriction) MD is concentrated on D and MD(D)< ∞ a.s.
(1) (stochastic absolute continuity) P(MD(A)> 0) = 0 for any Borel A⊂ D with Leb(A) = 0,
(2) (shift, dilation and rotation invariance) for a,λ ∈ C,
Ma+λD(a+λdx) law= |λ |4MD(dx), (7.2)
(3) (Gibbs-Markov property) if D, D˜ ∈ D are disjoint then, for MD and MD˜ on the right are
regarded as independent,
MD∪D˜(dx) law= MD(dx)+MD˜(dx), (7.3)
while if D, D˜ ∈D obey D˜⊆ D and Leb(Dr D˜) = 0, then
MD(dx) law= MD˜(dx)eαΦ
D,D˜(x) , (7.4)
where ΦD,D˜ and MD˜ on the right-hand side are independent.
Then for any conformal bijection f : D→ D′ with D,D′ ∈D
(MD
′ ◦ f )(dx) law= | f ′(x)|4MD(dx). (7.5)
We can apply this result immediately to the family of measures constructed in Theorem 2.1:
Proof of Theorem 2.5. By Theorem 2.1 and Lemma 7.1, the family of measures {ZD : D ∈ D}
obeys the conditions of Theorem 7.2 and so we get (2.10) from (7.5). The relation (2.11) is then
a consequence of the fact that, for any conformal bijection f : D→ D˜ between simply connected
domains D and D′, we have | f ′(x)|= radD˜( f (x))/radD(x). 
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The upshot of Theorem 7.2 is that the Gibbs-Markov property is sufficient to turn invariance
under “rigid” conformal maps — shifts, rotations and dilations — into invariance under all con-
formal maps. This is no big surprise as general conformal maps can be thought of as shifts,
rotations and dilations locally. However, full details still require some work. Fortunately, a good
part of this work has already been done in Propositions 6.3–6.5 in Section 6.
The crux of the proof will be to show the following one-way bound:
Proposition 7.3 Let {MD : D ∈D} be as in Theorem 7.2. Pick D,D′ ∈D and let f : D→D′ be
a conformal bijection. Then for any bounded and continuous function u : D′→ [0,∞),
E
(
e−M
D(u◦ f ))≥ E(e−MD′ (u| f ′◦ f−1|−4)). (7.6)
Indeed, this is more than enough to give us the desired result:
Proof of Theorem 7.2. Just iterate (7.6) twice to see that equality must hold for all bounded and
continuous u. 
To get Proposition 7.3, we begin with the observation that the law of the “binding” field ΦD,D˜
is invariant under conformal maps. More precisely, we have:
Lemma 7.4 Let D, D˜ ∈ D obey D˜ ⊆ D. Let f be a conformal bijection of D onto f (D) ∈ D.
Then we have
CD,D˜(x,y) =C f (D), f (D˜)
(
f (x), f (y)
)
, x,y ∈ D˜. (7.7)
In particular, Φ f (D), f (D˜) ◦ f law= ΦD,D˜.
Proof. By (3.18), CD,D˜ is the difference of the Green functions in D and D˜. The claim then follows
from the fact that G f (D)( f (x), f (y)) = GD(x,y) for any x,y ∈ D. (This is itself proved, e.g., by
noting that y 7→ GD(x,y) is a fundamental solution of the Poisson equation in D, i.e., it solves
the equation ∆ϕ(y) = δx(y) in D with zero boundary conditions on ∂D. Under f , this equation
transforms to the corresponding equation in f (D).) 
Proof of Proposition 7.3. Let D ∈D and let D˜ be the union of triangles of side K−1 as detailed
in Section 6.1. Then, as observed before, the measure MDK,R,δ defined in (6.11) tends, in the limit
K → ∞, R→ ∞ and δ ↓ 0, to MD. Suppose now that f : D→ D′ is a conformal bijection of D
onto a domain D′ ∈D and pick a test function u : D′→ [0,∞) which we assume to be bounded
and continuous. The composition u◦ f induces a corresponding test function on D. Then
MDK,R,δ (u◦ f ) =
nK
∑
i=1
1AiK,R M
Di((u◦ f )1Diδ eαΦD,D˜). (7.8)
Define
fi,K(z) := f (xi0)+(1+K
−1/2) f ′(xi0)(z− xi0) (7.9)
and note that this is a slightly scaled-up linearization of f on Di. Using the inverse of this function
to change variables from z ∈ D to z ∈ D′ we get
MDK,R,δ (u◦ f ) =
nK
∑
i=1
1AiK,R M
Di ◦ f−1i,K
(
(u◦ f ◦ f−1i,K )(1Diδ ◦ f
−1
i,K )e
αΦD,D˜◦ f−1i,K
)
. (7.10)
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But the fact that Di are at least δ away from the boundary of D implies a uniform bound on f ′′
there and, as a consequence, the estimate
f − fi,K = O(K−3/2), on Di, (7.11)
with the implicit constant uniform in i = 1, . . . ,nK . For any fixed ε > 0, the following is true as
soon as K is sufficiently large and c ∈ (0,∞) is a constant independent of K:
(a) fi,K(Di)⊇ f (Di),
(b) for D˜iδ := {z ∈ f (Di) : dist(z, f (Di)c)> (δ/2)| f ′(xi0)|/K},
1Diδ
◦ f−1i,K ≤ 1D˜iδ , (7.12)
(c) whenever AiK,R occurs,
eαΦ
D,D˜◦ f−1i,K ≤ eαΦD,D˜◦ f−1+cK−3/2 , on D˜iδ , (7.13)
(d) on f (Di),
u◦ f ◦ f−1i,K ≤ u+ ε. (7.14)
(e) for each ε > 0 and K sufficiently large,
e
1
2α
2Var(Φ fi,K (D
i), f (Di)(x)) ≤ 1+ ε (7.15)
holds for all x ∈ Diδ .
Here (a-b) are consequences of the definition of fi,K , (c) uses (7.11) the restriction on Lipschitz
property of ΦD,D˜ imposed by event AiK,R while (d) is in turn based on the uniform continuity of
the test function u. To get (e) we again invoke the “closeness” of domains fi,K(Di) and f (Di)
along with the invariance under scaling of both domains and Proposition 3.7.
Invoking (b-d) in (7.10) gives
MDK,R,δ (u◦ f )≤ ecK
−1/2 nK∑
i=1
1AiK,R (M
Di ◦ f−1i,K )
(
(u+ ε)1D˜iδ e
αΦD,D˜◦ f−1
)
(7.16)
while assumptions (2-3) of Theorem 7.2 imply
(MD
i ◦ f−1i,K )(w) law= | f ′(xi0)|−4 M f (D
i)
(
weαΦ
fi,K (D
i), f (Di))
(7.17)
for any measurable function w : fi,K(Di)→ [0,∞) with supp(w) ⊆ f (Di). (Here Φ fi,K(Di), f (Di) is
independent of ΦD,D˜.) Using this inside the Laplace transform and applying Jensen’s inequality,
we get the estimate
E
(
e−(M
Di◦ f−1i,K )(w))≥ E(exp{−| f ′(xi0)|−4 M f (Di)(we 12α2Var(Φ fi,K (Di), f (Di)))}). (7.18)
Now we are ready to put bits and pieces together. First, since {MDi : i = 1, . . . ,nK} are inde-
pendent, and all of them are independent of ΦD,D˜, (7.16), (7.18) and (7.15) yield
E
(
e−M
D
K,R,δ (u◦ f ))
≥ E
(
exp
{
−ecK−1/2(1+ ε)
nK
∑
i=1
M f (D
i)
(
(u+ ε)(| f ′ ◦ f−1)|−4+ ε)eαΦD,D˜◦ f−1)}), (7.19)
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where we regard {M f (Di) : i = 1, . . . ,nK} as independent and independent of ΦD,D˜. Notice that
we also bounded | f ′(xi0)|−4 ≤ |( f ′ ◦ f−1)(x)|−4 + ε for all x ∈ f (Di) and dropped the indicators
of events AiK,R and sets D˜
i
δ . But Lemma 7.1 implies that
ΦD,D˜ ◦ f−1 law= ΦD′,D˜′ (7.20)
and so the Gibbs-Markov property yields
E
(
e−M
D
K,R,δ (u◦ f ))≥ E(e−ecK−1/2 (1+ε)MD′ ((u+ε)(| f ′◦ f−1|−4+ε))). (7.21)
Taking K→ ∞, ε ↓ 0, R→ ∞ and δ ↓ 0 (in this order) then gives the claim. 
8. CONNECTION TO LIOUVILLE QUANTUM GRAVITY
The goal of this section is to identify our ZD-measures with the critical Liouville Quantum Gravity
defined, somewhat implicitly, by the limit (2.23).
8.1 Proof modulo a key proposition.
It is straightforward to check that MD∞ obeys conditions (0,1,2) of Theorem 2.8, as well as the
independence part of the Gibbs-Markov property (2.18), so the key is to verify the part of the
Gibbs-Markov property (2.19) dealing with restrictions to a subdomain and the Laplace-transform
tail in (2.20). The former is the content of:
Lemma 8.1 (Gibbs-Markov for LQG measure) Suppose D˜,D ∈ D are such that D˜ ⊂ D and
Leb(Dr D˜) = 0. Then for each f ∈Cc(D˜),
E
(
e−〈M
D
∞ , f 〉)= E(e−〈MD˜∞ , f eαΦD,D˜ 〉) (8.1)
where MD˜∞ and ΦD,D˜ on the right are regarded as independent.
Proof. The Seneta-Heyde norming allows us to use the Kahane convexity inequality from Propo-
sition 3.8. Fix f ∈Cc(D˜) and denote
GDt (x,y) := Cov
(
ϕt(x),ϕt(y)
)
=
∫ ∞
e−2t
pDs (x,y)ds . (8.2)
A routine coupling argument for Brownian motion shows that pDs (x,y)− pD˜s (x,y) is integrable for
small s uniformly in x,y ∈ supp( f ). This shows
ε(t) := sup
x,y∈supp( f )
∣∣GDt (x,y)−GD˜t (x,y)−CD,D˜(x,y)∣∣ −→t→∞ 0 . (8.3)
Kahane’s inequality along with ψD(x) = ψ D˜(x)e 12CD,D˜(x,x) then implies, for ε := ε(t),
E
(
e−e
Yε−ε/2〈MD∞ , f 〉)≥ E(e−〈MD˜∞ , f eαΦD,D˜ 〉) , (8.4)
where Yε
law
= N (0,ε) is independent of MD∞ on the left-hand side. As ε(t)→ 0 as t→ ∞, we get
“≥” in (8.1). The other inequality is completely analogous so we omit it. 
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The main task is thus the proof of (2.20). Since u 7→ ue−λu is bounded on (0,∞) for any λ > 0,
we can work with MDt instead of M
D and, by (2.23), even restrict t to integers (which we will
denote as n) provided we take these to infinity before taking λ to zero. The definition (2.22)
along with Tonelli’s Theorem yield
E
[
MDt (A)e
−λMDt (D)]= ∫
A
√
t E
[
eαϕt(x)−
1
2α
2Var(ϕt(x))e−λM
D
t (D)
]
ψD(x)dx . (8.5)
This leads to the next important point, which also explains our reliance on the Seneta-Heyde
normalization:
Lemma 8.2 (Girsanov argument) For each t > 0 and any x ∈ D,
E
[
eαϕt(x)−
1
2α
2Var(ϕt(x))e−λM
D
t (D)
]
= E
[
exp
{
−λ
∫
D
eα
2GDt (x,y)MDt (dy)
}]
. (8.6)
Proof. The proof is based on a Girsanov-type argument. Fix x ∈ D, recall (8.2) and set
χt(y) := ϕt(y)−ϕt(x)Gt(x,y)Gt(x,x) . (8.7)
Then Cov(χt(y),ϕt(x)) = 0 for all y and so χt is (being multivariate Gaussian) independent
of ϕt(x). Writing M˜Dt for the object in (2.22) with ϕt replaced by χt , we have
MDt (dy) = exp
{
αϕt(x)
Gt(x,y)
Gt(x,x)
− α
2
2
Gt(x,y)2
Gt(x,x)
}
M˜Dt (dy). (8.8)
The left hand side of (8.6) is the expectation of e−λMDt (D) under the measure
Pt,x(A) := E
(
1Aeαϕt(x)−
1
2α
2Var(ϕt(x))
)
. (8.9)
As is now readily verified
(ϕt(x),χt
)
under Pt,x
law
=
(
ϕt(x)+αGt(x,x),χt
)
under P. (8.10)
Using this in (8.8), we get
MDt (dy) under Pt,x
law
= eα
2GDt (x,y)MDt (dy) under P. (8.11)
This now readily implies the claim. 
The benefit of the rewrite (8.6) is that the resulting expression is amenable to applications of
Kahane’s convexity inequality. This underlies the proof of:
Proposition 8.3 For any D ∈D and any open A with A⊂ D,
lim
λ↓0
limsup
n→∞
sup
x∈A
∣∣∣∣∣
√
n
log(1/λ )
E
[
exp
{
−λ
∫
D
eα
2GDn (x,y)MDn (dy)
}]
− 1√
2pi
∣∣∣∣∣ = 0. (8.12)
Deferring the proof temporarily, we use this to give:
Proof of Theorem 2.9 from Proposition 8.3. We have already verified properties (0-3) of Theo-
rem 2.8. Property (4) then follows by combining (8.5) with Lemma 8.2 and invoking Proposi-
tion 8.3 along with the Bounded Convergence Theorem. 
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8.2 Proof of Proposition 8.3, upper bound.
We are left to prove the asymptotic formula (8.12) which we will do by proving separately upper
and lower bounds on the expectation. Thanks to the scaling property in Theorem 2.8(3) and the
assumption that A does not reach the boundary of D we may assume that D is so large that it
compactly embeds the open unit (Euclidean) disc centered at x. In the upper bound we simply
restrict the integral to that disc. Noting that, on this disc, ψD is larger than some δ > 0, by
absorbing δ into λ it then suffices to prove the upper bound with MDt replaced by the same
measure without the ψD-term; namely
M̂Dt (dx) :=
√
t eαϕt(x)−
1
2α
2Var(ϕt(x)) dx . (8.13)
Since ψD is bounded from above on D, in the lower bound we can similarly drop ψD and work
with M̂Dt instead of M
D
t .
Consider the collection of annuli
Ak := {x ∈ C : e−k ≤ |x|< e−k+1}, k = 1, . . . ,n , (8.14)
where n will play the role of variable t above. For δ > 0 small we also set
Aδk :=
{
x ∈ Ak : dist(x,Ack)> δe−k}, k = 1, . . . ,n. (8.15)
In order to use Kahane’s inequality, we observe:
Lemma 8.4 For each D as above and each δ > 0 small there is cˆ = cˆ(δ ,D) ∈ (0,∞) such that
for all n ∈ N, all k, ` ∈ {1, . . . ,n}, all x ∈ Aδk and all y ∈ Aδ` , we have
GDn (x,y)≤
n
∑
m=1
GAmn (x,y)+g(k∧ `)+ cˆ. (8.16)
Proof. When `= k we use GDn (x,y) =−g log(|x− y|∨ e−n)+O(1) and
GAkn (x,y) =−g log(|x− y|∨ e−n)−gk+O(1) , (8.17)
where the factor−gk marks the k-dependence to the “harmonic correction” in the formula for the
Green function. As GAmn (x,y) = 0 for m 6= k, we get the desired inequality.
When ` < k, we have GAmn (x,y) = 0 for all m = 0, . . . ,n while
GDn (x,y) = g`+O(1) (8.18)
because |x− y| is of order e−`. The claim follows in this case as well. 
Consider a random walk {Sk : k≥ 0} with Sk−Sk−1 i.i.d.N (0,g) for k≥ 1 and S0 =N (0, cˆ)
for cˆ the constant in (8.16) (and independent of the increments of S). Note that then
Cov(Sk,S`) = g(k∧ `)+ cˆ . (8.19)
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In light of (8.16), Kahane’s inequality then bounds the expectation in (8.12) by
E
[
exp
{
−λ
∫
D
eα
2GDn (0,x)M̂Dn (dx)
}]
≤ E
[
exp
{
−λ
n/2
∑
k=1
∫
Aδk
eα
2GDn (0,x)M̂Dn (dx)
}]
≤ E
[
exp
{
−λ
n/2
∑
k=1
∫
Aδk
eα
2GDn (0,x)eαSk−
1
2α
2(gk+cˆ)M̂Akn (dx)
}]
≤ E
[
exp
{
−cλ
n/2
∑
k=1
eαSk e2kM̂Akn (A
δ
k )
}]
,
(8.20)
where c is a positive constant and the measures {M̂Akn : k = 1, . . . ,n} are independent of each
other and of the random walk S. The constant c arises from the observation that, since GDn (0,x) =
g log(|x|∨ e−n)+O(1) and α2g = 4,
eα
2GDn (0,x)− 12α2(gk+cˆ) ≥ ce2k, x ∈ Aδk , (8.21)
holds for all n ∈ N and all k = 1, . . . ,n.
Abbreviating, for the objects as above,
Xn,k := e2kM̂Akn (A
δ
k ), 1≤ k ≤ n, (8.22)
a key point to observe in the last line of (8.20) is that
Xn,k
law
=
√
n
n− k+1 Xn−k+1,1, 1≤ k < n. (8.23)
We will need the following bound from [14, Corollary 6] (see also Remark 29 there) that
sup
n≥1
E
(
1/Xn,1
)
< ∞ . (8.24)
As most of Xn,k will thus be bounded away from zero, to prevent the sum ∑
n/2
k=1 e
αSk Xn,k in (8.20)
from exploding as n→∞, the random walk Sk has to stay below α−1 log(1/λ ), and in fact diverge
to −∞, as k increases. This is articulated precisely in:
Lemma 8.5 Recall the notation in (8.22) and abbreviate S?n := maxk≤n Sk. For any ε > 0,
limsup
λ↓0
limsup
n→∞
√
n
log(1/λ )
E
[
1{S?n>(1+ε)α−1 log(1/λ )} exp
{
−cλ
n
∑
k=1
eαSk Xn,k
}]
= 0. (8.25)
Proof. Abbreviate qλ := (1+ ε)α−1 log(1/λ ) and let Kn ∈ {0, . . . ,n} be the smallest index
where S equals S?n. Neglecting, in the sum in (8.25), all terms but that of k = Kn, we get
E
[
1{S?n>qλ } exp
{
−cλ
n
∑
k=1
eαSk Xn,k
}]
≤ E
(
e−cλe
αS?n Xn,Kn 1{S?n>qλ }
)
. (8.26)
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Next we decompose the expectation according to which of the integer intervals S?n/qλ belongs to
and then use that for S?n ≥ `qλ with `≥ 1 we have λeαS
?
n ≥ λ 1−(1+ε)` ≥ λ−ε` to get
E
(
e−cλe
αS?n Xn,Kn 1{S?n>qλ }
)
= ∑`
≥1
E
(
e−cλe
αS?n Xn,Kn 1{S?n/qλ∈(`,`+1]}
)
≤ ∑`
≥1
E
(
e−cλ
−`εXn,Kn 1{S?n≤(`+1)qλ }
)
.
(8.27)
We split the last expectation according to whether Xn,Kn ≤ λ−`ε or not. Since the Xn,k’s are
independent of S, we can do this under conditioning on S; (8.23–8.24) along with the Markov
inequality then yield
E
(
e−cλ
−`εXn,Kn 1{S?n≤(`+1)qλ }
)
≤
(
e−cλ
−`ε/2
+Cλ−`ε/2
)
P
(
S?n ≤ (`+1)qλ
)
, (8.28)
where C denotes the supremum in (8.24). Standard ballot-problem estimates show
P
(
S?n ≤ (`+1)qλ
)≤ c˜(`+1) qλ√
n
. (8.29)
The prefactors on the right-hand side of (8.28) provide sufficient decay to control the term (`+1)
on the right; plugging the resulting bound in (8.27) then readily yields the claim. 
Proof of upper bound in (8.12). Re-using our notation S?n := maxk≤n Sk, the proof is based on the
sharp asymptotic version of (8.29):
P(S?n ≤ t)≤
t√
n
(
1+o(1)
)
, (8.30)
where we used that the steps of S have variance g = 2/pi and where o(1) is a term that vanishes
in the limits n→ ∞ followed by t → ∞. This follows by a comparison of our random walk
(that has Gaussian, albeit not time-homogeneous, steps) with standard Brownian motion; see,
e.g., [5, Section 4.3].
Denote qλ := (1+ ε)α−1 log(1/λ ). From (8.20) and Lemma 8.5 we then get
limsup
λ↓0
limsup
n→∞
√
n
log(1/λ )
E
[
exp
{
−λ
∫
D
eα
2GDn (0,x)M̂Dn (dx)
}]
= lim
ε↓0
limsup
λ↓0
limsup
n→∞
√
n
log(1/λ )
E
[
1{S?≤qλ } exp
{
−λ
∫
D
eα
2GDn (0,x)M̂Dn (dx)
}]
≤ lim
ε↓0
limsup
λ↓0
limsup
n→∞
√
n
log(1/λ )
P
(
S?n ≤ qλ
)≤ lim
ε↓0
(1+ ε)α−1 =
1√
2pi
, (8.31)
where we used that α = 2/√g =√2pi in the last step. 
8.3 Proof of Proposition 8.3, lower bound.
For the lower bound we will actually proceed along a very much the same argument. Keeping
our notation for the annuli Ak, we first note:
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Lemma 8.6 There is k0≥ 1 such that for all n≥ k0, all k, `∈ {0, . . . ,n}, all x∈Ak and all y∈A`,
we have
GDn (x,y)≥
n
∑
m=1
GAmn (x,y)+g(k∧ `− k0)+ (8.32)
Proof. Fix x,y ∈ D and let k, ` ≥ 0 be such that x ∈ Ak and y ∈ A`. If k = ` > 0 the inequality
holds without taking the positive part on the right hand side, since x and y are deep inside D.
The monotonicity estimate GDn (x,y)≥ GAkn (x,y) implied by the corresponding comparison of the
(substochastic) transition kernels, then gives (8.32) and also handles the case k = `= 0.
For k < ` the point y is “deep” inside D and so, by the fact that G2Dt (x,y)−GDt (x,y) is uni-
formly bounded from above in t and y, we still have that GDn (x,y) =−g log(|x−y|∨e−n)+O(1).
Since |x− y| ≤ 2e−k+1, there is cˆ> 0 such that
GDn (x,y)≥ g(k∧ `)− cˆ (8.33)
regardless of the choice of x and y (with k 6= `). Since GAmn (x,y) = 0 for all m= 1, . . . ,n, taking k0
be the minimal integer with gk0 ≥ cˆ, we get (8.32) for all k, `≥ k0. The right-hand side of (8.32)
is zero in the remaining cases (with k 6= `) while GDn (x,y)≥ 0. 
We are now ready to give:
Proof of lower bound in (8.12). Abusing our earlier notation, let S now denote the random walk
with S0 = · · · = Sk0 = 0 and {Sk+1− Sk : k ≥ k0} i.i.d. N (0,g). From Kahane’s convexity in-
equality we then get
E
[
exp
{
−λ
∫
D
eα
2GDn (0,x)M̂Dn (dx)
}]
= E
[
exp
{
−λ
n
∑
k=1
∫
Ak
eα
2GDn (0,x)M̂Dn (dx)
}]
≥ E
[
exp
{
−λ
n
∑
k=1
∫
Ak
eα
2GDn (0,x)eαSk−
1
2α
2gkM̂Akn (dx)
}]
≥ E
[
exp
{
−cλ
n
∑
k=1
eαSk e2kM̂Akn (Ak)
}]
.
(8.34)
Abusing our notation further, we now define
Xn,k := e2kM̂Akn (Ak), 1≤ k ≤ n, (8.35)
and note that
{Xn,1, . . . ,Xn,n} are independent with Xn,k law=
√
n
n− k+1 Xn−k+1,1. (8.36)
Although Xn,1, . . . ,Xn,n are not exactly equidistributed; what matters is that we have
∀p< 1: sup
n≥1
E
(
X pn,1
)
< ∞. (8.37)
In particular, given ε ∈ (0,1) and denoting
En,λ :=
n⋂
k=1
{
Xn,k ≤ λ−ε/2k2
√
n
n− k+1
}
(8.38)
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a standard tail calculation shows
lim
λ↓0
inf
n≥1
P(En,λ ) = 1. (8.39)
Let now qλ := (1− ε)α−1 log(1/λ ) and let
Fn,λ :=
n⋂
k=1
{
Sk ≤ qλ − (logk)2
}
. (8.40)
We now estimate
E
[
exp
{
−cλ
n
∑
k=1
eαSk e2kM̂Akn (Ak)
}]
≥ E
[
1En,λ∩Fn,λ exp
{
−cλ
n
∑
k=1
eαSk e2kM̂Akn (Ak)
}]
≥ exp
{
−cλ ε/2
n
∑
k=1
e−α(logk)
2
k2
√
n
n− k+1
}
P
(
En,λ ∩Fn,λ
)
. (8.41)
The exponential term tends to unity in the limit n→∞ followed by λ ↓ 0. In light of the indepen-
dence of En,λ and Fn,λ and (8.39), to get the claim it suffices to show that
lim
ε↓0
liminf
λ↓0
liminf
n→∞
√
n
log(1/λ )
P
(
Fn,λ ) = α−1 =
1√
2pi
. (8.42)
This is proved by first extending event (as a lower bound) to full path of Brownian motion of
time-length n and then applying [5, Proposition 4.7]. 
APPENDIX: CONVERGENCE OF HARMONIC MEASURES
The purpose of this section is to prove that the harmonic measure converges as the underlying
domain (discrete or continuous) approaches a limit set D ∈D. We begin with the harder of the
two statements; namely, the one dealing with convergence of the discrete harmonic measure HDN
to its continuous counterpart ΠD:
Lemma A.1 For any D ∈D and any bounded continuous f : C→ R,
∑
z∈∂DN
HDN
(bxNc,z) f (z/N) −→
N→∞
∫
∂D
ΠD(x,dz) f (z) (A.1)
uniformly as x varies over closed subsets of D.
Before we give a proof, let us note that results of this kind (of course) exist in the literature. For
instance, Lawler and Limic´ [21, Proposition 7.3.3] discuss this for a specific class of simply con-
nected domains (in general dimension). Two dimensional cases have also been treated, e.g., in the
recent work of Chelkak and Smirnov [9] but these apply only to monotone sequences of domains
with the boundary of the limit domain composed of a finite number of Jordan arcs (Proposi-
tion 3.3 [9]) or arbitrary sequences of simply connected domains converging in Carathe´odory
sense (Theorem 3.12 of [9]). However, none of these settings include our class of domains and so
we provide a probabilistic proof here. Our argument is akin to that in [21] albeit quite special to
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two dimensions. It is here where the assumption on the number and the diameter of the connected
components of ∂D plays an important role.
Proof of Lemma A.1. It is obvious that one can take subsequential limits and that they would all
be concentrated on ∂D, so the key issue is to identify the limit with the harmonic measure in the
continuum domain. We will do this by a coupling argument.
Pick x∈D and let B= {Bt : t ≥ 0} be a standard Brownian motion started from x. Consider the
simple random walk X = {Xn : n≥ 0} on Z2 started from bxNc. Let TR := inf{t ≥ 0: |Bt | ≥ R}.
By Donsker’s Theorem, for each N ≥ 1 there exists a coupling PN,x of the two processes on the
same probability space such that, for each r > 0 and each R> 0, uniformly in x ∈ D,
lim
N→∞
PN,x
(
sup
0≤t≤TR
|Bt −N−1XbtN2c|> r
)
= 0. (A.2)
The key is to show that the exit point of B from D is with high probability close to the exit point
(scaled by N−1) of X from DN . Specifically, setting
τ := inf{t ≥ 0: Bt 6∈ D} (A.3)
and
τˆ := inf{n≥ 1: Xn 6∈ DN}, (A.4)
it suffices to show that Bτ −N−1Xτˆ is small with high probability.
We begin by some general considerations about behavior of Brownian paths. Pick r > 0 and
consider the figure-eight domain
Ar(x) :=
{
z ∈ C : 3r < |x− z−2r|< 4r}∪{z ∈ C : 3r < |x− z+2r|< 4r}. (A.5)
Let γ := {z ∈ C : |x− z± 2r| = 72 r} be the center curve in Ar(x) and let Gr(x) be the event that
the Brownian motion hits γ in Ar(x)∩{z ∈ C : r < |z− x| < 2r} and, between this time and the
first exit time from Ar(x) does the following: it runs a complete “circle” around one of the annuli
until it hits its path again, and then enters the other of the two annuli and runs a complete “circle”
around it until it hits itself again.
It is a fact that the probability of Gr(x) is positive and, by recurrence and scale invariance
of B, that so uniformly in r > 0 and x with |x| < r. It follows from the Strong Markov Property
that, for each ε > 0 there is K ≥ 1 such that ⋃Km=1 G4mr(x) occurs with probability at least 1− ε
for all r > 0 and all x with |x| < r. A key observation is that, due to the construction, on Gr(x)
intersected with the event in (A.2) with R > 4r, both the Brownian motion B and the scaled
random walk X˜t := N−1XbtN2c complete a loop around the disc {z ∈ C : |z− x|< r}.
Let δ > 0 be smaller than the diameters of all connected components of ∂D and, given ε > 0
and K ≥ 1 as above, pick r > 0 so that 4Kr+ r < δ . Let Dr be as in (3.20) with δ replaced by r
and set
τr := inf{t ≥ 0: Bt 6∈ Dr}. (A.6)
By the Strong Markov property for the Brownian motion we know that
PN,x
( K⋃
m=1
G4mr(Bτr) occurs for Bτr+·
)
≥ 1− ε (A.7)
uniformly in N ≥ 1 and x compact subsets of Dr. Since our constructions guarantee that some
connected component of ∂D “crosses” {z ∈ C : r < |z−Bτr | < 4Kr}, on the event in (A.7) we
56 BISKUP AND LOUIDOR
have |Bτ −Bτr | < δ . Assuming that the event in (A.2) occurs for some R > δ , in light of our
assumptions (2.1–2.2) on DN also X must hit ∂DN within Nδ of NBτ . It follows that
liminf
N→∞
PN,x
( |Bτ −N−1Xτˆ0 |< 2δ)> 1− ε, (A.8)
uniformly in x over compact subsets of Dr. As ε and δ were arbitrary (just small enough), this
yields the claim. 
The second approximation statement concerns continuum domains. Since we are dealing with
monotone sequences, we could perhaps appeal to the Perron construction of solutions to the
Dirichlet problem. (We thank John Garnett for making this point to us.) However, a direct
probabilistic argument works just as well:
Lemma A.2 Given D ∈D, let Dδ be as in (3.20). Then for any bounded continuous f : C→R,∫
∂Dδ
ΠD
δ
(x,dz) f (z) −→
δ↓0
∫
∂D
ΠD(x,dz) f (z) (A.9)
uniformly as x varies over closed subsets of D.
Proof (sketch). The proof uses the same argument as that of Lemma A.1 except that the coupling
is now trivial (both processes are standard Brownian motions). The construction in the above
proof guarantees that, after exiting Dr, with probability at least 1− ε , the Brownian motion will
hit a component of ∂D within distance 4Kr+ r. As K is fixed and r ↓ 0, the claim follows. 
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