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Abstract
In this paper we investigate price and volatility risk originating in link-
ages between energy and agricultural commodity prices in Germany and study
their dynamics over time. We propose an econometric approach to quantify
the volatility and correlation risk structure, which has a large impact for in-
vestment and hedging strategies of market participants as well as for policy
makers. Volatilities and their short and long run linkages (spillovers) are an-
alyzed using a dynamic conditional correlation GARCH model as well as a
multivariate multiplicative volatility model. Our approach provides a exible
and accurate tting procedure for volatility and correlation risk.
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1 Introduction
Energy is an essential input in the agricultural sector since it is needed e.g. for trans-
portation and processing of food. This creates a linkage between the two sectors.
Due to the emergence of large-scale biofuel production in the last years, further link-
ages between the two sectors arise, since agricultural products are now used as input
for energy production. The use of food crops to produce biofuels instead of feeding
the world has raised questions about the sustainability of biofuel and put forward
the world food security debate. The increasing integration between the markets of
energy and agricultural commodities brings into question the eect on the prices in
the two markets. Especially in view of the extremely high food prices in recent time
and the global food crisis in 2008 the eect of biofuel production is controversially
discussed. In public opinion it is often blamed for rising food prices and increasing
volatility.
Biodiesel is one of the most common biofuels. It is mainly produced in Europe,
where Germany is the largest producer. Today, biodiesel production in Germany
is more than twelve times as high as it was in 2002 (LEL, LfL, 2012). The rising
production level was mainly fostered by government policies. The introduction of
biodiesel was supposed to reduce the dependency on fossil fuel, which is considered
desirable due to the limited resources and negative impacts on the environment of
fossil fuel. In 2007 a sequentially rising and binding minimum quota was introduced
to further promote the use of biodiesel.
The tremendous increase in biodiesel production raises the need for a deeper un-
derstanding of its eect on the prices of other markets. Understanding dependencies
between prices and their dynamics over time is of high interest for policy makers as
well as for market participants in order to hedge against price risk. In this paper
we concentrate on linkages in terms of price and volatility risk between energy and
agricultural commodity prices in Germany and study their dynamics over time. We
aim at answering the question whether linkages as indicator for spillovers exist and
how they behave over time.
The link between prices of biofuel and agricultural commodities has been ad-
dressed by many researches. Most of them focus on dependencies between the level
of prices. To the best of our knowledge, volatility linkages between agricultural
commodity prices and biofuel in Germany have not been studied so far. We propose
an econometric approach to quantify the volatility and correlations risk structure,
which constitutes a great part of price risk and has a larger impact for investment
and hedging strategies. To achieve this, weekly spot prices of biodiesel, crude oil
and rapeseed are analyzed over a period from 2003 to 2012. We apply a vector error
correction model (VECM) in order to lter the data from long run comovement
in the level of prices. The VECM yields estimates of the long run and short run
relations between the price levels. Volatility and volatility linkages are analyzed
using a dynamic conditional correlation (DCC) GARCH model as well as a mul-
tiplicative volatility model, recently proposed by Hafner and Linton (2010). The
DCC-GARCH model allows to model dynamics in the conditional volatilities and
their correlations over time. However, GARCH models are based on the assumption
of a constant unconditional covariance matrix. We relax this assumption by ap-
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plying a multiplicative volatility model, which allows a time varying unconditional
covariance matrix, where the unconditional variance is modeled in a non-parametric
way. It yields estimates of the long run unconditional variances and correlations,
providing a more exible and accurate tting procedure for volatility and correlation
risk. Our analysis reveals that in the long run German biodiesel prices adjust to
crude oil and rapeseed prices. Furthermore, we nd that the volatility of biodiesel
is only weakly linked to the volatility of crude oil and rapeseed, while the linkage
between the volatility of rapeseed and crude oil is increasing in recent years.
The remainder of this paper is structured as follows. The next section gives an
overview about the German biodiesel market and policies. Section 3 presents recent
literature on price transmissions and spillover eects between energy and agricultural
markets. Section 4 describes the approach and in section 5 the empirical analysis is
conducted on real data. Section 6 concludes. All the computations were carried out
in R. The data were obtained from the Bloomberg Professional Service. To simplify
notation, dates are denoted with yyyymmdd format.
2 German biodiesel market and policies
Biofuel rst gained importance after the oil crisis in the 1970's. Due to extremely
high prices for fossil fuel in the subsequent years, the demand for alternative fuels
arose. The desire to become less dependent on fossil fuel and to obtain a renewable
alternative led many governments to introduce programs that supported national
production of biofuel.
Biofuels cover a wide range of fuels. The two most common ones are ethanol and
biodiesel. Since in the EU diesel was the mostly used transportation fuel during the
last decade, the production of biofuel in the EU mainly concentrated on biodiesel,
with Germany being the largest producer (30% of EU production)(EBB, 2008).
The production of biodiesel is mainly based on vegetable oil. The most common
vegetables used as biodiesel feedstock are soybeans and rapeseed, but also sunower
and soybean oil are utilized (OECD-FAO, 2009). In Germany, about 87% of biodiesel
is produced of rapeseed oil (LEL, LfL, 2012).
Worldwide biodiesel production shows an exponential growth in the last decade.
While in 2000 worldwide production was about 0.72 million tons, it increased to 23.6
million tons in 2011. In Germany, biodiesel production strongly increased until 2007,
when it amounted to 2,89 million tons compared to 0.22 million tons in 2002. Since
2007 German biodiesel production remained relatively constant and is projected at
2.78 million tons in 2011 (LEL, LfL, 2012).
The large increase in biodiesel production in Germany was mainly encouraged
by tax exemptions. In 2006 the Biofuel Quota Act (Biokraftstoquotengesetz) was
passed. It replaced the prevailing tax incentives by a gradually increasing and bind-
ing minimum quota of renewable energy in the transport sector. In 2009 minimum
quotas were revised and set to 5.25% in 2009 and to 6.25 % from 2010 onwards
(Lamers, 2011). Additionally, since 2009 the minimum content of biodiesel in trans-
port diesel is set to 4.4% (Sorda, Banse and Kemfert, 2010). While the production
of biofuel is on the one hand promoted by many governments around the world,
the increasing production level on the other hand raises the question about the
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sustainability of biofuel and its eect on agricultural commodity prices.
3 Literature Review
The link between biofuel and agricultural commodity prices has been addressed by
an increasing number of researches using econometric methods. Most part of the
literature has concentrated on price interdependencies. So far, only few have an-
alyzed volatilities and their transmission between markets. Since Brazil and the
U.S. are the leading producers of biofuel, most studies on linkages between biofuel
and agricultural commodity prices analyze data from these countries. The empir-
ical quantications of the European market impact of these risk factors, however,
remains to be done.
Balcombe and Rapsomanikis (2008) investigate non-linear adjustment towards
long-run equilibrium between crude oil, ethanol and sugar in Brazil using bayesian
techniques. They nd a long run equilibrium between each price pair. Further,
their analysis reveals a causal hierarchy from oil to sugar to ethanol. Similar results
are found in the Spanish market by Hassouneh et al. (2012), where the authors
apply a parametric VECM as well as a nonparametric multivariate local polynomial
regression (MLPR) to sunower oil, biodiesel and crude oil price data. The results
of the VECM suggest that only biodiesel reacts to deviations from the long run
equilibrium. However, sunower oil reacts to short-run price changes of biodiesel.
Furthermore, the results of the MLPR reveal that biodiesel adjusts faster to the
long-run equilibrium when its price is below the equilibrium price than when it is
above the equilibrium price.
In order to allow for changes in the price adjustment behavior of crude oil,
rapeseed oil, soy oil and biodiesel due to changing economic and political inuences in
Germany, Busse et al. (2010b) apply a regime-dependent Markov-switching VECM,
which allows the parameters of the model to dier between regimes. They nd
that in the long run crude oil is the driving force of biodiesel prices and that in
turn, biodiesel prices drive vegetable oil prices. Zhang et al. (2009) study price
transmissions and volatility spillovers between weekly U.S. ethanol, corn, soybean,
gasoline and oil prices using a multivariate BEKK-GARCH model. They authors did
not nd spillovers from ethanol price volatility to corn and soybean price volatility,
but instead discover volatility transmissions from agricultural commodity prices to
energy prices.
Volatility spillover eects between the U.S. energy and agricultural market in a
more recent time period are analyzed by Trujillo-Barrera et al. (2011). They adopt
a VECM-BEKK-GARCH model in which exogenous shocks from the oil market are
transmitted to the corn and ethanol market. Results show strong evidence for the
existence of linkages from crude oil to corn and ethanol, and spillovers between corn
and ethanol, but the direction goes mainly from corn to ethanol. This diers from
the ndings of Zhang et al. (2009) and therefore indicates that there is an amplied
connection between these markets in recent years. A similar approach is applied in
Serra et al. (2011), who use a VECM together with a multivariate BEKK-GARCH
model in order to analyze price transmissions and volatility spillovers between Brazil-
ian weekly ethanol, crude oil and sugar prices. As Hassouneh et al. (2012), they nd
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a long run equilibrium between prices: while ethanol is adjusting to deviations from
the long-run equilibrium, crude oil and sugar are exogenous for long-run parame-
ters. However, Serra et al. (2011) nd that ethanol price volatility is aected by
shocks in the oil and sugar market, which is a dierent result found in Zhang et al.
(2009) found for U.S. market. Serra (2011) extends the results of Serra et al. (2011)
by applying a semiparametric multivariate GARCH model proposed by Long et al.
(2011), which is robust to potential misspecications of the error density and of the
functional form of the conditional covariance matrix. Their results are in line with
the ndings of Serra et al. (2011) and Hassouneh et al. (2012).
A drawback of the BEKK specication is that the parameters cannot be easily
interpreted and net eects on variances and covariances cannot be seen immediately
(Tse and Tsui, 2002). An alternative is the dynamic conditional correlation (DCC)
GARCH model, which models the conditional variances as univariate GARCH pro-
cesses and the conditional correlations as functions of past market shocks, both
varying over time (Engle and Sheppard, 2001). The advantage of the model is the
intuitive interpretation of parameters (Silvennoinen and Teräsvirta, 2009).
Busse et al. (2010a) analyze linkages between price volatilities in German agri-
cultural and energy markets in a DCC-GARCH framework. The results of the uni-
variate estimation process indicate that the conditional volatility of all return series
is aected by own past volatility as well as by own market shocks, with an increas-
ing correlation between rapeseed and crude oil volatility during the sample period.
Hence, volatility in the energy market and in the agricultural market develops con-
currently, which supports the ideas of an increasing integration between energy and
agricultural markets. However, they do not consider comovements in the level of
prices. Du and McPhail (2012) investigate dynamic evolutions of ethanol, gasoline
and corn prices in the United States with a DCC-GARCH model with structural
breaks. The results reveal time varying conditional correlations and variances of the
prices can largely be explained by price changes in the other markets. These re-
sults are compatible with earlier studies. Zhang et al. (2009) do not nd signicant
integration between the U.S. agricultural and energy markets in the early 2000s.
For more recent data however, Trujillo-Barrera et al. (2011) do nd an increased
strength in the relationship between these markets.
Kristoufek et al. (2012) in contrast to the above papers use a method of taxonomy
which enables them to simultaneously analyze price transmissions and correlations
of dierent biofuels and related commodities from dierent locations. The idea is
to create networks by translating correlations of commodities into distances. The
results show that before the food crisis in 2008/2009 the commodity prices under
consideration were only weakly connected. During and after the food crisis the
connections strengthened. However, the directions of the connections cannot be
determined using the taxonomy approach.
All studies considered nd evidence for a strong level of integration between the
markets of oil, biofuel and related agricultural commodities, which is increasing in
recent years. However, the evidence for an eect of biofuel prices on the level and
volatility of agricultural commodity prices is limited. Especially for the German
market, to the best of our knowledge, there exists no study on volatility linkages
between agricultural commodity prices and biofuel.
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4 Methodology
Commodity price series share some characteristic time series properties that have to
be considered in a sound statistical analysis: (i) high volatility, (ii) stochastic trends,
(iii) comovement in commodity price series and (iv) time-varying volatility (Myers,
1994). Considering these properties, one has to be careful when specifying the mean
and the variance of the price series. Our proposed methodology is based on a two
stage procedure. First, the mean is specied with a vector error correction model
(VECM). Thereby, we lter the price series from comovements in their conditional
mean. In the second stage we model volatilities and volatility transmissions via a
multivariate GARCH model as well as by a more general multivariate multiplicative
volatility model.
4.1 Vector error correction model (VECM)
The characteristic comovement of commodity price series is addressed by the con-
cept of cointegration, which was introduced by Granger (1981). The idea behind
cointegration is that though individual price series are non-stationary, a linear com-
bination of price series might be stationary. Engle and Granger (1987) formalized
the idea of cointegration for vectors with components that are all integrated of the
same order. Campbell and Perron (1991) generalized the denition to vectors with
components that are allowed to be integrated of dierent orders: an (n× 1) vector
of variables pt is said to be cointegrated if at least one nonzero n-element vector βi,
namely the cointegrating vector, exists such that β>i pt is trend stationary. If r such
linearly independent vectors βi (i = 1, . . . , r) exist, we say that pt is cointegrated
with cointegration rank r. We dene the (n × r)-matrix of cointegrating vectors
β = (β1, . . . , βr). The r elements of the vector β
>pt are trend-stationary and β is
called the cointegrating matrix.
In the vector error correction model (VECM) changes in the vector pt depend
on deviations from such a long run equilibrium relationship as well as on short term
dynamics, the VECM of order 1 is dened as
∆pt = c+ Πpt−1 + Γ∆pt−1 + ut
= c+ αβ>pt−1 + Γ∆pt−1 + ut, (1)
where ∆ is a rst dierence operator, such that ∆pt = pt − pt−1 denotes the change
in the vector p from time t− 1 to time t (short term price changes), c is a constant,
β>pt−1 is the cointegration relation and describes a long run equilibrium, α gives
the speed of adjustment with which prices return to the long run equilibrium, Γ
measures reactions to short term price changes, whereas ut is an error term which
captures potential GARCH eects.
The parameters of the VECM are estimated by quasi maximum likelihood (QML)
under the assumption of homoscedastic errors. This enables us to estimate VECM
parameters and GARCH parameters separately. Under the presence of heteroscedas-
ticity estimation results are still consistent (Bauwens et al., 2012). The normal
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with ut = ∆pt − c− αβ>pt−1 − Γ∆pt−1,
where θ denotes the parameters of the model and Σ is the unconditional covariance
matrix of ut (Hamilton, 1994).
4.2 Multivariate GARCH model (MGARCH)
Let ut be a n−variate vector of T observations with E(ut|Ft−1) = 0, where Ft−1 is
a sigma eld generated by the past information until time t− 1. In the following we
will assume that ut is a vector of VECM residuals. The estimation of the dynamics
of the conditional covariance matrix of ut is carried out within the framework of the
multivariate GARCH (MGARCH) model:
ut = H
1/2
t zt, zt ∼ iid(0, In), t = 1, 2, . . . , T, (3)
where H
1/2





> = Ht and
Ht = Var(ut|Ft−1) is the covariance matrix of ut conditional on the sigma eld
Ft−1. Several specications for Ht are proposed in the literature, for an overview
see Bauwens et al. (2006) or Silvennoinen and Teräsvirta (2009).
Suppose now that the conditional covariance matrix can be decomposed into
conditional variances and a conditional correlation matrix, which can be specied
separately, via the dynamic conditional correlation (DCC) model proposed by Engle
and Sheppard (2001):
Ht = DtRtDt (4)
Dt = diag(h
1/2
11t , . . . , h
1/2
nnt) (5)
Rt = (InQt)−1/2Qt(InQt)−1/2 (6)
Qt = (1− a− b)Q̄+ a ξt−1ξ>t−1 + bQt−1, (7)




hiit (i = 1, . . . , n) are the resid-
uals ut standardized by their conditional standard deviations, Q̄ is the unconditional
covariance matrix of ξt and a and b are non-negative scalar parameters satisfying
a + b < 1. Dt is the diagonal matrix of time varying standard deviations from uni-
variate GARCH processes and Rt is the time varying conditional correlation matrix.
Recall that DCC can be viewed as a nonlinear combination of univariate GARCH
models.
The DCC model was designed to allow for a two stage estimation procedure. In
the rst stage, the conditional variances are estimated using a univariate GARCH
specication. In the second stage, the standardized residuals (residuals divided by
the the estimated standard deviations from the rst stage) are used to estimate
the parameters of the dynamic correlations. By assuming zt in (3) to be normally
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distributed, consistent estimates can be obtained by a two stage quasi-maximum






n log(2π) + log(|DtRtDt|) + u>t D−1t R−1t D−1t ut
}
, (8)
where θ denotes the set of parameters of the model, i.e. parameters of the univariate
variances ψ and parameters of the conditional correlations φ. In the rst step Rt































which is the sum of log-likelihoods of univariate GARCH equations (Engle and
Sheppard, 2001). The univariate GARCH equations can be specied in various ways.
In our analysis we apply an exponential GARCH (EGARCH) model introduced by
Nelson (1991). The EGARCH model allows for asymmetric responses to shocks and
does not require any parameter restrictions. It is given by
log(hiit) = ωi + αi
{∣∣∣∣ uit−1hiit−1
∣∣∣∣− E(∣∣∣∣ uit−1hiit−1
∣∣∣∣)}+ γi uit−1hiit−1 + βi log(hiit−1), (10)
where i = 1, . . . , n. αi, βi, γi and ωi are scalar parameters to be estimated. The
parameter αi is a symmetric measure of the GARCH eect, that is it indicates how
much the conditional volatility is aected by the magnitude of past shocks. γi mea-
sures the asymmetry of the model, βi measures the persistence of past conditional
volatility and ωi is a constant. In the second step, (8) is estimated conditional on the





















log(|Rt|) + ξ>t R−1t ξt
}
, (11)
4.3 Multivariate multiplicative volatility model (mMGARCH)
A core assumption of MGARCH models is that the unconditional covariance matrix
Σ is constant over time. In order to relax this assumption Bauwens et al. (2012)
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developed a multiplicative volatility model which allows for smooth changes in the
unconditional covariance matrix through a multiplicative component. The idea is to
decompose the unconditional covariance matrix of ut, Σ into a long run component
and a short run component. The long run component is a smooth function of time
and corresponds to the unconditional covariance. The short run component captures









where τ = t
T
. By assuming E(Gt) = In for identication, it follows that
Var(ut) = Σ(τ)
1/2
E(Gt){Σ(τ)1/2}> = Σ(τ), (13)
Hence, Σ(τ) is the unconditional covariance matrix of ut. It captures the long run
dynamics and is a deterministic and smooth function of time.
Let εt
def
= Σ(τ)−1/2ut be the vector of residuals standardized by its unconditional
covariance. It follows that Var(εt) = In and Var(εt|Ft−1) = Gt. Hence, εt is a vector
with a constant unconditional covariance matrix and with Gt as its conditional
covariance matrix. In case the standardized residuals εt show ARCH eects, they can
be modeled using a multivariate GARCH model as described in the previous section.
Due to the standardization, they fulll the assumption of a constant unconditional
covariance matrix.
Following Hafner and Linton (2010), the unconditional covariance matrix Σ(τ)


















, . . . , 1, Kh(.) is a kernel function and h is a positive bandwidth
parameter. The bandwidth parameter can be selected using a likelihood cross-

















where Σ(−t) is the leave-one-out estimator of the unconditional covariance matrix.
That is, it is estimated as (14), but with the t-th observation left out. The optimal
bandwidth is determined by minimizing (15).
5 Empirical analysis
5.1 Data
The empirical analysis utilizes weekly prices of biodiesel pb(t), crude oil pc(t) and
rapeseed oil pr(t) from 20030523 to 20120424. This amounts to a total of 467 ob-
servations. All prices are expressed in Euros per cubic meter. The Data was taken
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from the database Bloomberg, the corresponding tickers and contract specications
are given in Table 1. Biodiesel prices are German consumer prices at the pump.
Crude Oil prices are spot prices of European brent blend crude oil. Spot prices of
rapeseed oil are not directly observable. However, several future prices with dierent
maturities are available. We took futures traded at LIFFE-Paris, which operates the
MATIF (Marché à Terme International de France) and which is the most important
stock exchange for rapeseed worldwide (Busse et al., 2010a). The delivery months
are February, May, August and November. As suggested by Liu et al. (2012), the fu-
tures prices can be used to infer the spot prices by applying the spot-future relation


















t the corresponding futures prices.
Commodity Ticker Contract type
Cude oil EUCRBREN Index Spot, Europe
Rapeseed IJ Comdty Futures, LIFFE Paris
Biodiesel BIOCEUGE Index Spot, Germany
Table 1: Analyzed Bloomberg Commodities
Crude Oil pc Rapeseed pr Biodiesel pb
Mean 335.14 525.31 1070.36
Standard Deviation 116.65 154.38 193.71
Correlation
Crude Oil pc 1 0.817 0.909
Rapeseed pr 1 0.818
Biodiesel pb 1
Table 2: Descriptive Statistics (prices in Euro/m3) for the period 20030523 to
20120424.
Figure 1 shows the spot price series of the analyzed commodities. Descriptive statis-
tics are given in Table 2. The plot shows that prices peaked during the global food
crisis in 2007/2008, decreased afterwards, but went up again in 2011. The decrease
in prices corresponds to the late-2000s recession, where the overall level of commod-
ity prices decreased. The increase in food prices in 2009/2010 with its peak in 2011 is
mainly attributed to production shortfalls due to bad weather conditions. However,
also structural problems that already triggered the global food crisis in 2007/2008
persist. Some of these are an increasing demand due to a steadily increasing world
population and an increasing demand for meat products. Additionally, the need of
feedstock for the production of biofuel causes a decline in food supply and an in-
creased competition for agricultural land (Rathmann et al., 2010). Another, though
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Figure 1: Weekly prices of Crude Oil (solid line), Rapeseed (dot line) and Biodiesel
(dashed lin) in e/m3
ambiguous explanation often given for the sharp increase in prices is speculative
activity in commodity price markets. Ghosh (2010) argues that price movements of
the size as realized during the food crisis could not have been created solely by real
supply and demand changes. The actual function of speculators in the market is to
predict price patterns and thereby stabilize the market, reduce price volatility and
ensure liquidity. Therefore, the presence of speculators in the market does not harm
the market per se. However, excessive speculation and a lack of regulations can lead
to prices that do not reect demand and supply anymore. Headey and Fan (2008)
though point out that higher prices induce speculation and therefore, it is hard to
determine causality.
For the statistical analysis of the data logarithmic transformations are taken in
order to obtain well-behaved errors. Additionally, using logarithmic prices facilitates
interpretation of results, since coecients correspond to percentage changes and
therefore, can be interpreted as price elasticities Serra et al. (2011). Missing data
points are interpolated using cubic splines. Seasonal eects in the data are removed
using a local linear regression function (LLR) as suggested by Härdle et al. (2011).
The seasonal eect of week t (t = 1, . . . , 52) is dened as




{p̄i − a− b(i− t)}2Kh (i− t) , (17)
where p̄i is the mean over years of weekly prices, Kh(.) is a kernel function and h a
positive bandwidth parameter. We use a Gaussian kernel and choose the bandwidth
as proposed by Bowman and Azzalini (1997). The following analysis is based on
deseasonalized data. All estimates are in-sample estimates.
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5.2 Results
5.2.1 Unit root and cointegration tests
In order to test for the presence of a unit root against the alternative of a stationary
process in the price series of crude oil, biodiesel and rapeseed the Augmented Dickey
Fuller (ADF) test as well as the KPSS test proposed by Kwiatkowski et al. (1992)
are conducted. The test statistic of both tests are given in Table 3. The ADF test
gives evidence for the presence of a unit root in all three price series. The existence
of a trend or a drift is rejected for all series. In the KPSS test, the null of a stationary
process is rejected in all three price series. Hence, the results of the KPSS test are
in line with the results of the ADF test.
ADF Test KPSS Test
Test Statistic 5% Critical Value Lags Test Statistic 5% Critical Value
Crude Oil -1.9247 -1.95 9 1.7604 0.463
Biodiesel -1.2033 -1.95 9 1.9467 0.463
Rapeseed -0.7881 -1.95 8 1.6586 0.463
Table 3: Results of the Augmented Dickey Fuller Test and the KPSS test
H0 Ha Test Statistic 5% Critical Value
r=0 r > 0 39.27 31.52
r ≤ 1 r > 1 7.66 17.95
r ≤ 2 r > 2 1.51 8.18
Cointegration relation β>pt:
pb(t) = 0.443pc(t) + 0.125pr(t)
Table 4: Johansen trace test for cointegration
The cointegration rank r is determined using the Johansen trace test described by
Johansen (1995). In order to apply the test, it is useful to know the lag length of the
VECM. A lag-structure analysis based on the Hannan Quinn information criterion
(HQ) is conducted, which yields a consistent estimate of the lag length Lütkepohl
(2005), suggesting an optimal lag order of 1. According to the results of the Jo-
hansen trace test, there exists of a single cointegration relation. The corresponding
test statistics as well as the cointegration relationship are given in Table 4. The
results suggest that there exists a long run relationship between crude oil, biodiesel
and rapeseed. The parameters indicate that biodiesel is positively related with crude
oil and rapeseed in the long run. When biodiesel or rapeseed prices change by 10%,
biodiesel prices change by 4.43% and 1.25% respectively. The positive long run link
between biodiesel and rapeseed is not surprising, since biodiesel production costs
largely depend on the price of its feedstock. The positive link between biodiesel
and crude oil may on the one hand arise due to the fact that biodiesel serves as a
substitute for petroleum diesel that comes from rened crude oil. Hence, if crude
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oil prices rise and as a result also petroleum diesel prices, the demand for biodiesel
increases which causes an increase in biodiesel prices. On the other hand, the long
run link in prices is further strenghtened through blending obligations, which de-
mand that at least 6.25% of transportation fuel sold comes from biofuel. The results
are compatible with the ndings of Balcombe and Rapsomanikis (2008), Serra et al.
(2011) and Hassouneh et al. (2012).
5.2.2 VECM estimation
Deviations from the long run equilibrium as well as short run dynamics are captured
in the VECM. The estimation results of the VECM are shown in Table 5. Since we
have weekly data, the estimates correspond to percentage changes from one week
to the next. The estimates indicate that at a 5% signicance level only biodiesel
reacts to deviations from the cointegration relation, while crude oil and rapeseed
are exogenous with respect to the long run relationship. The adjustment coecient
of rapeseed is signicant only at a 10% signicance level and is about two third
the size of the adjustment coecient of biodiesel. Hence, if at all, rapeseed adjusts
much slower to deviations from the long run equilibrium than biodiesel. This can be
explained by the fact that crude oil and rapeseed are traded on the world market,
while biodiesel is traded mainly domestically. Crude oil is also exogenous to short
term price changes and is only aected by market shocks, which indicates that the
crude oil market is ecient. Rapeseed prices, when regarding a 5% signicance level,
are aected by own lagged prices, but not by crude oil or biodiesel prices. Biodiesel
in contrast, in the short run reacts to changes in crude oil as well as to own lagged
prices. Hence, although there exists a long run link between the prices of biodiesel,
crude oil and rapeseed, biodiesel does not inuence rapeseed and crude oil prices
in the short run and only has a limited capacity to inuence rapeseed in the long
run. Biodiesel prices rather react to price changes in the other two markets. This
is compatible with the ndings of Hassouneh et al. (2012) in the Spanish market.
However, they nd that rapeseed reacts to biodiesel price changes in the short run.
c β>pt−1 ∆pc(t−1) ∆prt−1 ∆pbt−1
∆pc(t) 0.0024 -0.0023 -0.0513 0.0801() 0.2183
(0.0143) (0.0143) (0.0503) (0.0871) (0.1390)
∆pr(t) 0.0014 0.0153
∗ -0.0312 0.1392∗∗∗ 0.0078
(0.0013) (0.0081) (0.0284) (0.0473) (0.0492)
∆pb(t) 0.0011
∗ 0.0239∗∗∗ 0.0731∗∗ 0.0548∗∗∗ -0.0705
(0.0007) (0.0044) (0.0156) (0.0270) (0.0431)
Table 5: Estimates of the VECM. *, **, *** Statistically signicant at the 10%, 5%
and 1% signicance level.
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5.2.3 Multivariate GARCH model estimation
Figure 2 shows the residuals of the VECM. The picture suggests the presence of
volatility clustering. To conrm this, the residuals of the VECM are tested for au-
tocorrelation and GARCH eects. The autocorrelation function (ACF) and partial
autocorrelation function (PACF) suggest that the residuals are not autocorrelated.
The ACF and PACF are depicted in Figure 3. This is supported by the results of
the Ljung-Box test for autocorrelation. However, the ACF and PACF of squared
residuals give evidence for autocorrelation as it can be seen in Figure 4. Again, the
results of the Ljung-Box test support this nding. Hence, the suspected existence
of GARCH eects in the residuals is conrmed.





































Figure 2: VECM residuals.
In order to model the GARCH eects, the multivariate GARCH model described
in section 3 is utilized. Several specications for the univariate GARCH equations
were tried, however, the exponential GARCH model ts the data best. Tests for
normality reveal that the VECM residuals are not normally distributed. Though
the QMLE are still consistent, non-normality of the residuals causes ineciency.
Therefore, we additionally estimate the parameters under the assumption that the
residuals follow a generalized error distribution (GED). The GED contains the nor-
mal distribution as a special case, and many other distributions with thinner and
thicker tails. The distribution depends on the parameter ν, which determines the
thickness of tails and it is estimated together with the other parameters of the
MGARCH model. If ν = 2 the GED equals the standard normal distribution.
ν < 2 implies a distribution with thicker tails than the standard normal distribution
and ν > 2 implies a thinner tailed distribution.
Box-Ljung Test Shapiro-Wilk Test
Residuals Squared residuals Residuals
Test Statistic p-Value Test Statistic p-Value Test Statistic p-Value
Crude oil 24.46 0.22 97.44 <0.001 0.96 <0.001
Rapeseed 20.79 0.41 28.81 0.001 0.93 <0.001
Biodiesel 15.46 0.74 22.44 0.013 0.95 <0.001
Table 6: Box-Ljung test for autocorrelation of VECM residuals (10 lags included)
and squared VECM residuals (20 lags included) and Shapiro-Wilk test for normality
of VECM residuals
14






































































Figure 3: ACF (upper panel) and PACF (lower panel) of VECM residuals.







































































Figure 4: ACF (upper panel) and PACF (lower panel) of squared VECM residuals.
The normality based QML estimates of the MGARCHmodel are given in Table 7.
Table 8 shows the estimates under the assumption of a GED. The results dier only
slightly. The tail-thickness parameter ν is signicant dierent from 2 for all three
univariate GARCH processes. This indicates that the distribution of the residuals is
thicker tailed than the standard normal distribution, which is in line with the results
of the Shapiro-Wilk test, Table ??. Therefore, in the following we will concentrate
on the results under the assumption of a GED.
For crude oil, the GARCH parameter α is signicant at a 5% level and negative.
This implies that market shocks have a negative impact on volatility. At the same
time, the asymmetry measure γ is insignicant at a 5% signicance level. This sug-
gests that positive and negative shocks reduce the volatility equally. For rapeseed
and biodiesel, the GARCH paramter α is insignicant, while the asymmetry mea-
sure γ is positive and signicant at a 5% and 10% signicance level, respectively.
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This suggests that positive shocks increase volatility, while negative shocks decrease
volatility. The persistence coecients β are signicant and close to one for crude oil
and biodiesel. A persistence coecient close to one implies a high degree of persis-
tency in the volatility. This means that high volatility today implies high volatility
in the future. The estimated β for biodiesel is only about 0.44, which suggests that
shocks in the volatility of biodiesel do persist much shorter than shocks in the other
two markets. The DCC model estimates indicate that shocks in the market do not
have an eect on correlations. The persistence measure is signicant and close to
one, indicating that correlations are highly dependent on past correlations.
A plot of the estimated conditional variances can be found in Figure 5. The
volatilities show strong time-varying behavior. Furthermore, the dierences in the
persistency coecient is clearly visible. While the volatility of crude oil and rape-
seed is changing more gradually, the volatility of biodiesel uctuates heavily. The
conditional variance of crude oil is largest in 2008. It reaches a historically high level
during the sample period and returns relatively fast to its initial level. Rapeseed
shows high volatility in phases of high price levels. This corresponds to the nding
that rapeseed volatility increases with positive market shocks and that shocks are
highly persistent. The volatility of biodiesel is very unstable and shows most uc-
tuation during the food crisis. During the food crisis prices jumped to extremely
high levels, causing the volatility to increase as well. Figure 5 also shows the esti-
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Figure 5: Conditional variance and correlation estimates.
mated conditional correlations. Again, the high persistency of market shocks can
be recognized. Regarding the correlation between the volatilities of crude oil and
rapeseed, it can be seen that it is strongly increasing until the end of the food crisis
where it reaches a level of about 0.5. Since 2009 it is slightly decreasing and remains
relatively stable. The correlations between biodiesel and crude oil and biodiesel and
rapeseed are much smaller than the one between crude oil and rapeseed. Further-
more, they turn negative several times in the late 2000s. This corresponds to a
time of high price levels and instability due to the global food crisis. Additionally,
intensied speculative activity in the agricultural market might be responsible for
16
negative correlations due to unpredictable volatility movements.
Crude Oil Rapeseed Biodiesel DCC Parameters
ωi −0.3442 (0.1061) −0.3383 (0.0343) −4.7274 (0.0009) a 0.0122 (0.2328)
αi −0.1103 (0.0025) −0.0073 (0.8577) 0.0879 (0.3008) b 0.9708 (0.0000)
βi 0.9446 (0.0000) 0.9517 (0.0000) 0.4427 (0.0082)
γi 0.0706 (0.0760) 0.1361 (0.0651) 0.5503 (0.0000)
Table 7: Estimates of the DCC-EGARCH(1,1). P-value in parentheses.
Crude Oil Rapeseed Biodiesel DCC Parameters
ωi −0.3041 (0.1398) −0.4382 (0.0574) −4.7626 (0.0000) a 0.0127 (0.2787)
αi −0.1061 (0.0005) −0.0211 (0.4988) 0.1063 (0.1845) b 0.9689 (0.0000)
βi 0.9514 (0.0000) 0.9402 (0.0000) 0.4436 (0.0009)
γi 0.0658 (0.2448) 0.1569 (0.0143) 0.5755 (0.0000)
νi 1.5572 (0.0000) 1.1129 (0.0000) 1.2467 (0.0000)
Table 8: Estimates of the DCC-EGARCH(1,1) model with generalized error distri-
bution with shape parameter ν. P-value in parentheses.
5.2.4 Multivariate multiplicative volatility model estimation
We relax the assumption of a constant unconditional covariance matrix by applying
the multiplicative volatility model described in section 4.3 to the VECM residuals.
In a rst step the unconditional covariance matrix Σ(τ) is estimated nonparamet-
rically. The likelihood cross-validation criterion yields a bandwidth parameter of
0.137. Figure 6 shows the estimated unconditional variances and correlations to-
gether with their pointwise 95% condence interval. The condence intervals were
computed using the 0.05 and 0.95 quantiles obtained based on 200 bootstrap ex-
periments. The plots indicate that the assumption of a constant unconditional
covariance matrix is invalid.
Since the true unconditional covariance matrix cannot be observed, in order
to assess the quality of the nonparametric estimates, in Figure 7 the estimated
unconditional variances and correlations are shown together with the corresponding
6-month and 12-month rolling window variances and correlations. Especially with
regard to the 12-month rolling covariance, the nonparametric estimates seem to t
the data quite well. The estimated long run volatility of crude oil is relatively stable
except for a large peak that reaches its maximum in the beginning of 2009. This
corresponds to the phase of the food crisis, where prices reached a historically high
level and markets were unstable. A similar pattern can be observed in the long run
volatilities of rapeseed and biodiesel. They peak during and after the food crisis and
return only slowly to the pre-crisis volatility level. Crude oil reaches its pre-crisis
level of volatility much faster and shows an even lower volatility at the end of the
17










































































Figure 6: Unconditional variance and correlation estimates with 95% pointwise con-
dence intervals.
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Figure 7: Unconditional variance and correlation estimates (solid line) compared
to 6-month rolling window variances and correlations (dashed line) and 12-month
rolling window variances and correlations (dotted line)
sample period. In none of the commodities a trend for higher volatility in prices is
visible.
The unconditional correlation between the volatility of crude oil and rapeseed
is insignicant in the beginning of the sample period, but shows a tendency to
increase and turns signicant from 2005 onwards. It increases and reaches a peak
at the end of 2008, where it is about 0.5. After 2009 the correlation decreases, but
still remains relatively high. The high correlation between the volatility of crude oil
and the volatility of rapeseed indicates that on the one hand there is an increasing
tendency to react to the same market signals. On the other hand, the simultaneous
development of their volatilities may also be an indicator for volatility transmission
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between the markets. However, the direction and magnitude of such a transmission
can not be derived from the utilized model. Though, since crude oil is the much
larger and more international market and therefore unlikely to be inuenced by the
volatility of rapeseed prices, it can be assumed that part of the correlation is due
to volatility spillovers from crude oil to rapeseed prices. Phases of high correlation
corresponds to phases where volatilities in the crude oil and rapeseed market were
especially high. This nding suggests that the correlation is highest in volatile
phases, which imposes an additional market risk. This is in line with the ndings
of Busse et al. (2010a), who nd a historically high correlation in April 2009, where
their sample however ends.
The unconditional correlation estimate for biodiesel and crude oil is positive dur-
ing most of the sample period. At the end of 2007 it reaches a level of about 0.3.
In 2008 it starts decreasing and turns negative in 2009. Since 2010 it is increasing
again. The sudden inversion of the correlations in 2008 corresponds to the unstable
phase of the food crisis. It could be an indicator for an increasing presence of spec-
ulative activity in the market, in which many see a cause of the crisis. Speculative
activity can cause high price levels and lead to unpredictable volatility behavior
(Robles et al., 2009). However, as already mentioned above, the eect of speculative
activity is ambiguous.
The correlation between biodiesel and rapeseed is relatively low and not signi-
cant during most of the sample period. It slightly increases in the beginning of the
sample period with a peak in 2006/2007. Since 2007 it stays at a low level and is
insignicant during most of the remaining sample period. The peak corresponds to
the time period were biofuel production in Germany boomed. From 2002 to 2007 it
showed an exponential growth. Since 2007 however, biodiesel production stagnates.
This is partly due to the change in the biofuel policy in Germany. Until the end
of 2006 biodiesel was tax free. In 2007 tax exemptions were repealed and instead
a binding minimum quote was introduced. This nding contradicts the hypothesis
that biodiesel is the cause of high and volatile food prices.
In a second step the residuals of the VECM are standardized by the estimated
unconditional covariance matrix. Figure 8 shows a plot of the standardized VECM
residuals. The standardized residuals are tested for autocorrelation and heteroscedas-
ticity, showing no evidence of autocorrelation nor heteroscedasticity, see Table 9.
This is evidence against the presence of GARCH eects in the short run dynamics.




































Figure 8: Residuals of the nonparametric covariance estimation
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Standardized residuals Squared standardized residuals
Test Statistic p-Value lags Test Statistic p-Value lags
Crude oil 20.9 0.40 20 19.2 0.51 20
Rapeseed 18.7 0.54 20 23.6 0.26 20
Biodiesel 18.3 0.57 20 17.9 0.59 20
Table 9: Box-Ljung test for autocorrelation of the standardized VECM residuals
and the squared standardized VECM residuals
6 Conclusion
In this paper short and long run linkages between the volatilities of energy prices
and agricultural commodity prices are studied. Specic emphasis is given to the
evolution of volatilities and their correlation over time. We proposed the use of a
multiplicative volatility model to capture the volatility and correlation risk structure
between biodiesel, crude oil and rapeseed spot prices. The model provides a more
exible and accurate tting procedure than the VECM with a (DCC) GARCH,
by capturing a long run time varying unconditional covariance matrix, where the
unconditional variance is modeled in a non-parametric way.
We nd that in the long run prices move together and preserve an equilibrium
relationship. However, biodiesel does not inuence rapeseed and crude oil price lev-
els in the short run and only has a limited capacity to inuence rapeseed in the long
run. Biodiesel prices rather react to price changes in the other two markets. Fur-
thermore, the volatility of biodiesel is only weakly linked to the volatility of crude
oil and rapeseed, while the linkage between the volatility of rapeseed and crude
oil is increasing in recent years. The volatilities of rapeseed and biodiesel react
to market shocks asymmetrically. Conditional correlations are mostly positive and
market shocks show a high persistency. During the food crisis in 2008 conditional
correlations between crude oil and biodiesel and rapeseed and biodiesel a strongly
uctuating and even turn negative at times. This can be a sign of excessive specu-
lation in the markets. The correlation between crude oil and rapeseed volatilities is
increasing in recent years, which indicates the presence of volatility spillovers. The
correlations between the volatilities of biodiesel and rapeseed are low and most of
the time insignicant. This reveals that biodiesel only has a reduced impact on
the volatilities of rapeseed. From the perspective of our analysis, the concern that
biodiesel is the cause of high and volatile food prices is unfounded. In a further
study it would be interesting to investigate the direction and size of potential spill
over eects.
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