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AN UPPER BOUND FOR HESSIAN MATRICES
OF POSITIVE SOLUTIONS OF HEAT EQUATIONS
QING HAN AND QI S. ZHANG
Abstract. We prove global and local upper bounds for the Hessian of log positive
solutions of the heat equation on a Riemannian manifold. The metric is either fixed or
evolves under the Ricci flow. These upper bounds supplement the well-known global
lower bound.
1. Introduction
Gradient bounds for log solutions of the heat equation have appeared in the important
papers by Li and Yau [11] and by Hamilton [7]. The main result in [11] can be regarded
as a lower bound of the Laplacian of log solutions under the assumption that the Ricci
curvature is bounded from below. These bounds came in both global and local versions.
The main result in [7] is a global lower bound for the Hessian matrices of log solutions
under certain curvature assumptions. Many applications of these results have been found
in numerous situations. See for example the papers [1], [2], [3], [4], [5], [8], [10], [12], [13],
[14] and also the books [9] and [15].
In this paper, we derive an upper bound of the Hessian matrices of log solutions of
the heat equation on manifolds. We prove both a global and local version of the bounds
which take two different forms and which are generally sharp in respective cases. While
the global version can be proven by building on the ideas in [7], the local version requires
additional quantities and calculations and appears to be unknown even in the Euclidean
setting. We give a unified proof for both versions. In addition, we generalize the Hessian
bound for log solutions to the Ricci flow case. Interestingly, the Ricci flow induces a
cancelation effect which makes the curvature assumption less restrictive than the fixed
metric case.
In order to present results, let us fix some notations to be used throughout the paper.
We denote by M a Riemannian manifold with metric g. For simplicity of presentation,
we always assume that M is a compact manifold without boundary in this paper. The
local bounds clearly hold without this assumption. The global bounds also hold when
one imposes suitable conditions at infinity. We use Ric and Rm to denote the Ricci and
full curvature tensor respectively. In local coordinates, the metric g is denoted by gij , the
Ricci curvature by Rij etc and the curvature tensor by Rijkl etc. We use the convention
that Rij = g
klRiklj in local coordinates. The Hessian of a function u is written as uij.
If V is a 2-form on M and ξ is a vector field, then in local coordinates, we use ξTV ξ to
The first author acknowledges the support of NSF Grant DMS-1105321.
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denote V (ξ, ξ). The distance function is denoted by d(x, y) in the fixed metric case and
by d(x, y, t) in the Ricci flow case. A geodesic ball is denoted by B(x, r) or B(x, r, t)
where x is a point in M and r is the radius, and t is the time when the metric changes.
For R > 0 and T > 0, a parabolic cube is defined by
QR,T (x0, t0) = {(x, t) | d(x0, x, t) < R, t0 − T < t ≤ t0}.
For the fixed metric, we simply have
QR,T (x0, t0) = B(x0, R)× (t0 − T, t0].
A positive constant is denoted by c and C with or without index, which may change
from line to line.
We first state our upper bound of the Hessian matrix of positive solutions for a fixed
metric.
Theorem 1.1. Let M be a Riemannian manifold with a metric g.
(a) Suppose u is a solution of
∂tu−∆u = 0 in M × (0, T ].
Assume 0 < u ≤ A. Then,
t(uij) ≤ u(5 +Bt)
(
1 + log
A
u
)
in M × (0, T ],
where B is a nonnegative constant depending only on the L∞-norms of curvature tensors
and the gradient of Ricci curvatures.
(b) Suppose u is a solution of
∂tu−∆u = 0 in QR,T (x0, t0).
Assume 0 < u ≤ A. Then,
(uij) ≤ Cu
(
1
T
+
1
R2
+B
)(
1 + log
A
u
)2
in QR
2
,T
2
(x0, t0).
where C is a universal constant and B is a nonnegative constant depending only on the
L∞-norms of curvature tensors and the gradient of Ricci curvatures in QR,T (x0, t0).
In Theorem 1.1, Part (a) is the global version and Part (b) the local version. We point
out that different powers of 1+log(A/u) appear in the right-hand sides. We will illustrate
by an example that the extra power in the local version is optimal. This phenomenon
adds more variety to the long list of differential Harnack inequalities.
We remark that the global estimate in Part (a) can be obtained as a consequence of
the lower Hessian estimate and the upper Laplace estimate by Hamilton [7]. Arguments
in this paper work for both global and local estimates, and they extend to the Ricci flow
case.
Next, we state our upper bound for the heat equation coupled with the Ricci flow. It
has a similar form to the fixed metric case.
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Theorem 1.2. Let M be a Riemannian manifold with a family of metrics g = g(t)
satisfying
∂tg = −2Ric in M × (0, T ].
(a) Suppose u is a solution of
∂tu−∆u = 0 in M × (0, T ].
Assume 0 < u ≤ A. Then,
t(uij) ≤ u(18 +Bt)
(
1 + log
A
u
)
in M × (0, T ],
where B is a nonnegative constant depending only on the L∞-norms of curvature tensors.
(b) Suppose u is a solution of
∂tu−∆u = 0 in QR,T (x0, t0).
Assume 0 < u ≤ A. Then,
(uij) ≤ Cu
(
1
T
+
1
R2
+B
)(
1 + log
A
u
)2
in QR
2
,T
2
(x0, t0).
where C is a universal constant and B is a nonnegative constant depending only on the
L∞-norms of curvature tensors in QR,T (x0, t0).
We point out that the constant B in Theorem 1.2 does not depend on the gradient of
Ricci curvatures.
We now describe briefly the method to prove both results. As expected, the general
idea of the proof is still the Bernstein technique of finding a quantity (auxiliary function)
involving the Hessian, which satisfies a nonlinear differential equation amenable to the
maximum principle. The work is to find such a quantity. In this paper, the central
quantity is the quotient of the Hessian of the solution with the density of Boltzmannn
entropy of the solution, i.e.,
uij
u lnu , where u is a positive solution of the heat equation.
Another quantity is |∇u|u lnu . A Bernstein type argument is carried out for a combination
of these two quantities and suitable cutoff functions as in [11].
The rest of the paper is organized as follows. In Section 2, we prove Theorem 1.1
about the Hessian bound on a Riemannian manifold with a fixed metric. In Section 3,
we prove Theorem 1.2 which treats the heat equation coupled with the Ricci flow.
Acknowledgment. We wish to thank Professor Lei Ni for helpful suggestions.
2. Heat Equations under the Fixed Metric
Let M be a Riemannian manifold with metric g and ∆ be the Laplace-Beltrami
operator. We consider a positive solution u of the heat equation
ut = ∆u in M × (0,∞).
We assume
0 < u ≤ A.
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Set
f = log
u
A
.
Let {x1, ..., xn} be a local orthonormal frame at a point, say p ∈M . Then
fi =
ui
u
, fij =
uij
u
− uiuj
u2
,
and hence
ft = ∆f + |∇f |2.
We first derive two equations on which the theorems are based.
Lemma 2.1. Set
vij =
uij
u(1− f) .
Then, (
−∂t +∆− 2f
1− f∇f · ∇
)
vij =
|∇f |2
1− f vij
+
1
u(1− f) [−2Rkijlukl +Rilujl +Rjluil + (∇iRjl +∇jRil −∇lRij)ul].
Proof. By noting
∂t
(
u(1− f)) = −utf, ∂k(u(1− f)) = −ukf,
we have
∂tvij =
uijt
u(1− f) +
uijfut
u2(1− f)2 ,
∂kvij =
uijk
u(1− f) +
uijfuk
u2(1− f)2 .
Recall the commutation formula (see [5] p219 e.g.): if ∆u − ∂tu = 0, then the Hessian
uij satisfies
−∂tuij +∆uij = −2Rkijlukl +Rilujl +Rjluil + (∇iRjl +∇jRil −∇lRij)ul.
Note
∆vij =
∆uij
u(1− f) +
uijf∆u
u2(1− f)2 +
2uijkukf
u2(1− f)2 +
uijfkuk
u2(1− f)2 +
2uijf
2u2k
u3(1− f)3 .
With uk = ufk and the commutation formula, we then have
(∆− ∂t)vij = 2fuijkfk
u(1− f)2 +
uij |∇f |2
u(1− f)2 +
2uij
u(1− f)3 f
2|∇f |2
+
1
u(1 − f) [−2Rkijlukl +Rilujl +Rjluil + (∇iRjl +∇jRil −∇lRij)ul]
=
2ffk
1− f
[
uijk
u(1− f) +
uijffk
u(1− f)2
]
+
uij
u(1− f)
|∇f |2
(1− f)
+
1
u(1 − f) [−2Rkijlukl +Rilujl +Rjluil + (∇iRjl +∇jRil −∇lRij)ul].
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With the help of the expression for ∂kvij , we obtain
(∆− ∂t)vij = 2f
1− f fk∂kvij + vij
|∇f |2
(1− f)
+
1
u(1 − f) [−2Rkijlukl +Rilujl +Rjluil + (∇iRjl +∇jRil −∇lRij)ul].
This is the desired result. 
Lemma 2.2. Set
wij =
uiuj
u2(1− f)2 .
Then, (
−∂t +∆− 2f
1− f∇f · ∇
)
wij
=
2|∇f |2
1− f wij + 2(vki + fwki)(vkj + fwkj) +Rikwkj +Rjkwki.
Proof. We proceed similarly as in the proof of Lemma 2.1. First,
∂twij =
utiuj + uiutj
u2(1− f)2 +
2utuiujf
u3(1− f)3 ,
∂kwij =
ukiuj + uiujk
u2(1− f)2 +
2ukuiujf
u3(1− f)3 .
Using Bochner’s formula, we arrive at, after differentiation,
∆wij =
(∆u)iuj + 2ukiukj + ui(∆u)j
u2(1− f)2 +Rik
ukuj
u2(1− f)2 +Rjk
ukui
u2(1 − f)2
+
4(ukiuj + ukjui)ukf
u3(1− f)3 +
2uiuj∆uf
u3(1− f)3 +
2uiujukfk
u3(1− f)3 +
6uiuju
2
kf
2
u4(1− f)4 .
Hence
(∆ − ∂t)wij = H +Rikwkj +Rjkwki,
where
H =
2ukiukj
u2(1− f)2 +
4(ukiuj + ukjui)ukf
u3(1− f)3 +
2uiujukfk
u3(1− f)3 +
6uiuju
2
kf
2
u4(1− f)4 .
In the expression of H, we write 4 = 2 + 2, 6 = 4 + 2 and hence
H =
2(ukiuj + ukjui)ukf
u3(1− f)3 +
4uiuju
2
kf
2
u4(1− f)4 +
2uiujukfk
u3(1− f)3
+
2ukiukj
u2(1− f)2 +
2(ukiuj + ukjui)ukf
u3(1− f)3 +
2uiuju
2
kf
2
u4(1− f)4
=
2ukf
u(1 − f)
(
ukiuj + uiujk
u2(1− f)2 +
2ukuiujf
u3(1− f)3
)
+
2ukfk
u(1− f) ·
uiuj
u2(1− f)2
+ 2
(
uki
u(1− f) +
uiukf
u2(1− f)2
)(
ukj
u(1− f) +
ujukf
u2(1− f)2
)
.
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With uk = ufk, the expression of ∂kwij and definitions of vij and wij , we have
H =
2ukf
u(1− f)∂kwij +
2|∇f |2
1− f wij + 2(vki + fwki)(vkj + fwkj).
This implies the desired result. 
Remark 2.3. We define the trace w of (wij) by
w = tr(wij) =
|∇u|2
u2(1− f)2 .
We also have(
−∂t +∆− 2f
1− f∇f · ∇
)
vij = (1− f)wvij
+
1
u(1− f) [−2Rkijlukl +Rilujl +Rjluil + (∇iRjl +∇jRil −∇lRij)ul],(
−∂t +∆− 2f
1− f∇f · ∇
)
wij = 2(1 − f)wwij
+ 2(vki + fwki)(vkj + fwkj) +Rikwkj +Rjkwki.
We now prove Theorem 1.1.
Proof of Theorem 1.1. Part (a). We first perform some important calculations. Let p
be a point on the manifold and {x1, ..., xn} be a local orthonormal coordinates system. In
this coordinate and using the same notations as in Lemma 2.1 and Lemma 2.2, the (2, 0)-
tensor fields vij and wij can be regarded as n × n matrices. Set V = (vij), W = (wij),
w = tr(W ), and
L = −∂t +∆− 2f
1− f∇f · ∇.
Then, by Lemma 2.1 and Lemma 2.2,
LV = (1− f)wV + P,(2.1)
LW = 2(1− f)wW + 2(V + fW )2 +Q,(2.2)
where P and Q are matrices whose (i, j)-th components are
Pij =
1
u(1− f) [−2Rkijlukl +Rilujl +Rjluil + (∇iRjl +∇jRil −∇lRij)ul]
= −2Rkijlvkl +Rilvjl +Rjlvil + (∇iRjl +∇jRil −∇lRij) ul
u(1− f) ,
(2.3)
and
(2.4) Qij = Rikwkj +Rjkwki.
For a constant α ∈ R to be determined, we have
L(αV +W ) = α(1 − f)wV + 2(1 − f)wW + 2(V + fW )2 + αP +Q.
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Let ξ ∈ TpM be a unit tangent vector at the point p. We use parallel translation along
geodesics emanating from p to extend ξ to a smooth vector field in the local coordinate
neighborhood. We still denote the vector field by ξ. Since V and W are (2, 0)-tensor
fields, the function
λ = ξT (αV +W )ξ ≡ (αV +W )(ξ, ξ)
is a well-defined smooth function in a neighborhood of p. Then
Lλ = H + ξT (αP +Q)ξ,
where
(2.5) H = α(1 − f)wξTV ξ + 2(1 − f)wξTWξ + 2|(V + fW )ξ|2.
By αξTV ξ = λ− ξTWξ, we have
H = (1− f)w(λ− ξTWξ) + 2(1− f)wξTWξ + 2|(V + fW )ξ|2
= (1− f)wλ+ (1− f)wξTWξ + 2|(V + fW )ξ|2.
To simplify the last term further, we fix the point p and assume ξ is the vector field
generated, via parallel translation through geodesics emanating from p, by an eigenvector
of αV +W at p, i.e., at p,
(αV +W )ξ = λξ.
Then
(V + fW )ξ =
λ
α
ξ − 1
α
Wξ + fWξ =
λ
α
ξ −
(
1
α
− f
)
Wξ,
and hence
|(V + fW )ξ|2 = λ
2
α2
− 2λ
α
(
1
α
− f
)
ξTWξ +
(
1
α
− f
)2
|Wξ|2.
Hence
H =
2λ2
α2
+ λ
(
w − 4
α2
ξTWξ
)
− fλ
(
w − 4
α
ξTWξ
)
+ (1− f)wξTWξ + 2
(
1
α
− f
)2
|Wξ|2.
The last two terms are independent of λ and nonnegative. Hence
(2.6) H ≥ 2λ
2
α2
+ λ
(
w − 4
α2
ξTWξ
)
− fλ
(
w − 4
α
ξTWξ
)
.
For the last term, we note W is a rank-one matrix and hence
ξTWξ ≤ w.
With f < 0 and choosing α ≥ 4, the third term in nonnegative, if λ ≥ 0. If λ ≥ 0, the
second term is also nonnegative. Hence
(2.7) H ≥ 2λ
2
α2
.
8 QING HAN AND QI S. ZHANG
In summary, if λ ≥ 0, then at the point p,
(2.8) Lλ ≥ 2λ
2
α2
+ ξT (αP +Q)ξ.
Now we proceed to prove Part (a). Let τ be a universal constant to be fixed later.
With α = 4, suppose the 2 form
αV +W − τ
t
g
assumes its largest nonnegative eigenvalue at a space-time point (p1, t1), with t1 > 0.
Let ξ be a unit eigenvector at p1. We use parallel translation along geodesics emanating
from p1 to extend ξ to a smooth vector field which is still denoted by ξ. Set, in a local
coordinate
(2.9) µ = ξT (αV +W − τ
t
g)ξ.
and
(2.10) λ = ξT (αV +W )ξ.
Then, both µ and λ are smooth functions in a space time neighborhood of (x1, t1). Also
Lµ = L
(
λ− τ
t
)
= Lλ− τ
t2
= H − τ
t2
+ ξT (αP +Q)ξ.
Here H is given by (2.5). We now evaluate at (p1, t1). Since λ− τ/t has its nonnegative
maximum at (p1, t1), we have, by (2.8),
0 ≥ L
(
λ− τ
t
)
≥ 2λ
2
α2
− τ
t2
− |ξT (αP +Q)ξ| at (p1, t1),
or
(2.11)
2λ2
α2
≤ τ
t2
+ |ξT (αP +Q)ξ| at (p1, t1).
In order to bound µ and λ from above, we need to find an upper bound for |ξT (αP +Q)ξ|
at (p1, t1).
Let ξ = (ξ1, ..., ξn). By (2.3) and (2.4), we obtain
|ξT (αP +Q)ξ| ≤ |αξTPξ|+ |ξTQξ|
≤
∣∣∣∣ξiξjα
[
−2Rkijlvkl +Rilvjl +Rjlvil + (∇iRjl +∇jRil −∇lRij) ul
u(1 − f)
]∣∣∣∣
+ |ξiξj(Rikwkj +Rjkwki)|
≤ |ξiξjα [−2Rkijlvkl +Rilvjl +Rjlvil]|+ C|∇Ric|
√
|W |+ C|Ric||W |.
Writing αvkl = αvkl + wkl − wkl etc in the last line, we deduce
(2.12)
|ξT (αP +Q)ξ|
≤ |ξiξj [−2Rkijl(αvkl + wkl) +Ril(αvjl +wjl) +Rjl(αvil + wil)]|
+ |ξiξj [−2Rkijlwkl +Rilwjl +Rjlwil]|+ C|∇Ric|
√
|W |+ C|Ric||W |.
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At the point p1, we can choose a coordinate system so that the matrix αV + W is
diagonal. Let µ1, · · · , µn be the eigenvalues of the matrix αV +W − τt I, listed in the
increasing order. Without loss of generality, we assume µ1 < 0 and µn > 0. Then
|Rkijl(αvkl + wkl)| ≤ |Rkijl(αvkl + wkl − τ
t
δkl)|+ |Rkijlδkl|τ
t
≤ |
n∑
k=1
Rkijk(αvkk + wkk − τ
t
)|+ C|Rm|τ
t
≤ C|Rm|(µn + |µ1|) + C|Rm|τ
t
.
Similarly
|Ril(αilvjl + wjl)| ≤ C|Ric|(µn + |µ1|) + C|Ric|τ
t
.
Combining the last few inequalities, we deduce
|ξT (αP +Q)ξ| ≤ C|Rm|(µn + |µ1|) + C|∇Ric|
√
|W |+ C|Rm||W |+ C|Rm|τ
t
.
In the following, we set K1 = |Rm|L∞ and K2 = |∇Ric|L∞ . Then
|ξT (αP +Q)ξ| ≤ CK1(µn + |µ1|+ τ
t
) + CK2
√
|W |+ CK1|W |
≤ CK1(µn + |µ1|+ τ
t
) + CK2 + C(K1 +K2)|W |.
Observe that
µ1 + (n− 1)µn ≥ µ1 + · · ·+ µn
= tr
(
αuij
u(1− f) +
uiuj
u2(1− f)2 −
τ
t
δij
)
≥ α∆u
u(1− f) − n
τ
t
.
Hence,
|µ1| ≤ (n− 1)µn − α∆u
u(1− f) + n
τ
t
.
Therefore
|ξT (αP +Q)ξ| ≤ CK1
(
µn − α∆u
u(1− f) +
τ
t
)
+ CK2 + C(K1 +K2)|W |.
By [11], we have
|∇u|2
u2
− 2ut
u
≤ c1
t
+K0,
where Ric ≥ −K0 for some K0 ≥ 0. With ut = ∆u, we get
−∆u
u
≤ c1
t
+K0.
Since 0 ≤ u < A, we have
1
1− f ≤ 1.
Therefore, at (p1, t1), it holds
|ξT (αP +Q)ξ| ≤ CK1
(
µn +
1 + τ
t
)
+ C(K1K0 +K2) + C(K1 +K2)|W |.
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By the definition of W = (wij), we have
|W | ≤ |∇u|
2
u2(1− f)2 .
By Theorem 1.1 in [7], we obtain
|W | ≤ C
(
1
t
+K0
)
,
and hence
|ξT (αP +Q)ξ| ≤ C(K1 +K2)
(
µn +
1 + τ
t
)
+ C(K1K0 +K2 +K2K0).
Since µ = µn < λ at (p1, t1), this shows, by (2.11), that
2λ2
α2
≤ τ
t2
+ C(K1 +K2)
(
λ+
1 + τ
t
)
+ C(K1K0 +K2 +K2K0) at (p1, t1).
A simple application of the Cauchy inequality yields
λ
α
≤
√
τ + 1
t
+B at (p1, t1),
where B is a nonnegative constant depending only on K0,K1 and K2 with the property
that B = 0 if K0 = K1 = K2 = 0. Then
λ− τ
t
≤ (α√τ + 1− τ)1
t
+ αB ≤ αB at (p1, t1),
by choosing τ sufficiently large. In fact, for α = 4, we can take τ = 8 + 4
√
5.
By definition, µ = λ− τt at (p1, t1) is the largest eigenvalue of the 2 form αV +W − τt g
on M × (0, T ]. Therefore, given any unit tangent vector η ∈ TxM , x ∈M , it holds
ηT (αV +W )η − τ
t
g(η, η) ≤ (λ− τ
t
)|(p1,t1) ≤ αB in M × (0, T ).
Thus
tηTV η ≤ τ
α
+Bt.
This proves part (a) of the theorem.
Part (b). Now we localize the result in part (a). It is unexpected that the local
bound is different from the global one. We point it out in the remark below that the
local form is also sharp in general.
Let ψ be a cutoff function which will be specified later. Then, for any smooth function
η, we have
∂t(ψη) = ∂tψ η + ψ∂tη,
∇(ψη) = ∇ψ η + ψ∇η,
∆(ψη) = ∆ψ η + 2∇ψ∇η + ψ∆η.
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Hence
ψLη = −ψ ∂tη + ψ∆η − ψ 2f
1− f∇f · ∇η
= −(∂t(ψη) − η∂tψ) + ∆(ψη)− η∆ψ − 2∇ψ · ∇η − 2f
1− f∇f(∇(ψη)− η∇ψ)
= −∂t(ψη) + ∆(ψη) − 2f
1− f∇f · ∇(ψη) + η∂tψ − η∆ψ
+
2f
1− f η∇f · ∇ψ − 2∇ψ · ∇η.
For the last term, we write
∇ψ · ∇η = ∇ψ
ψ
ψ∇η = ∇ψ
ψ
(∇(ψη) −∇ψ η)
=
∇ψ
ψ
∇(ψη) − |∇ψ|
2
ψ
η.
Hence
ψLη = −∂t(ψη) + ∆(ψη) − 2f
1− f∇f · ∇(ψη) −
2∇ψ
ψ
∇(ψη)
+ η∂tψ − η∆ψ + η 2f
1− f∇f · ∇ψ +
2|∇ψ|2
ψ
η.
Set
(2.13) L1 = −∂t +∆− 2f
1− f∇f · ∇ −
2∇ψ
ψ
∇.
Then
ψLη = L1(ηψ) − ηL1ψ,
or
L1(ηψ) = ψLη + ηL1ψ.
With λ introduced before in (2.10), we have
(2.14) L1(ψλ) = ψLλ+ λL1ψ = ψ[H + ξ
T (αP +Q)ξ] + λL1ψ.
Here H is given by (2.5). Now we analyze L1ψ. We write
L1ψ = −∂tψ +∆ψ − 2|∇ψ|
2
ψ
− 2f
1− f∇f · ∇ψ.
The first three terms are obviously bounded by choosing suitable ψ. For the last one,
we write
− 2f
1− f∇f · ∇ψ = −
2f
1− f
√
ψ ∇f · ∇ψ√
ψ
.
Note
−f
1− f < 1 and
∇ψ√
ψ
is bounded. We need to control
√
ψ∇f.
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To this end, we recall the equation for f
−∂tf +∆f = −|∇f |2.
Then
Lf = −∂tf +∆f − 2f
1− f |∇f |
2 = −|∇f |2 − 2f
1− f |∇f |
2 =
−1− f
1− f |∇f |
2.
Note −1− f
1− f ≥
1
2
if f ≤ −3.
Then
Lf ≥ 1
2
|∇f |2.
Hence, we obtain
L1f = Lf − 2∇ψ
ψ
∇f = Lf − 2
ψ
∇ψ√
ψ
√
ψ∇f,
and then
(2.15)
ψL1f = ψLf − 2∇ψ√
ψ
√
ψ∇f ≥ 1
2
ψ|∇f |2 − 2∇ψ√
ψ
√
ψ∇f
≥ 1
4
ψ|∇f |2 −C |∇ψ|
2
ψ
.
Now we consider, for some constant β ∈ R+ to be determined,
ψL1(ψλ+ βf) = ψ
2H + ψ2ξT (αP +Q)ξ + ψλL1ψ + βψL1f.
In the following, we consider eigenvalues of the 2 form
ψ(αV +W ) + βfg.
If ξ is an eigenvector of ψ(αV +W ) + βfg at some point (x, t), then
[ψ(αV +W ) + βfg]ξ = µξ,
or in local coordinates,
ψ(αV +W )ξ = (µ − βf)ξ.
If ψ(x, t) 6= 0, then ξ is also an eigenvector of αV +W . Hence
µ = ψλ+ βf.
Again we extend ξ to a vector field around x by parallel transporting along geodesics
starting from x. The vector field is still denoted by ξ.
Let Ω be the parabolic cube given by
Ω = QR,T (x0, t0) = B(x0, R)× (t0 − T, t0].
Let
µ = ξT [ψ(αV +W ) + βfg]ξ = ψλ+ βf.
Then
µ
∣∣
∂pΩ
= βf
∣∣
∂pΩ
< 0.
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We will estimate µ from above. Recall from (2.14) and µ = λ+ βf that
(2.16) ψL1µ = ψ
2H + ψ2ξT (αP +Q)ξ + ψλL1ψ + βψL1f.
We first have, from (2.7), that
ψ2H ≥ 2
α2
(ψλ)2 + ψ2λ
(
w − 4
α2
ξTWξ
)
− fψ2λ
(
w − 4
α
ξTWξ
)
.
At points where µ ≥ 0, we have
ψλ+ βf ≥ 0,
and hence ψλ ≥ 0. Then
ψ2H ≥ 2
α2
(ψλ)2.
By this, (2.15) and (2.16), we deduce,
ψL1µ ≥ 2
α2
(ψλ)2 + ψ2ξT (αP +Q)ξ + β
[
1
4
ψ|∇f |2 − C |∇ψ|
2
ψ
]
−
[
|∂tψ|+ |∆ψ|+ 2|∇ψ|
2
ψ
+ 2
√
ψ|∇f | · ∇ψ√
ψ
]
ψλ.
For the last term, we use the Cauchy inequality to control the ψλ factor by the first term
to get
ψL1µ ≥ 1
α2
(ψλ)2 + ψ2ξT (αP +Q)ξ + β
(
1
4
ψ|∇f |2 − C |∇ψ|
2
ψ
)
− C
(
|∂tψ|+ |∆ψ|+ 2|∇ψ|
2
ψ
)2
− Cψ|∇f |2 |∇ψ|
2
ψ
.
We now take
(2.17) β = c sup
|∇ψ|2
ψ
.
If c is sufficiently large, we have
β
(
1
4
ψ|∇f |2 − C |∇ψ|
2
ψ
)
− Cψ|∇f |2 |∇ψ|
2
ψ
≥ −C ′ sup |∇ψ|
4
ψ2
,
and hence
ψL1µ ≥ 1
α2
(ψλ)2 + ψ2ξT (αP +Q)ξ +
1
8
βψ|∇f |2
− C
[
|∂tψ|+ |∆ψ|+ |∇ψ|
2
ψ
]2
− C sup |∇ψ|
4
ψ2
.
Let ψ be a cut off function supported in the space-time cube QR,T (x0, t0) such that
ψ = 1 in the cube of half the size QR/2,T/2(x0, t0). We also require that
|∇ψ| ≤ C
R
, |∆ψ| ≤ CK0 + 1
R2
,
|∂tψ|√
ψ
≤ C 1
T
,
|∇ψ|2
ψ
≤ C
R2
.
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Here K0 is a bound on |Ric| as before. Also the quotients are regarded as 0 when ψ = 0
somewhere. Without loss of generality we just take t0 = T . We also require that ψ is
supported in the slightly shorter space time cube QR,3T/4(x0, t0). As usual, the cutoff
function can be constructed from the distance function, which is not always smooth.
One can either mollify the distance by convoluting with a smooth kernel or use the well
known trick by Calabi to get around singular points of the distance.
Let µ0 be the maximal eigenvalues of ψ(αV +W ) + βfg with a unit eigenvector ξ.
Assume µ0 is taken at the space-time point (p1, t1). Again, by parallel translation, we
extend ξ to a vector field in a neighborhood of p1, which is still denoted by ξ. We are
interested only in the case µ0 > 0. Since f ≤ 0 and ψ = 0 on the parabolic boundary
of Ω, we know that p1 must lie in the interior of B(p,R). Define a function µ = µ(x, t)
around (p1, t1) by
µ = ξT (ψ(αV +W ) + βfg) ξ.
Since (p1, t1) is a maximum point of µ, we have
0 ≥ ψL1µ ≥ 1
α2
(ψλ)2 + ψ2ξT (αP +Q)ξ
− C
[
|∂tψ|+ |∆ψ|+ |∇ψ|
2
ψ
]2
− C sup |∇ψ|
4
ψ2
.
Hence, at (p1, t1), it holds
(2.18)
1
α2
(ψλ)2 ≤ ψ2|ξT (αP +Q)ξ|+ C
(
1
T
+
1
R2
)2
.
From (2.12),
ψ|ξT (αP +Q)ξ|
≤ |ξiξj [−2Rkijlψ(αvkl + wkl) +Rilψ(αvjl + wjl) +Rjlψ(αvil +wil)]|
+ ψ |ξiξj [−2Rkijlwkl +Rilwjl +Rjlwil]|+Cψ|Ric||W |+ Cψ|∇Ric|
√
|W |
≤ |ξiξj [−2Rkijlψ(αvkl + wkl) +Rilψ(αvjl + wjl) +Rjlψ(αvil +wil)]|
+ C(K0 +K1 +K2)ψ|W |+ CK2.
By splitting off a term βf , we obtain
ψ|ξT (αP +Q)ξ|
≤
∣∣∣∣ξiξj[− 2Rkijl{ψ(αvkl + wkl)− βfδkl}+Ril{ψ(αvjl + wjl)− βfδkl}
+Rjl{ψ(αvil + wil)− βfδkl}
]∣∣∣∣
+ C(K0 +K1)βψ|f |+ C(K0 +K1 +K2)ψ|W |+ CψK2.
Let µ1, ..., µn be the eigenvalues of the 2 form ψ(αV +W ) + βfg at (p1, t1), which are
listed in increasing order. We assume without loss of generality that µ1 < 0. Then the
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above inequality implies
ψ|ξT (αP +Q)ξ| ≤ C(K0 +K1)(µn + |µ1|) + C(K0 +K1)β|f |
+ C(K0 +K1 +K2)ψ|W |+ CψK2.
Observe that
µ1 + (n− 1)µn ≥ µ1 + · · · + µn
= tr
[
ψ
(
αuij
u(1− f) +
uiuj
u2(1− f)2
)
+ βfδij
]
≥ ψ α∆u
u(1 − f) + nβf.
Hence,
|µ1| ≤ (n− 1)µn − ψ α∆u
u(1− f) + nβ|f |.
Therefore,
ψ|ξT (αP +Q)ξ| ≤ CK1
(
µn − ψ α∆u
u(1− f)
)
+ C(K1 +K2)ψ|W |+ CK2 + CK1β|f |.
(2.19)
Since Ric ≥ −K0, by [11] and our choice of the cutoff function ψ, we have, for any
a > 1,
ψ2
( |∇u|2
u2
− aut
u
)
≤ C
(
1
T
+
1
R2
+K0
)
.
We note that the time 1/T is actually 1/t in [11]. However, since our cutoff function
is supported in a shorter cube, these two terms are equivalent. With ut = ∆u and
µ = ψλ+ βf ≤ ψλ, we get, at (p1, t1),
ψ2|ξT (αP +Q)ξ| ≤ CK1ψ2λ+ CK1
(
1
T
+
1
R2
)
+ C(K1K0 +K2) + CK2ψ
2|W |+ CK1β|f |.
From the definition of W = (wij), we have
|W | ≤ |∇u|
2
u2(1− f)2 .
By Theorem 1.1 in [16], we obtain
ψ2|W | ≤ C
(
1
T
+
1
R2
+K0
)
,
and hence
ψ2|ξT (αP +Q)ξ| ≤ CK1ψ2λ+ C(K1 +K2)
(
1
T
+
1
R2
)
+ C(K1K0 +K2 +K2K0) + CK1β|f |.
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Substituting this to (2.18), we find, at (p1, t1), that
1
α2
(ψλ)2 ≤ CK1ψ2λ+ C(K1 +K2)
(
1
T
+
1
R2
)
+C
(
1
T
+
1
R2
)2
+C(K1K0 +K2 +K2K0) + CK1β|f |,
and hence
ψλ ≤ C
(
1
T
+
1
R2
+B
)
+ C
√
K1β|f |,
where B is a nonnegative constant depending only on K0,K1 and K2 with the property
that B = 0 if K0 = K1 = K2 = 0. This implies
µ = ψλ+ βf ≤ C
(
1
T
+
1
R2
+B
)
+ C
√
K1β|f |+ βf.
Since f < 0, we know that C
√
K1β|f |+ βf ≤ CK1. Thus
µ0 = µ
∣∣
(p1,t1)
= (ψλ+ βf)
∣∣
(p1,t1)
≤ C
(
1
T
+
1
R2
+B
)
.
Here B may have changed from the last line. Therefore
µ ≤ C
(
1
T
+
1
R2
+B
)
in QR,T .
Hence, for any unit tangent vector ξ at x with (x, t) ∈ QR,T , it holds
ψξT (αV +W )ξ + βf ≤ C
(
1
T
+
1
R2
+B
)
in QR,T ,
or
ψξT (αV +W )ξ ≤ C
(
1
T
+
1
R2
+B
)
+ β|f |, in QR,T .
Recall from (2.17) that β = C
R2
, we then have
ψξTV ξ ≤ C
(
1
T
+
1
R2
+B
)
(1− f),
and hence
ψ
uijξiξj
u
≤ C
(
1
T
+
1
R2
+B
)
(1− f)2.
This implies the desired estimate. 
Remark 2.4. When we compare the local version with the global version, we note an
extra power of 1 + log
A
u
in Part (b) of Theorem 1.1. This turns out to be optimal.
Consider x0 = 2, R = 1, t0 = 2, T = 1 and Q1,1(2, 2) = [1, 3] × [1, 2] ⊂ Rx × Rt. For
a > 0, set
u(x, t) = eax+a
2t.
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This is a positive solution of the heat equation in Q1,1(2, 2). Note
uxx(2, 2)
u(2, 2)
= a2,
and
A = sup
Q1,1(2,2)
u = e3a+2a
2
, log
A
u(2, 2)
= log
e3a+2a
2
e2a+2a2
= a.
Hence,
uxx(2, 2)
u(2, 2)
and
[
log
A
u(2, 2)
]2
have the same order in a.
3. Heat Equations under Ricci Flow
In this section we consider the heat equation coupled with the Ricci flow on a manifold
M , over a time interval (0, T ],
(3.1)
{
∆u− ∂tu = 0
∂tg = −2Ric.
The heat equation and its conjugate have served as a fundamental tool in the theory
of Ricci flow developed by Hamilton and Perelman. The two authors and others have
derived gradient estimate for positive solutions of the heat and conjugate heat equation.
See the paper [5], [14], [13], [4], [3] and [1] for instance. Here we prove an upper bound
on the Hessian of the log solution, which seems to be missing as the fixed metric case.
The general idea of the proof is similar to that in the previous section. However, since
the metric is evolving, there will be extra terms to deal with, especially the term Rijuij.
To treat this term, we need to use the latest result in [1] which provides a Li-Yau type
gradient bound in the Ricci flow case.
We will keep the same notations as in the last section. First let us derive the evolution
equation for (vij) and (wij). In this situation, the corresponding equations for (vij) have
fewer terms than those in Lemmas 2.1 and 2.2 in the fixed metric case. More specifically
the terms involving the gradient of the Ricci curvature drops out. This is due to a
cancellation introduced by the Ricci flow. The equation for (wij) will formally stay the
same.
Lemma 3.1. Suppose u is a positive solution to (3.1) such that 0 < u ≤ A. Set
f = log(u/A) and
vij =
uij
u(1− f)
with the matrix V = (vij) representing the 2 form
Hessu
u(1−f) in local coordinates. Then,
(−∂t +∆− 2f
1− f∇f · ∇)vij
=
|∇f |2
1− f vij +
1
u(1− f) [−2Rkijlukl +Rilujl +Rjluil].
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Proof. This is similar to that of Lemma 2.1. The only difference is that the commutation
formula now is
−∂tuij∆uij + 2Rkijlukl −Rikujk −Rjkuik = 0.
See p109 of [6] e.g. 
Lemma 3.2. Suppose u is a positive solution to (3.1) such that 0 < u ≤ A. Set
f = log(u/A) and
wij =
uiuj
u2(1− f)2
with the matrix W = (wij) representing the 2 form
du⊗du
u2(1−f)2 in local coordinates. Then,
(−∂t+∆− 2f
1− f∇f · ∇)wij
=
2|∇f |2
1− f wij + 2(vki + fwki)(vkj + fwkj) +Rikwkj +Rjkwki.
Proof. This is formally identical to that of Lemma 2.2. The reason is that W = (wij)
represents the 2 form du⊗du
u2(1−f)2
and du commutes with the time derivative. Namely
∂t
(
du⊗ du
u2(1− f)2
)
=
d∂tu⊗ du
u2(1− f)2 +
u⊗ d∂tu
u2(1− f)2 + du⊗ du ∂t
(
1
u2(1− f)2
)
.
Hence
∂twij = ∂t
(
uiuj
u2(1− f)2
)
=
(∂tu)iuj
u2(1− f)2 +
ui(∂tu)j
u2(1− f)2 + uiuj ∂t
(
1
u2(1− f)2
)
.
This is identical to the corresponding term in Lemma 2.2. The computation for all other
terms are the same also. 
In this section we will work with space time cubes that evolve with time. Recall the
following notation. Let (x0, t0) be a space time point. For R > 0 and T > 0, we write
QR,T (x0, t0) = {(x, t) | d(x0, x, t) < R, t0 − T < t ≤ t0},
We now prove Theorem 1.2.
Proof of Theorem 1.2. Part (a). Again we set w = tr(W ), and
(3.2) L = −∂t +∆− 2f
1− f∇f · ∇.
According to Lemmas 3.1 and 3.2, the following equalities hold
LV = (1− f)wV + P,(3.3)
LW = 2(1− f)wW + 2(V + fW )2 +Q,(3.4)
where P and Q are matrices whose (i, j)-th components are given by
Pij =
1
u(1− f)[−2Rkijlukl +Rilujl +Rjluil]
= −2Rkijlvkl +Rilvjl +Rjlvil,
(3.5)
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and
(3.6) Qij = Rikwkj +Rjkwki.
For a constant α ∈ R to be determined, we have
L(αV +W ) = α(1 − f)wV + 2(1 − f)wW + 2(V + fW )2 + αP +Q.
Pick p ∈ M and a time t where the Ricci flow is defined. Let ξ ∈ TpM be a unit
tangent vector at the point p. Under the metric g(t), we use parallel translation along
geodesics emanating from p to extend ξ to a smooth vector field in the local coordinate
neighborhood. Then we extend the vector field in time trivially by making it a constant
vector field in time. We still denote the vector field by ξ. Since V andW are (2, 0)-tensor
fields (2-forms), the function
λ = ξT (αV +W )ξ ≡ (αV +W )(ξ, ξ)
is a well-defined smooth function in a space-time neighborhood of (p, t). Since ξ is a
parallel vector field at time t, it holds, at this time t,
Lλ = H + ξT (αP +Q)ξ.
Here
H = α(1 − f)wξTV ξ + 2(1 − f)wξTWξ + 2|(V + fW )ξ|2.
By αξTV ξ = λ− ξTWξ, we have
H = (1− f)w(λ− ξTWξ) + 2(1− f)wξTWξ + 2|(V + fW )ξ|2
= (1− f)wλ+ (1− f)wξTWξ + 2|(V + fW )ξ|2.
To simplify the last term further, we fix the space time point (p, t) and assume ξ is
chosen as follows. Under the metric g(t), we let ξ be the time independent vector field
generated via parallel translation through geodesics emanating from p, by an eigenvector
of αV +W at (p, t), i.e., at (p, t),
(αV +W )ξ = λξ.
Then by (2.7) in the derivation of (2.8), we find that, if λ ≥ 0, then at the point (p, t),
it holds, for α ≥ 4
H ≥ 2λ
2
α2
.
Consequently, at time t, it holds
(3.7) Lλ ≥ 2λ
2
α2
+ ξT (αP +Q)ξ.
Let τ be a universal constant to be fixed later. With α = 4, suppose the 2-form
αV +W − τ
t
g(t)
assumes the eigenvalue µ ≡ λ − τt1 at (p1, t1), which is the largest for all x ∈ M and
t ∈ (0, T ]. Then λ is an eigenvalue of αV + W . Under the metric g(t1), let ξ be a
unit eigenvector of αV +W , which corresponds to λ. Under g(t1) again, we use parallel
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translation along geodesics emanating from p1 to extend ξ to a smooth vector field in
a neighborhood of p1. We still denote it by ξ. Now we regard ξ as a time independent
vector field defined in a space time neighborhood of (p1, t1). Set
λ = ξT (αV +W )ξ ≡ (αV +W )(ξ, ξ).
Then, in the space-time neighborhood where ξ is defined, we have
(3.8) L
(
λ− τ
t
g(t)(ξ, ξ)
)
= Lλ− τ
t2
g(t)(ξ, ξ) − τ
t
2Ric(ξ, ξ).
We now evaluate at (p1, t1). Since
λ− τ
t
g(t)(ξ,ξ)
g(t)(ξ,ξ) has its nonnegative maximum at (p1, t1),
we have,
(3.9) ∆
(
λ− τ
t
g(t)(ξ, ξ)
)
≤ 0, ∇
(
λ− τ
t
g(t)(ξ, ξ)
)
= 0
and
∂t
[(
αV +W − τt g(t)
)
(ξ, ξ)
g(t)(ξ, ξ)
]
≥ 0.
Here we point out that even though ξ is a time independent vector field, its norm changes
under g(t). This is the reason why we need to normalize its norm in the above inequality.
Therefore
∂t
[(
αV +W − τt g(t)
)
(ξ, ξ)
]
g(t)(ξ, ξ)
+
(
αV +W − τ
t
g(t)
)
(ξ, ξ)
2Ric(ξ, ξ)
|g(t)(ξ, ξ)|2 ≥ 0.
Since the computation is at (p1, x1), this implies
∂t(λ− τ
t
g(t)(ξ, ξ)) + (λ− τ
t
g(t)(ξ, ξ))2Ric(ξ, ξ) ≥ 0.
Substituting this together with (3.2) and (3.9) into the left hand side of (3.8), we find
that
(λ− τ
t
)2Ric(ξ, ξ) ≥ Lλ− τ
t2
g(t)(ξ, ξ) − τ
t
2Ric(ξ, ξ).
By (3.7), this induces
λ2Ric(ξ, ξ) ≥ 2λ
2
α2
− τ
t2
− |ξT (αP +Q)ξ| at (p1, t1),
or
(3.10)
2λ2
α2
≤ τ
t2
+ |ξT (αP +Q)ξ|+ 2λ|Ric(ξ, ξ)| at (p1, t1).
To bound λ from above, we need to find an upper bound for |ξT (αP +Q)ξ| at (p1, t1).
Let ξ = (ξ1, ..., ξn). By (3.5) and (3.6), we obtain
|ξT (αP +Q)ξ| ≤ |αξTPξ|+ |ξTQξ|
≤ |ξiξjα (−2Rkijlvkl +Rilvjl +Rjlvil)|+ |ξiξj(Rikwkj +Rjkwki)|
≤ |ξiξjα [−2Rkijlvkl +Rilvjl +Rjlvil]|+ C|Ric||W |.
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Writing αvkl = αvkl + wkl − wkl etc in the last line, we deduce
(3.11)
|ξT (αP +Q)ξ|
≤ |ξiξj [−2Rkijl(αvkl + wkl) +Ril(αvjl + wjl) +Rjl(αvil + wil)]|
+ |ξiξj [−2Rkijlwkl +Rilwjl +Rjlwil]|+ C|Ric||W |.
At the point (p1, t1), we can choose a coordinate system so that the matrix αV +W is
diagonal. Let µ1, · · · , µn be the eigenvalues of the matrix αV +W − τt g, listed in the
increasing order. We claim that the absolute value of µ1 is bounded from above by µn
plus a controlled quantity. Without loss of generality, we assume µ1 < 0 and µn = µ > 0.
Then
|Rkijl(αvkl +wkl)| ≤ |Rkijl(αvkl + wkl − τ
t
δkl)|+ |Rkijl τ
t
δkl|
≤ |
n∑
k=1
Rkijk(αvkk + wkk − nτ
t
)|+ C|Rm|τ
t
≤ C|Rm|(µn + |µ1|+ τ
t
).
Similarly
|Ril(αilvjl + wjl)| ≤ C|Ric|(µn + |µ1|+ τ
t
).
Combining the last three inequalities, we deduce
|ξT (αP +Q)ξ| ≤ C|Rm|(µn + |µ1|+ τ
t
) + C|Rm||W |.
In the following, we set K1 = |Rm|L∞ . Then
|ξT (αP +Q)ξ| ≤ CK1(µn + |µ1|+ τ
t
) + CK1|W |
≤ CK1(µn + |µ1|+ τ
t
) + CK1|W |.
Note
µ1 + (n− 1)µn ≥ µ1 + · · ·+ µn
= tr
(
αuij
u(1− f) +
uiuj
u2(1− f)2 −
τ
t
δij
)
≥ α∆u
u(1− f) − n
τ
t
.
Hence,
|µ1| ≤ (n− 1)µn − α∆u
u(1− f) + n
τ
t
.
Then,
|ξT (αP +Q)ξ| ≤ CK1
(
µn − α∆u
u(1− f) +
τ
t
)
+ CK1|W |.
Now we need a version of the Li-Yau gradient estimate for the heat equation coupled
with the Ricci flow. Indeed, by Theorem 2.7 in [1], we have
|∇u|2
u2
− 2ut
u
≤ c1
t
+ c2K0,
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where |Ric|∞ ≤ K0 for some K0 ≥ 0. With ut = ∆u, we get
−∆u
u
≤ c1
t
+ c2K0.
Since 0 ≤ u < A, we have
1
1− f ≤ 1.
Therefore, at (p1, t1),
|ξT (αP +Q)ξ| ≤ CK1
(
µn +
1 + τ
t
)
+ CK1K0 + CK1|W |.
By the definition of W = (wij), we have
|W | ≤ |∇u|
2
u2(1− f)2 .
By [17] and also [4], we have a curvature independent bound
|W | ≤ C 1
t
.
Hence
|ξT (αP +Q)ξ| ≤ CK1
(
µn +
1 + τ
t
)
+ C(K1K0 +K1)
≤ CK1
(
λ+
1 + τ
t
)
+ C(K1K0 +K1),
where we used the relation µn = µ = λ − τt1 ≤ λ. Substituting this in (3.10), we arrive
at
2λ2
α2
≤ τ
t2
+ CK1
(
λ+
1 + τ
t
)
+ C(K1K0 +K1) + 2λK0 at (p1, t1).
A simple application of the Cauchy inequality yields
λ
α
≤ 2
√
1 + τ
t
+B at (p1, t1),
where B is a nonnegative constant depending only on K0,K1 and τ , with the property
that B = 0 if K0 = K1 = 0. Then
λ− τ
t
≤ (2α√1 + τ − τ)1
t
+ αB ≤ αB at (p1, t1),
by choosing τ sufficiently large. In fact, for α = 4, we can take τ = 8 + 2
√
17. Recall
that µ = λ − τt at (p1, t1) is the largest eigenvalue of the 2 form αV +W − τt g(t) on
M × (0, T ]. Therefore, given any nonzero tangent vector η ∈ TxM , x ∈M , it holds
ηT (αV +W )η − τt g(t)(η, η)
g(t)(η, η)
≤ αB in M × (0, T ).
Thus
tηT (αV +W )η
g(t)(η, η)
≤ τ + αBt.
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Hence
t
ηTV η
g(t)(η, η)
≤ τ
α
+Bt.
This proves part (a) of the theorem.
Part (b). Let ψ be a cutoff function supported in the space-time cube QR,T (x0, t0)
such that ψ = 1 in the cube of half the size QR/2,T/2(x0, t0). We also require that
(3.12) |∇ψ| ≤ C
R
, |∆ψ| ≤ CK0 + 1
R2
,
|∂tψ|√
ψ
≤ C (K0 + 1)
T
,
|∇ψ|2
ψ
≤ C
R2
.
Here K0 is a bound on |Ric| as before. Also the quotients are regarded as 0 when ψ = 0
somewhere. It is well known that such a cutoff function exists. See [1] e.g. Without loss
of generality we just take t0 = T . We also require that ψ is supported in the slightly
shorter space time cube QR,3T/4(x0, t0). The cut off function can be constructed from
the distance function. Since we will be differentiating at a fixed point in space time
eventually, we can use the well know trick by Calabi to get around singular points of the
distance.
Now we consider, for some constant β ∈ R+ to be determined, the 2-form
ψ(αV +W ) + βfg(t).
Let µ be an eigenvalue and ξ be a corresponding eigenvector of ψ(αV +W ) + βfg(t) at
some point (p, t), then
[ψ(αV +W ) + βfg(t)]ξ = µξ.
Here g(t)ξ stands for the dual vector of the one form g(t)(·, ξ). In a local coordinate, the
above becomes
ψ(αV +W )ξ = (µ − βf)ξ.
If ψ(p, t) 6= 0, then ξ is also an eigenvector of αV +W , corresponding to the eigenvalue
λ. Here we just define λ by
µ = ψλ+ βf.
As in Part (a), we extend ξ to a time independent vector field in a space-time neigh-
borhood by parallel transport, which is still denoted by ξ. Now we extend µ and λ to
smooth functions in the same neighborhood by the relation
µ = ξT [ψ(αV +W ) + βfg(t)]ξ,
and
λ = ξT (αV +W )ξ.
Therefore as functions, µ and λ are also related by
µ = ψλ+ βf.
We observe that at the point (p, t), µ and λ are eigenvalues of the respective 2-forms.
However, at different points, this may not be the case.
Following the computation in deriving (2.14), we know that
(3.13) ψL1µ = ψL1(ψλ+ βf) = ψ
2H + ψ2ξT (αP +Q)ξ + ψλL1ψ + βψL1f.
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Here L1 is the operator given in (2.13), H is given by (2.5) and P and Q are given by
(3.5) and (3.6) respectively.
Let Ω be the parabolic cube given by Ω = QR,T (x0, t0). Then
µ
∣∣
∂pΩ
= βf
∣∣
∂pΩ
< 0.
Here ∂p stands for the parabolic boundary. We will estimate µ from above.
Since the term H does not involve time derivative, the inequality (2.6) in the fixed
metric case still stands. Therefore we have
ψ2H ≥ 2
α2
(ψλ)2 + ψ2λ
(
w − 4
α2
ξTWξ
)
− fψ2λ
(
w − 4
α
ξTWξ
)
.
At points where µ ≥ 0, we have
ψλ+ βf ≥ 0,
and hence ψλ ≥ 0. Then, for α ≥ 4, it holds
ψ2H ≥ 2
α2
(ψλ)2.
This, (2.15) and (3.13) yields
ψL1µ ≥ 2
α2
(ψλ)2 + ψ2ξT (αP +Q)ξ + β
[
1
4
ψ|∇f |2 − C |∇ψ|
2
ψ
]
−
[
|∂tψ|+ |∆ψ|+ 2|∇ψ|
2
ψ
+ 2
√
ψ|∇f | · ∇ψ√
ψ
]
ψλ.
As in the previous section, we take
(3.14) β = c sup
|∇ψ|2
ψ
,
with c being sufficiently large. Then we can use the Cauchy inequality to prove:
(3.15)
ψL1µ ≥ 1
α2
(ψλ)2 + ψ2ξT (αP +Q)ξ +
1
8
βψ|∇f |2
− C
[
|∂tψ|+ |∆ψ|+ |∇ψ|
2
ψ
]2
−C sup |∇ψ|
4
ψ2
.
Let µ0 be a maximal eigenvalue of ψ(αV +W )+ βfg(t) in Ω, which associates with a
unit eigenvector ξ. Assume µ0 is taken at the space-time point (p1, t1). We are interested
only in the case µ0 ≥ 0. Just like in Part (a), under g(t1), we use parallel translation
along geodesics emanating from p1 to extend ξ to a smooth vector field in a neighborhood
of p1. We still denote it by ξ. Now we regard ξ as a time independent vector field defined
in a space time neighborhood of (p1, t1). Set
µ = ξT [ψ(αV +W ) + βfg(t)]ξ.
Since µg(t)(ξ,ξ) has its nonnegative maximum at (p1, t1), we have, at this point,
(3.16) ∆µ = ∆(µ/g(t)(ξ, ξ)) ≤ 0, ∇µ = ∇(µ/g(t)(ξ, ξ)) = 0,
UPPER BOUND FOR HESSIAN MATRICES 25
and
∂t
[
µ
g(t)(ξ, ξ)
]
≥ 0.
Therefore
∂tµ
g(t)(ξ, ξ)
+ µ
2Ric(ξ, ξ)
|g(t)(ξ, ξ)|2 ≥ 0.
Since the computation is at (p1, x1), this implies
∂tµ+ µ2Ric(ξ, ξ) ≥ 0.
Recall from (2.13) that
L1 = −∂t +∆− 2f
1− f∇f · ∇ −
2∇ψ
ψ
∇.
Hence we can plug the above inequality and (3.16) in (3.15) to deduce
µψ2Ric(ξ, ξ) ≥ ψL1µ ≥ 1
α2
(ψλ)2 + ψ2ξT (αP +Q)ξ
−C
[
|∂tψ|+ |∆ψ|+ |∇ψ|
2
ψ
]2
− C sup |∇ψ|
4
ψ2
.
This implies, at (p1, t1),
(3.17)
1
α2
(ψλ)2 ≤ ψ2|ξT (αP +Q)ξ|+ C
(
1
T
+
1
R2
)2
+ ψµ2K0.
Now we control the right hand side. From (3.11) in Part (a), we have
ψ|ξT (αP +Q)ξ|
≤ |ξiξj [−2Rkijlψ(αvkl + wkl) +Rilψ(αvjl + wjl) +Rjlψ(αvil + wil)]|
+ ψ |ξiξj [−2Rkijlwkl +Rilwjl +Rjlwil]|+ Cψ|Ric||W |
≤ |ξiξj [−2Rkijlψ(αvkl + wkl) +Rilψ(αvjl + wjl) +Rjlψ(αvil + wil)]|
+ C(K0 +K1)ψ|W |
≤
∣∣ξiξj[− 2Rkijl{ψ(αvkl + wkl)− βfδkl}+Ril{ψ(αvjl + wjl − βfδkl}
+Rjl{ψ(αvil + wil − βfδkl}
]∣∣
+ C(K0 +K1)βψ|f |+ C(K0 +K1)ψ|W |.
Let µ1, ..., µn be the eigenvalues of the 2-form ψ(αV +W ) + βfg(t) at the space-time
point (p1, t1), which are listed in increasing order. We assume without loss of generality
that µ1 < 0. Then the above inequality implies
ψ|ξT (αP +Q)ξ| ≤ C(K0 +K1)(µn + |µ1|) + C(K0 +K1)β|f |+C(K0 +K1)ψ|W |.
Observe that
µ1 + (n − 1)µn ≥ µ1 + · · ·+ µn
= tr
[
ψ
(
αuij
u(1− f) +
uiuj
u2(1− f)2
)
+ βfδij
]
≥ ψ α∆u
u(1− f) + nβf.
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Hence,
|µ1| ≤ (n− 1)µn − ψ α∆u
u(1− f) + nβ|f |.
Therefore,
(3.18) ψ|ξT (αP +Q)ξ| ≤ CK1
(
µn − ψ α∆u
u(1− f)
)
+ CK1ψ|W |+ CK1β|f |.
By Theorem 2.7 in [1] again, we have
ψ
( |∇u|2
u2
− 2ut
u
)
≤ c1
(
1
1 + t
+
1
R2
)
+ c2K0,
where K0 = |Ric|∞. We mention that this inequality is not exactly the one stated in
their Theorem 2.7, due to the appearance of the cutoff function ψ in the front and the
appearance of 11+t instead of
1
t . However, this is actually what was first proved at the
first line in p3532 there. This is also the case for the Li-Yau inequality in the fixed
metric case. Since, by construction, ψ is supported in the slightly shorter space time
cube QR,3T/4(x0, t0) and t0 = T , we have
ψ
( |∇u|2
u2
− 2ut
u
)
≤ c3
(
1
T
+
1
R2
)
+ c2K0.
Using ut = ∆u, we get
−ψ∆u
u
≤ c3
(
1
T
+
1
R2
)
+ c2K0.
Since 0 ≤ u < A, we have
1
1− f ≤ 1.
Substituting these in (3.18), we find that, at (p1, t1), it holds
ψ|ξT (αP +Q)ξ| ≤ CK1
(
λ+ c3
(
1
T
+
1
R2
)
+ c2K0
)
+CK1ψ|W |+ CK1β|f |.
Here we also used the inequality µn = µ = ψλ+βf ≤ ψλ. By the definition ofW = (wij),
we have
|W | ≤ |∇u|
2
u2(1− f)2 .
According to Theorem 2.2 in [1], we obtain
ψ|W | ≤ C
(
1
t+ 1
+
1
R2
+K0
)
≤ C
(
1
T
+
1
R2
+K0
)
.
Again the cutoff function ψ and term 1t+1 were not in the original statement. But this
was proven in that paper on the way to prove Theorem 2.2 there. Also the last inequality
follows from the choice of the support for ψ. Now we know that
ψ2|ξT (αP +Q)ξ| ≤ CK1ψλ+ CK1 1
R2
+ C(K1 + 1)K0 + CK1βψ|f |.
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Substituting this in (3.17), we conclude, at (p1, t1),
1
α2
(ψλ)2 ≤ CK1ψλ+ CK1K0 + CK1
(
1 +
1
T
+
1
R2
)
+ C
(
1
T
+
1
R2
)2
+ CK1βψ|f |+ 2K0ψµ.
As µ = ψλ+ βf ≤ ψλ and K0 ≤ CK1, this yields
ψλ ≤ C
(
1
T
+
1
R2
+B
)
+ C
√
K1βψ|f |,
where B is a nonnegative constant depending only on K0,K1 such that B = 0 when
K0 = K1 = 0. This shows
µ = ψλ+ βf ≤ C
(
1
T
+
1
R2
+B
)
+ C
√
K1βψ|f |+ βf.
Since f < 0, we know that C
√
K1βψ|f |+ βf ≤ CK1, which implies, at (p1, t1), that
µ = ψλ+ βf ≤ C
(
1
T
+
1
R2
+B
)
.
Recall µ at (p1, t1) is the maximum of the eigenvalues of the 2-form ψ(αV +W ) + βf
in the cube QR,T (x0, t0). Hence for any unit tangent vector ξ at a space-time point
(x, t) ∈ QR,T (x0, t0), it holds
ψξT (αV +W )ξ + βf ≤ C
(
1
T
+
1
R2
+B
)
,
or
ψξT (αV +W )ξ ≤ C
(
1
T
+
1
R2
+B
)
+ β|f |.
With the choice of β = c sup |∇ψ|
2
ψ =
cC
R2 in (3.14) with c sufficiently large, we then have
ψξTV ξ ≤ C
(
1
T
+
1
R2
+B
)
(1− f),
and hence
ψ
uijξiξj
u
≤ C
(
1
T
+
1
R2
+B
)
(1− f)2.
This implies the desired estimate.

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