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Abstract
We review the notion of a linearity-generating (LG) process introduced by
Gabaix (2007) and relate LG processes to linear-rational (LR) models studied
by Filipovic´, Larsson, and Trolle (2017). We show that every LR model can
be represented as an LG process and vice versa. We find that LR models have
two basic properties which make them an important representation of LG pro-
cesses. First, LR models can be easily specified and made consistent with non-
negative interest rates. Second, LR models go naturally with the long-term risk
factorization due to Alvarez and Jermann (2005), Hansen and Scheinkman (2009),
and Qin and Linetsky (2017). Every LG process under the long forward mea-
sure can be represented as a lower dimensional LR model.
1 Introduction
Linearity-generating (LG) processes constitute an important class of stochastic mod-
els in finance that yield linear asset prices. LG processes were introduced by Gabaix (2007)
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in discrete time and in continuous time. LG processes were further studied by
Cheridito and Gabaix (2008) and subsequently applied by Carr, Gabaix, and Wu (2009)
for modeling interest rates, and by Gabaix (2012) and Farhi and Gabaix (2016) for
solving puzzles in macro-finance.
Filipovic´, Larsson, and Trolle (2017) have recently introduced the class of linear-
rational (LR) models for the term structure of interest rates in continuous time. The
state price density ζt is a linear function in the factor process, ζt = e
−αt(φ+ ψ⊤Zt),
which has a linear drift, dZt = (b+βZt) dt+dM
Z
t . Nominal and deflated bond prices
become linear-rational and linear in the factor process, respectively. LR models are
related to LG processes, but the exact mapping is not straightforward.
In this paper, we rigorously relate LR models to LG processes in continuous
time. We first review the definition of an LG process and provide a set of equivalent
characterizations. We then show that every LG process (ζt, Xt) can naturally be
represented as an LR model given by Zt = (ζt; ζtXt). Conversely, we find that every
m-dimensional LR model can be represented as an (m+1)-dimensional LG process.
But this mapping is not surjective. Specifically, we call two LR models observation-
ally equivalent if they induce the same normalized state price densities and thus are
indistinguishable from an economic point of view. Under some mild non-degeneracy
conditions, we fully characterize the set of reducible (m + 1)-dimensional LG pro-
cesses, namely those which are observationally equivalent to some m-dimensional LR
models. Any such LR model in turn is shown to be proper, in the sense that it cannot
be represented as an LG process of the same or lower dimension.
We find that LR models have two basic properties which make them an im-
portant representation of LG processes. First, LR models can be easily speci-
fied and made consistent with nonnegative interest rates. Second, we show that
the state price density specification in an LR model goes naturally with the long-
term factorization of the state price density into a transitory and permanent com-
ponent due to Alvarez and Jermann (2005) and Hansen and Scheinkman (2009) in
Markovian environments, and extended to a general semimartingale environment in
Qin and Linetsky (2017). Specifically, we prove that any proper LR model whose
drift matrix β has only eigenvalues with negative real parts yields the transitory
component of the state price density. In other words, the reference probability mea-
sure of such an LR model coincides with the long forward measure, under which the
gross return on the investment of one dollar at time zero in the zero-coupon bond
of asymptotically long maturity is growth optimal.1 The long-term yield in turn is
shown to be constant and equal to α. As main result we show that every LG process
1 The long forward measure was first used by Flesaker and Hughston (1996) who called it the
terminal measure.
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under the long forward measure is reducible, and hence observationally equivalent to
a lower dimensional proper LR model.
The remainder of the paper is as follows. Section 2 reviews LG processes. Sec-
tion 3 discusses the specification of LR models. Section 4 contains our main results
on the relation between LG processes and LR models. Section 5 shows that LR
models appear naturally in the context of the long-term risk factorization due to
Alvarez and Jermann (2005) and Hansen and Scheinkman (2009). Section 6 con-
cludes. All proofs are provided in the Appendix.
2 Characterization of LG processes
We rigorously review the notion of an LG process. Throughout, we fix a filtered
probability space (Ω,Ft,F ,P∗). The measure P∗ represents an auxiliary measure,
which is locally equivalent but not necessarily identical to the objective measure P.
We write E∗t [·] for the Ft-conditional P∗-expectation operator. Equalities between
random variables are understood to hold almost surely. For more terminology and
background of stochastic processes we refer to Jacod and Shiryaev (2003).
Throughout this paper, we consider as state price density process an integrable
positive semimartingale with multiplicative decomposition of the form
ζt = E
∗[ζ0]e
−
∫
t
0
rs dsDt (1)
for some short rate process rt and positive martingale Dt with E
∗[Dt] = 1. The
corresponding risk-neutral measure Q is equivalent to P∗ on each Ft with Radon–
Nikodym density Dt.
2 The state price density process ζt is a supermartingale if and
only if the short rate process is nonnegative, rt ≥ 0. Let Xt be an n-dimensional
semimartingale such that ζtXt is integrable.
We now give an integral-form version of the definition of a linearity-generating
process introduced by Gabaix (2007).3
Definition 2.1. The pair (ζt, Xt) forms an (n+1)-dimensional linearity-generating
(LG) process if there exists some continuously differentiable functions A, B, C, D
2The risk-neutral measure Q is only locally defined on each Ft but not globally on F∞, unless
Dt is uniformly integrable.
3Gabaix (2007) introduced LG processes in continuous time as well as discrete time. In this
paper, we focus on continuous time.
3
with values in R, R1×n, Rn×1, Rn×n, respectively, such that
E∗t
[
ζT
ζt
]
= A(T − t) + B(T − t)Xt
E∗t
[
ζT
ζt
XT
]
= C(T − t) +D(T − t)Xt
(2)
for all 0 ≤ t ≤ T <∞.
An LG process thus yields a linear time-t price in Xt of any contingent claim
with linear time-T payoff in XT . For example, the first line in (2) is the price of a
zero-coupon bond maturing at T ,
P (t, T ) = A(T − t) + B(T − t)Xt. (3)
Remark 2.2. In Gabaix (2007) the state price density ζt is replaced by the more
general expression “MtDt”, a pricing kernel “Mt” times a dividend “Dt”. This
allows for linear pricing of dividend paying assets. For zero-coupon bonds we have
“Dt”=1, and this is what we focus on in this paper.
We next provide an equivalent characterization of the LG property. We define
the affine support and the linear support of an m-dimensional semimartingale Zt as
aff(Z·) =
⋂
A affine subspace of Rm
Zt ∈ A for all t ≥ 0
A
and
lin(Z·) =
⋂
A linear subspace of Rm
Zt ∈ A for all t ≥ 0
A.
Note that aff(Z·) ⊆ lin(Z·), with equality if and only if 0 ∈ aff(Z·). If aff(Z·) = Rm
then any affine function h+H⊤z on Rm is already specified by its values along Zt, in
the sense that h+H⊤Zt = 0 for all t ≥ 0 if and only if h = 0 and H = 0. Similarly,
if lin(Z·) = R
m then any linear function H⊤Zt = 0 for all t ≥ 0 if and only if H = 0.
Theorem 2.3. Assume that Yt = (ζt; ζtXt) has full linear support, lin(Y·) = R
n+1.
The following statements are equivalent:
(i) (ζt, Xt) forms an LG process;
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(ii) Yt = (ζt; ζtXt) admits a drift that is strictly linear in Yt,
dYt = κYt dt+ dM
Y
t , (4)
for some κ ∈ R(n+1)×(n+1), and its local martingale part MYt is a martingale.
The state price density is given by ζt = e
⊤
1 Yt, where e
⊤
1 = (1, 0, . . . , 0);
(iii) for any α ∈ R and invertible Q ∈ R(n+1)×(n+1), the process Zt = eαtQ(ζt; ζtXt)
admits a drift that is strictly linear in Zt,
dZt = βZt dt+ dM
Z
t ,
for some β ∈ R(n+1)×(n+1), and its local martingale part MZt is a martingale.
The state price density is given by ζt = e
−αtψ⊤Zt, where ψ
⊤ = e⊤1 Q
−1.
In either case, the functions A, B, C, D in (2) and the matrices κ and β are
related as (A(τ) B(τ)
C(τ) D(τ)
)
= eκτ and β = αId +QκQ−1. (5)
Moreover, the short rate rt is a linear function of Xt,
rt = −A−BXt, (6)
and Xt admits a Q-drift µ
X,Q
t that is a quadratic function in Xt,
µX,Qt = C + (rt +D)Xt = C + (D −A)Xt − (BXt)Xt, (7)
where A ∈ R, B ∈ R1×n, C ∈ Rn×1, and D ∈ Rn×n are given in terms of κ by
κ =
(
A B
C D
)
.
Remark 2.4. As the proof of Theorem 2.3 reveals, the implications (iii)⇔ (ii)⇒ (i)
hold without the assumption that lin(Y·) = R
n+1.
Property (ii) in Theorem 2.3 is the definition of an LG process provided in
Gabaix (2007), where the quadratic part in the Q-drift of Xt as shown in (7) is
referred to as a linearity-generating twist of an AR(1) process.
Remark 2.5. We shall henceforth refer to either pair, (ζt, Xt) or (Yt, ζt) in Theo-
rem 2.3(ii) or (Zt, ζt) in Theorem 2.3(iii), as (n+ 1)-dimensional LG process.
5
While Theorem 2.3 gives a set of equivalent characterizations of the LG property
for the given pair (ζt, Xt), it does not provide conditions for the existence of such
processes. Indeed, it is nontrivial to specify an LG process (ζt, Xt).
Cheridito and Gabaix (2008) and Carr, Gabaix, and Wu (2009) specify an (n +
1)-dimensional LG process (ζt, Xt) by first specifying Yt—that is, the matrix κ and
the martingaleMYt —in (4) and then set ζt = e
⊤
1 Yt and Xt = Y2..n+1,t/ζt. More specif-
ically, Cheridito and Gabaix (2008) model the factor process Yt in (4) as a Markov
jump-diffusion and provide sufficient conditions on the parameters such that Yt takes
values in the positive orthant (0,∞)n+1. Carr, Gabaix, and Wu (2009) specify the
martingale part MYt in (4) having an exogenous stochastic volatility component vt,
such that (Yt, vt) becomes a Markov factor process.
The problem with specifying Yt as (a component of) the driving factor process
is that it does not go well with stationarity. Stationarity of the factor process is
desirable in view of statistical model estimation. However, the first component of Yt
is the state price density, which converges to zero in expectation. This suggests that
Yt is not stationary. It is in fact Xt that generally can be thought of as stationary, see
also Gabaix (2007, Section 3.1). This suggests that Xt should be specified as factor
process.
However, several issues arise. First, both the state price density and bond prices
P (t, T ) given by (3) have to be positive. Second, if one also requires nonnegative
interest rates, which is equivalent to 0 < P (t, T ) ≤ 1 for all T ≥ t, then the support
of Xt has to lie in an intersection of a continuum of half-spaces. Third, Xt has
a quadratic Q-drift (7) and a highly nonlinear drift under P∗ in general. Taken
together, this makes it difficult to find a priori conditions on the model parameters
such that the LG process (ζt, Xt) is well defined and interest rates are nonnegative,
or at least bounded from below.
3 Specification of LR models
We first recall the definition of an LR model introduced by Filipovic´, Larsson, and Trolle (2017).
Definition 3.1. An m-dimensional linear-rational (LR) model consists of an m-
dimensional integrable semimartingale Zt with linear drift and a linear state price
density specification,
dZt = (b+ βZt) dt+ dM
Z
t and ζt = e
−αt(φ+ ψ⊤Zt), (8)
for some parameters b ∈ Rm, β ∈ Rm×m, martingale MZt , and parameters α, φ ∈ R,
ψ ∈ Rm such that ζt > 0 for all t ≥ 0.
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From Theorem 2.3(iii) we infer that every m-dimensional LG process (Zt, ζt) can
be represented as an m-dimensional LR model (8) with b = 0 and φ = 0. Conversely,
it is straightforward to see that everym-dimensional LR model (8) can be represented
as an (m+ 1)-dimensional LG process given by
Z ′t = (1;Zt) and ζt = e
−αtψ′⊤Z ′t (9)
with ψ′ = (φ;ψ). Indeed, it follows by inspection that Z ′t has strictly linear drift,
dZ ′t = β
′Z ′t dt+ dM
Z′
t ,
with (m+ 1)× (m+ 1)-drift matrix
β ′ =
(
0 0
b β
)
,
and martingale part dMZ
′
t =
(
0; dMZt
)
.
Remark 3.2. If Zt has full linear support, lin(Z·) = R
m, then Z ′t has full linear
support, lin(Z ′·) = R
m+1. But obviously, Z ′t takes values in the affine hyperplane
{1} × Rm ⊂ Rm+1, so that dim aff(Z ′·) < m+ 1.
In line with (3), we find that bond prices and short rate become linear-rational
in Zt, for t ≤ T ,
P (t, T ) = E∗t
[
ζT
ζt
]
= e−α(T−t)
φ+ ψ⊤eβ(T−t)
∫ T−t
0
e−βsb ds+ ψ⊤eβ(T−t)Zt
φ+ ψ⊤Zt
(10)
and
rt = −∂T logP (t, T )|T=t = α− ψ
⊤(b+ βZt)
φ+ ψ⊤Zt
. (11)
The Radon–Nikodym density process of Q with respect to P∗ is given by the stochas-
tic exponential Dt = Et(LD) where the local martingale LDt is determined by
dLDt =
ψ⊤dMZt
φ+ ψ⊤Zt−
. (12)
Indeed, by definition (1) the state price density satisfies dζt = −ζtrt dt + ζt−dLDt
where LDt is the stochastic logarithm of the Radon–Nikodym density process Dt.
Expanding ζt in (8) and matching drift and martingale terms yields (12).
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Remark 3.3. It is not required that Zt has the Markov property. In applications it
is often the case that there is an n-dimensional semimartingale Ut such that (Zt, Ut)
becomes a Markov process. Such a Ut feeds into the characteristics of the martingale
partMZt of Zt. As Ut does not directly appear in the bond price formula (10), it is un-
spanned by the term structure. The unspanned factor Ut will typically be revealed by
prices of bond options. This property of LR models (and LG processes alike) to admit
unspanned factors is important in view of the well documented unspanned stochastic
volatility phenomenon in financial data, see Collin-Dufresne and Goldstein (2002).
For more details, we refer the reader to Filipovic´, Larsson, and Trolle (2017).
A key advantage of LR models is the ease with which they can be specified and
be made consistent with nonnegative interest rates. We now sketch how to specify
an m-dimensional LR model (8). Positivity of ζt is achieved by assuming that φ > 0
and ψ⊤Zt ≥ 0. The latter is tantamount to saying that Zt takes values in a state
space E that is contained in the half-space {z | ψ⊤z ≥ 0}, which is easy to achieve.
As dividing the state price density ζt by φ does not affect prices we may and will
henceforth take φ = 1.
In view of the linear-rational expression (11), the short rate satisfies rt ≥ α− α∗
where we denote
α∗ = sup
z∈E
ψ⊤(b+ βz)
1 + ψ⊤z
.
The value α∗ is finite under a mild non-degeneracy condition on the model parameters
as will be seen in a more specific setup below, see (13). Setting α = α∗ then implies
nonnegative interest rates. More generally, we can lower bound interest rates by any
level −δ by setting α = α∗ − δ.
As for the finiteness of α∗, we now assume that the state space of Zt is the
nonnegative orthant, E = Rm+ , and that ψ ∈ Rm+ . Then there is a simple condition
such that α∗ is finite, and thus interest rates are bounded below. This condition
is given in Filipovic´, Larsson, and Trolle (2017, Lemma 5), which in the notation of
this paper reads as follows. Denote by βi the ith column vector of the matrix β, and
let I be the set of indices i = 1, . . . , d for which ψi > 0. We can write
ψ⊤(b+ βz)
φ+ ψ⊤z
=
(ψ⊤b) +
∑m
i=1(ψ
⊤βi)zi
φ+
∑
i∈I ψizi
.
From this expression it follows that if
ψ⊤βi ≤ 0 for all i /∈ I (13)
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then α∗ is finite and given by
α∗ = max
{
ψ⊤b
φ
,
ψ⊤βi
ψi
, i ∈ I
}
.
There are many ways of specifying an Rm+ -valued semimartingale Zt with linear
drift as in (8). Examples include any Rm+ -valued component with autonomous drift of
an (m+n)-dimensional affine jump-diffusion (Zt, Ut) or polynomial diffusion (Zt, Ut)
studied in Filipovic´ and Larsson (2016), see also Remark 3.3. This fact together with
the simple condition (13) provides an easy way of specifying LR models, and hence
LG processes, that yield nonnegative interest rates and exhibit unspanned stochastic
volatility. Affine jump-diffusion factor processes also have the great advantage that
derivatives whose payoffs are nonlinear functions of the state ZT , or more generally
(ZT , UT ), such as interest rate swaptions or more general options on coupon bonds,
can be priced efficiently using Fourier transform methods. For more details, we refer
the reader to Filipovic´, Larsson, and Trolle (2017).4
4 Relation between LG processes and LR models
We have seen in (9) that every m-dimensional LR model can be represented as an
(m+ 1)-dimensional LG process. This raises the following questions:
Q1 Can an LR model also be represented as an LG process of the same dimension?
Q2 Can every LG process be represented as a lower dimensional LR model?
We shall see that the answer is no to both questions in general.
4.1 Observational equivalence
We elaborate on questions Q1 and Q2 in the context of the following equivalence
relation.
Definition 4.1. We say that a m′-dimensional LR model
dZ ′t = (b
′ + β ′Z ′t) dt+ dM
Z′
t and ζ
′
t = e
−α′t(φ′ + ψ′⊤Z ′t)
is observationally equivalent to the m-dimensional LR model (8) if the normalized
state price densities ζ ′t/ζ
′
0 = ζt/ζ0 for all t ≥ 0.
4The specification of Yt in Carr, Gabaix, and Wu (2009) is also of affine type, albeit time-
inhomogeneous, and they use this to derive option pricing formulas via Fourier transforms.
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Observationally equivalent LR models thus have identical normalized state price
densities and thus are indistinguishable from an economic point of view.
The following result is straightforward.
Lemma 4.2. Any m-dimensional LR model (8) is observationally equivalent to the
m-dimensional LR model Z ′t = Zt − q and ζ ′t = ζt satisfying
dZ ′t = (b
′ + βZ ′t) dt+ dM
Z
t and ζ
′
t = e
−αtψ⊤Z ′t
with b′ = b+ βq, for any q ∈ Rm such that φ+ ψ⊤q = 0.
Lemma 4.2 implies that we could without of loss of generality assume that φ = 0,
as long as ψ 6= 0.5 The reason why we keep φ in the representation of the LR
model (8) is that it gives us the flexibility to specify the factor process Zt on a fixed
state space E, as shown in Section 3. Indeed, the state space is not invariant under
the transform Z ′t = Zt − q in Lemma 4.2.
Here is an immediate consequence of Lemma 4.2.
Corollary 4.3. An m-dimensional LR model (8) for which there exists some q ∈ Rm
such that
b+ βq = 0 and φ+ ψ⊤q = 0 (14)
is observationally equivalent to the m-dimensional LG process Z ′t = Zt−q and ζ ′t = ζt
satisfying
dZ ′t = βZ
′
t dt+ dM
Z
t and ζ
′
t = e
−αtψ⊤Z ′t.
4.2 Proper LR models
Corollary 4.3 motivates the following definition.
Definition 4.4. An m-dimensional LR model (8) for which there does not exist any
q ∈ Rm satisfying (14) is called proper.
Hence a non-proper LR model is observationally equivalent to an LG process of
the same dimension, which partly answers question Q1. We will show in Theorem 4.6
below that also the converse holds. Hereto we first have to rule out some degenerate
situations of the following kind. Given an m-dimensional LR model (8) and any
m′ > m, we can trivially generate an observationally equivalent m′-dimensional LR
5The case ψ = 0 is not of practical interest, as it implies constant interest rates rt = α and
P∗ = Q, which follows from (11) and (12).
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model as follows: choose an arbitrary (m′−m)-dimensional semimartingale Z ′′t with
linear drift,
dZ ′′t = (b
′′ + β ′′Z ′′t ) dt+ dM
Z′′
t ,
and define Z ′t = (Zt;Z
′′
t ) and ζ
′
t = e
−αt(φ + ψ′⊤Z ′t) = ζt where ψ
′ = (ψ; 0). Then Z ′t
and ζ ′t obviously form an m
′-dimensional LR model that is observationally equivalent
to (8). To avoid such redundancies, we want to exclude directions in Rm that are
linearly unspanned by the bond prices (10). These are directions ξ ∈ Rm that when
added to Zt on the right hand side of (10) do not affect P (t, T ) for any T ≥ t. We
call the space of all such directions the term structure kernel and denote it by U . It
is shown in Filipovic´, Larsson, and Trolle (2017, Theorem 1) that
U ⊇ ker{ψ⊤eβτ , τ ≥ 0} (15)
with equality if the short rate process rt given by (11) is not constant.
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The following lemma shows that, after a dimension reduction if necessary, we can
always and without loss of generality assume that the LR model (LG process) has
full affine support (full linear support) and zero term structure kernel.
Lemma 4.5. Assume the m-dimensional LR model (8) (LG process (8), with b = 0
and φ = 0) has
(i) non-full affine support, aff(Z·) ( R
m (non-full linear support, lin(Z·) ( R
m),
or
(ii) non-zero term structure kernel, U 6= {0}, and non-constant short rate process.
Then there exists an observationally equivalent m′-dimensional LR model (LG pro-
cess) Z ′t and ζ
′
t = ζt with m
′ < m, full affine support, aff(Z ′·) = R
m′ (full linear
support, lin(Z ′·) = R
m′) and zero term structure kernel, U ′ = {0}.
The following theorem provides a full characterization of proper LR models. It
answers in the negative question Q1, as proper LR models obviously exist.
Theorem 4.6. Assume that them-dimensional LR model (8) has zero term structure
kernel, U = {0}, and full affine support, aff(Z·) = Rm. Then there does not exist any
observationally equivalent lower dimensional LG process. Moreover, the following are
equivalent:
6In view of (11) the short rate process rt is constant if (and only if) ψ
⊤ is a left-eigenvector
of β with eigenvalue λ satisfying ψ⊤b = λφ (assuming that aff(Z·) = R
m). In this case, we have
rt = α−λ and the term structure kernel is U = Rm, while the right hand side of (15) equals kerψ⊤,
a proper subspace of U .
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(i) the LR model (8) is proper;
(ii) there does not exist any observationally equivalent m-dimensional LG process;
(iii) the observationally equivalent (m+1)-dimensional LG process (9) has zero term
structure kernel.
In either case, there also does not exist any observationally equivalent lower dimen-
sional LR model.
Remark 4.7. As the proof of Theorem 4.6 reveals, the equivalence (i) ⇔ (iii) holds
without the assumption that aff(Z·) = R
m.
Theorem 4.6 stipulates that there exist non-proper LR models with zero term
structure kernel and full affine support that are observationally equivalent to some
lower dimensional LR models, which shows that the converse of Lemma 4.5 does
not hold. Indeed, we can construct such examples as follows. Modifying (9), for
any m-dimensional LR model (8) we define the observationally equivalent (m + 1)-
dimensional LG process
Z ′t = e
(α−α′)t
(
1;Zt
)
and ζ ′t = e
−α′tψ′⊤Z ′t (16)
with ψ′ = (φ;ψ). It follows by inspection that ζ ′t = ζt and that Z
′
t has strictly linear
drift,
dZ ′t = β
′Z ′t dt+ dM
Z′
t ,
with (m+ 1)× (m+ 1)-drift matrix
β ′ = (α− α′)Id +
(
0 0
b β
)
,
and martingale part dMZ
′
t = e
(α−α′)t
(
0; dMZt
)
. If Zt has full linear support lin(Z·) =
Rm then Z ′t has full linear support lin(Z
′
·) = R
m+1. If α′ = α, we are back to (9) and
Z ′t takes values in the affine hyperplane {1}×Rm ⊂ Rm+1, so that dim aff(Z ′·) < m+1,
see Remark 3.2. But if α′ 6= α then Z ′t can have full affine support aff(Z ′· ) = Rm+1
and zero term structure kernel, as the following example shows.
Example 4.8. Let m = 1 and consider the 1-dimensional LR model given by the
square-root diffusion dZt = b dt +
√
Zt dWt and ζt = e
−αt(φ + ψZt), with Z0 > 0
and parameters b, α, φ, ψ > 0. Let α′ > α, then the observationally equivalent 2-
dimensional LG process (16) has full affine support, aff(Z ′·) = R
2, and zero term
structure kernel, U ′ = {0}.
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4.3 Reducible LG processes
Example 4.8 shows an m-dimensional LG process (non-proper LR model) with zero
term structure kernel and full affine support that is observationally equivalent to an
(m − 1)-dimensional LR model. We now formalize the class of all LG processes for
which there exist observationally equivalent LR models of lower dimension.
Definition 4.9. An m-dimensional LG process for which there exists an observa-
tionally equivalent m′-dimensional LR model with m′ < m is called reducible.
The following theorem provides a full characterization of reducible LG processes.
It also shows that every reducible LG process is of the form (9), up to observational
equivalence.
Theorem 4.10. Assume that the m-dimensional LG process (8), with b = 0 and
φ = 0, has zero term structure kernel, U = {0}, and full linear support, lin(Z·) = Rm.
Then the following are equivalent:
(i) the LG process (8) is reducible;
(ii) there exists some v ∈ Rm such that v⊤Zt = v⊤Z0eλt for some real constant λ
and v⊤Z0 > 0;
(iii) there exists an observationally equivalent (m−1)-dimensional LR model Z ′t and
ζ ′t such that the m-dimensional LG process given by (1;Z
′
t) and ζ
′
t, as in (9),
is observationally equivalent to the LG process (8).
In either case, any observationally equivalent m′-dimensional LR model Z ′t and ζ
′
t
with m′ < m satisfies m′ = m− 1, is proper, has full affine support, aff(Z ′·) = Rm−1,
and zero term structure kernel, U ′ = {0}, and v is a left eigenvector of β with
eigenvalue λ.
The following example shows a non-reducible LG process, which answers in the
negative question Q2. It also shows that the mapping (9) is not surjective.
Example 4.11. Consider the 2-dimensional LG process given by
dZ1t = Z2t dt
dZ2t = cZ2t dt+
√
Z2t dWt
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for some constant c > 0 and a standard Brownian motion Wt, with initial value
Z0 ∈ (0,∞)2, and ζt = e−αt1⊤Zt. Accordingly, the drift matrix is
β =
(
0 1
0 c
)
.
It follows by inspection that the term structure kernel is zero, U = {0}. We claim
that the LG process is not reducible. Indeed, for any nonzero v ∈ R2 we have that
v⊤dZt = (v1 + cv2)Z2,t dt+ v2
√
Z2,t dWt,
which is not of the form v⊤Z0 d(e
λt) for any real λ. Whence Zt has full linear support,
lin(Z·) = R
2, and Theorem 4.10 yields the claim.
In Section 5, we show that reducible LG processes and proper LR models appear
naturally in the context of long-term risk factorization in the spirit of Alvarez and Jermann (2005).
5 Long-term risk factorization
The state price density specification in a proper LR model goes naturally with the
long-term risk factorization due to Alvarez and Jermann (2005) and Hansen and Scheinkman (2009)
in Markovian environments, and extended to a general semimartingale environment
in Qin and Linetsky (2017).
The T -forward measure QT ∼ P∗ related to the state price density ζt is defined
by the Radon–Nikodym density process dQ
T
dP∗
|Ft =M(t, T ) given by
M(t, T ) =
ζtP (t, T )
E∗[ζ0P (0, T )]
=
E∗t [ζT ]
E∗[ζT ]
for all t ≥ 0, (17)
where we set P (t, T ) = E∗t [ζT ]/ζt for all t ≥ 0, which amounts to investing the
notional of the T -bond in the savings account at t = T , so thatM(t, T ) =M(T, T ) for
t > T .7 Under QT any asset price process St discounted by the T -bond, St/P (t, T ),
becomes a martingale, because the deflated price process ζtSt is a P
∗-martingale.
Qin and Linetsky (2017, Theorem 3.1) show that if the limit
M∞t = lim
T→∞
M(t, T ) exists in L1 and M∞t > 0 for all t ≥ 0, (18)
7Equation (17) corresponds to Qin and Linetsky (2017, Equation (2.2)) for constant ζ0. Indeed,
a standing assumption in Qin and Linetsky (2017, Sections 2–3) is that F0 is trivial under P∗.
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then M∞t is a positive martingale with E
∗[M∞t ] = 1 and defines the long forward
measure L which is equivalent to P∗ on each Ft with Radon–Nikodym density M∞t .89
As a consequence, the long bond exists,
B∞t = lim
T→∞
P (t, T )
P (0, T )
=
ζ0
ζt
lim
T→∞
M(t, T )
M(0, T )
=
ζ0
ζt
M∞t
M∞0
,
with limit in probability for all t ≥ 0. B∞t can be interpreted as the gross return
earned by time t on the investment of one dollar at time zero in the zero-coupon bond
of asymptotically long maturity. Under L any asset price process St has a smaller
conditional expected log return than B∞t . Indeed, Jensen’s inequality shows
ELt
[
log
(
ST
St
)]
−ELt
[
log
(
B∞T
B∞t
)]
= ELt
[
log
(
STB
∞
t
StB
∞
T
)]
≤ logELt
[
ζTST
ζtSt
M∞t
M∞T
]
= 0.
Hence B∞t is the L-growth optimal portfolio.
10 We conclude that the state price
density admits the long-term factorization
ζt =
ζ0
B∞t M
∞
0
M∞t .
The first factor ζ0/(B
∞
t M
∞
0 ) is referred to as transitory component and the martin-
galeM∞t as permanent component in the terminology of Alvarez and Jermann (2005).
The former is the implied state price density with respect to the long forward mea-
sure L. Identity ζt = ζ0/(B
∞
t M
∞
0 ) holds if and only if M
∞
t = 1 for all t ≥ 0, or
equivalently if the auxiliary measure P∗ = L on each Ft. As the above derivation
was under the assumption (18), we are led to the following result.
Lemma 5.1. The auxiliary measure P∗ is the long forward measure related to the
state price density ζt if and only if M(t, T ) → 1 in L1 as T → ∞ for all t ≥ 0. In
this case the long bond is given by B∞t = ζ0/ζt.
8The long forward measure L is only locally defined on each Ft but not globally on F∞, unless
M∞
t
is uniformly integrable.
9Even if L exists on F∞, the identity between instantaneous T -forward rates and conditional ex-
pectation of future short rates rT under the T -forward measure, f(t, T ) = E
T
t
[rT ] = E
∗
t
[M(T, T )rT ],
does not carry over to infinite maturity T → ∞. That is, f(t,∞) = limT→∞ ETt [rT ] 6=
limT→∞ E
L
t
[rT ], in general. An example is given by any proper one-dimensional LR model
dZt = (b + βZt) dt + σ
√
Zt dWt with β < 0 that is ergodic with unconditional mean θ such
that P∗ = L is the long-forward measure. If Z0 has the stationary distribution of Zt, then
limT→∞ E
∗
t
[rT ] = E
∗[r0]. It then follows that f(t,∞) = α and E∗[r0] < α by the convexity of
the linear-rational function on the right hand side of (11).
10(Detemple and Rindisbacher 2010) discuss the role of the long bond in the optimal portfolios of
long-horizon investors, dealing in equities and bonds, with von Neumann–Morgenstern preferences.
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This has practical implications for building models. Suppose we have specified the
state price density ζt such that the auxiliary measure P
∗ is the long forward measure.
The state price density ζPt with respect to the objective measure P is then obtained
though the long-term factorization ζPt = ζtMˆt by an exogenous specification of the
permanent component Mˆt. This is the approach in Filipovic´, Larsson, and Trolle (2017).
11
We now study the long-term risk factorization in LR models. The long-term yield
is defined by
y∞(t) = − lim
T→∞
1
T − t logP (t, T ),
with limit in probability whenever it exists.
Lemma 5.2. Assume that the m-dimensional LR model (8) is proper and that all
eigenvalues of the drift matrix β have negative real part. Then P∗ is the long forward
measure and the long-term yield is constant equal to y∞(t) = α.
The following trivial example shows that the converse of Lemma 5.2 does not
hold.
Example 5.3. Consider any deterministic 1-dimensional LR model given by dZt =
(b+ βZt) dt and ζt = e
−αt(φ+ ψZt). Then trivially P
∗ is the long forward measure,
irrespective of the sign of β or whether the LR model is proper. Moreover, the long-
term yield is constant equal to y∞(t) = α − β+. In particular, for β = 0 we obtain
y∞(t) = α, hence the converse of Lemma 5.2 does not hold.
The following example shows a proper LR model for which P∗ is the long forward
measure but the long-term yield does not exist. It shows that the assumption in
Lemma 5.2 that the eigenvalues of β have negative real part cannot be relaxed for
asserting the existence of the long-term yield. It further shows that the assumption
in Qin and Linetsky (2017, Theorem 3.2) cannot be relaxed.
Example 5.4. Consider the deterministic 3-dimensional LR model given by
dZt =
 0 ϕ 0−ϕ 0 0
0 0 −κ
Zt dt, Z0 =
11
1
 ,
11Qin, Linetsky, and Nie (2018) estimate the permanent component in the long-term factoriza-
tion using U.S. Treasury data. They find that the empirically estimated permanent compo-
nent is highly volatile and cannot be omitted. This is consistent with the empirical findings of
Filipovic´, Larsson, and Trolle (2017) based on swap data that incorporating the permanent com-
ponent is critical for generating realistic risk premium dynamics.
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for some ϕ > 0 and κ > 0, so that
Zt =
cos(ϕt)− sin(ϕt)cos(ϕt) + sin(ϕt)
e−κt
 .
Let α ∈ R, φ = 1, and ψ = (1/2; 1/2; 1). The state price density is then
ζt = e
−αt(1 + cos(ϕt) + e−κt),
which is positive for all t ≥ 0. Inspection shows that this LR model is proper.
Because it is deterministic, P∗ is the long forward measure. On the other hand, we
have P (0, T ) = ζT/ζ0 and hence
− 1
T
logP (0, T ) = α− 1
T
log(1 + cos(ϕT ) + e−κT ) +
1
T
log 3. (19)
Letting T tend to infinity along the sequence Tn = 2npi/ϕ, the right-hand side of (19)
converges to α. Choosing instead the sequence Tn = (2n+1)pi/ϕ we obtain the limit
α + κ. Thus the long-term yield at time zero, y∞(0), does not exist.
Our main result of this section shows that LG processes under the long forward
measure are always reducible, under some slightly stronger linear support condition.
Theorem 5.5. Assume that the m-dimensional LG process (8), with b = 0 and
φ = 0, has zero term structure kernel, U = {0}, that lin(e−β·Z·) = Rm, and that P∗
is the long forward measure. Then the following hold:
(i) the LG process (8) is reducible,
(ii) the long-term yield is constant equal to y∞(t) = α − λ, where λ is the real
eigenvalue of β given in Theorem 4.10, and λ is larger than or equal to the real
parts of all eigenvalues of β,
(iii) Zt has full linear support, lin(Z·) = R
m.
The following example shows a non-reducible LG process for which P∗ is not the
long forward measure. In fact, it does not admit a long forward measure at all and
its long-term yield exists but is not constant.
Example 5.6. Consider the non-reducible 2-dimensional LG process Zt and ζt given
in Example 4.11. The process Zt takes values in (0,∞) × [0,∞). Denote by τ0 =
inf{t | Z2t = 0} the hitting time of zero of the square-root diffusion Z2t. It satisfies
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P∗[τ0 < ∞] > 0 and zero is an absorbing point, Z2t = 0 for all t ≥ τ0, see, e.g.,
Filipovic´ (2009, Exercise 10.12). An elementary calculation shows
eβt =
(
1 e
ct−1
c
0 ect
)
= Id +
(
0 e
ct−1
c
0 ect − 1
)
,
for all real t, so that
E∗t [ζT ] = e
−αT
(
1⊤Zt + Z2t
(
ec(T−t) − 1) (1/c+ 1))
and lin(e−β·Z·) = R
2. Hence the linear support condition of Theorem 5.5 is met. We
obtain that the long-term yield exists but is not constant and non-decreasing,
y∞(t) = − lim
T→∞
1
T − t log (E
∗
t [ζT ]/ζt)
= α− lim
T→∞
1
T − t
(
log
(
1⊤Zt + Z2t
(
ec(T−t) − 1) (1/c+ 1))− log(ζt))
=
{
α− c, if t < τ0
α, if t ≥ τ0
with limits in probability. This is consistent with the Dybvig–Ingersoll–Ross theorem
that asserts that the long-term yield can never fall under the absence of arbitrage, see
Dybvig, Ingersoll, and Ross (1996). Similarly, we see that the long forward measure
does not exist. Indeed,
M(t, T ) =
1⊤Zt + Z2,t
(
ec(T−t) − 1) (1/c+ 1)
1⊤E∗[Z0] + E∗[Z2,0] (ecT − 1) (1/c+ 1) →
e−ctZ2,t
E∗[Z2,0]
=M∞t
in L1 as T →∞. The martingale M∞t becomes zero for t ≥ τ0, so that (18) does not
hold and M∞t does not define an equivalent measure on Ft for any t ≥ 0.
6 Conclusion
We have reviewed LG processes and LR models. We have shown that every LR
model can be represented as an LG process, and vice versa, subject to a dimension-
ality adjustment which we have studied in detail. This has useful practical impli-
cations. The direct specification of an LG process is arguably a difficult task for
the modeler—even more so if interest rates were to be bounded below. LR models
can be easily specified and allow for direct control of the lower bound on interest
18
rates. Moreover, LR models appear naturally in the context of the long-term risk fac-
torization due to Alvarez and Jermann (2005), Hansen and Scheinkman (2009), and
Qin and Linetsky (2017). The range of flexible specifications of LR models inducing
bounded below interest rates is wide and will be the subject of future research in
empirical asset pricing.
A Proof of Theorem 2.3
(i)⇒ (ii): it is readily seen that (ζt, Xt) forms an LG process if and only if
E∗t [YT ] =M(T − t)Yt (20)
for all 0 ≤ t ≤ T <∞, for the continuously differentiable matrix-valued function
M(τ) =
(A(τ) B(τ)
C(τ) D(τ)
)
.
Taking nested conditional expectations, this implies
M(τ1 + τ2)Yt = E∗t [Yt+τ1+τ2 ] = E∗t [E∗t+τ2 [Yt+τ1+τ2 ]] =M(τ1)M(τ2)Yt
for all τ1, τ2, t ≥ 0. As lin(Y·) = Rn+1, we conclude that M(τ1 + τ2) =M(τ1)M(τ2)
for all τ1, τ2 ≥ 0 and hence the first equality in (5) for some κ ∈ R(n+1)×(n+1). It
follows that Nt = e
−κtYt is a martingale. Applying Itoˆ’s formula to Yt = e
κtNt
yields (4), so that Yt has a drift, and where dM
Y
t = e
κt dNt is a martingale. Indeed,
integration by parts gives
MYT −MYt = eκTNT − eκtNt −
∫ T
t
eκsκNs ds
for t ≤ T . Taking Ft-conditional expectation and changing the order of integration,
justified by the fact that E∗[‖eκsκNs‖] ≤ e‖κ‖T ‖κ‖E∗[‖NT‖] < ∞ for all s ≤ T , we
obtain
E∗t [M
Y
T −MYt ] =
(
eκT − eκt −
∫ T
t
eκsκ ds
)
Nt = 0,
as desired.
Moreover, after an equivalent change of measure we see that N ′t = Nt/Dt =
e−κt−
∫
t
0
rs dsX ′t is a Q-martingale, where we denote X
′
t = (1;Xt). Applying Itoˆ’s
formula to X ′t = e
κt+
∫
t
0
rs dsN ′t shows that X
′
t, and thus Xt, has a Q-drift that is of
the form
µX
′,Q
t = (0;µ
X,Q
t ) = (κ + rt)X
′
t.
19
Matching terms implies (6) and (7).
(ii)⇒ (i): If Yt satisfies (4) with a martingale MYt then it readily follows that
E∗t [YT ] = e
(T−t)κYt,
that is (20), which implies (i).
(ii) ⇔ (iii): This follows from the relation Zt = eαtQYt, which also implies the
second equality in (5). The proof of Theorem 2.3 is thus complete.
B Proof of Lemma 4.5
We prove the LR case of the lemma, and consider an m-dimensional LR model (8).
We prove the two statements
(i) if aff(Z·) ( R
m, then there exists an observationally equivalent m′-dimensional
LR model Z ′t and ζ
′
t = ζt with m
′ < m and aff(Z ′·) = R
m′ ;
(ii) if U 6= {0} and the short rate process is non-constant, then there exists an
observationally equivalent m′-dimensional LR model Z ′t and ζ
′
t = ζt with m
′ <
m and U ′ = {0}.
We first prove (i), and assume that aff(Z·) ( R
m. Define A = aff(Z·) and
m′ = dimA < m. Let z 7→ P (z − q) with P ∈ Rm′×m and q ∈ A be an invertible
affine map from A to Rm
′
. Denote the inverse map by z′ 7→ Qz′+ q with Q ∈ Rm×m′ .
Note that Zt ∈ A for all t ≥ 0. We now specify the new factor process Z ′t = P (Zt−q),
which has the linear drift dynamics
dZ ′t = (P (b+ βq) + PβQZ
′
t) dt+ P dM
Z
t .
Furthermore, the state price density ζt can be written
ζt = e
−αt(φ+ ψ⊤q + ψ⊤QPZ ′t).
By specifying ζ ′t = ζt we thus obtain an observationally equivalentm
′-dimensional LR
model. It is clear that aff(Z ′·) = R
m′ , as otherwise Q(aff(Z ′·)) + q would be a proper
affine subspace of A = aff(Z·) which contains Zt for all t ≥ 0, a contradiction. The
observationally equivalent m′-dimensional LR model Z ′t and ζ
′
t thus satisfies m
′ < m
and aff(Z ′·) = R
m′ , which proves (i).
We next prove (ii), and assume that U 6= {0} and that the short rate process is
non-constant. We then have equality in (15), so that
U = ker {ψ⊤eβτ , τ ≥ 0} 6= {0}
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Let n′ = dimU > 0 and define m′ = m − n′ < m. Choose an invertible matrix
P = (P1; P2) ∈ R(m′+n′)×m such that U = kerP1 and P2(U) = Rn′. Denote the
inverse matrix by Q = (Q1, Q2) ∈ Rm×(m′+n′), so that in particular we have
P1Q1 = id, (21)
Q1P1 +Q2P2 = id. (22)
Moreover, as Q2 maps R
n′ to U , as β leaves U invariant, and as U lies in kerP1 and
in kerψ⊤, we have
ψ⊤Q2 = 0 and P1β
kQ2 = 0, k ≥ 0. (23)
We now specify the factor process (Z ′t;Ut) = PZt, with Z
′
t = P1Zt and Ut = P2Zt.
In view of (23) we obtain the linear drift dynamics
dZ ′t = (P1b+ P1βQ1Z
′
t) dt+ P1 dM
Z
t ,
and the state price density ζt can be written
ζt = e
−αt(φ+ ψ⊤Q1Z
′
t).
By specifying ζ ′t = ζt we thus obtain an observationally equivalent m
′-dimensional
LR model.
We claim that the term structure kernel U ′ of this model is zero. We first claim
that
(P1βQ1)
k = P1β
kQ1 (24)
for all k ≥ 1. For k = 1 this is obvious. Suppose (24) holds for some given power
k ≥ 1. Then, in view of (22) and (23), we get
(P1βQ1)
k+1 = P1β
kQ1P1βQ1 = P1β
k+1Q1 − P1βkQ2P2βQ1 = P1βk+1Q1.
Thus (24) holds with k replaced by k + 1, and by induction for all k ≥ 1.
Now let ξ′ ∈ U ′ be arbitrary. Note that the observationally equivalent m′-
dimensional LR model Z ′t and ζ
′
t has drift matrix β
′ = P1βQ1 and state price density
vector ψ′ = Q⊤1 ψ, and, due to the non-constant short rate,
U ′ = ker
{
ψ′⊤eβ
′τ , τ ≥ 0
}
.
Therefore, using (21) and (24), we obtain
ψ⊤eβτQ1ξ
′ = ψ⊤Q1P1e
βτQ1ξ
′ = ψ′⊤eβ
′τξ′ = 0, τ ≥ 0.
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Thus Q1ξ
′ ∈ U . On the other hand, U ⊆ kerP1, whence ξ′ = P1Q1ξ′ = 0. Hence
U ′ = {0} is zero, as claimed. The observationally equivalent m′-dimensional LR
model Z ′t and ζ
′
t thus satisfies m
′ < m and U ′ = {0}, which proves (ii).
The LR case of the lemma now follows from (i) and (ii). Indeed, suppose for
contradiction that no observationally equivalent LR model with full affine support
and zero term structure kernel exists. Then (i) or (ii) can be applied infinitely many
times, each time resulting in an observationally equivalent LR model of strictly lower
dimension. This is a contradiction, because the dimensionm of the original LR model
is finite.
The LG case of the lemma, b = 0 and φ = 0, is proved similarly. In (i) we
simply replace affine supports by linear supports and note that one can take q = 0.
In (ii) no changes are needed. In both cases we then observe that the constructed
m′-dimensional LR models are in fact LG processes.
C Proof of Theorem 4.6
We first prove a lemma which shows that, under the assumption of a zero term
structure kernel, observationally equivalent LR models are also algebraically related.
The following proofs build on this result.
Lemma C.1. Assume that the m-dimensional LR model (8) has zero term structure
kernel, U = {0}. Then any observationally equivalent m′-dimensional LR model
dZ ′t = (b
′ + β ′Z ′t) dt+ dM
Z′
t and ζ
′
t = e
−α′t(φ′ + ψ′⊤Z ′t) (25)
satisfies
Zt + p =
ζ0
ζ ′0
e(α−α
′)t(q +QZ ′t) (26)
for some vectors p, q ∈ Rm and some m × m′-matrix Q. Moreover, the following
properties hold:
(i) If (8) is an LG process, that is, if b = 0 and φ = 0, then p = 0;
(ii) If (25) is an LG process, that is, if b′ = 0 and φ′ = 0, then q = 0;
(iii) If (8) has full affine support, aff(Z·) = R
m, then m′ ≥ m− 1;
(iv) If (8) has full affine support, aff(Z·) = R
m, and (25) is an LG process then
m′ ≥ m and dim lin(Z ′· ) ≥ m;
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(v) If (8) is an LG process and has full linear support, lin(Z·) = R
m, and (25) is
an LG process then m′ ≥ m and dim lin(Z ′·) ≥ m.
Remark C.2. Example 4.8 illustrates Lemma C.1(iii): an m-dimensional LR model
with zero term structure kernel and full affine support, which is observationally equiv-
alent to an (m− 1)-dimensional LR model.
Proof. As U = {0} by assumption, it follows from (15) that we have
ker
{
ψ⊤eβτ , τ ≥ 0} = {0}. (27)
Consider an observationally equivalent m′-dimensional LR model (25). Matching the
Ft-conditional expectations of ζt+τ/ζ0 and ζ ′t+τ/ζ ′0 gives
1
ζ0
(
e−α(t+τ)
(
φ+ ψ⊤
∫ τ
0
eβsb ds
)
+ e−α(t+τ)ψ⊤eβτZt
)
=
1
ζ ′0
(
e−α
′(t+τ)
(
φ′ + ψ′⊤
∫ τ
0
eβ
′sb′ ds
)
+ e−α
′(t+τ)ψ′⊤eβ
′τZ ′t
)
(28)
for all t, τ ≥ 0. Due to (27), there exist 0 ≤ τ1 < · · · < τm such that the row vectors
e−ατ1ψ⊤eβτ1 , . . . , e−ατmψ⊤eβτm are linearly independent. If we stack the corresponding
m equations (28) in matrix form and invert we obtain
1
ζ0
e−αt(Zt + p) =
1
ζ ′0
e−α
′t(q +QZ ′t)
for some vectors p, q ∈ Rm and some m×m′-matrix Q, which is equivalent to (26) .
If (8) is an LG process, so that φ = 0 and b = 0, we infer that p = 0, which
proves property (i). Similarly, if (25) is an LG process, so that φ′ = 0 and b′ = 0,
we infer that q = 0, which proves property (ii). Properties (iii)–(v) now follow by
inspection. For (iv) and (v) we use that lin(Z ′·) = lin(V·Z
′
·) for any positive scalar
process Vt > 0.
We now prove Theorem 4.6. Lemma C.1(iv) shows that there does not exist any
observationally equivalent lower dimensional LG process. Furthermore, the implica-
tion (ii) ⇒ (i) follows directly from Corollary 4.3 by considering the contrapositive
statement. To prove (i)⇒ (ii) we again consider the contrapositive, and assume there
exists an observationally equivalent m′-dimensional LG process (25), with b′ = 0 and
φ′ = 0, such that m′ = m. There is no loss of generality to assume that ζ ′0 = ζ0 and
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α′ = α. Indeed, we may otherwise consider the new factor process and state price
density
Z ′′t =
ζ0
ζ ′0
e(α−α
′)tZ ′t and ζ
′′
t =
ζ0
ζ ′0
ζ ′t = e
−αtψ′⊤Z ′′t
to obtain an observationally equivalent m-dimensional LG process with the desired
properties. We thus assume that ζ ′0 = ζ0 and α
′ = α. Lemma C.1(ii) then yields
Zt + p = QZ
′
t
for some p ∈ Rm and some m × m-matrix Q. As Zt has full affine support, Q is
invertible, so by equating the drifts of Zt + p and QZ
′
t we obtain
b+ βZt = Qβ
′Q−1p+Qβ ′Q−1Zt.
Using that Zt has full affine support yields β = Qβ
′Q−1 and then b = Qβ ′Q−1p = βp.
Next, as the two models are observationally equivalent with ζ ′0 = ζ0 and α
′ = α, we
get φ+ ψ⊤Zt = ψ
′⊤Z ′t and hence
φ+ ψ⊤Zt = ψ
′⊤Q−1p + ψ′⊤Q−1Zt.
Using that Zt has full affine support yields ψ
⊤ = ψ′⊤Q−1 and then φ = ψ′⊤Q−1p =
ψ⊤p. We have thus proved that b − βp = 0 and φ − ψ⊤p = 0, showing that the LR
model (8) is not proper. This proves (i)⇒ (ii).
It remains to prove (i) ⇔ (iii). To this end, first observe that, as U = {0} and
aff(Z·) = R
m, the short rate process is non-constant, see Footnote 6. Therefore
we have equality in (15), and the term structure kernel U ′ of the observationally
equivalent (m+ 1)-dimensional LG process (9) satisfies
U ′ = ker
{
ψ′⊤eβ
′τ , τ ≥ 0
}
.
Consequently, a vector ξ′ = (δ; ξ) ∈ R1+m lies in U ′ if and only if
0 = ψ′⊤eβ
′τξ′ =
(
φ+ ψ⊤
∫ τ
0
eβsb ds
)
δ + ψ⊤eβτξ, τ ≥ 0, (29)
where we used the elementary fact that
eβ
′τ =
(
1 0∫ τ
0
eβsb ds eβτ
)
.
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For δ = 0, (29) is equivalent to ξ ∈ U , and thus equivalent to ξ = 0. It follows that
an element of U ′ is nonzero if and only if it is a scalar multiple of some vector (1; ξ)
satisfying
φ+ ψ⊤
∫ τ
0
eβsb ds+ ψ⊤eβτξ = 0, τ ≥ 0.
By rewriting the left-hand side, we infer that U ′ is nonzero if and only if there exists
some ξ ∈ Rm such that
φ+ ψ⊤ξ + ψ⊤
∫ τ
0
eβs(b+ βξ) ds = 0, τ ≥ 0. (30)
If this is the case we obtain φ + ψ⊤ξ = 0 by setting τ = 0, and b + βξ = 0 by
differentiating with respect to τ and setting τ = 0. Thus the m-dimensional LR
model (8) is not proper. Conversely, if the m-dimensional LR model (8) is not
proper, so that (14) holds for some q ∈ Rm, it follows that (30) holds for ξ = q,
whence U ′ is nonzero. This proves (i)⇔ (iii).
It remains to prove the last statement in Theorem 4.6. Suppose, by contradiction,
that there exists an observationally equivalent m′-dimensional LR model (25) with
m′ < m. By Lemma C.1(iii) we have m′ = m− 1. But then (16), with Z ′t in lieu of
Zt on the right hand side, defines an observationally equivalent m-dimensional LG
process, which contradicts the assumption. This completes the proof of the theorem.
D Proof of Theorem 4.10
(i)⇒(ii): Consider an observationally equivalent m′-dimensional LR model (25) with
m′ < m. Lemma C.1(i) implies that
Zt =
ζ0
ζ ′0
e(α−α
′)t(q +QZ ′t) (31)
for some q ∈ Rm and some m × m′-matrix Q. As lin(Z·) = Rm we infer that
m′ = m−1 and there exists a v ∈ Rm such that v⊤q > 0 and v⊤Q = 0. Property (ii)
follows by left-multiplying (31) by v⊤. In view of Lemma C.1(v) there does not
exist any observationally equivalent (m− 1)-dimensional LG process, hence the LR
model (25) is proper. It also follows that the LR model (25) has full affine support,
aff(Z ′·) = R
m−1, and zero term-structure kernel, U ′ = {0}. Because otherwise, by
Lemma 4.5, one could find an observationally equivalent (m − 2)-dimensional LR
model, which again would induce through (9) an observationally equivalent (m− 1)-
dimensional LG process, contradicting that the LR model (25) is proper.
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(ii)⇒(iii): Taking conditional expectation, we obtain for any t ≤ T
v⊤eβ(T−t)Zt = E
∗
t [v
⊤ZT ] = v
⊤Z0e
λT = eλ(T−t)v⊤Zt.
As lin(Z·) = R
m, we conclude that v is a left eigenvector of β with eigenvalue λ.
This proves the last statement in the theorem.
Now let Q be an invertible m × m-matrix whose first row is v⊤, and define
Z˜t = e
−λtQZt/(v
⊤Z0). Then Z˜t has a strictly linear drift,
dZ˜t = Q(β − λ)Q−1Z˜t dt+ e−λt/(v⊤Z0)QdMZt ,
and the first component of Z˜t is constant and equal to one. Let Z
′
t consist of the last
m − 1 components of Z˜t, so that Z˜t = (1;Z ′t). Set α′ = α − λ and ψ′ = (Q⊤)−1ψ,
then ζ ′t = e
−α′tψ′⊤(1;Z ′t) = ζt/(v
⊤Z0) is seen to define an observationally equivalent
(m− 1)-dimensional LR model of the desired form.
(iii)⇒(i): This holds by definition, which completes the proof of Theorem 4.10.
E Proof of Lemma 5.2
As β is invertible, we have
E∗t [φ+ ψ
⊤ZT ] = φ− ψ⊤β−1b+ ψ⊤eβ(T−t)(Zt + β−1b),
which converges to φ − ψ⊤β−1b in L1 as T → ∞ because all eigenvalues of β have
negative real part. As the LR model is proper, we have φ−ψ⊤β−1b > 0 and therefore
M(t, T ) =
E∗t [φ+ ψ
⊤ZT ]
E∗[φ+ ψ⊤ZT ]
→ 1 in L1 as T →∞.
By Lemma 5.1, this proves that P∗ is the long forward measure. Moreover, we have
− 1
T − t logP (t, T ) = α−
1
T − t logE
∗
t [φ+ ψ
⊤ZT ] +
1
T − t log
(
φ+ ψ⊤Zt
)→ α
in probability as T →∞. Thus y∞(t) = α as claimed.
F Proof of Theorem 5.5
The proof of Theorem 5.5 builds on the following lemma.
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Lemma F.1. Assume that the m-dimensional LG process (8), with b = 0 and φ = 0,
has zero term structure kernel, U = {0}, full linear support, lin(Z·) = Rm, and
constant long-term yield y∞(t) = α. Then the eigenvalues of β have nonpositive real
parts.
Proof. The equality
− 1
T − t logP (t, T ) = α−
1
T − t logψ
⊤eβ(T−t)Zt +
1
T − t logψ
⊤Zt
along with the assumption that y∞(t) = α yields
lim
τ→∞
1
τ
logψ⊤eβτZt = 0
in probability, and hence almost surely, because Zt does not depend on τ . Conse-
quently, for any ε > 0 we have
ψ⊤eβτZt ≤ eετ
for all τ ≥ τ0, where τ0 depends on t, ω, and ε. As Zt has full linear support we infer
that
‖ψ⊤eβτ‖ ≤ c1eετ for all τ ≥ 0 (32)
for some positive constant c1. Stacking the trivial identities ψ
⊤eβτieβτ = ψ⊤eβ(τi+τ)
for suitable values of τ1, . . . , τm and using that the term structure kernel is zero so
that equality holds in (15), we get
eβτ = A−1B(τ), for A =
ψ
⊤eβτ1
...
ψ⊤eβτm
 and B(τ) =
ψ
⊤eβ(τ1+τ)
...
ψ⊤eβ(τm+τ)
.
In view of (32), the operator norm of eβτ is therefore bounded by
‖eβτ‖ ≤ ‖A−1‖ ‖B(τ)‖ ≤ ‖A−1‖ max
i=1,...,m
‖ψ⊤eβ(τ1+τ)‖ ≤ c2eετ
for all τ ≥ 0 and some positive constant c2. On the other hand, every eigenvalue λ
of β satisfies eReλτ ≤ ‖eβτ‖, and hence Reλ ≤ ε. As ε > 0 was arbitrary it follows
that Reλ ≤ 0 as claimed.
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We can now prove Theorem 5.5. We first prove (iii). Indeed, let v ∈ Rm be
such that v⊤ZT = 0 for all T ≥ 0. Taking conditional expectation we obtain
v⊤eβT (e−βtZt) = 0 for all t ≤ T . By assumption there exists some T ≥ 0 such
that lin(e−βtZt, t ≤ T ) = Rm. We conclude that v⊤eβT = 0 and hence v = 0, so that
Zt has full linear support, which proves (iii).
Define the row vector valued function
F (T ) =
ψ⊤eβT
ψ⊤eβTE∗[Z0]
.
In view of Lemma 5.1, and because P∗ is the long forward measure, we have
lim
T→∞
F (T )e−βtZt = lim
T→∞
ψ⊤eβ(T−t)Zt
ψ⊤eβTE∗[Z0]
= 1 in L1 for all t ≥ 0. (33)
As lin(e−β·Z·) = R
m, this implies that
lim
T→∞
F (T ) = v⊤ (34)
for some nonzero vector v ∈ Rm. Consequently,
F ′(T ) = F (T )β − F (T )βE∗[Z0]F (T )→ v⊤β − v⊤βE∗[Z0]v⊤ (35)
as T →∞.
For any real-valued C1 function f(T ) on [0,∞) such that a = limT→∞ f(T ) and
a′ = limT→∞ f
′(T ) both exist and are finite, one necessarily has a′ = 0. Indeed,
a′ > 0 would imply that f ′(T ) ≥ a′/2 > 0 for all T greater than some finite T0,
which gives the contradiction
f(T ) = f(T0) +
∫ T
T0
f ′(t) dt ≥ f(T0) + a
′
2
(T − T0)→∞
as T → ∞. This shows that a′ ≤ 0, and one similarly finds a′ ≥ 0. In view of (34)
and (35) we may apply this to the components of F (T ) to get limT→∞ F
′(T ) = 0
and then
v⊤β = λv⊤ where λ = v⊤βE∗[Z0].
This shows that v is a left eigenvector of β with real eigenvalue λ. Plugging this
back in (33), combined with (34), gives
1 = v⊤e−βtZt = e
−λtv⊤Zt
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and Theorem 4.10 shows that the LG process (8), with b = 0 and φ = 0, is reducible.
This proves (i).
Next, to compute the long-term yield we write
logP (t, T ) = −α(T − t) + logψ⊤eβTE∗[Z0] + log ψ
⊤eβ(T−t)Zt
ψ⊤eβTE∗[Z0]
− logψ⊤Zt.
As the ratio in the second to last term converges to 1 in L1 due to (33), we get
− 1
T − t logP (t, T ) = α−
logψ⊤eβTE∗[Z0]
T − t + o(1).
where o(1)→ 0 in probability as T →∞. Furthermore, (34) gives
d
dT
logψ⊤eβTE∗[Z0] = F (T )βE
∗[Z0]→ v⊤βE∗[Z0] = λ
as T →∞. L’Hoˆpital’s rule thus yields
y∞(t) = α− lim
T→∞
logψ⊤eβTE∗[Z0]
T − t = α− λ
in probability, as claimed.12
It remains to prove that λ is larger than or equal to the real parts of all eigenvalues
of β. To this end, consider the observationally equivalent LG process given by
Z ′t = e
−λtZt and ζ
′
t = e
−α′tψ⊤Z ′t = ζt with α
′ = α − λ. This model has zero
term structure kernel, full linear support, and constant long-term yield y∞(t) = α
′.
Lemma F.1 thus implies that the eigenvalues of β ′ = β − λ have nonpositive real
parts. Thus λ is larger than or equal to the real parts of all eigenvalues of β, as
required. This proves (ii) and completes the proof of Theorem 5.5.
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