This paper proposes an approach to detect moving objects in Wide Area Motion Imagery (WAMI), in which the objects are both small and well separated. Identifying the objects only using foreground appearance is difficult since a 100−pixel vehicle is hard to distinguish from objects comprising the background. Our approach is based on background subtraction as an efficient and unsupervised method that is able to output the shape of objects. In order to reliably detect low contrast and small objects, we configure the background subtraction to extract foreground regions that might be objects of interest. While this dramatically increases the number of false alarms, a Convolutional Neural Network (CNN) considering both spatial and temporal information is then trained to reject the false alarms. In areas with heavy traffic, the background subtraction yields merged detections. To reduce the complexity of multi-target tracker needed, we train another CNN to predict the positions of multiple moving objects in an area. Our approach shows competitive detection performance on smaller objects relative to the state-of-the-art. We adopt a GM-PHD filter to associate detections over time and analyse the resulting performance.
I. Introduction
Current high-altitude airborne camera systems are now able to provide long-term wide-area surveillance videos. To avoid excessive manual effort, it is important that automated systems exist to detect and track objects (mostly vehicles) from the videos. Processing such data is different to traditional object detection problems and has drawn recent attention in both the computer vision and image processing communities. The challenges posed are as follows: lack of appearance information (since objects are always small and usually only grey-level frames are obtained, it is not possible to use appearance information alone to associate objects between frames); well-separated objects (vehicles are almost always on roads, which, in certain parts of the wide-area images, are very distant from one another, making it challenging for any detector that scans an entire image to be computational efficient while not generating large numbers of false alarms); pixel noise (the camera systems are often composed of multiple individual sensors, giving rise to pronounced artifacts, for example related to brightness discontinuities); image registration errors (small errors in image registration can lead to a large number of false alarms).
Mainstream object detection methods broadly subdivide based on what information is used: spatial information, temporal information or both. For reasons described above, only using spatial information (e.g., the appearance of objects) has proved to be difficult for WAMI detection. There are a number of approaches that consider temporal information [1] , [2] , [3] , [4] , [5] . The simplest approach to using temporal information would be to perform frame differencing between two consecutive frames. This is straightforward and efficient but will generate two detections for each object. One way to improve this has been to look for the minimum differences among three consecutive frames [4] . Background subtraction goes beyond this idea to build an explicit background model. The current input image is then subtracted from the background to identify foreground objects. [6] reviews background subtraction methods comprehensively. In WAMI videos, the resolution is high and the frame rate low: this can give rise to artifacts caused by parallax, for example. Furthermore, background subtraction methods tend to use lightweight and fast-converging approaches to model the background. For example, [7] and [8] use modified Gaussian Mixture Models (GMMs) to model each pixel comprising the background while [9] and [10] compute the mean or median of multiple frames. To reduce the impact of parallax, previous research has considered blocks of pixels in a neighbourhood rather than individual pixels [4] or ignoring regions with large magnitude gradients [9] .
The benefits of considering both spatial and temporal information has drawn attention in neighbouring contexts: for example, the approach is used in action recognition (e.g., [11] , [12] ). There is relatively little research into considering both in the context of WAMI videos. An exception is [2] , which uses a deep learning based two-stage CNNs approach to generate point detections. The basic idea was to use a lightweight CNN to predict regions that could include moving objects and a deep regression CNN ('FoveaNet') to locate the centres of moving objects (the idea of using a regression network to predict positions directly/indirectly from a single image or multiple frames has been shown to be effective in other applications [13] , [14] , [15] ). Moreover, [2] also considered other combinations (e.g., background subtraction and a single frame foreground object detector [13] ), but the performances of these other combinations was not competitive.
In this paper, we focus on developing a processing chain that can detect small moving objects. We consider the second largest images (15K × 10K pixels) in the WPAFB 2009 dataset [16] . In this dataset, individual vehicles often occupy less than 100 pixels. We note that objects of this size are usually assumed to be false alarms in existing papers. We adopt an approach that involves first proposing candidate positions for moving objects and then predicting the objects' positions. We choose to use background subtraction to propose the candidate positions. A very low threshold is used (such that the probability of detection is high), and a small morphological kernel is applied to remove tiny false alarms. We treat the output from the background subtraction as regional proposals and create detection candidates within these areas. An efficient CNN that considers both spatial and temporal information is then trained to reject the false alarms. For the areas with heavy traffic, a lightweight regression network is trained to predict the centre of multiple moving objects from individual detections. This approach of combining the CNNs' and background subtraction's outputs makes it possible for the shape of moving objects to be obtained: this can be useful information that can be exploited by appearancebased tracking systems (e.g., [17] , [18] ). Finally, in addition to comparing the detections with the ground-truth, we applied a Gaussian Mixture Probabilistic Hypothesis Density (GM-PHD) filter to the detections to directly utilise the product of the proposed algorithm. This paper is organised as follows. Section II briefly reviews the image registration methods that are used in our implementation. The stages comprising the moving object detection algorithm are then described in section III. The configuration of the GM-PHD filter tracker is introduced in section IV. The experiment setup and evaluation results are then reported in section V. Finally, section VI concludes this paper and describes opportunities for future research.
II. Image Registration
To build a background for the current time from a number of previous frames that were captured by a moving camera system, it is necessary to compensate for the camera motion by aligning all the previous frames to the current frame. This process is also called image registration and the key is to estimate a transformation matrix, h t−k t which denotes transforming from frame t−k to frame t, based on a chosen transformation function. In this paper, we use a projective transformation (or Homography) which is widely discussed in multi-perspective geometry, i.e., a closely related area to that in which the WAMI camera system is functioning.
There are two categories of approach to work out the transformation matrix. Feature-based approaches extract feature points from both images. The feature points can be generated by, for example, Harris corner or SIFT-like [19] detectors. Feature (e.g., SURF, ORB [20] ) descriptors are computed at all the detected feature points. By matching the feature descriptors, pairs of corresponding feature points between two images can be identified and the transformation matrix can then be estimated using RANSAC [21] such that outliers are removed automatically. In our experience, feature-based image registration works well in the context of WAMI video. That said, as it is heavily based on the extracted features, it can sometimes malfunction (e.g., when there are fewer features identified) or the detected features are all concentrated in one area of an image.
The other approach is known as the direct approach and considers the image as a whole. This approach involves directly minimising the difference between the reference and registered images using Lucas-Kanade's algorithm: the implementation is described in [22] . Although this approach often has a larger computational cost than feature-based approaches and can struggle if the displacement between two images is large, it typically generates more accurate alignment results and does work more effectively when the number of identified features is insufficient.
III. Moving Object Detection A. Background Subtraction
We generate the background, I bg t , at each time t by computing the median image of the L previous aligned frames. Note that it is unnecessary to perform image registration L times each time a new frame is received. Suppose that we obtained the transformation matrices h t−2 t−1 , h t−3 t−1 , ... from processing previous frames, we only need to perform image registration once to get h t−1 t . Then we can straightforwardly have h t−2
t−1 and so on.
The background subtraction result is defined by |I t − I bg t | > τ where τ is the background subtraction threshold. Image morphological operations are applied to remove the tiny blobs that are too small to be an object of interest. As we wish to detect very small (and unclear) objects, the background threshold and minimum blob size are both chosen to be small 1 . An example of the output from background subtraction is shown in figure 1 
In the WPAFB 2009 dataset, it can be observed that there are multiple artifacts at the boundary between different optical sensors (due to the different configurations of the constituent cameras comprising the sensor system). It can also be observed that the brightness of one optical sensor can suddenly change. Both situations influence the result of background subtraction. As suggested in [23] , we use a box filter to compensate for these brightness fluctuations. We perceive that this removes false alarms without reducing the probability of detection significantly.
B. Refining Background Subtraction Output Using a Classification CNN
The major causes of false alarms generated by the background subtraction are: poor image registration, light changes and the apparent displacement of high objects (e.g., buildings and trees) caused by parallax. We emphasise that the objects of interest (e.g., vehicles) mostly appear on roads. More generally, we perceive that a moving object generates a temporal pattern (e.g., road-object-object) that could be exploited to discern whether or not a detection is an object of interest. Thus, in addition to the shape of the vehicle in the current frame, we assert that the historical context of the same place can help to distinguish the objects of interest and false alarms. We therefore create a binary classification CNN to predict if a 21 × 21 pixels window contains a moving object given aligned image patches from the previous N frames. We suggest N = 3 in this paper, because moving vehicles usually take less than four frames (including the current frame) to cross a 21 × 21 image patch. The input to the CNN is a 21 × 21 × 4 matrix and the convolutional layers are identical to the traditional 2D CNNs except that the three colour channels are substituted with N = 3 greylevel frames. The architecture of the proposed CNN is shown in figure 2 . A batch normalisation layer [24] is added after each convolutional layer and fully connected layer. A softmax layer is applied to output to obtain probability-like scores.
Background subtraction is used as a regional proposal method, however the connected components are sometimes too small or too large with respect to the groundtruth (moving) objects. To extract the regions to be used by the CNN, we subdivide the images into 5 × 5 cells. If a cell contains any pixels that are classified as a candidate detection by the background subtraction, we pick the 21 × 21 window centred on this cell as the input to the CNN (see figure 1(c) ). If the CNN classifies the windows as positive, this cell will be flagged as containing a moving object (see figure 1(d) ).
The proposed CNN is trained as follows. For each frame in the training set, the background subtraction is used to propose cells. All the cells that have their centres within the range of 6 pixels from any ground-truth points are used as positive samples. All the cells that are at least 15 pixels away from all the ground-truth points are used as negative samples. We note that the positive samples are dependent on the output of background subtraction, such that the obscured and subtle detections (i.e., potential objects whose appearances are too similar to the background) are not considered in training. We do this because we want to couple the CNN to the regional proposal method. This means that the trained model becomes specific to the configuration of the background subtraction process. It transpires that there are many more negative samples than positive ones. Indeed, there are sufficiently many negative samples that we cannot train the model with all the extracted negative samples. We therefore use a negative set which is four times larger than the positive set to train the CNN. Since the training negative set is then much smaller than the complete negative set, the threshold for accepting detections (as (1)), φ, was adjusted by a validation set to maximise the F 1 score.
where o 1 and o 2 are the outputs of the binary CNN and o 1 +o 2 = 1 due to the softmax layer. In traditional CNNs, φ = 0.5.
C. Predicting Object Positions Using a Regression CNN
As illustrated in figure 1(b) , two major problems that are present in the background subtraction output include the existence of multiple detections for one object and of one merged detection for multiple objects. While the former problem can be addressed by considering morphological operations, this makes the latter problem worse. Thus, it is necessary to separate the detections into two sets: detections which contain a single object that can be outputted directly and detections that may contain multiple objects. First, we assign the candidate detections output by the background subtraction to the accepted detection regions ( figure 1(d) ) and remove the candidate detections without any assignment. We refer the accepted blobs from background subtraction as S bg = {s bg 1 , s bg 2 , ...}, and the blobs from classification CNN as S cnn = {s cnn 1 , s cnn 2 , ...}. The candidate detection s cnn i which can be directly outputted must satisfy the following two conditions, otherwise we consider there might be multiple objects giving rise to the single candidate detection:
• s bg j is assigned to s cnn i and no other s bg k with j = k is assigned to s cnn i .
• The size of s cnn i is smaller than 150 pixels. The candidate detections can be accepted when the common area between the assigned pair, s bg i and s cnn j , is larger than 50. This is such that we take full advantage of the background subtraction algorithm. An illustration of the two sets is shown in figure 1(e).
As proposed in [2] , a regression CNN can predict the positions of objects given spatial and temporal information. Such a second CNN can be used to deal with the set of detections that may contain multiple detections. We therefore train a regression CNN, whose architecture is shown in figure 3 , to predict the positions of moving objects. The input to this CNN is similar to the classification CNN described in section III-B but the size of the patches changes to 45 × 45 (as shown in figure 4(a) ). The response of the CNN is a 225 dimensional vector, equivalent to a down-sampled image (15 × 15) for reducing computational cost. For simplification, we always up-sample the response from the CNN to a 45×45 image in the subsequent discussions. An example of the CNN response is shown as figure 4(b) . While preparing the training set, for each frame, we obtain a number of 45 × 45 × 4 data-cubes. We assume that {(x g 1 , y g 1 ), (x g 2 , y g 2 ), ..., (x g M , y g M )} denotes the set of targets in the ground-truth for current frame, where M is the number of targets. If we only use these groundtruth points as centres of windows to extract the datacubes, a moving object could always be located in the centre of every window (which would bias the regression model). So, some drifts are added to each of the groundtruth points: C m = (x g m + ∆x m , y g m + ∆y m ) where ∆x m and ∆y m are each drawn from a uniform distribution on [−8, 8] . In order to get a more generalised training set, we iterate this process five times creating C m,1 , ...C m,5 . Such that, for each ground-truth detection, we create five data-cubes and each data-cube contains the patches of the current frame and (aligned) three previous frames centred on C m,l where l = 1, ..., 5. The training set of the CNN response is thus straightforward. We down-sample the 45 × 45 current frame patch to 15 × 15. If there is a ground-truth target within a pixel, the corresponding pixel in the CNN response is set to 1 otherwise 0. Therefore, the responses for training are either 0 or 1.
Although the training response is 0 or 1, the actual response from the regression is between 0 and 1; see, for example, figure 4(b) . We cannot extract the positions by directly picking out the positions wherever the CNN response value is 1, because a weak detection can often give outputs that are less than 1. So, after setting a minimum value (κ) for the possible pixels, we consider the peaks in the response image as the centres of detections. A default bounding box will be given if the detection is made by the regression CNN. The detection results of both CNNs are illustrated in figure 1(f) .
IV. Tracking
In this section, we focus on applying a multi-target tracker to generate multiple tracks using the output from the proposed detector. In order to reflect the performance of the detector directly, we only use the centres of detections (i.e., we do not use objects' appearance at this stage). The Gaussian Mixture Probabilistic Hypothesis (GM-PHD) filter [25] is used to process the detections and an implementation can be found in [26] . We consider the near-constant velocity model as the dynamic model for the objects. The transition function is as standard and process noise is defined as (2) . Since the position of the detections are always with respect to the current frame, the states are compensated for the camera motion as well.
and Q is defined as follow:
where σ q is the magnitude of the process noise which should be adjusted based on the video content and dt is the time interval. A track is initialised if a pair of points, p t|t−1 = [p x t|t−1 , p y t|t−1 ] and p t = [p x t , p y t ] can be found such that dist(p t|t−1 , p t ) < θ, where p t is a detection position at frame t, p t|t−1 is a detection position which is observed in frame t − 1 and transformed to frame t. The state of the initialised track is defined as s t = p x t , p y t , p x t − p x t|t−1 , p y t − p y t|t−1 T and the initial weight for each Gaussian is ω init . We note that there can be a number of tracks initialised that duplicate existing tracks. These are typically merged as part of the pruning process within the GM-PHD. A track is confirmed if its weight is larger than ω show . A track will be removed if its weight is lower than ω remove or moves out of the image.
A list of recommended parameters for the GM-PHD filter regarding WPAFB 2009 dataset is shown in table I.
V. Experimental Results
We used the WPAFB 2009 [16] dataset to train and evaluate the proposed approach. The images were taken by a camera system with six optical sensors and had already been stitched to cover a wide area of around 35 km 2 . This dataset includes 1025 frames and is divided into training video (512 frames) and test video (513 frames). All the vehicles and their trajectories are manually annotated. There are multiple resolutions of videos in the dataset. Unlike most of previous papers, which consider the largest ones (25K × 20K pixels), we chose to use the smaller ones (12K × 10K pixels) where the size of vehicles are often smaller than 10 × 10 pixels. Because the proposed algorithm is focusing on detecting moving objects, we remove all the objects with insufficient movement from the ground-truth for evaluation (this was also the approach to evaluation considered in [3] , [2] ). An object whose displacement is smaller than 0.8 metres (as calculated from the latitudes and longitudes provided in the ground-truth) between two consecutive frames is removed. This scenario reduces the size of ground-truth from 1,176,447 to 455,427 true detections in the training video and from 1,145,779 to 460,386 in the test video.
We used the first 300 frames in the training video as the training set for both CNNs. We randomly picked 500,000 positive samples and 2,000,000 negative samples to train the classification CNN. We then validated this CNN with the same 300 frames to obtain φ (as described in section III-B). The regression CNN was trained using 500,000 samples that were extracted via the process described in section III-C.
We tested the proposed detector on the full stitched images in both the training and test videos. Featurebased image registration (see section II) was used to align consecutive frames. To compare both detection and tracking performance with existing papers, we additionally create six sub-videos including different Areas Of Interest (AOI 01, 02, 03, 34, 40, 41 in [3] , [2] , [27] , [23] ). As all these papers did not fully specify the details about the areas of interest, we use our pre-processing architecture to generate sub-videos which attempt to cover similar regions to those specified in these papers. The areas of interest in our experiment are shown in figure 5 . By using the image registration results for the full images, we can produce a video that is centred on a particular point. Thus there will be no vertical or horizontal translations over time, even though rotations and scalings are apparent in the sub-videos. To process the sub-videos, we use the direct approach (see section II) to perform image registration, since processing time is acceptable regarding the lower resolution of AOIs 2 . We used different parameters in background subtraction on the full stitched images and the AOIs since pronounced noise was present in some areas. The parameters are shown in table II. 
TABLE II
The parameters used while processing the full stitched images and the areas of interest (AOI).
A. Evaluation Method
The performances of the detector and the tracker were considered separately. For measuring the detector, we define the metrics as follows (in the same way as was considered elsewhere [2] , [3] ): A detection is considered as true positive when there is at least one groundtruth point within 10 pixels range and each ground-truth point can only be assigned to one detection. All the other detections are false positives. The false negative set includes the ground-truth points for which there is no detection within the range of 10 pixels. All the unassigned detections and ground-truth points were marked as false alarms and mis-detections respectively. The precision, recall and F 1 score are using the standard equations, which due to space limitations are not explicitly defined here.
In order to measure the tracker, we used the definitions and metrics in [23] , [27] . The estimated track will be referred to as 'track' and the ground-truth target 
TABLE III
The precisions and recalls on different areas of interest using the proposed detector.
trajectory will be referred as 'target trajectory' in the subsequent discussions. For each target trajectory, we remove the way-points that occur when the objects is almost stationary, but we do not separate it into tracklets. We also ignore all the very short estimated tracks and targets trajectories (less than 5 frames) as they may not be initialised and tracked well in practice. 
B. Detection Results
The precision and recall of the proposed detector when applied to different AOIs and the full image are presented in table III. We can see that the performance on the training video is (as expected) better than on the test video. We believe this is due to the relatively small number of negative samples and because the threshold for accepting detections, φ, is estimated using on training set. Most of the AOIs yield similar precisions, except for AOI 03 which is lower because there are some non-vehicle moving objects that are detected by the algorithm, but were not included in the ground-truth. In terms of missed detections, the main cause we have identified is that some moving objects cannot be detected by background subtraction: for example, when they look similar to the background and move slowly. Regarding the results on the full images, the lower recall is caused by a larger background subtraction threshold c, which leads to a smaller number of more reliable detections. 
TABLE IV
The F 1 scores of existing algorithms (as assessed on larger targets only) and of our approach on the AOIs.
C. Tracking Results
The performance of applying a GM-PHD filter to the detections is reported in table V. We observe that AOI 01 and 40 are most challenging because in the middle of the area there is a crowded crossroads where vehicles start and stop frequently. AOI 34 includes heavy traffic and vehicles are very close to each other. The traffic is light in AOI 03, but there are a couple of traffic lights which cause the tracks to fragment. The tracker performs similarly in AOI 34 and AOI 03. The tracker achieves good results in AOI 02 and 41 where traffic is moderate and no traffic lights are present.
In comparison with [23] and [27] , the advantage of our approach is obvious in heavy traffic. In AOI 34 and 41, the target purities from [27] were below 50% and even reduced to 28% in AOI 40. In AOI 02, our approach yields much higher target purity compared to [23] which is below 20%. However, in areas with light traffic such as AOI 03, our approach yields similar results to [23] . In terms of track purity and continuity, the proposed approach outperforms the others as well: our estimated tracks each contain fewer targets on average. 
TABLE V
The performance of GM-PHD filter using the proposed detector on AOIs of the WPAFB2009 (test video).
VI. Conclusions
In this paper, we propose a moving object detector for wide-area motion imagery (WAMI) videos. The detector is based on using background subtraction with a low threshold to ensure large numbers of potential detections are identified. False alarms are removed and merged detections disentangled using two CNNs that both consider spatial-temporal information. Our experimental results shows competitive performance compared to the stateof-the-art while dealing with smaller objects. We also demonstrate the feasibility of applying multi-target track to the detections we generate.
Future research includes: assessing the extent to which the trained CNNs can be applied to other WAMI videos; developing techniques to detect stationary vehicles in areas identified from an inability to detect a tracked object; tracking that can persist across long baselines by exploiting the appearance information derived from the background subtraction process.
