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Abstract
We study the convergence rate of Glimm scheme for general systems of hyperbolic conservation laws
without the assumption that each characteristic field is either genuinely nonlinear or linearly degenerate.
We first give a sharper estimate of the error arising from the wave tracing argument by a careful analy-
sis of the interaction between small waves. With this key estimate, the convergence rate is shown to be
o(1)s1/3| ln s|1+α , which is sharper compared to o(1)s1/4| ln s| given in [T. Yang, Convergence rate of
Glimm scheme for general systems of hyperbolic conservation laws, Taiwanese J. Math. 7 (2) (2003) 195–
205]. However, it is still slower than o(1)s1/2| ln s| given in [A. Bressan, A. Marson, Error bounds for a
deterministic version of the Glimm scheme, Arch. Ration. Mech. Anal. 142 (2) (1998) 155–176] for sys-
tems with each characteristic field being genuinely nonlinear or linearly degenerate. Here s is the mesh size
and α is any positive constant.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Consider the Cauchy problem for the system of conservation laws
{
ut + f (u)x = 0, t  0, −∞ < x < ∞,
u(x,0) = u0(x), −∞ < x < ∞, (1.1)
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J. Hua, T. Yang / J. Differential Equations 231 (2006) 92–107 93where u ∈ Rn, f :Ω → Rn is a smooth vector field with Ω ⊆ Rn being an open set. Denote
A(u) = Df (u) the n × n Jacobian matrix of the partial derivatives of the flux function f . It is
well known that the global existence of solutions with small total variation was proved in the
celebrated paper of Glimm [10], and the stability in L1 norm was obtained much later, cf. [1,4,6,
13,17] and the references therein. In this paper, we study the convergence rate of Glimm scheme
for general systems of hyperbolic conservation laws and try to improve the convergence rate
result. For some related works and theories on the general hyperbolic conservation laws, please
refer to [3,8,9,11] and references therein.
As usual, system (1.1) is called strictly hyperbolic, if for every u ∈ Ω , the matrix A(u) has n
real distinct eigenvalues
λ1(u) < λ2(u) < · · · < λn(u).
Corresponding to the eigenvalues λ1(u) < λ2(u) < · · · < λn(u), there are n linearly independent
right eigenvectors
r1(u), r2(u), . . . , rn(u).
For these characteristic fields, the following definition is from [12].
Definition 1.1. For i ∈ {1,2, . . . , n}, the ith characteristic field is called genuinely nonlinear, if
∇λi · ri 	= 0 for all u ∈ Ω. (1.2)
While the ith characteristic field is called linearly degenerate, if
∇λi · ri = 0 for all u ∈ Ω. (1.3)
Due to the nonlinearity of the function f , generally speaking, the solution to the Cauchy
problem (1.1) cannot be smooth. Thus, one has to seek for solutions in the weak sense.
Definition 1.2. A function u : [0, T ] × R → Rn is a weak solution of problem (1.1), if u is a
bounded measurable function and∫∫
t0
[
uφt + f (u)φx
]
dx dt +
∫
t=0
u0(x)φ(x,0)dx = 0 (1.4)
holds for any smooth function φ with compact support contained in {(x, t): (x, t) ∈ R2}.
To solve this Cauchy problem (1.1), Glimm introduces a scheme to construct the solution to
systems with the following assumption [10]:
(♠) Each characteristic field is either genuinely nonlinear or linearly degenerate.
In this scheme, the solutions to the Riemann problem are used as building blocks, where the
initial data take the following form:
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{
u− if x < 0,
u+ if x > 0.
(1.5)
Since the solution of Riemann problem relies on the implicit function theorem, only initial data
with small total variation is allowed in general. And when the total variation is sufficiently small,
a functional called Glimm functional was introduced in [10] to give a uniform control of the
total variation of the approximate solution. Then there exists a subsequence of the approximation
solutions which converges as the mesh size tends to zero. However, the convergence is in the
sense of almost everywhere with respect to the measure of random sequences space.
A deterministic version of Glimm scheme was introduced in [14] to prove the convergence.
That is, the approximate solution converges as long as the random sequence is chosen to be
an equidistributed sequence. And the main idea in [14] is the introduction of the wave tracing
argument. Here the equidistributed sequence is defined as follows.
Definition 1.3. A sequence {θi}∞i=0 in [0,1] is called equidistributed if
B(N, I) ≡
∣∣∣∣Θ(N, I)N − |I |
∣∣∣∣→ 0, as N → ∞,
for any subinterval I of [0,1]. Here Θ(N, I) denotes the number of i, 1  i  N, such that
θi ∈ I and |I | is the length of I .
The advantage of equidistributed sequence is that it acts almost random. And the following
sequence is used to study the convergence rate of Glimm scheme, cf. [5].
Lemma 1.1. Let
Dm,n = sup
λ∈[0,1]
∣∣∣∣λ− 1n−m
∑
ml<n
χ[0,λ](θl)
∣∣∣∣, (1.6)
then there exists a sequence {θl}l0 ⊂ [0,1] such that
Dm,n O(1)
1 + ln(n−m)
n−m , ∀n > m 1. (1.7)
The random numbers used in Glimm scheme are now chosen from this fixed equidistributed
sequence.
In the deterministic version of Glimm scheme with wave tracing argument, physical waves
are divided into virtual waves which can be traced back and which cannot. The wave pattern is
greatly simplified when we concentrate on those waves that can be traced back in some small
time interval. Furthermore, the error due to this simplification can be controlled by the Glimm
functional and converges to zero in L1 norm when the mesh size tends to zero.
On the other hand, the standard Riemann semigroup generated by (1.1), denoted by
{St : t  0}, satisfies:
• There exists some constant L,
‖St u¯− St v¯‖L1 L‖u¯− v¯‖L1, ∀u¯, v¯ ∈D, t  0.
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tion of (2.5) obtained by piecing together the solutions of corresponding Riemann problems.
Based on this definition, the Glimm scheme can be proved to yield a unique limit, cf. [7]. For
the L1 distance between approximate and exact solution, in the case when each characteristic
field is either genuinely nonlinear or linearly degenerate, the convergence rate is shown to be
o(1)
√
s| ln(s)|, cf. [5]. Here s is the mesh size.
For general systems, the solution to Riemann problem has different structures. As a conse-
quence, there are richer nonlinear phenomena. The complete existence theory with wave tracing
argument for general systems was obtained in [18] under the assumption:
(♣) For each characteristic field the linear degeneracy manifold LDi ≡ {u: ∇λi(u) · ri(u) = 0}
either is the whole space or consists of a finite number of smooth manifolds of codimension
one, which are transversal to the characteristic vector ri(u).
Now the Glimm functional used in the wave tracing is in “cubic” form instead of quadratic.
Because of this difference of the Glimm functional, the error in the wave tracing argument has
to be treated differently for small or large waves. For this case, the convergence rate of the order
o(1)s1/4| ln s| was given in [19].
In this paper, the estimate of the error in the wave tracing argument is further improved by a
sharper control of the number of small wave interactions so that the convergence rate estimate
becomes better as stated in the following theorem.
Theorem 1.1. Let {θm}∞m=1 be a sequence of numbers in [0,1] satisfying (1.7). Given any initial
condition u¯ with small total variation, let u(·, t) = St u¯ be the unique solution of (1.1), and let us
be the corresponding Glimm approximation solution with mesh size s in time direction, generated
by the sampling sequence {θm}∞m=1. Then for every T  0,
lim
s→0
‖us(·, T )− u(·, T )‖L1
s1/3| ln s|1+α = 0, (1.8)
where α is any positive constant. The limit is uniform with respect to u¯, as long as TVu¯ remains
uniformly small.
In the next section, some lemmas from previous works will be given for the proof of The-
orem 1.1. Then the key estimate on the improved wave tracing argument will be proved in
Section 3. Theorem 1.1 will be proved in the last section.
2. Preliminaries
First, we consider Riemann problem (1.5) and present some important difference between the
systems with assumption (♠) and those with assumption (♣).
Riemann problem of systems with assumption (♠) can be solved by piecing together n cen-
tered rarefaction waves which are continuous, or shock waves and contact discontinuities which
are not continuous satisfying the Rankine–Hugoniot condition. And the Lax entropy condition
is used as the criterion for the admissible shock or rarefaction waves. However under assump-
tion (♣), one has to use the following entropy condition.
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σ(u−, u+) σ(u−, u), (2.1)
for any state u on the Hugoniot curve H(u−) between u− and u+, where H(u−) ≡ {u:
σ(u− − u) = f (u−)− f (u)}.
Then the Riemann problem for general systems is again solved by piecing together all the
i-waves, but each i-wave now may be the composition of several ith admissible shocks and
rarefaction waves, which is more complicated than the case with assumption (♠). Suppose in the
k-wave (ul, ur), the kth elementary waves (uh−1k , u
h
k ), h = 1,2, . . . , nk , are defined as
u0k = ul, unkk = ur,
uhk =
{
Rk(α
h
k )(u
h−1
k ), h is odd,
Hk(α
h
k )(u
h−1
k ), h is even
(h = 1,2, . . . , nk). (2.2)
Here we use the notations Rk(αhk )(u0) and Hk(α
h
k )(u0) to denote the kth rarefaction and admissi-
ble shocks with strength αhk starting from the state u0, respectively. Notice that the strength of α
h
k
can be zero in the following discussion. The detailed definition of the wave curve for the gen-
eral system (1.1) is referred to [18]. Then due to the entropy condition, these elementary waves
satisfy the following monotonicity property:
λk
(
u
2p
k
)
< λk
(
u
2p+1
k
)= σk(u2p+1k , u2p+2k ), if α2p+1k 	= 0,
σk
(
u
2p+1
k , u
2p+2
k
)= λk(u2p+2k )< λk(u2p+3k ), if α2p+3k 	= 0, (2.3)
2p + 1,2p + 3 ∈ {1,2, . . . , nk}.
We use Wi(s,u0) to denote the curve consisting of the end states connected by admissible
i-waves with left state u0. Here s is a non-degenerate parameter along the curve. Up to a linear
transformation, this parameter can be chosen as the ith component of u, i.e., ui . As a conse-
quence of the complicated structure of the composite waves, Wi(s,u0) does not have Lipschitz
continuous second derivatives with respect to the initial state as in the case with assumption (♠),
but weaker regularity.
Lemma 2.1. [2] With assumption (♣), the admissible ith curve Wi(s,u0) has Lipschitz continu-
ous first derivatives.
To investigate the effect of wave interaction, as in [15,18], define the following Glimm-type
functionals.
F(J ) ≡ L(J )+MQ(J), where
L(J ) =
∑{|α|: α any wave crossing J}, Q(J ) = Qh(J )+Qs(J ),
Qh(J ) =
∑{|α||β|: α and β interacting waves of distinct characteristic field crossing J},
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n∑
i=1
Qis,
Qis =
∑{|α||β|max{−Θ(α,β),0}: α and β i-waves crossing J , α to the left of β}.
Here M is a sufficiently large constant, J is any space-like curve. And Θ(α,β), called the effec-
tive angle between waves α and β of the same family is defined as follows:
Θ(α,β) ≡ θ+α + θ−β +
∑
θγ . (2.4)
θ+α represents the value of λi at the right state of α minus its wave speed if α is a shock and is
set to be zero if it is a rarefaction wave. Similarly the term θ−β denotes the difference between
the speed of β and the value of λi at its left end state. θγ is the value of λi at the right state of
the wave γ minus that of the left state. The sum
∑
θγ is over the i-waves γ between α and β .
When Θ(α,β) is positive, the two waves will not likely to meet; when Θ(α,β) is negative, the
two waves may eventually meet and interact.
To define the wave tracing, all the waves in the solution are partitioned into small subwaves,
defined as follows.
Definition 2.2. [18] Let ur ∈ Wi(ul) so that ul is connected to ur by i-discontinuities (uj−1, uj ),
and i-rarefaction waves (uj , uj+1), j odd, 1 j m− 1, u0 = ul and um = ur . A set of vectors
{v0, v1, . . . , vp} is a partition of (ul, ur ) if
(i) v0 = ul , vp = ur , vik−1  vik , k = 1,2, . . . , p,
(ii) {u0, u1, . . . , um} ⊂ {v0, v1, . . . , vp},
(iii) vk ∈ Ri(uj ), j odd, if uij < vik < uij+1,
(iv) vk ∈ Di(uj−1, uj ), j odd, if uij−1 < vik < uij . Here
Di(ul, ur) ≡
{
u: (u− ul)σ (ul, ur)−
(
f (u)− f (ul)
)= c(u)ri(u) for some scalar c(u)}.
Then set
(1) yk ≡ vk − vk−1,
(2) λi,k ≡ λi(vk−1) and [λi]k ≡ [λi](vk−1, vk) ≡ λi(vk)− λi(vk−1) > 0 if (iii) holds,
(3) λi,k ≡ σ(uj−1, uj ) and [λi]k ≡ [λi](vk−1, vk) ≡ 0 if (iv) holds.
In the following, we always assume that the rarefaction waves are divided into several small
rarefaction shocks with strength less than the mesh size of Glimm scheme in the wave partition.
Then the shock waves and rarefaction waves can be treated similarly after the wave partition.
With this idea, the effect of wave interaction can be estimated by the Glimm functional and the
cancellation as in [18].
Theorem 2.1. [18] Let ul, um and ur be three nearby states and (ui−1, ui), (vi−1, vi), i =
1,2, . . . , n, be i-waves in the Riemann problem (ul, um) and (um,ur) respectively with the par-
tition defined in Definition 2.2. Here, rarefaction waves are divided into small rarefaction shocks
with strength less than the mesh size s in t direction. Then the wave partition of the i-wave
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above two solutions modulo the nonlinear effect of the order s, Q(ul, um,ur) and δC(ul, um,ur),
where δ = |um − ul | + |ur − um|. In other words,
γi = αi + βi +O(1)
(
δC(ul, um,ur)+Q(ul, um,ur)+ s
)
, (2.5)
η(γi) = η(αi)+ η(βi)+O(1)
(
δC(ul, um,ur)+Q(ul, um,ur)+ s
)
, (2.6)
with
αi =
nαi∑
k=1
αi,k = uii − uii−1, βi =
nβi∑
k=1
βi,k = vii − vii−1, and γi = wii −wii−1,
η(αi) =
nαi∑
k=1
η(αi,k), with η(αi,k) = αi,kλi,k, similar definition for η(βi) and η(γi),
C(ul, um,ur) ≡
n∑
i=1
Ci(ul, um,ur) = 12
∣∣|γi | − |αi | − |βi |∣∣,
for some constants nαi and nβi , i = 1,2, . . . , n. Each αi,k = (ui,k−1, ui,k) and βi,k = (vi,k−1, vi,k)
is a shock or a rarefaction shock. C(ul, um,ur) measures the amount of cancellation.
The above theorem illustrates the importance of the Glimm functional, since estimates (2.5)
and (2.6) can be used to prove that the Glimm functional F(J ) is decreasing with respect to the
wave interaction. Thus the total strength and the potential wave interactions can be uniformly
bounded provided that the initial total strength is sufficiently small. After some linear transfor-
mation of the (x, t) coordinates, we can now assume
0 < λi < 1 for i = 1,2, . . . , n. (2.7)
The Courant–Friedrichs–Lewy condition is obviously satisfied with the same mesh size in x
and t . Furthermore, Glimm scheme is well defined and the equidistributed sequence defined in
Lemma 1.1 can thus be used in the construction of the approximate solutions for the Glimm
scheme.
As in [18], we define the wave tracing in the following. And here, every rarefaction wave
is divided into small rarefaction shocks with strength less than the mesh size s. Then the error
estimate coming from the wave tracing argument can be summarized in the following theorem.
Theorem 2.2. [18] Let  be a constant with 12 <  < 1. The waves in an approximate solution in
a given a time zone Λ = {(x, t): −∞ < x < ∞, Ms  t < (M + N)s}, can be partitioned into
subwaves of categories I , II or III with the following properties:
(i) The subwaves in I are surviving. Given a subwave α(t), Ms  t < (M + N)s, in I , write
α ≡ α(Ms) and denote by |α(t)| its strength at time t , by [σ(α)] the variation of its speed
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(M +N)s. Then
∑
α∈I
([α] + ∣∣α(Ms)∣∣[σ(α)])= O(1)(D(Λ)(Ns)− + TVN1+s + s).
(ii) A subwave α(t) in II has positive initial strength |α(Ms)| > 0, but is cancelled in the
zone Λ, |α((M + N)s)| = 0. Moreover, the total strength and variation of the wave speed
satisfy
∑
α∈II
([α] + ∣∣α(t)∣∣)= O(1)(D(Λ)+ s), Ms  t < (M +N)s,
∑
α∈II
([α] + ∣∣α(Ms)∣∣[σ(α)])O(1)(D(Λ)(Ns)− + TVN1+s + s).
(iii) A subwave in III has zero initial strength |α(Ms)| = 0, and is created in the zone Λ,
|α((M +N)s)| 	= 0. Moreover, the total strength and variation of the wave speed satisfy
∑
α∈III
([α] + ∣∣α(t)∣∣)= O(1)(D(Λ)+ s), Ms  t < (M +N)s,
∑
α∈III
([α] + ∣∣α((M +N)s)∣∣[σ(α)])O(1)(D(Λ)(Ns)− + TVN1+s + s).
Here D(Λ) = F(Ms)− F((M +N)s) and TV = Tot.Var.{u0(x)}. F(t) is the Glimm func-
tional on the space-like curve at time t .
3. Key estimate
In order to improve the convergence rate estimate for the Glimm scheme, Theorem 2.2 can
be refined with a careful analysis of the small wave interaction. And this refinement plays an
essential role in our proof of convergence rate.
Theorem 3.1. Let  be a constant (0 <  < 1). The waves of an approximate solution in a given
time zone Λl = {(x, t): −∞ < x < ∞, Ms  t  (M + N)s} with the property N(Ns)  1,
can be partitioned into subwaves of categories I , II or III with following properties:
(i) The subwaves in I are surviving. Given a subwave α(t), Ms  t < (M + N)s, in I , write
α ≡ α(Ms) and denote by |α(t)| its strength at time t , by [σ(α)] the variation of its speed
and by [α] the variation of the jump of the states across it over the time interval Ms  t <
(M +N)s. Then
∑
α∈I
{[α] + ∣∣α(Ms)∣∣[σ(α)](1 −O(1)N(Ns))}
= O(1){D(Λ)(Ns)− + TV[N(Ns)2 + (Ns) + (Ns) lnN]+ s}. (3.1)
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zone Λ, |α((M + N)s)| = 0. Moreover, the total strength and variation of the wave speed
satisfy ∑
α∈II
([α] + ∣∣α(t)∣∣)= O(1)(D(Λ)+ s), Ms  t < (M +N)s, (3.2)
∑
α∈I
{[α] + ∣∣α(Ms)∣∣[σ(α)](1 −O(1)N(Ns))}
= O(1){D(Λ)(Ns)− + TV[N(Ns)2 + (Ns) + (Ns) lnN]+ s}. (3.3)
(iii) A subwave in III has zero initial strength |α(Ms)| = 0, and is created in the zone Λ. More-
over, the total strength and variation of the wave speed satisfy∑
α∈III
([α] + ∣∣α(t)∣∣)= O(1)(D(Λ)+ s), Ms  t < (M +N)s, (3.4)
∑
α∈I
{[α] + ∣∣α((M +N)s)∣∣[σ(α)](1 −O(1)N(Ns))}
= O(1){D(Λ)(Ns)− + TV[N(Ns)2 + (Ns) + (Ns) lnN]+ s}. (3.5)
Here D(Λ) = F(Ms) − F((M + N)s), and TV = Tot.Var.{u0(x)}. And F(t) is the Glimm
functional on the space-like curve at time t .
Proof. Before proving the key estimate in Theorem 3.1, we first give the following estimates.
Suppose (ul, um), (um,ur), (ul, ur) are kth elementary waves,(
uh−1k , u
h
k
)
, h = 1,2, . . . , n1,
(
vh−1k , v
h
k
)
, h = 1,2, . . . , n2,(
wh−1k ,w
h
k
)
, h = 1,2, . . . , n3.
And each (uh−1k , u
h
k ) is a discontinuity or rarefaction with strength αh. Similarly βh and γh are
used for (um,ur) and (ul, ur), respectively. When there is no cancellation between (ul, um) and
(um,ur), there exist two states uˆl and uˆr satisfying
|uˆl − ul | = Q(ul, um,ur), |uˆr − ur | = Q(ul, um,ur). (3.6)
Here
1. either (uˆl, uˆr ) is solved by a single shock, or
2. there exist some u∗ and u∗ such that
u∗ = R(α∗)
(
uh−1k
)
for some 0 α∗  αh, h ∈ 1,2, . . . , n1,
u∗ = R(β∗)(vh−1k ) for some 0 β∗  βh, h ∈ 1,2, . . . , n2, (3.7)
and (u∗, u∗) is a discontinuity left contact with (uˆl, u∗) (if (uˆl, u∗) is nontrivial), right contact
with (u∗, uˆr ) (if (u∗, uˆr ) is nontrivial), i.e.,
λk(u∗) = σ(u∗, u∗), if uˆl 	= u∗, σ (u∗, u∗) = λk(u∗), if u∗ 	= uˆr . (3.8)
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(uˆl, u∗), (u∗, u∗),
(
u∗, uˆr
)
.
To obtain (3.6)–(3.8), we consider the interaction between (un1−1k , un1k ) and (v0k , v1k ) first. If
both of them are rarefaction waves, case 2 holds trivially with u∗ = u∗ = um. Otherwise, from
Lemma 2.2 and the proof of Lemma 2.3 in [18], (un1−1k , v1k ) can be replaced by a discontinuity
up to the error of order Q(un1−1k , um, v1k ). This process can be continued if λk(u∗) < σ(u∗, u∗)
or σ(u∗, u∗) < λk(u∗). Thus either case 1 or case 2 holds which implies (3.6)–(3.8).
Now we turn to the proof of Theorem 3.1. The wave interactions can be regarded as the
combination of interactions between waves of same characteristic field and that of different char-
acteristic fields. And the latter situation can be treated as in the previous work, thus the error of
the wave tracing, [α] and |α(Ms)|[σ(α)] can be bounded by O(1)(D(Λ)+s). On the other hand,
the error of the wave tracing, [α] and |α(Ms)|[σ(α)] corresponding to the wave interactions of
same characteristic field with cancellation can be controlled by the amount of cancellation, then
by O(1)(D(Λ)+ s), too. Thus, (3.2) and (3.4) are satisfied. So it suffices to consider the case of
interaction between waves of the same characteristic field without cancellation.
For a wave α(t) in Λl passing through the point t = js, x = is, j ∈ [M,(M + N)], i ∈
(−∞,∞), it can be viewed as a survived wave through the interaction of two Riemann problems
(
ul(i, j), um(i, j)
)
and
(
um(i, j), ur (i, j)
)
,
at t = js−. Thus, it is in the solution to the Riemann problem (ul(i, j), ur (i, j)) at t = js+.
Without loss of generality, assume that these Riemann problems are solved with kth elementary
waves given by(
uh−1k (i, j), u
h
k (i, j)
)
,
(
vh−1k (i, j), v
h
k (i, j)
)
,
(
wh−1k (i, j),w
h
k (i, j)
)
,
respectively. Note that (2.2) and (2.3) hold for every solution to the Riemann problem.
From (3.6)–(3.8), Lemma 2.1 and the stability of wave partition, (ul(i, j), ur (i, j)) is solved
either by a discontinuity or the linear superposition of(
ul(i, j), u∗(i, j)
)
,
(
u∗(i, j), u∗(i, j)
)
,
(
u∗(i, j), ur (i, j)
)
,
up to the error of order Q(ul(i, j), um(i, j), ur (i, j)). Furthermore, for all subwaves α in
(ul(i, j), u∗(i, j)) and β in (u∗(i, j), u∗(i, j)), or α in (u∗(i, j), u∗(i, j)) and β in (u∗(i, j),
ur(i, j))
Θ(α,β) = O(1)Q(ul(i, j), um(i, j), ur (i, j)). (3.9)
In this case, by (3.9), (ul(i, j), u∗(i, j)) and (u∗(i, j), ur (i, j)) yield errors smaller than
Q(ul(i, j), um(i, j), ur (i, j)) for the interaction of (ul(i, j), um(i, j)) and (um(i, j), ur (i, j)).
Therefore, it suffices to assume that
ul(i, j) = u∗(i, j), ur(i, j) = u∗(i, j),
and (ul(i, j), ur (i, j)) is solved by a discontinuity.
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(ul(i, j), um(i, j)), (um(i, j), ur (i, j)) and (ul(i, j), ur (i, j)) by Ii,j , the wave speed corre-
sponding to α(t) by σ(t). With the above analysis, denote
σ(js+) = σ¯ for α ∈ Ii,j , [σ ]j ≡
∣∣σ(js+)− σ(js−)∣∣ for α ∈ Ii,j ,
[α]j ≡
∣∣α(js+)− α(js−)∣∣ for α ∈ Ii,j .
From (2.6) and (2.5), we have∑
α∈Ii,j
[α]j ≡
∑
α∈Ii,j
∣∣α(js+)− α(js−)∣∣= O(1)Q(ul(i, j), um(i, j), ur (i, j)), (3.10)
∑
α∈Ii,j
∣∣α(js+)∣∣σ¯ = ∑
α∈Ii,j
∣∣α(js−)∣∣σ(js−)+O(1)Q(ul(i, j), um(i, j), ur (i, j))+O(1)s.
(3.11)
Thus,( ∑
α∈Ii,j
α(js+)
) ∑
α∈Ii,j
∣∣α(js−)∣∣[σ(α)]
j
=
( ∑
α∈Ii,j
α(js−)
){ ∑
α∈Ii,j , σ (js−)>σ¯
∣∣α(js−)∣∣(σ(js−)− σ¯ )
+
∑
α∈Ii,j , σ (js−)<σ¯
∣∣α(js−)∣∣(σ¯ − σ(js−))}+O(1)Q(ul(i, j), um(i, j), ur (i, j)). (3.12)
By using (2.6) to compute σ(js−)− σ¯ , we have( ∑
α∈Ii,j
α(js+)
) ∑
α∈Ii,j
∣∣α(js−)∣∣[σ(α)]
j
=
∑
α,α′∈Ii,j , σ>σ¯
αα′(σ − σ ′)+
∑
α,α′∈Ii,j , σ<σ¯
αα′(σ ′ − σ)
+O(1)Q(ul(i, j), um(i, j), ur (i, j))
=
∑
α,α′∈Ii,j , σ>σ¯>σ ′
αα′(σ − σ ′)+
∑
α,α′∈Ii,j , σ<σ¯<σ ′
αα′(σ ′ − σ)
+O(1)Q(ul(i, j), um(i, j), ur (i, j))
= O(1)Q(ul(i, j), um(i, j), ur (i, j)). (3.13)
In the last equality, we have used the definition of Qs and the monotonicity property (2.3).
Indeed, with (2.3) and the entropy condition for shock wave (ul(i, j), ur (i, j)), we have
σ > σ¯ if and only if σ ∈ (ul(i, j), um(i, j)) and
σ < σ¯ if and only if σ ∈ (um(i, j), ur (i, j)).
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divided into two cases:
I. The total strength of waves involved in the interaction is large enough so that
∑
α∈Ii,j
α(js+) =
∑
α∈Ii,j
α(js−)+O(1)Q(ul(i, j), um(i, j), ur (i, j))
=
n1∑
h=1
αhk (i, j)+
n2∑
h=1
βhk (i, j)+O(1)Q
(
ul(i, j), um(i, j), ur (i, j)
)
 (Ns). (3.14)
II. The total strength of waves involved is sufficiently small so that
∑
α∈Ii,j
α(js+) < (Ns). (3.15)
For case I, (3.13) gives
∑
α∈Ii,j
∣∣α(js−)∣∣[σ(α)]
j
= O(1)Q(ul(i, j), um(i, j), ur (i, j))(Ns)− . (3.16)
For case II, we have
∣∣α(js−)∣∣[σ(α)]
j
= O(1)∣∣α(js−)∣∣(Ns). (3.17)
Further, (3.15) implies that
max
α,β∈Ii,j
∣∣σ(α)− σ(β)∣∣< O(1)(Ns).
From Q(ul(i, j), um(i, j), ur (i, j)) 	= 0 and the construction of Glimm approximate solution,
this in turn implies that the random number θj corresponding to this time step t = js lies in an
interval with length
max
α,β∈Ii,j
∣∣σ(α)− σ(β)∣∣< O(1)(Ns). (3.18)
Thus, using the property of equidistributed sequence (1.7), the following estimate holds
#{j ∈ N: ∑α∈Ii,j α(js+) < (Ns), j ∈ [M,(M +N))}
N

{
max
q∈(M,(M+N))
∣∣σ(qs)− σ(Ms)∣∣+O(1)(Ns)}+O(1) (1 + logN)
N
. (3.19)
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∣∣α(Ms)∣∣[σ(α)]

∣∣α(Ms)∣∣ (M+N)∑
j=M
[
σ(α)
]
j
= ∣∣α(Ms)∣∣∑
I
[
σ(α)
]
j
+ ∣∣α(Ms)∣∣∑
II
[
σ(α)
]
j

∣∣α(Ms)∣∣∑
I
[
σ(α)
]
j
+O(1)∣∣α(Ms)∣∣( max
q∈(M,(M+N))
∣∣σ(qs)− σ(Ms)∣∣)N(Ns)
+O(1)∣∣α(Ms)∣∣{(Ns)2N + (1 + logN)(Ns)}

∣∣α(Ms)∣∣∑
I
[
σ(α)
]
j
+O(1)∣∣α(Ms)∣∣[σ(α)]N(Ns)
+O(1)∣∣α(Ms)∣∣{(Ns)2N + (1 + logN)(Ns)}. (3.20)
Then with (3.16),
∑
α
∣∣α(Ms)∣∣[σ(α)]
O(1)Q
(
ul(i, j), um(i, j), ur (i, j)
)
(Ns)− +O(1)
∑
α
∣∣α(Ms)∣∣[σ(α)]N(Ns)
+O(1)TV{(Ns)2N + (1 + logN)(Ns)}. (3.21)
If N(Ns)  1, estimates (3.1), (3.3) and (3.5) follow. This completes the proof of the theo-
rem. 
4. Convergence rate
Similar to [5,19], the convergence rate can be proved by using Theorem 3.1 as follows.
Consider the approximate solution up to a time T = m¯s + s′, where s′ ∈ [0, ), s is the
mesh size in x and t . Pick a constant δ  . Divide [0, T ] into finitely many intervals Ji ≡
[mis,mi+1s], i = 0,1, . . . . Let m0 = 0. Construct Ji and a subset E of N inductively as follows.
1. If F(mis) − F((mi + 1)s)  δ, then let mi+1 be the largest integer such that F(mis) −
F(mi+1s) δ and mi+1s −mis  δ. And denote i ∈ E.
2. If F(mis)− F((mi + 1)s) > δ, then let mi+1 = mi + 1. And denote i ∈ Ec.
Then there exists some finite number μ  m¯ such that mμ = m¯. Since T is fixed and F(t) is
uniformly bounded,
#E O(1)1
δ
, #Ec O(1)1
δ
. (4.1)
For each interval Ji , i ∈ E, i  μ, define an auxiliary piecewise constant function w(x, t)
with the following property:
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position, i.e., the wave in w is the corresponding primary wave with “average” speed.
• The wave front in w has constant wave strength and speed.
Applying the wave tracing result Theorem 3.1 and noting that (mi+1 − mi)1+s  1 provided
δ1+
s
 1,
∥∥w(·,mi+1s)− Smi+1s−misw(·,mis)∥∥L1
= O(1)(mi+1s −mis)
{(
F(mis)− F(mi+1s)
)
(mi+1s −mis)−
+ TV
[
(mi+1 −mi)1+2
s2
+ ((mi+1 −mi)s)(1 + ln(mi+1 −mi))
]}
+O(1)(mi+1s −mis)
{
s + 1 + ln(mi+1 −mi)
mi+1 −mi
}
. (4.2)
Similar to the analysis in [5], we obtain
∥∥u(·,mi+1s)−w(·,mi+1s)∥∥L1 = O(1)(F(mis)− F(mi+1s))(mi+1s −mis). (4.3)
Thus, by combining (4.2) and (4.3), for each i ∈ E, we have
∥∥u(·,mi+1s)− Smi+1s−misu(·,mis)∥∥L1
O(1)(mi+1s −mis)
{(
F(mis)− F(mi+1s)
)[
(mi+1s −mis)− + 1
]
+ TV
[
(mi+1 −mi)1+2
s2
+ ((mi+1 −mi)s)(1 + ln(mi+1 −mi))
]}
+
{
s + 1 + ln(mi+1 −mi)
mi+1 −mi
}
. (4.4)
And for each i ∈ Ec, by the Lipschitz continuity of approximate solution constructed by the
Glimm scheme, we have
∥∥u(·,mi+1s)− Smi+1s−misu(·,mis)∥∥L1 O(1)s. (4.5)
By applying these two estimates, (4.1), the construction of Ji and the property of standard Rie-
mann semigroup, the L1 distance between u(x,T ) and ST u(x,0) can be controlled by
∥∥u(·, T )− ST u(·,0)∥∥L1

μ−1∑∥∥ST−mi+1su(·,mi+1s)− ST−misu(·,mis)∥∥L1 + ∥∥u(·, T )− ST−m¯i su(·, m¯is)∥∥L1
i=0
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μ−1∑
i=0
∥∥u(·,mi+1s)− Smi+1s−misu(·,mis)∥∥L1 +O(1)s′
O(1)
∑
i∈E
{
(mi+1s −mis)
{(
F(mis)− F(mi+1s)
)[
(mi+1s −mis)− + 1
]
+ TV
[
(mi+1 −mi)1+2
s2
+ ((mi+1 −mi)s)(1 + ln(mi+1 −mi))
]}
+
{
s + 1 + ln(mi+1 −mi)
mi+1 −mi
}}
+O(1)
∑
i∈Ec
s
O(1)
{
δ1− + δ + δ
1+2
s
+ δ
(
1 +
∣∣∣∣ln δs
∣∣∣∣
)
+ s + s
δ
(
1 +
∣∣∣∣ln δs
∣∣∣∣
)}
, (4.6)
where we have used δ1+
s
 1.
Obviously, if s
δ
→ 0 and δ1+
s
→ 0 as s → 0, only δ1− , δ | ln δ
s
| and s
δ
| ln δ
s
| need to be
balanced. Let δ = sk| ln s|−α , k ∈ (0,1), α > 0. Then simple computation yields that when  = 12 ,
k = 23 , the convergence rate is o(1)s1/3| ln s|1+α . This completes the proof.
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