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Extreme value theory (EVT) is often used to model environmental, financial
and internet traffic data. Multivariate EVT assumes a multivariate domain of
attraction condition for the distribution of a random vector necessitating that
each component satisfy a marginal domain of attraction condition. Heffernan
and Tawn [2004] and Heffernan and Resnick [2007] developed an approxima-
tion to the joint distribution of the random vector by conditioning on one of the
components being in an extreme value domain. The usual method of analysis
using multivariate extreme value theory often is not helpful either because of
asymptotic independence or due to one component of the observation vector
not being in a domain of attraction. These defects can be addressed by using the
conditional extreme value model.
This thesis primarily concentrates on various aspects of this conditional ex-
treme value model. Prior work left unresolved the consistency of different mod-
els obtained by conditioning on different components being extreme and we
provide understanding of this issue. We also clarify the relationship between
the conditional distributions and multivariate extreme value theory and exten-
sions from one to the other. An important model issue is whether the limit
measure in the conditional model is a product as this leads to a dichotomy in
estimation of the model parameters. We propose three statistics which act as
tools to detect the plausibility of using this model as well as whether the limit
measure is a product or not.
This thesis also considers a graphical tool which has been in use for quite
some time. The QQ plot is a commonly used technique for informally deciding
whether a univariate random sample of size n comes from a specified distribu-
tion F . The QQ plot graphs the sample quantiles against the theoretical quan-
tiles of F and then a visual check is made to see whether or not the points are
close to a straight line. We consider the set Sn of points forming the QQ plot as
a random closed set in R2. We show that under mild regularity conditions on
the distribution F , Sn converges in probability to a closed, non-random set. In
the heavy tailed case where 1−F is a regularly varying function, a similar result
can be shown but a modification is necessary to provide a statistically sensible
result since typically F is not completely known. This final technique is also
used to marginally detect heavy-tails in the conditional extreme value model
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CHAPTER 1
INTRODUCTION
The theory of extremes has often been used to understand the tail properties of
multivariate probability distributions. Initial curiosity in extreme value theory
can be traced backed to the use of measurements of maximum level of water-
bodies in order to build dams. Subsequently, applications of this theory has
been extensive in the areas of telecommunication, finance and environmental
data. As an illustration, consider the various chemicals, particulate matter or bi-
ological material causing air pollution. Environmental agencies have specified
numerical limits on the amount of these atmospheric pollutants (e.g., ozone,
sulphur dioxide, carbon monoxide, etc.) being present in the air. Beyond these
thresholds the said pollutants act as health hazards. This leads to the interest
in the right tail behavior of the distribution of these pollutants, both marginally
and jointly. Thus multivariate extreme value theory is relevant here. A nice ex-
position into the world of extreme value theory and heavy-tail analysis can be
found in de Haan and Ferreira [2006], Resnick [2007, 2008b].
In the univariate set-up of extreme value theory, the distribution of a random
variable is studied by assuming it to be in the maximal domain of attraction of
some univariate extreme value distribution. Extending this to the multivariate
case, which is of interest to us for this thesis, the extremal dependence structure
between components is studied by assuming a multivariate maximal domain
of attraction condition which requires that each marginal distribution belong to
the maximal domain of attraction of some univariate extreme value distribution.
The theory relies on centering and scaling the components appropriately and
observing the limiting behavior near the tails of the distribution. A variety of
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concepts have been developed in order to understand this extremal dependence
structure. Multivariate extreme value theory (abbreviated as MEVT, henceforth)
provides a rich theory for extremal dependence in the case of asymptotic de-
pendence [de Haan and Resnick, 1977, Resnick, 2008b, Pickands, 1981, de Haan
and Ferreira, 2006] but fails to distinguish between asymptotic independence
and actual independence. The extremal dependence structure in the asymptoti-
cally dependent case has been well-studied by Coles and Tawn [1991], de Haan
and de Ronde [1998]. The idea of coefficient of tail dependence developed by Led-
ford and Tawn [1996, 1997, 1998] provided a better understanding of asymptot-
ically independent behavior of various components and this concept has been
elaborated with the help of hidden regular variation. See Resnick [2002], Maulik
and Resnick [2005], Heffernan and Resnick [2005], Resnick [2008a] and [Resnick,
2007, Chapter 8].
Though theoretically elegant, in practice all the components of a random
vector need not necessarily be in the domain of attraction of an extreme value
distribution as required by the assumptions of MEVT. The natural way to pro-
ceed here would be assuming a subset of the random vector under consideration
to be in a multivariate domain of attraction. The resulting model, called the con-
ditional extreme value model, which is the focus of this thesis, can be related to
MEVT and its related concepts like of asymptotic independence , hidden regular
variation, etc.
2
1.1 Conditioned limit theory of extremes
This approach was studied in Heffernan and Tawn [2004] where the authors
examined multivariate distributions by conditioning on one of the components
being extreme. Their approach allowed a variety of examples of different types
of asymptotic dependence and asymptotic independence in the sense of extreme
value theory. Their statistical ideas were given a more mathematical framework
by Heffernan and Resnick [2007] after some slight changes in assumptions to
make the theory more probabilistically viable.
In their work, Heffernan and Resnick [2007] considered a bivariate random
vector (X, Y ) where the distribution of Y is in the domain of attraction of an
extreme value distribution Gγ , where for γ ∈ R,
Gγ(x) = exp{−(1 + γx)−1/γ}, 1 + γx > 0. (1.1.1)
For γ = 0, the distribution function is interpreted as G0(x) = e−e
−y
, y ∈ R. In-
stead of conditioning on Y being large, their theory was developed under the
equivalent assumption of the existence of a vague limit for the modified joint
distribution of the a suitably scaled and centered (X, Y ). The vague conver-
gence is in the space of Radon measures on [−∞,∞]× E(γ) where E(γ), γ ∈ R is
the right closure of the set {x ∈ R : 1 + γx > 0}. The precise description of this
vague limit is in Definition 2.1.1 in Chapter 2. It should be noted that this dif-
fers from the classical multivariate extreme value theory in the sense that only
one of the marginal distributions is assumed to be in the domain of attraction of
some univariate extreme value distribution. We call this model the conditional
extreme value model and abbreviate it as CEV model for convenience.
Observe now that this model is not symmetric in the variables. In practice
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one may have a choice of variable to condition on being large and hence poten-
tially different models are therefore possible. This raises the following issues:
What is the relationship between these different models? Which of these should
we choose? Since MEVT already exists as a coherent theory, it is of interest to
understand the relationship of the CEV model to MEVT.
MEVT is often studied by first marginally transforming or standardizing into
a measure which is regularly varying on cones of the Euclidean space. After the
transformation, the limit measure provides all the information about the limit
distribution of the random components. A similar concept of standardization
for the CEV model is possible under some conditions. Such issues involving
CEV modeling has been addressed in this thesis.
Any mathematical model would fail to gain relevance without empirical ev-
idence. Can we observe a CEV model on real data? Heffernan and Tawn [2004]
fitted their version of the conditional model to air pollution data. Internet traf-
fic data is also potentially suited for CEV modeling. Information packets (data)
are constantly being exchanged via the internet. Considering data being routed
through a server, we can always observe the amount of data (in bytes), say S,
being transferred between a pair of source and destination IP addresses in a
specific session. Let the observed session duration be D and R = S/D be the
average rate of transfer. Prior empirical evidence strongly supports the belief
that S is a heavy-tailed random variable, which means it is in an extreme value
domain of attraction. Hence it is of interest to know whether (D,S) or (R, S)
can be modeled as a CEV model or should we think in terms of classical MEVT.
It would be useful to have tools to answer this question and this was the reason
we considered detection statistics for the CEV model.
4
1.2 QQ plots: a graphical tool to detect heavy-tails
The QQ (or quantile-quantile) plot is a commonly used device to graphically,
quickly and informally test the goodness-of-fit of a sample X1, . . . , Xn to some
distribution F in an exploratory way. The QQ plot measures how close the sam-
ple quantiles are to the theoretical quantile. Rather than considering individual
quantiles, the QQ plot considers the sample as a whole and plots the sample
quantiles against the theoretical quantiles of the specified target distribution F .
It is intuitive and widely believed that the QQ plot should converge to a straight
line as the sample size increases. Considering the QQ plot as a random closed
set in R2, under mild regularity conditions on F , we show that the random set
Sn converges in probability to a straight line (or some closed subset of a straight
line), in a suitable topology on closed subsets of R2. We also show the asymp-
totic consistency of the slope of the least squares line through the QQ plot to the
slope of the target straight line when the distribution F has bounded support
and eventually extend these ideas to the case of heavy-tailed distributions.
In case of detecting the CEV model, one step is to marginally detect a distri-
bution in an extreme value domain. The QQ plots provides a neat way to do this
for the heavy-tailed case. Note that for heavy-tailed distribution, a sub-class of
distributions in extreme value domains of attraction, the candidate distribution
is unknown and hence a modified QQ plot is used.
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1.3 Outline of Dissertation
In Chapters 2 and 3 we discuss the conditional extreme value model. Chapter 2
introduces the basics of the model and then we delve into various theoretical as-
pects of the model. We talk about the model consistency among the potentially
different models available. We relate the CEV model to MEVT and connect the
CEV model to regular variation on a cone in Rd. We conclude with some illumi-
nating examples of the model.
In Chapter 3 we look into more statistical aspects of the CEV model. We
devise three statistics, namely Hillish, Pickandsish and Kendall’s tau in order to
detect the CEV model in a bivariate data set. In case the CEV model is validated,
these statistics also detect whether the limit measure for the CEV model is in a
product form or not which is important for modeling and estimation.
In Chapter 4 we prove convergence of QQ plots as random closed sets to a
straight line. We then extend the result to heavy-tailed random variables where
the target distribution is regularly varying but not known specifically. This tech-
nique is also used in marginally detecting a heavy-tailed random variable for
the CEV model in Chapter 3.
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CHAPTER 2
CONDITIONAL EXTREME VALUE MODEL: MODEL CONSISTENCY
AND REGULAR VARIATION ON CONES
2.1 Introduction
In order to model air pollution data, Heffernan and Tawn [2004] came up with
an approach to study multivariate distributions by conditioning on one of the
components being in an extreme value domain of attraction. Their approach
allowed a variety of examples of different types of asymptotic dependence and
asymptotic independence in the sense of extreme value theory. Heffernan and
Resnick [2007] after slightly modifying some of their assumptions made the
model more probabilistically viable. They considered a bivariate random vector
(X, Y ) where the distribution of Y is in the domain of attraction of an extreme
value distribution Gγ , where for γ ∈ R,
Gγ(x) = exp{−(1 + γx)−1/γ}, 1 + γx > 0. (2.1.1)
For γ = 0, the distribution function is interpreted as G0(x) = e−e
−y
, y ∈ R. In-
stead of conditioning on Y being large, their theory was developed under the
equivalent assumption of the existence of a vague limit for the modified joint
distribution of the a suitably scaled and centered (X, Y ). The vague conver-
gence is in the space of Radon measures on [−∞,∞] × E(γ) where E(γ), γ ∈ R
is the right closure of the set {x ∈ R : 1 + γx > 0}. The precise description of
this vague limit is in Definition 2.1.1 below. It should be noted that this differs
from the classical MEVT in the sense that only one of the marginal distributions
is assumed to be in the domain of attraction of some univariate extreme value
distribution.
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In Section 2.2 of this chapter we study the consistency issues discussed in
Heffernan and Tawn [2004] for such conditional models. In practice one may
have a choice of variable to condition on being large and potentially different
models are therefore possible. What is the relationship between these mod-
els? We show that if conditional approximations are possible no matter which
variable as the conditioning variable, then in fact the joint distribution is in a
classical multivariate domain of attraction of an extreme value law. A stan-
dard case is dealt with first and later extended to a general formulation. The
relationship between multivariate extreme value theory and conditioned limit
theory is discussed in Section 2.3. Conditions under which a standardized (to be
defined appropriately) regular variation model can be used in place of the con-
ditional model are discussed in this section. We also consider conditions under
which the conditional extreme value model can be extended to the multivari-
ate extreme value model in Section 2.4. Section 2.5 presents some illuminating
examples to show the features of the conditional extreme value model.
2.1.1 Model setup and basic assumptions
The basic model set up for our discussion follows in the same lines as Heffernan
and Resnick [2007]:
Definition 2.1.1 (Conditional extreme value model). Suppose that for random vec-
tor (X, Y ) ∈ R2, we have Y ∼ F . We make the following assumptions:
1. F is in the domain of attraction of an extreme value distribution, Gγ for some
γ ∈ R, as defined in (1.1.1); that is, there exist functions a(t) > 0, b(t) ∈ R such
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that, as t→∞, for 1 + γy > 0,
t(1− F (a(t)y + b(t))) = tP
(
Y − b(t)
a(t)
> y
)
→ (1 + γy)−1/γ. (2.1.2)
2. There exist functions α(t) > 0 and β(t) ∈ R and a non-null Radon measure µ on
Borel subsets of [−∞,∞]× E(γ) such that for each y ∈ E(γ),
[a] tP
(
X − β(t)
α(t)
≤ x, Y − b(t)
a(t)
> y
)
→ µ([−∞, x]× (y,∞]),
as t→∞ for (x, y) continuity points of the limit. (2.1.3)
[b] µ([−∞, x]× (y,∞]) is not a degenerate distribution in x, (2.1.4)
[c] µ([−∞, x]× (y,∞]) <∞. (2.1.5)
[d] H(x) := µ([−∞, x]× (0,∞]) is a probability distribution. (2.1.6)
We say that (X, Y ) follows a conditional extreme value model (abbreviated as
CEV model) if conditions (1) and (2) above are satisfied. We write (X, Y ) ∈
CEV (α, β, a, b, γ).
A non-null Radon measure µ(·) is said to satisfy the conditional non-
degeneracy conditions if both of (2.1.4) and (2.1.5) hold. Conditions (2.1.3),(2.1.4)
and (2.1.5) imply that for continuity points (x, y) of µ(·), as t→∞,
P
(
X − β(t)
α(t)
≤ x
∣∣∣∣Y > b(t))→ H(x) = µ([−∞, x]× (0,∞]), (2.1.7)
i.e., a conditioned limit holds. Hence the name conditional extreme value
model. Also note that (2.1.3) can be viewed in terms of vague convergence of
measures in M+
(
[−∞,∞]× E(γ)).
In this model the transformation Y 7→ Y ∗ = b←(Y ) standardizes the Y -
variable, i.e., we can assume a∗(t) = t, b∗(t) = 0. Hence a reformulation of
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(2.1.3) leads to
tP
(
X − β(t)
α(t)
≤ x, Y
∗
t
> y
)
→ µ∗([−∞, x]× (y,∞]), as t→∞, (2.1.8)
for (x, y) continuity points of µ∗ where,
µ∗([−∞, x]× (y,∞]) =

µ
(
[−∞, x]× (yγ−1
γ
,∞]), if γ 6= 0,
µ
(
[−∞, x]× (log y,∞]), if γ = 0. (2.1.9)
Under the above assumptions Heffernan and Resnick [2007] use a conver-
gence to types argument to get properties of the normalizing and centering
functions: there exists functions ψ1(·), ψ2(·) such that
lim
t→∞
α(tc)
α(t)
= ψ1(c), lim
t→∞
β(tc)− β(t)
α(t)
= ψ2(c). (2.1.10)
This implies that ψ(c) = cρ for some ρ ∈ R [de Haan and Ferreira, 2006, Theorem
B.1.3]. ψ2 can be either 0 or ψ2(c) = k c
ρ−1
ρ
for some c 6= 0 [de Haan and Ferreira,
2006, Theorem B.2.1]. We refer often to these properties in Chapters 2 and 3 of
this thesis.
2.1.2 Notation
We list below commonly used notation. The Appendix in Section A.1 contains
information on regularly varying functions and extensions to such things as Π-
varying functions, as well as a rapid review of vague convergence.
Rd+ [0,∞)d.
Rd+ [0,∞]d. Also denote similarly R
d
= [−∞,∞]d.
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E∗ A nice subset of the compactified finite dimensional Euclidean
space. Often denoted E with different subscripts and super-
scripts as required.
E∗ The Borel σ−field of the subspace E∗.
M+(E∗) The class of Radon measures on Borel subsets of E∗.
f← The left continuous inverse of a monotone function f . For an
increasing function f←(x) = inf{y : f(y) ≥ x}. For a decreasing
function f←(x) = inf{y : f(y) ≤ x}.
RVρ The class of regularly varying functions with index ρ defined in
(A.1.1).
Π The function class Π reviewed in Section A.1.1 along with sub-
classes Π+(a
(·)) and Π−(a(·)) and auxiliary function a(·).
v→ Vague convergence of measures; see Section A.1.3.
Gγ An extreme value distribution given by (1.1.1), with parameter
γ ∈ R, in the Von Mises parameterization.
E(γ) {x : 1 + γx > 0} for γ ∈ R.
E(γ) The closure on the right of the interval E(γ).
E
(γ)
The closure on both sides of the interval E(γ).
E(λ,γ) E
(λ) × E(γ) \ {(− 1
λ
,− 1
γ
)}.
D(Gγ) The domain of attraction of the extreme value distribution Gγ ;
i.e., the set of F ’s satisfying (2.1.2).Forγ > 0, F ∈ D(Gγ) is equiv-
alent to 1− F ∈ RV1/γ .
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2.2 Consistency of CEV models
Suppose (X, Y ) ∈ R2 satisfy conditions (2.1.3)-(2.1.6). Hence (X, Y ) ∈
CEV (α, β, a, b, γ) with F ∈ D(Gγ) where Y ∼ F . Also assume (Y,X) now
satisfy conditions (2.1.3)-(2.1.6), i.e., (Y,X) ∈ CEV (c, d, χ, φ, λ) for some χ(t) >
0, c(t) > 0, φ(t), d(t) ∈ R, λ ∈ R with H ∈ D(Gλ) where X ∼ H . What is the
implication of these assumptions on the joint distribution of (X, Y ) in the con-
text of multivariate extreme value theory. We show in this section that these
two assumptions indeed imply that (X, Y ) is in the domain of attraction of a
multivariate extreme value distribution.
2.2.1 Consistency: the standard case
Let us start with a simple case. Assume for (X, Y ) as mentioned in the previous
paragraph, the centering functions are all zero and the norming functions are
identity functions. Now set
E = [0,∞]2 \ {0}, E0 = (0,∞]× (0,∞],
Eu = [0,∞]× (0,∞], EA = (0,∞]× [0,∞].
Figure 2.1 illustrates these four types of cones in two dimensions.
Before proceeding, we review the definition of multivariate regular variation
on cones ([Resnick, 2007, page 173], Resnick [2008a], Davydov et al. [2007]).
Definition 2.2.1. C ⊂ Rd is a cone if x ∈ C implies that tx ∈ C for any t > 0. Now a
d−dimensional random vector Z ∈ Rd is multivariate regularly varying on cone C
in Rd if there exists a function b(t) → ∞ and a non-null Radon measure ν on C such
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E E⊓
E= E0
0
0
0
0
∞ ∞
∞ ∞
1
Figure 2.1: Different cones in 2-dimensions
that, as t→∞,
tP
[
Z
b(t)
∈ ·
]
v→ ν(·), in M+(C). (2.2.1)
Remark 2.2.1. It follows from (2.2.1) that the limit measure ν(·) satisfies the ho-
mogeneity property that for a relatively compact set B ⊂ C,
ν(cB) = c−αν(B) c > 0, (2.2.2)
for some α > 0. This also implies that b(·) is regularly varying with index 1/α.
Remark 2.2.2. The regular variation in Definition 2.2.1 is standard if Z ∈ Rd+ and
b(t) ≡ t. In this case we have equation (2.2.2) with α = 1.
Note that E,Eu,EA,E0 are all cones in R
2
. The following result shows that
standard regular variation on both Eu and EA imply standard regular variation
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on the bigger cone Eu ∪ EA = E. This is the introduction to the more general
consistency results in the CEV model.
Theorem 2.2.1. Suppose we have a bivariate random vector (X, Y ) ∈ R2+. Now as-
sume that
tP
[(X
t
,
Y
t
)
∈ ·
]
v→ µ(·) in M+
(
Eu
)
, (2.2.3)
tP
[(X
t
,
Y
t
)
∈ ·
]
v→ ν(·) in M+
(
EA
)
. (2.2.4)
where both µ and ν satisfy appropriate conditional non-degeneracy conditions corre-
sponding to (2.1.4)–(2.1.6). Then (X, Y ) is standard regularly varying in E, i.e.,
tP
[(X
t
,
Y
t
)
∈ ·
]
v→ (µ  ν)(·) in M+
(
E
)
(2.2.5)
where (µ  ν) is a Radon measure on E such that
(µ  ν)|Eu(·) = µ(·) on Eu and (µ  ν)|EA(·) = ν(·) on EA.
Proof. First, note that if A is relatively compact in E0 = Eu ∩ EA with µ(∂A) =
0 = ν(∂A), we will have
µ(A) = lim
t→∞
tP
[(X
t
,
Y
t
)
∈ A
]
= ν(A) (2.2.6)
(Portmanteau Theorem for vague convergence, Theorem (3.2) in Resnick
[2007]). Hence we have a unique vague limit on M+(E0); i.e.,
µ(·)|Eu∩EA = ν(·)|Eu∩EA . (2.2.7)
For  > 0 let us define:
B1 = [0, )× [,∞] ∈ Eu,
B2 = [,∞]× [0,∞] ∈ EA.
We will prove the theorem with the following two claims.
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Claim 2.2.1. Let A ∈ E be a relatively compact set in E. Define the set
[(µ  ν)(A)] = {µ(A ∩B1) + ν(A ∩B2) : 0 <  < d(0, A)/
√
2}.
Then [(µ  ν)(A)] is a singleton set and if we denote the unique element of this set by
(µ  ν)(A) , then (µ  ν)(·) is a Radon measure on E.
Proof. Since A is relatively compact, d(0, A) > 0. Take 0 <  < δ < d(0, A)/
√
2.
Now to show that [(µ  ν)(A)] is a singleton, it suffices to check the following:
µ(A ∩B1) + ν(A ∩B2) = µ(A ∩Bδ1) + ν(A ∩Bδ2).
Let us define
F1 = B

1 ∩Bδ1, F2 = B1 ∩ (Bδ1)c,
F3 = (B

1)
c ∩Bδ1, F4 = B2 ∩ (Bδ1)c ∩ (Bδ2)c,
F5 = B
δ
2.
B1
B2
Bδ1
Bδ2
F1
F2
F3
F4
F5
0  0 δ 0  δ
Figure 2.2: Different partitions of E0
Referring to Figure 2.2 we have
B1 = F1 ∪ F2, Bδ1 = F1 ∪ F3,
B2 = F3 ∪ F4 ∪ F5 Bδ2 = F5.
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First note that F1, F2, F3 ∈ Eu, F3, F4, F5 ∈ EA. Hence A∩F3 ∈ E0 and from (2.2.7)
we have
µ(A ∩ F3) = ν(A ∩ F3).
Also note that δ < d(0, A)/
√
2 implies A ⊂ Bδ1 ∪Bδ2 = F1 ∪ F3 ∪ F5. So
A ∩ F2 = ∅, A ∩ F4 = ∅. (2.2.8)
Now
µ(A ∩B1) + ν(A ∩B2)
= µ(A ∩ (F1 ∪ F2)) + ν(A ∩ (F3 ∪ F4 ∪ F5))
= µ(A ∩ F1) + µ(A ∩ F2) + ν(A ∩ F3) + ν(A ∩ F4) + ν(A ∩ F5)
= µ(A ∩ F1) + µ(A ∩ F3) + ν(A ∩ F5) (using (2.2.7) and (2.2.8))
= µ(A ∩ (F1 ∪ F3)) + ν(A ∩ F5)
= µ(A ∩Bδ1) + ν(A ∩Bδ2).
Thus [(µ  ν)(A)] is a singleton and we denote its unique element by (µ  ν)(A).
It is easy to see that (µ  ν)(·) is a Radon measure.
Claim 2.2.2. Let A be a relatively compact set in E with (µ  ν)(∂A) = 0. Then
tP
[(X
t
,
Y
t
)
∈ A
]
→ (µ  ν)(A).
Proof. Choose 0 <  < d(0, A) s.t. µ(∂B1) = ν(∂B2) = 0. Now, ∂(A ∩ B1) ⊆
∂A ∪ ∂B1. Therefore
(µ  ν)(∂(A ∩B1)) ≤ (µ  ν)(∂A) + (µ  ν)(∂B1)
= 0 + µ(∂B1) = 0 (using Claim 2.2.1 since ∂B

1 ∈ Eu).
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Thus A ∩ B1 is relatively compact in Eu and µ(∂(A ∩ B1)) = 0. Similarly A ∩ B2
is relatively compact in EA and ν(∂(A ∩B2)) = 0 . Hence we have
tP
[(X
t
,
Y
t
)
∈ A
]
= tP
[(X
t
,
Y
t
)
∈ A ∩B1
]
+ tP
[(X
t
,
Y
t
)
∈ A ∩B2
]
→ µ(A ∩B1) + ν(A ∩B2)
= (µ  ν)(A).
Hence the claim.
This claim holds for any A ∈ E which is relatively compact with µ(∂A) = 0.
Thus from Portmanteau Theorem for vague convergence [Resnick, 2007, Theo-
rem (3.2)] we have proven Claim 2.2.2.
Now we show that (µ  ν)|Eu(·) = µ(·) on Eu. If A ∈ Eu, choose any 0 <  <
d(0, A)/
√
2 for defining (µ  ν)(A). Now we have A ∩ B2 = A ∩ B2 ∩ Eu ∈ E0.
Therefore
(µ  ν)(A) = µ(A ∩B1) + ν(A ∩B2)
= µ(A ∩B1) + ν(A ∩B2 ∩ Eu)
and from (2.2.6), since A ∩B2 ∩ Eu ∈ E0, this is
= µ(A ∩B1) + µ(A ∩B2 ∩ Eu)
= µ(A ∩ (B1 ∪ (B2 ∩ Eu))) = µ(A).
We can prove (µ  ν)|EA(·) = ν(·) on EA similarly.
A more general result is stated and proved next. Note, however, that the
proof for Theorem 2.2.1 is relatively easy because of the standard case assump-
tions and is instructive to read.
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2.2.2 Consistency: the general case
Thus we see that multivariate regular variation on both the cones EA and Eu
implies multivariate regular variation on the larger cone EA ∪ Eu = E. Now
we will discuss the general situation in which each marginal distribution is in
the domain of attraction of an extreme value distribution. Recall our notation,
E(γ) = {x ∈ R : 1 + γx > 0} for γ ∈ R . We denote E(γ) to be the right closure of
E(γ), i.e.,
E(γ) =

(− 1
γ
,∞] γ > 0
(−∞,∞] γ = 0
(−∞,− 1
γ
] γ < 0.
(2.2.9)
E
(γ)
denotes the set we get by closing E(γ) on both sides. Also denote E(λ,γ) :=
E
(λ) × E(γ) \ {(− 1
λ
,− 1
γ
)}.
Theorem 2.2.2. Suppose we have a bivariate random vector (X, Y ) ∈ R2 and non-
negative functions α(·), a(·), χ(·), c(·) and real valued functions β(·), b(·), φ(·), d(·)
such that
tP
[(X − β(t)
α(t)
,
Y − b(t)
a(t)
)
∈ ·
]
v→ µ(·) in M+
(
[−∞,∞]× E(γ)), (2.2.10)
tP
[(X − φ(t)
χ(t)
,
Y − d(t)
c(t)
)
∈ ·
]
v→ ν(·) in M+
(
E(λ) × [−∞,∞]) (2.2.11)
for some λ, γ ∈ R, where both µ and ν satisfy the appropriate conditional non-
degeneracy conditions corresponding to (2.1.4) and (2.1.5). Then (X, Y ) is in the do-
main of attraction of a multivariate extreme value distribution on E(λ,γ) in the following
sense:
tP
[(X − φ(t)
χ(t)
,
Y − b(t)
a(t)
)
∈ ·
]
v→ (µ  ν)(·) in M+
(
E(λ,γ)
)
where (µ  ν)(·) is a non-null Radon measure on E(λ,γ).
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Proof. Let us assume that λ > 0, γ > 0 first. The other cases can be dealt with
similarly. It should be noted now, that (2.2.10) and (2.2.11) respectively imply
that
tP
(Y − b(t)
a(t)
> y
)
→ (1 + γy)−1/γ, 1 + γy > 0, (2.2.12)
tP
(X − φ(t)
χ(t)
> x
)
→ (1 + λx)−1/λ, 1 + λx > 0. (2.2.13)
Hence for (x, y) ∈ E(λ) × E(γ),which are continuity points of the limit measures
µ and ν,
Qt(x, y) :=tP
[(X − φ(t)
χ(t)
,
Y − b(t)
a(t)
)
∈ ([−∞, x]× [−∞, y])c]
=tP
[X − φ(t)
χ(t)
> x
]
+ tP
[Y − b(t)
a(t)
> y
]
− tP
[X − φ(t)
χ(t)
> x,
Y − b(t)
a(t)
> y
]
=At(x) +Bt(y)− Ct(x, y) (say). (2.2.14)
If we can show that Qt(x, y) has a limit and the limit is non-degenerate over
(x, y) then we are done. As t → ∞ we have the limits for At(x) and Bt(y)
from equations (2.2.13) and (2.2.12) respectively. Clearly 0 ≤ Ct(x, y) ≤
min(At(x), Bt(y)) and these inequalities would hold for any limit of Qt as well.
From [Heffernan and Resnick, 2007, Proposition 1], there exist functions
ψ1(·), ψ2(·), ψ3(·), ψ4(·) such that for z > 0,
lim
t→∞
α(tz)
α(t)
= ψ1(z) = z
ρ1 , lim
t→∞
β(tz)− β(t)
α(t)
= ψ2(z), (2.2.15)
lim
t→∞
c(tz)
c(t)
= ψ3(z) = z
ρ2 , lim
t→∞
d(tz)− d(t)
c(t)
= ψ4(z). (2.2.16)
for some real constants ρ1 and ρ2. Assume ρ1 and ρ2 to be positive for the time
being. Here either ψ2(z) = 0 which would imply lim
t→∞
β(t)
α(t)
= 0 (from [Bingham
et al., 1987, Theorem 3.1.12 a,c]) or we can have ψ2(z) = k z
ρ1−1
ρ1
for some k 6= 0,
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which means lim
t→∞
β(t)
α(t)
= k
ρ1
([de Haan and Ferreira, 2006, Proposition B.2.2]).
Hence allowing the constant k to be zero as well, we can write both cases as
lim
t→∞
β(t)
α(t)
= k1
ρ1
for some k1 ∈ R. Similarly we have lim
t→∞
d(t)
c(t)
= k2
ρ2
for some k2 ∈ R.
Additionally, from the marginal domain of attraction conditions for X, Y we
have
lim
t→∞
b(tz)− b(t)
a(t)
=
zγ − 1
γ
, for y > 0,
which implies lim
t→∞
a(tz)
a(t)
= zγ, (2.2.17)
and
lim
t→∞
φ(tw)− φ(t)
χ(t)
=
wλ − 1
λ
, for w > 0,
which implies lim
t→∞
χ(tw)
χ(t)
= wλ. (2.2.18)
Observe that
Ct(x, y) = tP
[X − φ(t)
χ(t)
> x,
Y − b(t)
a(t)
> y
]
= tP
[X − β(t)
α(t)
>
(
x+
φ(t)
χ(t)
)χ(t)
α(t)
− β(t)
α(t)
,
Y − b(t)
a(t)
> y
]
. (2.2.19)
We can also write
Ct(x, y) = tP
[X − φ(t)
χ(t)
> x,
Y − d(t)
c(t)
>
(
y +
b(t)
a(t)
)a(t)
c(t)
− d(t)
c(t)
]
. (2.2.20)
From [de Haan and Ferreira, 2006, Proposition B.2.2] we have that
b(t)
a(t)
→ 1
γ
and
φ(t)
χ(t)
→ 1
λ
. (2.2.21)
We analyze Ct(x, y) for the different cases now. First we will show that at least
one of the limits lim
t→∞
χ(t)
α(t)
and lim
t→∞
a(t)
c(t)
has to exist. Suppose both do not exist. We
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have for (x, y) ∈ E(λ) × E(γ), which are continuity points of the limit measures µ
and ν,
tP
[X − β(t)
α(t)
> x,
Y − b(t)
a(t)
> y
]
→ µ((x,∞]× (y,∞]), (2.2.22)
tP
[X − φ(t)
χ(t)
> x,
Y − d(t)
c(t)
> y
]
→ ν((x,∞]× (y,∞]). (2.2.23)
Now (2.2.22) implies that
tP
[X − φ(t)
χ(t)
χ(t)
α(t)
+
φ(t)− β(t)
α(t)
> x,
Y − d(t)
c(t)
c(t)
a(t)
+
d(t)− b(t)
a(t)
> y
]
→ µ((x,∞]× (y,∞])
which is equivalent to
tP
[X − φ(t)
χ(t)
>
α(t)
χ(t)
(
x− φ(t)− β(t)
α(t)
)
,
Y − d(t)
c(t)
>
a(t)
c(t)
(
y − d(t)− b(t)
a(t)
)]
→ µ((x,∞]× (y,∞]).
From (2.2.23) we also have that the left side of the previous line has a limit
tP
[X − φ(t)
χ(t)
>
α(t)
χ(t)
(
x− φ(t)− β(t)
α(t)
)
,
Y − d(t)
c(t)
>
a(t)
c(t)
(
y − d(t)− b(t)
a(t)
)]
→ ν((f(x),∞]× (g(y),∞])
for some (f(x), g(y)), assumed to be a continuity point of the limit ν, iff as t →
∞, the following two limits hold,
α(t)
χ(t)
(
x− φ(t)− β(t)
α(t)
)
→ f(x), (2.2.24)
a(t)
c(t)
(
y − d(t)− b(t)
a(t)
)
→ g(y). (2.2.25)
For ν to be non-degenerate f and g should be non-constant and we also have
µ
(
(x,∞] × (y,∞]) = ν((f(x),∞] × (g(y),∞]). Considering (2.2.24) and (2.2.25)
we can see that the limit as t→∞ exists if and only if lim
t→∞
a(t)
c(t)
and lim
t→∞
χ(t)
α(t)
exists.
We conclude lim
t→∞
χ(t)
α(t)
∈ [0,∞] and consider the following cases.
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• Case 1: lim
t→∞
χ(t)
α(t)
=∞.
Consider (2.2.19) and note(
x+
φ(t)
χ(t)
)χ(t)
α(t)
− β(t)
α(t)
→
(
x+
1
λ
)
×∞− k1
ρ1
=∞,
which entails
lim
t→∞
Ct(x, y) = µ({∞} × (y,∞]) = 0.
Hence
lim
t→∞
Qt(x, y) = (1 + λx)
−1/λ + (1 + γy)−1/γ.
• Case 2: lim
t→∞
χ(t)
α(t)
= M ∈ (0,∞).
Again from (2.2.19), we have(
x+
φ(t)
χ(t)
)χ(t)
α(t)
− β(t)
α(t)
→
(
x+
1
λ
)
×M − k1
ρ1
= f(x) (say).
Therefore
lim
t→∞
Ct(x, y) = µ((f(x),∞]× (y,∞]) ≤ (1 + λy)−1/λ
with strict inequality holding for some x because of the non-degeneracy
condition (2.1.4) for µ. Hence
lim
t→∞
Qt(x, y) = ((1 + λx)
−1/λ + (1 + γy)−1/γ − µ((f(x),∞]× (y,∞]).
• Case 3: lim
t→∞
χ(t)
α(t)
= 0.
In this case (2.2.19) leads to a degenerate limit in x for Ct(x, y) and putting
M1 =
k
ρ1
we get
lim
t→∞
Ct(x, y) = µ((M1,∞]× (y,∞]) =: f1(y) ≤ (1 + γy)−1/γ.
So consider (2.2.20).
1. If lim
t→∞
a(t)
c(t)
exists in (0,∞], then we can use a similar technique as in
case 1 or case 2 to obtain a non-degenerate limit for Qt(x, y).
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2. Assume lim
t→∞
a(t)
c(t)
= 0. Then for some M2 ∈ R,
lim
t→∞
Ct(x, y) = ν((x,∞]× (M2,∞] =: f2(x) ≤ (1 + λx)−1/λ
Therefore we have for any (x, y) ∈ E(λ) × E(γ),which are continuity
points of the limit measures µ and ν,
f1(y) = µ((M1,∞]× (y,∞]) = ν((x,∞]× (M2,∞]) = f2(x).
It is easy to check now that for any (x, y) ∈ E(λ)×E(γ), which are conti-
nuity points of the limit measures µ and ν, we have f1(y) = f2(x) = 0.
Hence Ct(x, y)→ 0 and thus Qt(x, y) has a non-degenerate limit.
This proves the result.
Remark 2.2.3. The significant feature of Theorem 2.2.2 is that we do not need
any other condition on the normalizing functions. The convergences (2.2.10)and
(2.2.11) imply that α = O(χ) and c = O(a) as t → ∞. If either α = o(χ) or
c = o(a) then we have asymptotic independence and the existence of hidden
regular variation.
2.2.3 Consistency: the absolutely continuous case
It is instructive to consider the consistency issue when (X, Y ) has a joint density
since calculations become more explicit. We state the consistency result partic-
ularizing Theorem 2.2.2; the proof for the standard case is provided later.
Proposition 2.2.3. Assume gρ denotes the density of an extreme value distribution Gρ
with shape parameter ρ ∈ R in (1.1.1) and that (X, Y ) ∈ R2 is a bivariate random
vector. We suppose
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1. (X, Y ) has a density fX,Y (x, y).
2. The marginal densities fX , fY satisfy (as t→∞):
tχ(t)fX(c(t)x+ d(t))→ gλ(x), x ∈ E(λ), (2.2.26)
ta(t)fY (a(t)y + b(t))→ gγ(y), y ∈ E(γ). (2.2.27)
3. The joint density satisfies (as t→∞):
tα(t)a(t)fX,Y (α(t)x+ β(t),a(t)y + b(t))
→ g1(x, y) ∈ L1([−∞,∞]× E(γ)), (2.2.28)
tχ(t)d(t)fX,Y (χ(t)x+ φ(t),c(t)y + d(t))
→ g2(x, y) ∈ L1(E(λ) × [−∞,∞]), (2.2.29)
where g1(x, y), g2(x, y) ≥ 0 are non-trivial, 0 outside of [−∞,∞] × E(γ) and
E(λ) × [−∞,∞] respectively.
Then
tP
[(X − β(t)
α(t)
,
Y − b(t)
a(t)
)
∈ ·
]
v→ µ(·) in M+
(
E(λ,γ)
)
,
for some non-degenerate Radon measure µ on E(λ,γ).
Example 2.2.1. The following provides an example of the previous two propo-
sitions (restricted to the non-negative orthant). Suppose (X, Y ) is a bivariate
random variable with joint density
fX,Y (x, y) =
4x
(x2 + y)3
+
4y
(x+ y2)3
, x ≥ 1, y ≥ 1.
Clearly the conditions of Proposition 2.2.3 hold: As t→∞,
t2fX(tx)→ 2
x2
, t2fY (ty)→ 2
y2
, x, y > 0,
t5/2fX,Y (tx,
√
ty)→ 4y
(x+ y2)3
=: g1(x, y) ∈ L1(EA)
t5/2fX,Y (
√
tx, ty)→ 4x
(x2 + y)3
=: g1(x, y) ∈ L1(Eu).
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Now it is easy to observe the following as t→∞:
tP(
X√
t
≤ x, Y
t
> y)→ 1
y
− 1
y + x2
, x ≥ 0, y > 0,
tP(
X
t
> x,
Y√
t
≤ y)→ 1
x
− 1
x+ y2
, x > 0, y ≥ 0,
tP
((X
t
,
Y
t
) ∈ ([0, x]× [0, y])c)→ 1
x
+
1
y
, x > 0, y > 0.
The equations above verifies Theorem 2.2.2 and (Proposition 2.2.3).
We will now state and prove the result (Theorem 2.2.2) for a simple standard
case which is a particularization of Theorem 2.2.1.
Proposition 2.2.4. (X, Y ) ∈ R2+ is a bivariate random vector with the following prop-
erties:
1. (X, Y ) has a density fX,Y (x, y).
2. Corresponding to regular variation in standardized form we assume,
t2fX(xt)→ x−2, x > 1, t2fY (yt)→ y−2, y > 1. (2.2.30)
3. The joint density satisfies
t3fX,Y (tx, ty)→ g1(x, y) ∈ L1(Eu), (2.2.31)
t3fX,Y (tx, ty)→ g2(x, y) ∈ L1(EA), (2.2.32)
where g1(x, y), g2(x, y) ≥ 0 are non-trivial, assumed 0 outside of Eu and EA
respectively and we have
(a) v2g1(u, v) is a probability density in v for each u > 0,
(b) u2g2(u, v) is a probability density in u for each v > 0.
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Then we have
tP
[(X
t
,
Y
t
)
∈ ·
]
v→ µ(·) in M+
(
E
)
,
where
µ(A) =
∫
{(u,v)∈A}
g∗(u, v)dudv for A ∈ E ,
where g∗(x, y) = g1(x, y) ∨ g2(x, y).
Remark 2.2.4. Referring to Theorem 2.2.1, the conditions in (2.2.30) correspond
to marginal convergences implicit in the Theorem 2.2.1, and conditions (2.2.31)
and (2.2.32) correspond to conditions (2.2.3) and (2.2.4). Conditions (a) and (b)
guarantee that we have proper conditional probability densities.
Proof. Clearly g∗(·) ∈ L1(E). Also note that (2.2.31) and (2.2.32) imply that
g1(x, y) = g2(x, y) = g
∗(x, y), for (x, y) ∈ E0.
Hence, for (u, v) ∈ E0,
tfX
t
,Y
t
(u, v) = t3fX,Y (tu, tv)
→ g∗(u, v), as t→∞,
using (2.2.31) or (2.2.32). Now for x > 0, y > 0:
tP
[(X
t
,
Y
t
)
∈ ([0, x]× [0, y])c]
= tP
(X
t
> x
)
+ tP
(Y
t
> y
)
− tP
(X
t
> x,
Y
t
> y
)
= t
∞∫
x
fX
t
(u)du+ t
∞∫
y
fY
t
(v)dv − t
∞∫
x
∞∫
y
fX
t
,Y
t
(u, v)dudv
→ x−1 + y−1 −
∞∫
x
∞∫
y
g∗(u, v)dudv, as t→∞,
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which is a consequence of Scheffe´’s Theorem. Also note that
x−1 =
∞∫
x
u−2du =
∞∫
x
u−2
( ∞∫
0
u2g2(u, v)dv
)
du =
∞∫
x
∞∫
0
g∗(u, v)dvdu,
and similarly
y−1 =
∞∫
0
∞∫
y
g∗(u, v)dvdu.
Therefore as t→∞,
tP
[(X
t
,
Y
t
)
∈ ([0, x]× [0, y])c]
→
∞∫
x
∞∫
0
g∗(u, v)dvdu+
∞∫
0
∞∫
y
g∗(u, v)dvdu−
∞∫
x
∞∫
y
g∗(u, v)dudv
=
∫
(u,v)∈([0,x]×[0,y])c
g∗(u, v)(u, v)dudv = µ
((
[0, x]× [0, y])c). (2.2.33)
According to Lemma 6.1, Resnick [2007], proving 2.2.33 suffices for our proof.
2.2.4 Consistency in a d-dimensional set-up:
Suppose we have a d-dimensional vector (X1, X2, . . . , Xd) where a multivari-
ate CEV model holds (with a definition similar to Definition 2.1.1) with a limit
holding for whichever Xi we consider to be extreme. Then we can show that
the distribution of (X1, X2, . . . , Xd) belongs to the domain of attraction of a d-
dimensional extreme value distribution. The proof has not been provided here.
We are still studying the multivariate CEV model and all results holding in a
bivariate case does not naturally extend to the multivariate case.
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2.3 Connecting regular variation on cones to the CEV model
We have seen in the previous sections that questions about the general condi-
tional model are effectively analyzed by starting with standard regular variation
on our special cones ( EA or Eu). A pertinent question to ask here is, whether
standardization of the conditional extreme value model is always possible. A
partial answer has been provided in [Heffernan and Resnick, 2007, Section 2.4].
We consider this issue in more detail in this section. We start by making precise
what we mean by standardization.
2.3.1 Standardization
Standardization is the process of marginally transforming a random vector X
into a different vector Z∗, X 7→ Z∗, so that the distribution of Z∗ is standard
regularly varying on a cone E∗. This means for some Radon measure µ∗(·)
tP
[Z∗
t
∈ ·
]
v→ µ∗(·) in M+(E∗).
In general, depending on the cone, this says one or more components of
Z∗ are asymptotically Pareto. For the classical multivariate extreme value the-
ory case, each is asymptotically Pareto and then E∗ = E = [0,∞] \ {0}. The
technique is used in classical multivariate extreme value theory to characterize
multivariate domains of attraction and dates at least to de Haan and Resnick
[1977]. See also [Resnick, 2008b, Chapter 5], Mikosch [2005, 2006], de Haan and
Ferreira [2006], Resnick [2007].
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Theoretical advantages of standardization:
• Standardization is analogous to the copula transformation but is better
suited to studying limit relations [Klu¨ppelberg and Resnick, 2008].
• In Cartesian coordinates, the limit measure has scaling property:
µ∗(c · ) = c−1µ∗(·), c > 0.
• The scaling in Cartesian coordinates allows transformation to polar coor-
dinates to yield a product measure: An angular measure exists allowing
characterization of limits:
µ∗{x : ‖x‖ > r, x‖x‖ ∈ Λ} = r
−1S(Λ),
for Borel subsets Λ of the unit sphere in E∗.
Note that for classical multivariate extreme value theory, S is a finite measure
which we may take to be a probability measure without loss of generality. How-
ever, when E∗ = Eu, S is NOT necessarily finite. This is because absence of the
horizontal axis boundary in Eu implies the unit sphere is not compact.
Standardizing functions.
The most useful circumstance for standardization is discussed in the following
definition.
Definition 2.3.1. Suppose X = (X1, X2, . . . , Xd) is a vector-valued random variable
in Rd which satisfies:
tP
[(X1 − β1(t)
α1(t)
,
X2 − β2(t)
α2(t)
, . . . ,
Xd − βd(t)
αd(t)
)
∈ ·
]
v→ µ(·) in M+(D) (2.3.1)
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for some D ⊂ Rd, αi(t) > 0, βi(t) ∈ R, for i = 1, . . . , d. Suppose we have f =
(f1, . . . , fd) such that, for i = 1, . . . , d:
(a) fi : Range of Xi → (0,∞),
(b) fi is monotone,
(c) @K > 0 such that |fi| ≤ K.
Then f standardizes X if Z∗ = f(X) satisfies
tP
[Z∗
t
∈ ·
]
= tP
[(f1(X1)
t
,
f2(X2)
t
, . . . ,
fd(Xd)
t
)
∈ ·
]
v→ µ∗(·) in M+(E∗), (2.3.2)
where E∗ is some cone in Rd+, and µ∗ is Radon. Call f the standardizing function and
say (2.3.2) is the standardization of (2.3.1).
For the conditional model defined in Definition 2.1.1 in Section 2.1.1 where
F , the distribution of Y , satisfies F ∈ D(G1), we can always standardize Y with
b←(·) =
( 1
1− F
)←
(·).
We define Y ∗ = b←(Y ) to be the standardized version of Y and the standardizing
function is b←. See Heffernan and Resnick [2007].
2.3.2 When can the CEV model be standardized?
Suppose Definition 2.1.1 holds; that is
tP
[(X − β(t)
α(t)
,
Y − b(t)
a(t)
)
∈ ·
]
v→ µ(·) in M+
(
[−∞,∞]× E(γ)).
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Heffernan and Resnick [2007] show that standardization in the above equation
is possible unless (ψ1, ψ2) = (1, 0) which is equivalent to the limit measure being
a product measure. We show that the converse is true too. So when the limit
measure is not a product measure, we can always reduce to standard regular
variation on a cone Eu, and conversely we can think of the general conditional
model as a transformation of standard regular variation on Eu.
We begin with initial results about the impossibility of the limit measure
being a product in the standardized convergence on Eu, gradually leading to
our final result in Proposition 2.3.3.
Lemma 2.3.1. Suppose (X, Y ) is standard regularly varying on the cone Eu, such that,
tP
[(X
t
,
Y
t
)
∈ ·
]
v→ µ(·) in M+
(
Eu
)
(2.3.3)
for some non-null Radon measure µ(·) on Eu, satisfying the conditional non-degeneracy
conditions as in (2.1.4) and (2.1.5). Then µ(·) cannot be a product measure.
Proof. If µ is a product measure we have
µ
(
[0, x]× (y,∞]) = G(x)y−1 for x ≥ 0, y > 0 (2.3.4)
for some finite distribution function G on [0,∞). Now (2.3.3) implies that µ is
homogeneous of order −1, i.e.,
µ(cΛ) = c−1µ(Λ), ∀c > 0, (2.3.5)
where Λ is a Borel subset of Eu. Therefore
µ
(
c([0, x]× (y,∞])) = µ([0, cx]× (cy,∞])
= G(cx)× 1
cy
(using (2.3.4))
= c−1G(cx)y−1.
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Moreover, from (2.3.4) and (2.3.5) we have
µ
(
c([0, x]× (y,∞])) = c−1G(x)y−1.
Therefore
G(cx) = G(x) ∀c > 0, x > 0.
Hence for fixed y ∈ E(γ), c > 0, x > 0,
µ
(
[0, cx]× (y,∞]) = G(cx)y−1 = G(x)y−1 = µ([0, x]× (y,∞]).
Therefore µ becomes a degenerate distribution in x, contradicting our con-
ditional non-degeneracy assumptions. Thus µ(·) cannot be a product mea-
sure.
Lemma 2.3.1 means that standard regular variation on Eu with a limit mea-
sure satisfying the conditional non-degeneracy conditions implies that the limit
cannot be a product measure. Now suppose we have a generalized model as de-
fined in Definition 2.1.1 and the limit measure is a product. We will show that
we cannot standardize this to standard regular variation on some cone C ⊂ E
(C = Eu for our case). Recall that when Definition 2.1.1 holds, we can always
standardize Y so in the following we assume Y ∗ is standardized and only worry
about the standardization of X .
Theorem 2.3.2. Suppose X ∈ R, Y ∗ > 0 are random variables, such that for functions
α(·) > 0, β(·) ∈ R, we have
tP
[(X − β(t)
α(t)
,
Y ∗
t
)
∈ ·
]
v→ G× ν1(·) in M+
(
[−∞,∞]× (0,∞]), (2.3.6)
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as t → ∞, where ν1(x,∞] = x−1, x > 0, and G is some finite, non-degenerate disti-
bution on R. Then there does not exist a standardizing function, f(·) : Range of X →
(0,∞), in the sense of Definition 2.3.1, such that
tP
[(f(X)
t
,
Y ∗
t
)
∈ ·
]
v→ µ(·) in M+
(
Eu
)
, (2.3.7)
where µ satisfies the conditional non-degeneracy conditions.
Proof. Note that Y ∗ is already standardized here. Suppose there exists a stan-
dardizing function f(·) such that (2.3.7) holds. Without loss of generality as-
sume f(·) to be non-decreasing. This implies that for µ− continuity points (x, y)
we have,
tP
[f(X)
t
≤ x, Y
∗
t
> y
]
→ µ((−∞, x]× (y,∞]) (t→∞)
which is equivalent to
tP
(X − β(t)
α(t)
≤ f
←(xt)− β(t)
α(t)
,
Y ∗
t
> y
]
→ µ((−∞, x]× (y,∞]), (t→∞).
(2.3.8)
Since µ((−∞, x] × (y,∞]) < ∞ and is non-degenerate in x, we have as t → ∞
that
f←(xt)− β(t)
α(t)
→ h(x) (2.3.9)
for some non-decreasing function h(·) which has at least two points of increase.
Thus (2.3.8) and (2.3.9) imply that
µ((−∞, x]× (y,∞]) = G(h(x))× y−1.
Hence µ(·) turns out to be a product measure which by Lemma 2.3.1 is not pos-
sible.
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The final result of this section shows that one can transform from the con-
ditional extreme value model (like Definition 2.1.1) to the standard model (like
equation (2.3.3)) and vice-versa if and only if the the limit measure in the gener-
alized model is not a product measure.
Proposition 2.3.3. We have two parts to this proposition.
1. Suppose we have the conditional extreme value model of Definition 2.1.1; i.e., we
have a random vector (X, Y ) ∈ R2, and there exists functions a(t) > 0, b(t) ∈
R, α(t) > 0, β ∈ R, such that for γ ∈ R,
tP
[(X − β(t)
α(t)
,
Y − b(t)
a(t)
)
·
]
v→ µ(·) in M+
(
[−∞,∞]× E(γ)),
along with the conditional non-degeneracy conditions (2.1.4) and (2.1.5). Hence
equation (2.1.10) holds; i.e.,
lim
t→∞
α(tc)
α(t)
= ψ1(c), lim
t→∞
β(tc)− β(t)
α(t)
= ψ2(c). (2.3.10)
If (ψ1, ψ2) 6= (1, 0), then there exists a standardization function f = (f1, f2)
such that (X∗, Y ∗) = (f1(X), f2(Y )) is standard regularly varying on Eu; that
is
tP
[(f1(X)
t
,
f2(Y )
t
)
∈ ·
]
v→ µ∗∗(·) in M+
(
Eu
)
,
where µ∗∗ is a non-null Radon measure satisfying the conditional non-degeneracy
conditions.
2. Conversely, suppose we have a bivariate random vector (X∗, Y ∗) ∈ R2+ satisfying
tP
[(X∗
t
,
Y ∗
t
)
∈ ·
]
v→ µ∗∗(·) in M+
(
Eu
)
,
where µ∗∗ is a non-null Radon measure, satisfying the conditional non-
degeneracy conditions. Consider functions α(·) > 0, β(·) ∈ R such that
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equation (2.3.10) holds with (ψ1, ψ2) 6= (1, 0). Then there exist functions
a(·) > 0, b(·) ∈ R satisfying (2.1.2) and λ(·) ∈ R, γ ∈ R such that
tP
[(λ(X∗)− β(t)
α(t)
,
b(Y ∗)− b(t)
a(t)
)
∈ ·
]
v→ µ˜(·) (2.3.11)
in M+
(
[−∞,∞] × E(γ)) where µ˜ is a non-null Radon measure satisfying the
conditional non-degeneracy conditions and b(Y ∗) ∈ D(Gγ).
Remark 2.3.1. The class of limit measures in Definition 2.1.1 which are not prod-
uct measures can thus be considered to be obtained from standard regular vari-
ation on Eu after appropriate marginal transformations.
Proof. (1) This part has been dealt with in [Heffernan and Resnick, 2007, Section
2.4].
(2) First we simplify the problem. Note that, for (x, y) a continuity point of
µ(·),
tP
[λ(X∗)− β(t)
α(t)
≤ x, b(Y
∗)− b(t)
a(t)
> y
]
→ µ˜([−∞, x]× (y,∞]) (t→∞)
is equivalent to
tP
(λ(X∗)− β(t)
α(t)
≤ x, Y
∗
t
> y
)
→ µ˜([−∞, x]× (h(y),∞]) (t→∞)
=: µ∗
(
[−∞, x]× (y,∞]) (2.3.12)
where
h(y) =

(1 + γy)
1
γ γ 6= 0
ey γ = 0.
(2.3.13)
Hence (2.3.11) is equivalent to
tP
[(λ(X∗)− β(t)
α(t)
,
Y ∗
t
)
∈ ·
]
v→ µ∗(·)
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and µ∗ is a non-null Radon measure on [−∞,∞]×E¯(γ) satisfying the conditional
non-degeneracy conditions. Hence our proof will show the existence of λ(·)
satisfying (2.3.12). Now note that equation (2.3.10) implies that α(·) ∈ RVρ for
some ρ ∈ R and ψ1(x) = xρ (see [Resnick, 2008b, page 14]). The function ψ2(·)
may be identically equal to 0, or
ψ2(x) =

k(xρ − 1)/ρ, if ρ 6= 0, x > 0
k log x if ρ = 0, x > 0
(2.3.14)
for k 6= 0 [de Haan and Ferreira, 2006, page 373]. We have assumed that
(ψ1, ψ2) 6= (1, 0). We will consider three cases: ρ > 0, ρ = 0, ρ < 0.
Case 1 : ρ > 0.
1. Suppose ψ2 ≡ 0.
Since α(·) ∈ RVρ, there exists α˜(·) ∈ RVρ which is ultimately differentiable
and strictly increasing and α ∼ α˜ [de Haan and Ferreira, 2006, page 366].
Thus α˜← exists. Additionally, we have from [Bingham et al., 1987, Theo-
rem 3.1.12(a)], that β(t)/α(t)→ 0. Hence we have for x > 0, as t→∞,
α˜(tx) + β(t)
α(t)
=
α˜(tx)
α˜(t)
· α˜(t)
α(t)
+
β(t)
α(t)
→ xρ,
and inverting we get for z > 0
α˜←
(
α(t)z + β(t)
)
t
→ z1/ρ (t→∞).
Thus we have,
tP
[ α˜(X∗)− β(t)
α(t)
≤ x, Y
∗
t
> y
]
= tP
[X∗
t
≤ α˜
←(α(t)x+ β(t))
t
,
Y ∗
t
> y
]
→ µ∗∗([0, x1/ρ]× (y,∞]).
Set λ(·) = α˜(·) and this defines µ˜.
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2. Now suppose ψ2 6= 0.
Therefore
ψ2(x) = lim
t→∞
β(tx)− β(t)
α(t)
= k(xρ − 1)/ρ;
that is, β(·) ∈ RVρ and k > 0. There exists β˜ which is ultimately differen-
tiable and strictly increasing and β˜ ∼ β [de Haan and Ferreira, 2006, page
366]. Thus β˜← exists. Then we have for x > 0, as t→∞,
β˜(tx)− β(t)
α(t)
=
β˜(tx)− β(tx)
α(t)
+
β(tx)− β(t)
α(t)
=
β˜(tx)− β(tx)
β(tx)
β(tx)
α(tx)
α(tx)
α(t)
+
β(tx)− β(t)
α(t)
→ (1− 1) · 1
ρ
· xρ + kx
ρ − 1
ρ
= k
xρ − 1
ρ
.
Inverting, we get as t→∞,
β˜←
(
α(t)x+ β(t)
)
t
t→∞→ (1 + ρx
k
)1/ρ.
Thus we have,
tP
[ β˜(X∗)− β(t)
α(t)
≤ x, Y
∗
t
> y
]
= tP
[X∗
t
≤ β˜
←(α(t)x+ β(t))
t
,
Y ∗
t
> y
]
→ µ∗∗([0, (1 + ρx
k
)1/ρ]× (y,∞]).
Here we can set λ(·) = β˜(·) and this defines µ˜.
Case 2: ρ = 0.
We have ψ1(x) = 1, ψ2(x) = k log x for x > 0 and some k ∈ R. By assumption,
(ψ1, ψ2) 6= (1, 0) and hence k 6= 0. First assume that k > 0, which means β ∈
Π+(α). From property (2) for pi-varying functions (Section A.1.1), there exists
β˜(·) which is continuous, strictly increasing and β− β˜ = o(α). If β(∞) = β˜(∞) =
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∞, we have for x > 0,
β˜(tx)− β(t)
α(t)
=
β˜(tx)− β(tx)
α(tx)
α(tx)
α(t)
+
β(tx)− β(t)
α(t)
→ 0 + k log x,
and inverting, we get for z ∈ R, as t→∞,
β˜←
(
α(t)z + β(t)
)
t
→ ez/k.
Thus we have,
tP
( β˜(X∗)− β(t)
α(t)
≤ x, Y
∗
t
> y
)
= tP
(X∗
t
≤ β˜
←(α(t)x+ β(t))
t
,
Y ∗
t
> y
)
→ µ([0, ek/x]× (y,∞]).
If β(∞) = β˜(∞) = B <∞, define
β∗(t) =
1
B − β˜(t) , α
∗(t) =
α(t)
(B − β˜(t))2
and from property 3(b), for pi-varying functions in Section A.1.1, we have that
β∗ ∈ Π+(α∗), β∗(t) → ∞ and B−β˜(t)α(t)
t→∞→ ∞. Hence we have reduced to the
previous case which implies,
tP
(β∗(X∗)− β∗(t)
α∗(t)
≤ x, Y
∗
t
> y
)
→ µ([0, ek/x]× (y,∞]).
This is equivalent to
tP
( β˜(X∗)− β˜(t)
α(t)
≤ x
1 + α(t)x
B−β˜(t)
,
Y ∗
t
> y
)
→ µ([0, ek/x]× (y,∞])
and since B−β˜(t)
α(t)
t→∞→ ∞ implies α(t)
B−β˜(t)
t→∞→ 0, we can write
tP
( β˜(X∗)− β˜(t)
α(t)
≤ x, Y
∗
t
> y
)
→ µ([0, ek/x]× (y,∞])
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which implies that
tP
( β˜(X∗)− β(t)
α(t)
≤ x, Y
∗
t
> y
)
→ µ([0, ek/x]× (y,∞]) since, β − β˜ = o(α)
and we have produced the required transformation λ(·) = β˜(·).
The case for which k < 0; i.e., β ∈ Π−(α) can be proved similarly.
Case 3 : ρ < 0. This case is similar to the case for ρ > 0.
1. Suppose ψ2 ≡ 0.
Since α(·) ∈ RVρ, there exists α˜(·) ∈ RVρ which is ultimately differen-
tiable and strictly decreasing and α ∼ α˜ [de Haan and Ferreira, 2006, page
366]. Thus α˜← exists. Additionally, we have from Bingham et al. [1987],
Theorem 3.1.10(a),(c) that β(∞) := limt→∞ β(t) exists and is finite, and
(β(∞)− β(t))/α(t)→ 0.
α˜(tx) + β(t)− β(∞)
α(t)
=
α˜(tx)
α˜(t)
· α˜(t)
α(t)
+
β(t)− β(∞)
α(t)
t→∞→ xρ,
inverting which we get, for z > 0, as t→∞,
α˜←
(
α(t)z + β(∞)− β(t))
t
→ z1/ρ.
Thus we have, now taking x < 0,
tP
(β(∞)− α˜(X∗)− β(t)
α(t)
≤ x, Y
∗
t
> y
)
=tP
(X∗
t
≥ α˜
←(−α(t)x+ β(∞)− β(t))
t
,
Y ∗
t
> y
)
→µ([(−x)1/ρ,∞]× (y,∞]) =: µ˜([−∞, x]× (y,∞]).
Therefore we can set λ(·) = β(∞)− α˜(·).
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2. Now suppose ψ2 6= 0.
Therefore ψ2(x) = lim
t→∞
β(tx)−β(t)
α(t)
= k(xρ − 1)/ρ; i.e., β(·) ∈ RVρ and
k < 0. There exists β˜ ∈ RVρ which is ultimately differentiable and strictly
decreasing and β˜ ∼ β [de Haan and Ferreira, 2006, page 366]. Thus
β˜← exists. We also have β(∞) := limt→∞ β(t) exists and is finite, and
(β(∞) − β(t))/α(t) → k|ρ| [de Haan and Ferreira, 2006, page 373]. Then
we have for x > 0, as t→∞,
β˜(tx)− β(t)
α(t)
→ kx
ρ − 1
ρ
,
inverting which we get, as t→∞,
β˜←
(
α(t)x+ β(t)
)
t
→ (1 + ρx
k
)1/ρ.
Thus we have,
tP
( β˜(X∗)− β(t)
α(t)
≤ x, Y
∗
t
> y
)
= tP
(X∗
t
≤ β˜
←(α(t)x+ β(t))
t
,
Y ∗
t
> y
)
→ µ([0, (1 + ρx
k
)1/ρ]× (y,∞]).
Here we can set λ(·) = β˜(·).
Hence the result.
Remark 2.3.2. Suppose that we have
tP
[(X − β(t)
α(t)
,
Y ∗
t
)
∈ ·
]
v→ µ∗(·) = H × ν1(·),
in M+([−∞,∞]× (0,∞]). We are assuming µ∗(·) is a product measure. Let
X∗ =
(X − β(Y ∗))Y ∗
α(Y ∗)
.
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Then for continuity points (x, y) of the limit
tP
(X∗
t
≤ x, Y
∗
t
> y
)
→
1/y∫
0
H(xv)dv
in M+([−∞,∞] × (0,∞]). It is easy to check that the limit measure is homo-
geneous of order −1. Thus, a standardization of (X, Y ∗) exists even when we
have a limit measure which is a product. Note this standardization is not in the
sense of Definition 2.3.1, and it represents a change of co-ordinate system which
is more complex than just a marginal transformation.
2.3.3 A characterization of regular variation on Eu
Standard regular variation on E was characterized by de Haan [1978] in terms
of one dimensional regular variation of max linear combinations and Resnick
[2002] provides a characterization of hidden regular variation in E and E0 in
terms of max and min linear combinations of the random vector respectively.
We provide a result in the same spirit for regular variation on Eu.
Proposition 2.3.4. Suppose (X, Y ) ∈ R2 is a random vector and P(X = 0) = 0.
Then the following are equivalent:
1. (X, Y ) is standard multivariate regularly varying on Eu with a limit measure
satisfying the non-degeneracy conditions (2.1.4) and (2.1.5).
2. For all a ∈ (0,∞] we have
lim
t→∞
tP
(min(aX, Y )
t
> y
)
= c(a)y−1, y > 0,
for some non-constant, non-decreasing function c : (0,∞]→ (0,∞).
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Proof. Since P(X = 0) = 0 we have P(X > 0) = 1.
(2)⇒ (1): Assume that
lim
t→∞
tP
(min(aX, Y )
t
> y
)
= c(a)y−1, y > 0,
for some function c : (0,∞]→ (0,∞). Then for x ≥ 0, y > 0,
tP
(X
t
≤ x, Y
t
> y
)
= tP
(Y
t
> y
)
− tP
(X
t
> x,
Y
t
> y
)
= tP
(
X > 0,
Y
t
> y
)
− tP
((y/x)X
t
> y,
Y
t
> y
)
= tP
(min(a1X, Y )
t
> y
)
− tP
(min((y/x)X, Y )
t
> y
)
where a1 =∞ and the above quantity
→ c(∞)y−1 − c(y/x)y−1 =: ν([0, x]× (y,∞]).
Since c(·) is non-decreasing and non-constant, ν is a non-null Radon mea-
sure on Eu and we have our result. The non-degeneracy of ν follows from
the fact that c(·) is a non-constant function.
(1)⇒ (2): Now assume that (X, Y ) is standard multivariate regularly vary-
ing on Eu. Hence there exists a non-degenerate Radon measure ν on Eu
such that
lim
t→∞
tP
(X
t
≤ x, Y
t
> y
)
= ν([0, x]× (y,∞]),
and for any a ∈ (0,∞]
tP
(min(aX, Y )
t
> y
)
= tP
(X
t
>
y
a
,
Y
t
> y
)
= ν((
y
a
,∞]× (y,∞])
= y−1ν((
1
a
,∞]× (1,∞]) =: c(a)y−1,
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by defining c(a) = ν(( 1
a
,∞]× (1,∞]) and using the homogeneity property
(2.3.16). Note that the conditional non-degeneracy of ν implies that c is
non-constant and non-decreasing.
Hence the result.
Remark 2.3.3. The condition P(X = 0) can be removed if we assume Y to be
heavy-tailed with exponent α = 1, i.e., as t→∞, tP(Y
t
> y)→ y−1.
2.3.4 Polar co-ordinates
Proposition 2.3.3 shows that when the limit measure is not a product measure,
we can transform (X, Y ) to (X∗, Y ∗) such that
P
[(X∗
t
,
Y ∗
t
)
∈ ·
]
v→ µ∗∗(·) in M+(Eu) (2.3.15)
Hence from Remark 2.2.2 we have that µ∗∗ is homogeneous of order −1:
µ∗∗(cB) = c−1µ∗∗(B), ∀c > 0, B ∈ Eu. (2.3.16)
Hence µ∗∗ has a spectral form. Further discussion on the spectral form is avail-
able in [Heffernan and Resnick, 2007, Section 3.2]. We provide a few facts here.
For convenience let us take the norm
‖(x, y)‖ = |x|+ |y|, (x, y) ∈ R2,
although any other norm would work too. Now, the standard argument using
homogeneity [Resnick, 2008b, Chapter 5] yields for r > 0 and Λ a Borel subset
of [0, 1),
µ∗∗
{
(x, y) ∈ [0,∞]× (0,∞] : x+ y > r, x
x+ y
∈ Λ
}
= r−1µ∗∗
{
(x, y) ∈ [0,∞]× (0,∞] : x+ y > 1, x
x+ y
∈ Λ
}
=: r−1S(Λ). (2.3.17)
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where S is a Radon measure on [0, 1). Note that from (2.3.17), we can calculate
for x > 0, y > 0,
µ∗∗
(
[0, x]× (y,∞]) = y−1 ∫ x/(x+y)
0
(1− w)S(dw)− x−1
∫ x/(x+y)
0
wS(dw).
(2.3.18)
S need not be a finite measure on [0, 1) but to guarantee that
H∗∗(x) := µ∗∗
(
[0, x]× (1,∞]) (2.3.19)
is a probability measure, we can see by taking x→∞ in (2.3.18) that we need∫ 1
0
(1− w)S(dw) = 1. (2.3.20)
Conclusion: The class of limits µ∗∗ in (2.3.15) or conditional limits
H∗∗(x) = lim
t→∞
P
[X∗
t
≤ x|Y > t
]
is indexed by Radon measures S on [0, 1) satisfying the integrability condition
(2.3.20).
Example 2.3.1 (Finite angular measure). Suppose S is uniform on [0, 1), S(dw) =
2dw, so that equation (2.3.20) is satisfied. Then we have
µ∗∗([0, x]× (y,∞]) = x
y(x+ y)
. (2.3.21)
Putting y = 1 we get that
H∗∗(x) = 1− 1
1 + x
, x > 0,
which is a Pareto distribution.
Example 2.3.2 (Infinite angular measure). Now suppose S has angular measure
S(dw) = 1
1−wdw. This also satisfies equation (2.3.20). Now we have
µ∗∗([0, x]× (y,∞]) = 1
y
+
1
x
log(1− x
x+ y
). (2.3.22)
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Putting y = 1 we get that
H∗∗(x) = 1− 1
x
log(1 + x), x > 0.
Here H∗∗ is continuously increasing, lim
x↓0
H∗∗(x) = 0 and lim
x↑∞
H∗∗(x) = 1, and
hence H∗∗(·) is a valid distribution function. Note that S has infinite angular
measure. One way to get infinite angular measures satisfying (2.3.20) is to take
S(dw) = 1
1−wF (dw) for probability measures F (·) on [0, 1).
2.4 Extending the CEV model to a multivariate extreme value
model
Observe that the CEV model assumes the existence of a vague limit in a subset
of the Euclidean space which is smaller than that for classical MEVT. So it is
natural to ask when can we extend a CEV model to a MEVT model. We answer
this question in the current section. Clearly, any extension of the CEV model to
MEVT will require X to also have a distribution in a domain of attraction. The
first Proposition provides a sufficient condition for such an extension.
Proposition 2.4.1. Suppose we have (X, Y ) ∈ R2 and non-negative functions
α(·), a(·) and real functions β(·), b(·) such that
tP
[(X − β(t)
α(t)
,
Y − b(t)
a(t)
)
∈ ·
]
v→ µ(·) in M+
(
[−∞,∞]× E(γ)),
for some γ ∈ R where µ satisfies the appropriate conditional non-degeneracy conditions
corresponding to (2.1.4)–(2.1.6). Also assume that X ∈ D(Gλ) for some λ ∈ R; i.e.,
there exists functions χ(t) > 0, φ(t) ∈ R such that for continuity points x ∈ E(λ) of the
limit Gλ we have
tP
(X − φ(t)
χ(t)
> x
)
→ (1 + λx)−1/λ, 1 + λx > 0.
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If lim
t→∞
χ(t)/α(t) exists and is in (0,∞] then (X, Y ) is in the domain of attraction of a
multivariate extreme value distribution on E(λ,γ); that is,
tP
[(X − φ(t)
χ(t)
,
Y − b(t)
a(t)
)
∈ ·
]
v→ (µ  ν)(·) in M+
(
E(λ,γ)
)
where (µ  ν)(·) is a Radon measure on E(λ,γ).
Proof. The proof is a consequence of cases 1 and case 2 of Theorem 2.2.2.
In the next result we characterize extension of CEV model to MEVT in terms
of polar co-ordinates. Assume that (X, Y ) can be standardized to (X∗, Y ∗) which
is regularly varying on Eu. The following result provides a sufficient condition
for an extension of regular variation on Eu to an asymptotically tail equivalent
regular variation on E. A short discussion on multivariate tail equivalence is
provided in the appendix in Section A.1.2.
Proposition 2.4.2. Suppose (X, Y ) ∈ R2 is standard regularly varying on the cone
Eu with limit measure νu and angular measure Su on [0, 1). Then the following are
equivalent.
1. Su is finite on [0, 1).
2. There exists a random vector (X∗, Y ∗) defined on E such that
(X∗, Y ∗)
te(Eu)∼ (X, Y )
and (X∗, Y ∗) is multivariate regularly varying on E with limit measure ν such
that ν|Eu = νu.
Proof. Consider each implication separately.
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(1) ⇒ (2) : Define the polar coordinate transformation (R,Θ) = (X +
Y, X
X+Y
). From Section 2.3.4 we have any r > 0, and Λ a Borel subset of
[0, 1), as t→∞,
tP
[R
t
> r,Θ ∈ Λ
]
→ r−1Su(Λ).
Note equation (2.3.17) implies that the right side in the previous line is also
equal to
νu{(x, y) ∈ Eu : x+ y > r, x
x+ y
∈ Λ}.
Since Su is finite on [0,1), the distribution of Θ is finite on [0, 1). Assume
S[0, 1) = 1 so that it is a probability measure and extend the measure Su
to [0, 1] by putting Su({1}) = 0. Let us define R0 and Θ0 such that they are
independent, Θ0 has distribution given by the extended Su on [0,1] andR0
has the standard Pareto distribution. Define
(X∗, Y ∗) = (R0Θ0, R0(1−Θ0)).
Clearly (X∗, Y ∗) is regularly varying on E, now with the standard scaling
and limit measure ν where ν|Eu = νu.
(2)⇒ (1) : Referring to (2.3.17) note that
Su
(
[0, 1)
)
= νu{(x, y) ∈ Eu : x+ y > 1}.
Since (X∗, Y ∗) is regularly varying on E, we have
tP(
R
t
> 1) = tP(
X + Y
t
> 1)
→ ν{(x, y) ∈ Eu : x+ y > 1} <∞.
But
ν{(x, y) ∈ Eu : x+ y > 1} = νu{(x, y) ∈ Eu : x+ y > 1} = Su
(
[0, 1)
)
.
Hence Su is finite on [0, 1).
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Thus we have shown both the implications.
2.5 Examples
In this section we look at examples which help us understand how the condi-
tional model differs from the usual multivariate extreme value model.
Example 2.5.1. We start by considering the 2-dimensional non-negative orthant.
This example emphasizes the fact that we need different normalizations for dif-
ferent cones. This is known for hidden regular variation with the cones E and
E0 (Example 5.1 in Maulik and Resnick [2005]). We still need a different normal-
ization for the cones Eu and EA.
Let X and Z be i.i.d. Pareto(1) random variables. Define Y = X2 ∧Z2. Then
it is easy to see that the following hold:
(i) In M+(E)
tP
[(X
t
,
Y
t
)
∈ ([0, x]× [0, y])c
]
→ 1
x
+
1
y
, x ∨ y > 0. (2.5.1)
(ii) In M+(E0): For 12 < α < 1,
tP
[(X
tα
,
Y
t2(1−α)
)
∈ (x,∞]× (y,∞]
]
→ 1
x
√
y
, x ∧ y > 0,
or in standard form,
tP
[(X1/α
t
,
Y 1/2(1−α)
t
)
∈ (x,∞]× (y,∞]
]
→ 1
xαy1−α
, x ∧ y > 0, (2.5.2)
(iii) In M+(Eu), the limit is not a product measure,
tP
[( X
t1/2
,
Y
t
)
∈ [0, x]× (y,∞]
]
→ 1
y
− 1√
y
× 1
x ∨√y , x ≥ 0, y > 0,
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so a standard form exists,
tP
[(X2
t
,
Y
t
)
∈ [0, x]× (y,∞]
]
→ 1
y
− 1√
y
× 1√
x ∨√y , x ≥ 0, y > 0. (2.5.3)
(iv) In M+(EA), again, the limit is not a product measure,
tP
[(X
t
,
Y
t2
)
∈ (x,∞]× [0, y]
]
→ 1
x
− 1
x ∨√y , x > 0, y ≥ 0,
so a standard form exists,
tP
[(X
t
,
Y 1/2
t
)
∈ (x,∞]× [0, y]
]
→ 1
x
− 1
x ∨ y , x > 0, y ≥ 0. (2.5.4)
These results can also be viewed in terms of polar co-ordinates by using the
transformation (r, θ) : (x, y) 7→ (x+y, x
x+y
) ( Section 2.3.4). Note that the absolute
value of the Jacobian of the inverse transformation here is |J | = r. Hence,
fR,Θ(r, θ) = rfX,Y (rθ, r(1− θ)).
Let us look at the different cones in cases (i)–(iii).
(i) The angular measure has a point mass at 0 and 1,
S(dθ) = δ{0}(dθ) + δ{1}(dθ).
(ii) The limit measure in standard form is
µ((x,∞]× (y,∞]) = 1
xαy1−α
, x ∧ y > 0
for 1
2
< α < 1. Hence,
µ′(x, y) =
∂
∂x
∂
∂y
µ((x,∞]× (y,∞]) = α(1− α)
xα+1y2−α
.
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Taking the polar coordinate transformation
µ′R,Θ(r, θ) = r
α(1− α)
(rθ)α+1(r(1− θ))2−α = r
−2 α(1− α)
θα+1(1− θ)2−α .
The right side is a product, as expected. Thus the angular measure has density
S(dθ) =
α(1− α)
θα+1(1− θ)2−α1{0<θ<1}dθ.
(iii) The limit measure in standard form is
µ([0, x]× (y,∞]) = 1
y
− 1√
y
× 1√
x ∨√y , x ≥ 0, y > 0,
which is equivalent to
µ((x,∞]× (y,∞]) = 1√
y
× 1√
x ∨√y , x ≥ 0, y > 0,
Hence, for x > y > 0
µ′(x, y) =
∂
∂x
∂
∂y
µ((x,∞]× (y,∞]) = 1
4
1
x3/2y3/2
.
Taking the polar coordinate transformation, we get for θ > 1/2,
µ′R,Θ(r, θ) = r
1
4
1
(rθ)3/2(r(1− θ))3/2 =
1
4
r−2
1
θ3/2(1− θ)3/2 ,
the density of a product measure. For x ≤ y the density does not exist and we
have a point mass at θ = 1
2
whose weight can be calculated using (2.3.20). Thus
the angular measure has density,
S(dθ) = (2−
√
3)δ{1/2}(dθ) +
1
4
θ−3/2(1− θ)−3/21{1/2<θ<1}dθ
(iv) The angular measure has a point mass at 1
2
,
S(dθ) = 2δ{1/2}(dθ).
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Example 2.5.2. Suppose in Definition 2.1.1 we have functions α(t) > 0, β(t) = 0
such that
lim
t→∞
α(tc)
α(t)
= ψ1(c) = c
ρ, lim
t→∞
β(tc)− β(t)
α(t)
= ψ2(c) = 0,
for some ρ 6= 0. Refer to [Heffernan and Resnick, 2007, Remark 2, page 545]. In
such a case, the limit measure µ satisfies:
µ([−∞, x]× (y,∞]) = y−1µ([−∞, x
yρ
]× (1,∞]) = y−1H( x
yρ
)
(2.5.5)
for x ∈ R and y > 0, where H(·) is a proper non-degenerate distribution. The
following is an example of such a limit measure.
Assume 0 < ρ < 1 and suppose X ∼ Pareto(ρ) and Z ∼ Pareto(1 − ρ) are
independent random variables. Define Y = X ∧ Z and we have,
tP
[(X
t
,
Y
t
)
∈ [0, x]× (y,∞]
]
= tP
(X
t
≤ x, X
t
> y,
Z
t
> y
)
=
1
y1−ρ
( 1
yρ
− 1
xρ
)
, ( for x ≥ y > 0 and t large)
=
1
y
(
1− y
ρ
xρ
)
=: µ∗∗([−∞, x]× (y,∞]).
Now as in Proposition 2.3.3, case 1, we have
tP
[(α(X)
α(t)
,
Y
t
)
∈ [0, x]× (y,∞]
]
→ µ∗∗([0, x1/ρ]× (y,∞])
=
1
y
(
1− y
ρ
x
)
, x ≥ yρ > 0
=: µ([0, x]× (y,∞]).
If we take H(·) to be Pareto(1), then we have the limit measure for x ≥ 0, y > 0,
µ([−∞, x]× (y,∞]) := 1
y
H
( x
yρ
)
.
Example 2.5.3. This example provides us with a class of limit distributions on Eu
that can be indexed by distributions on [0,∞]. Suppose R is a Pareto random
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variable on [1,∞) with parameter 1 and ξ is a random variable with distribu-
tion G(·) on [0,∞]. Assume that ξ and R are independent. Define the bivariate
random vector (X, Y ) ∈ R2+ as
(X, Y ) = (Rξ,R).
Therefore we have for y > 0, x ≥ 0 (and ty > 1),
tP
[X
t
≤ x, Y
t
> y
]
= tP
[Rξ
t
≤ x, R
t
> y
]
= t
∞∫
ty
P
[
ξ ≤ tx
r
]
r−2dr
=
∞∫
y
P
[
ξ ≤ x
s
]
s−2ds =
∞∫
y
G
(x
s
)
s−2ds ( putting s =
r
t
)
=
1
x
x/y∫
0
G(s)ds = µ
(
[0, x]× (y,∞]).
This can be viewed in terms of polar co-ordinates. We know that an angular
measure S(·) on Eu for 0 ≤ η < 1 can be given by
S([0, η]) = µ{(u, v) : u+ v > 1, u
u+ v
≤ ξ}.
Hence we have
tP
[X + Y
t
> 1,
X
X + Y
≤ η
]
= tP
[Rξ +R
t
> 1,
Rξ
Rξ +R
≤ η
]
= tP
[R(1 + ξ)
t
> 1, ξ ≤ η
1− η
]
= t
∫
0≤s≤ η
1−η
P
[R
t
(1 + s) > 1
]
G(ds)
= t
∫
0≤s≤ η
1−η
( t
1 + s
∨ 1
)−1
G(ds)
=
∫
0≤s≤ η
1−η
(1 + s)G(ds). for t >
1
1− η
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But the left side in the previous equation goes to µ{(u, v) : u+ v > 1, y
u+v
≤ ξ} =
S([0, η]) as t→∞. Hence we have
S([0, η]) =
∫
0≤s≤ η
1−η
(1 + s)G(ds), 0 ≤ η < 1.
Hence S is a finite angular measure if and only if G has first moment.
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CHAPTER 3
DETECTION OF A CONDITIONAL EXTREME VALUE MODEL
3.1 Introduction
In Chapter 2 we provided some insight into the conditional extreme value
model, primarily with respect to model consistency issues, relationship with
MEVT and connection to regular variation on cones of the Euclidean space. Sub-
sequently, it would be nice to know situations where the use of CEV modeling
would be appropriate. It is known that in the presence of asymptotic indepen-
dence, the limit measure in the multivariate EVT set up has an empty interior
[Resnick, 2007, Chapter 6]; in other words, the limit measure concentrates on
the boundary of the state space. In such a case an additional assumption of
a CEV model provides more insight into the dependence structure. The CEV
model also provides a way for modeling multivariate data assuming a subset
rather than the entire vector to be extreme-valued. In this chapter we suggest
situations where a CEV model can be used and suggest techniques to detect the
model statistically and in the process also detect properties of the limit measure
for the model. The methodologies are suggested for a bivariate data set.
Section 3.1 provides an introduction and review of the model. Section 3.2
deals with the detection of a conditional extreme value model. It has been
shown in Chapter 2 that the CEV model can be standardized to regular varia-
tion on a special cone if and only if the limit measure involved is not a product.
In case of a product measure in the limit, we need to estimate fewer parame-
ters and calculating probabilities is also simpler. Fouge`res and Soulier [2008]
suggests some estimates for parameters and normalizing constants in the two
54
different cases (product and non-product limit measures). Hence it is important
to know whether we are in the product case or not. In Section 3.2 we propose
three statistics whose behavior can first of all indicate the appropriateness of
the CEV model and secondly indicate whether the limit measure is a product or
not. Section 3.3 is dedicated to applying our techniques to some simulated and
real data coming from Internet traffic studies.
3.1.1 The CEV model
Section 2.1.1 in Chapter 2 provides the necessary preliminary results on the CEV
model. Refer to Heffernan and Resnick [2007] and Chapter 2 of this thesis for
further discussion on conditional extreme value models.
Now note that the CEV model primarily differs from the multivariate ex-
treme value model in the domain of attraction condition. In Chapter 2 we have
seen conditions under which a CEV model can be extended to multivariate ex-
treme value model. Under the multivariate extreme value model, each of the
variables can be standardized so that we have a multivariate regular variation
on the cone [0,∞] \ {0}; see de Haan and Resnick [1977] and Chapter 6 of
de Haan and Ferreira [2006]. The conditional extreme value model can be stan-
dardized if and only if the limit measure µ in (2.1.3) is not a product measure
(Proposition 2.3.3). When both X and Y are standardized, we can characterize
the limit measure in terms of all Radon measures (finite and infinite) on [0, 1).
Though theoretically elegant, performing standardization in practice is not an
easy task.
Thus, it is important to know when the limit is a product measure. A product
55
measure in the limit precludes standardization of both the variables [Heffernan
and Resnick, 2007] and means that we do not have a multivariate extreme value
model (Proposition 2.3.3). However, a product measure makes the estimation
of certain parameters and probabilities easier. For instance, in the product case
(ψ1, ψ2) ≡ (1, 0) so ρ = 0 (see (2.1.10)) but without the property that µ is a
product, ρ has to be estimated. Furthermore, the limit being a product measure
can be considered as a form of asymptotic independence in the CEV model, which
can be probabilistically useful [Maulik et al., 2002].
3.1.2 Appropriateness of the CEV model.
Multivariate extreme value theory provides a rich literature on estimation of
probabilities of extreme regions containing few or no data points in the sample.
The multivariate theory assumes that each variable is marginally in an extreme
value domain of attraction. However, this might not be the right assumption
for all data sets. We encounter data where one or some but not all the variables
can be assumed to be in an extreme value domain; see Section 3.3.2. The CEV
model is a candidate model in such cases.
Another circumstance where the CEV model can be helpful is if one has a
multivariate extreme value model with limit measure ν possessing asymptotic
independence. This means that in the standardized model, the limit measure,
ν∗(·), concentrates on the axes through {0} and ν∗((0,∞]) = 0. So an estimate
of the probability of a region where both variables are big will turn out to be
zero which may be a useless and misleading estimate. In such a circumstance,
finer estimates can be obtained using either hidden regular variation [Maulik and
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Resnick, 2005] or the CEV model. Both methods provide a non-zero limit mea-
sure by using normalization functions which are of different order from the mul-
tivariate EV model.
So, how do we decide if the CEV model is appropriate for multivariate data?
1. Start by checking whether any of the marginal variables belongs to the
domain of attraction of an extreme value distribution. An informal way
to do this is through plots of the estimators of the extreme value parame-
ter γ, that is, Pickands plot, Moment estimator plot, etc [Embrechts et al.,
1997, Resnick, 2007]. If the plot attains stability in some range it is reason-
able to assume an extreme-value model. More formal methods for test-
ing membership in a domain of attraction using quantile and distribution
functions are discussed in de Haan and Ferreira [2006], Chapter 5.2. The
special case of a heavy-tailed random variable can be detected using the
QQ plot, plotting the theoretical quantiles of the exponential distribution
versus the logarithm of the sorted data and checking for linearity in the
high values of the data. This is reviewed in Resnick [2007]. We will deal
with more of this in Chapter 4.
2. If some, but not all, marginal variables are in a domain of attraction, pro-
ceed to see if the data is consistent with the CEV model. See Section 3.2.
3. If all variables are in some extreme value domain, check if the multivari-
ate extreme value model is appropriate and if asymptotic independence is
present. One way to do this is by checking whether both maximum and
minimum of the standardized variables have distributions with regularly
varying tails [Coles et al., 1999, Resnick, 2002]. If the EV model is appro-
priate and asymptotic independence is absent, the CEV model does not
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provide any more information than the EV model. On the other hand if
asymptotic independence is present, the CEV model, if detected, provides
supplementary information about the joint behavior of the variables away
from at least one of the axes.
3.2 Three estimators for detecting the CEV model
Let (X1, Y1), . . . , (Xn, Yn) be a bivariate random sample. In this section we pro-
pose three statistics to detect whether our sample is consistent with the CEV
model under the assumption that at least one of the variables is in an extreme-
value domain, and without loss of generality we assume Y to be that variable.
Our statistics have a consistency property which allows detection of a product
form for the limit measure.
Assume (X1, Y1), . . . , (Xn, Yn) is i.i.d. from a CEV model as defined in Section
2.1.1. We first formulate a consequence of (2.1.3) which will be convenient for
our purpose. The following notations will be used.
Y(1) ≥ . . . ≥ Y(n) The decreasing order statistics of Y1, . . . , Yn.
X∗i , for 1 ≤ i ≤ n The X-variable corresponding to Y(i), also called
the concomitant of Y(i).
Rki =
k∑
l=i
1{X∗l ≤X∗i } Rank of X
∗
i among X∗1 , . . . , X∗k . For convenience
we write Ri = Rki .
X∗1:k ≤ X∗2:k ≤ . . . ≤ X∗k:k The increasing order statistics of X∗1 , . . . , X∗k .
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3.2.1 A consequence for empirical measures
When the CEV property holds, a family of point processes of ranks of the sample
converge vaguely to a Radon measure. By transforming to ranks of the data,
we presumably lose efficiency since only the relative ordering in the sample
remains unchanged but detection of the CEV property is easier since we no
longer need to estimate the various parameters of the model. See de Haan and
de Ronde [1998], de Haan and Ferreira [2006], Resnick [2007].
The convergence statement (2.1.3) of the CEV model defined in Section 2.1.1
can be interpreted in terms of vague convergence of measures. In preparation
for the forthcoming result we recall some commonly used notation and con-
cepts. Let E∗ be a locally compact space with a countable base (for example, a
finite dimensional Euclidean space). We denote by M+(E∗), the non-negative
Radon measures on Borel subsets of E∗. If µn ∈ M+(E∗) for n ≥ 0, then µn con-
verges vaguely to µ0 (written µn
v→ µ0) if for all bounded continuous functions
f with compact support we have∫
E∗
fdµn →
∫
E∗
fdµ0 (n→∞).
This concept allows us to write (2.1.3) as
tP
((X − β(t)
α(t)
,
Y − b(t)
a(t)
)
∈ ·
)
v→ µ(·), as t→∞ (3.2.1)
in M+([−∞,∞] × E(γ)). Standard references include Kallenberg [1983], Neveu
[1977] and [Resnick, 2008b, Chapter 3].
Recall the definition of µ∗ in (2.1.9) and define the measure L(·) ∈M+([0, 1]×
[1,∞]) by
L([0, x]× (y,∞]) = µ∗([−∞, H←(x)]× [y,∞]), (x, y) ∈ [0, 1]× (1,∞]. (3.2.2)
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Applying a reciprocal transformation to the second coordinate,
T0 : (x, y) 7→ (x, y−1)
converts L into the copula L ◦ T−10 .
Proposition 3.2.1. Suppose (X1, Y1), (X2, Y2), . . . , (Xn, Yn) are i.i.d. observations
from a CEV model which follows (2.1.2)-(2.1.6) and suppose H is continuous. If
k = k(n)→∞, n→∞ with k/n→ 0, then in M+([0, 1]× [1,∞])
1
k
k∑
i=1

(
Ri
k
, k+1
i
)
(·)⇒ L(·).
Proof. From (3.2.1) and [Resnick, 2007, Theorem 5.3(ii)], as n, k →∞with k
n
→ 0,
1
k
n∑
i=1
(Xi−β(n/k)
α(n/k)
,
Yi−b(n/k)
a(n/k)
)(·)⇒ µ(·), (3.2.3)
in M+([−∞,∞] × E(γ)). Recall Y(1) ≥ Y(2) ≥ . . . ≥ Y(n) are the order statistics of
Y1, . . . , Yn in decreasing order and ordering the Y ’s in (3.2.3) allows us to write
the equivalent statement
1
k
n∑
i=1
(X∗
i
−β(n/k)
α(n/k)
,
Y(i)−b(n/k)
a(n/k)
)(·)⇒ µ(·). (3.2.4)
Define the measure νγ by
νγ
(
(y,∞] ∩ E(γ)) = (1 + γy)−1/γ, y ∈ E(γ),
and sometimes, here and elsewhere, we sloppily write νγ(y,∞]. Taking
marginal convergence in (3.2.3), or using (2.1.2), we have with that
1
k
n∑
i=1
Yi−b(n/k)
a(n/k)
(·)⇒ νγ(·),
in M+(E
(γ)
. Using an inversion technique (Resnick and Sta˘rica˘ [1995], de Haan
and Ferreira [2006], [Resnick, 2007, page 82]), we get
Y(d(k+1)te) − b(n/k)
a(n/k)
P→ t
−γ − 1
γ
, (3.2.5)
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in Dl
(
(0,∞],E(γ)), the class of left continuous functions on (0,∞] with range
E(γ) and with finite right limits on (0,∞). The convergence in (3.2.5) being to a
non-random function, we can append it to the convergence in (3.2.4) to get the
following [Billingsley, 1968, p.27]:
(µn, xn(t) :=
(
1
k
n∑
i=1
(X∗
i
−β(n/k)
α(n/k)
,
Y(i)−b(n/k)
a(n/k)
)(·), Y(d(k+1)te) − b(n/k)
a(n/k)
)
⇒
(
µ(·), t
−γ − 1
γ
)
= (µ, x∞(t)) (3.2.6)
in M+([−∞,∞]× E(γ))×Dl
(
(0,∞],E(γ))).
Let D↓l
(
(0,∞],E(γ))) be the subfamily of Dl((0,∞],E(γ))) consisting of non-
increasing functions and define
T1 : M+([−∞,∞]× E(γ))×D↓l
(
(0,∞],E(γ))) 7→M+([−∞,∞]× (0,∞])
by
T1(m,x(·)) = m∗
where
m∗([−∞, x]× (t,∞]) = m([−∞, x]× (x(t−1),∞]), x ∈ [−∞,∞], t ∈ (0,∞].
This is an a.s. continuous map so apply this to (3.2.6) and
T1(µn, xn)⇒ T1(µ, x∞). (3.2.7)
For x ∈ [−∞,∞] and y ∈ (0,∞], the left side of (3.2.7) on the set [−∞, x]× (y,∞]
is
µn
(
[−∞, x]× (Y(d(k+1)te) − b(n/k)
a(n/k)
,∞])
and since
Y(i) − b(n/k)
a(n/k)
>
Y(d(k+1)te) − b(n/k)
a(n/k)
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iff
i < (k + 1)y−1 or
k + 1
i
> y,
the left side of (3.2.7) on the set [−∞, x]× (y,∞] is
1
k
n∑
i=1
(X∗
i
−β(n/k)
α(n/k)
, k+1
i
)([−∞, x]× (y,∞]).
The right side of (3.2.7) on the set [−∞, x]× (y,∞] is
µ
(
[−∞, x]× (y
γ − 1
γ
,∞]) = µ∗([−∞, x]× (y,∞]),
so we conclude
1
k
n∑
i=1
(X∗
i
−β(n/k)
α(n/k)
, k+1
i
) ⇒ µ∗ (3.2.8)
in M+
(
[−∞,∞]× (0,∞]). Recall µ∗(·) was defined in (2.1.9).
Now assuming (x, 1) is a continuity point of µ∗ we have
Hn(x) :=
1
k
k∑
i=1
(X∗
i
−β(n/k)
α(n/k)
, k+1
i
)([−∞, x]× (1,∞])
⇒µ∗([−∞, x]× (1,∞]) =: H(x), (3.2.9)
or in the topology of weak convergence on PM [−∞,∞], the probability mea-
sures on [−∞,∞],
Hn ⇒ H.
Define a map T2 on M+([−∞,∞]× [1,∞])× PM [−∞,∞] by
T2(m,G) = m
#
where
m#([0, z]× (y,∞]) = m([0, G(z)]× (y,∞])
or, for f ∈ C([0, 1]× [1,∞]),
m#(f) =
∫∫
f(G(x), y)m(dx, dy).
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This map is continuous at (m,G) provided G is continuous. To see this, let f be
continuous on [0, 1]× [1,∞] and suppose Gn ⇒ G and mn v→ m. Then∣∣∣∫∫ f(Gn(x), y)mn(dx, dy)− ∫∫ f(G(x), y)mn(dx, dy)∣∣∣
≤
∣∣∣∫∫ f(Gn(x), y)mn(dx, dy)− ∫∫ f(G(x), y)mn(dx, dy)∣∣∣
+
∣∣∣∫∫ f(G(x), y)mn(dx, dy)− ∫∫ f(G(x), y)m(dx, dy)∣∣∣
=I + II.
For I , convergence to 0 follows by uniform continuity of f and the fact that
Gn(x)→ G(x) uniformly in x. To verify II → 0, it suffices to note that f(G(x), y)
is continuous with compact support [−∞,∞]× [1,∞] and then use mn v→ m.
Combine (3.2.8) and (3.2.9) to get(1
k
k∑
i=1
(X∗
i
−β(n/k)
α(n/k)
, k+1
i
), Hn)⇒ (µ∗, H) (3.2.10)
inM+
(
[−∞,∞]× [1,∞])×PM [−∞,∞]. Apply the transformation T2 discussed
in the previous paragraph. The limit at [0, x] × (y,∞] is µ∗([−∞, H←(x)] ×
(y,∞]) = L[0, x]× (y,∞]. The converging sequence can be written as
1
k
k∑
i=1
(
Hn
(
X∗
i
−β(n/k)
α(n/k)
)
, k+1
i
).
Finally observe
Hn
(X∗i − β(n/k)
α(n/k)
)
=
1
k
k∑
l=1
1
[
X∗
l
−β(n/k)
α(n/k)
≤X
∗
i
−β(n/k)
α(n/k)
]
=
Ri
k
.
The result follows.
We propose three statistics that can be used to detect whether or not a CEV
model is appropriate, and if so, whether the model has a product measure in
the limit.
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3.2.2 The Hillish statistic, Hillishk,n
The Hill estimator (Hill [1975], Mason [1982], de Haan and Ferreira [2006],
Resnick [2007]) is a popular choice for estimating the tail parameter α of a
heavy-tailed distribution. We say that a distribution function F on R is heavy-
tailed with tail parameter α > 0 if
lim
t→∞
1− F (tx)
1− F (t) = x
−α for x > 0. (3.2.11)
If Z1, Z2, . . . , Zn are i.i.d from this distribution F and Z(1) ≥ Z(2) ≥ . . . ≥ Z(n) are
the orders statistics of the sample in decreasing order, then the Hill estimator
defined as
Hillk,n =
1
k
k∑
j=1
log
Z(i)
Z(k+1)
is a weakly consistent estimator of 1
α
as k, n → ∞, k/n → 0. One way to obtain
the consistency is to integrate the tail empirical measure and use its consistency.
See Resnick and Sta˘rica˘ [1995] or [Resnick, 2007, p. 81].
The Hillish statistic, based on the ranks of the sample, converges weakly to a
constant limit under the CEV model. The name is derived from the similarity of
proof of this convergence with that of the weak consistency of the Hill estimator.
Using the notation defined just prior to Section 2.1, and assuming (X,Y ) :=
{(X1, Y1), (X2, Y2), . . . , (Xn, Yn)}, the Hillish statistic for (X,Y ) is defined as
Hillishk,n(X,Y ) :=
1
k
k∑
j=1
log
k
Rj
log
k
j
. (3.2.12)
The following proposition provides a convergence result of the Hillish statistic
under conditions on k.
Proposition 3.2.2. Suppose (X1, Y1), (X2, Y2), . . . , (Xn, Yn) are i.i.d. observations
from a CEV model which follows (2.1.2)-(2.1.6) and suppose H as defined in (2.1.6)
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is continuous. Assume that k = k(n)→∞, n→∞ and k/n→ 0. Then
Hillishk,n
P→
∞∫
1
∞∫
1
µ∗([−∞, H←( 1
x
)]× (y,∞])dx
x
dy
y
=: Iµ∗ . (3.2.13)
Proof. Proposition 3.2.1 yields
1
k
n∑
i=1
(Ri
k
, k+1
i
)(·)⇒ L(·) (3.2.14)
in M+
(
[0, 1]× [1,∞]). Rewrite (3.2.14) for x ≥ 1, y > 1 as
µ∗n([x,∞]× (y,∞]) :=
1
k
n∑
i=1
( k
Ri
, k+1
i
)([x,∞]× (y,∞])
⇒µ∗([−∞, H←(1/x)]× (y,∞]). (3.2.15)
Observe that
In :=
∞∫
1
∞∫
1
µ∗n([x,∞]× (y,∞])
dx
x
dy
y
=
1
k
∞∫
1
∞∫
1
n∑
i=1
( k
Ri
, k+1
i
)([x,∞]× (y,∞])dx
x
dy
y
=
1
k
k∑
i=1
log
k
Ri
log
k + 1
i
=
1
k
k∑
i=1
log
k
Ri
(log
k
i
+ log
k + 1
k
)
=
1
k
k∑
i=1
log
k
Ri
log
k
i
+
(
log
k + 1
k
)1
k
k∑
i=1
log
k
Ri
= Hillishk,n + Ak (3.2.16)
where Ak :=
(
log k
k+1
)
1
k
k∑
i=1
log k
i
→ 0× 1 = 0 as k →∞. Hence if we show
In
P→
∞∫
1
∞∫
1
µ∗([−∞, H←( 1
x
)]× (y,∞])dx
x
dy
y
,
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then we are done. For N finite we know that
N∫
1
N∫
1
µ∗n([x,∞]× (y,∞])
dx
x
dy
y
P→
N∫
1
N∫
1
µ∗([−∞, H←(1/x)]× (y,∞])dx
x
dy
y
, (3.2.17)
since (3.2.15) implies that the integrand converges in probability and we can
use Pratt’s Lemma [Resnick, 1999, page 164] for the convergence of the inte-
gral. Note that as N → ∞ the right hand side in equation (3.2.17) converges to
∞∫
1
∞∫
1
µ∗([−∞, H←( 1
x
)]× (y,∞])dx
x
dy
y
. So we need to see what happens outside the
compact sets. In particular if we can show that for any δ > 0,
lim
N→∞
lim sup
n→∞
P
( ∞∫
N
∞∫
1
µ∗n([x,∞]× (y,∞])
dx
x
dy
y
> δ
)
= 0 (3.2.18)
and lim
N→∞
lim sup
n→∞
P
( ∞∫
1
∞∫
N
µ∗n([x,∞]× (y,∞])
dx
x
dy
y
> δ
)
= 0 (3.2.19)
then by a standard converging together theorem [Resnick, 2007, Theorem 3.5],
we are done. Observe that
0 ≤
∞∫
1
∞∫
N
µ∗n([x,∞]× (y,∞])
dx
x
dy
y
=
1
k
k∑
j=1
log
k
Rj
(log 1 ∨ log k
jN
)
≤
√√√√1
k
k∑
j=1
(
log
k
Rj
)2 1
k
k∑
j=1
(
log 1 ∨ log k
jN
)2 (Cauchy-Schwarz)
= Bkn × Ckn,N
where
B2kn =
1
k
k∑
j=1
(
log
k
Rj
)2
=
1
k
k∑
j=1
(
log
k
j
)2 ∼ 1∫
0
(− log x)2dx = 2
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and
C2kn,N =
1
k
k∑
j=1
(
0 ∨ log k
jN
)2
=
1
k
∑
j≤k/N
(
log
k
jN
)2
=
1
N
1
k/N
k/N∑
j=1
(
log
k
jN
)2 ∼ 1
N
1∫
0
(− log x)2dx = 1
N
× 2.
Hence
lim sup
n→∞
P
[ ∞∫
1
∞∫
N
µ∗n([x,∞]× (y,∞])
dx
x
dy
y
> δ
]
≤ lim sup
n→∞
P(Bkn × Ckn,N > δ)
and applying Fatou’s Lemma, this is bounded by
≤ P
[√
2× 2
N
> δ
]
→ 0 (N →∞).
This shows (3.2.19) holds and similarly we can show (3.2.18) holds, and we are
done.
Suppose (X,Y ) := {(X1, Y1), (X2, Y2), . . . , (Xn, Yn)} is a sample from a
CEV limit model with normalizing functions α, β, a, b and variational functions
ψ1, ψ2. Let the standardized limit measure be µ∗ as defined in (2.1.9). Also
H(x) = µ∗([−∞, x] × (1,∞]). Then (−X,Y ) is also a sample from a CEV limit
model but with normalizing functions α˜ = α, β˜ = −β, a˜ = a, b˜ = b and varia-
tional functions ψ˜1 = ψ1, ψ˜2 = −ψ2. In this case the standardized limit measure
is µ˜∗ and it is easy to check that for x ∈ R, y > 0,
µ˜∗([−∞, x]× (y,∞]) = µ∗([−x,∞]× (y,∞]). (3.2.20)
We also have for x ∈ R
H˜(x) := µ˜∗([−∞, x]× (1,∞]) = µ∗([−x,∞]× (1,∞]) = 1−H(−x). (3.2.21)
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Thus, for 0 < p < 1, we have,
H˜←(p) = −H←(1− p). (3.2.22)
The following proposition characterizes product measure in terms of limits
of the Hillish statistic for both (X,Y ) and (−X,Y ).
Proposition 3.2.3. Under the conditions of Proposition 3.2.2, µ∗ is a product measure
if and only if both
Hillishk,n(X,Y )
P→ 1 and Hillishk,n(−X,Y ) P→ 1.
Proof. Evaluating Iµ∗ , the limit of the Hillish statistic as proposed in Proposition
3.2.2, leads us to the above results. Recall that we assume H is continuous.
Define for any c > 0, the family H(c)(·) of distribution functions as follows:
H(c)(x) := c−1µ∗([−∞, x]× (c−1,∞]) = H(ψ1(c)x+ ψ2(c))
whereψ1, ψ2 are as defined in (2.1.10) and the second equality can be obtained by
using tc instead of t in the CEV model property (2.1.3) [Heffernan and Resnick,
2007, page 543]. Note that H(1) ≡ H according to our definition. Now,
µ∗([−∞, H←( 1
x
)]× (y,∞]) =1
y
× yµ∗([−∞, H←( 1
x
)]× (y,∞])
=
1
y
×H(ψ1(1/y)H←( 1
x
) + ψ2(1/y)). (3.2.23)
1. If µ∗ is a product measure then µ∗ = H × ν1 where ν1
(
(x,∞]) = x−1, x >
0. Similarly, µ˜∗ = H˜ × ν1. We know that µ∗ being a product measure is
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equivalent to ψ1 ≡ 1, ψ2 ≡ 0. Thus H(c) ≡ H for any c > 0. Thus
Iµ∗ =
∞∫
1
∞∫
1
µ∗([−∞, H←( 1
x
)]× (y,∞])dx
x
dy
y
=
∞∫
1
∞∫
1
1
y
H
(
H←(
1
x
)
)dx
x
dy
y
=
∞∫
1
∞∫
1
1
y
1
x
dx
x
dy
y
=
( ∞∫
1
1
x2
dx
)2
= 1.
Also
Iµ˜∗ =
∞∫
1
∞∫
1
µ˜∗([−∞, H˜←( 1
x
)]× (y,∞])dx
x
dy
y
=
∞∫
1
∞∫
1
µ∗([−H˜←(11
x
)
]× (y,∞])dx
x
dy
y
=
∞∫
1
∞∫
1
1
y
(
1−H(H←(1− 1
x
))dx
x
dy
y
=
( ∞∫
1
1
x2
dx
)2
= 1.
2. Conversely assume that Iµ∗ = Iµ˜∗ = 1. We know that ψ1(c) = cρ for some
ρ ∈ R. Let us consider the following cases:
(a) ρ = 0. This means ψ1 ≡ 1 and ψ2(c) = k log c for some k ∈ R. We will
show that k must be 0. If k > 0, then
Iµ∗ =
∞∫
1
∞∫
1
µ∗([−∞, H←( 1
x
)]× (y,∞])dx
x
dy
y
=
∞∫
1
∞∫
1
1
y
H
(
H←
(1
x
)− k log y))dx
x
dy
y
<
∞∫
1
∞∫
1
1
y
1
x
dx
x
dy
y
=
( ∞∫
1
1
x2
dx
)2
= 1.
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Similarly, we can show
Iµ∗

= 1 if k = 0
> 1 if k < 0.
and Iµ˜∗

> 1 if k > 0
= 1 if k = 0
< 1 if k < 0.
Thus for Iµ∗ = Iµ˜∗ = 1 to hold, we must have k = 0, which implies
ψ2 ≡ 0 and µ∗ becomes a product measure.
(b) ρ 6= 0. We will show that this is not possible under the assumption
Iµ∗ = Iµ˜∗ = 1. For c > 0,
ψ1(c) = c
ρ, ψ2(c) =
k
ρ
(cρ − 1)
for some k ∈ R. Assume first ρ > 0. Then ( 1
y
)ρ ≤ 1 for y ≥ 1.
Therefore, for such y,
(
1
y
)ρH←(
1
x
) +
k
ρ
((
1
y
)ρ − 1) ≤ H←( 1
x
) iff H←(
1
x
) +
k
ρ
≥ 0
iff x ≤ 1/H(−k
ρ
) =: δ, δ ≥ 1. (3.2.24)
Denote
χ(x, y) := H
(
(
1
y
)ρH←(
1
x
) +
k
ρ
((
1
y
)ρ − 1)), x ≥ 1, y ≥ 1. (3.2.25)
Since H is non-decreasing
1
y
χ(x, y) = µ∗([−∞, H←( 1
x
)]× (y,∞])
=
1
y
H
(
(
1
y
)ρH←(
1
x
) +
k
ρ
((
1
y
)ρ − 1))
≤ 1
y
H
(
H←(
1
x
)
)
=
1
x
· 1
y
iff x ≤ δ, y ≥ 1. (3.2.26)
Since Iµ∗ = 1, we have
∞∫
1
∞∫
1
1
y
χ(x, y)
dx
x
dy
y
= 1 =
∞∫
1
∞∫
1
1
x
1
y
dx
x
dy
y
. (3.2.27)
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We claim 1 < δ < ∞, since if δ is either 1 or ∞, then (3.2.26) and
(3.2.27) imply that χ(x, y) = 1
x
almost everywhere which means
(
1
y
)ρH←(
1
x
) +
k
ρ
((
1
y
)ρ − 1) = H←( 1
x
)
which is impossible for all y ≥ 1 when ρ > 0.
From (3.2.27) we have
∞∫
1
∞∫
1
1
y
[1
x
− χ(x, y)
]dx
x
dy
y
= 0,
that is,
∞∫
1
δ∫
1
1
y
[1
x
− χ(x, y)
]dx
x
dy
y
=
∞∫
1
∞∫
δ
1
y
[
χ(x, y)− 1
x
]dx
x
dy
y
= ∆ (say), (3.2.28)
where the integrands are non-negative on both sides using (3.2.26).
Now Iµ˜∗ = 1 implies that
1 =
∞∫
1
∞∫
1
µ˜∗([−∞, H˜←( 1
x
)]× (y,∞])dx
x
dy
y
=
∞∫
1
∞∫
1
µ˜∗([H←(1− 1
x
),∞]× (y,∞])dx
x
dy
y
=
∞∫
1
∞∫
1
1
y
(
1− µ∗([−∞, H←(1− 1
x
)]× (1,∞])
)dx
x
dy
y
=
∞∫
1
∞∫
1
1
y
(
1−H
(
ψ1(1/y)H
←(1− 1
x
) + ψ2(1/y)
))dx
x
dy
y
=
∞∫
1
∞∫
1
1
y
[
1− χ( x
x− 1 , y)
]dx
x
dy
y
.
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Use the transformation z = x
x−1 and the above equation becomes
1 =
∞∫
1
∞∫
1
1
y
1
z − 1
[
1− χ(z, y)
]dz
z
dy
y
=
∞∫
1
∞∫
1
1
y
1
z − 1
[1
z
− χ(z, y)
]dz
z
dy
y
+
∞∫
1
∞∫
1
1
y
1
z − 1
[
1− 1
z
]
dz
z
dy
y
=
∞∫
1
∞∫
1
1
z − 1
1
y
[1
z
− χ(z, y)
]dz
z
dy
y
+ 1.
Therefore we have
∞∫
1
∞∫
1
1
x− 1
1
y
[1
x
− χ(x, y)
]dx
x
dy
y
= 0.
Since χ(x, y) ≤ 1
x
if and only if x ≤ δ from (3.2.26), we have
∞∫
1
δ∫
1
1
x− 1
1
y
[1
x
− χ(x, y)
]dx
x
dy
y
=
∞∫
1
∞∫
δ
1
x− 1
1
y
[
χ(x, y)− 1
x
]dx
x
dy
y
(3.2.29)
where the integrands on both sides are non-negative. But referring to
(3.2.28) we have
∞∫
1
δ∫
1
1
x− 1
1
y
[1
x
− χ(x, y)
]dx
x
dy
y
≥ 1
δ − 1
∞∫
1
δ∫
1
1
y
[1
x
− χ(x, y)
]dx
x
dy
y
=
∆
δ − 1 (3.2.30)
with equality holding only if the integrand is 0 almost everywhere.
Similarly we have
∞∫
1
∞∫
δ
1
x− 1
1
y
[
χ(x, y)− 1
x
]dx
x
dy
y
≤ 1
δ − 1
∞∫
1
∞∫
δ
1
y
[
χ(x, y)− 1
x
]dx
x
dy
y
=
∆
δ − 1 (3.2.31)
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with equality holding only if the integrand is 0 almost everywhere.
The integrand cannot be 0 since it will imply χ(x, y) = 1
x
almost ev-
erywhere meaning ρ = 0. But our assumption is ρ > 0. Thus with
strict inequality holding for both (3.2.30) and (3.2.31) we have a con-
tradiction in equation (3.2.29). Thus we cannot have ρ > 0.
The case with ρ < 0 can be proved similarly.
Hence the result.
This corollary provides a detection technique for the limit measure being a
product measure. Given a sample of size n, we plot Hillishk,n for values of k and
then try to see whether it stabilizes close to 1 or not. If the statistic is close to
another value, this is evidence that the model is applicable but the limit measure
is not product.
3.2.3 The Pickandsish statistic, Pickandsishk,n(p)
Another way to check the suitability of the CEV assumption and to detect a
product measure in the limit is to use the Pickandsish statistic which is based
on ratios of differences of ordered concomitants. The statistic is patterned on the
Pickands estimate for the parameter of an extreme value distribution (Pickands
[1975], [de Haan and Ferreira, 2006, page 83], [Resnick, 2007, page 93]). For a
fixed k < n, recall that X∗1:k ≤ . . . ≤ X∗k:k are the order statistics in increas-
ing order from X∗1 , X∗2 , . . . , X∗k , the concomitants of Y(1) ≥ . . . ≥ Y(k), the order
statistics in decreasing order from Y1, Y2, . . . , Yn. For notational convenience for
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s ≤ t write Xs:t := Xdse:dte. Now define the Pickandsish statistic for 0 < p < 1,
Pickandsishk,n(p) :=
X∗pk:k −X∗pk/2:k/2
X∗pk:k −X∗pk/2:k
. (3.2.32)
Proposition 3.2.4. Suppose (X1, Y1), . . . , (Xn, Yn) follows a CEV model. Let 0 < p <
1, Then, as k, n→∞ with k/n→ 0, we have
Pickandsishk,n(p)
P→ H
←(p)(1− 2ρ)− ψ2(2)
H←(p)−H←(p/2) , (3.2.33)
provided H←(p) − H←(p/2) 6= 0. Here ψ1 and ψ2 are defined in (2.1.10) and ρ =
log(ψ1(c))/ log c.
Proof. Since Hn in (3.2.9) is a probability distribution converging to the limit H ,
we may invert the convergence and obtain [Resnick, 2007, Proposition 2.2, page
20],
H←n (z)
P→ H←(z)
for 0 < z < 1 for which H← is continuous. The convergence of H←n (·) translates
to
H←n (z) = inf{u ∈ R : Hn(u) ≥ z}
= inf{u ∈ R :
k∑
i=1
(X∗
i
−β(n/k)
α(n/k)
)[−∞, u] ≥ kz}
=
X∗dkze:k − β(n/k)
α(n/k)
⇒ H←(z) (3.2.34)
where X∗1:k ≤ . . . X∗k:k are the increasing order statistics of the concomitants
X∗1 , . . . X
∗
k .
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From (3.2.34), we have, for 0 < p ≤ 1, if k, n→∞ and k/n→ 0,
X∗pk:k − β(n/k)
α(n/k)
P→ H←(p), (3.2.35)
X∗(p/2)k:k − β(n/k)
α(n/k)
P→ H←(p/2), (3.2.36)
X∗pk/2:k/2 − β(2n/k)
α(2n/k)
P→ H←(p). (3.2.37)
Also recall from (2.1.10) that
lim
t→∞
α(tc)
α(t)
= ψ1(c) = c
ρ, lim
t→∞
β(tc)− β(t)
α(t)
= ψ2(c),
where ψ2 can be either 0 or ψ2(c) = D c
ρ−1
ρ
for some D 6= 0 and ρ ∈ R. Now note
that using Slutsky’s theorem we have
X∗pk:k −X∗pk/2:k/2
α(n/k)
=
X∗pk:k − β(n/k)
α(n/k)
− X
∗
pk/2:k/2 − β(2n/k)
α(2n/k)
× α(2n/k)
α(n/k)
− β(2n/k)− β(n/k)
α(n/k)
P→ H←(p)−H←(p)2ρ − ψ2(2),
and also,
X∗pk:k −X∗(p/2)k:k
α(n/k)
=
X∗pk:k − β(n/k)
α(n/k)
− X
∗
(p/2)k:k − β(n/k)
α(n/k)
P→ H←(p)−H←(p/2).
Since H←(p)−H←(p/2) 6= 0, another use of Slutsky gives us
Pickandsishk,n(p) =
(X∗pk:k −X∗pk/2:k/2)α(n/k)
(X∗pk:k −X∗(p/2)k:k)α(n/k)
P→ H
←(p)(1− 2ρ)− ψ2(2)
H←(p)−H←(p/2) .
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Corollary 3.2.5. Suppose there exists 0 < p1 < p2 < 1 such that H←(p1) < H←(p2),
and for i = 1, 2, H←(pi) − H←(pi/2) 6= 0. Then under the conditions of Proposition
3.2.4, µ∗ is a product measure if and only if
Pickandsishk,n(pi)
P→ 0, i = 1, 2.
Proof. 1o. Assume that µ∗ is a product measure. Then (ψ1, ψ2) ≡ (1, 0), i.e., ρ = 0
and ψ2 ≡ 0. Hence
H←(p)(1− 2ρ)− ψ2(2) = H←(p)(1− 1)− 0 = 0.
Therefore, provided 0 < p < 1 and H←(p) − H←(p/2) 6= 0, Proposition 3.2.4
implies Pickandsishk,n(p)
P→ 0.
2o. Conversely, suppose p1 < p2 and Pickandsishk,n(pi)
P→ 0, i = 1, 2. Hence
H←(p1)(1− 2ρ)− ψ2(2) = 0 (3.2.38)
1. Suppose ρ = 0 which means ψ1 ≡ 1. Then (3.2.38) implies ψ2(2) = 0 which
implies ψ2 ≡ 0. This means µ∗ is a product measure.
2. Suppose ρ 6= 0 and ψ2 ≡ 0. Then (3.2.38) implies H←(pi)(1 − 2ρ) = 0, i =
1, 2. This impliesH←(pi) = 0, i = 1, 2, a contradiction toH←(p1) < H←(p2).
So this supposition is not possible.
3. Suppose ρ 6= 0 and ψ2(c) = D cρ−1ρ for D 6= 0. Then (3.2.38) implies
(H←(pi) + Dρ )(1 − 2ρ) = 0, i = 1, 2. This means H←(pi) = −Dρ , i = 1, 2,
a contradiction to H←(p1) < H←(p2). So this supposition is not possible.
Hence we have that µ∗ is a product measure if for p1 < p2 we have
Pickandsishk,n(pi)
P→ 0, i = 1, 2.
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3.2.4 Kendall’s Tau, ρτ(k, n)
Classically, Kendall’s tau statistic (McNeil et al. [2005]) is used to measure
the strength of association between two rankings. We use a slightly modi-
fied version of the statistic using data pertaining to the k maximum Y -values:
Y(1) ≥ . . . ≥ Y(k), their concomitants X∗1 , . . . , X∗k and the ranks R1, . . . , Rk of
X∗1 , . . . , X
∗
k . The Kendall’s tau statistic is
ρτ (k, n) :=
4
k(k − 1)
∑
1≤i<j≤k
1{Ri<Rj} − 1. (3.2.39)
This statistic can also be used to show the appropriateness of the CEV model
and to decide if the limit measure is a product. We show that under the CEV
model ρτ (k, n) as defined in (3.2.39) converges in probability to a limiting con-
stant and when the CEV model holds with a product measure, the limit is 0.
First we prove a lemma on copulas in [0, 1]2 which leads to proving con-
vergence for the statistic ρτ (k, n). Recall that a two dimensional copula is any
distribution function defined on [0, 1]2 with uniform marginals (McNeil et al.
[2005]).
Lemma 3.2.6. Suppose {C∞, Cn n ≥ 1} are copulas on [0, 1]2, C∞ is continuous and
Cn ⇒ C∞. Then∫
[0,1]2
Cn(u−, v−)dCn(u, v)→
∫
[0,1]2
C∞(u, v)dC∞(u, v), (n→∞). (3.2.40)
Proof. Since Cn ⇒ C∞, the convergence is uniform, that is, we have
||Cn − C∞|| := sup
(u,v)∈[0,1]2
|Cn(u, v)− C∞(u, v)| → 0.
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Therefore∣∣∣ ∫
[0,1]2
Cn(u−, v−)dCn(u, v)−
∫
[0,1]2
C∞(u, v)dC∞(u, v)
∣∣∣
≤
∫
[0,1]2
|Cn(u−, v−)− C∞(u, v)|dCn(u, v)
+
∣∣∣ ∫
[0,1]2
C∞(u, v)dCn(u, v)−
∫
[0,1]2
C∞(u, v)dC∞(u, v)
∣∣∣
≤||Cn − C∞||+
∣∣∣ ∫
[0,1]2
C∞(u, v)dCn(u, v)−
∫
[0,1]2
C∞(u, v)dC∞(u, v)
∣∣∣
→ 0.
Remark 3.2.1. From Lemma 3.2.6 we get that if {Cn;n ≥ 1} are random proba-
bility measures and C∞ is continuous, then∫
[0,1]2
Cn(u−, v−)dCn(u, v) P→
∫
[0,1]2
C∞(u, v)dC∞(u, v) (3.2.41)
Define the following copulas on [0, 1]2:
Cµ∗n(x, y) :=
1
k
k∑
i=1
Rk
i
k
, i
k
([0, x]× [0, y]), (x, y) ∈ [0, 1]2 (3.2.42)
Cµ∗(x, y) := µ
∗([∞, H←(x)]× [y−1,∞]). (3.2.43)
Proposition 3.2.7. Suppose (X1, Y1), (X2, Y2), . . . , (Xn, Yn) are i.i.d. observations
from a CEV model which follows (2.1.2)-(2.1.6) and suppose H defined in (2.1.6) is
continuous. Assume that k = k(n)→∞, n→∞ and k/n→ 0. Then
ρτ (k, n)
P→ 4
∫
[0,1]2
Cµ∗(x, y)dCµ∗(x, y)− 1 =: Jµ∗ . (3.2.44)
If µ∗ is a product measure, Jµ∗ = 0
78
Proof. Proposition 3.2.1 implies that as k, n → ∞ with k/n → 0, for 0 ≤ x ≤ 1,
z ≥ 1
1
k
k∑
i=1
(Ri
k
, k+1
i
)([0, x]× [z,∞])⇒ µ∗([−∞, H←(x)]× (z,∞]).
Therefore, for 0 ≤ x, y ≤ 1,
Cµ∗n(x, y) :=
1
k
k∑
i=1
(Ri
k
, i
k
)([0, x]× [0, y]) = 1
k
k∑
i=1
(Ri
k
, i
k
)([0, x]× [0, y)) + oP (1)
⇒ µ∗([−∞, H←(x)]× (y−1,∞]) = Cµ∗(x, y).
since H is continuous, and replacing k+ 1 by k does not matter in the limit. This
shows that Cµn ⇒ Cµ∗ . From Lemma 3.2.6 and Remark 3.2.1 we have
S∗n :=
1∫
0
1∫
0
Cµ∗n(x−, y−)dCµ∗n(x, y)⇒
1∫
0
1∫
0
Cµ∗(x, y)dCµ∗(x, y).
Now note that
S∗n =
1∫
0
1∫
0
Cµ∗n(x−, y−)dCµ∗n(x, y) =
1
k
k∑
i=1
Cµ∗n(
Ri
k
−, i
k
−)
=
1
k2
k∑
i=1
k∑
l=1
{Rl
k
, l
k
}([0,
Ri
k
)× [0, i
k
)) =
1
k2
∑
1≤l<i≤k
1{Rl<Ri}
=
k(k − 1)
4k2
ρτ (k, n)− 1
k
.
Hence we have as k, n→∞with k/n→ 0,
ρτ (k, n) =
k
k − 1(4S
∗
n − 1) +
1
k − 1 ⇒ 4
1∫
0
1∫
0
Cµ∗(x, y)dCµ∗(x, y)− 1 =: Jµ∗ .
If µ∗ is a product, for 0 ≤ x, y ≤ 1,
Cµ∗(x, y) := µ
∗([−∞, H←(x)]× [y−1,∞]) = y ×H(H←(x)) = xy.
Hence
1∫
0
1∫
0
Cµ∗(x, y)dCµ∗(x, y) =
1∫
0
1∫
0
xydxdy =
1
4
and the result follows.
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Proposition 3.2.7 would detect that a limit is not a product if the statistics
stabilizes at a non-zero value. We have not been able to prove a limit of 0 implies
a product measure and doubt the truth of this statement.
Remark 3.2.2. The three statistics provided above each have their own advan-
tages and disadvantages.
• They are not hard to calculate.
• For the CEV model we have shown that all these statistics stabilize as
k, n→∞with k/n→ 0.
• The rank-based statistics Hillish and Kendall’s tau are smooth in nature as
the rank transform removes the extremely high or low values.
• The disadvantage of the Pickandsish statistic is that its plot lacks smooth-
ness and exhibits erratic behavior for small data sets.
• Obtaining distributional properties for these statistics would require fur-
ther limit conditions on the variables, presumably some form of second
order behavior.
3.3 Examples and applications
In this section we apply the three estimators proposed in Section 3.2 to data sets
and judge their performances in the various cases. First we deal with simulated
data from specific models discussed in Section 2.5 of Chapter 2. Then we apply
our techniques to Internet traffic data.
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3.3.1 Simulation from known CEV limit models
Example 3.3.1. Let X and Y be independent random variables with X ∼ N(0, 1)
and Y ∼ Pareto(1). Then the following convergence holds in M+([−∞,∞] ×
(0,∞]) (actually it is an equality)
tP
[(
X,
Y
t
)
∈ [−∞, x]× (y,∞]
]
= Φ(x)y−1, −∞ < x <∞, y ≥ 1
where Φ denotes the standard normal distribution function. We have a CEV
model here with α ≡ 1, β ≡ 0, a(t) = t, b ≡ 0. The limit measure is a product.
Hence, theoretically
Pickandsishk,n(p)
P→ 0, 0 < p < 1, Hillishk,n P→ 1, ρτ (k, n) P→ 0.
We simulate a sample of size n = 1000 and plot the above estimators for 1 ≤
k ≤ n. For the Pickandsish statistic we have chosen p = 0.5. The simulated data
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Figure 3.1: Pickandsishk,n(0.5), Hillishk,n and ρτ (k, n) for Example 3.3.1
supports the theoretical results stated.
Example 3.3.2. LetX and Z be independent Pareto random variables whereX ∼
Pareto(ρ) and Z ∼ Pareto(1 − ρ) with 0 < ρ < 1. Define Y = X ∧ Z. Then we
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can check that the following holds in M+([0,∞] × (0,∞]): For x ≥ y > 0 and t
large,
tP
[(X
t
,
Y
t
)
∈ [0, x]×(y,∞]
]
=
1
y1−ρ
( 1
yρ
− 1
xρ
)
=
1
y
(
1− y
ρ
xρ
)
=: µ∗([0, x]×(y,∞]).
Theoretically the values of the limits of Hillishk,n and Pickandsishk,n(p) are as
follows.
Hillishk,n
P→
∞∫
1
∞∫
1
µ∗([0, H←(
1
x
)]× (y,∞])dx
x
dy
y
=
∞∫
x=1
( x
x−1 )
1/ρ∫
y=1
1
y
(
1− y
ρ
x
x−1
)dx
x
dy
y
=
∞∫
x=1
[
1− 1
1− ρ
x− 1
x
+
ρ
1− ρ
(x− 1
x
)1/ρ]dx
x
=
ρ
1− ρ
∞∫
x=1
∞∑
k=2
(
1/ρ
k
)(1
x
)k+1
dx =
ρ
1− ρ
∞∑
k=2
(
1/ρ
k
)
1
k
.
Now for 0 < p < 1 we have,
Pickandsishk,n(p)
P→ H
←(p)(1− 2ρ)− ψ2(2)
H←(p)−H←(p/2) =
1− 2ρ
1− ( 1−p
1−p/2
)1/ρ .
For calculating the Kendall’s tau statistics observe that from definition we have:
Cµ∗(x, y) = y
(
1− 1
yρ
(1− x)
)
= y − y1−ρ(1− x),
dCµ∗(x, y) = (1− ρ)y−ρ.
Hence we have
1∫
0
1∫
0
Cµ∗(x, y)dCµ∗(x, y) = (1− ρ)
1∫
0
1∫
0
(y − y1−ρ(1− x))y−ρdxdy
=
1− ρ
2− ρ −
1
4
.
Therefore
ρτ (k, n)
P→ 4
1∫
0
1∫
0
Cµ∗(x, y)dCµ∗(x, y)− 1
=
4(1− ρ)
2− ρ − 2 = −
2ρ
2− ρ.
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For ρ = 0.5 and p = 0.5, theoretically we have
Pickandsishk,n(0.5)
P→ −0.75, Hillishk,n P→ 0.5, ρτ (k, n) P→ −0.67.
We simulate a sample of size n = 1000 with ρ = 0.5 and plot the three statistics
for 1 ≤ k ≤ n. For the Pickandsish statistic we have chosen p = 0.5. The graphs
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Figure 3.2: Pickandsishk,n(0.5), Hillishk,n and ρτ (k, n) for Example 3.3.2
are consistent with the obtained theoretical limits.
3.3.2 Internet traffic data
The internet forms a network computers where enormous amount of informa-
tion and resources are exchanged between users. Consider data being trans-
mitted between a pair of internet servers. The natural quantities of interest are
the amount of data being transmitted in a session, the transmission duration
and the average transmission rate. Empirical evidence has shown that the for-
mer two variables are often heavy-tailed in nature [Maulik et al., 2002, Resnick,
2003, Sarvotham et al., 2005].
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We study a particular data set of GPS-synchronized traces that were
recorded at the University of Auckland http://wand.cs.waikato.ac.nz/wits. The
data has been downloaded and processed into sessions by Luis Lopez Oliveros,
Cornell University.The raw data contains measurements on packet size, arrival
time, source and destination IP, port number, Internet protocol, etc. We consider
traces corresponding exclusively to incoming TCP traffic sent on December 8,
1999, between 3 and 4 p.m. The packets were clustered into end-to-end (e2e) ses-
sions which are clusters of packets with the same source and destination IP ad-
dress such that the delay between arrival of two successive packets in a session
is at most two seconds. We observe three variables {(Si, Li, Ri) : 1 ≤ i ≤ 54353}:
Si = size or number of bytes transmitted in a session,
Li = duration or length of the session,
Ri =
Si
Li
or average transfer rate associated with a session.
First, let us look at some summary statistics from the data:
Statistics S (in bytes) L (in sec) R (in bytes/sec)
min 56 0.000009 26.1468
Q1 359 0.5584 305.9999
median 903 1.4155 1019.1
Q3 6000 3.3976 4399.0
max 20566937 1060.2 12591000
Std. dev. 194990 14.8710 276000
The summary shows a concentration towards smaller values and a standard
modeling procedure will fail to capture the right tail of the data for S and L.
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Figure 3.3: Histograms: top row - S and L; bottom row - logS and logL.
Hence the need for extreme-value modeling. We provide histograms of S, L and
logS, logL in Figure 3.3 with 50 equi-spaced bins which supports our premise. A
bivariate histogram of logS and logL with 50× 50 bins in Figure 3.4 illuminates
this further.
One way to model the data using EVT is to go through the Peaks Over Thresh-
old or POT method. Here the data is assumed to follow a Generalized Pareto
Distribution (GPD) over a threshold and below the threshold it is either as-
sumed to have some other parametric form or is estimated empirically. A dis-
cussion of the POT method can be found in [Embrechts et al., 1997, Chap 6].
Instead of this technique we use the CEV to model our data set as we will see
evidence of the transfer rate R, not being in any extreme-value domain of at-
traction.
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Figure 3.4: Bivariate histogram of logS and logL.
First we check whether the individual variables are heavy-tailed or not. The
Pickands estimator and moment estimators are weakly consistent for the ex-
treme value parameter γ (de Haan and Ferreira [2006]) when the distribution of
the variable under consideration is in D(Gγ) as in (1.1.1). We plot these estima-
tors over 1 ≤ k ≤ n and observe whether they stabilize over an interval. The
Pickands plot indicates that the Pickands estimates of the extreme value param-
eter are stable for size and duration but not for the transfer rate. The moment
plot on the other hand shows that the moment estimate of the extreme-value
parameter stabilizes for duration but does not do that clearly for either size or
transfer rate. Recall that the CEV model is applicable if either of the variables is
in the domain of attraction of an extreme-value distribution. Clearly there is an
indication that transfer rate might not be in an extreme value domain.
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Figure 3.5: Pickands plot of the EV parameter for S, L and R.
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Figure 3.6: Moment estimate plot of the EV parameter for S, L and R.
Now we turn to the three statistics we have devised in this paper first to
detect whether we have a CEV model and then to check whether the limit mea-
sure is a product. First we consider the pair (R,L) assuming the distribution
of L is in D(Gγ) for some γ ∈ R. Then we consider the pair (R, S) assuming
the distribution of S is in D(Gλ) for some λ ∈ R. Observe from Figure 3.7 that
neither of the three statistics stabilize for the observations (R,L). Hence a CEV
model might not be the right model to apply. On the other hand for (R, S), all
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Figure 3.7: The three detectors: top row - R vs. L; bottom row - R vs. S.
the statistics stabilize at some point. But it is clear they are not stabilizing at a
point to indicate product measure. Hence we have evidence to model (transfer
rate, size) as a CEV model with a non-product limit. Note that this also indicates
that we should be able to standardize to regular variation on [0,∞]× (0,∞].
The more irregular behavior of the Pickandsish statistic can be attributed to
the use of difference of quantiles in the denominator of the statistic which oc-
casionally is very small creating large perturbations. Also note that these are
exploratory technique. Our results in Section 3.2 suggest that the statistics con-
verge as k, n, n/k → ∞ but as we have a fixed sample size n here we aim for
stability in a two-dimensional plot as k runs from 1 to n.
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3.4 Conclusion
The CEV model is intended to provide us with a deeper understanding of mul-
tivariate distributions which have some components in an extreme-value do-
main. In our discussion, we have provided statistics to detect the CEV model
in a bivariate set up. These three statistics perform differently for different data
sets as we have noted in our examples. A further step would be to find asymp-
totic distributions for these statistics. On another direction, it would be nice to
obtain statistics for detection of conditional models in a multivariate set up of
dimension more than two.
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CHAPTER 4
QQ PLOTS, RANDOM SETS AND HEAVY TAILS
4.1 Introduction
Given a random sample of univariate data points, a pertinent question is
whether this sample comes from some specified distribution F . A variant ques-
tion is whether the sample is from a location/scale family derived from F . Deci-
sion techniques are based on how close the empirical distribution of the sample
and the distribution F are for a sample of size n. The empirical distribution
function of the i.i.d. random variables X1, . . . , Xn is
Fn(x) :=
1
n
n∑
i=1
I(Xi ≤ x), −∞ < x <∞.
The Kolmogorov-Smirnov (KS) statistic is one way to measure the distance
between the empirical distribution function and the distribution function F .
Glivenko and Cantelli showed (see, for example, Serfling [1980]) that the KS-
statistic converges to 0 almost surely. The QQ (or quantile-quantile) plot is
another commonly used device to graphically, quickly and informally test the
goodness-of-fit of a sample in an exploratory way. It has the advantage of being
a graphical tool, which is visually appealing and easy to understand. The QQ
plot measures how close the sample quantiles are to the theoretical quantiles.
For 0 < p < 1, the pth quantile of F is defined by
F←(p) := inf{x : F (x) ≥ p}. (4.1.1)
The sample pth quantile can be similarly defined as F←n (p). If X1:n ≤ X2:n ≤
. . . ≤ Xn:n are the order statistics from the sample, then F←n (p) = Xdnpe:n, where
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as usual dnpe is the smallest integer greater than or equal to np. For 0 < p < 1,
Xdnpe:n is a strongly consistent estimator of F←(p) [Serfling, 1980, page 75].
Rather than considering individual quantiles, the QQ plot considers the sam-
ple as a whole and plots the sample quantiles against the theoretical quantiles of
the specified target distribution F . If we have a correct target distribution, the
QQ plot hugs a straight line through the origin at an angle of 45◦. Sometimes
we have a location and scale family correctly specified up to unspecified loca-
tion and scale and in such cases, the QQ plot concentrates around a straight line
with some slope (not necessarily 45◦) and intercept (not necessarily 0); the slope
and intercept estimate the scale and location. Since a variety of estimation and
inferential procedures in the practice of statistics depends on the assumption of
normality of the data, the normal QQ plot is one of the most commonly used.
It is intuitive and widely believed that the QQ plot should converge to a
straight line as the sample size increases. Our goal here is to formally prove the
convergence of the QQ plot considered as a random closed set in R2. This set of
points that form the QQ plot in R2 is
Sn := {(F←( i
n+ 1
), Xi:n), 1 ≤ i ≤ n} (4.1.2)
where the function F←(·) is defined by (4.1.1). For each n, Sn is a random closed
set. Note that if {Sn} has an almost sure limit S, then this limit set must be
almost surely constant by the Hewitt-Savage 0 − 1 law [Billingsley, 1995]. A
straight line (or some closed subset of a straight line) is also a closed set in R2.
Under certain regularity conditions on F , we show that the random set Sn con-
verges in probability to a straight line (or some closed subset of a straight line),
in a suitable topology on closed subsets of R2. We also show the asymptotic
consistency of the slope of the least squares line through the QQ plot when the
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distribution F has bounded support and eventually extend these ideas to the
case of heavy-tailed distributions.
Section 4.2 is devoted to preliminary results on the convergence of random
closed sets. We also discuss a standard result on convergence of quantiles and,
because of our interest in heavy tails, we introduce the concept of regular varia-
tion. In Section 4.3, we assume the random variables have a specified distribu-
tion F and we consider convergence of the random closed sets Sn forming the
QQ plot. In Section 4.4, we discuss how to apply the QQ plot to heavy-tailed
data. We assume that the distribution tail is regularly varying with unknown
tail index or, slowly varying component and show how the QQ plot can verify
the heavy-tailed assumption and estimate α. The usual QQ plot is not informa-
tive here in a statistical sense and hence must be modified by thresholding and
transformation.
In Example 4.3.1 we have convergence of a log-transformed version of the
QQ plot to a straight line when the distribution of the random sample is Pareto.
Now Pareto being a special case of a distribution with regularly varying tail,
we use the same plotting technique for random variables having a regularly
varying tail after thresholding the data. We provide a convergence in probabil-
ity result considering the k = k(n) upper order statistics of the data set where
k →∞ and k/n→ 0. Note that this technique has been used in Chapter 3 in or-
der to detectect heavy-tails marginally in the process of detecting a CEV model.
In Section 4.5, a continuity result is provided for a least squares line through
these special kinds of closed sets. Section 4.6 connects the ideas of sections 4.4
and 4.5 to give added perspective on the known asymptotic consistency of the
slope of the least squares line through the QQ plot as a tail index estimator for
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the heavy-tailed distribution considered. See Kratz and Resnick [1996], Beirlant
et al. [1996].
Notational convention: Bold fonts with small letters are used for vectors, bold
fonts with capital letters for sets and calligraphic capital letters for collection of
sets.
4.2 Preliminaries
4.2.1 Closed sets and the Fell topology
We denote the distance between the points x and y by d(x,y); Fd,Gd and Kd are
the classes of closed, open and compact subsets ofRd respectively. The subscript
specifying the dimension of the space is dropped for convenience and used only
when this needs to be emphasized for clarity. We are interested in closed sets
because the sets of interest such as Sn are random closed sets. There are several
ways to define a topology on the space of closed sets. The Vietoris topology
and the Fell topology are frequently used and these are hit-or-miss kinds of
topologies. We shall discuss the Fell topology below. For further discussion
refer to Beer [1993], Matheron [1975], Molchanov [2005].
For a set B ⊂ Rd, define FB as the class of closed sets hitting B and FB as
the class of closed sets disjoint from B:
FB = {F : F ∈ F , F
⋂
B 6= ∅}, FB = {F : F ∈ F , F
⋂
B = ∅}.
Now the space F can be topologized by the Fell topology which has as its sub-
base the families {FK ,K ∈ K} and {FG,G ∈ G}.
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A sequence {F n} converges in the Fell topology towards a limitF inF (writ-
ten F n → F ) if and only if it satisfies two conditions:
1. If an open set G hits F , G hits all F n, provided n is sufficiently large.
2. If a compact set K is disjoint from F , it is disjoint from F n for all suffi-
ciently large n.
The following result [Matheron, 1975] provides useful conditions for conver-
gence.
Lemma 4.2.1. For F n,F ∈ F , n ≥ 1,F n → F as n→∞ if and only if the following
two conditions hold:
•For any y ∈ F , for all large n, ∃ yn ∈ F n s.t. d(yn,y)
n→∞−→ 0 . (4.2.1)
•For any subsequence {nk}, if ynk ∈ F nk converges, then limk→∞ynk ∈ F . (4.2.2)
Furthermore, convergence of sets Sn → S in K (with the relativized Fell topol-
ogy from F) is equivalent to the analogues of (4.2.1) and (4.2.2) holding as well as
supj≥1 sup{‖x‖ : x ∈ Sj} <∞ for some norm ‖ · ‖ on Rd.
We are going to define random sets in the next subsection. Lemma 4.2.1 can
be used to characterize almost sure convergence or convergence in probability
of a sequence of random sets to a non-random limit.
The following definition provides a natural and customary notion of dis-
tance between compact sets. It will be useful in finding examples.
Definition 4.2.1 (Hausdorff Metric). Suppose d : Rd × Rd → R+ is a metric on Rd
and for S ∈ K and δ > 0, define the δ-neighborhood or δ-swelling of S as
Sδ = {x : d(x,y) < δ for some y ∈ S}. (4.2.3)
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Then for S,T ∈ K, define the Hausdorff metric [Matheron, 1975] D : K×K → R+ by
D(S,T ) = inf{δ : S ⊂ T δ,T ⊂ Sδ}. (4.2.4)
The topology usually used on K is the myopic topology with sub-base ele-
ments {KF , F ∈ F} and {KG,G ∈ G}. The myopic topology on K is stronger
than the Fell topology relativized to K. The topology on K′ = K \ {∅} generated
by the Hausdorff metric is equivalent to the myopic topology onK′ [Molchanov,
2005, page 405]. Hence convergence in the Hausdorff metric would imply con-
vergence in Fell topology relativized to K but not the other way round. This
idea suffices for our examples.
In certain cases, convergence on F can be reduced to convergence on K.
Lemma 4.2.2. Suppose F n,F ∈ F , n ≥ 1 and there exist K1 ⊂ K satisfying
1.
⋃
K∈K1
K = Rd.
2. For δ > 0 and K ∈ K, we have Kδ ∈ K1.
3. F n
⋂
K → F
⋂
K, ∀K ∈ K1.
Then F n → F in F .
Remark 4.2.1. The converse is false. Let d = 1, F n = {1/n}, F = {0} and
K = [−1, 0]. Then F n → F but
F n
⋂
K = ∅ 6→ F
⋂
K = F .
The operation of intersection is not a continuous operation inF×F [Molchanov,
2005, page 400]; it is only upper semicontinuous [Matheron, 1975, page 9].
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Proof. We use Lemma 4.2.1 in both directions. If x ∈ F , there exist K ∈ K1 and
x ∈K. So x ∈ F ∩K and from Lemma 4.2.1, since F n∩K → F ∩K as n→∞,
we have existence of xn ∈ F n ∩K and xn → x. So we have produced xn ∈ F n
and xn → x as required for (4.2.1).
To verify (4.2.2), suppose {xnk} is a subsequence such that xnk ∈ F nk and
{xnk} converges to, say, x∞. We need to show x∞ ∈ F . There exists K∞ ∈ K1
such that x∞ ∈ K∞. For any δ > 0, xnk ∈ Kδ∞ ∈ K1 for all sufficiently large nk.
So xnk ∈ F nk ∩Kδ∞. Since F nk ∩Kδ∞ → F ∩Kδ∞, we have limk→∞ xnk = x∞ ∈
F ∩Kδ∞. So x ∈ F .
The next result shows when a point set approximating a curve actually con-
verges to the curve. For this Lemma,C(0, 1] is the class of real valued continuous
functions on (0, 1] and, Dl(0, 1] and Dl(0,∞] are the classes of left continuous
functions with finite right hand limits on (0, 1] and (0,∞] respectively.
Lemma 4.2.3. Suppose 0 ≤ x(·) ∈ C(0, 1] is continuous on (0, 1] and strictly decreas-
ing with lim↓0 x() =∞. Suppose further that yn(·) ∈ Dl(0, 1] and y(·) ∈ C(0, 1] and
yn → y locally uniformly on (0, 1]; that is, uniformly on compact subintervals bounded
away from 0. Then for k = k(n)→∞,
F n → F in F2, where
F n := {
(
x(
j
k
), yn(
j
k
)
)
; 1 ≤ j ≤ k}
F := {(x(t), y(t)); 0 < t ≤ 1} = {(u, y(x←(u)));x(1) ≤ u <∞}.
Proof. Pick t ∈ (0, 1], so that (x(t), y(t)) ∈ F . Then
F n 3
(
x
(dkte
k
)
, yn
(dkte
k
))
→ (x(t), y(t)) ∈ F ,
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in R2, verifying (4.2.1). For (4.2.2), Suppose
(
x
( j(n′)
k(n′)
)
, yn′
( j(n′)
k(n′)
)) ∈ F n′ is a con-
vergent subsequence in R2. Then x
( j(n′)
k(n′)
)
is convergent in R and because x(·) is
strictly monotone,
( j(n′)
k(n′)
)
converges to some l ∈ (0, 1]. Therefore
F n′ 3
(
x
( j(n′)
k(n′)
)
, yn′
( j(n′)
k(n′)
))
→ (x(l), y(l)) ∈ F ,
which verifies (4.2.2).
4.2.2 Random closed sets and weak convergence
In this section, we review definitions and characterizations of weak conver-
gence of random closed sets. In subsequent sections we will show convergence
in probability, but since the limit sets will be non-random, weak convergence
and convergence in probability coincide. See also Matheron [1975], Molchanov
[2005].
Let (Ω,A, P ′) be a complete probability space. F is the space of all closed
sets in Rd topologized by the Fell topology. Let σF denote the Borel σ-algebra
of subsets of F generated by this topology. A random closed set X : Ω 7→ F
is a measurable mapping from (Ω,A, P ′) to (F , σF). Denote by P the induced
probability on σF , that is, P = P
′ ◦ X−1. A sequence of random closed sets
{Xn}n≥1 weakly converges to a random closed set X with distribution P if
the corresponding induced probability measures {Pn}n≥1 converge weakly to
P , i.e.,
Pn(B) = P ′ ◦X−1n (B)→ P (B) = P
′ ◦X−1(B), as n→∞,
for each B ∈ σF such that P (∂B) = 0.
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This is not always straightforward to verify from the definition. The fol-
lowing characterization of weak convergence in terms of sup-measures [Ver-
vaat, 1997] is useful. Suppose h : Rd 7→ R+ = [0,∞). For X ⊂ Rd, define
h(X) = {h(x) : x ∈X} and h∨ is the sup-measure generated by h defined by
h∨(X) = sup{h(x) : x ∈X}
[Molchanov, 2005, Vervaat, 1997]. These definitions permit the following char-
acterization [Molchanov, 2005, page 87].
Lemma 4.2.4. A sequence {Xn}n≥1 of random closed sets converges weakly to a ran-
dom closed set X if and only if Eh∨(Xn) converges to Eh∨(X) for every non-negative
continuous function h : Rd 7→ R with a bounded support.
4.2.3 Convergence of sample quantiles
The sample quantile is a strongly consistent estimator of the population quantile
(Serfling [1980], page 75). The weak consistency of sample quantiles as estima-
tors of population quantiles was shown by Smirnov [1949]; see also [Resnick,
1999, page 179]. We will make use of the Glivenko-Cantelli lemma describing
uniform convergence of the sample empirical distribution and also take note of
the following quantile estimation result.
Lemma 4.2.5. Suppose F is strictly increasing at F←(p) which means that for all
 > 0,
F (F←(p− )) < p < F (F←(p+ )).
Then the pth sample quantile, Xdnpe:n is a weakly consistent quantile estimator,
Xdnpe:n
P→ F←(p)
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As before, dnpe is the 1st integer ≥ np and Xi:n is the ith smallest order statistic.
4.3 QQ plots from a known distribution: Random sets converg-
ing to a constant set
In this section, we will use the results in Section 4.2 to show the convergence
of the random closed sets given by (4.1.2) consisting of the points forming the
QQ plot to a non-random set in R2. We will consider the class of distributions
which are continuous and strictly increasing on their support. This result will
be derived from the easily proven case where we have i.i.d. random variables
from a uniform distribution. We are particularly interested in heavy tailed dis-
tributions, so we will provide a special case result for the Pareto distribution
which is the exemplar of a heavy tailed distribution.
Proposition 4.3.1. Suppose X1, . . . , Xn are i.i.d. with common distribution F (·) and
X1:n ≤ X2:n ≤ . . . ≤ Xn:n are the order statistics from this sample. If F is strictly
increasing and continuous on its support, then
Sn := {(F←( i
n+ 1
), Xi:n); 1 ≤ i ≤ n}
converges in probability to
S := {(x, x);x ∈ support(F )}
in F2.
Proof. We first prove the proposition for the case when F is uniform on [0, 1].
More general cases will follow from this case.
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Case 1: F (·) is the Uniform distribution on [0, 1].
Denote the order statistics of Uniform[0, 1] by U1:n ≤ U2:n ≤ . . . ≤ Un:n. Define
Un := {( i
n+ 1
, Ui:n), 1 ≤ i ≤ n} (4.3.1)
and
U := {(x, x) : 0 ≤ x ≤ 1}. (4.3.2)
We show Un
a.s.→ U in K2 which implies Un P→ U . First note that
sup
j≥1
sup{||x|| : x ∈ U j} < 2
where || · || is the Euclidean norm in R2. We apply the convergence criterion
given in Lemma 4.2.1 now. The empirical distribution Un(x) = n−1
∑n
i=1 I(Ui ≤
x) converges uniformly for almost all sample paths to x, 0 ≤ x ≤ 1. Without
loss of generality suppose this true for all sample paths. Then for all sample
paths, the same is true for the inverse process U←n (p) = Udnpe:n, 0 ≤ p ≤ 1; that is
sup
0≤p≤1
|Udnpe:n − p| → 0, (n→∞).
Pick 0 ≤ y ≤ 1 and let y = (y, y) ∈ U . For each n, define yn by
yn =
( dnye
n+ 1
, Udnye:n
)
, (4.3.3)
so that yn ∈ Un. Since |ny − dnye| ≤ 1 , dnye/(n+ 1)→ y and since Udnye:n → y,
we have yn → (y, y) ∈ U . Hence criterion (4.2.1) from Lemma 4.2.1 is satisfied.
Now suppose we have a subsequence {nk} such that ynk ∈ Unk converges.
Then ynk is of the form ynk = (ink/(nk + 1), Uink :nk) for some 1 ≤ ink ≤ n and
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for some x ∈ [0, 1], we have ink/(nk + 1) → x and hence also ink/nk → x. This
implies
Uink :nk = Udnk·
ink
nk
e:nk → x,
and therefore ynk → (x, x) as required for (4.2.2). Therefore Un
a.s.→ U and this
concludes consideration of case 1.
Now we analyze the general case where X1, . . . , Xn are i.i.d. with com-
mon distribution F (·). According to Lemma 4.2.4, we must prove for any non-
negative continuous h : R2 7→ R+ with compact support that as n→∞,
E
(
h∨(Sn)
)→ E(h∨(S)).
Since F is continuous, F (X1), F (X2), . . . , F (Xn) are i.i.d. and uniformly dis-
tributed on [0, 1]. Therefore from case 1 we have that
Un := {( i
n+ 1
, F (Xi:n)); 1 ≤ i ≤ n}
d
= { i
n+ 1
, Ui:n); 1 ≤ i ≤ n}
a.s.→ {(x, x); 0 ≤ x ≤ 1} = U . (4.3.4)
in K2. We now proceed by considering cases which depend on the nature of
the support of F . We will need the following identity. For any closed set X ,
function f : R2 7→ R+ and function ψ : R2 7→ R2, we have,
f∨ ◦ ψ(X) = sup
t∈ψ(X)
f(t) = sup
s∈X
f(ψ(s)) = sup
s∈X
f ◦ ψ(s) = (f ◦ ψ)∨(X). (4.3.5)
It should be noted here that since F is strictly increasing and continuous on
its support, F← is unique.
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Case 2: The support of F is compact, say [a, b].
This implies F←(0) = a, F←(1) = b. Define the map g : [0, 1]2 7→ [a, b]2 by
g(x, y) = (F←(x), F←(y)).
Since F is strictly increasing, observe that g(Un)=Sn and g(U) = S. Define
g∗ : R2 7→ R2 as the extension of g to all of R2:
g∗(x, y) = (g1(x), g1(y))
where
g1(z) =

F←(z), 0 ≤ z ≤ 1
a(1 + z), −1 ≤ z ≤ 0
b(2− z), 1 ≤ z ≤ 2
0 otherwise.
This makes g∗ : R2 7→ R2 continuous. Since both Un and U are subsets of
[0, 1] × [0, 1], we have g(Un) = g∗(Un) and g(U) = g∗(U). Let f be a non-
negative continuous function on R2 with bounded support and we have, as
n→∞, using (4.3.5),
Ef∨(Sn) = Ef∨(g(Un)) = Ef∨(g∗(Un))
= E(f ◦ g∗)∨(Un)→ E(f ◦ g∗)∨(S).
The previous convergence results from f ◦ g∗ : R2 7→ R+ being continuous with
bounded support, Un
P→ U , and Lemma 4.2.4. The term to the right of the
convergence arrow above equals
= Ef∨(g∗(U)) = Ef∨(g(U)) = Ef∨(S).
Therefore Sn converges to S weakly and hence in probability.
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Case 3: The support of F is R = (−∞,∞).
Now define g : (0, 1)2 7→ R2 by
g(x, y) = (F←(x), F←(y)).
Since F is strictly increasing, g(Un) = Sn and g(U ∩ (0, 1)2) = S. Let f be
a continuous function with bounded support in [−M,M ]2, for some M > 0.
Extend the definition of g to all of R2 by defining g∗ : R2 7→ R2 as
g∗(x, y) = (g1(x), g1(y)),
where
g1(z) =

F←(z), F (−M) ≤ z ≤ F (M),
−M +M z−F (−M)
F (−M−1)−F (−M) , F (−M − 1) ≤ z ≤ F (−M),
M −M z−F (M)
F (M+1)−F (M) , F (M) ≤ z ≤ F (M + 1)
0 otherwise
Therefore g∗ : R2 7→ R2 is continuous. Now note that since support(f) ⊆
[−M,M ]2 and g(x, y) = g∗(x, y) for (x, y) ∈ [−M,M ]2, we will have f ◦g = f ◦g∗.
Therefore
Ef∨(Sn) = Ef∨(g(Un)) = E(f ◦ g)∨(Un) = E(f ◦ g∗)∨(Un)→ E(f ◦ g∗)∨(U).
As with Case 2, the convergence follows from f ◦g∗ : R2 7→ R+ being continuous
with bounded support, Un
P→ U and Choquet’s Theorem (Lemma 4.2.4). The
term to the right of the convergence arrow equals
= E(f ◦ g)∨(U ) = Ef∨(g(U )) = Ef∨(S).
Therefore Sn converges to S weakly. But since S is a non-random set, this con-
vergence is true also in probability.
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Case 4: The support of F is of the form [a,∞) or (−∞, b].
This case can be examined in a similar manner as we have done for Cases 2 and
3 by considering each end-point of the interval of support of F according to its
nature.
Example 4.3.1. Here are two examples of the Proposition where the target distri-
bution is of known form. In the first example the distribution is the exponential
and in the second, the distribution is the Pareto. The second is reduced to the
first by a log-transform.
(a) If F is exponential with parameter α > 0, i.e., F (x) = 1 − e−αx, x > 0, we
have
{(− 1
α
log(1− i
n+ 1
), Xi:n); 1 ≤ i ≤ n} P→ {(x, x) : 0 ≤ x <∞}.
(b) If F is Pareto with parameter α > 0, i.e., F (x) = 1− x−α, x > 1, we have
{(− log(1− i
n+ 1
), logXi:n); 1 ≤ i ≤ n} P→ {(x, x
α
) : 0 ≤ x <∞}.
4.4 QQ plots: Convergence of random sets in the regularly
varying case
The classical QQ plot can be graphed only if we know the hypothesized distri-
bution F at least up to location and scale. We extend QQ plotting to the case
where the data is from a heavy tailed distribution; this is a semi-parametric
assumption which is more general than assuming the target distribution F is
known up to location and scale.
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We model a one-dimensional heavy-tailed distribution function F by assum-
ing it has a regularly varying tail with some index −α, for α > 0; that is, if X
has distribution F then,
P [X > x] = 1− F (x) = F¯ (x) = x−αL(x), x > 0 (4.4.1)
where L is slowly varying. In at least an exploratory context, how can the QQ
plot be used to validate this assumption and also to estimate α? (See [Resnick,
2007, page 106].)
Notice that if we take L ≡ 1, F turns out to be a Pareto distribution with pa-
rameter α. In Example (4.3.1) (a), we have seen that if F has a Pareto distribution
with parameter α, then Sn defined as
Sn := {(− log(1− i
n+ 1
), logXi:n); 1 ≤ i ≤ n}
P→ {(x, x
α
); 0 ≤ x <∞} =: S. (4.4.2)
With this in mind, for a general F¯ ∈ RV−α, let us define Sn exactly as in
(4.4.2). Then we are able to show that Sn converges in probability to the set
S = {(αx, x+ 1
α
logL(F←(1− e−αx))); 0 ≤ x <∞}. (4.4.3)
However, since we do not know the slowly varying function L(·), this result is
not useful for inference. Estimating α from such a set is not possible unless L(·)
is known, nor is it clear how Sn graphically approximating such a set would
allow us to validate the model assumption of a regularly varying tail.
Consequently we concentrate on a different asymptotic regime where the
asymptotic behavior of the random closed set can be freed from L(·). For a sam-
ple of size n from the distribution F with F¯ ∈ RV−α, we construct a QQ plot
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similar to Sn using only the upper k = k(n) upper order statistics of the sample,
where we assume k = o(n). We assume that dF(·, ·) is some translation invari-
ant metric on F which is compatible with the Fell topology. Note Flachsmeyer
[1963/1964] characterized the metrizability of the Fell topology and since Rd is
locally compact, Hausdorff and second countable his results apply and allow
the conclusion that F is metrizable under the Fell topology.
For what follows, whenA ∈ F2, we writeA+ (t1, t2) = {a+ (t1, t2) : a ∈ A}
for the translation of A.
Proposition 4.4.1. Suppose we have a random sample X1, X2, . . . , Xn from F where
F¯ ∈ RV−α and X(1) ≥ X(2) ≥ . . . ≥ X(n) are the order statistics in decreasing order.
Define
Sn = {(− log j
n+ 1
, logX(j)); j = 1, . . . , k},
S
′
n = {(− log
j
k
, log
X(j)
X(k)
); 1 ≤ j ≤ k}
where k = k(n)→∞ and k/n→ 0 as n→∞. Also define
T n = {(x, x
α
);x ≥ 0}+ (− log k
n+ 1
, logX(k)),
T = {(x, x
α
); 0 ≤ x <∞}.
Then as n→∞
dF(Sn,T n)
P→ 0, or alternatively, S′n P→ T .
Remark 4.4.1. So after a logarithmic transformation of the data, we make the
QQ plot by only comparing the k largest order statistics with the corresponding
theoretical exponential distribution quantiles. This produces an asymptotically
linear plot of slope 1/α starting from the point (− log k
n+1
, logX(k)).
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Proof. Note that we can write
S
′
n = {(− log
j
k
, log
X(j)
X(k)
); 1 ≤ j ≤ k}
= {(− log t, log X([kt])
X(k)
); t ∈ {1
k
, . . . ,
k − 1
k
, 1}},
and also write T as
T = {(x, x
α
);x ≥ 0} = {(− log t,− 1
α
log t); 0 < t ≤ 1},
where we put x = − log t. We first show S′n P→ T .
Referring to Lemma 4.2.3, set
x(t) = − log t, Yn(t) = log X(dkte)
X(k)
, y(t) = − 1
α
log t, 0 < t ≤ 1.
From [Resnick, 2007, page 82, equation (4.18)], we have Yn
P→ y, in Dl(0, 1], the
left continuous functions on (0, 1] with finite right limits, metrized by the Skoro-
hod metric. Suppose {n′′} is a subsequence. There exists a further subsequence
{n′} ⊂ {n′′} such that Yn′ a.s.→ y, in Dl(0, 1]. This convergence is locally uniform
because of continuity of y in (0, 1]. Hence by Lemma 4.2.3, as n → ∞, S′n′ a.s.→ T
in F , and therefore S′n P→ T , in F .
Now observe that with an := (− log kn+1 , logX(k)), we have
Sn ={(− log j
n+ 1
, logX(j)); j = 1, . . . , k}
={(− log j
k
, log
X(j)
X(k)
); j = 1, . . . , k}+ (− log k
n+ 1
, logX(k))
=S
′
n + an.
Also,
T n = {(x, x
α
);x ≥ 0}+ (− log k
n+ 1
, logX(k)) = T + an.
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Now, since dF(S
′
n,T )
P→ 0, we get
dF(Sn,T n) = dF(S
′
n + an,T + an) = dF(S
′
n,T )
P→ 0,
as required.
4.5 Least squares line through a closed set
4.5.1 Convergence of the least squares line
The previous two sections gave results about the convergence of the QQ plot to
a straight line in the Fell topology of F2. It is always of interest to know whether
some functional of closed sets is continuous or not and a functional of particular
interest is the slope of the least squares line through the points of the QQ plot.
The slope of the least squares line is an estimator of scale for location/scale
families and this leads to an estimate of the heavy tail index α; see Kratz and
Resnick [1996], Beirlant et al. [1996] and [Resnick, 2007, Section 4.6].
Intuition suggests that when a sequence of finite sets converges to a line,
the slope of the least squares line should converge to the slope of the limiting
line. However there are subtleties which prevent this from being true in general.
We need some restriction on the point sets that converge, since otherwise, a
sequence of point sets which are essentially linear except for a vanishing bump,
may converge to a line but the bump may skew the least squares line sufficiently
to prevent the slope from converging; see Example 4.5.1 below.
The following Proposition provides a condition for the continuity property
to hold. First define the subclass Ffinite or line ⊂ F2 to be the closed sets of F2
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which are either sets of finite cardinality or closed, bounded line segments.
These are the only cases of compact sets where it is clear how to define a least
squares line. For F ∈ Ffinite or line, the functional LS is defined in the obvious
way:
LS(F ) = slope of the least squares line through the closed set F
For the next proposition, we consider sets F n := {(xi(n), yi(n)) : 1 ≤ i ≤ kn}
of points and write x¯n =
∑kn
j=1 xj(n)/kn and y¯n =
∑kn
j=1 yj(n)/kn. Also, for a
finite set Sn, #Sn denotes the cardinality of Sn.
Proposition 4.5.1. Suppose we have a sequence of sets F n := {(xi(n), yi(n)) : 1 ≤
i ≤ kn} ∈ K2, each consisting of kn points, which converge to a bounded line segment
F ∈ K2 with slope m where |m| <∞. Then,
LS(F n)→ LS(F ) = m
provided kn →∞ and there exists δ > 0 such that
pnδ :=
#
(
{(x¯n − δ, x¯n + δ)× (y¯n − δ, y¯n + δ)}
⋂
F n
)
#F n
→ pδ ∈ [0, 1). (4.5.1)
This Proposition gives a condition for the continuity of the slope functional
LS(·) when {F n, n ≥ 1} andF are bounded sets inFfinite or line. The next Example
shows the necessity of condition (4.5.1), which prevents a set of outlier points
from skewing the slope of the least squares line.
Example 4.5.1. For n ≥ 1, define the sets:
F n = {( i
n
, 0),−n ≤ i ≤ n; ( 1
n
(1 +
j
2n
),
1
n
(1 +
j
2n
)), 0 ≤ j ≤ 2n}
and
F = [−1, 1]× {0}.
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We develop features about this example.
1. For the cardinality of F n we have
#F n = kn = 2
n + 2n+ 2.
2. We have F n → F inK2. As before, denote the Hausdorff distance between
two closed sets in K2 by D(·, ·) and we have D(F n,F ) < 3/n → 0 as
n→∞.
3. Condition (4.5.1) is not satisfied. To see this pick any n ≥ 1 and observe
x¯n = y¯n =
3(2n + 1)
2n(2n + 2n+ 2)
=
3(2n + 1)
2nkn
∼ 3
2n
.
Fix δ > 0. For all n so large that δ > 1/(2n) we have
#
(
{(x¯n − δ, x¯n + δ)× (y¯n − δ, y¯n + δ)}
⋂
F n
)
#F n
≥ 2
n + 1
2n + 2n+ 2
→ 1 (n→∞).
Obviously for this example, m = LS(F ) = 0. However, if mn denotes the slope
of the least squares line through F n then we show that mn → 1 6= 0 = m. To see
this, observe that conventional wisdom yields,
mn =
∑
(xi(n),yi(n))∈Fn
(yi(n)− y¯n)(xi(n)− x¯n)∑
(xi(n),yi(n))∈Fn
(xi(n)− x¯n)2 . (4.5.2)
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For the numerator we have,∑
(xi(n),yi(n))∈Fn
(yi(n)− y¯n)(xi(n)− x¯n)
=
∑
(xi(n),yi(n))∈Fn
yi(n)xi(n)− kny¯nx¯n
=
2n∑
j=0
1
n2
(1 +
j
2n
)2 − kn
(3(2n + 1)
2nkn
)2
=
1
n2
(
2n∑
j=0
(
1 +
2j
2n
+
j2
22n
)
− 9
4kn
(2n + 1)2
)
=
1
n2
(
2 · (2n + 1) + 1
22n
2n∑
j=0
j2 − 9
4kn
(2n + 1)2
)
and using the identity
∑N
j=1 j
2 = N(N + 1)(N + 1
2
)/3 = N(N + 1)(2N + 1)/6, we
get the above equal to
=
1
n2
(
2 · (2n + 1) + 1
22n
2n(2n + 1)(2n + 1
2
)
3
− 9
4kn
(2n + 1)2
)
=
2n + 1
n2
(
2 +
2n + 1
2
3 · 2n −
9
4kn
(2n + 1)
)
∼ kn
12n2
.
For the denominator, we use the calculation already done for the numerator:∑
(xi(n),yi(n))∈Fn
(xi(n)− x¯n)2 =
∑
(xi(n),yi(n))∈Fn
xi(n)
2 − kn(x¯n)2
=
n∑
i=−n
(
j
n
)2 +
2n∑
j=0
1
n2
(1 +
j
2n
)2 − kn
(3(2n + 1)
2nkn
)2
=
n∑
i=−n
(
j
n
)2 +
∑
(xi(n),yi(n))∈Fn
yi(n)xi(n)− kny¯nx¯n
=
2n(n+ 1)(2n+ 1)
6n2
+
kn
12n2
+ o(
kn
12n2
)
= O(n) +
kn
12n2
+ o(
kn
12n2
) ∼ kn
12n2
.
Combining the asymptotic forms for numerator and denominator with (4.5.2)
yields
mn ∼ kn/12n
2
kn/12n2
∼ 1, (n→∞),
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so mn → 1 6= 0 = m, as claimed.
Proof of Proposition 4.5.1. For (xi(n), yi(n)) ∈ F n, we can write
yi(n) = mxi(n) + zi(n), 1 ≤ i ≤ kn. (4.5.3)
We want to show that mn = LS(F n) → m = LS(F ), as n → ∞. Fix  > 0. We
will provide N such that for n > N , we have |mn −m| < .
First of all, condition (4.5.1) allows us to fix δ > 0 such that
pnδ := pn =
#{(x¯n − δ, x¯n + δ)× (y¯n − δ, y¯n + δ)}
⋂
F n
#F n
→ p < 1.
Choose N1 such that for n > N1, we have pn < 1+p2 or equivalently that 1− pn >
1−p
2
. For η > 0 and F ∈ K2, recall the definition of the η-swelling of F :
F η = {x : d(x, y) < η for some y ∈ F }. (4.5.4)
Since D(F n,F ) → 0 in K2, we can choose N2 such that for all n > N2 we have
F n ⊂ F 1 where
1 :=
2δ(1− p)
4
√
1 +m2(2 + 2m+ (1− p)) = δ1
(1− p)
4
√
1 +m2
and we have set
δ1 :=
δ
1 +m+ 1
2
(1− p) < δ.
The choice of δ1 is designed to ensure that if for some (xi(n), yi(n)), we have
|xi(n)− x¯n| < δ1, then
(xi(n), yi(n)) ∈ (x¯n − δ, x¯n + δ)× (y¯n − δ, y¯n + δ).
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This follows because
|xi(n)− x¯n| ∨ |yi(n)− y¯n|
< δ1 +mδ1 + 21
√
1 +m2 (see figure 4.1(b))
= δ1 +mδ1 + 2
δ1(1− p)
4
√
1 +m2
√
1 +m2 (using definition of 1)
= δ1(1 +m+
(1− p)
2
) = δ. (4.5.5)
ǫ1
F
x
y
0
ǫ1
√
1 +m2
tan−1(m)
(x¯n, ·)
δ1
mδ1
2ǫ1
√
1 +m2
ǫ1
F
x
y
0
(a) An ǫ1- neighborhood of F (b) Elaborating on the neighborhood
Figure 1. Neighborhood of F
1
Figure 4.1: Neighborhood of F
Let N = N1 ∨ N2 and restrict attention to n > N . Since F n ⊂ F 1 , we have
for all 1 ≤ i ≤ kn that (xi(n), yi(n)) ∈ F 1 . By convexity of F 1 , (x¯n, y¯n) ∈ F 1 .
Therefore, referring to Figure 4.1(a), we have
|zi(n)− z¯n| ≤|yi(n)−mxi(n)|+ |y¯n −mx¯n|
≤1
√
1 +m2 + 1
√
1 +m2 = 21
√
1 +m2. (4.5.6)
Using the representation (4.5.3) we get,
mn =
kn∑
i=1
(yi(n)− y¯n)(xi(n)− x¯n)
kn∑
i=1
(xi(n)− x¯n)2
= m+
kn∑
i=1
(zi(n)− z¯n)(xi(n)− x¯n)
kn∑
i=1
(xi(n)− x¯n)2
. (4.5.7)
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Therefore,
|mn −m| =
∣∣∣∣∣
kn∑
i=1
(zi(n)− z¯n)(xi(n)− x¯n)
kn∑
i=1
(xi(n)− x¯n)2
∣∣∣∣∣
≤
kn∑
i=1
|zi(n)− z¯n||xi(n)− x¯n|
kn∑
i=1
(xi(n)− x¯n)2
≤ 21
√
1 +m2
kn∑
i=1
|xi(n)− x¯n|
kn∑
i=1
(xi(n)− x¯n)2
,
where the last inequality follows from (4.5.6). Now for convenience, define the
following notations:
|S(x)|<ρ :=
∑
|xi(n)−x¯n|<ρ
|xi(n)− x¯n|,
|S(x)|≥ρ :=
∑
|xi(n)−x¯n|≥ρ
|xi(n)− x¯n|,
S2(x)<ρ :=
∑
|xi(n)−x¯n|<ρ
(xi(n)− x¯n)2,
S2(x)≥ρ :=
∑
|xi(n)−x¯n|≥ρ
(xi(n)− x¯n)2,
B
(
(x, y), δ
)
:= (x− δ, x+ δ)× (y − δ, y + δ).
114
Therefore
kn∑
i=1
|xi(n)− x¯n|
kn∑
i=1
(xi(n)− x¯n)2
=
|S(x)|<δ1 + |S(x)|≥δ1
S2(x)<δ1 + S
2(x)≥δ1
=
(|S(x)|<δ1 + |S(x)|≥δ1)/S2(x)≥δ1
(S2(x)<δ1/S
2(x)≥δ1 + 1)
≤(|S(x)|<δ1 + |S(x)|≥δ1)
S2(x)≥δ1
≤ 1
δ1
( |S(x/δ1)|<1
S2(x/δ1)≥1
+ 1
)
≤ 1
δ1
(
#{(xi(n), yi(n)) ∈ F n : |xi(n)− x¯n| < δ1}
#{(xi(n), yi(n)) ∈ F n : |xi(n)− x¯n| ≥ δ1} + 1
)
≤ 1
δ1
(
#{(xi(n), yi(n)) ∈ F n : (xi(n), yi(n)) ∈ B((x¯n, y¯n), δ)}
#{(xi(n), yi(n)) ∈ F n : (xi(n), yi(n)) /∈ B((x¯n, y¯n), δ)} + 1
)
.
The choice of δ1 justifies the previous step by (4.5.5). The previous expression is
bounded by
≤ 1
δ1
(
pn
1− pn + 1) ≤
1
δ1
(
1 + p
1− p + 1) =
2
δ1(1− p) ,
and we recall p < 1. Consequently
|mn −m| =21
√
1 +m2
kn∑
i=1
|xi(n)− x¯n|
kn∑
i=1
(xi(n)− x¯n)2
≤ 21
√
1 +m2 × 2
δ1(1− p)
=2δ1
1− p
4
√
1 +m2
√
1 +m2 × 2
δ1(1− p) = .
This completes the proof that mn → m under condition (4.5.1).
Corollary 4.5.2. If x¯n → µx < ∞ and y¯n → µy < ∞, as n → ∞, then Proposition
4.5.1 holds if we replace (x¯n, y¯n) in (4.5.1) by (µx, µy).
So in place of condition (4.5.1) we are assuming that there exists δ > 0 such that
pnδ :=
#{(µx − δ, µx + δ)× (µy − δ, µy + δ)}
⋂
F n
#F n
→ pδ ∈ [0, 1). (4.5.8)
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Proof. Let us fix δ > 0 such that
p∗n :=
#{(µx − 2δ, µx + 2δ)× (µy − 2δ, µy + 2δ)}
⋂
F n
#F n
→ p ∈ [0, 1).
Since x¯n → µx <∞ and y¯n → µy <∞, there exists N∗ such that n > N∗ implies
that (x¯n, y¯n) ∈ (µx − δ, µx + δ)× (µy − δ, µy + δ). Hence for n > N∗
pn :=
#{(x¯n − δ, x¯n + δ)× (y¯n − δ, y¯n + δ)}
⋂
F n
#F n
≤ #{(µx − 2δ, µx + 2δ)× (µy − 2δ, µy + 2δ)}
⋂
F n
#F n
= p∗n → p ∈ [0, 1).
Now choose N1 ≥ N∗ such that for all n > N1, we have pn < 1+p2 . This also
means that 1− pn > 1−p2 .
The rest of the proof is the same as that of Proposition 4.5.1.
4.6 Slope of the LS line as a tail index estimator
For heavy tailed distributions, the slope of the least squares line through the
QQ plot made by the upper kn largest order statistics is a consistent estimator
of 1/α. See Kratz and Resnick [1996], Beirlant et al. [1996] and [Resnick, 2007,
Section 4.6]. It should be noted here that this result does not come as a direct
consequence of Proposition 4.5.1 which requires the target set to be bounded.
Additional work is necessary for such a result to hold and thus we connect the
ideas of the previous section with this result.
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Proposition 4.6.1. Consider non-negative random variablesX1, . . . , Xn which are i.i.d
with common distribution F where F¯ ∈ RV−α and X(1) ≥ X(2) ≥ . . . ≥ X(n) are the
order statistics in decreasing order. As in Proposition 4.4.1, the sets Sn and T n are
Sn = {(− log j
n+ 1
, logX(j)); j = 1, . . . , k}
T n = {(x, x
α
);x ≥ 0}+ (− log k
n+ 1
, logX(k)).
Write
S
′
n = Sn + an
= {(− log j
kn
, log
X(j)
X(kn)
); j = 1, . . . , kn}
=: {(xj(n), yj(n)); j = 1, . . . , kn}, and,
T = T n + an = {(x, x
α
);x ≥ 0}
where an = (log kn+1 ,− logX(k)) is a random point. Then,
LS(S
′
n) = LS(Sn)
P→ 1
α
= LS(T n) = LS(T ) (4.6.1)
as k := kn →∞ and kn/n→ 0 as n→∞.
The result is believable based on the fact that dF(Sn,T n)
P→ 0 (from Propo-
sition 4.4.1). However, since neither T n nor T are K2 sets, some sort of trun-
cation to compact regions of R2 is necessary in order to capitalize on Propo-
sition 4.5.1. To truncate S′n and T , define for some integer M > 2, define
KM = [0,M ]× [0, 2M/α], and let
S
′
n
M
= S
′
n ∩KM and TM = T ∩KM .
Proof. Some preliminary observations: Clearly, LS(Sn) = LS(S ′n+an) = LS(S ′n)
and with xj(n), yj(n) defined in the statement of the Proposition,
LS(S ′n) =
S¯XY − S¯X S¯Y
S¯XX − (S¯X)2 ,
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where, as usual,
S¯X =
1
kn
∑
(xj(n),yj(n))∈S′n
xj(n), S¯Y =
1
kn
∑
(xj(n),yj(n))∈S′n
yj(n),
S¯XY =
1
kn
∑
(xj(n),yj(n))∈S′n
xj(n)yj(n), S¯XX =
1
kn
∑
(xj(n),xj(n))∈S′n
(xj(n))
2.
We need similar quantities S¯MX , S¯
M
Y , S¯
M
XY corresponding to averages of points
restricted to KM , so for instance
S¯MX =
1
kM
∑
(xj(n),yj(n))∈S′nM
xj(n)
and kM = #S ′nM . A simple calculation given in [Resnick, 2007, page 109] yields
as k →∞,
S¯X =
1
k
k∑
i=1
(− log i
k
) ∼
∫ 1
0
(− log x)dx = 1 and
S¯XX =
1
k
k∑
i=1
(− log i
k
)2 ∼
∫ 1
0
(− log x)2dx = 2, (4.6.2)
while for S¯Y we have
S¯Y =
1
k
k∑
i=1
(− log X(i)
X(k)
)
P→ 1
α
(4.6.3)
since S¯Y is the Hill estimator and is consistent for 1/α [Resnick, 2007, Cso¨rgo˝
et al., 1985, Mason, 1982, Mason and Turova, 1994].
We need the corresponding limits for S¯MX , S¯
M
XX , S¯
M
Y . These calculations and
subsequent calculations are simplified by the following facts:
1. The ratios of order statistics process converges, as k →∞, k/n→ 0,
X(dkte)
X(k)
P→ t−1/α, (4.6.4)
in Dl(0,∞] [Resnick, 2007, page 82].
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2. Define the random measure
νˆn(·) = 1
k
n∑
i=1
X(i)/X(k)(·)
on (0,∞], which puts mass 1/k at the points {X(i)/X(k), 1 ≤ i ≤ n}. Then
νˆn
P→ να, (4.6.5)
in the space of Radon measures on (0,∞], where να(x,∞] = x−α, x > 0
[Resnick, 2007, page 83].
3. The number of points kM in S ′nM satisfies, as n→∞, k →∞, k/n→ 0,
kM/k
P→ 1− e−M . (4.6.6)
To see this, observe
kM/k =
1
k
#{j ≤ k : k ≥ j ≥ ke−M and X(j)
X(k)
≤ e2M/α}
=
1
k
#{j ≤ k : 1 ≤ X(j)
X(k)
≤ X(dke−M e)
X(k)
∧ e2M/α}
=νˆn
(
1,
X(dke−M e)
X(k)
∧ e2M/α
]
P→ 1−
(
(e−M)−1/α ∧ e2M/α
)−α
= 1− e−M .
We continue using these three facts. For S¯MX we have
S¯MX =
1
kM
∑(
xi(n),yi(n)
)
∈S′nM
xi(n) =
1
kM
∑
j:k≥j≥ke−M
0<logX(j)/X(k)≤2M/α
− log j
k
.
Set (
S¯MX
)∗
:=
1
kM
∑
j:k≥j≥ke−M
− log j
k
=
k
kM
1
k
∑
j:k≥j≥ke−M
− log j
k
∼ 1
1− e−M
∫ 1
e−M
− log x dx = 1
1− e−M
∫ M
0
ye−ydy
=:1 + X(M),
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where X(M) → 0 as M → ∞. Also, S¯MX and
(
S¯MX
)∗
are close asymptotically
since
P [S¯MX 6=
(
S¯MX
)∗
] =P
{ ⋃
k≥j≥k−M
[log
X(j)
X(k)
> 2M/α]
}
=P [log
X(dke−M e)
X(k)
> 2M/α]→ 0,
since
X(dke−M e)
X(k)
P→ eM/α < e2M/α.
We conclude
S¯MX
P→ 1 + X(M) := µMX , (4.6.7)
with X(M)→ 0 as M →∞, and in a similar way we can derive that
S¯MXX
P→ 2 + XX(M), (4.6.8)
where XX(M)→ 0 as M →∞. For S¯MY we have
S¯MY =
1
kM
∑
j:k≥j≥ke−M
0<logX(j)/X(k)≤2α−1M
log
X(j)
X(k)
=
1
kM
∑
j:0<logX(j)/X(k)≤2α−1M∧logX(dke−M e)/X(j)
log
X(j)
X(k)
=
k
kM
∫ 2α−1M∧logX
(dke−M e)/X(j)
1
log y νˆn(dy)
P→ 1
1− e−M
∫ 2α−1M∧α−1M
1
log y να(dy)
=
1
1− e−M
∫ M/α
0
se−αsds =: µMY ,
where µMY → 1α as M →∞. We conclude
S¯MY
P→ µMY . (4.6.9)
To prove (4.6.1), we follow the following outline of steps.
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• Step 1: Prove S ′nM P→ TM .
• Step 2: Verify that Corollary 4.5.2 is applicable by showing that the ana-
logue of (4.5.1) holds. This permits the conclusion that
LS(S ′n
M
)
P→ 1/α.
Coupled with (4.6.7), (4.6.8) and (4.6.9), this yields
S¯MXY =
2
α
+ XY (M) + op(1), (4.6.10)
where limM→∞ XY (M) = 0 and op(1)
P→ 0 as n→∞.
• Step 3: Compare S¯XY and S¯MXY and check that
lim
M→∞
lim sup
n→∞
P [|S¯MXY − S¯XY | > η] = 0, ∀η > 0. (4.6.11)
This gives S¯XY
P→ 2/α which coupled with (4.6.2) and (4.6.3) implies
(4.6.1).
We may check Step 1 using a very minor modification of Lemma 4.2.3, fol-
lowing the pattern of proof used for Proposition 4.4.1. For Step 2, the challenge
is to verify condition (4.5.8) holds and we defer this to the end of the proof. Thus
we turn to Step 3.
First of all, we observe that S¯MXY and S¯XY average, respectively k
M and k
terms but there is no need to differentiate: For any η > 0,
HM,n := P
[∣∣∣ 1
kM
∑
(xj(n),yj(n))∈S′nM
xi(n)yi(n)− 1
k
∑
(xj(n),yj(n))∈S′nM
xi(n)yi(n)
∣∣∣ > η]
= P
[∣∣∣ 1
kM
− 1
k
∣∣∣ ∑
(xj(n),yj(n))∈S′nM
xi(n)yi(n) > η
]
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and dividing the sum by kM yields
= P
[
S¯MXY
∣∣∣1− kM
k
∣∣∣ > η].
Since S¯MXY is convergent in probability, it is stochastically bounded and since, as
n→∞, ∣∣∣1− kM
k
∣∣∣ P→ 1− (1− e−M) = e−M M→∞→ 0,
we conclude
lim
M→∞
lim sup
n→∞
HM,n = 0. (4.6.12)
Next observe for η > 0,
P [
∣∣∣1
k
∑
(xj(n),yj(n))∈S′nM
xj(n)yj(n)− 1
k
∑
k≥j≥ke−M
xj(n)yj(n)
∣∣∣ > η]
≤P{
⋃
k≥j≥ke−M
[
X(j)
X(k)
> e2M/α]}
≤P [X(dke−M e)
X(k)
> e2M/α]→ 0, (n→∞). (4.6.13)
Note that by the Cauchy-Schwartz inequality,(|S¯XY − 1
k
∑
k≥j≥ke−M
xj(n)yj(n)|
)2
≤(1
k
∑
1≤j≤ke−M
xj(n)yj(n)
)2
≤1
k
∑
1≤j≤ke−M
xj(n)
2 · 1
k
∑
1≤j≤ke−M
yj(n)
2.
Furthermore
1
k
∑
1≤j≤ke−M
yj(n)
2 =
∫ ∞
logX
(dke−M e)/X(k)
(log y)2νˆn(dy)
and using (4.6.4), we have for some c > 0, all large n and some M that the above
is bounded by ∫ ∞
cM
(log y)2νˆn(dy) + op(1). (4.6.14)
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Assessing (4.6.12), (4.6.13) and (4.6.14), we see that (4.6.11) will be proved if we
show
lim
M→∞
lim sup
n→∞
P
[∫ ∞
M
(log y)2νˆn(dy) > η
]
= 0, (∀η > 0). (4.6.15)
This treatment is similar to the stochastic version of Karamata’s theorem (Feigin
and Resnick [1997], [Resnick, 2007, page 207]. For 0 < ζ < 1 ∧ α and large M ,
the integrand (log y)2 is dominated by yζ . Bound the integral by∫ ∞
M
νˆn(y,∞] ζyζ−1dy +M ζ νˆn(M,∞].
If we let first n→∞ and then M →∞, for the second piece we have
M ζ νˆn(M,∞] P→M ζνα(M,∞] = M ζ−α → 0.
Now we deal with the integral. Set b(t) = (1/(1−F ))←(t) so thatX(k)/b(n/k) P→ 1
[Resnick, 2007, page 81]. For γ > 0,
P [
∫ ∞
M
νˆn(y,∞] ζyζ−1dy > η]
=P [
∫ ∞
M
νˆn(y,∞] ζyζ−1dy > η, 1− γ < X(k)/b(n/k) < 1 + γ] + o(1)
≤P [
∫ ∞
M
1
k
n∑
i=1
Xi/b(n/k)((1− γ)y,∞]ζyζ−1dy > η] + o(1).
Ignore the term o(1). Markov’s inequality gives a bound
≤(const)
∫ ∞
M
E
(1
k
n∑
i=1
P [Xi ≥ b(n/k)(1− γ)y]
)
ζyζ−1dy
=(const)
∫ ∞
M
n
k
F¯ (b(n/k)(1− γ)y])ζyζ−1dy.
and applying Karamata’s theorem [Resnick, 2007, Bingham et al., 1987, Geluk
and de Haan, 1987, de Haan, 1970], we have as n→∞ that this converges to
=(const)
∫ ∞
M
(
(1− γ)y)−αζyζ−1dy M→∞→ 0,
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as required. This finishes Step 3 and completes the proof modulo the verification
that (4.5.8) can be proven for this problem.
The remaining task of checking (4.5.8) proceeds as follows. Recall µMX and
µMY from (4.6.7) and (4.6.9). Fix M . Then for p
n
δ in (4.5.8), we have
pnδ =
1
kM
#
{
j :µMX − δ < − log
j
k
< µMX + δ,
0 < − log j
k
≤M ;µMY − δ < log
X(j)
X(k)
< µMY + δ,
0 ≤ log X(j)
X(k)
≤ 2M
α
}
.
Since µMX ≈ 1 and µMY ≈ 1/α, we get for large M
pnδ :=
1
kM
#
{
j : µMX − δ < − log
j
k
< µMX + δ; µ
M
Y − δ < log
X(j)
X(k)
< µMY + δ
}
=
1
kM
#
{
j :
X(dk exp{−(µMX −δ)}e)
X(k)
∨ eµMY −δ < X(j)
X(k)
<
X(dk exp{−(µMX +δ)}e)
X(k)
∧ eµMY +δ
}
=
k
kM
νˆn
(
X(dk exp{−(µMX −δ)}e)
X(k)
∨ eµMY −δ, X(dk exp{−(µMX +δ)}e)
X(k)
∧ eµMY +δ
)
.
Apply (4.6.4) and (4.6.5) and we find
pnδ
P→ 1
1− e−M να
(
e(µ
M
X −δ)/α ∨ eµMY −δ, e(µMX +δ)/α ∧ eµMY +δ
)
.
Since µMX ≈ 1 and µMY ≈ 1/α, by picking M large and δ small, the right side can
be made to be less than 1. This completes the proof.
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APPENDIX A
APPENDIX
A.1 Appendix
For convenience, this section collects some notation, needed background on reg-
ular variation and notions on vague convergence needed for some formulations
and proofs.
A.1.1 Regular variation and the function classes Π
Regular variation is the mathematical underpinning of heavy tail analysis and
extreme value theory. This topic has been discussed nicely in Resnick [2007,
2008b], Seneta [1976], Geluk and de Haan [1987], de Haan [1970], de Haan and
Ferreira [2006], Bingham et al. [1987] among others.
A measurable function U(·) : R+ → R+ is regularly varying at∞with index
ρ ∈ R, denoted by U ∈ RVρ, if for x > 0,
lim
t→∞
U(tx)
U(t)
= xρ. (A.1.1)
Regular variation is connected closely to the concept of extreme value do-
main of attraction of a distribution function. Let a distribution function F ∈
D(Gγ), Gγ as defined in (1.1.1). In general this means there exist functions
a(t) > 0, b(t) ∈ R, such that,
F t(a(t)y + b(t))→ Gγ(y), (t→∞), (A.1.2)
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weakly, where
Gγ(y) = exp{−(1 + γy)−1/γ}, 1 + γy > 0, γ ∈ R, (A.1.3)
and the expression on the right is interpreted as e−e−y if γ = 0. See, for example,
Resnick [2008b], Embrechts et al. [1997], de Haan [1970], Coles [2001], Reiss and
Thomas [2001]. In terms of regular variation this means that for γ > 0, we have
the right tail of F to be regularly varying,that is, F¯ = 1− F ∈ RV−1/γ .
We can and do assume
b(t) =
( 1
1− F (·)
)←
(t).
Thus, we have relation (A.1.2) is equivalent to
tF¯ (a(t)y + b(t))→ (1 + γy)−1/γ, 1 + γy > 0, (A.1.4)
or taking inverses, as t→∞,
b(ty)− b(t)
a(t)
→

yγ−1
γ
, if γ 6= 0,
log y, if γ = 0.
(A.1.5)
In such a case we say that b(·) is extended regularly varying with auxiliary function
a(·) and we denote b ∈ ERVγ . In case γ = 0, we say that b(·) ∈ Π(a
(·)); that
is, the function b(·) is Π-varying with auxiliary function a(·) [Resnick, 2008b,
Bingham et al., 1987, de Haan and Ferreira, 2006].
More generally (de Haan and Resnick [1979], de Haan and Ferreira [2006])
define for an auxiliary function a(t) > 0, Π+(a) to be the set of all functions
pi : R+ 7→ R+ such that
lim
t→∞
pi(tx)− pi(t)
a(t)
= k log x, x > 0, k > 0. (A.1.6)
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The class Π−(a) is defined similarly except that k < 0 and
Π(a) = Π+(a) ∪ Π−(a).
By adjusting the auxiliary function in the denominator, it is always possible to
assume k = ±1.
Two functions pii ∈ Π±(a), i = 1, 2 are Π(a)-equivalent if for some c ∈ R
lim
t→∞
pi1(t)− pi2(t)
a(t)
= c.
There is usually no loss of generality in assuming c = 0. The following are
known facts about Π-varying functions.
1. We have pi ∈ Π+(a) iff 1/pi ∈ Π−(a/pi2).
2. If pi ∈ Π+(a), then ([de Haan and Resnick, 1979, page 1031] or [Bingham
et al., 1987, page 159]) there exists a continuous and strictly increasing
Π(a)-equivalent function pi0 with pi − pi0 = o(a).
3. If pi ∈ Π+(a), then
lim
t→∞
pi(t) =: pi(∞)
exists. If pi(∞) = ∞, then pi ∈ RV0 and pi(t)/a(t) → ∞. If pi(∞) < ∞, then
pi(∞)− pi(t) ∈ Π−(a) and pi(∞)− pi(t) ∈ RV0 and (pi(∞)− pi(t))/a(t)→∞.
(Cf. [Geluk and de Haan, 1987, page 25].) Furthermore,
1
pi(∞)− pi(t) ∈ Π+
(
a/(pi(∞)− pi(t))2).
A.1.2 Tail equivalence
SupposeX and Y are Rd+-valued random vectors. ThenX and Y are tail equiv-
alent (in the context of multivariate regular variation) on a cone C ⊂ Rd+ if there
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exists a scaling function b(t) ↑ ∞ such that
tP
( X
b(t)
∈ ·
)
v→ ν(·) and tP
( Y
b(t)
∈ ·
)
v→ cν(·)
in M+(C) for some c > 0 and non-null Radon measure ν on C. We denote this
concept by X
te(C)∼ Y . See Maulik and Resnick [2005].
A.1.3 Vague convergence
For a nice space E∗, that is, a space which is locally compact with countable base
(for example, a finite dimensional Euclidean space), denoteM+(E∗) for the non-
negative Radon measures on Borel subsets of E∗. This space is metrized by the
vague metric. The notion of vague convergence in this space is as follows: If
µn ∈ M+(E∗) for n ≥ 0, then µn converge vaguely to µ0 (written µn v→ µ0) if for
all bounded continuous functions f with compact support we have∫
E∗
fdµn →
∫
E∗
fdµ0 (n→∞).
This concept allows us to write (2.1.2) as
tP [
Y − b(t)
a(t)
∈ · ] v→ mγ(·), (A.1.7)
vaguely in M+((−∞,∞]) where
mγ((x,∞]) = (1 + γx)−1/γ.
Standard references include Kallenberg [1983], Neveu [1977] and [Resnick,
2008b, Chapter 3].
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