Abstract. We prove that the probability distribution of a random variable ξ represented in the form of an infinite series
Introduction
Let μ ξ = μ be the distribution of the random variable
where ∞ k=1 a k is a series whose terms are nonnegative and where ξ k are independent random variables assuming two values 0 and 1 with probabilities p 0k and p 1k , respectively. The distribution μ ξ is called an infinite Bernoulli convolution.
It is shown in the paper [1] that, when studying the Lebesgue structure and the fractal properties of the measure μ ξ , one can restrict consideration without loss of generality to the case where the matrix p ik does not contain zeros (that is, p 0k ∈ (0, 1) for all 100 M. V. LEBID' AND G. M. TORBIN k ∈ N) and where the sequence {a k } is nondecreasing (that is, a k ≥ a k+1 for all k ∈ N) and such that ∞ k=1 a k = 1. A theorem due to Jessen and Wintner [12] says that the distribution of ξ is pure (in other words, μ ξ is either purely discrete, or purely absolutely continuous with respect to the Lebesgue measure, or purely singularly continuous). A theorem due to Lévy [13] provides necessary and sufficient conditions for μ to be purely discrete, namely the measure μ ξ is discrete if and only if
The criteria for μ ξ to be purely absolutely continuous with respect to the Lebesgue measure (or purely singular) are not known yet even in the case of random power series, despite the problem having been actively studied over last 80 years or so (see, for example, [3, 8, 10, 15, 16, 18] ). Surveys of problems and possible solutions in this field are given in [11, 14] . Some applications of infinite Bernoulli convolutions are discussed in [5, 14] . If the series ∞ k=1 a k converges "fast enough", that is, if
a n for all sufficiently large k, then the Lebesgue structure and fractal properties of Bernoulli convolutions are studied rather well (see [1, 7, 17] ). In contrast, if the inequality a k < r k occurs for an infinite number of indices k, then these problems are studied much less. The main problem in this case is how to obtain appropriate properties of the Bernoulli convolutions for which almost all (with respect to the Lebesgue measure or in the sense of the Hausdorff-Besicovitch dimension) points of the spectrum have continuum many different expansions of the form ∞ k=1 ω k a k , where ω k ∈ {0, 1}. The probability measures of this type belong to the class of the so-called Bernoulli convolutions with essential intersections (see [11] ). This paper is devoted to the study of measures with essential intersections. The main aim of the paper is to prove the singularity of the distribution of the random variable ξ and to investigate its fine fractal properties for the case where the random variables ξ k are identically distributed and the sequence {a k } is such that
and moreover s k > 0 for an infinite number of indices k.
Singularity of the distribution of ξ
Let Ω = {0, 1} ∞ . For a fixed series ∞ k=1 a k , consider the mapping ϕ : Ω → R defined as follows:
The set Δ := ϕ(Ω) = {x : ∃ω ∈ Ω ∧ ϕ(ω) = x} is called the set of incomplete sums of the series ∞ k=1 a k . Since p ik > 0 for all i ∈ {0, 1} and k ∈ N, the set Δ is the spectrum (in other words, the minimal closed support) of the distribution of the random variable ξ.
Following paper [11] , the set of real numbers of the form We introduce some auxiliary notation. Let {k n } be a sequence of nonnegative integer numbers such that i ∈ {k n } if and only if
Some general properties of cylinders and cylindrical intervals follow directly from their definitions (note that the sequence {a k } is arbitrary), namely
The following property is a consequence of condition (3):
Below is the description of those points of the spectrum that have only a finite number of representations. Let
be one of the representations of a point x. If
for an infinite number of indices n, then the point x has continuum many representations in the form
then the equation
has at least two different solutions x
1 , x
2 , . . . , x
, where
i ∈ {0, 1} for all i = 1, . . . , l n and j = 1, 2. Applying this reasoning to those numbers n for which
and taking into account that l n > 1 for infinitely many indices n, we prove the result desired. Note also that there are points belonging to the spectrum that have a unique representation in the form of (5) . If a k n > r k n for infinitely many indices n, then all points of the form
where
have a unique representation in the form of (5) . If a k n = r k n for an infinite number of indices n, then some points of the form (6) have exactly two different representations (note that the set of such points is countable): one of these representations has "0" in period, while the other one has "1" in period. Thus the set of those points that have a unique representation in the form of (5) is uncountable. It is clear that if
for all sufficiently large n ∈ N, then the point x has a finite number of representations in the form of (5). In Section 3, we determine the dimension of the set of those points for which there exist continuum many different representations. We also determine the dimension of the set of points that have a finite number of representations. Our current goal is to show that the distribution of the random variable ξ is a probability measure with independent Q-symbols (see [2] ). Having this goal in mind, we introduce the sequence {m n } by
For every n, define the stochastic vector column
The stochastic matrix Q = q in , whose column n coincides with the stochastic vector q n , generates a Q-representation of numbers of the interval [0, 1] in the following way. Let A n = {0, 1, . . . , m n − 1} and γ n ∈ A n . Consider the mapping
given by
The latter expression is called the Q-representation of a number x (see [2, 18] for details). The interval 
. The correspondence mentioned above is generated by the mapping
This means, for a fixed series ∞ k=1 a k and for an arbitrary collection
where γ i is defined by l i symbols
Let {ξ n } be a sequence of independent random variables assuming the values 0, 1, . . . , m n − 1 with probabilitiesp 0n ,p 1n , . . . ,p m n −1,n , respectively, wherẽ
The random variableξ with independent Q-symbolsξ n ,
is determined by the stochastic matrix q in and the sequence of independent random variables {ξ n }.
Remark 2.1. The random variables ξ andξ are identically distributed. Indeed, it is sufficient to show that
This equality is obvious in view of the construction of the random variableξ and in view of the properties of the binomial distribution, since the random variables ξ 1 , ξ 2 , . . . , ξ k n are independent and identically distributed.
Lemma 2.1. The Lebesgue measure of the spectrum of the random variable ξ is equal to
Proof. The spectrum of the random variableξ is an infinite intersection of unions of Qcylindrical intervals (each being of a nonzero measure μ ξ ) of all ranks. Such Q-cylindrical intervals of rank n coincide, and the total number of these cylindrical intervals is equal to l n + 1. Hence
and this completes the proof of Lemma 2.1.
Proof. Let ε > 0 and let and S n denote the total number of "successes" in a series of n independent Bernoulli trials, where a "success" occurs with probability p. By the law of large numbers,
Thus there exists n 0 ∈ N such that
for all n > n 0 . The Cauchy-Bunyakovskiȋ inequality,
Since there exist at most 2nε + 1 positive integer numbers i such that i n − p ≤ ε, we again use the Cauchy-Bunyakovskiȋ inequality and the preceding result to prove that
Inequalities (9) and (10) 
which completes the proof Lemma 2.2.
where K m is a constant that depends on m.
Proof. Consider the function
in the domain G of the hyperplane 
The inequality becomes an equality only for the case of
Since the function υ(p) is defined and continuous in a compact set, it attains its maximal value. Moreover, (11) implies max p (υ (p)) = K m < 1, ∀m ≥ 2, which completes the proof of Lemma 2.3.
The following assertion, being the main result of this section, deals with the Lebesgue structure of the distribution of the random variable ξ. Proof. The first statement of the theorem is obvious. Let
It is clear that the latter product diverges to 0 for all p ∈ (0, 1) and that M = 1 if p ∈ {0, 1}. According to Lévy's theorem [13] , the random variableξ has either a pure discrete distribution (p ∈ {0, 1}) or a pure continuous (p ∈ (0, 1)) distribution.
The random variableξ, as a random variable with independent Q-symbols, has a pure absolutely continuous distribution if and only if
we get
The necessary condition for the convergence of the product
If l n > 1, then Corollary 2.1 and Lemma 2.3 imply that
where m 0 is the number for which the condition
holds for m ≥ m 0 . On the other hand, the inequality a k < r k holds for an infinite number of indices k. The latter condition is equaivalent to the condition that the inequality l n > 1 holds for an infinite number of indices n. Therefore the distribution of the random variable ξ cannot be absolutely continuous. Since the distribution of the random variable ξ is pure, the measure μ ξ is singular in view of Remark 2.1.
Fractal properties of the distribution spectrum
Let M be a fixed bounded subset of a real line. Recall that a family Φ M of intervals is called a family of locally fine coverings of the set M if, for an arbitrary ε > 0, there exists at most a countable ε-covering {E j } of the set M such that E j ∈ Φ M , that is,
The Hausdorff α-dimensional measure of a subset E ⊂ M with respect to a given family Φ M is given by
where the infimum is evaluated with respect to all at most countable ε-coverings {E j } of the set E such that E j ∈ Φ M . The 
Let A n be the family of cylindrical intervals of rank k n , that is,
and let
A n .
Lemma 3.1. Let sup{l n } < ∞. Then A is a faithful family of coverings on the spectrum, that is,
dim H (E, A) = dim H (E) for all E ⊂ S μ .
Proof. The inequality dim H (E, A) ≥ dim H (E) is obvious, since the family of all subsets of the unit interval contains A.
Now we are going to prove the converse inequality. Let {E i } be an arbitrary ε-covering of the set E ⊂ S μ by intervals E i = (a i , b i ). Since the evaluation of the premeasure m α ε (E) requires a covering such that E i ∩ E = ∅, we assume without loss of generality that E i ∩ E = ∅. For an arbitrary E i , there exists a cylindrical interval
such that Δ [n(i)] ⊂ E i and E i does not contain intervals belonging to A n(i)−1 . Any E i cannot contain more than 2 · l n(i) cylinders of A n(i) , since otherwise E i contains a cylindrical interval belonging to A n(i)−1 . Thus the set E i ∩ E belongs to a union of at most 2 · l n(i) + 2 isometric cylinders of length r k n(i) belonging to A n(i) (and including Δ [n(i)] ). Hence Δ [n(i)] < ε and
whence we conclude that
for an arbitrary fixed ε > 0, α > 0, and for an arbitrary ε-covering of the set E ⊂ S μ by intervals
ε (E). Passing to the limit we obtain
follows. Lemma 3.1 is proved.
Using the latter lemma we evaluate the Hausdorff-Besicovitch dimension of the topological support S μ (that is, the dimension of the minimal closed support of the measure μ).
Theorem 3.1. Let sup{l n } < ∞. Then the Hausdorff-Besicovitch dimension of the topological support S μ is equal to
Proof. 1) First we prove that
The spectrum S μ can be covered by n j=1 (l j + 1) cylindrical intervals that belong to A and whose diameter is equal to r k n . Thus
It is easy to check that (13) follows from
Hence H α (S μ ) = 0 for all α > a and, as a result, dim H (S μ ) ≤ a. 2) Next we prove that
The spectrum S μ of a generalized infinite Bernoulli convolution does not depend on the choice of a matrix P = p ik , p 0k ∈ (0, 1). Consider an auxiliary probability measure μ T with independent Q-symbols whose spectrum coincides with the spectrum of the random variable under consideration. Now we choose a matrix P = p ik for which the corresponding measure μ T is "uniformly distributed" in the topological support, that is, the μ T -measure of every cylindrical interval belonging to A n is equal to ⎛
For a given ε > 0, let {V i } be an ε-covering of the set S μ by cylindrical intervals
The definition of the number a implies that, for an arbitrary δ > 0, there exists n 0 ∈ N such that
for all n > n 0 . We choose n * such that n * > n 0 and r k n * ≤ ε. Thus
for an arbitrary r k n * -covering of the spectrum S μ by cylindrical intervals belonging to A.
Now we show that all probability measures of the class under consideration belong to the so-called infinite Bernoulli convolutions with essential intersections. First we evaluate the Hausdorff-Besicovitch dimension of the set of those points for which there are continuum many different representations and the dimension of the set of points that have a finite number of representations. 
2) the Hausdorff-Besicovitch dimension of the set of points that have continuum many representations (5) is equal to
Proof. We recall some main properties of the Hausdorff-Besicovitch dimension (see [9] for details):
Given a series ∞ k=1 a k , we follow the procedure described in Section 2 for constructing the numerial sequences {l n } and {m n } and the corresponding sequence of sets {B n }. We construct an auxiliary sequence of sets {L j } such that
The set L 1 coincides with the set of those points that have a unique representation (5) except a countable set of points. The reasoning similar to that used in the proof of Theorem 3.1 shows that
..,2 j−1 are isometric sets whose intersection consists of at most one point and where
The equality (14) dim H L
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follows from properties B2) and B3). The set L j can be represented in the form
where {L
are isometric sets whose intersection contains at most one point, and L
. Then properties B2) and B3) together with equality (14) 
. The preceding equality together with B2) yields
The set of points that have a finite number of representations in the form of (5) Let L * be the set of points for which there exist continuum many different representations in the form of (5). If
Hence almost all points (in the sense of the Hausdorff-Besicovitch dimension) of the spectrum S μ have continuum many different representations in the form of (5). Now we show that dim H L * = dim H S μ , even in the case where
that is where dim H S μ = dim H L 1 (this is the case, in particular, if l n = 1, n = 2 s , or l n = 2, n = 2 s ). Since l n > 1 for infinitely many indices n, one can choose a sufficiently "sparse" subsequence n t in such a way that the sets B n t contain at least three elements. In each of the sets B n t \ {0, m n t − 1}, we choose an arbitrary element and denote it by θ t . Consider the set
Each point of the set K 1 has continuum many representations of the form (5), that is,
The reasoning being similar to that used in thee proof of Theorem 3.1 proves that
where z i = 0 for i ∈ {n t }, and
where τ (n) is the number of members of the sequence {n t } being less than n. Since the sequence {n t } is sufficiently "sparse" in the sense that τ (n)/n → 0 (n → ∞), we have dim 
Fine fractal properties of the distribution of the random variable ξ
The spectrum is a rather rough characteristic of a singularly continuous probability distribution, since even an uncountable family of mutually singular distributions may have a joint spectrum. As an example, one can consider the class of infinite Bernoulli convolutions of the form ξ = ∞ k=1 ξ k /2 k , where ξ k are independent random variables assuming the values 0 and 1 with probabilities p ∈ (0, 1 2 ) and 1 − p, respectively. Thus the Hausdorff-Besicovitch dimension of the spectrum of a measure is a too rough fractal characteristic of a singular measure as well. The Hausdorff dimension of a distribution much better characterizes the properties of a singular distribution.
Recall that the number
is called the Hausdorff dimension of the distribution of a random variable τ , where B τ is the class of all Borel supports (B τ needs not necessarily be closed) of the random variable τ ; that is, B τ = {E : E ∈ B, P τ (E) = 1} . Let υ be a continuous probability measure defined on Borel sets of the interval [0, 1], E 0 a certain fixed subset of the unit interval, and Φ(E 0 ) a family of intervals belonging to [0, 1] such that, for E 0 and for an arbitrary ε > 0, there exists at most countable (υ − ε)-covering {E j } of the set E 0 with E j ∈ Φ(E 0 ) and υ(E j ) ≤ ε. Then the Hausdorff (υ − α)-measure of an arbitrary set E ⊂ E 0 is defined as follows:
is called the Hausdorff-Billingsley dimension of the set E with respect to the measure υ and family of coverings Φ(E 0 ). 
Proof. Note that the evaluation of the Hausdorff dimension of the random variable ξ can be restricted to the case of supports being subsets of the spectrum of ξ.
..a n (x) be a Q-cylindrical interval of rank n that contains a point x of the spectrum S ξ . Note that the class of all cylindrical intervals coincides with A (see (12) ). Let μ be the probability measure corresponding to the distribution of the random variable ξ, that is, μ(E) = P{ξ ∈ E} for all E ∈ B. If x = Δ a 1 (x)a 2 (x)...a n (x)... is chosen randomly such that P(a j (x) = i) =p ij (in other words, the distribution of the random variable x corresponds to the measure μ), then {η j } = {η j (x)} := {lnp a j (x)j } is a sequence of independent random variables with the following distributions:
It is also clear that Next we prove that the set T constructed above is the minimal probability support of the measure μ. Let C be a support of the measure μ, that is, μ(C) = 1. It is clear that C 1 = C ∩ T is also a support of the measure μ and C 1 ⊂ C. Therefore dim H (C 1 ) ≤ dim H (C) and C 1 ⊂ T . Then we show that dim H (C 1 ) = dim H (T ). Since C 1 ⊂ T , we conclude that
On the other hand, Bibliography
