We study the behavior of channel inversion and vector perturbation schemes for large systems, wherein the transmitter has M transmit antennas, and is transmitting to K single-antenna non-cooperating receivers. We provide results which predict the signal-to-interference-plus-noise-ratio (SINR) for MMSE preinversion for large systems (as K → ∞). We construct a vector perturbation strategy which maximizes a very sharp estimate of the SINR of the system, which we deem max-SINR vector perturbation, and similarly provide results which predict the corresponding expected SINR. We demonstrate that max-SINR vector perturbation outperforms other methods which minimize power renormalization constants.
A. Background and Related Work
We generally focus on linear fading channels consisting of a transmitter with M transmit antennas transmitting data to K single-antenna, non-cooperating receivers, where K ≤ M. The basic model we consider is y = Hs + w
where s ∈ C M is an encoded data vector, H ∈ C K×M is the channel matrix, w ∈ C K is additive noise, and the i th coordinate of y ∈ C K is observed by receiver i = 1, . . . , K. We assume channel state information (CSI) is available at the transmitter, in which case the transmitter can write the encoded data vector as s = Au where u is the intended data vector and A is a precoding matrix depending on the channel.
As was observed in [1] , the zero-forcing inverse of the channel matrix is a poor choice of precoding matrix at the transmitter when M = K, as the sum capacity does not scale linearly with the number of users K. Instead, it was observed that applying the minimum mean square error (MMSE) inverse of the channel matrix to the intended data before transmission resulted in superior performance, scaling the sum capacity linearly with the number of users. However, linear encoding strategies employing MMSE inversion, still suffer from a large gap to channel capacity.
The methods of [1] were largely improved upon by [2] , in which the authors add an offset perturbation vector to the data vector. This allows for transmission which is close to channel capacity, but the transmitter is now burdened with solving an integer least squares problem which is known to be notoriously complex. While algorithms such as the sphere decoder [3] , [4] exist to tackle such problems, the complexity involved in finding the maximum-likelihood (ML) solution to the problem still prevents the scheme from being scalable to a large number of users [5] , [6] . Lattice reduction algorithms such as the LLL algorithm [7] can result in a simpler integer least squares problem, which has been studied in conjunction with vector perturbation in [8] , [9] .
However, for very large dimensions the LLL algorithm itself can be complex. A commonly-used interference-cancelation algorithm to find a sub-ML estimate of the solution is the nearest plane algorithm of Babai [10] , resulting in the Babai point estimate of the ML solution.
Traditionally, the perturbation vector is chosen to minimize the power renormalization constant γ (see equation (3) below) required at the transmitter [2] , [11] , [12] , [13] , to name but a few references. A notable exception is the article [14] , wherein the perturbation vector is chosen to minimize the mean square error (MSE) of the system and is shown to have superior error rate performance compared to the 'minimize γ' approach. However, such 'minimize MSE' schemes seem largely unstudied, with most authors preferring to set the precoding matrix to be the zero-forcing inverse of the channel matrix, despite poor performance for square systems at lower signal-to-noise-ratio (SNR). The MSE of the system was also studied in [15] when vector perturbation is used in conjunction with the block diagonalization technique [16] . Vector perturbation techniques have also been studied in channels where users have multiple antennas, i.e. MU-MIMO channels, in [17] , [18] , [19] , though we focus on the single-antenna receiver case.
Studying qualitative performance of channel inversion and vector perturbation schemes is useful in studying how, for example, signal-to-interference-plus-noise-ratio (SINR) scales when we increase the number of users K or decrease the noise power. For example, in [11] , the authors use Random Matrix Theory [20] to show that when vector perturbation is used in conjunction with the zero-forcing inverse, the power renormalization constant γ converges to a simple constant as the number of users K goes to infinity. A prototypical theorem in Random Matrix Theory expresses a function of the singular values of a random K × M matrix H in terms of the ratio K/M, as K → ∞ and this ratio is held fixed. Such theorems can be used to study the qualitative February 1, 2016 DRAFT performance of large-scale channel inversion and vector perturbation schemes, but their potential
to do so appears to be only partially realized.
B. Summary of Main Contributions
In Section II we review the system model and define our main metric of system performance, the SINR. In Section III we provide compact, tight estimates of the SINR when Tikhonov regularized inverses are employed in channel pre-inversion and vector perturbation schemes.
Our main theorem in Section IV uses Random Matrix Theory to predict the SINR of MMSE inversion for large systems with no perturbation. The approximation is shown to be extremely accurate through simulations, and generalizes a theorem by the current authors for square systems (i.e. K = M) given previously in the conference paper [21] .
In Section V we turn our attention to vector perturbation and construct a scheme, which we deem max-SINR vector perturbation, which provably maximizes our estimate of the SINR when any regularized channel inverse is employed. We use Random Matrix Theory to estimate the SINR of this strategy, and show that the estimate predicts the performance of max-SINR vector perturbation to within 0.5-1 dB.
In Section VI we focus on vector perturbation for large systems, where we use the sub-ML Sorted QR method of [22] to solve for the perturbation vector. We show that for small K, the resulting performance is very close to the performance of ML solution, and for large K, it is close to our estimate of the SINR. For very large K, we show that max-SINR vector perturbation outperforms other perturbation methods of [2] , [11] . The capacity of this sub-ML method, which we deem SQR max-SINR vector perturbation, is then investigated experimentally. We end the paper by providing conclusions and discussing potential future work.
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II. SYSTEM MODEL

A. Vector Perturbation Channel Model
Consider the M × K MIMO channel where the transmitter has M antennas and is communicating to K ≤ M non-cooperating users, each with a single antenna. The intended data u is a length K vector of information symbols (e.g. QAM symbols) with u i intended for receiver i, normalized so that
The entries of the K × M channel matrix H are i.i.d. circularly symmetric complex random
Gaussian with variance 1/K per complex dimension. The channel H is assumed to be known at the transmitter, which computes a M × K precoding matrix A and an offset perturbation vector
The vector x is a function of both H and u and is selected from a scaled integer lattice; the precise nature of x will be made clear in the next subsection.
The transmitter computes an encoded data vector
is a power renormalization constant. The encoded data then satisfies the power constraint
which allows for fair comparison when we fix K and vary M.
We assume, following [2] , that all receivers have knowledge of γ. The i th receiver observes the i th coordinate of the total length K received vector
from which they attempt to decode u i . Here w is a length K vector of additive noise whose entries are i.i.d. circularly symmetric complex Gaussian with E w |w i | 2 = σ 2 . We define ρ = 1/σ 2 , and will often measure system performance as a function of ρ or the system size K. Following convention, we set ρ (dB) = 10 log 10 (ρ) and usually measure ρ in dB.
B. Choosing the Perturbation Vector
The offset vector x is chosen from a scaled Gaussian integer lattice τ Z[i] K , and may depend on both the given channel matrix H and given data vector u. Following [2] , the scalar τ is chosen so that if the coordinates of the data vectors u are N-QAM constellation points, then the set
is a translated lattice in C K . In other words, τ is chosen so that the various translates of the set of all u are "spaced out evenly" throughout the Euclidean space C K .
One can compute easily that for unscaled, standard N-QAM signaling the value of τ is 2 √ N.
For our scaling, we have
where we recall that For any square matrix B = (b ij ), we define a square matrix dg(B) of the same size by
so that dg(B) has the entries of B on the diagonal and zeros elsewhere. The receivers model their observation as
Assuming receiver i knows dg(HA) ii / √ γ they can reduce y i modulo the lattice
reliably remove the i th coordinate of the offset vector x. We assume that the modulo operation always decodes the offset vector x correctly, when in fact it may not if, for example, the noise vector w is very large. However, this assumption allows for clean analysis and is pervasive in the literature. 
and treat the interference as noise when decoding.
Modeling the received signal as dg(HA)u/ √ γ accounts for the fact that when A is chosen to be different from the zero-forcing inverse of H, the diagonal gains of the effective channel matrix HA need not be unity. In fact, for the commonly-used Tikhonov inverse matrices which we employ, the entries of dg(HA) will be noticeably less than 1, especially when the noise power is high. Hence estimating the total observation by y
is sometimes done when studying regularized perturbation, e.g. [2, equation (25)], overestimates the signal strength and overall system performance at low ρ.
From (10) we derive, for a fixed channel H and precoding matrix A, the signal-to-interferenceplus-noise (SINR) ratio of the system to be
The SINR, or more specifically its expectation E H (SINR) over all channel realizations H, will be the main performance metric considered in this paper.
D. Connection to Mean Square Error
The connection between the SINR in equation (11) and the mean square error (MSE) of the system is as follows. Let us fix a data vector u and corresponding offset x. The relevant estimate of dg(HA)u at the receivers isû = √ γy ′ where y ′ is as in (10) . The resulting MSE for the fixed data vector u is
We note that we have implicitly assumed a slow fading model, wherein the channel H stays constant for a large number of transmitted data vectors u. One could similarly define the above quantities for a fast fading model, the essential difference being, roughly speaking, the presence of E u (·). The results would look nearly identical to the ones we show below, the only difference being an additional instantiation of Jensen's Inequality and hence slightly looser approximations.
III. CHANNEL INVERSION
A. Tikhonov Inversion
We will consider precoding matrices of the form
for some (small) constant α ≥ 0, which is the Tikhonov inverse of the channel matrix H with regularization parameter α. When α = 0, the Tikhonov inverse reduces to the zero-forcing inverse, which we will denote
When we set the regularization parameter α = σ 2 , we will refer to the corresponding inverse of H as the MMSE inverse, which we will denote by
The optimal regularization parameter α was found in [1] to be approximately Kσ 2 for square systems. The apparent disparity with the above matrix H MMSE is a consequence of how we have normalized the channel matrix and the transmit power. We prefer the given normalization, since the regularization parameter of interest is now independent of the size of the system.
B. Estimating the SINR
When we set the precoding matrix to be a Tikhonov inverse, the resulting SINR can be estimated extremely accurately by a simple, compact expression. Let us now see how this is done. To begin, let
We now estimate MSE u by making the simple approximation
and substitute into the expression (12) for MSE u to obtain the approximation
The following proposition gives a compact expression for an approximation of the SINR when one sets A = H α regardless of how the offset vectors x are chosen, which will prove useful in the coming sections. Following [14, Section 4] , the central idea is to rewrite MSE u as the norm of a single vector.
Proposition 1:
Suppose we fix a channel matrix H and set A = H α . Then
where T is any matrix such that 
Proof: See the Appendix.
The matrix T can be found by performing a Cholesky decomposition of
Hence this latter matrix must be positive definite for T to exist. But as follows from the eigenvalue decomposition (see (58) in the Appendix) of this matrix computed in the proof of the above proposition, each singular value s of H gives rise to an eigenvalue λ of this matrix, which is given by
As all λ are obtained this way, the matrix d
and thus T always exists. The estimation MSE u ≈ MSE u suggests considering the approximation of the SINR given by
DRAFT February 1, 2016 Let us measure the accuracy of approximating the SINR by SINR when employing A = H MMSE with c = 1 and x = 0, that is, using the channel preinversion method of [1] . To do this, we
and plot experimentally measured ∆ in dB for various values of K over a range of ρ. As we can see from Fig. 1 , the approximation is extremely accurate, especially for the large-K systems in which we are interested. Thus to study the performance of channel inversion and vector perturbation schemes, we content ourselves with studying SINR.
IV. MMSE INVERSION FOR LARGE SYSTEMS
In this section we fix the offset vector x to be x = 0; that is, we are presently only concerned with the performance of linear precoding strategies which do not employ vector perturbation.
Furthermore, we fix the precoding matrix to be A = H MMSE . The goal of this section is to obtain an explicit, simple approximation for E H (SINR) for MMSE pre-inversion to measure performance of very large systems.
By Proposition 1 and the fact that ||B|| 2 F = tr(B † B) for any matrix B, the resulting approximation of the SINR is
where T is as in Proposition 1 and d = tr(HH MMSE )/K.
A. Predicting the SINR of Large Systems
Recall that if X and Y are any two continuous random variables such that Y has support on [0, ∞), then we have an approximation
which comes from expanding f (x, y) = x/y in a Taylor series centered at the point (E(X), E(Y )).
This yields the approximation
which reduces our task to studying E H (d). Generally we avoid making the error terms associated
with these approximations precise, in favor of demonstrating the predictive ability of our estimates through numerical simulations. Then
Proof: This is a straightforward application of a result from Random Matrix Theory. Suppose 
where a = (
To apply the above, we write d as
and thus
where f (x) = Theorem 1 and (28) together suggest the approximation
for large systems which employ Tikhonov inversion with parameter α = σ 2 and no vector perturbation.
B. Simulation Results
In this subsection we collect simulation results which study the accuracy and predictive ability of the approximation (33). In all plots, the solid curves represent experimentally measured values of E H (SINR), and the dashed lines the corresponding values of E MMSE (c, σ 2 ). On the other hand, note that the error introduced by applying the large-K limit to small-K systems may be non-negligible when c = 1. Thus it is important to note that Theorem 1 is really a statement about increasing K for fixed ρ, as opposed to fixing K and increasing ρ.
On the right-hand side of Fig. 2 we repeat the same experiment for M = 2K. In contrast with the c = 1 case, we see here that we do not require very large K for the approximation given by Theorem 1 to be very accurate, and that the error is negligible already when K ≥ 4.
2) SINR as a function of ρ = 1/σ 2 : In Fig. 3 we plot E H (SINR) as a function of ρ for
and various values of c, ranging from c = 1 to c = 2/3. Again E MMSE (c, σ 2 ) proves to be an extremely accurate approximation. We also notice that the marginal benefit of adding additional antennas decreases with increasing M. In particular, the gap at high ρ between the curves corresponding to M = 128 and M = 136 is almost the size of the gap between the M = 136 and M = 192 curves. Thus when starting from a square system, the "first few"
additional antennas provide the greatest increase in capacity per antenna. 
C. Qualitative Behavior of SINR
To get a sense of the qualitative behavior of the SINR, we expand E MMSE (c, σ 2 ) in a Taylor series as ρ → ∞ to obtain
The experimental results of the previous subsection show that the leading term of the series approximates the expected SINR quite well for ρ > 15 dB or so.
If one accepts that E MMSE (c, σ 2 ) is an accurate predictor of the expected SINR for large K, we see that for fixed ρ and increasing K, (34) states that the behavior of the SINR is qualitatively different for c = 1 and c < 1. The result essentially says that
as we let K → ∞. Note that when c = 1/2 we have E H SINR (dB) ≈ ρ (dB), and thus a 2K × K system employing H MMSE has roughly the same per-user performance as K parallel (i.e. no interfering links) AWGN channels.
V. VECTOR PERTURBATION
In this and all subsequent sections we turn our attention towards schemes which employ nontrivial vector perturbation, that is, choose x ∈ τ Z[i] K according to some algorithm which is intended to optimize system performance. In [2] and nearly all subsequent literature, the authors fix the precoding matrix to be A = H α for α ≥ 0, and for a fixed data vector u choose the offset vector x to be
we use to solve the shortest vector problem will not always produce the ML solution, thus we prefer the term vector perturbation.
A. Max-SINR Vector Perturbation
Rather than choosing x to minimize γ, we instead choose x to minimize the mean square error of the system. This loosely follows the 'Wiener Filter vector perturbation' strategy of [14] which, roughly speaking, chooses x to minimize a different notion of mean square error that ignores the effect of the matrix dg(HA). Specifically, for a fixed channel matrix H and a fixed data vector u, we choose the perturbation vector x according to
where
this provides a vector perturbation strategy for any regularization parameter α ≥ 0 whatsoever, not just the MMSE parameter α = σ 2 . We will refer to this strategy as max-SINR vector perturbation.
In Fig. 4 we plot the experimental value of E H (SINR) of MMSE inversion with no vector perturbation, vector perturbation with A = H MMSE and the offset vector chosen according to (36) as in [2] , and max-SINR vector perturbation with A = H MMSE . The system size is K = M = 8
and 64-QAM signaling was used. The regularization parameter α was chosen to be α = σ 2 for all strategies, though similar results are obtained for other regularization parameters.
From Fig. 4 we see that max-SINR vector perturbation outperforms both the MMSE inversion scheme of [1] and vector perturbation scheme of [2] for A = H MMSE , wherein the perturbation vector x is chosen to minimize the power renormalization constant γ. the sum of the interference and effective noise powers, and therefore outperforms both schemes at all values of ρ.
B. Estimating the Performance of max-SINR Vector Perturbation
In this subsection we will attempt to estimate the performance of max-SINR vector perturbation when using the regularization parameter α = σ 2 . The ultimate result is an approximation of E H (SINR) which can be used to predict system performance to within about 0.5-1 dB, which we demonstrate through numerous simulations.
The results of [11] , specifically [11, Lemma 1 and Corollary 1], estimate the power renormalization constant γ for the precoding matrix A = H ZF . A simple estimate using Jensen's Inequality can then be used to estimate the expected SINR for such a strategy. However, max-SINR vector perturbation has qualitatively different performance when compared to vector perturbation methods which attempt to minimize the power renormalization constant γ, especially for A = H ZF at lower values of ρ. Thus a new predictor of performance is required.
While the estimate of γ for the 'zero-forcing vector perturbation' method of [11] does not provide a useful predictor for the SINR of max-SINR vector perturbation, the general strategy therein remains applicable. In particular, we let
and we consider data vectors u chosen from the uniform distribution on H K .
Heuristically, we are approximating the discrete N-QAM distribution by the uniform input distribution on the minimal hypercube surrounding the constellation as N → ∞. One can check that our energy constraint is preserved, in other words that for such uniform inputs u, we have
and hence E u |u i | 2 = c since the entries of the data vector u are assumed i.i.d.
Recall from (13) and Proposition 1 that for a fixed channel matrix H, our estimate MSE of the mean square error of the system is given by
where T is as in Proposition 1. The below theorem estimates E H ( MSE) and thus provides a useful estimate of E H (SINR).
Proposition 2:
Suppose an M × K MIMO system employs max-SINR vector perturbation with a fixed channel matrix H and data vectors u uniform on H K , with any regularization parameter α ≥ 0. Then we have
where T is as in Proposition 1.
Proof:
We follow the proof of [ that u + x defines the uniform distribution on τ V T for all u. Setting τ = √ 6c, we have explicitly then that
where the last equation can be taken as a definition of s 2 (V T ), the second moment of the region V T . Following the proof of [11, Lemma 1] we can bound s 2 (V T ) below by
Combining the above two calculations and using the standard lattice-theoretic fact that vol(V T ) = det(T † T ), gives
which completes the proof.
To apply the above result to approximate the expected SINR of the system, we will need 
When α = σ 2 we can rewrite T † T as a product of matrices of the form I K + γW and then apply the above result to estimate E H (det(T † T )).
We now fix the regularization parameter to be α = σ 2 for the rest of the section. Straightforward computation gives
Replacing d with its large-K limit d(c, σ 2 ), again approximating the expectation of a ratio by the ratio of the expectations, and using (45) we arrive at
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We can complete our approximation of E H (SINR) by performing the following series of approximations:
where γ 1 and γ 2 are as in equation (47). We now have
for max-SINR vector perturbation with α = σ 2 .
C. Simulation Results
In this subsection we empirically demonstrate the accuracy of (49) when predicting the performance of max-SINR vector perturbation with regularization parameter α = σ 2 . We fix the signaling alphabet to be a 64-QAM constellation for all experiments. Again the solid curves represent the experimentally measured value of E H (SINR), and the dashed curves the approxi-
1) SINR as a function of K:
We study (49) in the left-hand plot of Fig. 5 . We see that the approximation is accurate to within about 1 dB when K ≥ 4. Implicit in our approximation (49) is (33) which essentially replaces the value d by its large-K limit, hence one should expect (49) to also be more accurate for larger K. 2) SINR as a function of ρ = 1/σ 2 : In Fig. 6 we plot, for K = 8, and c = 1, 4/5, 2/3, 1/2, the performance of max-SINR vector perturbation as well as the corresponding estimates
. Again, we see that the estimate of predicts E H (SINR) well, and maintains the qualitative behavior at low values of ρ. 
VI. VECTOR PERTURBATION FOR LARGE SYSTEMS
Vector perturbation offers large benefits over channel inversion, especially for values of c = K/M close to unity, but computing the optimal offset vector x in (37) may be prohibitively complex for large K. Hence we seek a sub-ML approach to vector perturbation that is scalable as a function of K. In [8] the authors used the LLL lattice-reduction algorithm to achieve this goal, but for very large K this reduction itself can be prohibitively complex. Hence we use a simpler sub-ML algorithm, which we show through experiment approaches the performance of the ML solution for small K, and is close to E vp (K, M, σ 2 ) for large K.
A. Sorted QR max-SINR Vector Perturbation
We employ the Sorted QR Precoding (SQRP) method of [22] , a sub-ML algorithm for decoding space-time codes which can be summarized as follows. For our purposes it suffices to consider the problem of computing
for a square K × K matrix T , and x ′ ranges over an integer lattice. The SQRP algorithm is a modified Gram-Schmidt procedure which decomposes the K × K matrix T as a product
where Q is K × K unitary, R is K × K upper-right triangular, and P is a K × K permutation matrix, to attempt to maximize the diagonal entries r ii of the matrix R, in order as i = K, . . . , 1.
Substituting into (49) we obtain
whereỹ = Q † y and z = P x ′ .
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Let us recall the definition of the Babai point z B , an estimate of the solution to (51) given recursively by
where [·] denotes rounding to the nearest element of the underlying per-coordinate constellation.
The final estimate of the ML solution x is obtained by computing P −1 z B . The modified SQRP algorithm of [22] increases the probability that P −1 z B is the ML solution to (49). We refer to [22] for further details.
To apply this algorithm to the vector perturbation procedure, we rewrite the argmin problem of (37) for a given u as
where y = T u is the 'received' vector. We then apply the decomposition (50) and compute the estimate of x, namely P −1 z B , as above. We refer to the process as Sorted QR vector perturbation, or just SQR vector perturbation.
In the left-hand plot of Fig. 7 we demonstrate that SQR max-SINR vector perturbation has nearly the same performance for K = 8 and c = 1, 4/5, 2/3, 1/2, and using 64-QAM modulation, as that of ML max-SINR vector perturbation wherein (37) is solved using a sphere decoder. We see that the performance gap is at most 0.5 dB in all cases, and negligible when c < 1.
In the right-hand plot of Fig. 7 we plot the performance of SQR max-SINR vector perturbation for systems of size K = 80 and M = 80, 120, using 64-QAM modulation. We see that the performance is close to that of the estimate E vp (K, M, σ 2 ) in both cases, and thus likely close to the ML performance. Furthermore, meaningful gains over plain channel inversion with A = H MMSE are maintained even for max-SINR vector perturbation with the sub-ML SQR method. 
B. Comparison with Other Vector Perturbation Strategies
In this subsection we compare the SQR max-SINR vector perturbation strategy (with regularization parameter α = σ 2 ) with other vector perturbation strategies using SQR precoding. In particular, we use as a basis of comparison the strategies in which A = H ZF or A = H MMSE and the offset vector x is chosen using the SQR algorithm of Section VI-A to minimize the power renormalization constant γ = ||A(u + x)|| 2 /K as in [2] , [11] . Channel pre-inversion with A = H MMSE and no perturbation is also shown as a helpful basis for comparison. For all experiments, 64-QAM modulation was used.
In the left-hand plot of Fig. 8 we plot results for K = M = 128. We see that max-SINR vector perturbation is the only strategy which outperforms plain channel inversion at all values of ρ. Additionally, our strategy outperforms the other two vector perturbation strategies below ρ = 20 dB, after which it is marginally outperformed by 'zero-forcing' vector perturbation. The large gap to the strategy for which A = H MMSE and x = argmin γ is a direct consequence of this strategy's failure to account for the interference power when choosing the offset vector. We emphasize that the regularization parameter α = σ 2 used above is not known to be the optimal regularization parameter for the max-SINR vector perturbation strategy, or the strategy for which A = H α and x = argmin γ. However, our strategy outperforms this latter strategy independently of α, and without knowing the optimal α choosing α = σ 2 is simply convenient.
In the right-hand plot of Fig. 8 we repeat the previous experiment for a system of size
The performance of the A = H MMSE , x = argmin γ strategy was omitted because it was very poor and varied wildly with H. We see that max-SINR perturbation with α = σ 2 outperforms plain MMSE pre-inversion as well as vector perturbation with A = H ZF and x = argmin γ at all values of ρ under consideration.
C. Capacity of SQR max-SINR Vector Perturbation
So far in this paper the evaluation of system performance has used the expectation of the SINR as the primary metric for studying the max-SINR vector perturbation method. As an alternative, each channel realization can be considered fixed for the purposes of evaluating a 'per-realization, per-receiver' interference level and hence capacity which is summed over all receivers and then the expectation taken over channel realizations. That is, for a fixed channel H the interference power at the i th receiver is given by
and adding the Gaussian noise to this term then allows the capacity to be evaluated, with the wanted signal taken as (HH MMSE ) ii u i / √ γ. Explicitly, for a fixed channel H the average per-user capacity is given by
We compare the value of E H (C H ) of max-SINR vector perturbation scheme (with α = σ 2 ) against the channel capacity, the latter having been computed in [24] . The value E H (C H ) evaluated according to (56) is plotted against the per-user channel capacity (which is nearly constant with respect to K) for 12 × 12 and 128 × 128 systems in Fig. 9 . In Fig. 9 for a 128 × 128 system, we see a constant gap to the channel capacity of approximately 3 dB for all values of ρ. For the smaller 12 × 12 system, this gap narrows to approximately 2.5 dB at high values of ρ. We also note that the per-user performance shows very little capacity degradation for the max-SINR vector perturbation strategy as the size of the system increases.
VII. CONCLUSIONS AND FUTURE WORK
We have studied channel inversion and vector perturbation schemes, for systems with M transmit antennas transmitting to K non-cooperating single-antenna users where K ≤ M. In particular, we have studied the performance of such systems when the number of users grows without bound. To that end, we have provided a very sharp estimate of the SINR for MMSE channel pre-inversion, and used Random Matrix Theory to make this explicit. Furthermore, we have suggested a new max-SINR vector perturbation scheme which attempts to maximize the SINR of the system, instead of minimizing the power renormalization constant as is usually done. Random Matrix Theory was also used to estimate the performance of our vector perturbation scheme, and the resulting approximation was shown to be accurate.
Vector perturbation techniques offer very good performance for a large number of users K, but the complexity of obtaining the ML solution to the corresponding integer least squares problem for large K prevents one from employing such techniques. To overcome this difficulty, we have proposed a sub-ML approach to vector perturbation, which is shown to have good performance and is scalable to a large number of users. For very large systems, this sub-ML max-SINR vector perturbation method generally outperforms other vector perturbation schemes.
Future work will consist of investigations into additional sub-ML techniques for vector perturbation. Additionally, using fast-decodable space-time codes [25] , [26] , [27] at the transmit end could naturally reduce the complexity of the ML search for the perturbation vector. Lastly, we hope to extend this work to correlated channel matrices, in particular to those of the form (see [28] ) where Θ R and Θ T measure correlation at the receiver and transmitter, respectively.
which completes the proof of the proposition.
