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ABSTRACT OF DISSERTATION

A Computational Fluid-Structure Interaction Method
for Simulating Supersonic Parachute Inflation
Following the successful landing of the Curiosity rover on the Martian surface in
2012, NASA/JPL conducted the low-density supersonic decelerator (LDSD) missions
to develop large diameter parachutes to land the increasingly heavier payloads being
sent to the Martian surface. Unexpectedly, both of the tested parachutes failed far
below their design loads. It became clear that there was an inability to model and
predict loads that occur during supersonic parachute inflation. In this dissertation, a
new computational method that was developed to provide NASA with the capability
to simulate supersonic parachute inflation is presented and validated. The method
considers the loose coupling of two different immersed boundary methods with a nonlinear finite element solver. Following validation on canonical FSI problems, methods
to simulate the permeability of parachute broadcloth and to identify and enforce contact in parallel are presented and validated. The coupled solvers are first applied to
the supersonic parachute problem on a sub-scale MSL parachute and capsule geometry, and subsequently, a full-scale test flight from the Advanced Supersonic Parachute
Inflation Research Experiments (ASPIRE) is simulated. To the best of the author’s
knowledge, these are the first FSI simulations to match the ASPIRE flight test data.
KEYWORDS: cartesian grid methods, nonlinear structural dynamics, higher-order
finite difference methods, immersed boundary methods, parallel computing
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Chapter 1 Introduction

1.1

Motivation

Due to a combination of size and weight constraints on spacecraft and the low density of the Martian atmosphere, large disk-gap-band (DGB) parachutes have been the
method of choice for decelerating a capsule from around Mach 2.0 to subsonic speeds
during U.S. missions to the Martian surface since the 1970’s[21]. The success of these
missions was in part due to relying on geometrically-scaled or at least derived versions of the proven Viking DGB parachutes, which demonstrated good performance in
the low-density, moderate supersonic conditions experienced during the first missions
to the Martian surface[22]. The Mars Science Laboratory (MSL) mission, however,
required that the limits of the existing Entry, Descent, and Landing (EDL) design
criteria be expanded to ensure that the largest payload mass yet considered be delivered to the highest landing elevation out of the previous Martian missions with the
highest level of accuracy[23]. In addition to this, the parachute’s nominal diameter
would make it the largest DGB parachute ever flown at the time[22]. Of course, the
MSL mission was successful in all of these goals and safely landed the Curiosity rover
on the Martian surface. Looking ahead, however, NASA realized that the increase
in the performance of DGB parachutes still falls short of the requirements that are
expected for future missions.
To investigate EDL systems that could increase the maximum payload weight deliverable to the Martian surface, JPL and NASA started the low-density supersonic
decelerator (LDSD) project[22]. In these missions, inflatable decelerators followed
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by large ‘disksail’ parachutes, were used in two test flights (in 2014 and 2015) to
decelerate a payload moving through the upper terrestrial atmosphere. In both test
flights, the parachutes suffered structural failure either during or shortly after inflation, one of which is shown in Figs. 1.1a-c. Most interestingly, the failures occurred
at a loading that was far below the predicted maximum loading that the parachutes
could withstand[24, 25]. This was attributed to several factors, including: faster than
expected inflation causing large inertial forces, unsteady and asymmetric/off-axis
loading locally exceeding the strength of the parachute fabric, uncertainty about the
scaling of supersonic parachute designs (as these parachutes became the new largest
parachute canopies ever flown in supersonic conditions), among others[24, 25].

Figure 1.1: Images of the inflating parachute canopy at three snapshots in time from
the first LDSD flight test. Images adjusted from Clark[5].

The findings from the LDSD missions highlight the importance of the inflation
process, specifically, the inflation process in representative flight conditions, when
evaluating a parachute design. In fact, at that time, no DGB parachute that landed
on the Martian surface was flown in supersonic conditions before flight since the
Viking missions[3]. With this in mind, and as a step to reduce risk for the Mars
2020 mission, NASA and JPL started the Advanced Supersonic Parachute Inflation
Research Experiments (ASPIRE) missions. The ASPIRE missions were intended to
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test and develop capabilities to experiment with candidate parachutes at supersonic
conditions relevant to inflation in the upper Martian atmosphere[3]. The project
oversaw three successful parachutes inflating during experiments conducted in the
upper terrestrial atmosphere.
Though these tests were successful, and new, strengthened parachute designs were
considered, computational fluid dynamics (CFD) simulations played only a supporting role[26]. In addition, in the development of the MSL EDL system, CFD and
fluid-structure interaction (FSI) simulations were present, but exploratory in nature
and again played primarily supporting roles[27, 28]. As the payload weight, canopy
size, aeroshell diameter, and landing elevation are all expected to increase for future missions to the Martian surface, notably, for human exploration, the current
EDL design criteria will need to be expanded again. Because of the expensive, often time-consuming, nature of large-scale experiments and the difficulty in recreating
realistic flight conditions, there is a role for computational methods in the design,
development, and testing of these future parachute systems.

1.2

Review of Computational Methods

To contextualize the forthcoming research objectives, a review of existing computational methods is provided. The review is segregated into immersed boundary treatments (especially for thin geometries), general fluid-structure interaction problems,
and works specifically considering supersonic parachute dynamics and inflation.

1.2.1

Thin, Immersed Boundary Treatments

Key computational challenges for a fluid solver are the efficient motion tracking of
a very thin geometry, at or below the size of the local volume grid spacing in the
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fluid domain, and when using Cartesian grid methods, the accurate and robust enforcement of boundary conditions at the surface of the moving geometry. There are
generally two categories[29] of methods that are available for the fluid domain: a
conventional, body-fitted Arbitrary Lagrangian Eulerian (ALE) method[30, 31] and
a segregated Eulerian-fluid/Lagrangian-structure approach[32, 33, 15, 16] utilizing
an immersed boundary method (IBM) or cut-cell method (see Fig. 1.2). In the
former, the requirement of redefining the body-fitted mesh with the motion of the
structure throughout the simulation is a non-trivial and potentially even prohibitive
task[30, 31]. This is especially true for complex, 3D problems that require frequent
remeshing to track large structural deformations, such as those present in supersonic
parachute inflation. In addition, there is the added complexity involved in transferring the solution from the previous mesh to the redefined mesh. In contrast, the latter
method tracks the motion of the structure in a Lagrangian fashion on a fixed Eulerian
mesh, permitting arbitrarily large solid body motions and structural deformations.

(a)

(b)

(c)

(d)

Figure 1.2: Schematic of the general approaches to boundary treatment for Cartesian
methods considering a (a) continuous forcing IBM, (b) cut-cell method, (c) ghost-cell
IBM, and (d) sharp finite difference immersed boundary method. Methods are not
strictly limited to a single approach, and a method may employ a combination of
approaches to treat the boundary[6, 7].

Mittal and Iaccarino categorized IBMs into two main families that are distinguished by continuous and discrete forcing (the general variations of each family are
illustrated in Fig. 1.2)[34]. Continuous forcing approaches, such as those employed
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by Peskin’s original IBM[35] and a variation of it[36], Huang and Sung[15], Hua et
al.[16], and Kempe et al.[37], employ a forcing distribution on Lagrangian marker
points on the immersed boundary (IB) (Fig. 1.2a). This method has been successfully applied to many applications such as cochlear dynamics by Beyer[38] and bubble
dynamics by Unverdi and Tryggvason[39] in addition to flow past elastic filaments
by Zhu and Peskin[40]. The forcing distribution used to represent the IB, however,
is ‘smeared’ over several grid cells, and for this reason, it may not desirable for the
high Reynolds numbers flows and thin, typically sub-grid thickness, geometries that
are present in supersonic parachute inflation[34].
In the discrete forcing approach, the governing equations are first discretized,
and then the presence of the IB is accounted for by directly enforcing the boundary
conditions. There are multiple ways this can be implemented numerically, and the
general approaches are illustrated in Figs. 1.2b-1.2d. A method may, however, employ
a combination of these approaches[6, 7]. In addition to the advantage of a ‘sharp’
representation of the IB, the emphasis on local accuracy near the IB makes the
discrete forcing approaches attractive for high Reynolds number flows[34]. With the
sharp representation of the IB, however, comes additional complexities with moving
bodies and the pressure boundary condition at the IB, both of which will be discussed
in the current work.
One approach to modifying the computational stencils near the IB to obtain a
sharp representation of the geometry is to ‘cut’ the grid-cells touching the IB along
the fluid-solid demarcation like the illustration in Fig. 1.2b, yielding finite control
volumes along the IB in the fluid domain. This is the basis of the cut-cell method,
which also has the advantage that conservation laws can be satisfied near the wall.
Johansen and Colella [41] and Day et al.[42] developed core methodologies to han-
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dle complex geometries with a cut-cell IBM. Ye et al.[43] applied a cut-cell method
to complex geometries and flows with 2nd -order spatial accuracy using a two-step
fractional-step scheme. To mitigate the troublesome spurious pressure oscillations
that are characteristic of sharp IBMs, Seo and Mittal[44] developed an efficient numerical scheme to improve mass conservation by employing conservative cut-cells at
the IB. Despite successful application to applied problems by Clarke et al.[45] and
Park et al.[46], where cut-cell methods were used with realistic aerospace geometries
in sub- and supersonic flows, and the application to large-scale atmospheric flows by
Lundquist et al.[47, 48], the extension of the cut-cell method to three dimensions
and higher-order representations is not straight forward, and there are significant
complications with very small cut-cells[43, 49].
In the ghost-cell method, grid-cells within the thickness of the geometry that
have at least one grid-cell neighbor that is in the fluid use interpolation procedures
to enforce boundary conditions on the IB (see Fig. 1.2c). Tseng and Ferziger[50]
introduced a ghost-cell IBM for incompressible, turbulent flows, Ghias et al.[51],
developed a ghost-cell IBM for complex, 3D geometries in compressible flows, and
Mittal et al.[52] extended this to consider moving bodies in incompressible flows.
In addition, Berthelsen and Faltinsen[53] introduced the concept of 1D, local ghostcell stencils for incompressible flows to deal with irregular IBs, and Lee and You[54]
developed a ghost-cell IBM intended to reduce spurious noise with freshly-cleared
cells by introducing a backward time-integration scheme. One disadvantage with the
ghost-cell methods, however, is that without special treatment[55], computational
grid-cells always need to be maintained within the thickness of the geometry.
An alternative direct forcing method that can treat arbitrarily thin geometries and
avoid complex cut-cells while maintaining a sharp IB treatment is the finite difference
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immersed boundary method[8, 9, 56], named as such because of the modification
of the finite difference stencils near the IB. In this method, boundary conditions
are enforced directly where the computational grid lines intersect the IB, and the
‘regular’ finite difference stencils that cross the IB are modified into one-sided, onedimensional stencils pointing away from the wall that include the contribution from
this intersection point and no grid-cells inside of the geometry (Fig. 1.2d). Thus,
the geometries can be arbitrarily thin while maintaining a sharp representation and
permitting arbitrarily large structural displacements and rigid body motions. Both
the ghost cell and finite difference immersed boundary methods are considered in this
dissertation.

1.2.2

General Fluid-Structure Interactions

The nature of the coupling between the fluid and structural solvers strongly affects
solution stability and accuracy. Generally, there are two coupling strategies for FSI
problems: strong (tight) and weak (loose) coupling. The strong coupling strategy
is more robust but requires multiple FSI solution iterations per timestep[57, 58],
increasing computational cost. The weak coupling strategy requires an exchange of
information between the CFD and CSD solvers only at solution updates and is not
iterative, but typically leads to strict stability constraints that are dependent on the
‘added-mass’ effects arising from the ratio of the fluid density to the density of the
structure, or the density ratio[33, 59, 60, 61]. This is primarily only of importance for
problems considering incompressible flows because the density of an incompressible
fluid is typically much higher than that of a compressible fluid. In fact, in the case of
supersonic parachutes, the mass ratio, ms /(ρf · D3 ), between the parachute canopy
with mass ms and diameter D and the ambient fluid with density ρf is 2, and for
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the full-scale Mars Science Laboratory parachute, the mass ratio was 10[1]. If ms =
ρs hs As , where hs is the thickness of the parachute material (typically O(10−6 )[4]), and
As is the nominal area of the parachute canopy given by πD2 /4 with D ≈ O(101 )[1],
it can be deduced that the density of the structure is much higher than the density of
the ambient fluid. Provided the heuristic analysis from Zheng et al.[62], where it was
shown that a loose coupling scheme is stable when ρs /ρf > 1/2, all of the test cases
considered in this work are within the range where the stability of the loose coupling
approach can be ensured, and thus, strong/tight coupling is not considered.
Weakly coupled FSI methods employing IBMs and a nonlinear structural solver
include those of Huang and Sung[15], where an incompressible volume forcing IBM
was coupled to a curvilinear, elastic structural solver to study the physics of a threedimensional flapping flag. The wrinkling and folding of thin elastic sheets in viscous
crossflow was considered by Hua et al.[16], who used a volume forcing IBM in combination with a Lattice-Boltzmann method (valid only for low Mach number flows)
and discrete Kirchhoff triangular elements. Tian et al.[63] used an incompressible
ghost-cell IBM[64] with discrete Kirchhoff triangular elements to simulate various
physiologically-inspired FSI problems. Borazjani et al.[65] strongly and weakly coupled together a sharp IBM for incompressible flows on curvilinear meshes with a rigid
body structural solver. This was extended to consider general deformable bodies in
high Reynolds number incompressible flows by Gilamonov et al.[66].

1.2.3

Parachute Dynamics and Inflation

Both ALE and IBM methods have been used to simulate parachute dynamics with
success, despite the aforementioned drawbacks in each. Some of the first fully-coupled
FSI simulations of supersonic parachute flight may have been conducted by Lingard
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in 2005[67] and 2007[68]. In these works, an ALE solver inside LS-DYNA was used
to simulate the inflated dynamics of the Huygens[67] and MSL[68] EDL systems.
The simulations were able to capture the partial collapse and re-inflation of a DGB
parachute canopy and provide insight on the effect of the trailing distance of the
canopy behind the wake of the capsule — it was found that if the canopy was too
close, it was more likely to collapse.
Other works using the ALE formulation and LS-DYNA include that of Gao et
al.[17], who recreated experiments by Sengupta et al.[1] considering a 0.8m nominal
diameter DGB parachute in supersonic conditions. In this work, Gao et al.[17] considered a range of Mach numbers and dynamic pressures, and showed the calculated
drag values and inflation times to be in good agreement with the experimental values.
The simulations also featured a realistic finite element cable formulation to model the
suspension lines and a means to simulate the material porosity by the Ergun equation.
Some measures of the stresses in the parachute fabric were also presented.
More recently, in 2020, Xue et al.[69], and in 2021, Yang et al.[70], also used
an ALE approach with interface tracking to recreate the 0.8m diameter sub-scale
DGB parachute experiments. In these works, emphasis is placed first on the use
of interface tracking and structural contact to avoid generating ALE mesh elements
with negative volume[69] and then on modeling and studying the effect of parachute
broadcloth porosity with the Ergun equation applied as a source term on the momentum equations[70]. In the latter, it was shown that some of the primary effects
of including porosity in the simulations was not only reduced drag forces and a more
stable wake, but a shorter standoff distance between the canopy bow shock and the
leading edge of the band. This was attributed to the flow through the porous disk of
the parachute lowering the pressure inside of the canopy.
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Using a ghost cell IBM, large period, drastic area oscillations in sustained parachute
flight were studied by Karagiozis et al.[28] using the Favre-filtered Navier-Stokes equations within a Cartesian adaptive mesh refinement framework. This work was recently
extended to solving the Favre-filtered compressible Navier-Stokes equations using a
PI-controller based IBM[71]. Both works found the presence of area oscillations and
its behavior to depend dramatically on the grid resolution and freestream Mach number.
A less-studied aspect of supersonic parachute performance, notably, the inflation
process, has been studied by a recent joint research initiative between the Farhat
Research Group at Stanford University and NASA’s Jet Propulsion Laboratory[72].
This work is based on solving the compressible Navier-Stokes equations using an
unstructured, embedded boundary method with adaptive mesh refinement[73] and
has considered the effect of the initial folding state and stress state of the parachute
on the drag history and performance of a parachute in supersonic flow. This work
also considers orthotropic and materially nonlinear constitutive relations and porosity
models for the parachute canopy.

1.3

Research Objectives and Dissertation Structure

The present work seeks to address shortcomings in computational methods and procedures identified by the author in the literature and to develop a new capability for
simulating supersonic parachute inflation. This is done by first developing, evaluating the performance of, and validating an efficient, hybrid OpenMP-MPI parallel FSI
method for thin shell structures with flexible explicit/implicit, explicit/explicit, implicit/implicit fluid/structural coupled time integration strategies. Following this, a
sub-scale supersonic parachute test case is used as a platform to develop and validate
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methods for simulating material porosity and performing contact identification and
enforcement while evaluating the robustness of the FSI method. Finally, a full-scale
flight test from the ASPIRE missions is simulated using all of the developed methods.
To the best of the author’s knowledge, these simulations are the first to match the
ASPIRE flight data and the first parachute FSI simulations to systematically study
grid dependence and objectively demonstrate grid convergence with respect to the
volume (fluid) resolution.
Chapter 2 of this dissertation presents the governing equations of the fluid and
structural domains and their interface conditions. Chapter 3 presents the computational methods used to discretize the fluid and structure in space and time and
introduces many of the major contributions to method development in this research
for sharp and moving immersed boundary treatments and modeling material porosity.
Chapter 4 introduces the parallel FSI coupling strategy and flexible coupled time integration options that were developed for this research, in addition to a novel method
for enforcing (self-)contact, before the results from validation of the FSI method on
canonical FSI problems are presented in Chapter 5. In Chapter 6, results from simulations of a sub-scale MSL parachute wind tunnel test are presented and compared
with experimental data. Following this, Chapter 7 details simulations of the fullscale ASPIRE SR01 flight test and comparison with flight data; effort is made to
rigorously test the sensitivity of the solution to the volume and surface resolutions.
Finally, Chapter 8 summarizes the research, the original contributions made, and the
limitations of the research and future work.

Copyright c Jonathan Boustani, 2021.
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Chapter 2 Governing Equations

Throughout this dissertation, as illustrated in Fig. 2.1, the problem domain, Ω, is
divided into fluid, Ωf , and structural, Ωs , domains. The interface between the two
domains is defined by Γf si = Ωf ∩ Ωs and a normal vector on the surface, n.

n

Ωs

Γ
Ω

Figure 2.1: Illustration of the fluid and structural domains and their interface, Γf si .

2.1

Governing Equations for the Fluid Domain

The flow of an ideal, non-reactive gas is considered in this work. The fluid can
described by the compressible Navier-Stokes equations, shown here in conservative
form:

∂wf
∂F(i)
+
= 0 in Ωf ,
∂t
∂xi

(2.1)

h
iT
wf = ρf , ρf v1 , ρf v2 , ρf v3 , ρf Et

(2.2)

where
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is the unknown state vector of the fluid, and


(i)

F



=



ρf vi
ρf v1 vi + pδ1i − τ1i
ρf v2 vi + pδ2i − τ2i
ρf v3 vi + pδ3i − τ3i
(ρf Et + p)ui + qi − vj τij )








(2.3)

contains the flux of mass, momentum, and energy, respectively. Here, p, vi , and T
are the pressure, velocity components, and temperature of the fluid, respectively. ρf
is the density of the fluid and is given by the equation of state, p = ρf RT , where R
is the gas constant of the fluid. The subscript f associates quantities with the fluid
domain. qi are the components of the heat flux of the fluid given by Fourier’s law,
qi = −κ∂T /∂xi , where κ is the thermal conductivity of the fluid, and τij represents
the components of the viscous stress tensor,




∂vi
∂vj
2 ∂vk
τij = µ
+
−
δij ,
∂xj ∂xi 3 ∂xk

(2.4)

where µ is the dynamic viscosity of the fluid given by Sutherland’s law for simulations
considering supersonic flow. The total energy is evaluated as

1
Et = e + (v12 + v22 + v32 ),
2

(2.5)

where e = cv T and γ = cp /cv = 1.4 for the ideal gas considered here. The Prandtl
number for the test cases considered here is P r = 0.7, and the thermal conductivity
is then calculated as κ = cp µ/P r. For the compressible flow test cases in this dissertation, the fluid properties are dimensional, and the Mach number is explicitly stated
in the problem descriptions. The specific heat and gas constants for these cases are
cp = 1, 005J/(kg · K) and R = 287.15J/(kg · K), respectively.
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For the incompressible validation cases considered in this paper, the fluid properties are non-dimensionalized such that the freestream density, velocity, and temperature are ρf,inf = 1, vinf = 1, and Tinf = 1, thus cp = 1/(γ(γ −1)M 2 ) and R = 1/(γM 2 ).
To simulate incompressible flow, the Mach number is set to M = 0.2. Given these
fluid properties, the viscosity is set such that the Reynolds number matches the value
in the each test case description.

2.2

Governing Equations for the Structural Domain

The dynamic equilibrium of the structure can be expressed in total Lagrangian form
as

ρs ü = ∇0 · (X · S) + b0 in Ωs,0 ,

(2.6)

where Ωs,0 denotes the initial configuration of the structure, ρs is the density of the
structural material, ∇0 is the divergence operator in the initial configuration, b0 is
the vector of body forces acting in Ωs,0 , and u and ü are the unknown displacements
and accelerations. X and S represent the deformation gradient tensor and the second
Piola-Kirchhoff stress tensor, respectively. The subscript s associates quantities with
the structural domain.
The second Piola-Kirchhoff stress tensor is related to the Green-Lagrange strain
tensor, E, given by

1
E = (XT X − I),
2

(2.7)

by specifying a constitutive relationship. In this dissertation, the constitutive relationship is derived from the Saint Venant-Kirchhoff hyperelastic material model,
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which has a strain energy density functional of the form

1
Ψ(E) = µs E : E + λs (E : I)2 ,
2

(2.8)

where I is the identity tensor, and µs and λs are the Lamé constants.
The boundary of the structural domain, ∂Ωs , can be represented as

∂Ωs = Γs,N ∪ Γs,D ∪ Γf si ,

(2.9)

where Γs,N , Γs,D , and Γf si denote structural boundaries with Neumann, Dirichlet,
and FSI coupling conditions, respectively. Thus,

u = û on Γs,D

(2.10)

J −1 XSXT n = t̂ on Γs,N ,

(2.11)

and

where J = det(X) and n is a vector normal to Γs . Fluid-structure interface conditions
will be discussed in the following section.

2.3

Fluid-Structure Interface Conditions

The fluid and structural domains interact at the shared interface, Γf si , via the following transmission conditions:

v = u̇ on Γf si

(2.12)

−pn + τ n = J −1 XSXT n on Γf si ,

(2.13)

and
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ensuring the compatibility of velocities and equilibrium of traction between the two
domains.

2.3.1

Non-Dimensional Parameters in Fluid-Structure Interactions

The interaction of most FSI problems can be described by a handful of non-dimensional
parameters, i.e., the bending stiffness ratio, Sb , the stretching stiffness ratio, Ss , the
mass (or density) ratio, M R (or DR), the Reynolds number, Re, and the Mach
number, M .
The bending and stretching stiffness of a thin shell structure can be described by
the generalization of Hooke’s law for an isotropic structure subjected to the planestress assumption. When these expressions for the bending and stretching stiffness
are non-dimensionalized by the dynamic pressure of a flow and the relevant length
scales, the bending and stretching stiffness ratios can be obtained as

Sb =

S̃b
,
ρf Vf2 L3f

and

Ss =

S̃s
,
ρf Vf2 Lf

(2.14)

respectively, where S̃b = Eh3s /(12(1 − νs2 )) is the dimensional bending stiffness of
the structure, and S̃s = Ehs /(1 − νs2 ) is the dimensional stretching stiffness of the
structure. In these expressions, E is the elastic modulus of the structure, hs is a
characteristic length associated with the structure (usually the plane normal thickness represented simply as h), νs is the Poisson ratio of the structure, Vf is the
characteristic speed of the flow, Lf is a characteristic length scale in the flow, and ρf
is the density of the fluid. These parameters are measures of a structure’s ability to
withstand bending and stretching loads induced by fluid dynamic loading.
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The structural dynamic response in unsteady FSI problems is affected by the
mass, or density ratio, given as

MR =

ρ s Ls
,
ρf Lf

or

DR =

ρs
,
ρf

(2.15)

because it determines the relative inertia between the fluid and the structure. The
development of numerical methods for FSI problems with low M R or DR is an
active area of research due to stability issues when considering ratios at or below
unity[33, 63, 62]. It has been shown that the stability of low M R or DR problems
is highly dependent on the nature of the coupling[33]. Specifically, for cases where
DR ∼ 0.5, a weak coupling approach would be unable to guarantee stability of the
solution[62].
The Reynolds number arises from the non-dimensionalization of the Navier-Stokes
equations. It describes the ratio of inertial to viscous forces in the perfect gas and is
defined as

Re =

Vf Lf
,
νf

(2.16)

where νf is the kinematic viscosity of the perfect gas. As the Reynolds number of
a flow increases, the flow becomes more sensitive to disturbances, and the flow can
transition from a laminar to a turbulent state for critical values of Re. These unsteady
flows will interact with flexible structures, exchange/convert energy, and potentially
lock-on to the unsteady motion of the structure. Hence, it is evident that the choice
of the Reynolds number will have a significant effect on the dynamic nature of FSI
problems.
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Finally, the Mach number of the fluid flow is given as

M=
where c =

Vf
c

(2.17)

√
γRT is the speed of sound in the ambient fluid, γ is the heat capacity

ratio of the fluid. The Mach number is known to have a large effect on the response of
an FSI system, especially for high-speed, supersonic FSI problems. Specifically, the
aeroelastic response of an aircraft or launch vehicle fuselage panel in supersonic flow
can become marginally stable or even unstable depending on the value of the Mach
number and the flutter boundary of the aeroelastic structure[74, 75], and the stability
of a disk-gap-band parachute can be expressed as a function of the porosity of the
broadcloth material and the freestream Mach number[76]. Beyond a Mach number
of 1.5, disk-gap-band parachutes are known to undergo a phenomenon called ‘area
oscillations’ where the band of the parachute can sporadically collapse and re-inflate,
affecting the aerodynamic drag performance of disk-gap-band parachute operating in
this range, thus, one mission objective for spacecraft parachute deployment is often
to limit the amount of time spent in flight above M = 1.5[1].

Copyright c Jonathan Boustani, 2021.
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Chapter 3 Computational Methods

This chapter will detail the two CFD solvers and their immersed boundary treatments
along with the CSD solver. Emphasis is placed on original contributions, but a brief
overview of all numerics is presented in some detail.

3.1

Computational Fluid Dynamics

Immersed boundary methods (IBMs) are an efficient way to represent arbitrarily complex geometries without time-extensive and manual body-conforming grid generation.
As stated in Chapter 1, there are various ways to ‘treat’ an immersed boundary (IB),
two of which were the finite difference and the ghost cell IBMs. Both maintain distinct advantages and disadvantages over one another, and both are used throughout
this work. The following sections will detail the specifics of each IB treatment. Majority of the individual contributions were conducted with the finite difference IBM
and its extension to considering thin, trapped, and moving geometries, thus emphasis
is placed here.

3.1.1
3.1.1.1

Finite Difference Immersed Boundary Method
Overview

The finite difference (FD) IBM is implemented in the Cartesian Higher-order Adaptive Multi-Physics Solver (CHAMPS) at the University of Maryland. The primary
idea behind the FD IBM is that the stencil coefficients at so-called ‘irregular’ grid
points are locally optimized to provide a stable discretization[8], and the boundary
conditions are enforced directly at grid-line intersection points (GLIPs) with the IB
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(see Fig. 3.1), thus no information ‘inside’ the immersed geometry is required. Enforcing the boundary conditions exactly on the IB means the geometry is ‘sharply’
represented - a desirable quality for high-speed, transitional flows[34]. Details on the
optimization procedure are beyond the scope of this dissertation and are presented
in detail by Brehm et al.[8, 9]. Fig. 3.1 depicts the typical one-sided, 1D stencil used
by an irregular grid point in the FD IBM. These near-wall grid points are ‘irregular’
because of their inability to form a ‘regular’ 5th - or 6th -order WENO stencil without
reaching into or across the IB.

Figure 3.1: Schematic of an irregular point 1D stencil layout, where ∆x is the grid
spacing in the fluid domain and −1 < Ψ < 1 is the non-dimensional boundary
distance of the irregular point.

3.1.1.2

Thin Geometry Representation and Motion Tracking

One challenge when dealing with IBMs is that of the thin (sub-grid thickness) geometry. Conventionally, to represent immersed geometries, a special case of the level-set
method is used to define a signed distance function at each of the cell centroids that
compose the grid. The signed distance function, φ, is used to mark cells as being
inside or outside of a ‘water-tight’ discretization of the geometry of interest (a closed
curve of discrete line segments in 2D or a closed surface of discrete triangular elements in 3D). An example of this for an arbitrary geometry composed of discrete line
segments is shown in Fig. 3.2a. In this dissertation, ‘thick’ geometries are those that
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are able to be sufficiently represented solely with the Eulerian approach provided by
the signed distance function.

(a)

(b)

(c)

Figure 3.2: An illustration of a (a) solid, (b) thick, and (c) thin geometries immersed
into a Cartesian grid. Shaded cells indicate φ < 0, or, cells that are ‘inside’ of the
representation of the geometry. Note that for thin geometries where the thickness is
smaller than the local volume grid spacing, the distance function approach becomes
inadequate.

If the geometry was not solid throughout and was instead hollow, a short-coming
of this level-set approach can be highlighted. In Fig. 3.2b, a hollow geometry is
also immersed into a Cartesian grid. This geometry is made sufficiently thick to still
maintain Cartesian grid cells throughout the thickness of the geometry, however, if
the geometry represents a trivial depiction of a cross-sectional slice through an inflated parachute canopy, which typically have a thickness of O(10−5 m) and a diameter
of O(101 m)[1], it may not be practical to maintain many grid cells throughout the
thickness of the geometry. A situation similar to this is shown in Fig. 3.2c, where
it is evident that the simple ‘in-out’ querying of the Cartesian grid cells is not sufficient to represent the geometry given the current resolution, as is evident by the
circumferential gaps in the signed distance function.
To overcome this, and to allow the consideration of thin geometries, the distance
function-based in-out testing is supplemented with an x-ray tracing procedure. In this
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procedure, rays are cast along the lines connecting the cell centers of the Cartesian
grid, and a ray-line segment intersection (2D) or ray-triangle intersection (3D) test
is performed to determine if and where the rays intersect the discrete representation
of the geometry. This x-ray tracing process is visualized for a few rays cast in the xand the y-directions for the thin geometry in Fig. 3.3a. The locations where the rays
intersect the geometry are so-called grid-line intersection points (GLIPs). Successive
odd-even pairs of GLIPs along the ray are used to represent the thickness of the
geometry. That is, for external flows, the space in between each odd-even pair of
GLIPs is ‘inside’ the geometry, and the space between even-odd pairs is ‘outside’ of
the geometry. This x-ray tracing process is advantageous because there is no longer a
minimum requirement of the grid spacing (or a maximum requirement of the geometry
thickness) in order to represent geometries with a thickness potentially too small to
practically resolve fully with a level-set approach. When this operation is performed
every temporal update step, the motion of the geometry over the static background
grid can be efficiently tracked by tracking the new locations of the GLIPs at each
timestep.
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(a)

(b)

Figure 3.3: (a) An illustration of the x-ray tracing process and the identification of
grid-line intersection points for the thin geometry immersed into a Cartesian grid and
(b) an illustration of the typical 1D FD stencils used at irregular grid points in the
FD IBM[8, 9].

3.1.1.3

Irregular Grid Point Identification and Orientation

For the aforementioned sufficiently thick geometries that are aptly represented by
the level-set approach, the identification of irregular points is straight forward. For
example, for an x-ray extending normal to the i − j plane into the k direction, each
GLIP location created by a ray intersection can perform ‘floor’ operations of the form

k = floor((zGLIP − zbox )/∆z + 0.5) + Nguard

(3.1)

to determine the block-local (i, j, k) indices of a nearby Cartesian grid cell. This grid
cell is a candidate irregular point in the k direction (to identify candidate irregular
grid points in the other Cartesian directions, this process is also repeated for the i − k
and j − k planes). In this equation, the block-local indices, (i, j, k), represent the
x−, y−, and z−indices of a Cartesian cell within the block they belong to (see Fig.
3.4a for an illustration of the block-structured Cartesian grid layout). xGLIP , yGLIP ,
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and zGLIP represent the location of the GLIP, xbox , ybox , and zbox are the coordinates
of lower corner of the Cartesian block, ∆i is the grid spacing in the ith direction of
the block, and Nguard is the number of guard or ghost cells extending outside of the
block in each direction (see Fig. 3.4a).

(a)

(b)

Figure 3.4: (a) Layout of a typical 2D block-structured Cartesian mesh with 8 × 8
grid cells per block and 4 guard cells. Each different block is shaded and labeled
with Roman numerals. (b) Illustration of a cross-sectional slice through two contacting gores on an inflating parachute depicting the irregular grid point identification
process.

With the indices of this cell identified, and assuming the signed distance function
sufficiently represents the geometry here, a simple and reliable inquiry can be made
to the cell and to the neighbors of the cell to determine which are inside or outside
of the geometry, and thus, which points are irregular. This scenario is represented by
the irregular points identified along the ray cast in the x-direction in Fig. 3.3b.
To account for thin geometries that do not have any Cartesian grid cells through
its thickness, and thus no reliable use of the signed distance function to represent the
geometry, an additional logical clause is accounted for. If the floor operation based on
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the GLIP location returned indices that yielded φ(i, j, k) > 0 and φ(i, j +1, k) > 0 (or
(i − 1, j, k), (i + 1, j, k), (i, j − 1, k), etc.), then it is assumed that a thin geometry is
located between (i, j, k) and (i+1, j, k), and both cells are determined to be candidate
irregular points by the GLIP. This scenario is represented by the irregular points
identified along the ray cast in the y-direction in Fig. 3.3a. This scenario also occurs
when the thin geometry deforms to create restricted or trapped regions of fluid, such
as those that occur between two self-contacting regions of the geometry (see Fig.
3.4b).
Note that a given GLIP-irregular point pairing must be unique, thus irregular
points are so far labeled as ‘candidate’ irregular points. That is, each GLIP can
‘promote’ only one candidate irregular grid point to a true irregular grid point, and it
must be on the same ‘side’ of the geometry as the GLIP. This highlights an important
factor when considering thin geometries with insufficient representation by a level-set
approach: the only way to identify when a given operation will be accessing a grid cell
that lies on the other side of a sub-grid thickness geometry is to query the location of
that grid cell and the GLIPs along the x-ray that the cell lies on. For example, in Fig.
3.4b, GLIP1 identifies points P1 and P2 as candidate irregular points. To determine
which of these points GLIP1 will establish as a true irregular point, a check is done
to determine if any other GLIPs along the x-ray lie between itself and one of the
candidate points. If so, then this grid point is on the other side of the geometry and
cannot be used by GLIP1 . After this check, it is clear that GLIP1 establishes only
P1 (and GLIP2 establishes only P2 ).
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3.1.1.4

Construction of Near-Wall Finite-Difference Operators

As stated previously, the boundary conditions are enforced at the GLIP locations,
and the 1st -layer of grid points include the state at the GLIP which established them
as an irregular point in their irregular FD stencil. To obtain the state at the GLIPs,
since they are not a usual FD grid cell, multi-dimensional stencils, or ‘clouds’, are used
to extrapolate the state from the surrounding grid cells to the GLIP locations using
polynomials based on weighted-least squares minimization (WLSQR). The WLSQR
formulation and the methodology for enforcing the boundary conditions at the GLIPS
are described in detail by Brehm et al. [8, 9]. In this dissertation, the focus will be on
methods for constructing reliable multi-dimensional stencils near thin and trapped
geometries.

(a)

(b)

Figure 3.5: Illustration of a (a) naive unit cloud and (b) full cloud near a thick
Lagrangian geometry.

For sufficiently thick or resolved geometries, the first step is to create so-called
unit clouds at the near-wall grid points. For any point (i, j) in 2D, a ‘naive’ unit cloud
is formed that includes the points (i−1, j), (i+1, j), (i, j −1), and (i, j +1). Following
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this, the naive unit cloud is corrected to only consider points with φ > 0 (see Fig.
3.5a). Each grid point within a specified number of ‘layers’ away from the IB form a
unit cloud through this process. Following this, a given 1st -layer irregular point can
assemble a multi-dimensional stencil by first adding the grid cells in their unit cloud,
and then the grid cells in those grid cells‘ unit clouds, and so forth. This is repeated
for a specified number of cloud layers to form a full cloud containing typically 20-32
grid cells in 3D (see Fig. 3.5b).
Since the GLIPs are now associated with the 1st -layer irregular grid point that it
identified, it will use the corresponding full cloud to perform the WLSQR interpolation. This highlights another motivation for the selective process when establishing
candidate grid points and ensuring that the GLIP and the irregular point are represented on the same side of the geometry. When used in practice, these large clouds
can be trimmed to a certain number of closest points depending on the order of the
WLSQR interpolation.
For thin geometries, the check for φ > 0 when adding the points to the full cloud
is insufficient because in extreme cases, all grid cells could have φ > 0, and as stated
in the previous section, it is clear that a unit or a full cloud (or any FD operator’s
stencil) should not include points that lie on the other side of the geometry. Thus, a
careful graph-walking approach is used. If a candidate grid point with location xcand.
is to be added to a given cloud or FD stencil, a logical function is evaluated at a
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reference point already in the stencil, xi,ref. ,



f alse, ∃ xGLIPj s.t. min(xi,cand. , xi,ref. )
f (xi,cand. , xi,ref. ) =
< xi,GLIPj < max(xi,cand. , xref. ) ∀ j = 1, .., NGLIP


true, otherwise.
(3.2)

(a)

(b)

Figure 3.6: Illustration of a (a) naive unit cloud and (b) full cloud near a thin
Lagrangian geometry. An arbitrary obstacle is added to the fluid domain in (b) to
highlight the careful construction of clouds via the graph-walking approach.

That is, for an FD operator being extended into the ith cardinal direction along
an x-ray with NGLIP GLIPs with locations xGLIP , a point already in the operator’s
stencil, xref. , determines whether or not to add a candidate grid point by checking
if any of the GLIPs along the x-ray lie between itself and the candidate grid point.
If evaluation of the logical expression returns ‘false’, then there is at least one GLIP
(and thus, some geometry) between the point in the stencil and the candidate stencil
point. GLIP locations provide the reference for building multi-dimensional clouds via
graph-walking near thin and trapped geometries, and this newly implemented logic
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allows the construction of reliable operators like those seen in Figs 3.6a and 3.6b
on sub-grid thickness geometries. In fact, this approach remains applicable when
considering thick geometries as well, since the presence of a single GLIP between
xref. and xcand. implies that xcand. is inside of a sufficiently thick geometry.
The graph-walking logic developed in this section does not need to be applied
to the construction of the 1D irregular FD stencils like those shown in Fig. 3.3b.
For these stencils, the number of grid points between consecutive even-odd pairs of
GLIPs, shown here as GLIPm and GLIPn , along a single x-ray in the ith cardinal
direction, given by Npoints,i , can be estimated from

Npoints,i

!
|xiGLIPm − xiGLIPn |
,
= floor
∆xi

(3.3)

where ∆xi is the grid spacing of the Cartesian grid cells at the GLIP locations in
the ith cardinal direction. Then, if a 4-point 1D stencil is required at the irregular
grid point established by GLIPm to obtain a 3rd -order spatially accurate interface
treatment, Eq. (3.3) can be evaluated to determine if this is possible.

3.1.1.5

Treatment of Trapped and Freshly-Cleared Grid Points

During parachute inflation, the broadcloth material undergoes large deformations,
experiences self-contact, and can create partially restricted or concave volumes of
fluid. These restricted volumes are likely to occur around the supporting seams
between adjacent gores, or, one of the circumferential panels that compose the DGB
parachute canopy. An illustration of a cross-sectional slice through two contacting
gores is shown in Fig. 3.7a. In this case, the irregular grid points with diagonal lines
through their markers are said to be trapped because evaluation of Eq. (3.3) would
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(a)

(b)

Figure 3.7: (a) Illustration of the ghost-in-fluid approach used to update the state
at completely trapped grid points and (b) illustration of freshly-cleared grid points
occurring for a general geometry. Shaded cells indicate cells with φ < 0 at time level
n.
return gap sizes of 3 or less. Though this depends on the desired order of the interface
operators, in this dissertation, a grid point is typically said to be trapped in a given
direction if Eq. (3.3) returns gap sizes of 3 or less.
Since the trapped grid points cannot form interface operators of the desired order,
the alternatives are to: (1) create a locally reduced order FD operator at the trapped
grid points or (2) completely drop the operators for all grid points in the gap. It was
observed in this dissertation that locally reducing the spatial order of accuracy at
select operators displayed a lack of robustness and increased complexity, especially
when grid points became trapped in multiple directions. In this dissertation, an
assumption that the gap sizes resulting in trapped grid points are sufficiently small to
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justify zero gradients in that direction is made. That is, the stencil coefficients for an
FD operator in a trapped direction are made to be zero. When a grid point becomes
trapped in as many directions as there are spatial dimensions, to avoid ‘freezing’
the state at that point, a unique ‘filling’ procedure inspired by the ghost-in-fluid
(GIF) IBM[55] is employed to continuously update the state by linearly interpolating
between the state at an image point and the wall. Thus, when the grid point becomes
‘untrapped’ and re-enters the solution domain, the state at the grid point is not from
a prior instance in time.
This process is depicted in Fig. 3.7a for the trapped irregular grid point with the
arrows passing through it. This point is trapped in the x- and y-directions because it
cannot form an FD operator of size 4 in either direction. In this approach to treating
trapped irregular points, the point will utilize the multi-dimensional stencil ‘clouds’
that exist for the irregular grid points as described in the previous section. Typically,
the vector normal to the geometry element centroid that the trapped irregular grid
point is associated with, n, is used to define a ray, r = n. Following this, an image
point, xIP , is defined by projecting the trapped irregular grid point some multiple of
the local grid spacing, p∆x, along the ray,
xIP = xirreg. + p∆xr with p > 0

(3.4)

A set of stencil coefficients, ci , mapping the solutions at the points in the stencil
cloud to the image point is found utilizing the aforementioned weighted-least-squares
(WLSQR) techniques, and the solution at the image point is computed as
Npoints

QIP =

X
i=1
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c i Qi ,

(3.5)

where Q represents the solution state vector. The location of the wall in this case is
simply the geometry element centroid.
In certain scenarios, where the curvature of the geometry is very large compared
to the local volume grid resolution and a concave volume of space is poorly resolved
(see Fig. 3.7a), it is advantageous to define the ray, r by considering the arithmetic
mean of the Npoints stencil point locations,

xcenter =

Npoints

1

X

Npoints

xsten.,i ,

(3.6)

i=1

where xsten.,i are the coordinates of the ith stencil point and xcenter is the spatial
center of the stencil cloud. Following this, the ray connecting the irregular point,
with location xirreg. , to the cloud center can be defined as
r = xcenter − xirreg. .

(3.7)

In these scenarios, the performance of WLSQR interpolation is typically greatly
improved by pointing the image point towards the cloud center. Then, to obtain the
state at the wall, the ray, r, is flipped and pointed at the wall, and an intersection test
is conducted to see which plane defined by the geometry element normal vectors is
intersected. To avoid considering many geometry elements, only the pierced geometry
elements in the trapped point’s irregular directions are considered (see Fig. 3.7a).
Note that when using the cloud center to define the ray, the ray-plane intersection
location, marked by a star in Fig. 3.7a, while intersecting the plane defined by the
vector normal to the geometry element centroid, may not fall on the geometry element
itself. This locally changes the representation of the geometry but is a reasonable
assumption because the distance between the geometry element and the intersection
point are typically very small.
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With the solution state at the image point obtained, and the location of a point on
the wall determined, the state of the flow at the wall can be reconstructed by applying
the necessary boundary conditions on the solution at the image point. Then, a 1st order approximation of the velocities at the trapped irregular point can be expressed
as
virreg. =

|xIP − xwall | − |xirreg. − xwall |
|xirreg. − xwall |
vIP +
vwall ,
|xIP − xwall |
|xIP − xwall |

(3.8)

and similarly for the pressure and temperature,
pirreg. = pIP − |xIP

 
 
∂p
∂p
− xwall |
+ |xirreg. − xwall |
∂n
∂n

(3.9)

Tirreg. = TIP − |xIP

 
 
∂T
∂T
− xwall |
+ |xirreg. − xwall |
.
∂n
∂n

(3.10)

and

This GIF treatment is also applied to freshly-cleared points (FCPs) in this dissertation. FCPs arise in sharp IBMs when the motion of the IB ‘opens up’ grid cells that
were inside of the geometry, and thus not required, at one time level and are then
outside of the geometry at the next. The solution in a FCP has no valid time-history,
so the state is filled via extrapolation from the surrounding flow field. The change
from a point inside the geometry to a near-wall point to an interior point is known to
cause spurious oscillations in the pressure field in some IBMs, and a number of methods have been developed to combat this[44, 77, 78]. In addition to the typical FCP,
when thin geometries are considered, a point may flip from one side of the geometry
to the other, these are also treated as FCPs, and a new state at these points must be
extrapolated from the surrounding points. Both types of FCPs are illustrated in Fig.
3.7b. The spatial truncation error of this GIF-based treatment is studied for trapped
and freshly-cleared grid points in A.1 and A.2, respectively.
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3.1.2
3.1.2.1

Ghost Cell Immersed Boundary Method
Overview

The ghost cell IBM, or ghost cell method (GCM), is implemented in the Launch,
Ascent, and Vehicle Aerodynamics (LAVA) framework at NASA Ames Research
Center[79]. Similar to the FD IBM, geometries are sharply represented in a Lagrangian fashion as closed, or ‘water-tight’, surface triangulations[52].

(a)

(b)

Figure 3.8: Ghost cell immersed boundary treatment using (a) conventional ghost cell
method and (b) ghost cell in fluid method, both using a flexible mirror-image/fixeddistance approach. Note, with a conventional ghost cell method, the leading edge of
the geometry in the red box would not be ‘seen’ or represented in the fluid domain
due to insufficient volume resolution.

At the immersed boundary (IB), the solution of grid points one layer ‘inside’ of
the geometry need to be filled appropriately – these are so-called ghost cells (see
Fig. 3.8a). Typically, this would be a drawback of the GCM when considering
thin geometries, however, a ghost cell-in-fluid (GIF) approach is used to define ghost
cells outside of the geometry representation while maintaining a sharp representation
of the immersed boundary[55]. This is illustrated on a cross-sectional slice of the
leading edge of a generic payload geometry in Fig. 3.8b. The state at both types
of ghost cells, conventional and GIF, is filled by extending an interpolation point
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in a direction normal to the surface of the geometry (n) and using the problem
boundary conditions to formulate one-dimensional equations for each of the primary
variables (e.g., ∂p/∂n = ∂T /∂n = 0, for adiabatic non-porous walls with slip for
velocity ∂vtan /∂n = v · n = 0). The interpolation points are extended using mirror
image distance across solid interface, ∆lmirror , when possible. If an explicit tri-linear
interpolation stencil cannot be formed due to close proximity with the wall, the
minimum fixed distance, ∆lf ixed , that does provide an explicit stencil is used[55].
Both of these scenarios are illustrated in Fig. 3.8.

3.1.3

Discussion of the FD and Ghost Cell IBM Differences

The GCM is a very simple method that can be included easily in any existing solver.
Geometries are sharply represented, but there is a minimum grid spacing requirement
driven by the thickness of the geometry due to the required ghost cells. This problem,
however, can be overcome with the introduction of GIFs and minor complexity[55].
The IB treatment is generally 2nd -order spatially accurate, and stable extension to
higher-order accuracy is not straight-forward.
The FD IBM can sharply represent arbitrarily thin geometries ‘out-of-the-box’
with 3rd -order spatial accuracy at the IB[8, 9], but this comes at the cost of complex
data structures for organizing the layers of irregular grid points and point clouds.
In the context of trapped and freshly-cleared points, both IBMs, using the aforementioned developments, perform similarly by treating these points as GIFs. Both
IBMs, however, require complex graph-walking or ray-casting algorithms to create
‘reliable’ stencils for extrapolating the solution from the volume domain to the GIFs
in very trapped areas due to the use of structured Cartesian grids.
In general, the GCM performed better than the FD IBM in terms of robustness
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when applied to similar problems. This is possibly due to the FD IBM continuing to
use poorly-conditioned WLSQR stencils to extrapolate the volume solution to GLIPs
when the GCM would have already reduced to a 1st -order approximation to the
state at the ghost cells when a tri-linear stencil could not be formed. Furthermore,
strategies for handling negative densities, rising CFL numbers, and state or slope
limiters are not the same between codes, and their influence on stability cannot be
commented on.

3.1.4

Porous Media Immersed Boundary Condition

The stability of a supersonic parachutes is a function primarily of porosity and Mach
number[80], thus, any computational FSI method considering high-fidelity simulations must include a method for modeling the flow through a permeable canopy
broadcloth. The thickness of the porous medium is too thin to practically resolve,
and thus, the conventional approach of applying a source term to grid points within
the porous medium cannot be used. Instead, the flow through a thin porous medium
is modeled by representing a source term equation as a jump condition at the IB.
Considering the high Reynolds numbers experienced during supersonic parachute
flight, the Forchheimer correction form of Darcy’s law, or the Darcy-Forchheimer
equation, expressed in 1D as,

∂p
µf
= − vn − βρf vn2 ,
∂n
Kp

(3.11)

is chosen to model the flow through the porous broadcloth. In this expression, the
left-hand-side represents the wall-normal pressure gradient across the porous medium,
µf is the dynamic viscosity, Kp is the permeability of the porous medium, β is the
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inertial resistance coefficient, ρf is the density of the fluid in the porous medium, and
vn is the wall-normal velocity of the flow through the porous medium.

(a)

(b)

Figure 3.9: (a) Illustration of the element pairing process for the FD IIM and (b)
illustration of the normal and reflected interpolation points for the GCM. The reflected boundary intercept, interpolation point, and tri-linear stencil are shaded in
light grey.

Eq. (3.11) can also be expressed in terms of mass flux, q = ρf vn ,

ρf

µf
∂p
= − q − βq 2 ,
∂n
Kp

(3.12)

and after employing the equation of state, p = ρf RT and Sutherland’s law, µf (T̄ ) =
(1.458×10−6 )T̄ 3/2 /(T̄ +110.4), where T̄ = 1/2(T1 +T2 ), Eq. (3.12) can be analytically
integrated and solved for the mass flux. The states denoted by the subscript 1 and 2
typically refer to the low and high pressure sides of the porous medium. The choice
of a single temperature evaluation through the thickness of the porous medium, T̄ , is
motivated by the very small thickness of the parachute broadcloth. After integration,
the mass flux is given as,


q=−

1 
µf (T̄ ) −
2Kp β

s

2Kp2 β(p22
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−
W RT̄

p21 )


+ µf (T̄ )2  ,

(3.13)

where p2 > p1 and W is the width of the porous medium. Note that no attempt is
made to model or simulate the variation of the broadcloth permeability with respect
to the straining of the woven material. Some very recent experimental efforts are
underway, and once these mature, an empirical formula could be derived and implemented into the existing model by varying Kp and β accordingly with the magnitude
of the in-plane shear strains in the canopy.
The FD IBM and GCM use slightly different methods to obtain the primitive
state variables on either side of the porous medium by consequence of each code’s
framework. In the FD IBM, the solution is extracted from the volume domain to the
centroids of the discrete geometry mesh elements, and geometry mesh elements on
either side of the porous medium are ‘paired’ with an element that lies through the
thickness of the porous medium (see Fig. 3.9a). In the GCM, the usual interpolation
point is reflected across the IB in order to sample the flow on the other side of the
thin porous medium (see Fig. 3.9b). In either case, once the states defined by the
subscripts 1 and 2 are obtained, the boundary condition is identical: the fluid velocity
vector at a GLIP or ghost cell, Vf , is computed as Vf = q/ρf n from Eq. (3.13), where

Kp,β
2,

p2, T2
v2 = q/ 2

Periodic BC
1,

p1<p2, T1
v1 = q/ 1

q

W

p = p2 - p1
Periodic BC

Extrapolation BC

Extrapolation BC

n is an outward vector normal to the porous medium.

Figure 3.10: Schematic of the 2D channel used to validate the porosity model and its
implementation in the FD and GCM IBM frameworks.

The values for Kp and β are typically determined empirically. In this work, experiments by Cruz et al.[81], where varying pressure gradients ∆p were applied across
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a sample of broadcloth and the exit velocity recorded, are reproduced to determine
these values and to evaluate the porosity model and its implementation into the IIM
framework. The general setup for these simple simulations is shown in Fig. 3.10.
Both broadcloth materials considered by Cruz et al.[81] are considered here. The
materials are PIA-C-7020D (high porosity) and PIA-C-44378C (low porosity). The
results from the experiments, the analytical solution in Eq. (3.13), and simulations
using the interface jump condition implementation of Eq. (3.12) are compared in
Figs. 3.11a and 3.11b for both broadcloth materials. Darcy’s law without the Forchheimer correction is also shown for reference. The unit Reynolds number, Re/W , and
effective porosity, ce , are defined by Cruz et al.[81] as

Re/W =

q
ρVf
and ce =
,
µ
ρV

(3.14)

respectively. In these expressions, the fictitious freestream velocity, Vf is defined as
p
Vf = 2∆p/ρ where ∆p = p2 − p1 . The coefficients for a porous medium width of
W = 6.35 × 10−5 m[1] were chosen to be Kp = 7.2 × 10−12 m2 and β = 2.3 × 106 m−1
for PIA-C-7020D and Kp = 8.0 × 10−14 m2 and β = 100m−1 for PIA-C-44378C. The
use of these values in the model shows great agreement between the results obtained
by each IBM and the experimental data.
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(a) PIA-C-7020D

(b) PIA-C-44378C

Figure 3.11: Comparison of experimental, analytical, and simulation data for two
different parachute broadcloths.

3.2

Computational Structural Dynamics

A geometrically nonlinear structural dynamics solver based on the finite element
method (FEM) was developed to support this research and enable the simulation of
nonlinear FSI problems, especially with thin shell structures (e.g., parachutes). The
computational structural dynamics (CSD) solver maintains various thin shell element
formulations[82, 83, 20], cable elements[84], and Bernoulli-Euler and Timoshenko
beam elements[85], all are available for linear and nonlinear steady, unsteady, and
modal analysis in either a distributed, shared, or hybrid computing environment. This
section will provide an overview of the finite element formulation, element selection,
time integrators, and computational performance.

3.2.1

Spatial Discretization

The balance of linear momentum in the structural domain is discretized in space by
the finite element method. Sparing extensive derivation presented by Bathe[84], the
global system of equations to be solved with the Newton-Raphson method at iteration
(k)

k for the unknown structural incremental displacement vector ∆us can be expressed
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as



(k−1)
t
0 KL

(k−1)

In this equation, t0 KL

+

(k−1)
t
0 KN L



(k−1)

and t0 KN L

t+∆t
r − t0 f (k−1) .
∆u(k)
s =

(3.15)

represent the linear and nonlinear portions of

the global stiffness matrix at (pseudo-) time level t,

t+∆t

r represents external loading

on the structure at (pseudo-) time level t + ∆t, and t0 f (k−1) represents the out-ofbalance load vector. Note that in steady analysis, the pseudo-time levels correspond
to incremental loading steps.

3.2.1.1

Discussion of the Linear Solution Procedure

At each iteration k, Eq. (3.15) must be stored and solved. For the shell structures
considered in this dissertation, there are additional concerns: as the thickness of the
shell decreases, the global system becomes increasingly stiff. Throughout this research, it was observed that many iterations may be required with iterative methods
to solve the linear system, and in some cases, the method may fail to converge sufficiently or may even diverge. To overcome this, the MUltifrontal Massively Parallel
sparse direct Solver (MUMPS) toolbox is employed[86, 87] to enable the use of direct
LU factorization on stiff structural systems. For less stiff systems, the Portable, Extensible Toolkit for Scientific Computation (PETSC) toolbox[88, 89, 90] is employed
to provide Krylov methods, such as GMRES, incomplete LU factorization, and many
other iterative methods.

3.2.2

Temporal Discretization

The choice of an implicit or explicit time integration scheme depends on the physical
time scales, material properties, and problem size. Implicit time integrators, such
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as the Newmark-β method, can advance with stable timestep sizes at one to two
orders of magnitude larger than an explicit solver. In fact, the Newmark-β method is
unconditionally stable for any timestep size[91]. The consequence of this is the need
to assemble and store global stiffness and mass matrices and solve the global system
of equations iteratively. Alternatively, an explicit time integration scheme is more
readily parallelizable and requires significantly less memory usage, but the primary
drawback is the conditional stability determined by the timestep size. Depending
on the minimum element size and material properties, the timestep size may dictate
that hundreds of thousands, or possibly millions, of iterations be run to simulate the
time scales of interest. With that said, both types of integrators are implemented in
the CSD solver to allow a flexible response to various structural dynamic and FSI
problems.

3.2.2.1

Implicit Time Integration

For unsteady analysis with implicit time integration, the 2nd -order time-accurate
Newmark-β scheme is employed. The global system of equations, now including
inertial effects, becomes

Mt+∆t ü(k) + t K(k−1) ∆u(k) = t+∆t r − t+∆t f (k−1) ,

(3.16)
(k)

(k)

where M is the consistent mass matrix of the finite element, t K(k) = t KL + t KN L ,
and the iterative solution update is given as

t+∆t

u(k) = t+∆t u(k−1) + ∆u(k) .

(3.17)

The displacement, velocity, and acceleration time level updates in the constantaverage-acceleration form of the Newmark-β scheme are given as
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t+∆t

u = tu +

∆t
2

t+∆t

u̇ = t u̇ +

∆t
2

t+∆t

ü(k) =

4
∆t2

t


u̇ + t+∆t u̇ ,

(3.18)

t


ü + t+∆t ü , and

(3.19)


4 t
− t u + ∆u(k) −
u̇ − t ü,
∆t

t+∆t (k−1)

u

(3.20)

respectively[91].
These expressions are substituted into Eq. (3.16) to obtain an implicit system of
equations in terms of the unknown structural incremental state vector ∆u(k) ,

t

(k−1)

K̂

(k)

∆u

(k−1)

where t K̂

=

t+∆t

r−

t+∆t (k−1)

f


−M

4
∆t2

t+∆t (k−1)

u


4 t
t
− u −
u̇ − ü , (3.21)
∆t
t



represents the effective stiffness matrix of the system,
t

(k−1)

K̂

(k−1)

= tK

+

4
M.
∆t2

(3.22)

Throughout this research, the Newmark-β scheme demonstrated robustness and
stability when applied to a range of structural dynamic problems. During very nonlinear events, however, the solution convergence rate would slow significantly for a few
timesteps. This often could be overcome by reducing the timestep size, but this affects the primary motivations for selecting the Newmark-β scheme in the first place.
In addition, when MUMPS was employed, the solver showed poor strong scaling
characteristics[92].

3.2.2.2

Explicit Time Integration

For unsteady analysis with explicit time integration, the 2nd -order time-accurate central difference method scheme is employed. In this case, the global system is no longer
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represented in iterative form and instead becomes

Mt ü = t r − t f ,

(3.23)

where the product t Kt u was assembled on an element level by

t

t

Ku=

NX
elem.

t

t

Klocal u =

e=1

NX
elem.

t

f.

(3.24)

e=1

In other words, the assembly and storage of the global stiffness matrix is no longer
required and its effect is instead stored in the right-hand-side vector. In addition,
the mass matrix used in explicit time integration is typically lumped (diagonal), thus
inversion of the left-hand-side of Eq. (3.23) is trivial. The acceleration term, t ü, is
expressed with the central difference method

t

ü =

1 t−∆t
(
u − 2t u + t+∆t u),
∆t2

(3.25)

and the unknown displacements at time level t + ∆t can be analytically solved for
without any assembly or solving of a global system. Because no global assembly is
required, the central difference method can be readily parallelized on in a distributed
environment, and because the solution procedure results in simply evaluating an
analytical expression for the unknowns, the cost per timestep is possibly orders of
magnitude less than the Newmark-β method.
The limiting factor then is the conditional stability of the central difference method:
the method is only stable provided that the simulation timestep, ∆t, is less than or
equal to some critical timestep, ∆tcrit. . Formally, this critical timestep is computed
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by solving a generalized eigenvalue problem for the frequency of vibration, ω, in terms
the global mass and stiffness matrices,

Kφ = ω 2 φM

(3.26)

and the timestep is computed using the highest frequency, ωmax . In practice, however,
it was observed during this research that the critical timestep may change significantly
during the course of a simulation, especially during parachute inflation, and it may
not be practical to assemble and solve generalized eigenvalue problem using global
stiffness and mass matrices every few timesteps. In this case, the maximum frequency
in the system can be estimated on an element level by solving a generalized eigenvalue
problem using the local matrices for each element[84], and the maximum frequency
in the system, ωmax , is guaranteed to satisfy

e
ωmax ≤ ωmax
= max ω e ∀e ∈ [1, Nelem. ],
e

(3.27)

and the critical timestep can be conservatively estimated by

∆tcrit. =

2
e
ωmax

.

(3.28)

So far, the effect of material damping has been neglected. When an implicit
time integration scheme is used, some amount of dissipation is introduced when the
timestep is larger than ∆tcrit. due to higher modes simply not being resolved. Additional dissipation can also be controlled by using other variants of the Newmark-β
method. In this work, both options were used in moderation to dampen spurious
noise. When using the explicit time integration, however, no dissipation is introduced through the time integration as every mode is at least partially resolved due
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to the timestep size constraint. For this reason, small amounts of Rayleigh damping
was introduced on an element level when the central difference method was used. In
this case, the global system becomes

Mt ü = t r − t f − t d,

(3.29)

where t d is assembled by

t

t

C u̇ =

NX
elem.

t

t

Clocal u̇ =

e=1

NX
elem.

t

d.

(3.30)

e=1

In this expression, t Clocal is the current Rayleigh damping matrix given by

t

Clocal = αMlocal + β t Klocal

(3.31)

and α and β are the mass and stiffness proportional damping factors[84]. When used
on the element level basis, to avoid affecting the low frequency modes, α = 0 and
e
, where 0 ≤ ζ ≤ 1. Including Rayleigh damping lowers the estimate of
β = 2ζ/ωmax.

the critical timestep to

∆tcrit. =

3.2.3

2 p
1 − ζ 2 − ζ.
e

ωmax

(3.32)

Discussion of Element Selection

To model the various thin shell structures used in validation of the CSD and FSI methods, and to discretize the parachute canopy in the simulations presented in Chapters 6
and 7, the flat, 3-node MITC3 thin shell element is employed[82, 83, 20]. The defining
feature of this element is the utilization of the Mixed Interpolation of Tensorial Com-
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ponents (MITC3) scheme to alleviate shear locking in bending dominated problems
- a common issue with thin shell elements[93, 94, 95]. The main idea of the scheme
is that the displacement-based shear strains are ‘tied’ to shear strains evaluated at
isotropically located ‘tying’ points throughout the element. Triangular elements are
advantageous because of the ease in generating arbitrary triangulations of complex
geometries with good aspect ratios. The MITC3 element’s convergence behavior does
begin to degrade for bending dominated problems when the shell thickness divided
by the characteristic length of the shell structure, h/L, drops below 1/1000[20], and
this will be monitored throughout the rest of this dissertation.
Used in Chapters 6 and 7 to model the suspension lines are the 2-node cable[84]
and 2-node Timoshenko beam elements[85]. The simple cable element supports only
an axial degree-of-freedom (DOF) in the local system. This is sufficient in Chapter 6,
but, when complex starting configurations were considered in Chapter 7 that saw the
elements rolled and folded, it was replaced for the 6DOF Timoshenko beam element.
Results from simulations verifying the implementation of the MITC3 and the
Timoshenko beam element are presented in A.3. Due to its trivial formulation, the
simple cable element is not evaluated here.

3.2.4

Parallelization and Computational Performance

To handle large-scale structures, the domain is partitioned on its unstructured mesh
by Parmetis[96]. When MUMPS or PETSc are utilized, because of their design,
the implicit CSD solver must run solely with distributed strategies, assigning each
parallel process to a physical core - a clear disadvantage when a global system must
be assembled and solved a handful of times per timestep as communication between
the dozens, hundreds, or even thousands of processes can become a bottleneck. This

47

is the cause of the implicit CSD solver’s poor strong scaling performance. While the
explicit CSD solver can utilize distributed or shared systems, to best take advantage
of each, a hybrid distributed-shared parallelization strategy is typically used.
In this strategy, each compute node used to run the simulation, which can house
typically 40 physical cores, is assigned to a parallel process, lowering the number of
parallel processes from O(102−3 ) used in distributed-only strategies to O(101 ). This
significantly reduces the number of processes that need to communicate. Within each
compute node, the physical cores are assigned to a ‘thread’, and all of the threads
operate on shared memory. This can be further improved on by ‘hyperthreading’, or,
assigning a thread to each of the two logical cores per physical core. Thus there are
twice as many threads operating on the same batch of shared memory.
When an exchange of information between parallel processes is required, each
node gathers and sends the required data to the other relevant nodes. There is
some downtime within the compute nodes while this is occurring as the threads
idle until the communication is complete. A unique overlapping communicationcomputation strategy, where the work done by threads is dynamically scheduled until
the communication is complete, is employed to optimize the hybrid strategy.
Because the implicit CSD solver shows poor strong scaling performance, it is not
studied here; no strong scaling in the implicit CSD solver was observed after approximately 100 parallel processes. The explicit CSD solver, however, is studied while
using distributed strategies, hybrid strategies, and hybrid strategies with the overlap
algorithm. The wall-clock-time used to advance a 2.5M DOF mesh 100 timesteps is
used as the comparison metric. The results of this strong scaling study are shown
in Figs. 3.12a and 3.12b. The hybrid strategy with the overlap algorithm displays
an excellent 90% efficiency at only 3.2k DOF/core. The wall-clock-times for the
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distributed-only strategy fall off the ideal curve very quickly after 400 cores as the
communication costs start to become more significant. The advantage of the hybrid
parallelization strategy and that of the overlap algorithm is clear.

(a)

(b)

Figure 3.12: (a) Wall-clock-time and (b) parallel efficiency from the strong scaling
study conducted to evaluate the different parallelization strategies in the explicit
CSD solver. Note that the solid lines in (a) represent the ideal wall-clock-times and
that the efficiency plotted in (b) is computed with the 40 core wall-clock-time as the
reference.

Copyright c Jonathan Boustani, 2021.
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Chapter 4 Methods for Fluid-Structure Coupling

This chapter will detail the strategies used to couple the CFD solver introduced in
Sec. 3.1 and the CSD solver introduced in Sec. 3.2 in space and time. Considerations
for parallel computing are also discussed.

4.1

Overview

Considering a partitioned (non-monolithic) fluid-structure coupling strategy, coupled
CFD/CSD solvers can be marched in time in a loosely coupled fashion, i.e., explicit/explicit, implicit/explicit, etc. Furthermore, the coupling strategy can handle the interaction of the CFD and CSD time integrators implicitly, where information is exchanged at the relevant sub-iteration/sub-step levels multiple times per
timestep[97], or explicitly, where information is exchanged after each solver advances
through the full timestep[98]. The latter strategy is shown in Fig. 4.1, and this is
the weak CFD/CSD approach used in this dissertation with either explicit/implicit
or explicit/explicit time integrators.
This coupling strategy is 1st -order in time, but it can be extended to 2nd -order
by exchanging information at the relevant sub-iteration/sub-step levels[97]. In either case, the stability restrictions for the explicit time step size ∆t in both solvers
is typically very small (O(10−6 s)) (especially for the flow conditions and material
properties of interest in supersonic parachute inflation) in comparison to the time
scales of interest (0.2 to 1 second). Thus, the dominant source of error is the spatial
discretization, and the temporal error is not expected to be a limiting factor.
The coupling conditions described in Sec. 2.3, i.e., the equilibrium of tractions and
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Figure 4.1: Flowchart of a general loose coupling strategy. The CSD solver could also
be called within the time level update steps in the CFD Runge-Kutta method to the
same effect.
the compatibility of velocities, are enforced at the shared domain boundary between
the CFD and CSD solvers. In this dissertation, the shared domain boundary is
the surface of a finite thickness, zero-mass representation of the CFD geometry that
is also ‘wrapped’ around the infinitesimal thickness CSD shell mesh (Fig. 4.2). The
tractions obtained on the CFD geometry mesh via extrapolation from the surrounding
flow field are then interpolated to the CSD mesh, and when the nodal positions of
the CSD solver are updated with the computed displacements, the nodes of the CFD
geometry are deformed accordingly. Note that only the MITC3 shell elements are
‘wrapped’ by the geometry and represented in the fluid domain; the suspension lines,
modeled by cable or beam elements, are not represented in the fluid domain and are
thus not included in the following discussions on displacement and load transfer.
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4.2

Considerations for Displacement Transfer

(a)

(b)

Figure 4.2: Illustration of the stencil selection process for (a) displacement and (b)
load transfer between the CSD mesh and the geometry representation used in the
CFD solver.

The geometry representation is discretized by an unstructured mesh using planar
triangular ‘elements’ with 3 nodes or vertices, similar to the CSD discretization. The
mesh of the geometry representation, however, must be resolved enough to properly
represent extrapolated flow field quantities onto its elements, which has a O(∆x) effect
on the solution accuracy. Thus, for the test cases considered in this dissertation, the
triangulation of the geometry usually has a higher resolution than the CSD mesh.
Then for displacement transfer, the nodal positions of the CFD geometry mesh must
then be updated by interpolating the displacements from the disparately discretized
CSD mesh. This is done through the use of multiple variations of polynomials based
on WLSQR approximations.
The first step in this process is to identify nodes on the geometry mesh that will
receive displacement updates (e.g., in FSI simulations of the parachute system, the
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nodes on the parachute canopy would receive updates, but the nodes on the static
payload would not). The geometry nodes receiving update then identify the NcS
closest nodes on the CSD mesh to be used in the interpolation stencil, or a ‘stencil
cloud’, where the number of required cloud points depends on the order of accuracy
of the interpolation function (see Fig. 4.2a). Following this, a matrix G is created
for each of these ‘updating’ nodes on the geometry representation. Each row of G is
a row vector of the form

rm = [1, ∆xm , ∆ym , ∆zm , (∆xm )2 , (∆ym )2 , (∆zm )2 ,
(4.1)
(∆xm ∆ym ), (∆xm ∆zm ), (∆ym ∆zm ), h.o.t.],
(n )

where ∆xm = [∆xm , ∆ym , ∆zm ]T = t xG G −

t+∆t (nSm ) t (nG )
, xG
xS

geometry node nG at the previous timestep, and

t+∆t (nSm )
xS

is the location of

is the updated location

of the mth node of the CSD mesh in the stencil cloud for the geometry node at
time level t + ∆t. The interpolation coefficients are obtained by finding the solution
to the weighted-least-squares minimization problem for the updated position of the
geometry node,

t+∆t (nG )
xG ,

NcS
X

considering a functional of the form



(n
)
wm t+∆t xS Sm

2
− Gt+∆t xG (nG )

!
→ min.,

(4.2)

m=1

where the weight for each node in the stencil, wm , can be unity or of the form

1
wm =
with k∆xm kp ≡
k∆xm kp

s
p

X

|∆xi |p

(4.3)

i

depending on the choice of least-square (LSQR) or WLSQR interpolation. When
the p−norm weight is used, the motivation is to penalize CSD mesh nodes further
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away from the geometry node being interpolated to. The weights, wm , compose the
diagonal entries of an m × m matrix W. Then, the interpolation coefficient vector,
cdisp. , is given from the solution to the WLSQR minimization problem as

cdisp. = GT WG

−1

GT W,

(4.4)

and the nodal position of the geometry nodes can be updated as

t+∆t (nG )
xG

=

NcS
X

cdisp.
nSm



t+∆t (nSm )
xS

m=1


1 t+∆t (nSm )
+ dnSm h
.
vn,S
2

(4.5)

(n

In this expression, h represents the plane normal thickness of the structure, vn,SSm

)

represents the normal vector at CSD mesh node nS , cnSm is the computed interpolation stencil coefficient at CSD mesh node with local index nSm , dnSm is either -1
(n

)

or 1 for each CSD node, depending on the sign of ∆xm · vn,Ssm , and the upper left
and right superscripts indicate the time level and local node number, respectively.
By including the second term on the right-hand-side of Eq. (4.5), the two faces of
the geometry mesh maintain a distance of ±h/2 normal to the CSD mesh during the
deformation. This results in a smooth deformation and prevents undesirable intersection between the geometry faces when considering very large deformations. The
velocity of the interface in the CFD solver simply updated by

t+∆t

vf |∂Ω =

xG − t xG
.
∆t

(4.6)

A method of manufactured solutions (MMS) study is used to verify the implementation and evaluate the WLSQR interpolation procedure for the displacement transfer and the choice of weights. In this study, the nodes of an infinitesimal thickness,
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unstructured CSD mesh, with initial position (0 xS , 0 yS , 0 zS ), are prescribed a manup
factured displacement field such that a sphere of radius Rref. = x2S + yS2 + zS2 = 0.5
is created. Using the procedure outlined in Eqs. (4.1)-(4.5), this displacement field is
interpolated to the nodes of a geometry mesh to create a sphere with a finite thickness of h = 0.001. This process is repeated with CSD meshes of increasing spatial
resolution, and the error between the exact and the calculated positions of the geometry mesh nodes is computed in order to verify that the error drops at least at a
3rd -order convergence rate when 2nd -order WLSQR operators are used. The results
from this study are shown in Table 4.1, and it can be observed in the final column
that the truncation error of the computed outer and inner radii of the geometry (Ro
and Ri ) converge at least at a 3rd -order rate to the analytical radii (Rref. + h/2 and
Rref. − h/2) as the spatial discretization of the CSD mesh increases. The spatial discretization of the CSD mesh is measured by the minimum edge length of the mesh,
∆l. In this dissertation, the convergence rate at a refinement level m, represented by
Ram , is computed as the rate of change of the error with respect to some minimum
length scale in the problem,

Ram =

log(em /em+1 )
,
log(∆lm /∆lm+1 )

(4.7)

where increasing m corresponds to increasing grid resolution, and em is the truncation
error given as the difference in the computed quantity and the reference quantity, i.e.,
|Ro − (Rref. + h/2)| , at refinement level m. The varying values obtained for the rates
is likely due to the use of the minimum edge length of the unstructured mesh in the
rate computation, which does not uniformly decrease as the mesh refines.
If there exists a two-to-one mapping between geometry and CSD nodes, i.e., the
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Table 4.1: Results from a Method of Manufactured Solutions Study of the Displacement Transfer
∆l
0.0229854
0.0153866
0.0114881
0.0079328

|Ro − (Rref. + h/2)|
5.12564e-6
1.27843e-6
4.07181e-7
1.01253e-7

Ra (Ro )
3.45
3.92
3.76
—

|Ri − (Rref. − h/2)|
5.12585e-6
1.27185e-6
3.7818e-7
1.12451e-7

Ra (Ri )
3.47
4.15
3.28
—

Figure 4.3: Illustration of a two-to-one geometry node to CSD node mapping for
2D displacement transfer. Nodes and element centroids are marked as circles and
squares, respectively.

discretizations of the geometry and CSD meshes are identical (a 2D simplification is
illustrated in Fig. 4.3), Eq. (4.5) can be directly applied to a geometry mesh node
with the closest node on the CSD mesh by setting NcS = 1 and letting the coefficients
and weights be unity, thus, the formulation of a WLSQR problem is unnecessary.

4.3

Considerations for Load Transfer

A similar interpolation procedure is used to transfer loads from the geometry mesh
to the CSD mesh, however, a few additional steps may be required compared to
the displacement transfer. This is because CFD solvers typically compute the fluid
dynamic forces on the centroids of the geometry elements. The traction at the centroid
of a geometry element is then computed as

(e )
(e )
(e )
e
fG G = −p(eG ) nG G + τ (eG ) nG G ,
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(4.8)

(e )

where nG G is normal to a geometry element centroid eG , p(eG ) is the fluid dynamic
pressure acting normal to the geometry element, and τ (eG ) is fluid viscous stress
tensor evaluated at the geometry element centroid. To allow the unique transfer of
displacements and loads in parallel simulations, as will be described in the following
sub-section, the fluid dynamic traction vector, as shown in Eq. (4.8), that was obtained at the centroid of the geometry mesh elements, is represented on the nodes of
the geometry mesh via

N nG
(n )
e
fG G

=

X

)
(e
ωme
fG,iGm ,

(4.9)

m=1

where NnG is the number of geometry elements that contain the geometry node with
global index nG in their connectivity, and the right superscripts (nG ) and (eG ) describe
tractions defined at the mesh nodes and element centroids, respectively.
For a 1st -order operator, the weights ωm are simply 1/NnG . For a 2nd -order or
higher operator, ωm represents the mth -entry of a vector with NnG coefficients obtained via WLSQR operations, and NnG becomes more generally defined as the number of geometry element centroids used in the WLSQR operation. In this WLSQR
procedure, a plane is defined by the vector normal to the geometry at the node location, and the NnG geometry element centroids closest to the node are projected into
this plane. Following this, a WLSQR minimization problem can be defined as

NnG

X


2 !
(e
(n
)
ωm e
fG Gm ) − Ge
fG Gm
→ min,

m=1
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(4.10)

where the rows of G are vectors of the form

rm = [1, ∆x̃m , ∆ỹm , (∆x̃m )2 , (∆ỹm )2 , (∆x̃m ∆ỹm ), h.o.t.],
(e

)

(4.11)

(n )

and ∆x̃ = [∆x̃, ∆ỹ]T = x̃G Gm − x̃G G represents the difference in the projected
(e

)

(n )

geometry element locations, x̃G Gm , and the projected geometry node location, x̃G G .
The coefficients can then be obtained via

ω=



G

T

WG

−1

T
G W,

(4.12)

where the weighting matrix, W, is a similar form to that described in Eq. (4.3).
In this way, the traction at the geometry element centroids is moved to the nodes
of the geometry mesh, and the order of the operation can be chosen to match the
order of the operation used to extrapolate from the flow field to the geometry element
centroids.
Following this, CSD mesh nodes, nS , with location xS and normal vector vn,S ,
create two stencil clouds, each including the NcG closest geometry nodes. In the first
cloud, only geometry nodes that satisfy vn,S · ∆x

(nG

m+

)

≥ 0 are included, and the

second cloud includes only geometry mesh nodes that satisfy vn,S · ∆x
where ∆x

(nG

m±

)

(nG

= x S − xG

m±

)

and x

(nG

m±

)

(nG

m−

)

<0,

is the location of the geometry mesh

node with local index nGm± ∈ N : {1, NcG } in the ± stencil cloud, and NcG depends
on the order of the interpolation function (Fig. 4.2b). That is, the first stencil cloud
includes only geometry nodes within a 180◦ ‘forward facing view’ from the CSD mesh
node, and the second stencil cloud includes geometry mesh nodes inside of a 180◦
‘backward facing view’ from the CSD mesh node.
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To interpolate the tractions at the geometry mesh nodes to the CSD mesh nodes,
WLSQR interpolation is used again. Similar to the displacement transfer in the
previous section, two matrices, G+ and G− , are created for each node on the CSD
mesh and their two stencil clouds, where G+ is constructed using the geometry mesh
nodes that satisfy vn,S · ∆x

(nG

m+

)

≥ 0 and vn,S · ∆x

(nG

m+

)

< 0 for G− . Each row of

G± is a row vector of the form

±
±
±
± 2
± 2
± 2
r±
m = [1, ∆xm , ∆ym , ∆zm , (∆xm ) , (∆ym ) , (∆zm ) ,

(4.13)
±
±
±
±
±
(∆x±
m ∆ym ), (∆xm ∆zm ), (∆ym ∆zm ), h.o.t.].

Similar to Eqs. (4.2) and (4.10), a WLSQR minimization problem for the unknown
CSD node tractions can again be expressed as a functional,

2 !

(nG ± )
fS
→ min.,
wm± e
fG m − G±e

NcG
X

(4.14)

m± =1

where the weights wm± are of the same form as Eq. (4.3) and compose the diagonal
entries of the matrices W± . The interpolation coefficient vectors, c±,load , are obtained
from the solution to the WLSQR minimization problem as

c±,load =



G±

T

W± G±

−1

G±

T

W± ,

(4.15)

and the tractions at the CSD mesh node nS can be computed as

(n )
e
fS S =

NcG
X
m+ =1

e(nGm+ )
c+,load
nG + fG
m

+

NcG
X
m− =1

(nG

e
c−,load
fG
nG
m−

m−

)

.

(4.16)

The traction is now applied at the nodes of the CSD mesh but still needs to be
represented as a force. Generally, the nodal tractions are interpolated to integration
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points on the mid-plane of the CSD shell elements and integrated over the area of
the element in a manner consistent with the element shape functions via Gaussian
quadrature,

(n )
fS S

=

NnS Z
X
m=1

(e

(e

A eS

)

fS Sm dAeSm .
H(m)e

(4.17)

m

)

In this expression, e
fS Sm is a vector containing the tractions at each of the nodes
on element eS , NnS is the number of CSD elements that contain CSD mesh node nS
in their connectivity, H is the displacement interpolation matrix of the finite element,
and AeS is the area of CSD element eS .
To evaluate the WLSQR interpolation between the centroids and the nodes of
the geometry mesh and then between the nodes of the geometry mesh and the nodes
of the CSD mesh, the method of manufactured solutions is again employed. In this
case, a manufactured traction is prescribed at the centroids of a finite thickness mesh
of the geometry that forms a hollow sphere. The manufactured traction is such that
(e ) (e ) (e )
(e )
(e )
(e )
e
fG G = xG G , where xG G = [xG G yG G zG G ]T is the analytically-defined position of
r
2 
2 
2
(e )
(e )
(e )
the centroid of element eG and Rref. =
xG G
+ yG G
+ zG G . Of course,

Rref. can be equal to Ro,ref. or Ri,ref. depending on if the element lies on the outer
or inner surface of the hollow sphere. An infinitesimal thickness CSD mesh is again
placed as the mid-plane of the hollow sphere. The resolution of the CSD mesh is
held constant while geometry meshes of increasing spatial resolution are used. The
numerical errors for this study are defined as |Ro − Ro,ref. |, where Ro is the outer
radius of the hollow sphere computed by the magnitude of the interpolated tractions
at the geometry and CSD mesh nodes.
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The results of the MMS study evaluating the transfer of traction between the
centroids and the nodes of the geometry mesh are shown in the second column of
Table 4.2, denoted as (G-G). The results for the interpolation operators between the
geometry and CSD mesh nodes are shown in fourth column of Table 4.2, denoted
as (G-C). The truncation error of the WLSQR operator is reported along with the
spatial discretization of the geometry mesh measured by the minimum edge length,
∆l.
Table 4.2: Results from a Method of Manufactured Solutions Study of the Load
Transfer
∆l
0.022962
0.015371
0.011476
0.007925

|Ro − Ro,ref. | (G-G)
7.98566e-7
2.22608e-7
7.63732e-8
1.66603e-8

Ra (G-G)
3.18
3.66
4.11
—

|Ro − Ro,ref. | (G-C)
1.63316e-6
2.96391e-7
8.32658e-8
1.42955e-8

Ra (G-C)
4.25
4.34
4.76
—

The convergence rate, Ra, of the truncation error for both operators is computed
using Eq. (4.7). As shown, when 2nd -order WLSQR operators are used, the truncation error converges at least at a 3rd -order rate. In addition to this, the magnitude
of the truncation error becomes very small, however, the method does not explicitly
enforce the conservation of loads. This can be circumvented, at least in the transfer
of tractions between the nodes of the geometry and CSD meshes, for problems with
matching interface discretizations. These mappings are easily obtained as illustrated
in Fig. 4.3 and previously described for displacement transfer. In this case, NcG = 1
and the coefficients and weights can be made unity. A solution to the WLSQR minimization problem does not need to be obtained.
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4.4

Parallel CFD-CSD Coupling

Implementation of the aforementioned methods for displacement and load transfer
in serial computation are straight forward, but in a parallel computing environment,
the block-structured Cartesian CFD mesh and the unstructured triangular CSD mesh
are parallelized using drastically different domain decomposition approaches, and the
surface of the shared geometry surface can be partitioned depending on the CFD or
CSD point-of-view. These parallelization challenges arise particularly in partitioned
(non-monolithic) coupling strategies because of the use of two modularized and independent solvers with disparate discretizations, i.e., structured, finite difference CFD
and unstructured, finite element CSD. The processes used to treat this heterogeneous
domain decomposition and to transfer displacements and loads across a disparately
partitioned interface are detailed in this section.
One of the key challenges here is how the two solvers partition the shared surface
of the geometry. In this dissertation, this is done by utilizing the existing domain
partition of each solver. A set theory analogy is used to describe the partitioning of
the global fluid and structural domains, and their respective decompositions of the
shared fluid-structure interface/geometry. Prior to this, however, a short overview
can be given as follows: (1) the CFD solver partitions the geometry elements to given
parallel processes, here-called ranks, based on the volume partition the geometry
elements reside in, (2) the CSD solver partitions the nodes of the shared geometry
by having each structural element in a ranks’ partition of the CSD mesh search
for and ‘claim’ a number of surrounding nodes of the geometry mesh (duplicately
claimed nodes are uniquely assigned to a rank via a tie-breaker), and (3) global
communication or a strategic communication pattern is used to communicate loads
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and displacements to the CSD and geometry mesh nodes, respectively, across this
heterogeneously decomposed shared geometry.
In the set theory analogy, a given rank R, that is a member of the global set of
ranks R ∈ G : {1, Nranks }, will have a subset or partition of the global fluid domain,
Pf (R) ⊂ F , and the global structural domain, Ps (R) ⊂ S. F represents the global
fluid domain containing all fluid grid points, and S represents the structural domain
containing all structural finite elements. For the thin geometries modeled by shell
elements with an infinitesimal thickness, an additional domain, G, is introduced to
represent the finite thickness geometry, which is partitioned into Pg (R, f /s) ⊂ G,
where the second argument refers to the association with the fluid (f ) or structural
(s) domains, respectively. Fig. 4.4 illustrates the partitioning procedure including
the fluid domain, structural domain, and geometry representation. Note that only
a 2D slice of the fluid volume domain is shown, and, therefore, in this figure, only
elements bordering the fluid domain can be uniquely associated to fluid grid points.
In the CFD solver, because of the proximity of irregular grid points (marked as
 in Fig. 4.4) to the surface of the geometry, each element eG on the geometry
(e )

representation with centroid location xG G and normal vector nG (eG ) will search for
the closest irregular point with location xIP ∈ Pf (R) that also satisfies nG (eg ) · (xIP −
(e )

xG G ) > 0. Once this irregular point has been identified by eg , eg ∈ Pg (R, f ) and
as such eg ∈ Pf (R). Thus, in the CFD solver, the geometry mesh is partitioned
in accordance with the partitioning of the fluid volume data, and each element on
the geometry is uniquely associated with a given subset of the global fluid domain
(see Fig. 4.4a). For the ease of communication between ranks, the geometry nodes
can also be made uniquely associated with a given Pg (R, f ). The partitioning of the
geometry representation must be repeated every timestep in problems with moving
63

bodies, where the Lagrangian geometry is moving into and out of different ranks’
partitioned volumes, Pf (R).
While the CFD solver seeks to partition the geometry elements in such a way to
compute flow state vectors at each face uniquely, in the CSD solver, the geometry
nodes are partitioned rather than the geometry elements. This is in order to: (1) have
each geometry node be uniquely updated in the displacement transfer and (2) allow
the possibility of using matching CSD and geometry mesh discretizations without the
formation of complex stencil clouds while also guaranteeing the conservation of load
transfer. To allow this geometry node partitioning in the CSD solver, each element
of the CSD mesh, eS ∈ Ps (R), searches for the set of the NcG closest nodes on the
geometry mesh, P̃g (R, s), where the tilde denotes that this partition is globally nonunique, that is, multiple ranks may have identified the same geometry nodes, e.g.,
P̃g (Ri , s) ∩ P̃g (Rj , s) 6= ∅ ∀ (Ri , Rj ) ∈ G : {i 6= j}. To make the partitioning globally
unique, the set of non-unique geometry nodes that is defined by the intersection of
P̃g (Ri , s) and P̃g (Rj , s), given as D = P̃g (Ri , s) ∩ P̃g (Rj , s), is redistributed such that
D is uniquely assigned to the higher rank of the two, i.e., D ⊂ Pg (Ri , s) with i > j.
Thus, in the CSD solver, the geometry mesh is partitioned according to the unstructured mesh partitioning (see Fig. 4.4b). This process only needs to be performed
once because in the current CSD solver, the domain is not re-partitioned throughout
the simulation.
In summary, both Pf (R) and Ps (R) are affiliated with partitions of the geometry
representation, Pg (R, f ) and Pg (R, s), and are supersets of those partitions,
Pf (R) ⊃ Pg (R, f ) and Ps (R) ⊃ Pg (R, s).

(4.18)

Because of the disparate decomposition methods, it is not guaranteed that the same
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rank’s partition of the fluid and the structure contain the same subset of the geometry
representation (note, for some ranks, Pg (R, f ) = ∅ may be true because the shared
geometry may not lay in that rank’s partitioned volume).

Pf(R1)

Pf(R2)

ΔxIP,3 ΔxIP,4
ΔxIP,2
eG
ΔxIP,1

Pg(R1,f)

Pg(R2,f)
eG

Pg(R4,f)

ΔxIP,1
ΔxIP,2
ΔxIP,2

Pg(R3,f)

Pf(R4)

Pf(R3)
(a)

(b)

Figure 4.4: (a) Illustration of the irregular-point based decomposition of the geometry representation in the CFD solver with the global problem partitioned across four
ranks: R1 , R2 , R3 , and R4 . Irregular points are marked by , geometry elements are
marked by eG , and ∆xIP = xIP − xG . (b) Illustration of an underlying CSD mesh
partitioning colored by rank order for a four rank simulation: R1 , R2 , R3 , and R4 .
Only the geometry mesh is shown, and the geometry mesh nodes are colored by the
structural partition they have been assigned to. Note that the same geometry mesh
has been disparately partitioned in (a) and (b) due to the different partitioning algorithms employed by each solver. The heterogeneous decomposition must be overcome
by an Ri − Rj communication pattern.

Following this unique partitioning of the global problem, there is still the challenge
of communication across ranks because of the heterogeneous decomposition of the
shared geometry. There are two ways to proceed: (1) gather the global tractions
and displacements on each rank before transferring them to and from each solver or
(2) establish a local communication pattern between ranks Ri and Rj if Pg (Ri , f ) ∩
Pg (Rj , s) 6= ∅. Depending on the global size of the problem, option (2) is ideal to
minimize the global communication across ranks and storage requirements.
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Finally, when creating the displacement and load transfer stencils, the aforementioned procedures from Secs. 4.2 and 4.3 can be performed as outlined, however, the
searches for stencil cloud points will be limited to points that are contained within
the partition of the rank that the seeking node is a member of.

4.5

Contact Mechanics: Identification and Enforcement

When considering parachute inflation, massive self-contact occurs during the earlytime unpacking and unfolding of the canopy. Thus, a novel and efficient contact
identification and enforcement algorithm was developed, implemented, and validated
for this research. A typical numerical method modeling contact can be divided into
two parts: (1) the identification of contact and (2) the enforcement of contact. For the
discrete representation of geometries used by numerical methods, contact is typically
identified between two or more of the discrete segments/elements/faces that comprise
the geometry. The first step of an efficient contact identification/search algorithm is
a ‘global’ search to identify elements that may possibly contact each other within the
next time step. This can be done by employing a hierarchical sorting procedure such
as those used by Zhong and Nilsson[99], Zhong[100], Williams and O‘Conner[101],
Zang et al.[102], among many others.
Following this, a ‘local’ search is conducted to determine whether contact actually
occurred between any of the segments marked in the global search. Local search
methods include the node-segment method by Hallquist[103], the pinball method by
Belytschko and Neil[104], and the typical ‘gap functions’ employed by many contact
algorithms[105, 106, 107]. All of these methods, especially the global search methods,
are made more difficult when the global problem is distributed across Nranks parallel
processes, or ranks. Further complication occurs when there is no clear contacted66

contactor relation between two faces, i.e., when self-contact occurs.
In this section, an efficient, parallel contact search algorithm utilizing a bounding
volume hierarchy (BVH) tree structure is introduced and evaluated on geometry
meshes with over 300, 000 mesh elements for multi-body and self-contact, and it will
be shown that contact can be effectively identified on these meshes in well under one
second of wall-clock time. The novel procedure used to define a frictionless contact
penalty force will also be introduced using simple physical principles.

y

y

y

x

x

x

(a)

(b)

(c)

Figure 4.5: (a) Illustration of the global search step used in the current contact identification algorithm. The hollow centroid symbols represent the geometry elements
assigned to the rank performing the global search, and illustrations of the (b) first
and (b) second local search steps. In (b), the hollow node symbols represent geometry
mesh nodes that were identified during the first local search step. For clarity, grid
cells with φ < 0 are not shaded.

Note that contact is identified on the surface of the CFD geometry mesh and not
the CSD mesh, and as opposed to conventional penalty methods for contact, which
rely on some penetration of the contacting surfaces to define the penalty force, a
‘virtual’ approach to contact identification[69] is employed that identifies and enforces
contact off the surface of the CFD geometry. Otherwise, any penetration would be
problematic for the aforementioned x-ray tracing process presented in Sec. 3.1.1 and
the subsequent geometry queries, which rely on a water-tight representation of the
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discrete geometry.
Each parallel process in the CFD must store the global geometry representation
and the location of all Ne,glob. global elements for geometry queries. When contact is
considered, however, each parallel process also stores a unique set of these geometry
mesh elements that they become independently responsible for identifying and enforcing contact on. This unique distribution of the geometry mesh elements utilizes
the methods introduced in Sec. 4.4. Following this, the global search step can be
performed. For each parallel process, a box is defined around the volume occupied
by all of the Ne,uni. geometry mesh elements in its unique set (see Fig. 4.5a). These
boxes can be expressed in terms of their minimum and maximum corner values,
xmin. =
ymin. =
zmin. =

min

(xi ) − cx , xmax. =

min

(yi ) − cy , ymax. =

min

(zi ) − cz , zmax. =

∀i∈[1,Ne,uni. ]

∀i∈[1,Ne,uni. ]

∀i∈[1,Ne,uni. ]

max

(xi ) + cx

max

(yi ) + cy

max

(zi ) + cz

∀i∈[1,Ne,uni. ]

∀i∈[1,Ne,uni.]

∀i∈[1,Ne,uni. ]

(4.19)

where (xi , yi , zi ) are the coordinates of the ith geometry mesh element centroid in the
unique set. Also in this expression is some constant, cj (e.g., some multiple of the
local volume grid spacing). An O(Ne,glob. ) operation needs to be performed by each
rank to identify and store every mesh element on the geometry that lies within this
box, even those that are not a part of the unique set of elements, to form a set of
Ne,box binned elements. The box was expanded by cj to consider elements that do
not lay in a ranks‘ partition of the geometry mesh but are in close proximity and may
contact during the current timestep.
Following this, a two-part local search algorithm is executed on the set of Ne,box
binned elements. In the first part, as illustrated in Fig. 4.5b, each of the mesh
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elements in a rank’s unique set form a sphere around its centroid of radius r = ∆c,
where ∆c is the ‘virtual contact width’, or, the distance at which two mesh elements
are said to be in contact. In practice, for the FSI simulations in this dissertation,
√
cj is conservatively set to be 4∆x, and ∆c is set to be 3∆x where ∆x is the local
grid spacing in the volume domain. With the sphere defined around its centroid, the
geometry mesh element in question performs an order Nn Ne,box operation to query if
any of the Nn nodes (2 in 2D, 3 in 3D) on any of the Ne,box elements fall inside of the
radius of the sphere. Each element in the unique set then stores the Ne,sphere binned
elements.
Finally, in the second part of the local search algorithm, a ray-triangle intersection test[108] is performed between the mesh elements in a rank’s unique set and
the Ne,sphere binned elements that have been determined to be within the defined
contact width (see Fig. 4.5c). Provisional contact is identified when the ray-triangle
intersection returns with a distance less than ∆c.
The provisional contact status is promoted to ‘true’ contact during the enforcement step of the algorithm. In this step, each geometry element, further denoted
by the subscript e, projects its velocity vector onto the vector normal to its contact pair’s centroid, e.g., vn,e = ve · npair . The same is done for the pair element,
vn,pair = vpair · npair . The sign of the relative normal velocities between an element
and its provisionally contacting pair determines if true contact occurs or not. That
is, if vn,pair − vn,e < 0, the elements are not moving toward each other, and the provisional contact status is discarded, and if vn,pair − vn,e > 0, the two elements are in
true contact and require enforcement to prevent intersection.
For elements determined to be in true contact, a constant mass m is computed
via the surface area of the geometry element and the thickness and density of the
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underlying structural elements (note, as described in Sec. 4.1 the CSD mesh typically lies on the mid-plane of the finite thickness geometry representation). If the
contact between two elements is expressed as a collision defined by some coefficient
of restitution, 0 ≤ δcontact ≤ 1, then via the conservation of momentum and energy, a
wall-normal impulse opposing the motion of the elements,

pn,e =

me · mpair
(1 + δcontact )(vn,pair − vn,e ),
me + mpair

(4.20)

can be defined. This impulse is applied to element e over the course of a single
timestep of length ∆t and in the direction of the pair element’s normal vector, thus
via the linear-impulse momentum theorem, the penalty contact force vector can be
expressed as

Fe =

V = 1m/s
1m

1
pn,e npair .
∆t

(4.21)

V = -1m/s
z

1m

x y

10m

0.02m

E, s

(a)

(b)

Figure 4.6: (a) Problem setup for the collision of two identical elastic rods and (b)
recorded displacement at the left end of the right rod in (a) over the course of the
simulation.

The contact identification and enforcement algorithms are now evaluated for a
canonical contact problem with an analytical solution that is presented by Carpenter et al.[109]. In this problem, two unconstrained and identical elastic bars with
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dimensions 1m × 10m × 1m are initially separated by a distance of 0.02m and are
given an initial velocity of 1m/s in opposite directions (see Fig. 4.6a). The material
properties of the underlying structural elements are defined by the elastic modulus
E = 1, 000P a and the mass density ρs = 0.001kg/m3 . To represent thin elastic bars,
in-plane coupling is removed from the shell elements by setting the Poisson ratio to
zero (νs = 0)[102]. Since the problem setup does not require an Eulerian background
mesh, the binning boxes in Eq. (4.19) are expanded by ±cj = 20%Lj , where Lj is the
length of the box without expansion in the jth Cartesian direction. The contact width
is set to be ∆c = 5 × 10−4 m, and the simulation timestep is varied from 8 × 10− 5s
to 1 × 10− 5s. The collision is assumed to be perfectly elastic (δcontact = 1).
As shown in Fig. 4.6b, the contact is identified and has started to be enforced
at a time of t = 0.01s, as is evident by the plot of the displacement at the left
end of the right rod in Fig. 4.6a. This is consistent with the analytical solution.
Following a small adjustment as the rod reacts to the onset of the contact loading,
the displacement at the end of the rod is held constant at the analytical solution.
Eventually, the generated penalty forces overcome the momentum of the rods, and
the rods are forced apart at a velocity that is in the opposite direction of but of equal
magnitude to the initial velocity.
As shown in Fig. 4.6b, the contact enforcement is not negatively impacted by a
decreasing timestep size, and in fact, as the timestep is decreased, the displacements
in the undershoot region after t = 0.03s move closer to the analytical displacements
and those by Hu[110]. As opposed to some penalty forcing methods, the current
method has no user-defined penalty force scaling factors that can affect the accuracy
and stability of the enforcement procedure[102] as the penalty forcing is generated
directly from first principles. The primary need for the contact algorithm, to prevent
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any intersection in the geometry mesh, has been met.

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

Figure 4.7: Instantaneous snapshots of an accelerated flexible sheet contacting with
a fixed and rigid sphere at 5 instances in time from a (a)-(e) perspective view and
(f)-(j) a side view where the geometries are sliced by a plane going through their
centerline and the contact width, ∆c is shown between the black triangles.

The contact algorithm, as well as the computational performance of the global
search step, are evaluated again on a more complex geometry with element and
processor counts representative of those used in Chapter 6. The local search and
enforcement steps were observed to require significantly less wall-clock time than
the global search step. This is because typically, far fewer operations are conducted
during these steps as a limited number of geometry elements are considered. In
this dissertation, each box defined by Eq. (4.19) belongs to one parallel process. A
serial version of global search step may be developed that forms boxes and bins mesh
elements in local neighborhoods without each box belonging to a parallel process,
but this is not done here, and therefore, a formal scaling study is not performed.
Instead, the effect of the box size, which scales inversely with the number of parallel

72

processes, and the effect of the number of geometry mesh elements on the wall-clock
time is studied. As shown in Fig. 4.7, the problem used to study this involves a square
flexible sheet with thickness h = 0.01m, edge length of 1m, and material properties
E = 1, 000P a, ρs = 1kg/m3 , νs = 0 being accelerated via a uniform pressure load,
p = 0.2P a, into collision with a fixed and rigid sphere of diameter 0.5m. Contact
between the sheet and the sphere and self-contact of the sheet as it folds over the
sphere can be observed.
Since an Eulerian background mesh is again not required, the binning boxes in
Eq. (4.19) are expanded by ±cj = [5, 10, 15, 20]%Lj . Two geometry meshes are
considered, one with approximately 216,000 elements discretizing the sheet and sphere
and another with 337,000 elements. Each parallel process is assigned to one Intel
Skylake core, and the number of cores ranges from 40 to 640 for each test case. The
results of this study can be found in Figs. 4.8a and 4.8b. Along the vertical axis,
the effect of the number of ranks (and thus the number of bins) for a given box
size expansion percentage is shown. For each bin expansion, the number of ranks is
shown to have a large effect on the wall-clock time. Along the horizontal axis, the
effect of the bin size for a given number of ranks can be observed. On the mesh with
337,000 elements, using any bin size with 640 ranks results in a wall-clock time under
0.1s. In Chapter. 6, the parachute canopy is discretized with 370,000 geometry mesh
elements, and all simulations utilize approximately 700-800 ranks. Thus, the contact
identification algorithm is not expected to be a limiting factor of the wall-clock time
per timestep during the solution procedure.
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(a)

(b)

Figure 4.8: Computational performance of the global search step of the contact identification algorithm on a mesh with (a) 216,000 and (b) 337,000 mesh elements for a
varying number of ranks/Intel Skylake cores and bin size.
Copyright c Jonathan Boustani, 2021.
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Chapter 5 Evaluation of the Fluid-Structure Interaction Method

The following chapter details canonical experimental and benchmark simulation test
cases of FSI problems with large, geometrically nonlinear deformations of thin structures, and results obtained with the current coupling strategy are compared with
those in the literature. Due to availability, driven by the large number of applications, most of the canonical validation test cases considered here are incompressible
due to the large number of incompressible FSI problems considering geometric nonlinearities in the literature. As such, all incompressible test cases are run with a Mach
number of 0.2 in the compressible flow solver. The Mach numbers for the tests cases
considering compressible flow are explicitly stated. Further testing in compressible
flows is evaluated for supersonic parachutes in Chapters 6 and 7.
For all tests cases presented here, the convective terms are discretized with a 6th order WENO scheme, a 2nd -order centered scheme is applied to the viscous terms, the
FD IBM boundary closure is 2nd -order spatially accurate, and overall, the CFD solver
is formally 3rd -order spatially accurate in L2-norm. A 2nd -order Runge-Kutta explicit
time integration scheme is used. For the CSD solver, the spatial integration is 2nd order accurate, and the 2nd -order Newmark-β is used for time integration. Results
from the coupled FSI procedure using the GCM IBM are not discussed here, but
the GCM FSI method is validated with supersonic flight test data in Chapter 7. All
methods from Chapter 4 are identically implemented in the two code bases containing
the FD IBM and GCM.
The results section is divided into two parts: Sec. 5.1 discusses the accuracy,
convergence behavior, and stability of the FSI method when applied to canonical FSI
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test cases that are also used to validate the method with quantitative comparison
and Sec. 5.2 contains a test case that demonstrates the capability of the FSI method
when simulating very thin, sheet-like structures.

5.1

Validation

5.1.1

Shock Impinging on a Cantilever Plate
xplate
xprobe
A
f,L

pL
vL

y

h

E,s,νs
Hstep

x

f,R

pR
vR

Hplate

H

Rigid

xstep
L

Figure 5.1: Schematic of the problem setup for the 2D shock impinging on a cantilever
steel plate.

The first validation test case considers a cantilever plate deforming in an inviscid,
compressible flow as described by experiments by Giordano et al.[10] and CFD simulations by Giordano et al.[10], Pasquariello et al. [98], and Sanches and Coda[111].
In this test case, a flexible cantilever plate of height Hplate = [0.04m, 0.05m] is placed
on a rigid forward-facing step of height Hstep = 0.015m inside of a 2D shock tube of
length L = 0.295m and height H = 0.08m (see Fig. 5.1), and a shock enters from
the left of the domain and impinges on the plate, inducing unsteady deformations.
The ambient flow conditions at the right state (R) in Fig. 5.1 are ρf,R = 1.189kg/m3 ,
pR = 100kP a, and vR = 0m/s, while the post-shock values at the left state (L) are
ρf,L = 1.616kg/m3 , pL = 154kP a, and vL = 109.68m/s. The left domain boundary
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is treated as an outflow boundary, while the rest of the boundaries, in addition to
the surface of the forward-facing step and the plate, are treated as slip-walls. The
cantilever plate has a thickness of h = 0.001m and the material properties of steel,
E = 220GP a, ρs = 7, 600kg/m3 , and νs = 0.33. Fully clamped boundary conditions
are applied along the bottom edge of the plate (u = 0, v = 0, θy = 0) in addition to
the enforcement of two-dimensional displacements (w = 0, θx = 0). The plate is located at xplate = 0.045m away from the left domain boundary and the forward-facing
step is at xstep = 0.03m. The horizontal displacements at the tip of the cantilever
plate are recorded for comparison with the results in the literature, as well as the
pressure in the volume domain sampled at point A (xprobe = 0.035m) in Fig. 5.1.
Two different heights are considered for the cantilever plate (0.04m and 0.05m),
and both heights are discretized with 100 blocks of triangular shell elements. Because
of the large density ratio between the structure and the fluid in this problem, the weak
coupling approach is sufficient to obtain a stable solution. The ratio of the structural
thickness to the length of the structure, h/Hplate , is equal to 40 and 50 for the two
plate heights considered here, both of which are below the threshold (approximately
1000) where the convergence behavior for the MITC3 shell element will begin to slow
under bending dominated conditions[83, 82, 112]. In the base case, the uniform grid
spacing in the fluid volume domain is ∆x = ∆y = 0.0125Hplate and 0.0156Hplate for
the 0.04m and 0.05m height plates, respectively.
The horizontal displacements at the tip of the plate for both heights are shown in
Figs. 5.2a and 5.2b, along with the experimental and simulation data from the literature. Both data sets show close agreement with the other simulation results, and
the 0.04m height plate displacements show good agreement with the experimental
results. The experiments considering the 0.05m height plate were said to be affected
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(a)

(b)

Figure 5.2: Time signal of the horizontal displacement at the tip of the cantilever
plate for the (a) 0.04m and (b) 0.05m height cases from the present work and other
experimental and simulation results in the literature.

by the way the base of the plate was clamped, allowing small deformations[10]. Thus,
the experimental results for this case show a large discrepancy with the simulation
results. Despite this, the current FSI method is in agreement with the other simulations of this case, which made similar observations about the disagreement with the
experimental values. Figs. 5.3a and 5.3b show the time signal of the pressure sampled at probe A shown in Fig. 5.1. For clarity, only the simulation and experimental
results from Giordano et al.[10] are shown for comparison. For both plate heights, the
pressure signal obtained with the current method is in good agreement with those
from Giordano et al.[10]. Snapshots of the magnitude of the density gradient are
shown at six instances in time in Figs. 5.4a-5.4b for the 0.04m height plate case.
Finally, a spatial convergence study of the FSI method is performed for the 0.04m
plate case by measuring the maximum horizontal displacement, umax. , at the second
peak (∼ 3ms) as the grid resolution in the fluid volume domain is successively halved.
This approach is not perfect since the spatial error is simply measured at an instance
in time and not accounting for the coupling of the errors in space and time, but the
study is still useful to assess the basic convergence properties of the method. The
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(a)

(b)

Figure 5.3: Time signal of the recorded pressure from probe A in Fig. 5.1 for the (a)
0.04m and (b) 0.05m height cases from the present work and from experimental and
simulation results by Giordano et al.[10].

(a) 56µs

(b) 243µs

(c) 131µs

(d) 318µs

(e) 168µs

(f) 421µs

Figure 5.4: (a)-(e) Saturated color contours of the density gradient magnitude at six
instances in time for the 0.04m height plate case.

convergence rate is computed using Eq. (4.7), with the minimum grid spacing in the
fluid volume domain being used for ∆l. Because no analytical results are available,
the finest grid resolution is used as the reference data set, and as such, the error
is computed as the absolute difference between the recorded displacement at the
current level and the finest level of refinement. The results from this study are shown
in Table 5.1. The convergence rate is between 1st - and 2nd -order. Given the spatial
orders of the CFD (6th ) and CSD solvers (2nd ), but the use of the 1st -order spatially
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accurate operations in the load transfer, the rates are in the expected range, which
is at maximum 2nd -order[113].
Table 5.1: Summary of Grid Convergence Study for the 0.04m Plate
∆l
4∆x
2∆x
∆x (0.0125Hplate )
∆x/2

5.1.2

umax (mm)
1.58134
1.54292
1.53123
1.52301

e
0.0583
0.0199
0.0082
—

Ra
1.55
1.28
—
—

Fixed Cylinder with Flexible Trailing Filament

Figure 5.5: Schematic of the problem setup for the 2D fixed cylinder with a flexible
trailing filament.

The fixed cylinder with a flexible trailing filament test case was previously benchmarked by Turek and Hron[114]. In this test case, a rigid and fixed cylinder of
diameter D is placed inside of a channel with a parabolic velocity profile at the inlet,
and a flexible filament is attached on the downstream side of the cylinder as shown
in Fig. 5.5. The inflow velocity profile is given by

v(0, y) = 1.5V̄f

y(H − y)
4.0
y(0.41 − y),
2 = 1.5V̄f
0.1681
0.5H

80

(5.1)

where V̄f is the magnitude of the mean flow, H is the height of the channel, and y
measures the vertical position from the lower wall of the channel. The simulation
setup and the geometrical parameters are summarized in Fig. 5.5.
The governing dimensionless parameters are the Reynolds number, Re = ρf DV̄f /µ,
the density ratio, DR = ρf /ρs , and an alternative definition of the bending stiffness

ratio, Sb = E/ ρf V̄f2 . Here, µ is the dynamic viscosity of the fluid, and E is the
elastic modulus of the structure.
This test problem is well-documented in the literature[63, 114, 115], and it is
commonly used for the validation of new FSI methods. The fixed cylinder is placed
just below the center line of the channel to introduce an asymmetry into the flow field
that initially induces a motion in the trailing filament. The uniform Cartesian grid
has a minimum spacing of ∆xmin = ∆ymin = 0.018D, the top and bottom boundaries
of the channel are treated as no-slip walls, and the right boundary is treated as a
pressure outflow. The filament is discretized in the CSD solver with 100 BernoulliEuler beam elements for geometrically linear simulations and 100 blocks of triangular
elements for geometrically nonlinear simulations. The end of the filament that is
attached to the cylinder is clamped, i.e., u = 0, v = 0, and θy = 0, in addition
to the enforcement of two-dimensional displacements across the structural domain,
i.e., w = 0 and θx = 0. Given the ratio of the structural thickness to the length of
the trailing filament, h/l = 17.5, the chosen shell elements are appropriate for the
application, and ideal convergence is expected[83, 112].
The filament undergoes an initial transient where the amplitude of oscillation
continues to grow until a steady-state amplitude is reached. Once this time-periodic
state is reached, and the flow field and structure are locked in, a self-sustaining motion
of the filament with a dominant oscillation frequency can be observed. During this
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periodic state, the normalized excursion amplitude of the filament, given by Ā =
(dy,max − dy,min )/D, where dy,max and dy,min represent the maximum and minimum
vertical displacements of the filament at point A (as shown in Fig. 5.5), is recorded.
In addition, the Strouhal number, St = f D/V̄f , where f is the frequency of the
oscillation, is also recorded.
Table 5.2: Result Summary for Case 1 of the Fixed Cylinder and Trailing Filament
Case 1
Geometrically Nonlinear,
Re = 100,
DR = 10,
Sb = 1400

Reference
Present Work
Tian et al.[63]
Turek and Hron[114]
Bhardwaj and Mittal[115]

Ā
0.77
0.78
0.83
0.92

St
0.18
0.19
0.19
0.19

Table 5.3: Result Summary for Case 2 of the Fixed Cylinder and Trailing Filament
Case 2
Geometrically Nonlinear,
Re = 200,
DR = 1,
Sb = 1400,

Reference
Present Work
Tian et al.[63]
Turek and Hron[114]
Bhardwaj and Mittal[115]

Ā
0.29
0.32
0.36
0.41

St
0.26
0.26
0.29
0.28

Tables 5.2 and 5.3 display the results obtained with the current FSI method from
two different geometrically nonlinear simulations with those from Tian et al.[63],
Turek and Hron[114], and Bhardwaj and Mittal[115]. Close agreement of the excursion amplitude and Strouhal number with the results in the literature are obtained for
Case 1, but for the case with the lower density ratio, there is less agreement between
all results. This may be due to the behavior of different coupling strategies when
considering a challenging unit density ratio FSI problem — as was shown by Zheng
et al.[62], a loose coupling approach is stable if and only if ρs /ρf > 1/2.
In the geometrically linear structural simulation, the horizontal displacements of
the filament “inward” is not present due to a completely-decoupled (or non-existant)
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 5.6: (a-f) Saturated color contours of the vertical velocity component at three
snapshots in a period of oscillation, T : (1) t = 0, (2) t = T /4, and (3) t = T /2, for
Case 1 considering a geometrically nonlinear (left column) and geometrically linear
(right column) structural response.

horizontal degree of freedom, such as in frame elements (or beam elements). In addition, the lack of a horizontal displacement component causes the geometrically linear
simulations to fail to preserve the length of the filament. In the geometrically nonlinear analysis, the vertical and horizontal degrees of freedom are coupled in the local
stiffness matrix. Thus, the simulations considering geometrically nonlinear analysis undergo a reduced excursion amplitude in the vertical direction and a non-zero
displacement in the horizontal direction as the length of the filament is preserved
throughout the deformations.
Instantaneous snapshots of the flow field considering color contours of the vertical
velocity component and the deformed geometry are shown at three instances in time
for Case 1 in Figs. 5.6a-5.6f for the geometrically linear and nonlinear simulations.
The larger oscillation amplitudes of the geometrically linear filament induce larger
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vertical velocity. The shedding frequency does not seem to be significantly affected
by the geometric nonlinearity.

Figure 5.7: Computed geometrically linear and nonlinear vertical displacements at
the trailing end of the filament obtained with the current solver for Case 1.

The time signal of the normalized excursion amplitude for Case 1 is plotted in
Fig. 5.7. As shown, strain-induced horizontal displacements in the geometrically
nonlinear case reduce excursion amplitudes in comparison to the geometrically linear
case. However, in the early stage of the simulation, where small excursion amplitudes are observed, both solvers provide nearly identical results. Once the filament
displacements exceed the valid linear regime, nonlinear effects become apparent and
reduce the displacement amplitude.
Finally, a grid convergence study was conducted. The results from the grid convergence study are summarized in Table 3, where ∆x represents the minimum grid
spacing used in the CFD domain, and Nelem. represents the number of finite elements
used in the CSD domain. As shown in Tables 5.4-5.6, the results are converging to
a solution that is in good agreement with the results in the literature. The solution
seems to be virtually independent of the resolution of the structural domain as the
displacement field is already well-resolved with the coarsest grid. Only the error and
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convergence rate of the maximum excursion amplitude (the Strouhal number is virtually unaffected by the change in grid resolution) corresponding to the changes in
fluid domain resolution for a given structural resolution are shown in Tables 5.4-5.6.
Again, between a 1st - and 2nd -order spatial convergence rate is obtained.
Table 5.4: Summary of Volume Grid Convergence Study For Case 1 of the Fixed
Cylinder and Trailing Filament Using a Coarse Structural Mesh
∆l
2∆x
∆x (0.018D)
∆x/2

Nelem = 50
A, St
e
0.713, 0.183 0.059
0.752, 0.181 0.02
0.772, 0.180
—

Ra
1.56
—
—

Table 5.5: Summary of Volume Grid Convergence Study For Case 1 of the Fixed
Cylinder and Trailing Filament Using a Medium Structural Mesh
∆l
2∆x
∆x (0.018D)
∆x/2

Nelem. = 100
A, St
e
0.715, 0.183 0.056
0.751, 0.182 0.02
0.771, 0.181
—

Ra
1.48
—
—

Table 5.6: Summary of Volume Grid Convergence Study For Case 1 of the Fixed
Cylinder and Trailing Filament Using a Fine Structural Mesh
∆l
2∆x
∆x (0.018D)
∆x/2

5.1.3

Nelem. = 200
A, St
e
0.716, 0.183 0.0530
0.749, 0.182
0.02
0.769, 0.181
—

Ra
1.41
—
—

Bending of a Vertical Plate In Crossflow

The next test case is fully 3D and considers a very thin flexible plate clamped along
its bottom edge exposed to a viscous crossflow. The setup is chosen in accordance
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Figure 5.8: Schematic of the test problem setup for a flexible vertical plate in a
wall-bounded flow.
with experiments by Siefers et al.[11] and Womack and Seidel[12] in addition to FSI
simulations by Seidel et al.[13] and modeling by Hu and Wang[14]. In this setup, the
plate shown in Fig. 5.8 is exposed to a flow of freestream velocity V = [Vf , 0, 0] and
a fluid density ρf and hence, a dynamic pressure of q = 1/2ρf Vf2 . The computational
domain is [−20H, 25H] × [−9H, 9H] × [0, 9H], where H is the height of the plate.
Since the height of the boundary layer on the lower wall is small in comparison to the
height of the plate, a slip wall boundary condition is applied on the bottom surface (xy plane). A no-slip condition, however, is applied on the plate to consider the viscous
forces acting on the plate during deformation, which are expected to contribute more
as the deformations become larger. The outflow boundary is treated as a pressure
outlet, and all other boundaries are treated as free-stream boundaries. A uniform
minimum grid spacing of ∆xmin = ∆ymin = ∆zmin = 0.04H is applied in the near
wall and immediate wake region. The plate is discretized with 20 × 10 blocks of
triangular shell elements in the y- and z-directions, respectively, that are clamped
along the bottom edge, i.e., u = 0, v = 0, w = 0, θy = 0, and θz = 0.
To vary the bending stiffness of the plate, the thickness is held constant at h =
0.001 while the elastic modulus is changed, so the ratio of the structure thickness to
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its length is constant for all cases at 100 (the height of the plate, H, is chosen to be
0.1 for all cases). With this ratio, the shell element is still below the limit at which
the convergence behavior will slow down under bending dominated problems, and
no shear locking was observed for any of the cases considered here. The Reynolds
number and mass ratio are chosen in this work to match those used by Siefers et
al.[11], yielding a density ratio of approximately 850, and thus, the loose coupling
approach is appropriate for the application, and added-mass effects are not expected
to affect the stability of the solution.
To describe bending deformations with a single analytical expression, Siefers et
al.[11] introduced the averaged chord angle, φ, and the normalized curvature, k, given
as

−1

φ = tan



u
H −w


and

k=

2qH 3
,
Eh3

(5.2)

respectively, where u and w represent the displacement in the x- (horizontal) and z(vertical) directions at the top center of the plate. Considering these two parameters
to describe the bending deformations leads to a smooth distribution of averaged chord
angles as a function of the normalized curvature. The details on how to obtain these
parameters are described in Siefers et al.[11]
It was stated by Siefers et al.[11] that geometrically linear deformations become
invalid after k = 0.3, hence in the present work, values of k are considered that
experience both small, linear and large, geometrically nonlinear deformations, starting
at k = 0.3 and ranging to k = 2, after which the response of the plate becomes
very unsteady. The functional relationship between the average chord angle and the
normalized curvature are shown in Fig. 5.9 for results obtained with the current
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Figure 5.9: Comparison of mean chord angles between the present work and those
from experiments by Siefers et al.[11] and Womack and Seidel[12], simulations by
Seidel et al.[13], and modeling by Hu and Wang[14]. Adjusted from Seidel et al.[13].

FSI method and those from the literature. Good agreement between the mean chord
angles obtained in the current work and other established experiments and simulations
is obtained for a range of normalized curvature values.
For larger values of the normalized curvature, the plate response starts to become
unsteady (as was also observed by Siefers et al.[11]), thus an averaged chord angle
is presented here. To visualize this, snapshots of Q-criterion are shown in Fig. 5.10
at three instances in time along with the deformed geometry of the bending plate
with normalized curvature k = 1. For these conditions, the plate undergoes large
deformations, and the flow is unsteady in the wake of the plate.
A grid convergence study was conducted at k = 0.6 to investigate the effect of
the grid resolution of the fluid domain on the results of the plate bending problem.
These results are summarized in Table 5.7. The results are converging to a solution
that is in good agreement with the results in the literature. The finest resolution is
used as the reference solution to compute the rate of convergence with Eq. (4.7). The

88

(a)

(b)

(c)

Figure 5.10: (a-c) Snapshots of the Q-criterion iso-contours and the deforming plate
geometry at three instances of time for k = 1 with Q = 2500
slightly irregular rates are attributed to the use of the time-averaged chord angle and
not a maximum or instantaneous value, but the convergence rate is again between
approximately 1st - and 2nd -order. The effect of the structural resolution was not
considered in this study because the continuous displacement field across the structure
from the bending loads is similar to that from the test case with the fixed cylinder and
trailing flexible filament where the bending displacement was virtually independent
of the structural resolution. It is expected that the structural resolution will play a
more dominate role for problems involving more variation in the displacement field.
Table 5.7: Summary of Grid Convergence Study for the Flexible Plate Case for
k = 0.6
∆l
4∆x
2∆x
∆x (0.04H)
∆x/2

5.1.4

φ
26.74◦
27.81◦
28.51◦
28.76◦

e
2.02
0.95
0.25
—

Ra
1.1
1.9
—
—

Waving Flag in Crossflow

In the final validation test case, a waving flag in a uniform viscous cross flow is
considered. The setup is chosen in accordance with simulations by Huang et al.[15]
and Hua et al.[16]. In this test case, the values of the governing parameters are
chosen to be Re = 100, M R = 100, Sb = 0.0001, and Ss = 1000. The properties
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(a)

(b)

Figure 5.11: (a) Schematic of the problem setup for the 3D waving flag test case
and (b) comparison of the excursion amplitudes obtained in the present work and
by Huang et al.[15] and Hua et al.[16] plotted as a function of the period-normalized
time, where T is the period of oscillation. Displacements are tracked at the bottom
of the trailing edge of the flag.

of the fluid and structure are chosen to match these non-dimensional ratios and
provide a density ratio of approximately 1000, so the loose coupling approach is
appropriate for the problem. The thickness of the flag is h = 0.01, the flag has
square dimensions H = L = 1, and the minimum grid spacing around the flag is
∆xmin = ∆ymin = ∆zmin = 0.02L. The ratio of the structural thickness to the length
of the flag is 100, thus no locking is expected to occur. The CSD mesh is discretized
with 3,200 finite elements and is pinned at the leading edge, i.e, u = 0, v = 0, w = 0
with free rotations. The setup is summarized in Fig. 5.11a. The flag initially lies
flat in the x-y plane and is exposed to an 18◦ crossflow to induce motion in the flag.
The side domain boundaries are treated as far-field boundaries, and the right domain
boundary is treated as a pressure outlet. The displacements at the bottom of the
trailing edge of the flag are recorded for comparison. The computed displacements are
shown with the results in the literature in Fig. 5.11b, and the results are summarized
in Table 5.8.
Good agreement is observed between the present work and the results obtained
by Huang et al.[15] and Hua et al.[16] both in terms of the excursion amplitude at
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Table 5.8: Result Summary for the Re = 100 Waving Flag Validation Case
Reference
Current Research
Huang et al.[15]
Hua et al.[16]

Ā
0.6
0.6
0.6

St
0.22
0.24
0.24

the bottom of the trailing edge of the flag and the frequency of the oscillation given
by the Strouhal number. The streamwise vorticity component is plotted in Fig. 5.12
along with the mesh of the deforming geometry.

(a)

(b)

Figure 5.12: (a-b) Snapshots of the contours of streamwise vorticity at two instances
in time on a cut-plane through the leading edge of the deforming geometry.

A grid-convergence study was conducted, and the results are summarized in Table 5.9. As shown, the excursion amplitudes and Strouhal numbers converge to those
found by Huang et al.[15] and Hua et al.[16]. The excursion amplitude is used to compute the convergence rate, with the excursion amplitude at the finest mesh resolution
being used as the reference in Eq. (4.7).
Table 5.9: Summary of Grid Convergence Study for the Waving Flag Case
∆l
∆2x
∆x (0.02L)
∆x/2

Ā, St
0.68, 0.22
0.62, 0.22
0.60, 0.22
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e
0.08
0.02
—

Ra
2.0
—
—

5.2

Demonstration

5.2.1

Circular Disk in Cross Flow

Vf
h
clamped core

y
z

E,

x

s

(a)

(b)

Figure 5.13: (a) Schematic of the problem setup for circular disk in viscous flow and
(b) the stiffness portrait for the cases presented in Fig. 5.14. The portrait provides
specific values of Ss and Sb that induce a given geometric shape. The symbols mark
the simulations run in the current work. Adjusted from Hua et al.[16].

In the following test case, a flexible circular disk was placed in a crossflow as
illustrated in Fig. 5.13a. The setup was chosen in accordance with simulations
by Hua et al.[16] and experiments by Schouveiler and Eloy.[116] A compliant disk
of diameter D is clamped in the center with a core of diameter dc = 0.1D, i.e.,
u = 0, v = 0, w = 0, θx = 0, and θy = 0. The loading induced by the flow interacts
with the thin structure — exciting different shapes in the structure. This problem
tests the developed FSI method’s ability to capture the crumpling and wrinkling
process of thin, highly flexible sheets.
The geometric shape that the disk deforms into is dependent on the chosen
non-dimensional parameters, and for all simulations, a Reynolds number of Re =
Vf D/νf = 100 and a mass ratio of M R = 0.1 was considered while the stretching and
bending stiffness ratios are varied. In these expressions, Vf is the free-stream velocity,
D is the diameter of the disk, and νf is the fluid kinematic viscosity. Similar to the
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flexible plate case in Sec. 5.1.3, the thickness is held constant (here, h = 0.005), while
the elastic modulus of the structure is varied to match the different non-dimensional
ratios. Given the ratio h/D = 200, the convergence behavior of the MITC3 is not
expected to experience any significant drop in convergence performance, especially
with the relatively high number of elements used[83, 112]. In addition, for this value
of thickness, the density of the structure is 20 times larger than the density of the
fluid, and the loose coupling approach provides stable solutions[62].
The minimum grid spacing was taken to be ∆xmin = ∆ymin = ∆zmin = 0.015D.
The finest level of refinement covers the geometry and the near wake region behind
the disk. The parameters chosen for these simulations are based on prior results by
Hua et al.[16], where six unique structural shapes were obtained, referred to as M1,
M2, M3, M4, M5, and M6 where the number represents the number of expected folds
in the final shape. Prior to this, experiments by Schouveiler and Eloy [116] recovered
the M2 and M3 shapes shown here, as well as minor variants. Approximately 3,000
shell elements are used to resolve the disks. Using a sheet diameter of D = 1.0, the
elastic modulus and the shell thickness are varied between cases to match the different
non-dimensional stretching and bending stiffness ratios while ensuring that the ratio
of the shell thickness to the diameter of the structure does not become too small. For
the non-dimensional fluid properties considered here, the density ratio for all cases
is approximately 50, thus, the loose coupling approach is sufficient to provide stable
results.
The center of the disk was placed at the origin of a computational domain with
the size [−4D, 4D] × [−4D, 4D] × [−4D, 8D]. A uniform velocity is prescribed at
the left boundary while the top, bottom, front, and back boundaries are treated as
free-stream boundaries, and the right boundary is treated as a pressure outlet. The
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structural finite element mesh consists of 3,300 triangular shell elements.

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

(k)

(l)

Figure 5.14: (a-j) Color contours of the streamwise displacement component in the
structure for the M1, M2, M3, M4, M5, and M6 modes, and a perspective view of
the draping process for the associated geometric shape.

The expected structural shapes, as illustrated in Fig. 5.14, are recovered for the
M1, M2, M3, M4, M5, and M6 cases. The values for Sb and Ss to obtain the different
shapes are summarized in the stiffness portrait in Fig. 5.13b that was approximated
from that in Hua et al.[16]. The simulations run in this work are marked in Fig.
5.13b with symbols representing the six different expected shapes.
Once the final shape of the structure is reached, the flow in the wake of the flexible
plate becomes steady for the low Reynolds number considered. The deformation
process is dynamic before the final shape is reached, whereby the unsteady behavior is
strongly dependent on the mass ratio. The unsteady deformation process is visualized
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in Fig. 5.15 at six separate instances in time for the M6 case with M R = 0.1.

(a)

(b)

(c)

(d)

(e)

(f)

Figure 5.15: (a-f) Snapshots of the deforming structure at six instances in time
with color contours of the streamwise displacement for Re = 100, Sb = 0.00002, and
Ss = 2000.

The process begins with small scale, (almost) axisymmetric wrinkling near the
edges of the disk, c.f. Fig. 5.15a, and this was observed for all other cases as well.
Then, three dominant folds appear to form initially approximately 120◦ apart (Figs.
5.15b-5.15c), while the regions between the folds continue to develop. Finally, in
snapshots Figs. 5.15d and 5.15e, the six expected folds are present, and the disk has
developed into a six fold shape similar to that seen in Hua et al.[16].
Flow field visualizations showing color contours of streamwise vorticity and isolines of vorticity magnitude are shown in Fig. 5.16 for the same six instances in time.
Vorticity is generated at the edge of the deforming disk, and the flow field evolves
slowly over time until the final deformed state of the disk is reached in Fig. 5.16f. For
the low Reynolds number crossflow considered in this test case, no vortex shedding
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 5.16: (a-f) Snapshots of the flow field around the deforming M6 disk at six
instances in time. Color contours of the x-component of vorticity are shown in the
cut plane while iso-line contours of the x-component (grey) and y-component (black)
are shown at discrete levels of vorticity (-3, -2, -1, 1, 2, and 3) for Re = 100, M R =
0.1, Sb = 0.00002, and Ss = 2000.
is observed throughout this process.

Copyright c Jonathan Boustani, 2021.
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Chapter 6 Results: FSI Simulations of a Sub-scale Mars Science
Laboratory Parachute

A detailed study of supersonic parachute inflation and dynamics is presented in this
chapter. The goal of this study is three-fold: (1) to demonstrate and evaluate the
developments made in this dissertation for handling thin, complex geometries, nonlinear shell structures, broadcloth porosity, and contact mechanics, (2) to validate the
developed loose coupling strategy, and (3) to study the physical factors that dominate
supersonic parachute inflation and make it so challenging to simulate.
The problem used to meet these goals involves a 0.8m nominal diameter DGB
parachute in supersonic flow. The parachute is a geometrically-scaled version of the
Mars Science Laboratory’s (MSL) 21.5m nominal diameter parachute. This subscale parachute was used alongside a 70◦ Viking-type payload in wind tunnel tests
supporting the MSL parachute development and qualification program[1, 2, 117, 118].
The simulations in this chapter were conducted within the CHAMPS framework
and the FD IIM using an explicit 2nd -order Runge-Kutta scheme, and loosely coupling
it to the CSD solver using the methods presented in Chapter 4. The CSD solver performs time integration with the implicit Newmark-β scheme. The interior convective
terms in the CFD solver are discretized with a 5th -order spatially accurate weighted
essentially non-oscillatory (WENO-) scheme, and viscous terms are neglected.
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Figure 6.1: Schematic detailing the key geometric parameters of the sub-scale MSL
DGB parachute system used in the current work.

6.1
6.1.1

FSI Simulation Setup
Geometry

The geometric properties of the sub-scale parachute canopy and suspension lines are
summarized by Reuter et al.[2], and the payload diameter and trailing distance are
described by Sengupta et al.[1]. The key geometric parameters are briefly summarized
in Table 6.1 and are shown in Fig. 6.1. For the experimental configuration, construction limitations on the scaled geometry and the motivation to reduce the suspension
line-wake/bow shock interaction saw that the number of gores was reduced from 80
to 24[118].
Table 6.1: Scaling of primary geometric parameters for the sub-scale MSL
parachute[1, 2]
Parameter
Nominal diameter (D0 )
Payload diameter (Dp )
Suspension line length (LSL )
Number of gores
Trailing distance (LT /Dp )
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Sub-scale
0.813m
0.21D0
1.7D0
24
10.6

MSL
21.5m
0.21D0
1.7D0
80
10.4

6.1.2

Fluid Domain

A series of simulations were conducted to investigate the effect of the leading payload, the Mach number and the dynamic pressure, and the effect of porosity on the
aerodynamic performance of DGB parachutes. A test matrix summarizing the varying flow conditions is shown in Table 6.2. The simulations can be divided into three
different categories. Cases 1-3 study the effect of Mach number and dynamic pressure
on the opening loads while Cases 3-4 study the effect of porosity on the parachute
aerodynamic performance. In addition, Cases 3-4 can be compared directly to Cases
5-6 to investigate the effect of the leading capsule itself.
Note that in the experiments conducted by Sengupta et al.[1], the parachute is
fabricated from PIA-C-44378C broadcloth[2]. This is the default material representation used throughout this section unless explicitly stated otherwise. A more porous
PIA-C-7020D broadcloth model is considered at times to illustrate the effect of the
material porosity but is not used for comparison with experimental data.
Table 6.2: Test matrix of the simulations conducted in the present work
Case
1
2
3
4
5
6

M∞
M = 2.0
M = 2.5
M = 2.2
M = 2.2
M = 2.2
M = 2.2

q∞ (kP a)
17.4
19.9
18.6
18.6
18.6
18.6

v∞ (m/s)
692.2
865.3
761.5
761.5
761.5
761.5

Upstream capsule
Yes
Yes
Yes
Yes
No
No

Porosity model
PIA-C-44378C
PIA-C-44378C
PIA-C-44378C
PIA-C-7020D
PIA-C-44378C
PIA-C-7020D

The computational domain is [−6.15D0 , −6.15D0 , −6.15D0 ] × [6.15D0 , 6.15D0 , 6.15D0 ].
The finest Cartesian grid level maintains a isotropic minimum grid spacing of ∆xmin. =
D0 /333m clustered near the walls of the payload and canopy. The second finest grid
level is used to track the payload and canopy wake and bow shocks. The Cartesian
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block layout is shown over general initial flow conditions in Fig. 6.2. The number of
grid cells ranges from 40M to 70M as the motion of the geometry and the canopy and
capsule bow shocks are tracked with the AMR strategy. For all cases, the freestream
temperature is T = 298K, and the rest of the freestream state is explicitly stated
in Table 6.2. The left boundary is treated as an inflow boundary, and all other
boundaries are treated as supersonic (extrapolation) outflow boundaries.

6.1.3

Structural Domain

The structural properties of the parachute broadcloth that constructs the canopy
are chosen in accordance with Sengupta et al.[1]: elastic modulus Ec = 878M P a,
Poisson’s ratio νc = 0.33, and thickness hc = 0.0635mm. The suspension lines have
an elastic modulus of Es = 43Gpa, a diameter of Ds = 0.4953 × 10−3 m, and a
linear density ρs = 8.27 × 10−4 kg/m. The structural properties do not change when
considering different material porosity models.
The suspension lines are discretized with 600 geometrically nonlinear generic cable elements and are fixed at the confluent point P (see Fig. 6.1). The parachute
canopy is discretized with 180,000 geometrically nonlinear MITC3 shell elements in
the CSD solver while the CFD geometry representation of the canopy is discretized
with 400,000 flat, triangular elements. The suspension lines are not included in the
CFD geometry, and thus, the flow does not interact with them.

6.1.4

Initial Conditions

When and how to start an FSI simulation is not always straightforward, especially in
compressible flows. At the start of a simulation, acoustic disturbances are generated
and scattered as the freestream reacts to the presence the geometry. Depending on the
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Mach number, these disturbances may reflect off the inflow boundary and propagate
across the domain a few times before exiting the domain or dissipating thoroughly.
To this end, a precursor simulation is designed with rigid and static geometries to
develop the primary flow features and allow the disturbances to exit the domain or
dissipate before the structural dynamic response is considered.
From a structural dynamics perspective, the geometry shown in Fig. 6.1 is described as the ‘as constructed’ geometry, though it may not be representative of a
parachute during any point in a realistic flight. If moved from this configuration,
the definition of the reference configuration for a total Lagrangian formulation must
then be defined as either the ‘as constructed’ or the new, folded shape[17, 119], and
the initial stress state in the structure must be represented accordingly. The correct
choice may not be immediately obvious for the purpose of wind tunnel or flight test
validation.
Experiments by Witkowski et al.[120] conducted in support of the development of
the MSL parachute system studied the effect that two dramatically different ‘starting
conditions’ for a DGB parachute during deployment had on the inflation time and
the magnitude of peak loading. While the two different starting methods resulted in
different inflation times (varying by as much as 25% between tests, even between successive test of the same deployment method)[120], the magnitude of the peak loading
displayed a high level of repeatability between tests. This motivated the use of the ‘as
constructed’ parachute geometry in Fig. 6.1 as the initial structural condition as well
as the reference configuration in the current work, thus the structural system starts
the simulations in a ‘stress free’ state. This removes additional complexities that
are deemed beyond the scope of this paper. Computed opening loads and sustained
aerodynamic performance measured by the coefficient of drag will be compared to
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empirical methods, experimental data, and other simulations where comparison data
is available. The inflation times are not expected to be in agreement. With this

Figure 6.2: Saturated pseudocolor contours of Mach number and the Cartesian block
layout shown on a cut-plane through the center of the domain for the initial condition
to case 2. Each Cartesian block contains 8 × 8 × 8 grid cells.

starting geometry, the aforementioned precursor CFD-only simulation is conducted
considering rigid and static capsule and canopy. This allows start-up transients to
convect out of the domain and the primary flow features to develop. Because the
simulations employ an AMR strategy that tracks large pressure gradients in the flow
field, this also allows the general topology of the Cartesian block structure to form.
This is depicted along with the developed flow field in Fig. 6.2. Once the bow
shocks are established, the simulation is restarted considering the structural dynamic
response.

6.2

Opening Load Analysis

One of the primary quantities of interest in supersonic parachute inflation is the
peak opening load experienced by the parachute. To this end, empirical models have
been developed and evaluated using Monte Carlo approaches to obtain upper, lower,
and nominal bounds on the quantities of interest[121]. A modern and effective model,
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recently used in the pre-flight and post-flight analysis of the ASPIRE missions, is that
by Way[122]. In this model, the opening load is expressed as some percentage of the
freestream momentum flux through the projected area of the parachute, defined by
the momentum constant, kp . The model displays excellent agreement when compared
to heritage and recent Mars landing missions across a range of Mach numbers and
dynamic pressures[122]. The model predicts a peak load, Fpeak , of the form
Fpeak = 2kp q∞ Aproj. ,

(6.1)

where q∞ is the freestream dynamic pressure and Aproj. is the projected area of the
fully-inflated parachute. For both the sub-scale parachute used in this paper and
the MSL parachute, the projected area is calculated asAproj. = π/4(0.67D0 )2 , where
0.67D0 is the projected diameter[1]. Tables 6.3 and 6.4 summarizes the values for kp
at different Mach numbers computed using Way[122], the peak loads obtained from
cases 1-3 in the present work as measured by the sum of the total pull force in the
24 suspension lines, the predicted peak load using Eq. (6.1), and the recorded peak
loads from the experiments conducted by Sengupta et al.[1]. The percent difference
between the present work and the comparison data is shown in parentheses next to the
corresponding comparison data entry. Good agreement between the results obtained
in the present work and that comparison data is shown, however, the agreement is
closer when compared with the ‘idealized’ Fpeak computed from Eq. (6.1) in Table
6.3 rather than the ‘true’ Fpeak obtained by the wind tunnel tests in Table 6.4. This
may be due to a variety of factors present in the wind tunnel tests that were not
included in the current simulations (or accounted for in Eq. (6.1)) that would lower
the peak load such as tunnel blockage effects or suspension line interaction with the
flow field, the later of which was exacerbated by a 6 times larger suspension line to
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canopy diameter ratio in the sub-scale wind tunnel tests than that used by MSL[1].
It has been shown in similar works that the suspension lines interaction with the flow
field can introduce additional unsteadiness and lower the aerodynamic loads on the
canopy[123, 119].
Table 6.3: Comparison of Predicted Opening Loads with Eq. (6.1)
Mach Number
2.0
2.2
2.5

kp ([122])
0.83027
0.82817
0.82406

Fpeak , Eq. (6.1)
6733.23N
7179.35N
7643.06N

Fpeak , Present Work (%diff.)
7167.07N (6.44%)
7403.83N (3.13%)
7910.73N (3.50%)

Table 6.4: Comparison of Predicted Opening Loads with Experimental Data
Mach Number
2.0
2.2
2.5

Fpeak , Sengupta et al.[1]
6480.33N
7402.05N
7322.68N

Fpeak , Present Work (%diff.)
7167.07N (10.59%)
7403.83N (< 1%)
77910.73N (8.03%)

Additional results from investigation of the opening process is shown in Figs.
6.3a and 6.3b. In Fig. 6.3a, the time history of the total pull force for cases 1-3 are
plotted together. All three cases demonstrate a similar inflation time and even rate
of increasing loads, varying significantly only in the magnitude of the peak loading.
Following this, in order to investigate how much the peak load is affected by the
projected area, the leading edge of the band for each parachute is projected onto the
y − z plane perpendicular to the flow velocity at the instance of peak loading (see
Fig. 6.3b). Qualitatively, all cases show similar projected diameters (≈ 0.465m for all
cases). With similar loading rates, inflation time, and projected areas, the increase
in the peak loading between the cases can be attributed primarily to the increase in
the freestream dynamic pressure. This finding may be expected: in Eq. (6.1), kp
varies only slightly between cases (that is, the deficit in the freestream momentum
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flux passing through the projected area increases only slightly with the increasing
shock strength from M = 2.0 to M = 2.5), Ap is constant between cases, and the
only quantity significantly varying is the freestream dynamic pressure, q∞ .

(a)

(b)

Figure 6.3: (a) Plot of the total pull force in the 24 suspension lines vs. time for
cases 1-3 from the start of the FSI simulation to just after the peak opening loading
and (b) cross-sectional slices of the leading edge of the parachute band for cases 1-3
at the instance of peak loading.

As stated previously, the sub-scale experiments by Sengupta et al. used the PIAC-44378C broadcloth and had the upstream capsule, negating cases 4-6 for direct
comparison with the experimental data. For completeness, however, and to quantify
the effect of increasing porosity and the upstream payload on supersonic parachutes,
Fig. 6.4a shows the opening loads for cases 3-6, where case 3 is included for comparison.
The PIA-C-70270D canopy with the upstream capsule shows a similar rate of
loading as the PIA-C-44378C but shows slightly reduced total pull force over the time
interval shown. Cases 5 and 6 without the upstream capsule continue to increase in
the total pull force for approximately 5ms longer than cases 3 and 4, and the total
pull force is overall larger for reasons that will be discussed in Sec. 6.4.3.
In Fig. 6.4b, the leading edge of the band is shown at the instance of peak loading
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Figure 6.4: (a) Plot of the total pull force in the 24 suspension lines vs. time for cases
3-6 from the start of the FSI simulation to just after the peak opening loading and
(b) and cross-sectional slices of the leading edge of the parachute band for cases 3, 5,
and 6 at the instance of peak loading. Case 4 is excluded for clarity.

for cases 3, 5, and 6 (case 4 is very similar to case 3 and is thus excluded for clarity).
Interestingly, despite the increase in the total pull force, the projected diameters for
cases 5 and 6 without the leading capsule are smaller than the projected diameter
seen in case 3. This would imply that the increase in the total pull force arises from
an increase in the portion of the total freestream dynamic pressure that ‘sees’ the
canopy without the obstruction of the capsule wake. In addition, the absence of the
wake and the interaction of its wake and the canopy bow shock in cases 5 and 6
creates a very symmetric band topology when compared to case 3.

6.3

Aerodynamic Drag Performance

Given a time to peak load of tP L , this section will consider time intervals of ∼ 20tP L
in order to study the effect of porosity on the aerodynamic drag performance as measured by the coefficient of drag. Because of the cost of each simulation including the
capsule, driven by the extra wake resolution, the long time periods need to measure
sustained aerodynamic performance, and the small time steps dictated by the 2nd -
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order explicit Runge-Kutta scheme, only variations of M = 2.2 are considered in this
section. That is, cases 3 and 4 in Table 6.2.

(a)

(b)
Figure 6.5: (a) Time history of the total pull force for the PIA-C-44378C (case 3)
and PIA-C-7020D (case 4) porosity models used in the current work. Also shown
are the average aerodynamic forces obtained from FSI simulations conducted by Gao
et al.[17] and experiments conducted by Sengupta et al.[1]. Note: the time signal
from Sengupta et al.[1] is shifted along the x-axis such that the peak load occurs at
the same time as case 3 from the present work. (b) Time history of the area of the
parachute projected onto a plane perpendicular to the streamwise velocity for cases
3 and 4.

Fig. 6.5a displays the time history of the total pull force in all 24 suspension
lines for cases 3 and 4. In addition, the average aerodynamic force obtained from FSI
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simulations conducted by Gao et al.[17] and the experiments conducted by Sengupta
et al.[1] for the same freestream conditions are also included along with the time
signal of the total pull force from Sengupta et al.[1]. Note that in the experiments,
only the PIA-C-44378C broadcloth was used. The PIA-C-7020D is included here to
illustrate the effect of increasing porosity on the aerodynamic drag performance of
the parachute.
As stated in the previous section, the inflation times obtained in the present work
are not expected to be in agreement with the experimental data, thus for comparison,
the time signal from Sengupta et al.[1] is shifted such that the peak load coincides
with the peak loads obtained in the present work. At the given freestream conditions
in Table 6.2 for cases 3 and 4, the PIA-C-44378C broadcloth maintains an effective
material porosity 0.12% of while the PIA-C-7020D maintains 4.5%[81]. All cases have
a geometric porosity of 12.5% by design[2].
Over the time interval shown, due to its relatively low material porosity, the
PIA-C-44378C canopy displays aggressive over-/under-shoots when compared to the
more porous PIA-C-7020D. In addition, each characteristic breathing cycle (largescale motions with periods of Tbreathing ≈ 0.005s) is disrupted by several oscillations
with moderate frequency and amplitude. After 0.01s, the loads on the PIA-C-7020D
canopy begin to lag when compared to the less porous PIA-C-44378C canopy. From
this plot, it can be gathered that increasing porosity does appear to affect the stability
of the parachute flight by acting as some ‘damping’ mechanism, lessening the aggressive streamwise oscillations present in low porosity canopies (in high Mach number,
M > 2, flows[76]).
In Fig. 6.5b, the time history of the parachute canopy area projected onto the
y − z plane (perpendicular to the freestream velocity vector) is shown versus time
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normalized by the time at peak load, tP L . While over-/under-shoots in the projected
area can again be observed with the PIA-C-44378C canopy, especially after t/tP L ≈
10, both canopies display good agreement in the average projected area with the ‘asconstructed’ value. This suggests that additional (but still moderate) porosity does
not significantly affect the drag area of the parachute. The mechanisms in which
increasing porosity affects the aerodynamic performance of parachutes is then most
likely to due (1) more high density flow simply passing through the canopy, raising
the density in the wake and reducing the total pressure difference across the canopy
and (2) weakening a strong recirculation region in the wake of the parachute. This is
investigated further in Sec. 6.4.
Table 6.5: Summary of Aerodynamic Drag Performance Study at M = 2.2
Data set
Case 3 (PIA-C-44378C)
Case 4 (PIA-C-7020D)
Gao et al.[17]
Sengupta et al.[1]
Viking Experiments[124]

Favg. (N )
4580.81
4330.33
4850.05
∼4238.33
N/A

Cd = Favg. /(q∞ A0 )
0.474
0.448
0.502
0.420-0.446
0.457

(%diff.)
5.80%
5.58%
12.86 − 6.27%
3.72%

A quantitative comparison between the average force computed in the present
work, simulations by Gao et al.[17], the sub-scale experiments supporting MSL,
and an older sub-scale data set from experiments supporting the Viking missions
in 1971[124] is made in Table 6.5. Percent differences between the average force,
Favg. , from the present PIA-C-44378C canopy and all other available data sets are
also shown. Approximately a 5% reduction in the average force is observed by using
the more porous PIA-C-7020D canopy.
Despite the wide error bars from the experiments by Sengupta et al.[1], all data
sets show good agreement with the present work in terms of the average force and
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coefficient of drag at the given Mach number. Similar to the opening load analysis,
however, the simulations from the present work slightly over-predict the average force
and coefficient of drag for the reasons previously stated. The inflating parachute at
four instances in time over the course of the first breathing cycle is shown in Figs.
6.6a-6.6d. The topology of the canopy bow shock changes throughout the inflation
process, becoming narrower as the recirculation region upstream of the canopy moves
downstream slightly.

(a) 0.0s

(b) 0.000546s

(c) 0.001395s

(d) 0.005691s

Figure 6.6: (a)-(d) The inflating parachute canopy and saturated pseudocolor contours of Mach number shown in grey-scale on a plane through the center of the domain
at four instances in time corresponding to different points in the first breathing cycle.

Again, the sub-scale experiments by Sengupta et al. used the PIA-C-44378C
broadcloth and had the upstream capsule, negating cases 4-6 for direct comparison
with the experimental data. For completeness, however, and to quantify the effect
porosity and the upstream payload have on the aerodynamic performance of the
110

parachute, Fig. 6.7a shows the total pull force for cases 3-6, where cases 3 and 4 are
included for comparison.

(a)

(b)
Figure 6.7: (a) Time history of the total pull force for cases 3-6 from the start of
the simulation to t/tP L = 18 where tP L is determined by the time to peak loading
for case 3 and (b) time history of the area of the parachute projected onto a plane
perpendicular to the streamwise velocity for cases 3-6.

Over the time interval shown, it can be seen that cases 5 and 6, without the
upstream capsule, initially experience a large opening force followed by decaying
oscillations about some mean value that is approximately 60% larger than the mean
from cases 3 and 4. This can also be observed in Fig. 6.7b, where the time history
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of the projected area from cases 3-6 is shown. Cases 5 and 6, without the capsule,
display a mean projected area almost exactly what the designed projected area is,
while cases 3 and 4, on average, are slightly under-inflated. The reason for this can
possibly be attributed to the interaction between the capsule wake and bow shock,
reducing the pressure in the canopy and affecting the inflated shape. The oscillations
in load and area from case 6, using PIA-C-7020D broadcloth, decay in amplitude
quicker than the PIA-C-44378C in case 5, and the periods of the oscillations in case
6 are longer than case 5, reinforcing the concept that increasing porosity acts as a
‘damping’ mechanism.

6.4

Main Flow Features

The factors dominating the main flow features are the freestream Mach number, the
level of broadcloth porosity, and the presence of the bluff body payload upstream of
the canopy. These factors control the bow shock strength and standoff distance, wake
pressure, and the recirculation regions upstream and downstream of the parachute
canopy. The effects of these factors on the flow field will be qualitatively studied in
the following sections.

6.4.1

Influence of Freestream Mach Number

To investigate the effect of the freestream Mach number on the main flow features,
the state of the flow at the instance of peak loading will be evaluated and compared
for cases 1-3. Figs. 6.8a-6.8c show the freestream-normalized gauge pressure in the
volume and the Mach number on the surface for each case. As the Mach number
increases, the post-shock pressure in the recirculation region between the bow shock
and canopy increases, and the bow shock stand-off distance decreases. As is most
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clearly shown by Fig. 6.8c, the increasing Mach number also creates a stronger
recompression shock in the wake of the capsule, raising the normalized gauge pressure
upstream of the canopy bow shock. On the surface, asymmetries can be observed
in the circumferential distribution of the Mach number, induced by the turbulent
capsule wake and its interaction with the bow shock. This can be expected as DGB
parachutes, especially in the wake of bluff bodies, typically display some off-axis
preferential[125].

(a) Case 1 (M = 2.0)

(b) Case 3 (M = 2.2)

(c) Case 2 (M = 2.5)

Figure 6.8: Saturated pseudocolor contours of gauge pressure normalized by
freestream pressure shown in grey-scale on a cut-plane through the center of the
domain for cases 1-3 at the instance of peak loading. Mach number is shown in
color on the surfaces of the parachute. The figures are ordered from left-to-right by
increasing Mach number.

6.4.2

Influence of Broadcloth Porosity

It has been known since the 1960’s that supersonic parachute stability is a function
primarily of Mach number and porosity[76]. Increasing Mach number without increasing porosity yields violent streamwise oscillations in the canopy, and increasing
porosity excessively, for any Mach number greater than 1, results in strong recompression shocks in the canopy wake. The effect of porosity on the flow field has been
qualitatively studied in this work by examining the velocity vectors and density surrounding canopies of varying porosity. For brevity, only the flow fields at the instance
of peak loading for cases 3 and 4 are shown Figs. 6.9a and 6.9b. In case 3, the less
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porous PIA-C-44378C has an effective porosity of 0.12% at the given Mach number,
while the PIA-C-7020D maintains 4.5% for the same Mach number[81].
In Figs. 6.9a and 6.9b, the density in the volume and velocity vectors are shown on
a cut-plane through the center of the domain for cases 3 and 4, respectively. Overall,
the bow shock structure, the recirculation region just upstream of the leading edge of
the canopy, and the topology of the canopy are similar for both cases. When looking at
the velocity vectors in the canopy wake, however, the effect of the increased porosity
in case 4 becomes clear. The vectors show a more organized canopy wake with a
weaker recirculation region as more flow passes through the parachute canopy when
compared to case 3. In addition, a slightly higher density can be seen in the wake of
the canopy in Fig. 6.9b due to the weaker recirculation region and more flow simply
being allowed to pass through the canopy.
The increase in broadcloth porosity reduces the total pressure drop across the
canopy, reducing the aerodynamic loads, as was observed in Sec. 6.3. This clearly
illustrates why increasing broadcloth porosity, to a certain extent, increases the stability of the canopy. The weaker recirculation region results in less interaction between
the turbulent canopy wake and its motion, and increasing porosity acts as a sort of
‘relief valve’, allowing high pressure flow to pass through the canopy and prevent the
excessive over-pressurization that drives the violent streamwise oscillations[76].

6.4.3

Influence of Capsule Wake

When used in practice, supersonic parachutes for Mars landing are always accompanied by a bluff upstream capsule that contains the mission’s payload. To study the
physical mechanisms driven by the canopy alone, however, cases 5 and 6 are identical
to cases 3 and 4, but the upstream capsule is removed. The bow shock structure,
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(a) Case 3 (PIA-C-44378C)

(b) Case 4 (PIA-C-7020D)

Figure 6.9: Saturated pseudocolor contours of the logarithm of density shown in
grey-scale on a cut-plane through the center of the domain at the instance of peak
loading for (a) case 3 and (b) case 4. Also shown are 2D velocity vectors parallel to
the cut-plane and colored by their magnitude.
canopy wake, and effect of porosity are again studied in this section.

(a) Case 5 (PIA-C-44378C)

(b) Case 6 (PIA-C-7020D)

Figure 6.10: Saturated pseudocolor contours of the logarithm of density shown in
grey-scale on a cut-plane through the center of the domain at the instance of peak
loading for (a) case 5 and (b) case 6. Also shown are 2D velocity vectors parallel to
the cut-plane and colored by their magnitude.

Figs. 6.10a and 6.10b show the density in the volume and velocity vectors for
cases 5 and 6 at the instance of peak loading. These can be compared directly with
Figs. 6.9a and 6.9b. Without the turbulent capsule wake, the bow shock takes
on a virtually hemispherical shape upstream of the canopy. The large recirculation
region between the bow shock and band of the canopy is shifted into the disk portion
just upstream of the vent hole and is significantly smaller. The velocity vectors are
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virtually symmetric from the bow shock up to the canopy wake. In Fig. 6.10a, the
symmetry eventually breaks down in the turbulent canopy wake, but in Fig. 6.10b,
due to the increased porosity in the PIA-C-7020D model, the canopy wake remains
relatively symmetric and organized for the same reasons discussed in Sec. 6.4.2.
The lack of recirculation upstream of the canopy and the lack of any deficit in
the incoming dynamic pressure due to the capsule wake suggests cases 5 and 6 will
experience larger pull forces than cases 4 and 5. In addition, the overall system may
generate increased aerodynamic wave drag due to the more bluff shape of the bow
shock. The images in Fig. 6.11 are similar to those in Fig. 6.10 but are shown at
an instance in time t/tP L >> 1 (see Fig. 6.7). The symmetry in the velocity vectors
upstream of the canopy wake is still present, but the raised wake density for case 6
is more clearly illustrated. The increased porosity of the PIA-C-7020D canopy used
in this case creates a well-organized wake with clear streamlines and virtually no
recirculation.

(a) Case 5 (PIA-C-44378C)

(b) Case 6 (PIA-C-7020D)

Figure 6.11: Saturated pseudocolor contours of the logarithm of density shown in
grey-scale on a cut-plane through the center of the domain at t/tP L >> 1 (a) case
5 and (b) case 6. Also shown are 2D velocity vectors parallel to the cut-plane and
colored by their magnitude.

Copyright c Jonathan Boustani, 2021.
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Chapter 7 Results: FSI Simulations of the Full-scale ASPIRE Flight Test

In this chapter, results from FSI simulations of the supersonic parachute inflation
phase of the ASPIRE SR01 flight test are presented and compared with flight data.
In the SR01 flight test, a sounding rocket was used to launch a payload into the upper
terrestrial atmosphere and accelerate it to supersonic speeds. Following this, a bag
containing a build-to-print version of the MSL parachute was ejected from the rear of
the payload. This bag convected downstream, and the parachute eventually escaped
from the bag and inflated in ≈ 0.5s to a peak opening load of 30.95klbf [3].
The goal of these simulations is to validate the FSI method and all of the aforementioned developments for application to full-scale FSI problems. The FSI simulations
in this chapter are performed within the LAVA framework[79]. The GCM IBM is
employed and advanced in time with a 2nd -order, explicit, strong-stability preserving
(SSP) Runge-Kutta scheme. The convective terms in the interior are discretized with
a 5th -order spatially accurate incremental-stencil weighted essentially non-oscillatory
(WENO-IS) scheme[126], and viscous terms are neglected. The GCM is loosely coupled to the CSD solver using the methods presented in Chapter 4 and is advanced in
time with the explicit central difference method. Some material damping is used on
the element level in the CSD solver to attenuate element dilatation. The CSD solver
recomputes the critical timestep size every 5 iterations, and is sub-cycled by the CFD
solver as required.
The decision to neglect viscous terms is motivated by the relatively small diameter of the payload. In addition, the slender payload terminates abruptly on its
trailing face with no large change in area, creating a free wake. This is as opposed to
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the typically bluff-bodied Mars payloads, where separation occurs at high-curvature
shoulders and viscous effects may be significant in determining the separation point,
and turbulence modeling may be required. The effect of viscosity and the consideration of the viscous, turbulent wakes associated with bluff-bodied payloads will be
studied in future works.

7.1

Study of Volume Grid Resolution Requirements

The goal of this section is to determine the volume grid resolution requirements
necessary to predict relevant metrics, e.g., dynamic pressure and aerodynamic drag,
with the ASPIRE geometries - specifically the slender upstream payload and the
parachute canopy.

7.1.1

Capsule Wake Flow

As opposed to the typical bluff-bodied capsules used in Martian landing missions, this
flight test used a slender capsule, significantly reducing the interactions of the capsule
wake with the bow shock that develops upstream of the canopy[127, 125, 128]. In this
section, CFD simulations by O‘Farrell et al.[18], studying the radial variance of the
dynamic pressure in the wake of the ASPIRE payload, are reproduced. The general
setup of these simulations is shown in Fig. 7.1; the dynamic pressure will be sampled
at the three radially varying probe locations (y = 0.5d, d, and 2d) at a distance of
x = 40m behind the trailing edge of a static and rigid payload, where d = 0.72m is the
maximum diameter of the ASPIRE payload. The freestream conditions are chosen
in accordance with O‘Farrell et al.[18]: pressure, p = 251.45P a, velocity vector, Vf
= [558.2, 0.0, 0.0]m/s, temperature, T = 253.215K, dynamic pressure, qref. = 538P a,
and Mach number M = 1.75.
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Figure 7.1: Illustration of the general problem setup used to study the sensitivity of
the dynamic pressure to the volume grid spacing. Isocontours of Q-criterion are shown
in 3D and colored by Mach number (red is higher, blue is lower). The cut-planes show
the freestream-normalized dynamic pressure, q/qref. , at two trailing distances. Note,
the footprint of the parachute band is included only for illustrative purposes.

For this study, four grid resolutions are considered, obtained by halving the spacing of the coarsest grid three times. The minimum grid spacings for each simulation
are: ∆xmin. = 9.76cm, 4.88cm, 2.44cm, and 1.22cm. In all simulations, the finest
level of mesh always contains the payload and the wake until the probe locations,
starting at the leading edge of the payload and terminating at x = 45m with a radial
extent of ±1m in the y − z plane. The simulations are run for a sufficient period
of simulation time to allow startup transients to convect out of the domain and the
time history of the primitive variables sampled at the probes to become statistically
stationary.
In Figs. 7.2a-7.2c, the moving average of the dynamic pressure sampled at each
probe location is shown. Within each plot, the results from each of the four grid
resolutions considered in the current work and the results from O‘Farrell et al.[18] are
shown. As the probes move radially outward, the dynamic pressure quickly returns to
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(a) y = 0.5d

(b) y = d

(c) y = 2d
Figure 7.2: (a)-(c) Moving average of the freestream-normalized dynamic pressure
recorded at three radially varying probe locations from simulations of the slender
ASPIRE capsule wake flow conducted in the present work and from O‘Farrell et
al.[18]. The shaded regions indicate ± RMS fluctuations.

freestream. In other words, the footprint of the capsule wake is very small, and by one
to two diameters radially outward, the flow maintains virtally freestream conditions.
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The current findings are similar to what was observed by O‘Farrell et al.[18].
Some differences arise at the y = 0.5d probe in Fig. 7.2a, however, the results
conducted in the present work were run on successively finer meshes until the mean
dynamic pressure did not change more than 1% between two grid spacings. Thus,
there is high confidence in the current simulations. The percent differences between
the solutions on the successively halved grids are labeled on the plots. Between the
∆xmin. = 2.44cm and ∆xmin. = 1.22cm grids, the mean dynamic pressure changed by
less than 1% at all three probe locations, and the bounds of the RMS fluctuations are
nearly identical. It can then be concluded that a minimum grid spacing of ∆xmin. =
2.44cm will sufficiently capture the dynamic pressure in the wake of the slender
ASPIRE capsule.

7.1.2

Static Canopy Flow

This sub-section will evaluate the reference grid spacing of ∆xmin. = 2.44cm from
Sec. 7.1.1 when applied to the flow over an inflated ASPIRE parachute canopy.
In these CFD-only simulations, the canopy will be held static and have rigid walls.
Similar to Sec. 7.1.1, the sensitivity of a relevant metric, the aerodynamic drag
generated by the canopy, to the volume grid spacing will be studied. Because of
the large parachute diameter (DD ≈ 15.44m[3]), rather than successively halving the
minimum grid spacing between simulations, the spacing in the reference grid will be
scaled up and down by a constant factor of approximately 21/3 everywhere in the 3D
domain such that the number of cells approximately halves and doubles, respectively.
In preparation for the coming FSI simulations in Sec. 7.3, the freestream conditions are now set to match the line stretch event during the ASPIRE SR01 flight
test; this signifies the instance in time where the parachute canopy has convected
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downstream from the payload, the suspension lines have straightened out, and a tension is first recorded in the lines. Some freestream conditions were recorded during
the flight test by the on-board instrumentation: dynamic pressure, q∞ = 491.68P a,
Mach number, M = 1.79, and wind-relative velocity vector, Vf = [567.74, 0, 0]m/s
at an altitude of 42.01km[3], but the freestream temperature is extracted from the
reconstructed atmosphere profiles on the day of the launch as T = 249.34K[3].
Table 7.1: Parameters for the Canopy CFD Grid Convergence Study
Grid
Coarse
Medium
Fine

(a) Coarse

∆xmin. (cm)
3.25
2.44
1.95

Ncells (×106 )
98.5
191
332

(b) Medium

(c) Fine

Figure 7.3: (a)-(c) The three block-structured Cartesian grids, shown on a cut-plane
through the center of the domain, used in the grid convergence study of the ASPIRE
parachute canopy.

The three grids used in this study, referred to here as coarse, medium, and fine,
are shown in Figs. 7.3a-7.3c. The grids are generated by setting the finest level to
adapt to the geometry and defining the second and third finest levels as cylinders with
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one end flared towards the incoming flow. The parameters for each grid are shown
in Table 7.1. Each grid is run for 1.0s of simulation time to allow transits to convect
out of the domain and the aerodynamic loads on the canopy to become statistically
stationary. After this, an additional 1.0s is simulated, and only the aerodynamic
loads recorded over the latter time interval are used for comparison.

(a) Coarse

(b) Medium

(c) Fine

Figure 7.4: (a)-(c) Saturated pseudocolor contours of Mach number shown on a
cut-plane through the center of the domain for each of the grids used in the grid
convergence study of the ASPIRE parachute canopy.

Pseudocolor contours of Mach number at 2.0s for the different grids are shown
in Figs. 7.4a-7.4c. Qualitatively, all grids show similar bow shock and canopy wake
structures. The supersonic flow regions emanating from the parachute gap and vent
hole are not significantly altered by the coarser grid spacings, but in general, the
finer grids resolve much smaller flow features in the recirulation region in the wake of
the parachute canopy. These small scale flow features, however, do not significantly
affect the aerodynamic drag generated by the canopy as shown in Fig. 7.5. The mean
aerodynamic drag generated by the canopy for all three grids are within 1% of each
other. As the grid with a minimum spacing of ∆xmin. = 2.44cm has been shown to
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capture both the capsule velocity deficit (see Sec. 7.1.1) and the aerodynamic drag
on the canopy sufficiently, it will be used for the FSI simulations in Sec. 7.3.

Figure 7.5: Comparison of the time history of total aerodynamic drag generated
by the canopy for each of the three grids used in the grid convergence study of the
ASPIRE parachute canopy. Note, the drag force is reported in klbf as is conventional
for parachute loads.

7.2

FSI Simulation Setup

The following section will detail the description of the problem geometry and setup
for the fluid and structural domains for the FSI simulations of the full-scale ASPIRE
SR01 flight test.

7.2.1

Geometry

The total aerodynamic decelerator system consists of various sub-components that
are labeled in Fig. 7.6: an 80 gore parachute canopy (comprised of the disk, gap,
band, and vent hole) fabricated primarily from PIA-C-7020D nylon, 40 suspension
lines crafted from 2100 lbf Technora cord, a riser, a triple bridle, and the slender
payload[3]. The full dimensions are described in detail by Ref. [3], but some of the
primary dimensions are summarized in Fig. 7.6 and Table 7.2.
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Figure 7.6: Aerodynamic decelerator system used in the ASPIRE SR01 flight test.
Table 7.2: Summary of key geometric parameters[3]

a

Parameter
Description
Value
a
D0
Nominal diameter
21.45m
A0
Nominal area
361.36m2
DD
Disk diameter
15.44m
LG
Gap length
0.90m
LB
Band length
2.60m
LSL
Suspension line length 36.47m
LR
Riser length
7.5m
LT B
Triple bridle length
1.38m
Lp
Payload length
6.66m
Dp
Payload diameter
0.72m
Dv
Vent hole diameter
1.50m
Note: the nominal diameter is conventionally the combined diameter of the disk,
the gap, and the band.

Unfolding and unpacking the parachute from the packed bag that is ejected from
the trailing end of the payload is a computationally prohibitive and challenging task
that is beyond the scope of this research. As stated in Sec. 7.1.2, the FSI simulations
will be started with initial conditions approximating the line stretch event. The
motivation is to approximate the shape of the ‘real’ parachute system at the start of
the inflation process.
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To do this, the ‘as-constructed’ shape of the parachute in Fig. 7.6 is analytically
folded/transformed into the ‘umbrella’ shape seen in Figs. 7.7a and 7.7b, shrinking
the disk diameter from 15.44m to 6.17m. To preserve the length of the suspension
lines, every other suspension line is defined as an arc rather than a straight line.

(a)

(b)

Figure 7.7: The initially folded (a) CSD mesh and (b) CFD geometry to be used in
FSI simulations of the ASPIRE SR01 flight test.

7.2.2

Fluid Domain

The computational domain used in the present work ranges from [−75, 75]m ×
[−50, 50]m × [−50, 50]m, and the origin of the coordinate system is located at the
center of the leading edge of the folded disk. The farfield boundary conditions consist
of a supersonic inlet boundary at x = −75m, and all other boundaries are treated
as extrapolation outflow boundaries. The block-structured Cartesian grid used in
the fluid domain is shown in Fig. 7.8. The finest Cartesian grid level maintains a
isotropic minimum grid spacing of ∆xmin. = 2.44cm and contains the capsule, the
capsule wake, and the parachute canopy. AMR is used to track the motion of the
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parachute canopy with the finest grid level. The second finest level is used to contain
the bow shock upstream of the canopy and the immediate canopy wake. Listed in
Sec. 7.1.2, the freestream conditions are chosen to represent the line stretch event
during the ASPIRE SR01 flight test. Note that the suspension lines are not shown
in Fig. 7.7b. The suspension lines are not immersed or modeled in the fluid domain
and thus do not affect the fluid dynamics. The porous behavior of the PIA-C-7020D
broadcloth is modeled using the interface jump condition from Sec. 3.1.4.

Figure 7.8: The ASPIRE geometries immersed into the initial block-structured Cartesian grid used in FSI simulations of the ASPIRE SR01 flight test. AMR is used to
adapt the finest grid level to the parachute canopy during inflation. Each Cartesian
block contains 163 grid cells.

7.2.3

Structural Domain

The structural mesh is shown in Fig. 7.7a. The parachute disk and band are discretized with 415k MITC3 triangular shell elements with an average edge length of
≈ 4 × 10−2 m. The 40 suspension lines are constructed in a continuous fashion starting at the intersection of the riser and the suspension line confluent point, continuing
through the canopy, across the vent hole, and back through the other side of the
canopy before terminating again at the confluent point, thus there are effectively 80
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suspension lines. Each effective suspension line is discretized with 200 Timoshenko
beam elements from the leading edge of the band to the confluent point. Beam elements are also defined along the 80 radial seams in the parachute canopy and across
the canopy gap and vent hole. The translational DOF at the leading end of the three
bridles are fixed in space.
Note that the slender payload is rigid and static and is thus not considered in the
CSD domain. The structural properties of the parachute system are summarized in
Table 7.3.
Table 7.3: Summary of structural properties[4]
Parameter
Description
Value
Ec
Canopy elastic modulus
9.448 × 108 Pa
hc
Canopy thickness
7.6073 × 10−5 m
νc
Canopy Poisson ratio
0.4
ρc
Canopy density
1154.25 kg/m3
Es
Suspension line elastic modulus
73.0 × 109 Pa
ds
Suspension line diameter
3.175 × 10−3 m
νs
Suspension line Poisson ratio
0.4
ρs
Suspension line density
1154.25 kg/m3

7.2.4

Initial Conditions

In order to develop the primary flow features before starting the FSI simulation,
similar to the simulations shown in Chapter 6, a precursor CFD-only simulation is
conducted considering the rigid and static payload and canopy geometries in Fig.
7.7b. Once the aerodynamic loads on the parachute canopy become statistically
stationary, the simulation is restarted considering the structural dynamic response of
the parachute. The developed flow field used to start the FSI simulation is shown
in Fig. 7.9. The bow shocks ahead of the payload and canopy as well as the wakes
behind the geometries are fully established.
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Figure 7.9: Saturated pseudocolor contours of Mach number from the precursor CFDonly simulation shown on a cut-plane through the center of the domain. Note, the
parachute canopy has been made slightly transparent.

7.3

Opening Load Analysis

The supersonic parachute inflation phase from the ASPIRE SR01 flight test is simulated with FSI over the time interval [0.0s, 0.475s]. During this interval, the rise in
loading, peak opening load, canopy rebound, and a gradual recovery are expected to
be observed. In the flight tests, a load pin was placed at the leading edge of each leg
in the triple bridle, and when summed together, these load pins provide the total pull
force experienced by the parachute. For comparison, a similar metric is recorded in
the FSI simulations conducted here: the restoring force in the beam elements at the
leading edge of each leg in the triple bridle.
Figs. 7.10a-7.10f show Mach number around the inflating parachute canopy at six
instances in time during the inflation process. In Fig. 7.10b, the band and disk are
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(a) 0.0s

(b) 0.03436s

(c) 0.06248s

(d) 0.13748

(e) 0.18123s

(f) 0.40623s

Figure 7.10: (a)-(f) Saturated pseudocolor contours of Mach number shown on a cutplane through the center of the domain at six instances in time during the inflation
process.

beginning to react to the high pressure flow in the canopy and are expanding outward.
By Fig. 7.10c, the disk appears to be fully inflated while the band begins to lag in
the inflation process. Qualitatively, this is consistent with the ASPIRE flight test,
where the disk area dominated the total drag area of the canopy at peak loading[3].
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(a) 0.0s

(b) 0.03436s

(c) 0.06248s

(d) 0.13748s

(e) 0.18123s

(f) 0.40623s

Figure 7.11: (a)-(f) Saturated pseudocolor contours of the logarithm of density
(kg/m3 ) shown on a cut-plane through the center of the domain at six instances
in time during the inflation process.

Fig. 7.10d shows the canopy at the instance of the peak opening load, and similar
to the flight tests, the peak load occurs just before the full inflation of the parachute
canopy. In Fig. 7.10e, the canopy has rebounded from the peak opening load and
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has moved slightly upstream, causing the canopy bow shock to flatten and additional
flow to pass through the vent hole. By Fig. 7.10f, the parachute is fully inflated but
is still subject to interaction with its turbulent wake and over-pressurization in the
canopy. To highlight the wide range of densities occurring throughout this process,
similar images displaying the logarithm of density are shown in Figs. 7.11a-7.11f.
Slices of the leading edge of the parachute band at the same instances in time
as the flow fields in Figs. 7.10 and 7.11 are visualized in Fig. 7.12. The inflation
is largely symmetric, with asymmetries occurring on a very small scale between the
radial seams. At the point of over-expansion and maximum area (orange), the smallscale surface features have been virtually removed as the parachute broadcloth is
stretched taut.

Figure 7.12: Positions of nodes on the leading edge of the band in the CSD mesh
projected into the y − z plane at each of the 6 snapshots from Figs. 7.10 and 7.11.
Time advances from blue (0.0s), teal, green, yellow, orange, and red (0.40623s).
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Fig. 7.13 shows the time history of the total pull force predicted by the current
FSI simulations and those recorded by the load pins during the ASPIRE flight test.
A quicker rate of loading is predicted in the current simulations, but the predicted
peak load of 34.1klbf is within 10% of the flight data. This slight overshoot causes
an excessive rebounding around 0.19s, but a similar rate of recovery between 0.19s
and 0.3s is observed.

Figure 7.13: Time history of the total pull force predicted by the current FSI simulation and recorded during the ASPIRE flight test. Note that due to the idealized line
stretch geometry, the simulated inflation times will not exactly match the flight test,
so the flight test data is shifted along the x-axis for comparison.

A few assumptions that have so far been made can now be evaluated. The folded
starting topology is an idealized representation of the parachute canopy at line stretch.
As shown in Fig. 7.14, this idealized representation starts the simulations with a nonzero projected area. This initial projected area speeds up the inflation process, likely
the cause of the quicker rate of loading from the start of the simulation to peak load.
In addition, the flow conditions are ‘frozen’ throughout the simulation, and the total
parachute system is fixed at the capsule and does not decelerate like in the flight
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test[3]. This may be the cause of the over-prediction of the oscillations in area in Fig.
7.14. Finally, no attempt is made to simulate or model the canopy being packed into
a bag and ejected from the back of the payload or the effect of the suspension lines
on the flow field, and the effect this may have on the opening dynamics and peak
load is unclear.
Despite these limitations, to the best of the author’s knowledge, these are the
first FSI simulations to reproduce and compare with the ASPIRE flight data, and
the current FSI method predicts a peak opening load within 10% of the flight data.
The general characteristics of the load profile: the rise, peak, rebound, and recovery,
are all qualitatively similar to the flight test data.

Figure 7.14: Time history of the estimated projected area predicted by the current FSI
simulations with two conservative methods and computed via image post-processing
from the ASPIRE flight test[19]. In method 1, the area of the discrete triangles
comprising the CSD mesh are projected onto the y − z plane, and in method 2, the
maximum triangle centroid radius in the y−z plane is used to estimate a circular area.
The method used by Rabinovitch et al.[19] uses roughly a combination of method 1,
method 2, and image post-processing.

In order to quantify the effect of spatial discretization error on the value of the
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peak opening load, the sensitivity of the peak opening load and other metrics to the
spatial resolution in the volume and structural domains is studied in Sec. 7.3.1.

7.3.1
7.3.1.1

Grid Convergence Study
Solution Sensitivity to Volume Grid Resolution

The three grids considered in Sec. 7.1.2 (see Fig. 7.3) are used to study the effect of
the volume grid resolution on the peak opening load and inflation process. Similar
to Fig. 7.8, the finest level of the grids is expanded to capture the capsule and its
wake. Again, the ‘medium’ grid considered in Sec. 7.3 with a minimum spacing of
∆xmin. = 2.44cm is coarsened and refined by a factor of approximately 21/3 to create
‘coarse’ and ‘fine’ grids. The parameters for each grid are summarized in Table 7.4.
Note that the Ncells presented in Table 7.4 is based on the initial grid layout, and
during the course of a simulation, as the finest level of mesh adapts to track the
geometry, this may increase by at least 10%. For the new cases, the flow field is again
developed over the static and rigid canopy and capsule, and subsequently, the time
interval [0.0s, 0.475s] is simulated with FSI.
Table 7.4: Parameters for the ASPIRE FSI CFD Grid Convergence Study
Grid
Coarse
Medium
Fine

∆xmin. (cm)
3.25
2.44
1.95

Ncells (×106 )
128
226
400

Figs. 7.15a-7.15c show the logarithm of density at the instance of peak loading
for each volume grid resolution. As the grid refines, small-scale features are again
resolved in the wake of the canopy, e.g., small vortices rolling off the leading edge of
the band can be observed clearly in Fig. 7.15c. Qualitatively, the bow shock shape,

135

(a) Coarse

(b) Medium

(c) Fine

Figure 7.15: (a)-(c) Saturated pseudocolor contours of the logarithm of density
(kg/m3 ) at the instance of peak loading for each grid considered in the ASPIRE
FSI grid convergence study.

the width of the canopy wake, and the topology of the recompression shock in the
canopy wake are all similar. This is quantitatively shown in Fig. 7.16, where the time
history of the total pull force for each simulation is plotted with the flight data.
In Fig. 7.16a, the coarse CFD grid can be seen to slightly deviate from the medium
and fine grids after approximately 0.3s, but the rate of initial loading, peak load, and
rebound are very similar for all three grids. In fact, Fig. 7.16b shows a zoomed in view
of the time histories around the instance of peak loading, and all three grids predict a
peak load within 1% of each other. Thus, there is a high confidence in the precision of
the obtained solution, and it can be determined that the spatial discretization error
of the volume domain is objectively not affecting the peak loading in any significant
manner. This is a significant finding that is often not found in the literature when
considering FSI simulations of supersonic parachute inflation.
Furthermore, this analysis can be expanded on by interpolating the coarse and
medium time signals onto the fine time signal and computing the absolute difference in
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(a)

(b)
Figure 7.16: (a) Full and (b) partial time histories of the total pull force predicted
by the coarse, medium, and fine CFD grid FSI simulations and that recorded during
the ASPIRE flight test.

the total pull force from the coarse-to-medium and medium-to-fine grids as is shown
in Fig. 7.17. Grid convergent behavior can be observed as the solution difference
between the coarse and medium meshes is approximately 4.6 times larger than the
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mean difference between the medium and fine meshes over the total simulated time
interval [0.0s, 0.475s].

Figure 7.17: Time history of the absolute difference between the coarse and medium
grid as well as the medium and fine grid total pull forces.

This simulated time interval contains the transient inflation process and is by
no means statistically stationary. An attempt is still made, however, to further
quantitatively analyze the grid convergence behavior of the solutions with respect
to the volume grid resolution using a variety of metrics. Furthermore, because the
primary quantity of interest in supersonic parachute inflation is the peak opening load,
quantities of interest are considered over smaller time interval of [0.095s, 0.145s] that
strictly contains the ‘plateau’ region of the pull force and the peak loading.
First, the total pull force for each simulation is both averaged and integrated in
time over this interval to obtain a measure of the mean peak load and the peak impulse. Table 7.5 summarizes the grid-convergence-index (GCI), estimated converged
values, and the estimated uncertainties computed using standard ASME procedures[129].
Very low grid-related uncertainty is shown (< 0.15% for both metrics), and grid con138

vergence has been demonstrated.
Table 7.5: Summary of ASPIRE FSI CFD Grid Convergence Study
Metric
Peak Load (klbf)
Peak Impulse (klbf·s)
Proj. Area (m2 )

Coarse
33.2653
1.6629
157.28

Medium
33.3620
1.6679
156.81

Fine
33.3979
1.6696
156.87

GCI[129]
0.0014856
0.0013108
0.0005030

Est. Converged Value
33.4255 ±0.047142
1.6707 ±0.002190
156.8818±0.078939

One more quantity will be studied over this inflation time interval, the mean
projected area. For brevity, this will be done using the aforementioned method 1,
where the area of the discrete triangles composing the CSD mesh are projected into
the y − z plane. The time history of the projected area predicted by each grid can
be seen in Fig. 7.18a, and the difference in the predicted areas between successive
grids is shown in Fig. 7.18b. Not only does the difference in the projected areas
decrease with increasing grid resolution, but most interestingly, there is a reduction
in the differences as the simulation progresses. The maximum difference occurs just
before the peak opening load is reached. While it was shown that each grid predicted
virtually the same peak load, the differences in the projected area at peak loading
may become more significant in future works where other metrics are studied (e.g.,
material stress and failure). Table 7.5 again shows very little grid-related uncertainty
in this metric.
The conclusions from the volume grid resolution studies are significant. Using
standard ASME procedures[129], the grid-related uncertainty was determined to be
very low for a variety of metrics. If a convergence rate is computed, a higher-order rate
of convergence of approximately 4 is observed. While the higher-order convergence
rate likely does not reflect the order of the underlying numerical method, a positive
value implies that the solutions are converging regardless. In addition, this implies
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(a)

(b)
Figure 7.18: (a) Time history of the projected canopy area computed for each grid
using method 1, and (b) the differences in the projected areas between successive
grids.

that the temporal error does not dominate the solution. Had this been the case,
the convergence rate of all metrics would have been limited to 1st - or 2nd -order,
corresponding to the temporal order of accuracy of the coupled FSI method or the
time integration scheme used in each domain.
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For completeness, the metrics used to analyze the convergence behavior over the
inflation time interval were also considered over the total simulated time interval of
[0.0s, 0.475s]. The GCI for all metrics and both time intervals is always less than
0.5%, and the convergent behavior of the method over the total time interval is
evident in Fig. 7.17 and Fig. 7.18b.
Finally, the low GCI values indicate that further refinement will not yield better
agreement with the flight test data. To remove the possibility of discretization errors
in the structural domain being the cause of this systematic error, the following subsection considers a final FSI simulation using a refined CSD and geometry surface
mesh.

7.3.1.2

Solution Sensitivity to Structural Mesh Resolution

Similar to the volume grid resolution study, the structural mesh resolution study will
consider refinement factors of approximately 21/3 applied to the average edge length,
∆lavg. , for consistency. To start, only one finer structural mesh is considered - it is
expected that the sensitivity of the peak opening load to the resolution in the CSD
will be small. For identification purposes, the CSD mesh used in the three previous
FSI simulations will be termed ‘medium’, and the finer mesh will be termed ‘fine’.
The parameters of the medium and fine CSD meshes are summarized in Table 7.6.
Table 7.6: Parameters for the ASPIRE FSI CSD Grid Convergence Study
Grid
Medium
Fine

∆lavg. (cm)
4.09
3.15

Nelem. (×103 )
415
738

Nnodes (×103 )
210
372

NDOF (×106 )
1.26
2.22

Similar procedures are used to establish the flow field and begin the FSI simulations, where the time interval of [0.0s, 0.475s] is simulated using the medium CFD
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(a)

(b)
Figure 7.19: Time history of the (a) total pull force and (b) total pull force differences
for the different CFD and CSD grids.

grid and fine CSD mesh. The total pull force predicted by the medium CFD - medium
CSD and the medium CFD - fine CSD grids are shown in Fig. 7.19a along with the
differences in the total pull forces for all simulations in Fig. 7.19b. Again, there is
less than 1% difference in the magnitude of the predicted peak opening loads between
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the CSD meshes, and the differences in pull force over the total simulation interval
for the CSD meshes is comparable to the differences between the CFD grids. Similar
conclusions can be made about the projected area and difference in projected area
between grids in Figs. 7.20a and Figs. 7.20b. Besides a large, unexpected jump
around 0.3 − 0.35s, the differences in the projected area obtained by refining the
structural mesh are minor.
Thus, the solution remains insensitive to increasing grid resolution, whether it be
in the CSD or CFD domains. This is in itself a significant finding. The uncertainty
due to discretization errors has been carefully bounded, and it can be stated confidently that the remaining error is due to modeling deficiencies and not discretization
errors. A high degree of repeatability has been demonstrated. Despite the modeling
deficiencies, the method is capable of predicting the peak opening load within 10%
of the flight data, a margin certainly within acceptable engineering-level predictions.
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(a)

(b)
Figure 7.20: Time history of the (a) projected area and (b) projected area differences
for the different CFD and CSD grids.

7.3.2

Computational Performance

In a practical use case for engineers, a wide-range of simulations covering various
freestream and initial conditions, parachute geometries, and even structural properties may need to be considered. This is only possible if the turn-around time fits
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within the project’s schedule and computational resources for each simulation are
available and fit within the project’s budget. Significant effort has been placed in the
computational efficiency of the current FSI method. The computational resources
required by the FSI simulations conducted in this paper are summarized in Table
7.7. All simulations were conducted on Cascade Lake nodes and NASA Advanced
Supercomputing (NAS) systems. The core-hours are provided in the right-most column of Table 7.7. Following the grid convergence analysis, it can be concluded that
the Coarse CFD - Medium CSD simulation may be sufficient to predict the peak
opening load and general post-inflation dynamics. That means in less than 36 hours,
a simulation can be conducted using a modest 1600 cores. If the duration of the
simulation needed to be lowered, the strong scaling performance of the FSI method
would permit additional cores to be used efficiently and the turnaround time would
likely be lowered.
Table 7.7: Summary of Computational Resources Used in ASPIRE FSI Simulations
Simulation
Coar. CFD - Med. CSD
Med. CFD - Med. CSD
Fine CFD - Med. CSD
Med. CFD - Fine CSD

Ncores
1600
960
2400
2400

Wall-clock time (hours)
32
67
70
58
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Core-hours
51,200
64,320
168,000
139,200

Chapter 8 Conclusions, Contributions, and Future Work

8.1

Summary

The ability to predict the opening loads and stresses occurring during supersonic
parachute inflation is a problem that has demanded decades of research since the
1960’s and 1970’s. Even so, in light of supersonic parachute failures as recent as
2015 and 2016 during the low-density supersonic decelerator missions, NASA had to
conclude that its ability to model and predict the stresses and loads occurring during
supersonic parachute inflation was lacking. In this dissertation, a methodology using
high-fidelity computational fluid and structural dynamics was developed in order
to provide NASA with simulation prediction capabilities for supersonic parachute
inflation relevant for Mars entry.
First, to efficiently represent thin, moving, and complex geometries, such as a
parachute canopy, several new numerical capabilities were developed. With the newly
developed methods, Lagrangian geometries of arbitrary thickness and complexity
were immersed into an Eulerian grid, where a higher-order finite difference immersed
interface method and a ghost cell method were used to sharply represent the effect
of these geometries. Following this, in line with the prior developments, a porosity
boundary condition was derived and implemented as a jump condition such that the
thickness of the porous medium did not need to be resolved.
To simulate the structural dynamics of supersonic parachute inflation, a hybrid
OpenMP-MPI parallel computational structural solver was developed from scratch
for steady, unsteady, and modal analysis using a range of thin shell, cable, and beam
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elements. Efficient parallel computation was demonstrated in a strong scaling study.
With these methodologies for the fluid and structural domains in place, a loose
coupling framework using a phantom representation of the shared fluid-structural
domain boundary was introduced. Methods for transferring loads and displacements
across the heterogeneously decomposed boundary were discussed and evaluated with
truncation error analysis and the method of manufactured solutions. The shared
domain boundary was also used to identify and enforce virtual contact via an efficient
two-step identification procedure and a novel penalty contact impulse derived directly
from first principles with no user-defined constants.
The accuracy, stability, and convergence behavior of the FSI method was then rigorously studied on a range of test problems ranging from incompressible to supersonic
flow and rigid metal plates to flexible biologically-inspired structures.
Finally, the validated, parallel FSI method was applied to simulate the supersonic parachute inflation process. Wind tunnel experiments and full-scale flight tests
were reproduced and simulated with the current method. The ability to predict the
peak opening load of parachutes and their aerodynamic drag performance was demonstrated across a range of flow conditions and geometries, and the physical mechanisms
dominating supersonic parachute inflation were qualitatively and quantitatively investigated. For the simulations of the full-scale ASPIRE flight test, grid convergence
was demonstrated. To the best of the author’s knowledge, these are the first simulations to reproduce and compare with the ASPIRE SR01 flight test, and the first
parachute FSI simulations to objectively demonstrate grid convergence.
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8.2

Original Contributions

1. Development of a general fluid-structure coupling strategy for sharp
IBMs: In this work, a fluid-structure coupling strategy for general FSI problems using sharp IBMs and phantom geometries was developed and successfully
applied across range of flow regimes and structural properties. The method was
validated and displayed stability on all problems considered, whether it was
a biologically-inspired filament in incompressible flow, a shock impinging on
a steel plate, or supersonic parachute inflation in the upper atmosphere. The
modularity of this method was successfully demonstrated as it was implemented
into two separate code bases using two separate CFD solvers and two different numerical approaches to CSD. The developments obtained in this Ph.D.
research can be applied to any partitioned/staggered loose coupling strategy
using any modularized sharp IBM CFD and CSD solvers.
2. Derivation of an immersed boundary jump condition considering a
closed-form solution to the Darcy-Forchheimer equation: Conventional
boundary conditions for porous media with the Darcy-Forchheimer equation use
source term approaches, but because resolving the thickness of a parachute is
prohibitively expensive, a jump condition was derived here. Simple assumptions
were made to obtain a closed-form solution to the Darcy-Forchheimer equation,
and the solution was implemented as an immersed boundary jump condition.
The model was analytically evaluated, and the immersed boundary formulation
was validated with simple, reproducible experiments and demonstrated on subscale and full-scale FSI simulations of supersonic parachutes.
3. Development of a virtual contact penalty impulse derived directly
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from first principles: Penalty methods for enforcing contact virtually always
contain a user-defined scaling factor that affects the dynamic response of the
contacting bodies. The primary purpose of these factors is typically to reduce
spurious oscillations in force and displacement as the timestep size decreases.
In this dissertation, a penalty impulse that is applied over the course of a
single timestep and contains no user-defined factors was derived directly from
first principles. The wall-normal nature of the derivation lends itself to easily
consider frictional contact forces if required. In addition, no spurious oscillations
were observed with decreasing timestep size.
4. Simulation of full-scale ASPIRE SR01 flight test: For the fist time, the
full-scale ASPIRE SR01 flight test has been simulated with high-fidelity fluidstructure interaction. Comparison with flight test data showed the simulations
predicted the peak opening load within 10%. In addition, the solution dependence on the grid resolution was systematically studied, and grid convergence
was objectively demonstrated; to the best of the author’s knowledge, this is also
the first set of parachute FSI simulations to achieve this.

8.3

Limitations of the Research and Future Work

The research discussed in this dissertation opens many interesting avenues of further
research. In no particular order, these are listed below.
1. Implement a frictional component to the contact penalty impulse:
Currently, the derived penalty impulse for contact is enforced normal to the
wall of the contacting bodies. This easily lends itself to derive a frictional
component of the penalty impulse using Coulomb models or more complex
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empirical models. The effect this may have on the inflation process and inflation
time is of interest but is suspected to be minor.
2. Investigate the sensitivity of the parachute opening loads to the initial
conditions: Whether making the initial fold angle of the parachute canopy
smaller is more or less representative of flight tests is unclear. In the flight
tests, the disk portion of the parachute begins to inflate as the band is still
exiting the bag. A parametric study of the initial inflow conditions, structural
stress states, topology, and canopy motion is of high interest in order to further
increase confidence in the simulations.
3. Deceleration of the total parachute system and payload motion: For
parachute FSI simulations conducted in the current work, the suspension lines
were typically fixed at the trailing edge of the leading payload. In the ASPIRE
SR01 flight test, on board sensors recorded an acceleration of roughly 0m/s2 at
line stretch to −125m/s2 at the instance of peak loading. The effect of modeling
the payload as a freely-moving 6DOF object in the FSI simulations is unclear
and would be of interest to study.
4. Representative material modeling: The current simulation capability predicts the ASPIRE SR01 opening load within 10% of the flight test data, but this
may not provide sufficient information for engineers designing the parachutes.
Besides the peak opening load and inflation time, quantities of interest for engineers designing and qualifying parachutes would be the timing, location, and
magnitude of the peak material stresses. To do this, nonlinear and inelastic
empirical stress-strain models would need to be developed and implemented.
Although, to the best of the author’s knowledge, the capability to record simi-
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lar quantities during flight tests does not yet exist but some NASA-sponsored
efforts are underway.
5. Modeling or simulating the effect of the suspension lines in the flow
field: In the parachute FSI simulations conducted in this dissertation, due to
their small diameters, no attempt was made to model the effect of the suspension
lines in the flow field. While the aerodynamic drag generated by the suspension
lines is expected to be small, the ability of the lines to induce mixing of low- and
high-pressure regions in the flow is unclear and requires further investigation.
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Appendix

A.1

Truncation Error Study of Freshly-Cleared Grid Point Treatment

To evaluate the GIF approach to treating FCPs introduced in Sec. 3.1.1.5, the method
of manufactured solutions (MMS) considering the analytical 2D flow field in Figs.
A.1a-A.1c,

ρ(x, y, t) = ρ∞

"
#


2
2
V∞
R
R
v1 (x, y, t) = 2 (x − x0 (t))2 1 − 2 + (y − y0 (t))2 1 + 2
r
r
r

v2 (x, y, t) = −2V∞ R2

(x − x0 (t))(y − y0 (t))
r4




1
2
2
2
p(x, y, t) = p∞ + ρ∞ V∞ − v1 (x, y, t) + v2 (x, y, t)
2

T (x, y, t) =

p(x, y, t)
Rρ(x, y, t)

(A.1)

(A.2)

(A.3)

(A.4)

(A.5)

is employed such that the error can be computed anywhere in the computational
p
domain. In these expressions, r = (x − x0 )2 + (y − y0 )2 is the radius of a grid
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point with coordinates (x, y) with respect to the center of a 2D cylinder of radius
R = 1m. The time dependent center of the cylinder, (x0 (t), y0 (t)), is prescribed a
motion,

(x0 (t), y0 (t)) = (X0 , Y0 ) + (0, ∆Y )sin(ωt),

(A.6)

such that the cylinder oscillates in the y-direction with amplitude ∆Y = 0.2m and frequency ω = 4rad/s. The freestream conditions are P∞ = 101, 327Pa, V∞ = 34.72m/s,
and T∞ = 300K with ideal gas properties γ = 1.4 and cp = 1004.5J/(kg · K).

(a)

(p−p∞ )
p∞

(b)

v1
V∞

(c)

v2
V∞

Figure A.1: Pseudocolor contours of the manufactured test function used to study
different FCP treatments. All quantities are normalized by their freestream values.

A WLSQR-based FCP treatment that has been used previously by Brehm et
al.[56] and a prototypical method using only 1D stencils that point away from the
IB, will be used for comparison. The comparison will consider the smoothness of
the solution as determined by the global L2 and L∞ errors as well as the local error
measured at a probe at (x, y) = (2R, 0). For all of the cases, three grid resolutions
are considered (D/∆x = 20, 40, 80). To isolate only the effect of the different FCP
treatments and not the boundary treatment, the state at the GLIPs are not set by
extrapolation from the surrounding flow field but are made to be exact using the
test functions in Eqs. (A.1)-(A.5). Finally, since the test functions used are steady
in nature, the unsteady contributions are subtracted from the right-hand-side during
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each Runge-Kutta sub-step. In Brehm et al.[56], the temporal error was also analyzed
for this test case. It was shown that the spatial discretization error dominated the
temporal error, thus the temporal error is not studied here.
For reference, Figs. A.2a-A.2c show the error in the pressure field for D/∆x =
80 for a case without motion, a case with motion where the state at new FCPs is
prescribed exactly with Eqs. (A.1)-(A.5), and a case with motion where the state
at new FCPs uses the GIF FCP approach. The motion of the cylinder introduces a
propagating component to the error, but it appears to be lower than the near-wall
error, which remains relatively constant for all three cases. The near-wall error on
the IB arises from the discrete interface operators.

(a)

(b)

(c)

(d) Stationary cylinder

(e) Prescribed FCP treatment

(f) GIF FCP treatment

Figure A.2: (a)-(c) Pseudocolor contours of the error in the pressure field for (a) a
case with no motion, (b) a case with the motion of the cylinder considered but the
state at new FCPs is prescribed exactly with Eqs. (A.1)-(A.5), and (c) a case with
the motion of the cylinder considered but the state at new FCPs is set using the GIF
filling procedure as described by Eq. 3.8. (d)-(f) Normalized error in the pressure
field sampled at the probe (2R, 0) for each of the aforementioned cases.

The error in the pressure field at a probe located at (x, y) = (2R, 0) is shown in
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Figs. A.2d-A.2f for a stationary case, a case with the state at the FCPs prescribed
with Eqs. (A.1)-(A.5), and a case using the GIF FCP method. The error at the probe
for the cases considering the WLSQR and 1D stencils is virtually identical to those
obtained by the GIF method for all grid resolutions and are thus not included here.
While the motion of the cylinder clearly introduces fluctuations in the error about
a mean value for each grid resolution, no significant difference is observed between
exactly prescribing the state at the FCPs or using the GIF method. However, when
the L∞ error of the full computational domain at each timestep is visualized, such
as in the left two columns of Fig. A.3, the differences in the various FCP treatments
become more clear.
The GIF method introduces less error than the 1D and WLSQR FCP methods at
the coarser grid resolutions, but introduces slightly larger error at the finest grid resolution. The WLSQR method introduces very little error at the finest grid resolution.
The performance of the interpolation for the WLSQR method and for obtaining the
state at the image point for the GIF method can be altered by the choice of weight,
the number of points in the cloud, among other variables, and the ‘best’ choice may
change with the local volume grid resolution. For this study, these parameters were
held constant for all grid resolutions. The 1D stencils introduce slightly less fluctuations while treating FCPs at the finer resolutions compared to the GIF method, but it
was observed in the current work, that when applied to complex, trapped geometries,
such as a parachute, the ‘rigid’ 3- or 4-point 1D stencils could not always be formed
due to the reasons mentioned in the previous section. In these cases, the FCP would
then locally change to a GIF or WLSQR stencil.
The GIF method has the advantage of forming the complex, adaptive point clouds
that the WLSQR approach uses, increasing robustness by not relying on a rigid
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stencil, while also including boundary condition information on the IB. As was shown
in this study, the GIF method also displays good performance both in terms of local
and global error — a global error convergence study is shown in the right column of
Fig. A.3.

Figure A.3: (left)-(center) L∞ error in the pressure field at each timestep over the
course of a full period of motion, T , for each FCP method and the global (top right)
L2 and (bottom right) L∞ error in pressure averaged over one period of motion for
each FCP method.

A.2

Truncation Error Study of Solution Extrapolation Operators

As stated in Sec. 3.1.1, the solution at grid-line intersection points (GLIPs) is extrapolated from the surrounding volume solution using weighted least squares minimization (WLSQR) operations. Similar operators are also used to set the state in
freshly-cleared points (FCPs) and very trapped grid points (see A.1 and Sec. 3.1.1.5).
The spatial truncation error of the solution extrapolation was evaluated for the FCP
filling process on a 2D moving body problem using a method of manufactured so-
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lutions approach in A.1. For completeness, a similar analysis is conducted on a 3D
surface with a trapped/under-resolved volume of space, similar to what may be experienced during simulation of parachute flight.
In this case, the solution in the volume domain is extrapolated from a prescribed
flow field onto the centroids of discrete triangles representing a sphere. This operation
mirrors that which would be used to compute aerodynamic loads on the geometry,
which would subsequently be transferred to the computational structural dynamics
(CSD) solver. Note that the goal of this study is to investigate the spatial truncation
error associated with the extrapolation process in trapped, concave volumes of space
and not to measure the rate of convergence of the IB operators when applied to
trapped volumes. As stated, in Sec. 3.1.1.5, the trapped point treatment is 1st -order
spatially accurate at the trapped points.
A manufactured flow field is prescribed such that the error can be computed
anywhere in the domain. The performance of WLSQR minimization can be modified
by adjusting the size of the point cloud, the weight used in WLSQR interpolation,
the volume mesh resolution, and thus, these will also be studied here. The steady,
manufactured flow field,
p(x, y, z) =

1
+ r2 − 2Rr,
2

(A.7)

v1 (x, y, z) = cos(2πx) sin(2πy) sin(2πz),

(A.8)

v2 (x, y, z) = − sin(2πx) cos(2πy) sin(2πz),

(A.9)

v3 (x, y, z) = −2 sin(2πx) sin(2πy) cos(2πz),

(A.10)
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T (x, y, z) =

1
+ r2 − 2Rr,
2

(A.11)

is initialized in a 3D domain with a unit length in all directions. A sphere of radius
R = 0.2m is centered about the center of the domain, (x0 , y0 , z0 ) = (0.5, 0.5, 0.5). The
p
local radius of a grid point, r, is defined as r = (x − x0 )2 + (y − y0 )2 + (z − z0 )2 .
Pseudocolor contours of the pressure field and z-component of velocity, v3 , in the
computational domain are shown in Figs. A.4a and A.4b.

(a)

(b)

Figure A.4: Pseudocolor contours of the manufactured test function for (a) pressure
and (b) the v3 velocity component used to study spatial truncation error of the
WLSQR operators in the presence of trapped volumes of space.

Each of the 182,000 triangular elements that the sphere is discretized into will
form a point cloud with N points in the surrounding flow field and employ a weight
for the ith point in the stencil of the form

wi =

1
k∆xi kp

v
u N
u
X
p
with k∆xi kp ≡ t
|∆xm |p .

(A.12)

m

Here, ∆xi is the difference in the locations of the ith point in the stencil and the centroid of the geometry mesh element in question, to be used in WLSQR interpolation,
N is the total number of points in the stencil, and p is a user-defined constant that
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determines the weight used in the WLSQR minimization. Following this, both N
and p will be varied to study the sensitivity of the error to these variables. All tests
are conducted for three grid resolutions to measure the rate of convergence of the
error. Additionally, each set of tests is conducted once for the ‘free’ sphere shown in
Figs. A.4a and A.4b and again with a volume of space trapped by an eighth-sphere
√
shell that is ∼ 3∆x off of the surface of the sphere (see Figs. A.5a and A.5b). This
is to study the performance of the graph-walking approach to point cloud assembly
and the WLSQR operators when considering trapped and under-resolved volumes of
space.

(a)

(b)

(c)

Figure A.5: (a) Top-down and (b) perspective views of the sphere and volume√mesh
with the eighth-sphere shell obstacle trapping a volume of space of width ∼ 3∆x
and (c) a snapshot of a typical 3D point cloud formed in the restricted volume for
the black triangle.

The L2 and L∞ error between the exact and interpolated states is computed
over the entire triangulation of the sphere. Figs. A.6a and A.6b show the errors of
the primitive state variables for the base case, N = 32 and p = 1.0 (the error in
temperature is identical to the error in pressure and is not shown here). The solid
markers represent tests conducted on the free sphere, and hollow markers represent
tests conducted on the trapped sphere. No significant difference can be observed
between the errors obtained on the free and trapped sphere despite the presence of
the eighth-sphere shell obstacle.

159

Following this, to study the effect of the WLSQR parameters, N and p, the tests
are repeated while varying these values, and the error in the interpolated pressure is
recorded and presented in Figs. A.6c and A.6d. In these figures, the data set marked
by a solid circle was obtained by perturbing the centroid location of the geometry
p
mesh elements in Eq. (A.12) by (3)∆x in the outward normal direction. While
conducting initial simulations of parachute canopies in this work, it was observed that
in the presence of very trapped volumes of space, perturbing the interpolation point
into the flow field increased the robustness of the WLSQR interpolation procedure,
but as shown here, this does not come without an increase in error, even though
Neumann conditions are still applied on the pressure.
Of course, the geometry considered here is not representative of every trapped
scenario that can be experienced during parachute flight, and the performance of a set
of WLSQR parameters and interpolation point perturbations cannot be predicted a
priori. For these reasons, the WLSQR procedure employed in this paper is adaptive.
Success is measured by the sum of the WLSQR stencil coefficients, SW LSQR . In
practice, if |1.0 − SW LSQR | >  (if the WLSQR coefficients are poorly conditioned),
the order of the WLSQR interpolation and the number of points used in the point
cloud is locally reduced at that mesh element, and the process is repeated until an
adequate stencil can be formed.
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(a)

(b)

(c)

(d)

Figure A.6: (a) L2 and (b) L∞ errors in the primitive state variables interpolated
to the geometry mesh from the volume domain obtained during the truncation error
analysis considering trapped volumes of space. (c) L2 and (d) L∞ interpolation errors
for transfer of the pressure from the volume to the surface domain.

A.3

Verification of the MITC3 Shell and Timoshenko Beam Elements

The element implementation is verified and evaluated for the test problems presented
in Jeon et al.[20] that test the capability of element formulations to handle large,
geometrically nonlinear displacements and rotations. The following problems are
steady solutions marched in so-called ‘load steps’ that incrementally increase the
loading at each load step until some maximum loading is reached. Where possible,
both elements are used to solve a problem.
The first validation case is a cantilever beam with an end shear force with a
maximum value of Pmax = 4, and the material and geometric properties are: the
elastic modulus, E = 1.2 × 106 , the Poisson ratio, ν = 0, the length, L = 10, the
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(a)

(b)

Figure A.7: (a) A schematic of the problem setup and (b) the computed results for a
cantilever beam with an end shear load using the MITC3 and Timoshenko elements.
Reference results are adjusted from Jeon et al.[20].
width, B = 1, and the thickness, h = 0.1. A schematic of the problem setup and
the computed displacements from this case are displayed in Figs. A.7a and A.7b. As
shown, the displacements from the MITC3 and Timoshenko elements are in agreement
with those from Jeon et al.[20].

(a)

(b)

Figure A.8: (a) A schematic of the problem setup and (b) the computed results for
a cantilever beam with an end moment using the MITC3 and Timoshenko elements.
The analytical expression can be found in Jeon et al.[20].
The next test problem considers a similar cantilever beam with an end moment
reaching a maximum value of Mmax = 4, and the following material and geometric
properties are considered: the elastic modulus, E = 1.2 × 106 , the Poisson ratio,
ν = 0, the length, L = 10, the width, B = 1, and the thickness, h = 0.1. Again, the
displacements from the MITC3 and Timoshenko elements are in agreement with the
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analytical solution. This is the final test case considering the Timoshenko elements,
the remaining two test cases consider only the MITC3 element.

(a)

(b)

Figure A.9: (a) A schematic of the problem setup and (b) the computed results for a
slit annular plate with a shear load using the MITC3 element. Reference results are
adjusted from Jeon et al.[20].
An annular plate with a slit and an end shear load of maximum value Pmax = 3.2
was considered with the following geometric and material properties: the elastic
modulus, E = 32 × 106 , the Poisson ratio, ν = 0, the inner radius, Ri = 6, the
external radius, Re = 10, and the thickness, h = 0.03. A schematic of the problem
setup is shown in Fig. A.9a. The vertical displacements at points A and B are shown

(a)

(b)

(c)

Figure A.10: (a) Initial, (b) half-loaded, and (c) fully-loaded state of the slit annular
plate.

in Fig. A.9b, and they are in good agreement with Jeon et al.[20]. Deformed FEM
meshes at three different load steps for this validation test case are shown in Fig.
A.10.
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(a)

(b)

Figure A.11: (a) A schematic of the problem setup and (b) the computed results for a
clamped semi-cylindrical shell with a point load using the MITC3 element. Reference
results are adjusted from Jeon et al.[20].

The material and geometric properties for the final validation case, a clamped
semi-cylindrical shell with a point load of maximum value Pmax = 2000 (as shown
in Fig. A.11a) are as follows: elastic modulus, E = 2.0685 × 107 , the Poisson ratio,
ν = 0.3, the cylinder length, L = 3.048, the cylinder radius, R = 1.016, and the
thickness, h = 0.03.

(a)

(b)

(c)

Figure A.12: (a) Initial, (b) half-loaded, and (c) fully-loaded geometries of the
clamped semi-cylindrical shell.

Fig. A.11b shows the computed vertical and horizontal displacements, which are
in good agreement with the reference results. Snapshots of the deformed geometry
at three different load steps from this simulation are shown in Fig. A.12.
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