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Abstract
Consider a linearly degenerate hyperbolic system of rich type. Assuming that each eigenvalue of the system has a constant
multiplicity, we construct a representation formula of entropy solutions in L∞ to the Cauchy problem. This formula depends on
the solution of an autonomous system of ordinary differential equations taking x as parameter. We prove that for smooth initial
data, the Cauchy problem for such an autonomous system admits a unique global solution. By using this formula together with
classical compactness arguments, we give a very simple proof on the global existence of entropy solutions. Moreover, in a particular
case of the system, we obtain an another explicit expression and the uniqueness of the entropy solution. Applications include the
one-dimensional Born–Infeld system and linear Lagrangian systems.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
On considère des systèmes hyperboliques linéairement dégénérés de type riche. On suppose que chaque valeur propre des
systèmes considérés est de multiplicité constante, on construit une formule de représentation des solutions entropiques L∞ du
problème de Cauchy. Cette formule dépend de la solution d’un système autonome d’équations différentielles ordinaires en prenant
x comme paramètre. Nous démontrons que pour des données initiales régulières, le problème de Cauchy pour un tel système
autonome admet une unique solution globale. On utilise cette formule et des arguments classiques de compacité pour démontrer
l’existence globale de solutions entropiques. De plus, pour des systèmes particuliers on obtient des formules explicites et l’unicité
des solutions entropiques. En application on traite le cas du système unidimensionnel de Born–Infeld et des cas de systèmes
lagrangiens linéaires.
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For first order quasilinear hyperbolic systems, it is well known that, generically speaking, classical solutions exist
only locally in time and singularities may appear in a finite time (see [10–12] and the references therein). In some
special cases, however, the global existence of classical solutions can be obtained. In particular, these situations occur
for linearly degenerate systems provided that the initial data are sufficiently small and decay at infinity (see [13–15]).
In this paper we are interested in constructing explicit formulas of solutions to the Cauchy problem for linearly
degenerate quasilinear hyperbolic systems of diagonal form:
∂twi + λi(w)∂xwi = 0 (1 i  n), t > 0, x ∈R (1.1)
with the initial data
t = 0: w = w0(x), x ∈R. (1.2)
Here w = (w1, . . . ,wn)t and w0 = (w01, . . . ,w0n)t . The eigenvalues λi(w) (1  i  n) of the system are real valued
smooth functions defined on an open domain ofRn. We first consider the case where system (1.1) is strictly hyperbolic,
namely, on the domain under consideration we have:
λ1(w) < λ2(w) < · · · < λn(w). (1.3)
Then we explain why our formulas also hold for non-strictly hyperbolic systems with constant multiplicity eigen-
values. The motivation of the study on hyperbolic systems with constant multiplicity eigenvalues comes from two
physical models. They are the Born–Infeld system and the augmented Born–Infeld system (see [2–4]). Each of them
possesses the property of constant multiplicity eigenvalues. In what follows, we consider two cases that w0 ∈ L∞(R)
and w0 ∈ C1(R) with bounded C0 norm.
For system (1.1), the ith characteristic λi(w) is linearly degenerate if and only if λi(w) is independent of wi :
∂λi(w)
∂wi
≡ 0. (1.4)
If all characteristics λi(w) (1  i  n) are linearly degenerate, system (1.1) is said to be linearly degenerate. Let
Λ(w) = diag{λ1(w), . . . , λn(w)}. A pair of functions (E(w),F (w)) is an entropy–entropy flux pair of (1.1) if
F ′(w) = E′(w)Λ(w), i.e.,
∂F (w)
∂wj
= λj (w) ∂E(w)
∂wj
, ∀j ∈ {1, . . . , n}. (1.5)
It is well known that (E(w),F (w)) is an entropy–entropy flux pair if and only if it satisfies the conservation law
(see [8,11,22]),
∂tE(w)+ ∂xF (w) = 0. (1.6)
The ith characteristic is rich if, on the domain under consideration, for all j, k ∈ {1, . . . , n} such that j = i and
k = i, we have:
∂
∂wj
( ∂λi(w)
∂wk
λk(w)− λi(w)
)
= ∂
∂wk
( ∂λi (w)
∂wj
λj (w)− λi(w)
)
. (1.7)
This definition is equivalent to the existence of a smooth positive function Ni(w) > 0 such that(
λj (w)− λi(w)
)∂Ni(w)
∂wj
= Ni(w)∂λi(w)
∂wj
, ∀j ∈ {1, . . . , n}, j = i. (1.8)
When λi(w) is linearly degenerate, (1.8) is equivalent to(
λj (w)− λi(w)
)∂Ni(w)
∂wj
= Ni(w)∂λi(w)
∂wj
, ∀j ∈ {1, . . . , n}. (1.9)
System (1.1) is said to be rich if all characteristics λi(w) (1  i  n) are rich. This notion was introduced by Serre
[20,22] for studying the existence of entropies and for applying the compensated compactness argument to hyperbolic
systems of conservation laws. It is a natural extension of the reducible hyperbolic system composed of 2 equations.
In particular, a system of conservation laws which can be put in diagonal form must be rich (see [22,23]).
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such that (H(w),H(w)λi(w)) is an entropy–entropy flux pair of (1.1), then the ith characteristic λi(w) is rich and
linearly degenerate.
Proof. By (1.5) we have:
(
λj (w)− λi(w)
)∂H(w)
∂wj
= H(w)∂λi(w)
∂wj
, ∀j ∈ {1, . . . , n}. (1.10)
Taking j = i in (1.10), we get (1.8) for Ni(w) = H(w), then λi(w) is rich. Moreover, taking j = i in (1.10),
we obtain (1.4), then λi(w) is linearly degenerate. 
For any given smooth solution w = w(t, x) to the linearly degenerate strictly hyperbolic rich system (1.1), using
(1.9), it is easy to check that for each i ∈ {1, . . . , n},
∂tNi(w)+ ∂x
(
Ni(w)λi(w)
)= 0. (1.11)
Therefore, (Ni(w),Ni(w)λi(w)) is an entropy–entropy flux pair of system (1.1). More generally, we have:
∂t
(
Ni(w)gi(wi)
)+ ∂x(Ni(w)λi(w)gi(wi))= 0 for any smooth function gi. (1.12)
Thus, Ni(w)gi(wi) (1  i  n) stand for n independent families of entropies and each entropy of the linearly
degenerate strictly hyperbolic rich system (1.1) is a linear combination of Ni(w)gi(wi) (1  i  n) (see [20,22]).
In particular, taking gi(s) = s in (1.12) gives:
∂t
(
Ni(w)wi
)+ ∂x(Ni(w)λi(w)wi)= 0. (1.13)
For getting explicit solutions to quasilinear hyperbolic systems, the first work is due to Lax [11] in which an explicit
formula of entropy solutions is constructed for the scalar conservation law with convex flux. Some extension works
for Temple systems were given in [1,21] by characteristic methods. In [21] Serre also investigated explicit formulas of
solutions for system (1.1) when λi is a symmetric elementary polynomial of variables (w1, . . . ,wi−1,wi+1, . . . ,wn)
for all 1  i  n, including the case of the linearly degenerate system composed of two equations. For this last
case, a natural expression of entropy solutions was obtained in [16]. Recently, the second author of the present paper
introduced a class of systems of conservation laws, called the linear Lagrangian system, and constructed its explicit
entropy solutions [18,19]. This class of systems can be put in the form (1.1) and contains the linearly degenerate
system composed of two equations and the augmented Born–Infeld system introduced by Brenier in [4]. However, it
does not contain the Born–Infeld system (see [18]). Nevertheless, the Born–Infeld system possesses also a diagonal
form (1.1) and the augmented Born–Infeld system is derived from it. Hence, it is important to reveal the common
structure of these two systems.
In this paper, assuming that the hyperbolic system (1.1) is rich and linearly degenerate with constant multiplicity
eigenvalues, for L∞ entropy solutions to its Cauchy problem, we establish a formula of the form,
wi(t, x) = w0i
(
X0i
(
Yi(t, x)
))
(1 i  n),
where X0i is the inverse function of the primitive of Ni(w
0) vanishing at zero and Y = (Y1, . . . , Yn)t is the Lipschitz
function satisfying an autonomous system of ordinary differential equations with x as parameter. For smooth initial
data, we prove that such a system has a unique smooth solution Y . Using this formula together with classical compact-
ness arguments, we give a very simple proof on the global existence of entropy solutions. Moreover, in the particular
case that Ni is independent of i (1 i  n), we derive an another explicit expression of entropy solutions by deter-
mining explicitly the function Y . This last case contains already the linear Lagrangian system and the Born–Infeld
equations. It should be pointed out that our formulas are different from those of [21] and available for all smooth
functions λi(w1, . . . ,wi−1,wi+1, . . . ,wn) (1 i  n).
Our method for constructing the explicit formulas is simple. It is mainly based on the technique of Euler–Lagrange
change of coordinates for conservation laws (see [7,24]). This technique has been used successfully in [16,18] for
deriving explicit expressions of entropy solutions and in [6] for proving the existence of entropy solutions to the lin-
early degenerate strictly hyperbolic rich system (1.1). For each i ∈ {1, . . . , n}, the formula wi(t, x) = w0(X0(Yi(t, x)))i i
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eigenvalue is equal to zero.
This paper is organized as follows. In the next section, we derive the explicit expressions for entropy and smooth
solutions, respectively, when the system is strictly hyperbolic. In Section 3, we give another expression for entropy
solutions in the particular case that Ni = N for all i ∈ {1, . . . , n}. In this case, we have:
Yi(t, x) = Z(t, x)− λ˜i t, ∀i ∈ {1, . . . , n},
where λ˜i (1 i  n) are constants which are nothing but just n eigenvalues of the system in Lagrangian coordinates
(t, z) with z = Z(t, x). We show that the inverse function of x 	→ Z(t, x) solves a linear wave equation if and only
if the system contains the Chaplygin gas dynamics equations. Section 4 is devoted to the non-strictly hyperbolic case
with constant multiplicity eigenvalues, for which we explain why our formulas still hold. Section 5 is concerned with
the existence of entropy solutions in the non-strictly hyperbolic case. We prove this result in a very simple way by
using the explicit formulas. Finally, in Section 6 we give two examples of our results.
2. Explicit formulas of solutions
2.1. Case of entropy solutions
We suppose that w0 ∈ L∞(R). For a linearly degenerate hyperbolic system, the Rankine–Hugoniot conditions are
independent of the choice of the conservation laws among all entropy–entropy flux pairs. As a consequence, in the
definition of entropy solutions, entropy inequalities for all convex entropies should be replaced by entropy equalities
for all entropies. It is defined in [6] that a function w ∈ L∞(R+ ×R) is an entropy solution of a linearly degenerate
hyperbolic rich system of diagonal form (1.1) if the entropy equality (1.12) is satisfied in the sense of distribution
for n arbitrary given smooth functions gi (1 i  n). This definition is used in [6] to prove the existence of entropy
solutions to the Cauchy problem (1.1)–(1.2) when the system is strictly hyperbolic. It is clear that (1.12) implies
(1.11) and (1.13). Due to the explicit formulas below, we show that (1.12) is indeed equivalent to (1.11) and (1.13)
(see Proposition 2 below). Hence we can give a simpler definition of an entropy solution of (1.1) as follows, in which
the arbitrary functions gi (1 i  n) are not involved.
Definition 1. A function w ∈ L∞(R+ × R) is an entropy solution to a linearly degenerate hyperbolic rich system
of diagonal form (1.1) if the entropy equalities (1.11) and (1.13) are satisfied in the sense of distribution for all
i ∈ {1, . . . , n}.
Let w ∈ L∞(R+ × R) be an entropy solution. For each i ∈ {1, . . . , n}, Eq. (1.11) as a compatibility condition
implies that there is a function yi = Yi(t, x) such that
dyi = Ni(w)dx − (Niλi)(w)dt. (2.1)
Since
∂Yi
∂x
∣∣∣
t=0 = Ni
(
w(t, x)
)∣∣
t=0 = Ni
(
w0(x)
)
, (2.2)
it is natural to define:
Yi(0, x) = Y 0i (x) def=
x∫
0
Ni
(
w0(ξ)
)
dξ. (2.3)
For any given w ∈ L∞(R+×R), (2.1) and (2.3) determine a unique Lipschitz function yi = Yi(t, x) for all t  0. Since
Ni > 0, the function x 	→ Yi(t, x) is strictly increasing. Therefore, it is bijective for all t  0. Let Xi(t, ·) = Y−1i (t, ·)
be the inverse function of Yi(t, ·) and X0i = Xi(0, ·) = (Y 0i )−1. We verify easily that both Xi and X0i are Lipschitz
functions on R+ × R and R, respectively. Then for each given i ∈ {1, . . . , n}, with s = t , (t, x) 	→ (s, yi) defines a
change of coordinates of Euler–Lagrange type [24].
In what follows, we denote by u˜ the variable u in Lagrangian coordinates. We have:
w˜i(t, yi) = wi
(
t,Xi(t, yi)
)
. (2.4)
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w˜i(0, yi) = wi
(
0,Xi(0, yi)
)= w0i (X0i (yi)). (2.5)
More generally, in Lagrangian coordinates (s, z) defined by:
s = t, dz = N dx −M dt (2.6)
with N > 0, N˜ and M˜ , etc. can be defined similarly to (2.4), then a straightforward computation shows that a conser-
vative equation of the form,
∂tU + ∂xV = 0 (2.7)
can be equivalently expressed as (see also [18,24]):
∂s
(
U˜
N˜
)
+ ∂z
(
V˜ − U˜M˜
N˜
)
= 0. (2.8)
Moreover, by (2.6), it is easy to see that the relation between the ith eigenvalue λi(w) and the eigenvalue λ˜i (w) in
Lagrangian coordinates is given by (see [23]):
λ˜i (w) = Nλi(w)−M. (2.9)
Taking N = Ni(w) and M = Ni(w)λi(w) and applying this general result of equivalence to the ith equation in
(1.13) (namely, taking U = Ni(w)wi and V = Ni(w)λi(w)wi), we get:
∂sw˜i = 0, (2.10)
then
w˜i(s, yi) = w˜i(0, yi) = w0i
(
X0i (yi)
)
. (2.11)
Finally, we get:
wi(t, x) = w˜i
(
t, Yi(t, x)
)= w0i (X0i (Yi(t, x))) (1 i  n). (2.12)
Thus, an entropy solution w ∈ L∞(R+ × R) to Cauchy problem (1.1)–(1.2) satisfies (2.12) with (2.1) and (2.3),
moreover, (2.12) gives the L∞ boundedness of the entropy solution. Noting that (2.1) is equivalent to the conservation
law (1.11) and by Proposition 2 below, (1.12) is equivalent to (1.11) and (1.13). We see the importance of variable Ni
for defining an entropy solution to the non-conservative system (1.1).
Proposition 2. Assume w0 ∈ L∞(R) and the strictly hyperbolic system (1.1) is rich and linearly degenerate. Then
each entropy solution w ∈ L∞(R+ × R) to Cauchy problem (1.1)–(1.2) has the explicit expression (2.12) together
with (2.1) and (2.3). Conversely, for a Lipschitz solution Yi(t, x) of (2.1) and (2.3) with any given w0 ∈ L∞(R)
(i = 1, . . . , n), w = (w1, . . . ,wn)t defined by (2.12) is an entropy solution to Cauchy problem (1.1)–(1.2). Moreover,
this entropy solution satisfies (1.12) for all i ∈ {1, . . . , n}.
Proof. It is clear that the function w defined by (2.12) satisfies the initial condition (1.2). It suffices to show that w
satisfies (1.12) in the sense of distribution.
For any smooth function gi , since w0i ∈ L∞(R) and X0i is a Lipschitz function, yi 	→ gi(w0i (X0i (yi))) is a bounded
function in R, hence its primitive, denoted by Gi , is Lipschitzian in R. Then, from (2.1) we have:
Ni(w)gi(wi) = gi(wi)∂xYi = ∂xGi(Yi)
and
Ni(w)λi(w)gi(wi) = −gi(wi)∂tYi = −∂tGi(Yi).
This implies (1.12) in the sense of distributions. 
Now we give more details on function Y = (Y1, . . . , Yn)t . For each i ∈ {1, . . . , n}, the differential relation in (2.1)
together with (2.12) implies two partial differential equations for yi = Yi(t, x):
∂Yi = −(Niλi)
(
w01
(
X01(Y1)
)
, . . . ,w0n
(
X0n(Yn)
))
, (2.13)∂t
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∂Yi
∂x
= Ni
(
w01
(
X01(Y1)
)
, . . . ,w0n
(
X0n(Yn)
))
. (2.14)
If (2.12) defines an entropy solution, from Definition 1 we have (1.11). Then (2.14) is a consequence of (2.13). Indeed,
from (2.13) we deduce, in the sense of distributions,
∂t (∂xYi) = ∂x(∂tYi) = −∂x
(
Niλi
(
w˜0(Y )
))= ∂tNi(w˜0(Y )), (2.15)
namely,
∂t (∂xYi −Ni) = 0. (2.16)
Hence, (2.14) follows from the definition (2.3) for Yi(0, x). As a consequence of (2.13), taking x as parameter, it
suffices to keep that Y is a solution of the following autonomous system of ordinary differential equations:⎧⎨
⎩
dYi
dt
= −(Niλi)
(
w01
(
X01(Y1)
)
, . . . ,w0n
(
X0n(Yn)
))
, t > 0,
t = 0: Yi = Y 0i (x) (1 i  n).
(2.17)
Thus, by Proposition 2, it is easy to prove the following result:
Corollary 1. Under the assumptions of Proposition 2, each entropy solution w ∈ L∞(R+ × R) to Cauchy problem
(1.1)–(1.2) has the explicit expression (2.12) together with (2.17).
We point out that Proposition 2 and Corollary 1 do not concern the existence and uniqueness of entropy solutions.
The existence of entropy solutions will be proved in Section 5 even for non-strictly hyperbolic systems with charac-
teristics with constant multiplicity. Thus, there is at least one solution to Cauchy problem (1.1)–(1.2), which is given
by (2.12) together with (2.17). The uniqueness of solutions w is equivalent to the uniqueness of Y . In particular, the
existence of an entropy solution w ∈ L∞(R+ ×R) implies the existence of a Lipschitz solution Y to (2.17). This is
not a trivial result since the differential equations in (2.17) have discontinuous flux functions.
2.2. Case of smooth solutions
Comparing with Proposition 2, Corollary 1 does not show that for a given Lipschitz solution Y of (2.17), expression
(2.12) defines an entropy solution to Cauchy problem (1.1)–(1.2). In order to show this, it is equivalent to ask whether
(2.12) and (2.17) imply (2.14). This question seems to be related to the uniqueness of entropy solutions to Cauchy
problem (1.1)–(1.2). Unfortunately, for discontinuous initial data w0 ∈ L∞(R), (2.17) is a system of differential
equations with discontinuous flux functions, for which there is in general no uniqueness of solutions. However, this
difficulty can be overcome for smooth solutions. To see this, we suppose that w0 ∈ C1(R) with bounded C0 norm.
Then it is well known that Cauchy problem (1.1)–(1.2) admits a unique global smooth solution w, then (2.17) has a
unique global smooth solution Y ∈ C2(R+ ×R).
Theorem 1. Assume w0 ∈ C1(R) with bounded C0 norm and the strictly hyperbolic system (1.1) is rich and linearly
degenerate. Then Cauchy problem (1.1)–(1.2) admits a unique global C1 solution given by expression (2.12), where
yi = Yi(t, x) (1  i  n) is the unique global C2 solution to the Cauchy problem for the autonomous system of
ordinary differential equations (2.17).
Proof. We give a direct proof of Theorem 1. For each i ∈ {1, . . . , n}, there is a constant αi > 0 such that Ni(w0(x))
αi > 0. From (2.3) and noting that w0 ∈ C1(R) with bounded C0 norm and X0i = (Y 0i )−1, we see that both X0i and
Y 0i are C
2(R) functions, so φi :Y 	→ (Niλi)(w01(X01(Y1)), . . . ,w0n(X0n(Yn))) is a C1(Rn) function with bounded C0
norm. It follows from the Cauchy–Lipschitz theorem that, for each x ∈R, Cauchy problem (2.17) admits a unique C1
solution Y(·, x) defined locally in time. Moreover, there is a constant C1 > 0 such that∣∣Ni(w0(x))∣∣ C1, ∣∣φi(y)∣∣ C1, ∀x ∈R, ∀y ∈Rn. (2.18)
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Yi(t, x) = Y 0i (x)−
t∫
0
φi
(
Y(τ, x)
)
dτ. (2.19)
Then, for any T > 0, from the definition of Y 0i , we have:∣∣Yi(t, x)∣∣ C1(|x| + T ), ∀(t, x) ∈ [0, T ] ×R. (2.20)
This yields the global existence of Y(·, x) for each x ∈R. Since Y 0i ∈ C2(R), it is easy to check that Y(·, x) ∈ C2(R+).
It remains to show (2.14). Let w˜0i = w0i ◦X0i and w˜0(Y ) = (w˜01(Y1), . . . , w˜0n(Yn))t . From (2.17), we have:
∂tNi
(
w˜0(Y )
)= − n∑
j=1
∂Ni(w˜
0(Y ))
∂w˜j
(
w˜0j
)′
(Yj )(Njλj )
(
w˜0(Y )
)
= −
n∑
j=1
(
λj
∂Ni
∂w˜j
)(
w˜0(Y )
)(
w˜0j
)′
(Yj )Nj
(
w˜0(Y )
)
. (2.21)
On the other hand, using the rich condition (1.9), we have:
∂t (∂xYi) = −∂x
(
Niλi
(
w˜0(Y )
))= − n∑
j=1
∂(Niλi)(w˜
0(Y ))
∂w˜j
(
w˜0j
)′
(Yj )∂xYj
= −
n∑
j=1
(
λj
∂Ni
∂w˜j
)(
w˜0(Y )
)(
w˜0j
)′
(Yj )∂xYj . (2.22)
Let qi = ∂xYi − Ni(w˜0(Y )). By (2.21)–(2.22) it is easy to see that qi (1 i  n) satisfy the following linear system
of ordinary differential equations with smooth coefficients:
∂tqi = −
n∑
j=1
(
λj
∂Ni
∂w˜j
)(
w˜0(Y )
)(
w˜0j
)′
(Yj )qj (1 i  n). (2.23)
Moreover, from (2.3), we have qi(0, x) = 0 (1 i  n). Then we deduce from the uniqueness of solution that qi = 0
(1 i  n). This shows (2.14).
Finally, noting Y 0i ∈ C2(R), a direct computation using (2.17) and (2.14) shows that Y ∈ C2(R+ ×R). 
From (2.17) and (2.14), we further obtain:{
∂tYi + λi(Y )∂xYi = 0, t > 0,
t = 0: Yi = Y 0i (x) (1 i  n),
(2.24)
where
λi(Y ) = λi
(
w01
(
X01(Y1)
)
, . . . ,w0i−1
(
X0i−1(Yi−1)
)
,w0i+1
(
X0i+1(Yi+1)
)
, . . . ,w0n
(
X0n(Yn)
))
, (2.25)
which is independent of Yi . Thus, the system in (2.24) is still linearly degenerate. Then Cauchy problem (2.24) admits
a unique C2 solution Y . Thus we get the following result:
Corollary 2. Under the assumptions of Theorem 1, the unique global C1 solution w of (1.1)–(1.2) can be expressed
by (2.12) in which Y is the unique C2 solution of (2.24).
Remark 1. (1) The method used above depends strongly on the conservation law (1.11) corresponding to system (1.1),
which gives a possibility to make the change of coordinates for each i (1 i  n). From Proposition 1, (1.11) holds
for all i ∈ {1, . . . , n} if and only if the system is rich and linearly degenerate.
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(1.1) as follows:
∂sw˜j +Ni(w˜)
(
λj (w˜)− λi(w˜)
)
∂yi w˜j = 0 (1 j  n). (2.26)
However only the ith equation in (2.26) is used for deriving the explicit formula.
(3) By the characteristic method, for smooth solutions, for each i (1  i  n) we can also obtain the expression
wi(t, x) = w0i (βi) where βi is the intersection point of the ith characteristic curve passing through the point (t, x)
with the x-axis. However, the determination of βi as function of (t, x) is not obvious.
(4) For w0 ∈ L∞(R) and a given Lipschitz solution Y of (2.17), it is not sure that (2.12) defines an entropy solution
to Cauchy problem (1.1)–(1.2). Indeed, without a uniqueness result, we do not know whether Y satisfies (2.14). Thus,
it is interesting to give a supplementary condition on the initial data w0 such that (2.12) together with (2.17) does
define an entropy solution.
3. Entropy solutions in the case Ni =N for all i
In this section we consider the particular case that Ni = N for all i, which is the common structure of the Born–
Infeld system and the augmented Born–Infeld system (see Section 6). Our goal is to establish the existence and
uniqueness of entropy solutions with an explicit expression. In this case, for each i ∈ {1, . . . , n}, Eq. (1.11) becomes:
∂tN(w)+ ∂x
(
N(w)λi(w)
)= 0, (3.1)
or equivalently
∂x
(
N(w)λi(w)
)= −∂tN(w), (3.2)
which implies that for each i, there is a function λ˜i of t such that
N(w)λi(w)− λ˜i = M, (3.3)
where M is independent of i, satisfying
∂tN(w)+ ∂xM = 0. (3.4)
Thus, we have:
N(w)λi(w)− λ˜i = N(w)λj (w)− λ˜j , (3.5)
then
N = λ˜i − λ˜j
λi(w)− λj (w), ∀i, j ∈ {1, . . . , n}, j = i. (3.6)
This implies that λ˜i − λ˜j is independent of t . Without loss of generality, we may suppose that each λ˜i is independent
of t . Then M is a function of w. From (3.4) we may make a change of coordinates (t, x) 	→ (s, z) with
s = t, dz = N dx −M dt. (3.7)
Applying the result of equivalence between (2.7) and (2.8), in Lagrangian coordinates (s, z), Eq. (1.13) becomes:
∂sw˜i + λ˜i∂zw˜i = 0, s > 0, z ∈R. (3.8)
This shows that λ˜i is just the ith eigenvalue of system (1.1) in Lagrangian coordinates. Then we have:
w˜i(s, z) = w˜0i (z− λ˜is) (1 i  n) (3.9)
with w˜0i = w˜i(0, ·).
For w0 ∈ L∞(R), let z = Z(t, x) be the unique Lipschitz function satisfying (3.7) and
Z(0, x) = Z0(x) def=
x∫
N
(
w0(ξ)
)
dξ. (3.10)0
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it follows from (3.7) that
dx = 1
N(w˜(t, z))
dz+ M(w˜(t, z))
N(w˜(t, z))
dt. (3.11)
Together with X(0, z) = X0(z), (3.11) determines explicitly a unique Lipschitz function x = X(t, z) for all t  0.
By Lemma 2.1 of [18], we know that Z(t, ·) = X−1(t, ·). Then from (3.9), the unique entropy solution of Cauchy
problem (1.1)–(1.2) is given by:
wi(t, x) = w0i
(
X0
(
Z(t, x)− λ˜i t
))
(1 i  n). (3.12)
Comparing with expression (2.12) discussed in Section 2, for all i ∈ {1, . . . , n}, in the case that Ni = N , we have:
Yi(t, x) = Z(t, x)− λ˜i t. (3.13)
Since system (3.8) in Lagrangian coordinates is linear for w˜, its Cauchy problem has a unique entropy solu-
tion. From the equivalence of the uniqueness of entropy solutions in two coordinate systems for a general system of
conservation laws (see [18]), we deduce that the entropy solution to Cauchy problem (1.1)–(1.2) is unique.
Thus, we get:
Theorem 2. Assume that the strictly hyperbolic system (1.1) is linearly degenerate and rich with Ni (1 i  n) being
independent of i. Then Cauchy problem (1.1)–(1.2) with the initial data w0 ∈ L∞(R) admits a unique entropy solution
w ∈ L∞(R+ ×R) given by the expression (3.12), where X0 is the inverse function of Z0 defined by (3.10) and Z(t, ·)
is the inverse function of the unique solution X(t, ·) to (3.11) and X(0, z) = X0(z).
Now we try to give a further explicit expression of X. Set:
v = 1
N
, u = M
N
. (3.14)
From (3.7) we have:
dx = v dz+ uds. (3.15)
Then x = X(s, z) satisfies:
∂x
∂s
= u˜, ∂x
∂z
= v˜ (3.16)
and
∂2x
∂s2
= ∂su˜, ∂
2x
∂z2
= ∂zv˜. (3.17)
Hence, under assumption (3.4), x = X(s, z) solves a linear wave equation:
∂ssX − a2∂zzX = 0 (3.18)
if and only if
∂su˜− a2∂zv˜ = 0, (3.19)
where a > 0 is a constant. By (2.7)–(2.8) it is easy to see that in Eulerian coordinates (t, x), (3.19) is equivalent to
∂t (Nu)+ ∂x
(
Nu2 − a2N−1)= 0. (3.20)
On the other hand, since M = Nu, Eq. (3.4) can be written as
∂tN + ∂x(Nu) = 0. (3.21)
Eqs. (3.20)–(3.21) form a system of Chaplygin gas dynamics, namely, an isentropic gas dynamic system with the
state equation of Von Kármán–Tsien [7,2]:
p(N) = p0 − a2N−1 with a constant p0 > 0. (3.22)
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∂s v˜ − ∂zu˜ = 0, (3.23)
system (3.20)–(3.21) is equivalent to the linear system of Eqs. (3.19) and (3.23). It is easy to see that ±a are just two
eigenvalues of the last system. Since Eqs. (3.19) and (3.23) are included in system (3.8), we claim that ±a are two of
the values λ˜i (i = 1, . . . , n). Thus, we obtain the following result:
Proposition 3. Let z = Z(t, x) be the change of variables given by (3.7) and (3.10), and X(t, ·) = Z−1(t, ·) for t  0.
Then x = X(t, z) satisfies a linear wave Eq. (3.18) if and only if (N,u) solves the system of Chaplygin gas dynamics
(3.20)–(3.21).
Noting (3.14) and (3.16), the initial data of X are given explicitly by:
X(0, z) = X0(z), ∂sX(0, z) = M(w˜
0(z))
N(w˜0(z))
. (3.24)
Then the d’Alembert formula provides an explicit expression of X in the case (3.18). This result can be applied to
the Born–Infeld system (6.1), the augmented Born–Infeld system (6.16) and all 2 × 2 linearly degenerate systems of
conservation laws, respectively (see [18]).
4. The non-strictly hyperbolic case
In this section, we consider system (1.1) in the non-strictly hyperbolic case. We suppose that each eigenvalue λi(w)
of (1.1) has a constant multiplicity. More precisely, on the domain of consideration, we suppose that
λ1(w) = · · · = λr1(w) < λr1+1(w) = · · · = λr2(w) < · · · < λrs−1+1(w) = · · · = λrs (w), (4.1)
with r1, r2, . . . , rs being constants and
1 r1 < r2 < · · · < rs = n. (4.2)
This implies that for any j = i, we have either λj (w) = λi(w) or λj (w) = λi(w) for all w. From the relation of
eigenvalues (2.9) between two coordinate systems, it is easy to see that λi(w) and λ˜i (w) have the same constant
multiplicity. In this case, we prove that all the explicit formulas are still valid. For this propose, it suffices to check
each condition in previous sections, where the strictly hyperbolic condition is used.
In the case of eigenvalues with constant multiplicity, the ith characteristic is rich if for all j, k ∈ {1, . . . , n} such
that λj (w) = λi(w) and λk(w) = λi(w), we have:
∂
∂wj
( ∂λi(w)
∂wk
λk(w)− λi(w)
)
= ∂
∂wk
( ∂λi (w)
∂wj
λj (w)− λi(w)
)
. (4.3)
This definition is equivalent to the existence of a smooth positive function Ni(w) > 0 such that(
λj (w)− λi(w)
)∂Ni(w)
∂wj
= Ni(w)∂λi(w)
∂wj
, ∀j ∈ {1, . . . , n}, λj (w) = λi(w). (4.4)
When λi(u) is linearly degenerate, an equivalent condition of (4.4) is still (1.9), namely,(
λj (w)− λi(w)
)∂Ni(w)
∂wj
= Ni(w)∂λi(w)
∂wj
, ∀j ∈ {1, . . . , n}. (4.5)
Noting that if λi(w) is linearly degenerate and λj (w) ≡ λi(w) for j = i, then λi(w) is independent of wj too and
we may take Nj(w) = Ni(w), hence, with the same definitions given by (2.1) and (2.3), we have Yj = Yi and then
Xj = Xi .
In the particular case that Ni = N for all i ∈ {1, . . . , n} discussed in Section 3, (3.6) should be replaced by:
N = λ˜i − λ˜j
λi(w)− λj (w), ∀i, j ∈ {1, . . . , n}, λj (w) = λi(w). (4.6)
With these changes, we conclude that Propositions 1–3, Corollaries 1 and 2 and Theorems 1 and 2 are still valid when
the strictly hyperbolic condition is replaced by the constant multiplicity condition of eigenvalues to system (1.1).
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In this section, we study the existence of entropy solutions in L∞(R+ × R) to Cauchy problem (1.1)–(1.2) in
the non-strictly hyperbolic case. To this end, we suppose that system (1.1) is rich and linearly degenerate with each
eigenvalue λi(w) being of constant multiplicity. We prove the existence of solutions by using the explicit expressions
given by Proposition 2 and Theorem 1, together with classical compactness arguments. Thus, our proof is simpler than
that of [6] in the strictly hyperbolic case, where the compensated compactness and Young measures are employed.
Note that for w0 ∈ BV(R), the existence of an entropy solution w ∈ BV(R+×R) can be easily proved by the Glimm
method [9]. Moreover, the total variation of each wi is decreasing in time. The goal of this section is to establish the
global existence of entropy solutions in L∞(R+ ×R).
Theorem 3. Let w0 ∈ L∞(R). Under the assumptions above on system (1.1), Cauchy problem (1.1)–(1.2) admits a
global entropy solution w ∈ L∞(R+ ×R) in the sense of Definition 1.
Proof. Let K = ∏ni=1[infx∈Rw0i (x), supx∈Rw0i (x)] and (w0ε )ε>0 be the approximate sequence of w0 defined by
w0ε = ρε ∗w0, where ρε is a standard mollifier (see [5]):
ρε ∈ C∞(R), ρε  0,
∫
R
ρε(x) dx = 1, Suppρε ⊂ [−ε, ε]. (5.1)
Since w0 ∈ L∞(R) ⊂ Lploc(R) for all p  1, we have w0ε ∈ C∞(R) with values in K . Then, w0ε has a uniformly
bounded C0 norm. Moreover, as ε → 0,
w0ε → w0 strongly in Lploc(R) and weakly- ∗ in L∞(R), (5.2)
which imply that, up to a subsequence,
w0ε → w0 a.e. in R. (5.3)
Let us consider an approximate Cauchy problem:{
∂twiε + λi(wε)∂xwiε = 0 (1 i  n), t > 0, x ∈R,
t = 0: wε = w0ε (x), x ∈R, (5.4)
with wε = (w1ε, . . . ,wnε)t . From Theorem 1, there is a unique global solution wε ∈ C1(R+ ×R) given by
wiε(t, x) = w0iε
(
X0iε
(
Yiε(t, x)
))
, ∀(t, x) ∈R+ ×R (1 i  n), (5.5)
where Yε = (Y1ε, . . . , Ynε)t ∈ C2(R+ ×R) is the unique smooth solution to the following problem:⎧⎨
⎩
dYiε
dt
= −(Niλi)
(
w01ε
(
X01ε(Y1ε)
)
, . . . ,w0nε
(
X0nε(Ynε)
))
, t > 0,
t = 0: Yiε = Y 0iε(x) (1 i  n)
(5.6)
with X0iε = (Y 0iε)−1 and
Y 0iε(x) =
x∫
0
Ni
(
w0ε (ξ)
)
dξ. (5.7)
This solution Yε also satisfies:
∂Yiε
∂x
= Ni
(
w01ε
(
X01ε(Y1ε)
)
, . . . ,w0nε
(
X0nε(Ynε)
))
(1 i  n), ∀t > 0. (5.8)
Thus, from the second part of Proposition 2, once we can prove the following proposition, we get Theorem 3 imme-
diately. 
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wiε → w0i
(
X0i (Yi)
)
strongly in Lploc
(
R
+ ×R), (5.9)
where X0i = (Y 0i )−1 with Y 0i given by (2.3) and Yi being a Lipschitz solution to (2.17) and (2.14).
Proof. From (5.1) and the definition of Y 0iε and Y 0i , it is clear that, as ε → 0,
Y 0iε → Y 0i locally uniformly in R. (5.10)
Noting that X0i is a Lipschitz function, then
X0i
(
Y 0iε
)→ X0i (Y 0i )= I, locally uniformly in R, (5.11)
where I denotes the unit operator from R to R. For any given constant L1 > 0, since w0ε is uniformly bounded, and
Ni  αi > 0, there is a constant L2 > 0 independent of ε, such that z = Y 0iε(x) ∈ [−L1,L1] implies that x ∈ [−L2,L2].
This yields:
sup
z∈[−L1,L1]
∣∣X0iε(z)−X0i (z)∣∣= sup
z=Y 0iε(x)∈[−L1,L1]
∣∣x −X0i (Y 0iε(x))∣∣ sup
x∈[−L2,L2]
∣∣x −X0i (Y 0iε(x))∣∣→ 0.
Therefore,
X0iε → X0i locally uniformly in R. (5.12)
On the other hand, by the same argument as for proving (2.20), we deduce from (5.6) that there exists a constant
C2 > 0 independent of ε, such that for any T > 0 we have:∣∣Yiε(t, x)∣∣ C2(|x| + T ), ∀(t, x) ∈ [0, T ] ×R. (5.13)
Since w0ε is a uniformly bounded function in R, we obtain from (5.6) and (5.8) that the sequence (Yiε)ε>0 is bounded
in W 1,∞loc (R+ ×R). From the Ascoli theorem, there is a function Yi ∈ W 1,∞loc (R+ ×R) such that, up to a subsequence,
Yiε → Yi locally uniformly in R+ ×R (5.14)
and
Yiε ⇀ Yi weakly- ∗ in W 1,∞loc
(
R
+ ×R). (5.15)
It follows from (5.12) that
X0iε(Yiε) → X0i (Yi) locally uniformly in R+ ×R, (5.16)
so, noting (5.3), we have:
w0iε
(
X0iε(Yiε)
)→ w0i (X0i (Yi)) a.e. in R+ ×R. (5.17)
Thus, the Lebesgue dominated convergence theorem together with (5.5) implies that
wiε → w0i
(
X0i (Yi)
)
strongly in Lploc
(
R
+ ×R). (5.18)
It remains to show that Y = (Y1, . . . , Yn)t is a Lipschitz function and satisfies (2.1), i.e., (2.17) and (2.14). From
(5.15), we obtain:
∂Yiε
∂t
⇀
∂Yi
∂t
,
∂Yiε
∂x
⇀
∂Yi
∂x
weakly-* in L∞loc
(
R
+ ×R). (5.19)
Moreover, using (5.17) and again the Lebesgue dominated convergence theorem, up to a subsequence and for any
smooth function ψ , we have:
ψ
(
w01ε
(
X01ε(Y1ε)
)
, . . . ,w0nε
(
X0nε(Ynε)
))→ ψ(w01(X01(Y1)), . . . ,w0n(X0n(Yn))) (5.20)
strongly in Lploc(R
+ ×R). This allows to pass to the limit in (5.6) and (5.8) to obtain (2.17) and (2.14). Thus, Y is a
Lipschitz function in R+ ×R. 
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We give two examples for the above results. Each example corresponds to the case Ni = N for all i (1  i  n)
discussed in Sections 3 and 4. These two examples are the Born–Infeld system (of 4 equations) and the linear
Lagrangian system. The latter contains the augmented Born–Infeld system (of 8 equations) introduced by Brenier [4].
We mention that both Born–Infeld system and its augmented system possess constant multiplicity eigenvalues.
In [17,18], the Born–Infeld system is solved through the resolution of the augmented Born–Infeld system and a
fine analysis on its entropy–entropy flux pairs. For that purpose, we have to show that the Born–Infeld manifolds are
time invariant for entropy solutions. Here, we treat these two systems in the same way due to their common structure:
Ni = N (1 i  n).
6.1. The Born–Infeld system
The one-dimensional Born–Infeld system reads as (see [4]):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tD2 + ∂x
(
B3 +D2P1 −D1P2
h
)
= 0,
∂tD3 + ∂x
(−B2 +D3P1 −D1P3
h
)
= 0,
∂tB2 + ∂x
(−D3 +B2P1 −B1P2
h
)
= 0,
∂tB3 + ∂x
(
D2 +B3P1 −B1P3
h
)
= 0,
P (u) = D ×B, h(u) =
√
1 + |B|2 + |D|2 + |D ×B|2.
(6.1)
Here u = (D2,D3,B2,B3)t are the unknown variables, B1,D1 are real constants, and
B = (B1,B2,B3)t , D = (D1,D2,D3)t , P = (P1,P2,P3)t .
From [17], the Riemann invariants and the eigenvalues of system (6.1) are:
wi = h−1(u)liu (1 i  4) (6.2)
and
λ1(u) = λ2(u) = P1 − a
h
, λ3(u) = λ4(u) = P1 + a
h
, (6.3)
respectively, where li (1 i  4) are linearly independent constant vectors given by:{
l1 = (a,β1,0,−β3), l2 = (−β1, a,β3,0),
l3 = (0,−β2, a,β1), l4 = (β2,0,−β1, a), (6.4)
in which
β1 = B1D1, β2 = 1 +B21 , β3 = 1 +D21 and a =
√
1 +B21 +D21 > 0. (6.5)
Hence, system (6.1) can be written in the form (1.1). It is not strictly hyperbolic but with constant multiplicity.
Since a is a constant, from hλi = P1 ± a and the following additional conservation law (see [4]):
∂th+ ∂xP1 = 0,
we see that (h,hλi) (1 i  4) are entropy–entropy flux pairs. By Proposition 1, (6.1) is a linearly degenerate rich
system with Ni = h being independent of i. Furthermore, from the discussion in Section 4, the eigenvalues of system
(6.1) in Lagrangian coordinates are:
λ˜1 = λ˜2 = −a, λ˜3 = λ˜4 = a. (6.6)
Then Theorem 2 can be applied to the Born–Infeld system (6.1) with M = P1.
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t = 0: u = u0(x), x ∈R, (6.7)
where u0 ∈ L∞(R). Let w0i = h−1(u0)liu0 (1 i  4) and
Z0(x)
def=
x∫
0
h
(
u0(ξ)
)
dξ (1 i  4). (6.8)
Regarding M as a function of w = (w1,w2,w3,w4)t and denoting it still by M , by Theorem 2, the unique entropy
solution of (6.1) and (6.7) is given by:
wi(t, x) = w0i
(
X0(Z(t, x)− λ˜i t)
)
(1 i  4), (6.9)
where X0 and Z(t, ·) are the inverse functions of Z0 and X(t, ·), respectively, with x = X(t, z) being the unique
solution of
dx = 1
h(w˜(t, z))
dz+ P1(w˜(t, z))
h(w˜(t, z))
dt, X(0, z) = X0(z), (6.10)
where w˜i(t, z) = w0i (X0(z − λ˜i t)).
If the initial data u0 ∈ C1(R) with bounded C0 norm, we may also apply Theorem 1 to Cauchy problem (6.1) and
(6.7), of which the unique smooth solution is given by:
wi(t, x) = w0i
(
X0
(
Yi(t, x)
))
(1 i  4), (6.11)
where X0 is the inverse function of Z0 and yi = Yi(t, x) (1  i  4) are the unique global smooth solution of the
following Cauchy problem:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
dy1
dt
= −(P1 − a)
(
w01
(
X0(y1)
)
,w02
(
X0(y1)
)
,w03
(
X0(y2)
)
,w04
(
X0(y2)
))
,
dy2
dt
= −(P1 + a)
(
w01
(
X0(y1)
)
,w02
(
X0(y1)
)
,w03
(
X0(y2)
)
,w04
(
X0(y2)
))
,
y3 = y1, y4 = y2,
t = 0: y1 = y2 = Z0(x), t > 0, x ∈R.
(6.12)
6.2. The linear Lagrangian system
A linear Lagrangian system takes the following conservative form [18,19]:⎧⎪⎨
⎪⎩
∂tu1 + ∂xf1(u) = 0,
∂tui + ∂x
[
1
u1
(
ai1 + uif1(u)+
n∑
j=2
aijuj
)]
= 0 (2 i  n), (6.13)
where u1 > 0, A = (aij )1i,jn is a real constant matrix and
u = (u1, . . . , un)t , f1(u) = −a11 −
n∑
j=2
a1j uj . (6.14)
Suppose that system (6.13) is hyperbolic, then matrix A is diagonalizable and its Riemann invariants are:
wi(u) = 1
u1
li (1, u2, . . . , un)t (1 i  n),
where li is the ith left eigenvector of A. Let λ˜i be the ith eigenvalue of A. From (2.9), we have:
f1(u) = u1λi(u)− λ˜i . (6.15)
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each i ∈ {1, . . . , n}. It follows from Proposition 1 that (6.13) is a linearly degenerate rich system with Ni = u1 and
M = f1(u). Thus, Theorem 2 can be applied to system (6.13). Here we omit the detailed expressions.
Finally, remark that the class of linear Lagrangian systems contains the augmented Born–Infeld system but does
not contain the Born–Infeld system [18]. This difference comes from the fact that h is not a conservative variable of
the Born–Infeld system but it is of the augmented Born–Infeld system. However, these two systems have a common
structure: Ni = h (1 i  n) expressed by their Riemann invariants. Indeed, the augmented Born–Infeld system reads
as ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂th+ ∂xP1 = 0,
∂tP1 + ∂x
(
P 21 − a2
h
)
= 0,
∂tD2 + ∂x
(
B3 +D2P1 −D1P2
h
)
= 0,
∂tD3 + ∂x
(−B2 +D3P1 −D1P3
h
)
= 0,
∂tB2 + ∂x
(−D3 +B2P1 −B1P2
h
)
= 0,
∂tB3 + ∂x
(
D2 +B3P1 −B1P3
h
)
= 0,
∂tP2 + ∂x
(
P1P2 −D1D2 −B1B2
h
)
= 0,
∂tP3 + ∂x
(
P1P3 −D1D3 −B1B3
h
)
= 0,
(6.16)
where h,P1,D2,D3,B2,B3,P2 and P3 are unknown variables. The first two equations in (6.16) are just the system
of Chaplygin gas dynamics. Moreover, comparing with (6.13), the corresponding matrix A is:
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 −1 0 0 0 0 0 0
−a2 0 0 0 0 0 0 0
0 0 0 0 0 1 −D1 0
0 0 0 0 −1 0 0 −D1
0 0 0 −1 0 0 −B1 0
0 0 1 0 0 0 0 −B1
0 0 −D1 0 −B1 0 0 0
0 0 0 −D1 0 −B1 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
which is obviously diagonalizable on R. This implies that the augmented Born–Infeld system (6.16) is hyperbolic.
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