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Abstract
A key challenge in machine learning is to explore and incorporate the complex nature
of real-world data structures into the training models. Traditional approaches focus
on extracting useful features that serve as inputs for machine learning models. The
feature designing process is expensive as it requires domain experts and the hand-
crafted features are not adaptive through learning. A more plausible approach is to
design models that are able to directly handle the structure information of data.
Deep neural networks have been successfully applied to many learning problems with
vector data, regular grids and chain-like structures. Their flexibility in designing
different architectures promises a new approach to construct deep neural models
that properly capture the complex structures and relations in data. This thesis
focuses on extending Recurrent Neural Networks (RNNs), a powerful family of neural
networks that allow self-loop connections and parameter sharing for sequential data
processing and iterative estimation. The contributions of this thesis are novel RNN
architectures for four types of structured data: (i) episodic data with interventions
and irregular timing, (ii) relational data where data instances are dependent, (iii)
multiple-input and multiple-output data and (iv) graph data where each instance is
a graph.
For episodic data, we propose a model called DeepCare operating on Electronic
Medical Records (EMRs), in which a patient’s health history is represented as a
sequence of hospital admissions. We extend the Long Short-Term Memory unit,
a variant of RNNs to handle irregularly timed events by modelling the elapsed
time between two consecutive admissions in the memory forgetting. DeepCare also
explicitly models the interaction between disease progression and interventions (e.g.,
medical treatments), in which the interventions change the course of the illness and
shape future medical risks. In addition, we propose a method to embed variable-size
admissions with different types of information to fixed-size vectors as inputs for the
recurrent model. We demonstrate that DeepCare is effective for different learning
xxiii
tasks on datasets of very different natures, e.g., one dataset is diabetes - a chronic
disease and one is different mental health diseases.
The second work aims to extend RNNs for collective classification tasks on multi-
relational data, where data instances are connected through different types of rela-
tions. Collective classification is computationally challenging and has not leveraged
the recent breakthroughs of deep learning. We propose Column Networks (CLNs), a
network of columns connecting through predefined relations between data instances
where each column is an RNN for an instance. The model has many desirable the-
oretical properties: (i) it encodes multi-relations between any two instances; (ii) it
is deep and compact, allowing complex functions to be approximated at the net-
work level with a small set of free parameters; (iii) local and relational features are
learnt simultaneously; (iv) long-range, higher-order dependencies between instances
are supported naturally; and (v) crucially, learning and inference are efficient with
linear complexity in the size of the network and the number of relations.
Inspired by the Column Networks, we derive a modular neural architecture called
the Multi-X Modular network (MXM network) to model the shared statistics among
labels, instances and data views in multiple-input and multiple-output data. The
MXM network is composed of an executive module and multiple I/O modules, whose
interactions are akin to those between columns in CLNs. The model is capable of
scaling to a large number of input parts and output labels with the option for para-
meter sharing; and is easily configured to any combination of input and output types.
We evaluate MXM networks on five different types of data: (a) multi-view, (b) multi-
instance, (c) multi-label, (d) multi-view+multi-label and (e) multi-instance+multi-
label. The MXM network demonstrates a competitive performance in all datasets
against state-of-the-art methods designed specifically for each type.
The latter work discovers recurrent models for learning graph representation. By
combining the graph operation in CLN with the executive module in MXM network,
we first introduce the Virtual Column Network (VCN), a simple method to augment
an attributed graph with a virtual node that represents the latent aspects of the
graphs. Then, we extend the VCN to the Graph Memory Network (GraphMN),
a model equipped with a controller for I/O processing and a structured memory
for storing graphs. The controller in a GraphMN can selectively choose important
information from the memory, infer the graph representation and answer different
queries or questions. Finally, we propose to modify GraphMN with multiple memor-
ies for graph-graph interaction problems.
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Chapter 1
Introduction
1.1 Motivations
Machine learning plays a central role in the current revolution of artificial intelli-
gence, a paradigm shift that promises to have profound impacts in all walks of life.
Modern machine learning works by crunching through a massive amount of data to
find patterns and learn to improve itself. A central challenge in machine learning
lies in the diversity and complex nature of real-world data structures. To be effec-
tive, machine learning must be able to characterise these structures and incorporate
them into models. For example, in healthcare data, we want to explore how a treat-
ment and the episodic structure in time of hospital admissions can affect a patient’s
health state, and in graph classification, we want to capture the information of both
the substructures and the global structure of a graph. Traditional machine learning
approaches often rely on feature engineering to extract the features that are infor-
mative and use these features as input. However, the hand-crafted features may
not effectively represent the structure information of data and the feature design-
ing process requires extensive domain knowledge to obtain good features, which is
expensive and time-consuming.
The current wave of deep learning, which is built upon neural networks, lifts this
burden by learning features directly from data (LeCun et al., 2015; Schmidhuber,
2015). In recent years, this unique capability, coupled with impressive advances
in computational power to crunch massive datasets, has led to record breaking suc-
cesses in many areas, including computer vision, signal processing and text modelling
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(Krizhevsky et al., 2012; Graves et al., 2013; Bahdanau et al., 2015; He et al., 2016).
A major advantage of deep neural networks lies in their flexibility in designing func-
tions for different structures of data, for example, Convolutional Neural Networks
(CNNs) can capture the translation invariance in images and Recurrent Neural Net-
works (RNNs) can capture the temporal dependencies in sequences. Deep neural
networks, combined with CRFs in the final layer, can also model structured out-
puts (Jagannatha and Yu, 2016; Lample et al., 2016). Hence, deep neural networks
promise a new class of architectures that learn to represent the structure information
of data.
In this thesis, we focus on RNNs (Rumelhart et al., 1986), which are arguably the
most important neural architecture family. RNNs consist of self-loop connections
with shared parameters across different time steps. RNNs are powerful models for
sequential data as they naturally handle the temporal dependencies in sequences.
Importantly, RNNs are known to be universal approximators to any computer pro-
grams (Schäfer and Zimmermann, 2007). In particular, RNNs perform iterative
estimation to approximate complex functions that cannot be modelled effectively
by a single computational step, allowing RNNs to replace Feedforward Neural Net-
works (FNNs) to model vector data. Compared to FNNs, RNNs can be deepened
without introducing more parameters, leading to more complex functions while still
preventing the training from overfitting. In recent years, there has been an inten-
sive thrust of research in RNNs, resulting in many advancements such as Gated
RNNs (Hochreiter and Schmidhuber, 1997; Cho et al., 2014b), attention mechanism
(Larochelle and Hinton, 2010; Denil et al., 2012) and Memory-Augmented Neural
Networks (MANNs) (Sukhbaatar et al., 2015). These advances together have ad-
dressed major difficulties of traditional RNNs in training long-term dependencies
and leveraged the models for complex learning tasks such as machine translation
and question answering (Bahdanau et al., 2015; Sukhbaatar et al., 2015).
However, many complex structures and relations in data have not been modelled
properly by RNNs. As sequential models, RNNs normally assume regularly sampled
sequential data, such as sequences of words and sequences of visual frames in videos.
Such an assumption often fails to address event-like data such as Electronic Medical
Records (EMRs), which are sequential in time but the events happen irregularly
and the information contained in each event is much more complex so it cannot
be represented by a single vector. An EMR contains the information of a patient’s
hospital admissions over time. As a result, EMRs are episodic that the elapsed time
between two hospital admissions may vary and express the patient’s health state. In
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other words, EMR data are irregularly sampled. The interventions, e.g., procedures
and medications, will change the course of health trajectories, and thus must be
modelled differently from regular clinical observations such as diseases or lab tests.
As iterative estimators, RNNs can handle an input as a vector or a set of vectors
called memory in MANN architectures and repeatedly infer the output through mul-
tiple computational steps. These models require an assumption that data samples
must be independently identically distributed (i.i.d). Hence, RNNs cannot explic-
itly exploit the relational information among data instances, for example, the links
between web pages, the connections in social networks or the citations between
papers.
RNNs are also limited in modelling data with multiple inputs or multiple outputs
that are not in sequential order. For example, an image can be tagged by multiple
labels, such as trees, sky and animals. The main challenge is to learn the dependen-
cies among these labels, which can be pairwise or multiple correlations, e.g., the pair
of vehicle and road or the set of grass, trees, animals and sky often appear together
in an image. Another example is a video that contains different types of features
such as audio, visual frames and a text description. An effective deep neural model
should be able to embed all these feature types in a shared representation and use
it for prediction.
Yet another important class of data structures that has not been adequately ad-
dressed by RNNs is graphs. Graph structured data are similar to relational data
but different in task modelling. In relational data, we consider the problems of
classifying data instances that are connected, equivalent to node labelling in a giant
graph. On the other hand, for graph data, we usually consider graph labelling tasks
that predict a label for each graph, for example, prediction on molecular activities or
prediction on chemical reactions. For these tasks, it is important to learn a represen-
tation that embeds the information of both the substructures and global structure
of the graph. RNNs for chain-like structures and their extension, Recursive Neural
Networks (Pollack, 1990) for tree structures require the inputs to follow an order
(sequential or hierarchical) while graph structures are much more complex. Graphs
may be cyclic and nodes may connect through bidirectional edges.
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1.2 Aims and Scope
This thesis focuses on extending RNNs to model different complex structured data.
Our objectives are:
• To design novel RNN architectures for modelling a wide range of complex
structured data.
• To apply such architectures to a wide range of practical problems and settings
in healthcare, text, software development and chemistry.
We study four general structures of data:
• Episodic data with interventions. Each data sample is a sequence of irregular
events and at each event, interventions are made to change the current state
and affect future events. We aim to extend the Long Short-Term Memory
(LSTM) (Hochreiter and Schmidhuber, 1997) to model the irregular time in
the forgetting that moderates the memory, and the interventions that change
the current state and shape the future outcomes.
• Relational data (or networked data), in which, samples are dependent and re-
lated through predefined links. Many machine learning models ignore these
dependencies by assuming that data instances are i.i.d, leading to informa-
tion loss. We aim to extend RNNs to capture the relational information and
deal with collective classification tasks in which data instances are classified
simultaneously to exploit the dependencies in the data.
• Multiple input/output data such as multi-instance, multi-view and multi-label
data and their combination. We simplify the notions for these data types by
the termMulti-X data and for the learning problems with these data structures
by the term Multi-X learning. Multi-X problems are often solved separately,
leading to significant effort to design new models in complex situations when
multiple input types/instances and multiple output labels are present. We aim
to design a general model that exploits the shared statistics among labels, in-
stances and data views. The architecture can handle many Multi-X structures
by only changing the input and output settings.
• Graph data, in which, each data instance is a graph with attributed nodes
and edges, for example, molecules with atoms are nodes and bonds are edges.
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We emphasise that relational data are different in the sense that samples in
relational data are connected while samples in graph data are i.i.d graphs. We
focus on graph classification tasks where each graph or a set of graphs (e.g.,
graph-graph interaction) is classified to a label. We aim to build deep RNN
architectures that can learn to embed the latent aspects of a graph into a
continuous representation and answer different questions about graphs.
1.3 Significance and Contribution
The significance of this thesis is organised around two central lines of work: (i)
introducing novel RNN architectures to model different structured data types and
(ii) applying such models to a wide range of practical problems in healthcare, text,
software development and chemistry. In particular, our contributions are:
• An end-to-end generic deep learning model called DeepCare that reads EMRs,
embeds discrete information into continuous vectors and infers future out-
comes. In the modelling aspect, DeepCare’s contributions are three-fold: (i)
modelling irregular timing in the forgetting mechanism of LSTM; (ii) capturing
confounding interactions between diseases and interventions; and (iii) intro-
ducing a novel representation of variable-size admission as fixed-size continu-
ous vectors. In the application aspect, DeepCare can be deployed on different
hospital implementations of EMRs. We contribute to the healthcare analytic
practice by demonstrating the effectiveness of DeepCare on disease progres-
sion, intervention recommendation and medical risk prediction for diabetes
and mental health cohorts.
• A novel RNN architecture called Column Networks (CLNs) as iterative estima-
tors that allow information exchange between any pair of related instances in
multi-relational data. The model learns to embed local and relational features
simultaneously into an instance’s representation, leading to richer information
for prediction. In addition, we propose an approximation method supporting
faster training with mini-batch for large-scale data. The model is tested on
collective classification that classifies relational data instances simultaneously
to exploit the dependency information.
• We suggest that recent separate developments in machine learning, which in-
clude multi-X settings, where X is the label, task, view, instance or part, can
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be joined into a single research direction. We propose a unified framework
called the Multi-X Modular network (MXM) that addresses many multi-X
learning problems. The model consists of an executive module that fuses all
input parts of different modalities or instances and captures the shared statis-
tics of labels while retaining specific features for each input or label. Different
multi-X learning tasks can be handled by the MXM network by only chang-
ing the input and output settings. We demonstrate the generalisation ability
of the proposed model by conducting experiments on five different multi-X
learning problems.
• We propose two RNN models for graph modelling: Virtual Column Networks
(VCNs) and Graph Memory Networks (GraphMNs). VCNs extend CLNs by
adding a virtual column that connects to all nodes in a graph to infer the graph
representation for graph classification tasks. GraphMNs are equipped with a
structured dynamic memory that loads a graph and a controller that embeds
the graph representation and answer questions about it. We contribute to
software code modelling with a demonstration of VCNs on software vulnera-
bility prediction, in which each class is modelled as a graph of function calls.
We also contribute to chemical analysis with two applications of GraphMNs
on molecular activity prediction setting and chemical interaction prediction.
1.4 Thesis Structure
This thesis contains 8 chapters with supplementary material in the Appendix. The
rest of the thesis is arranged in the following order:
• Chapter 2 briefly reviews background materials that are relevant to the the-
sis. The chapter first provides an introduction to the most basic deep model -
Feedforward Neural Networks (FNNs) and the training procedure with back-
propagation and gradient descent, followed by a description of regularisation
techniques widely used in deep networks. We then cover embedding ap-
proaches, a family of methods that convert discrete elements in an Euclidean
space into continuous vectors. Finally, we present different complex data struc-
tures and the open challenges that will be addressed in this thesis.
• Chapter 3 reviews in more detail the main focus of this thesis: Recurrent
Neural Networks. We first describe a simple RNN and its variant for differ-
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ent learning tasks and discuss the challenges in training RNNs. Then, the
chapter covers several advanced developments that empower RNNs with bet-
ter training and better representation: Gated RNNs that solve the training
difficulties with long-term dependency, the p-norm gate for faster training, and
the attention mechanism and memory-augmented neural networks for effective
representation of information.
• Chapter 4 presents our first major contribution - DeepCare, an extension of
LSTM for episodic intervening data in EMRs. DeepCare introduces time pa-
rameterisations to handle irregular timing and incorporates medical interven-
tions that change the patient’s illness state and shape the future medical risk.
We also propose a method to embed variable-size sets of medical codes into
fixed-size vectors for hospital admission representation. We demonstrate our
model on different prediction tasks for diabetes and mental health cohorts.
• Chapter 5 introduces Column Networks (CLNs), an extension of RNNs as
iterative estimators to model multi-relational data. CLNs handle the neigh-
bourhood information by aggregating signals from related instances through
multiple steps before making a prediction. We conduct the experiments to
evaluate the efficacy of CLN on collective classification tasks with three re-
lational datasets: software delay estimate, paper classification and film genre
classification.
• Chapter 6 extends our CLNs in the previous chapter to a broader range
of problems where relations are implicit between labels, instances and data
views. We propose a general structure Multi-X Modular network (MXM)
that can capture the correlations among input parts and among output la-
bels; and handle different types of multiple input/output data with the same
architecture. We conduct experiments on five multi-X learning problems:
multi-instance, multi-view, multi-label, multi-instance+multi-label and multi-
view+multi-label learning.
• Chapter 7 presents novel frameworks to model the graph data. We first pro-
pose Virtual Column Networks (VCNs) as a hybrid model of the CLN and
MXM network with a virtual column that embeds the graph representation
by repeatedly collecting information from graph nodes. We further extend
VCNs to Graph Memory Networks (GraphMNs), an architecture equipped
with a structured memory to answer different questions about a graph and
graph-graph interaction. We demonstrate the performance of the proposed
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models on graph classification tasks for software prediction, molecular activity
prediction in multi-task learning setting and chemical interaction prediction.
• Chapter 8 summarises the main content of the thesis and outlines future di-
rections.
Chapter 2
Related Background
In this chapter, we review the literature related to this thesis. As previously stated,
this thesis mainly focuses on modelling structured data using Recurrent Neural
Networks. First, we review the most basic model in deep learning - Feedforward
Neural Networks (FNNs) followed by a brief introduction to the training scheme.
Then, we describe regularisation techniques that empower the generalisation ability
in complex deep networks. Next, we introduce embedding methods - the approaches
to convert discrete inputs to continuous distributed vectors. The chapter ends with
a review of the different data structures that have been researched in this thesis.
2.1 Overview of Neural Networks
2.1.1 Model description
An FNN (Figure 2.1) is a model that estimates a function f of the data by learning
the values of the parameters θ that result in the best function approximation. The
function y = f(x,θ) maps an input vector x to a category y in classification tasks
and to a real value y in regression tasks..
f (x) is normally a combination of different functions forming a chain:
h1 = f1(x);h2 = f2 (h1) ; ...hT = fT (hT−1) ; y = fT+1 (hT )
9
2.1. Overview of Neural Networks 10
The output of the function fi is the input of the function fi+1. Each output hi is
called a layer. x is the input layer and y is the output layer. The depth of the
network is defined by the number of layers in the function chain. The term “deep”
in deep learning is arose from this terminology. The intermediate layers h1, ...,hT
are hidden layers as the training data only contain the input and the desired output
for each sample but not the values of these layers.
An FNN consists of an input layer, at least one hidden layer and an output layer
(See Figure 2.1). If there is no hidden layer, the model becomes Logistic Regression.
Each layer is a vector of units and each unit is fully connected with all units of the
layer below. Each unit acts like a neuron in the brain: it receives input from the
other units and computes an output value.
Input layer 𝒙
Output layer 𝑦
Hidden layer 𝒉2
Hidden layer 𝒉1
Figure 2.1: An FNN with two hidden layers
Forward propagation
Forward propagation computes the output corresponding to an input x. Denote by
T the number of hidden layers. At the bottom layer, h0 is the input x ∈ RK0 . The
activation ht ∈ RKt at the tth layer (t = 1, .., T ) is a non-linear function of its lower
layer:
ht = g (Wtht−1 + bt)
where Wt and bt are the weight matrix and the bias vector at the tth layer, and
g(·) is called the activation function, which is an element-wise non-linear transform.
Different activation functions are introduced and discussed in Subsection 2.1.2. To
predict the label y˜ at the output layer, a vector o = WT+1hT + bT+1 is passed
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through a probabilistic function fprob to compute the vector of probabilities
P = [P (y˜ = 0 | x) , ..., P (y˜ = k − 1 | x)]
where k is the number of classes, P (0 | x) , ..., P (k − 1 | x) ≥ 0 and P (0 | x) + ...+
P (k − 1 | x) = 1. Denote by oi the element ith of the vector o. For two classes,
fprob is normally a logistic sigmoid function:
P (y˜ = 1 | x) = sigmoid
(
o1
)
= 11 + e−o1
P (y˜ = 0 | x) = e
−o1
1 + e−o1
and for multiple classes, fprob is a softmax function:
P (y˜ = i | x) = softmax
(
oi
)
= e
oi∑
j eo
j
for i = 0, ..., k − 1.
2.1.2 Activation functions
At any layer, the hidden state is computed by a non-linear function of an affine
transformation of the input: ht = g (Wtht−1 + bt) where the non-linear activation
function g transforms its input values to a desired curve, which benefits training
a neural network. Non-linear activation functions allow the networks to compute
nontrivial problems. Here, we discuss three non-linear activation functions that are
widely used in neural networks.
Sigmoid A sigmoid function of a value z is defined by
sigmoid (z) = 11 + e−z
and the sigmoid function of a vector x is the element-wise sigmoid function of the
elements in the vector. When z → −∞, sigmoid (z) → 0 and when z → ∞,
sigmoid (z) → 1. For this property, sigmoid is used as a function to produce the
probability of binary outputs.
Sigmoid is also widely used as the activation function of hidden layers in traditional
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neural networks to keep the hidden values in a small range [0, 1]. However, the
hidden activation values are easily saturated to 0 when the input values are strongly
negative or saturated to 1 when the input values are very positive, for example,
sigmoid (5) ∼ 0.9933. Sigmoid has also been shown to slow down the learning
because of its non-zero mean.
Hyperbolic tangent Hyperbolic tangent or tanh function is defined by
tanh (z) = e
z − e−z
ez + e−z
Indeed, tanh is a rescaled function of sigmoid. We have:
tanh (z) = 2e
z
ez + e−z − 1 =
2
1 + e−2z − 1 = sigmoid (2z)− 1
As the sigmoid function has the output in the range of [0, 1] and the mean of 0.5,
the tanh function has the output in the range [-1, 1] and the zero mean, which tends
to help the learning of neural networks easier. Experiments have shown that the
hyperbolic tangent networks do not suffer much from saturation behaviour observed
in sigmoid networks because its outputs are symmetric around 0 (Glorot and Bengio,
2010).
ReLU Since the first introduction of the Rectified Linear Unit (ReLU) to neural
networks, ReLU has become the most popular activation function in deep neural
networks. ReLU is simply defined by max (0, z) (Nair and Hinton, 2010). Exper-
iments in (Glorot et al., 2011) showed that ReLU performs equally or even better
than the hyperbolic tangent.
Despite the non-differentiability at zero, ReLU neural networks are easy to optimise
as the part of positive input is linear and the ReLu function produces a sparse
representation with true zeros. For example, if the distribution of the input is
uniform around a zero mean, approximately half of the hidden units become true
zeros. There are extensions of the ReLU activation function such as Exponential
Linear Units (ELUs) (Clevert et al., 2016) and Parametric ReLU (He et al., 2015).
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2.1.3 Training neural networks
Training a neural network is done with a gradient-based optimisation algorithm,
which estimates the parameters by minimising the average negative log likelihood
or the loss function
L = − 1
M
M∑
i=1
logP (y˜i = yi | xi) (2.1)
where M is the number of training samples, xi and yi is the ith sample and its
category, respectively, and y˜i is a predicted label.
During training, forward propagation computes the loss function and an algorithm
called back-propagation, which was first introduced in (Rumelhart et al., 1986) com-
putes the gradients of the loss function L with respect to (w.r.t) the parameters
θ = [(W1, b1) , ..., (WT+1, bT+1)]. Then, an optimisation algorithm, such as stochas-
tic gradient descent updates the parameters based on their gradients.
Back-propagation
Back-propagation is an algorithm in neural networks to compute the gradients w.r.t
the parameters θ. It generalises the chain rule of calculus:
dz
dx
= dz
dy
dy
dx
to multi-layered neural network to compute the gradients for each layer.
We can generalise the chain rule for vectors. For simplicity, let (x, y) be a training
sample, y˜ be the predicted label and Li be the loss function of the sample. We want
to compute the derivatives of Li w.r.t all parameters θ. The derivatives of the loss L
w.r.t θ will be computed by: ∇θL = 1M
∑
i∇θLi. We first compute the derivatives
of the loss function Li w.r.t the output o using fprob as the intermediate function:
∇y˜Li = − logP (y˜ = y | x)
P (y˜ = y | x) = −
1
P (y˜ = y | x) (2.2)
∇oLi = ∇y˜Li∇oy˜ = −1
Pyt
(1yt,jPyt − PytPt,j) = (Pt,j − 1yt,j) (2.3)
then the derivatives of the loss function w.r.t the hidden layer hT , the weight matrix
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WT+1 and the bias vector bT+1 are computed as follows:
∇hTLi = ∇oLi∇hTo = ∇oLiWT+1 (2.4)
∇WT+1Li = ∇oLi∇WT+1o = ∇oLihT (2.5)
∇bT+1Li = ∇oLi∇bT+1o = ∇oLi (2.6)
where the last product in Eq. (3, 4, 5) is matrix multiplication. The derivatives of
the loss function w.r.t all other hidden layers t and their parameters are computed
as:
∇ht−1Li = ∇htLi∇ht−1ht = ∇htLi ∗ g′Wt (2.7)
∇WtLi = ∇htLi∇Wtht = ∇htLi ∗ g′ht−1 (2.8)
∇btLi = ∇htLi∇btht = ∇htLi ∗ g′ (2.9)
where t = T, ..., 1. When t = 1, we have ht−1 = x.
Optimisation algorithms
After the gradient of the loss function L w.r.t the parameters θ is computed, the
gradient descent algorithm updates the parameters by subtracting a small portion
of the gradient from them to minimise the loss L as follow:
θ = θ − λ∇θL (2.10)
where the constant λ is called the learning rate. This update forces the loss to go
downhill on the loss surface. A small learning rate keeps the moving step small so
that the loss can gradually go toward a local minimum. The training process is
repeated until the loss is at a local minimum or when some termination conditions
are satisfied.
Eq. 2.10 updates the parameters with the gradients of the whole dataset, which can
be very slow and intractable for very large datasets. In the other hand, stochastic
gradient descent (SGD) updates the parameters for each training example: θ = θ−
λ∇θLi, which is much faster. However, the update with a single datapoint is usually
noisy and the parameter change may fluctuate heavily. Mini-batch gradient descent
combines the advantages of both GD and SGD, which updates the parameters for
every mini-batch or a subset of the dataset. Mini-batch GD can reduce the variance
of the parameter change in SGD and it still runs much faster than GD. The mini-
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batch size usually ranges from 50 to 500, depending on different applications.
Training deep neural networks with gradient descent is challenging. First, SGD
can speed up the training but it is still slow sometimes. Second, applying the
same learning rate for every parameter may not be effective as the effects of the
parameters on the loss are different. Furthermore, the losses of deep neural networks
are highly non-convex, leading to difficulties in avoiding the inferior local minima and
especially, the saddle points (Dauphin et al., 2014) as the gradient is close to zero in
all dimensions. Multiple algorithms have been proposed to address these challenges,
such as momentum (Sutskever et al., 2013) to accelerate learning and adaptive
learning rate (Duchi et al., 2011; Kingma and Ba, 2015), which automatically adapts
a separate learning rate for each parameter during training.
Training process
Algorithm 2.1 summarises the training process for an FNN with GD. The computa-
tion for a parameter update is repeated multiple steps until the model reaches near
a local optimum.
2.1.4 Hyper-parameter tuning
Hyper-parameters of a machine learning algorithm are parameters set as constants
before the learning process. In a simple neural network, hyper-parameters include
the number of hidden layers T , the dimension of each hidden layer and the learning
rate λ. In addition to a training algorithm to minimise the loss on the training data,
we also need to tune the hyper-parameters to find the best setting that maximises the
performance on unseen data. Let (Xtrain, Ytrain) be the training set used for training,
and (Xtest, Ytest) be the test set used to evaluate the performance of unseen data.
The test set cannot be used during the tuning process, it is only used to evaluate the
performance of the trained model on unseen data. Therefore, we need a validation
set (Xvalid, Yvalid) so that the tuning process finds the set of hyper-parameters that
maximises the performance of the model on the validation set with the hope that
these hyper-parameters also produce good performance on the test set. The tuning
process is repeated multiple times, each time it chooses a hyper-parameter set, trains
the model with the chosen hyper-parameters on the training set (Xtrain, Ytrain) and
computes the performance on the validation set (Xvalid, Yvalid). The model trained
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Algorithm 2.1 The training of an FNN with gradient descent. The process is
repeated by nepochs epochs.
Input:
[x1, ...,xM ]: the input vectors
[y1, ..., yM ]: the corresponding outputs
T : number of hidden layers
θ = [(W1, b1) , ..., (WT+1, bT+1)]: the set of parameters
λ: the learning rate
for e = 1, ...nepochs
Forward propagation
for i = 1, ...,M
h0 = xi
for layer t = 1, ..., T
ht = g (Wtht−1 + bt)
y˜ = fprob (WT+1hT + bT+1)
Li = logP (y˜i = yi | xi)
L = 1
M
∑M
i=1 Li
Back propagation
* Compute ∇y˜L and ∇oL (Eq. 2.2, 2.3)
* Compute ∇hTL, ∇WT+1L and ∇bT+1L based on ∇oL (Eq. 2.4, 2.5, 2.6)
* for layer t = T ,...,1
compute ∇ht−1L, ∇WtL and ∇btL based on ∇htL (Eq. 2.7, 2.8, 2.9)
Update parameter
θ = θ − λ∇θL
with the hyper-parameters set that achieves the best performance on (Xvalid, Yvalid)
is finally used to evaluate the performance on the unseen data (Xtest, Ytest)
There are research works on hyper-parameter tuning algorithms. Traditional meth-
ods are grid search and manual search, which search through a defined subset of
the hyper-parameter space of the model. As the hyper-parameter space is normally
unbounded, finding a good subset for the tuning process is heavily based on the sci-
entists’ experience. Several alternatives have been found to be more effective, such
as random search (Bergstra and Bengio, 2012) and Bayesian optimisation (Snoek
et al., 2012).
2.2 Regularisation
As mentioned in Section 2.1, the goal of a training algorithm is to minimise the
loss function on the training set. But we also want the trained model to predict
on unseen data with good performance as well. A training dataset with labels
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(Xtrain, Ytrain) is used to train a machine learning model to minimise the loss function
L (f(Xtrain), Ytrain), where L is the function to measure the similarity between the
predicted output f (Xtrain) and the true label Ytrain, while a test dataset (Xtest, Ytest)
is used to evaluate the performance of the model on unseen data. A good model is
able to fit to both the training and the test sets, making the loss on both datasets
relatively low. A model which fails to achieve low losses on both datasets might
encounter underfitting or overfitting.
A model is underfitting when it cannot obtain a sufficiently low loss on the training
set. This is because the model is too simple to represent the data. For example, a
linear model is unable to fit data with quadratic curvature. Underfitting is easy to
detect by checking the loss function of both the training and test sets during training.
Solutions for underfitting might include: (i) making the model more complex, e.g.,
a neural network can have more layers or bigger dimension at each layer, and (ii)
introducing more features to input.
Overfitting occurs when the test loss is much higher than the training loss. When
the model is too complex, the parameters are learnt to fit very well on the training
data while being unable to generalise to unseen data. Especially, when the model
is trained with noisy data, the training loss might be very small as the model fits
the noise rather than the true distribution underlying the data, leading to poor
generalisation on the test data. Solutions for overfitting might include: (i) making
the model simpler, e.g., reducing the hidden dimension or reducing the number of
layers in a neural network, (ii) using more training data to increase the generalisation
ability of the model, and (iii) using regularisation methods.
While it is not difficult to deal with underfitting, overfitting is a huge problem that
has attracted the interest of many researchers. The most active research direction
for overfitting is regularisation, where many useful methods have been proposed.
In this section, we review several regularisation methods that are widely used to
prevent overfitting in deep neural networks.
2.2.1 Parameter norm penalties
The more complex the model, the more it tends to overfit. The complexity of the
model is dependent not only on the number of parameters but also on the size of
their values. Large weights might cause overfitting (Hagiwara and Fukumizu, 2008)
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as they increase the variance of the model.
Parameter norm penalties reduce the size of parameters by adding a parameter norm
Ω (θ) to the loss function:
L˜ (θ; f (Xtrain) , Ytrain) = L (θ; f (Xtrain) , Ytrain) + αΩ (θ)
where θ is the set of parameters and α ≥ 0 is a hyper-parameter that controls the
amount of norm penalty contributing to the loss. When α is set to 0 , there is no
regularisation in the training. The large value of α implies more regularisation.
The training process tries to reduce the loss function L˜ (θ; f (Xtrain) , Ytrain). It
means that the model is learnt to reduce both the training error L (θ; f (Xtrain) , Ytrain)
between the predicted label f (Xtrain) and the true label Ytrain and the penalty term
Ω (θ), that limits the size of the the parameters θ.
L2 regularisation
L2 is the most widely used norm penalty due to its effectiveness. It is also called
weight decay, which limits the size of the weights by adding the regularisation func-
tion Ω (θ) = 12
f
θ
f2
2 to the loss function.
L˜ (θ; f (Xtrain) , Ytrain) = L (θ; f (Xtrain) , Ytrain) +
α
2 θ
>θ
where θ is considered as a vector in the inner product of its transform vector and
itself, which is simply the sum of squares of all parameter values in θ. The gradient
of the regularisation term Ω (θ) is actually θ so the gradient of the regularised loss
becomes:
∇θL˜ (θ; f (Xtrain) , Ytrain) = ∇L (θ; f (Xtrain) , Ytrain) + αθ
and the parameters θ are updated by
θ ← θ − λ (∇L (θ; f (Xtrain) , Ytrain) + αθ)
or
θ ← (1− λα)θ − λ∇L (θ; f (Xtrain) , Ytrain)
2.2. Regularisation 19
1 − λα ≤ 1 is the weight decay term that proportionally reduces the size of the
weights at every learning step. This helps to prevent the weight size from becoming
too large.
L1 regularisation
Another popular norm penalty is L1, the absolute-value norm of parameters θ,
defined as Ω (θ) =
f
θ
f
1. The loss function now becomes:
L˜ (θ; f (Xtrain) , Ytrain) = L (θ; f (Xtrain) , Ytrain) +
∑
i
α | θi |
where the regularisation term is the sum of the absolute values of all parameters.
The derivative of the regularisation term w.r.t every parameter θi is its sign. The
gradient of the regularised loss becomes:
∇θL˜ (θ; f (Xtrain) , Ytrain) = ∇L (θ; f (Xtrain) , Ytrain) + αsign (θ)
Different from L2 regularisation where the contribution of the regularisation term to
the gradient is linearly proportional to the weight, L1 regularisation contributes to
the gradient a factor with the same absolute value for every parameter, regardless
of its size.
2.2.2 Early stopping
When the model is large enough to overfit the data, after a certain number of
epochs, the training loss continues to decrease while the validation loss starts to
increase again. Figure 2.2 shows an example of the learning curve of a training and
a validation sets. The validation loss reaches its lowest value of 0.2 at around epoch
50 and then the model starts to overfit. If the number of training epochs is set by
140, the model finally achieves a loss of 0.4 on the validation set, which doubles the
optimal loss.
In this case, an effective method called early stopping is widely used. It can restrict
the optimisation algorithm to find the parameters in a small volume of space (Bishop,
1995). Early stopping will break the training process when there is a sign that the
model is overfitting. The training process maintains a copy of the best parameters.
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Figure 2.2: An example of learning curve of the train and validation sets over time.
Whenever the model finds a lowest validation loss so far, the best parameters are
updated with the latest parameters. The training is terminated if the model cannot
achieve better performance on the validation set within a certain number of epochs.
Finally, the training algorithm returns the best parameters instead of the parameters
at the last epoch.
Early stopping requires an additional cost to compute the performance of the val-
idation set after each epoch. However, this cost is negligible as (i) the validation
data size is normally small compared to the training data size, (ii) the model does
not compute the gradient of the validation loss, and (iii) all validation datapoints
can be processed in parallel without affecting the performance.
Early stopping can be considered as a hyper-parameter tuning method that tunes
the number of training steps. It is very efficient compared to other hyper-parameter
tuning. For other hyper-parameters, the model for each setting needs to be trained
once, while for early stopping, the optimal number of training steps is chosen within
only a training process. Early stopping does not require changing the loss function
or the structure of the models as in the case for many other regularisation meth-
ods. Therefore, it is easy to use early stopping in the training process, while other
regularisation methods like L2 need carefully tuning to avoid damaging the training
dynamics.
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2.2.3 Dropout
Large deep neural networks are very powerful machine learning models as they can
estimate significantly complex functions but overfitting is a serious problem for these
networks, especially when the data are not sufficient. Dropout is an effective method
to deal with overfitting by randomly removing some units and their connections in
the network. At the training time, units are deleted with a predefined probability
1−p (dropout ratio) and the remaining parts are trained through back-propagation
as usual (Srivastava et al., 2014). The illustration of dropout is shown in Figure 2.3.
At each epoch, dropout randomly creates a thinned network from the base network
for each datapoint. The number of thinned networks can reach up to 2k, where k is
the number of units in the base network. At the test time, it is infeasible to average
the predictions from all these thinned models, hence, an approximation method is
applied, which is a single neural net whose the weights are equal to the products
of p and the weights of the trained base network. p can be chosen through hyper-
parameter tuning or simply set by 0.5 for hidden layers and from 0.5 to 1 for the
input layer.
𝒙
𝒉
𝑦
Dropout
Figure 2.3: Dropout randomly removes some units from the base network. (Left).
The base network. (Right). Three examples of the base network after applying
dropout. The dashed units and their connections are removed from the network.
Removing units from a network is simple. At each hidden layer t with the dropout
ratio of 1 − p, a binary mask mt with the same size with the hidden vector ht
is created, where each value is assigned by 1 with probability of p and by 0 with
probability of 1− p. The output of the layer is now the element-wise multiplication
of the hidden vector and the mask: ht ← ht ∗mt. The binary mask mt can be
seen as the coefficient of the hidden vector, which does not complicate the gradient
computation.
The random removal of units in a neural network can be interpreted as a way of
adding noise to the units, which prevents units from co-adapting too much. Training
with dropout can be considered as an ensemble method that combines an exponential
number of networks. Other ensemble methods train the data on a collection of
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dependent models, making the training impractical with a large number of models.
On another hand, dropout networks are generated from a single base model, and
each network is used for a datapoint at an epoch, making the training very efficient
in terms of running time and memory.
There are multiple extensions of dropout such as DropConnect (Wan et al., 2013),
which randomly removes weights instead of units and Shakeout (Kang et al., 2016),
which randomly chooses to enhance or inverse the contributions of each unit to the
next layer. Other extensions are proposed to address the drawbacks of dropout on
RNNs (Moon et al., 2015; Zaremba et al., 2014).
2.3 Embedding
Embedding is a family of approaches to convert a discrete object in an Euclidean
space into a continuous vector. Discrete objects can be words, diagnosis codes,
nodes in graphs and more complex structures such as sentences, documents and
graphs. Learning the representation of discrete objects is an important task in
machine learning as a good representation can improve the prediction performance
in supervised learning tasks. We use “word” to refer to a discrete element within a
larger context (e.g., a word in a document, or a diagnosis in an admission described
in Subsection 4.3.2). Recall that the input fed into many machine learning models
is often represented as a fix-length feature vector. For text, bag-of-words (BoW) is
commonly used. A word w is represented by a one-hot vector vw ∈ R|V |, where vw =[
v1w, ..., v
|V |
w
]
and |V | is the number of words in the dictionary: vw = [0, ..., 0, 1, 0, ..., 0]
(viw = 1 if w = i, which implies w is the word ith in the dictionary, and viw = 0,
otherwise). Under BoW representation, the vector of a sentence w0, ..., wn is the sum
of its word vectors: u = vw0 + vw1 + ... + vwn . However, the bag-of-words method
fails to capture the ordering and semantics of the words (Le and Mikolov, 2014) as
the Euclidean distance between any two words is always constant, regardless of the
semantic similarity between them.
A powerful alternative to BoW is to embed words into continuous distributed rep-
resentation in a vector space of M dimensions where M  |V | (Bengio et al.,
2003). Every word is mapped to a unique vector which is a column in a matrix
E ∈ RM×|V |. There are several benefits of word embedding. First, dimensionality
is greatly reduced and does not depend on the appearance of new words. Second,
the semantics of a word is represented in a distributed fashion, that is, there are
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multiple elements that encode the word meaning. Third, the manipulation of con-
tinuous vectors is much easier with current algebraic tools, such as addition and
matrix multiplication, as evidenced in recent works (Mikolov et al., 2013a). For
example, the similarity between two words is simply a cosine between two vectors.
More importantly, embedding matrix E can be learnt from unlabelled data.
Continuous BoW and Skip-gram
There are various approaches to learn embedding matrix E. The two most popular
approaches are perhaps Continuous BoW (CBoW) and Skip-gram models (Mikolov
et al., 2013a). For a word wi in a sequence of words, the CBoW model uses the words
surrounding wi to predict wi while Skip-graph uses wi to predict its surrounding
words. With an input context size of C, wi−C , ..., wi−1, wi+1, ..., wi+C are called the
context words of wi.
In the CBoW model, all the context words are embedded into vectors using embed-
ding matrix E and then averaged to get the mean vector h
h = E
wi−C + ...+ Ewi−1 + Ewi+1 + ..+ Ewi+C
2C
where Et is the column tth of matrix E. The model then generates the output
a = E¯h, where E¯ ∈ R|V |×M and predicts the centre word wi using the softmax
function
P (wi | wi−C , ..., wi−1, wi+1, ..., wi+C) = softmax (a)
The parameters E and E¯ are learnt by minimising the loss function
L = 1
T
T∑
i=1
logP (wi | wi−C , ..., wi−1, wi+1, ..., wi+C)
through back-propagation using stochastic gradient descent.
On the other hand, Skip-gram embeds each word wi into a vector Ewi , then computes
the hidden vector h = g (Ewi) and uses h to predict all surrounding words using
the softmax function
P (wk | wi) = softmax
(
E¯h
)
The loss function is the average of the sum of all log-likelihood of the surrounding
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words
L = 1
T
T∑
i=1
∑
k
logP (wk | wi)
for k ∈ [i− C, ..., i− 1, i+ 1, ..., i+ C].
Language modelling
Another approach to learn embedding matrix E is language modelling with an
RNN (Mikolov et al., 2010; Sundermeyer et al., 2012). More formally, given a
sequence of words: w1, w2, ..., wT , the objective is to maximise the log probability
logP (wt+1 | wt, ..., w1, w0) for each t = 1, ..., T − 1. Each word wi in the sequence
is embedded into vector xi = Ewi and the sequence x1,x2, ...,xT−1 is the input of
an RNN. The model produces the hidden state ht and the output at at step t (See
Subsection 3.1.1, Eq. 3.2) and predicts the next word using a multiclass classifier
with a softmax function
P (wt+1 | wt, ..., w2, w1) = softmax (at)
The loss function for a sequence is the average of the negative log-likelihood of
predictions at all steps: L = 1
T
∑T−1
t=1 log p(wt+1 | wt, ..., w1). The matrix E and
all the parameters of the RNN model are learnt jointly by gradient descent and the
gradients are computed by the Back-propagation Through Time algorithm (Werbos,
1990). The embedding vector of the whole sentence can be retrieved by the last
hidden state hT or the average of all hidden state h1, ...,hT .
Other methods
Many other methods have been proposed for learning word and sentence embed-
ding. Extensions of Skip-gram were proposed in (Mikolov et al., 2013b) to improve
the embedding quality and the training speed, and to learn the representations of
phrases. Paragraph Vector (Le and Mikolov, 2014) represents each sequence of text
(a sentence, a paragraph or a document) as a fixed size vector, which is jointly
trained with the word embedding matrix to predict the next word in the sequence.
Kim et al. (Kim et al., 2016) proposed to model word representation by applying
a CNN layer followed by a Highway Network over its characters instead of a word
embedding matrix for the language modelling task with RNN, saving a huge num-
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ber of parameters while performing comparably with the state-of-the-art methods.
To effectively learn hierarchical representations in complex datasets, such as large
graphs, hyperbolic space is used to replace Euclidean vector space (Nickel and Kiela,
2017).
The main challenge of learning word embedding is the computation of the sofmax
function. For each next word prediction, the softmax computes the probabilities of
all words in the vocabulary, which is O (| V |) in time complexity. Work has been
proposed to reduce the time complexity of the softmax function such as hierarchical
softmax (Morin and Bengio, 2005), noise-contrastive estimation (NCE) (Gutmann
and Hyvärinen, 2012) and negative sampling(Mikolov et al., 2013b).
Node representation in networked data
Word embedding is widely applied in learning the representation of nodes in net-
worked data (Perozzi et al., 2014; Grover and Leskovec, 2016). These approaches
consider each node in the network as a unique word in a vocabulary and generate
random walks, which are sequences of nodes. Two adjacent nodes in a random walk
are neighbours in the network. Here, random walks can be seen as a set of sentences
and the representation of nodes can be learnt by applying Skip-gram to the random
walks. These methods have been empirically shown to be very effective in learning
representation of nodes in very large networks because of their scalability and their
ability to capture the neighbourhood similarity in the embedding vectors. However,
these approaches do not generalise well with new nodes as the embedding matrix is
fixed for the current nodes during training.
2.4 Structured Data
The most two basic types of structured data are sequences such as natural language,
speech and DNA, and grid data such as images. Deep learning has been successful
in modelling sequential data with Recurrent Neural Networks (RNNs) and grid data
with Convolutional Neural Networks (CNNs). In this thesis, we focus on modelling
more complex structures that have not been modelled properly by deep neural net-
works, such as episodic data with irregular timing and interventions, relational data
where samples are dependent, multiple input/output data and graph structured
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data where each sample is an irregular graph.
Episodic data An example of episodic data is Electronic Medical Records (EMRs).
A typical EMR contains a patient’s health history, which is a sequence of admissions
and each admission contains a set of diagnoses and interventions (e.g., medications
and procedures). The information in an EMR is not only the meanings of the di-
agnoses and the interventions themselves but also the interaction between them.
Interventions can reduce the patient’s illness and can also have long term impacts,
such as preventing future diseases or introducing toxicity. Irregular timing is also
an important factor that influences a patient’s illness, e.g., the more frequently a
patient is admitted to hospital, the more risk they may have. Existing RNN models
can only model the sequential structure in EMRs and ignore irregular timing and
intervention information (Lipton et al., 2016a; Choi et al., 2016a).
Relational data Many machine learning models assume that data instances are
independent. However, many types of data contain relations between instances, for
example, citations between papers, hyperlinks between web pages and connections
between users in a social network. They are called networked data or relational
data. The information about the relations in a networked dataset might be useful
for the instance classification, e.g., if a paper cites another paper, they are likely to
be in the same research field. Separating data into training and test sets is not only
for learning and testing processes but the training data also serve as background
knowledge during making inferences on the test set (Macskassy and Provost, 2007).
Multiple input/output data There are many data types in which, data samples
may consist of multiple inputs and outputs. These data types are called by different
names based on their characteristics, for example, videos containing different types
of input features such as audio and text description are multi-view data (Gönen and
Alpaydın, 2011); images tagged by multiple labels such as grass, animals and trees
are multi-label data (Zhang and Zhou, 2014); and communities in social networks
where each consists of a set of users are multi-instance data (Dietterich et al., 1997).
When data contain both multiple inputs and outputs, we have a joint setting, such as
images that have visual features and text description are tagged by multiple labels,
which are multi-view+multi-label data. Even though there are many data settings
and each has opened a research direction in machine learning, we observe that all
these settings share the same characteristic, which is the shared statistics or the
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correlations between input parts and outputs. Much research work has focused on
leveraging these correlations to improve the prediction performance but each model
is only designed for a specific data type.
Graph data Graphs are fundamental representations of the structure of the world.
Many structured data such as sequences, grids and trees are all special forms of
graphs. Many real-world data are in graph form such as molecules, social networks,
knowledge bases, genealogy trees and function calls in programs. Graph classifica-
tion is an important task that assigns labels to each graph. Traditional approaches
to graph classification are graph kernels (Vishwanathan et al., 2010) and graph fea-
ture engineering (Choetkiertikul et al., 2017). Deep learning offers powerful tools for
learning graph representation that turns a variable-size graph into a fixed-size vector
(or matrix). Such a representation works nicely with existing classifiers. Another
task is graph interaction (Skoraczyński et al., 2017; Olayan et al., 2017), which is
critical in biology and chemistry where we want to find if chemicals react or if a
drug binds some particular proteins.
2.5 Closing Remarks
We have briefly reviewed the related background necessary for this thesis. We have
provided an overview of the most basic form of neural networks and the training
procedure with back-propagation and gradient descent, followed by a review of the
popular regularisation methods used in deep neural networks, embedding methods
and different complex data structures. In the next chapter, we narrow the subject
to the main focus of this thesis, Recurrent Neural Networks (RNNs) (Rumelhart
et al., 1986) and their extensions that leverage the models to solve a wide range of
difficult tasks with better training.
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Chapter 3
Recurrent Neural Networks
In this chapter, we briefly review a family of Recurrent Neural Networks (Rumelhart
et al., 1986), upon which this thesis is built, and an extension for the speed up train-
ing. In what follows, we start from the most basic form of RNNs and different RNN
models for several specific tasks in Section 3.1. We then review Gated RNNs, a class
of models with the gating mechanism to solve the long-term dependency in RNNs
in Section 3.2, and describe p-norm gate, our contribution to the gating mechanism
for faster training in Section 3.3. Finally, we describe two recent advancements for
RNN models, which are the attention mechanism and memory-augmented networks
and summarise the real-world applications of RNNs.
3.1 RNN Family
Recurrent Neural Networks (RNNs) are a family of neural networks allowing self-
loop connections and shared parameters across different time steps. The first version
of RNNs was introduced in (Rumelhart et al., 1986). RNNs can be used to model
sequential structures such as a sequence of words in a sentence, a sequence of sen-
tences in a paragraph and a sequence of sounds in a speech; or perform iterative
estimation. While an FNN can only map an input vector into an output vector, an
RNN is able to map a sequence of inputs into an output or a sequence of outputs.
Performing iterative estimation, RNNs can replace FNNs for vector-to-vector map-
ping, where an RNN acts as a function estimator that has feedback connections and
operations repeated over computational steps. RNNs maintain distributed continu-
ous states with deterministic dynamics. The recurrent connections allow an RNN to
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memorise previous inputs, and therefore capture longer dependencies than a hidden
Markov model. In this section, we first review the traditional version of RNNs and
two variants using multiple RNNs, which are bidirectional RNNs and Deep RNNs.
Then, we describe a generalisation of RNNs from chains to trees (Recursive Neural
Networks) and an encoder-decoder RNNs for sequence-to-sequence mapping. The
section ends with a discussion on the challenges of RNNs.
3.1.1 Vanilla RNNs
Figure 3.1 illustrates a typical RNN that maps a sequence of input vectors to a
sequence of outputs. RNNs can also map a sequence of inputs to a single output or
an input to a sequence of outputs, which is discussed later in this subsection.
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Figure 3.1: A typical Recurrent Neural Network and (Right) an RNN unfolded in
time that maps a sequence of input vectors to a sequence of labels. Each RNN unit
at time step t reads an input xt and the previous hidden state ht−1, then generates
an output at and predicts the label y˜t.
Forward propagation
RNNs are capable of processing a sequence of input vectors x1,x2, ...,xT . An RNN
unit has three connections: a recurrent connection from the previous hidden state to
the current hidden state (ht−1 → ht), an input-to-hidden-state connection (xt → ht)
and a hidden-state-to-output connection (ht → at). At time step t, the model reads
the input xt ∈ RM and previous hidden state ht−1 ∈ RK to compute the hidden
state ht (Eq. 3.1). Thus ht summarises the information from all the previous inputs
x0,x1, ...,xt. The output at ∈ Rk (Eq. 3.2) is generated by a transformation function
of ht, where k is the number of classes in the classification tasks. To predict the
label y˜t, at is passed through a function fprob (See Subsection 2.1.1 for details) to
compute the probability of each class given the input.
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The weighted matrices W ∈ RK×M , U ∈ RK×K and V ∈ Rk×K and bias vectors
b and c are shared among all time steps. This allows the model to learn with
varied-length sequences and produce an output at at each time step as follows:
ht = g (Wxt + Uht−1 + b) (3.1)
at = c+ V ht (3.2)
At step 0, there is no previous hidden state and h0 is computed as g (b+Wx0).
Back-propagation
RNNs can be trained to minimise the loss function using gradient descent. The
derivatives with respect to the parameters can be determined by the Back-Propagation
Through Time algorithm (Werbos, 1990). This algorithm obtains the gradients by
the chain rule like standard back-propagation (See Appendix A.1.1 for more details).
3.1.2 RNNs for different settings
RNNs for sequence-to-sequence mapping In problems with sequential out-
puts, the task is to predict a label for each input vector such as Named Entity Recog-
nition (Lample et al., 2016) and Part-of-Speech Tagging (Perez-Ortiz and Forcada,
2001) in NLP, where we want to name each word in a sentence to an entity or classify
each word to noun, verb or adverb. Each sequence of inputs x1, ...,xT corresponds
to a sequence of label y = [y1, ..., yT ], where yt ∈ [0, 1, .., k − 1] for t = 1...T and k
is the number of classes. Hence, at each time step, the RNN returns an output at
and passes it to a sigmoid function if the label is a binary or softmax function if
the label is multiclass to compute the probability P (y˜t | x1:t) of the label given all
input vectors so far:
P (y˜t | x1:t) = fprob(at) (3.3)
The total loss for a sequence and its corresponding labels is the sum of the losses
over all time steps:
L (y | x) =
n∑
t=1
Lt (y˜t = yt | x1:t) = −
n∑
t=1
logP (y˜t = yt | xt)
3.1. RNN Family 32
RNNs for sequence classification RNNs can be used for sequence classification
tasks with only an output for each sequence. Examples of sequence classification are
sentiment analysis (Tang et al., 2015; Lai et al., 2015) where each sentence is classi-
fied by one of negative, neutral and positive labels and spam detection where each
email is labelled as being spam or non-spam email. We need to retrieve a summation
vector h from all hidden vectors h1, ...,hT and pass it to a classifier such as logistic
regression or an FNN. h can be simply the last hidden state hT or computed by a
simple mean-pooling strategy over all output states: h = 1
T
∑T
t=1 ht coupled with a
differentiable loss function. For example, in the case of binary outcome y ∈ {0, 1},
we have:
P (y = 1 | x1:T ) = LR (h) (3.4)
where LR denotes the probability estimated by the logistic regression.
RNNs for single input and sequential output As previously discussed, RNNs
read a sequence of input vectors x1, ...,xT and predict an output y or a sequence of
corresponding outputs y1, ..., yT . However, in some applications, we need to build
a machine learning model to map a single input vector x to a sequence of outputs,
for example, image captioning (Vinyals et al., 2015b) where the input is a flattened
vector of an image and the output is a sentence. RNNs can handle this problem by
simply ignoring the input from the second step ht = g (Uht−1 + b) for t = 2, ..., T
or feeding x to every step ht = tanh (Wx+ Uht−1 + b). The output yt at each step
is still computed from the output at (Eq. 3.3).
3.1.3 Encoder-decoder RNNs
As discussed in Subsection 3.1.1, RNNs model sequence-to-sequence mapping where
the alignment between inputs and outputs is known, e.g., each input in the sequence
has a corresponding output. However, there is a class of problems that is necessary
to map a sequence to another sequence of a different length without a clear alignment
between them. For example, we want to predict future/upcoming frames in a video
given the previous frames. The number of future frames does not need to be the
same as the previous ones. In machine translation, we want to translate a source
sentence in a language to a target sentence in another language. The lengths and
the orders of words in the two sentences are usually different. The encoder-decoder
RNN (Cho et al., 2014b) is a structure to handle these problems with an encoder
RNN that summarises the variable-length input sequence x = [x1, ...,xT ] to a fixed-
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size representation vector c and a decoder RNN that generates the variable-length
output sequence y = [y1, ..., yT ′ ] from the encoded vector c, where T and T ′ are the
length of the input and the output sequences, respectively, and T and T ′ can be
different.
The encoder is an RNN that processes the input sequence x1, ...,xT and produces
the sequence of hidden states h1, ...,hT (Eq. 3.1). The encoder RNN returns the
summation vector c as the last hidden state hT . The decoder is another RNN that
generates the output sequence y1, ..., yT ′ from vector c. At each step t, the decoder
computes a hidden state h′t = f
(
c,h′t−1, yt−1
)
. h′t−1 is then passed to a probabilistic
function to compute the probability of the output.
The parameters of both the encoder and decoder are jointly trained to maximise
the average loss over all samples in the training dataset. The loss function for each
sample is the negative log of the conditional probability of the output sequence given
the input sequence:
L (x | y) = −logP (y1, ..., yT ′ | x1, ...,xT )
= −
T ′∑
i=1
logP (yi | y1:i−1,x1, ...,xT )
The encoder-decoder architecture has been widely applied in machine translation
(Cho et al., 2014b,a; Sutskever et al., 2014), where the source and the target sen-
tences are sequences of discrete words. Before being passed to the encoder RNN,
the input words are embedded into continuous vectors using an embedding matrix
(see Section 2.3 for more details). The embedding matrix is jointly learnt with the
parameters of the encoder and the decoders during training. A challenge for ma-
chine translation is that given the source sentence, the model does not have prior
knowledge of the length of the target sentence. To handle this situation, a spe-
cial end-of-sentence symbol is added at the end of every sentence. The generation
process will be terminated when the decoder generates the end-of-sentence symbol.
Another extension that boosts the performance of the encoder-decoder structure on
machine translation tasks is to reverse the order of the words in the source sentence
(Sutskever et al., 2014), so that the orders of words in the source and the target
sentences are fairly symmetric, enabling the gradient to easily estimate the path be-
tween the input and the output. The encoder-decoder RNN structure can be used
in an unsupervised manner to learn the representation of data, such as sequential
autoencoders (Dai and Le, 2015; Srivastava et al., 2015a), where the encoder embeds
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the input sequence into a vector and the decoder reads the vector to generate back
the input sequence, and future prediction models (Srivastava et al., 2015a), where
the encoder reads the first part of the sequence and the decoder tries to predict the
latter part.
A bottleneck of the model is that it needs to compress sufficient information of the
input sequence in the fixed-size representation vector c and then use the vector to
generate a good output sequence. The performance might be hurt when the input
and the output sequences are very long (Cho et al., 2014a). Attention mechanism
is an effective solution for the issue, which will be discussed in detail in Section 3.4
3.1.4 Bidirectional RNNs
Traditional RNNs are based on an assumption that the output at a step is dependent
on the current and previous inputs. To predict a label yt, an RNN summarises all
inputs x1, ...,xt to the hidden state ht for prediction. However, in many sequential
data, the dependencies between inputs and outputs might be more complex, e.g.,
an output depends not only on the previous inputs but also on the future inputs or
on the whole sequence. For example, in handwriting recognition, an unclear letter
can be recognised more easily if the information of the letters located before and
after it is given. The sequential structure of standard RNNs prevents the current
representation reaching the future inputs.
Bidirectional RNNs were first proposed in (Schuster and Paliwal, 1997) to address
this limitation by introducing a backward RNN with the hidden states connecting in
the opposite direction of the standard RNN. The computational order is backward
from the last input to the first. At each time step t = T, ..., 1, the hidden state of the
backward RNN zt is computed by the current input xt and the hidden state zt+1.
We have: zt = g (Wbxt + Ubzt+1 + bb). At the last step T , the hidden state zT+1
is initialised by a vector of zeros. The backward RNN is then combined with the
standard RNN to produce a representation vector for each step in the sequence. This
representation is then used to produce the output at, hence, at is now a function
of both the forward hidden state ht and the backward hidden state zt. As zt is
a function of all future inputs xt, ...,xT , the output at contains the information of
both the past and the future. This also means the model embeds the surrounding
context of a current input to the hidden representation, providing more information
for the prediction.
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Bidirectional RNNs have been shown to outperform its standard version and have
been successfully implemented in many applications such as bioinformatics (Baldi
et al., 1999), handwriting recognition (Graves et al., 2008, 2009), speech recognition
(Graves et al., 2005, 2013) and neural machine translation (Sundermeyer et al., 2014;
Bahdanau et al., 2015).
3.1.5 Deep RNNs
The depth in an FNN (See Subsection 2.1.1) is clearly defined by the number of
hidden layers, which is a hyper-parameter predefined before training and shared for
all training samples. Unlike FNNs, the depth of an RNN is somewhat ambiguous
(Pascanu et al., 2014). If we consider the number of steps in an RNN is its depth,
the RNN can be very deep, depending on the length of the input sequence. How-
ever, if we consider the depth at each time step from an input to its output, the
RNN is quite shallow. At each time step, the hidden state ht is a non-linear trans-
formation of the previous hidden state ht−1 and the current input xt. We have:
ht = g (Wxt + Uht−1 + b). The hidden state ht can be seen as the output of a
single hidden layer FNN of the input xt. Hence, ht is a rather shallow function of
the input xt. Similarly, the hidden state ht is a shallow function of the previous
hidden state ht−1 and the output at is a shallow function of the hidden state ht.
Multiple methods have been proposed to deepen RNNs, leading to more expressive
models. Deep RNNs can be built by stacking multiple recurrent layers on top of each
other (Schmidhuber, 1992; El Hihi and Bengio, 1996). Instead of a single hidden
state ht for each time step, we have L layers of hidden states
(
h1t , ...,h
L
t
)
. At each
time step t, the hidden state for each layer i can be computed by a transformation
of the hidden states from the previous step at the same layer and from the previous
layer at the same step: hit = g
(
W ihi−1t + U ihit−1 + bi
)
for i = 1, ..., L. When i = 1,
hi−1t is set by the input xt. The output at is now obtained by a transformation of
the hidden state at the last layer: at = V hLt + c. With this structure, at each step
t, the output at is now a deep neural network of the input xt with L intermediate
hidden layers.
Other approaches are to deepen the transitions: (i) from the input xt to the hidden
state ht, (ii) from the hidden state ht−1 to ht and (iii) from the hidden state ht to
the output at (Pascanu et al., 2014). For example, instead of directly feeding xt as
the input for ht, we first construct a deep FNN F of L hidden layers that takes xt
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as the input and then use the last hidden layer of the network F as the input for
ht. The parameters of F are jointly learnt with the parameters of the RNN during
training. A similar technique can be applied to the transitions from ht−1 to ht and
from ht to at. Empirical evaluation has shown that RNNs also benefit from deep
architectures like FNNs.
3.1.6 Recursive neural networks
Recursive neural networks (Pollack, 1990) are deep neural networks that process
an input sequence following the tree structure, rather than the chain structure like
RNNs. A simple structure of recursive networks is illustrated in Figure 3.2. Instead
of sequentially reading an input and inferring the corresponding hidden state, the
recursive network considers the inputs as leaves and the hidden states as the inner
nodes in the recursive tree. First, each input vector xt is transformed to a hidden
state ht of the same dimension with the inner node hidden state. Each inner node
in the tree has at most two children and the representation of the inner node is
a function of its children. For example, the inner node zt can be computed by
zt = tanh (Wzt1 + Uzt2 + b), where zt1 and zt2 are the hidden states of the children,
which are ht1 and ht2 when the children are leaves.
𝒉1 𝒉2 𝒉3 𝒉4
𝒛1 𝒛2
𝒛3
𝑦
𝑥1 𝑥2 𝑥3 𝑥4
Figure 3.2: Recursive neural networks.
We can see that the computational cost of recursive networks is twice that of an RNN
for the same input sequence. However, recursive networks have a clear advantage
over RNNs, in that the depth is significantly reduced from T to log (T ) for an
input sequence of length T . This might help to avoid the difficulty of long-term
dependencies, which will be discussed in Subsection 3.1.7. Hence, recursive networks
can be used to replace RNNs to model the sequential data. In this case, the data do
not have a tree structure so we can construct a balanced binary tree from the input
sequence.
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In many applications, we can actually find appropriate tree structures for the data
such as parse trees of sentences in natural language processing (Socher et al., 2013)
or abstract syntax trees in software code (Dam et al., 2018). The structure of the
recursive network can be fixed to the tree structure of the data. An extension of
recursive neural networks is Tree-structured LSTMs (Tai et al., 2015), which deals
with tree structured data whose inner nodes have their own inputs and an arbitrary
number of children. Tree-structured LSTMs are used for the language modelling
task on the abstract syntax trees of software code (Dam et al., 2018), in which the
model predicts the input of an inner node from its children.
3.1.7 Challenges and solutions
With more non-linear hidden layers, deep networks can theoretically model func-
tions with higher complexity (Choromanska et al., 2015). However, learning stan-
dard FNNs with many hidden layers is notoriously difficult (Larochelle et al., 2009).
Likewise, standard RNNs suffer from vanishing gradients for long sequences (Hochre-
iter et al., 2001), making gradient-based learning ineffective. A major reason is that
many layers of non-linear transformations prevent the data signals and the gradi-
ents from flowing easily through the network. In the forward direction from data
to outcomes, a change in data signals may not lead to any change in the outcomes,
leading to the poor credit assignment problem. In the backward direction, a large
error gradient at the outcomes may not be propagated back to the data signals.
As a result, learning stops prematurely without returning an informative mapping
from inputs to outputs. There have been several effective methods to tackle the
problem. The first line of work is to use non-saturated non-linear transforms such
as rectified linear units (ReLUs) (Glorot et al., 2011; He et al., 2015; Goodfellow
et al., 2013), whose gradients are non-zeros for a large portion of the input space.
Another approach that also increases the level of linearity of the information propa-
gation is through a gating mechanism (Hochreiter and Schmidhuber, 1997; Graves,
2013). The gates are extra control neural units that let part of the information pass
through a channel. They are learnable and have played an important role in state-
of-the-art FNN architectures such as Highway Networks (Srivastava et al., 2015b)
and Residual Networks (He et al., 2016), and recurrent architectures such as such
as Long Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997; Graves,
2013) and Gated Recurrent Unit (GRU) (Cho et al., 2014a). In the next section,
we review a family of models that utilise the gating mechanism.
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Long sequences also prevent RNNs from learning a sufficient representation for pre-
diction tasks. When a summation representation of the whole sequence is needed,
to simple solutions are to return the last hidden state and the mean pooling of all
hidden states (See Subsection 2.1.1 for more details). However, neither method can
provide an adequate representation for long sequences. In the former solution, the
inputs far from the end of the sequence are not well embedded in the last hidden
state due to multiple non-linear transformations; and in the latter solution, all hid-
den states are equally considered in the mean pooling regardless of their different
contributions to the output. Another drawback is that in many tasks, we only
need to retrieve a small part of information in a very long sequence, hence using
a summation representation is not appropriate. In Sections 3.4 and 3.5), we de-
scribe the attention mechanism and the memory-augmented RNNs, which address
the above-mentioned limitations of RNNs.
3.2 Gated RNNs
Gating (Hochreiter and Schmidhuber, 1997; Graves, 2013) is one the most effective
approaches to tackle the problem of long-term dependency and non-linear transfor-
mations in deep neural networks. This mechanism increases the level of linearity
of the information propagation by creating gates that allow part of information to
pass through the network. They are learnable, and have played an important role
in state-of-the-art FNN architectures such as Highway Networks (Srivastava et al.,
2015b) and Residual Networks (He et al., 2016), and recurrent architectures such
as Long Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997; Graves,
2013) and Gated Recurrent Unit (GRU) (Cho et al., 2014a). In this section, we
review three gated models: LSTM, GRUs and Highway Networks. LSTM was first
introduced in 1997 (Hochreiter and Schmidhuber, 1997) but has only become a
state-of-the-art in sequential models in recent years (Graves et al., 2009; Graves,
2013; Graves et al., 2013; Dai and Le, 2015). Highway Networks and GRUs are two
extensions of LSTM (Srivastava et al., 2015b; Cho et al., 2014b). While Highway
Networks were first proposed to extend FNNs, they can be used as recurrent models
for single vector input in an iterative estimation scheme.
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3.2.1 Long Short-Term Memory
A Long Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997) is a mod-
ified version of RNNs to address the problem of long-term dependencies. Central to
an LSTM is a linear self-loop memory cell allowing gradients to flow easily through
long sequences. The memory cell is gated to moderate the amount of information
flowing into or from the cell. LSTMs have been significantly successful in many appli-
cations, such as machine translation (Sutskever et al., 2014), handwriting recognition
(Graves et al., 2008) and speech recognition (Graves et al., 2013).
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Figure 3.3: An LSTM unit that reads input xt and the previous output state ht−1and
produces an output state ht. A unit has a memory cell ct, an input gate it, an output
gate ot and a forget gate f t.
An LSTM unit (as illustrated in Figure 3.3) has a memory cell that has state ct ∈
RK at time t. The information flowing through the memory cell is controlled by
three gates: an input gate, a forget gate and an output gate. The input gate
it ∈ RK controls the input flowing into the cell, the forget gate f t ∈ RK controls the
forgetting of the memory cell, and the output gate ot ∈ RK moderates the output
flowing from the memory cell. Before describing detailed formulas, we denote the
element-wise sigmoid function of a vector by σ and the element-wise product of two
vectors by ∗.
The three gates are all sigmoidal units that set every element of the gates to a value
between 0 and 1:
it = σ (Wixt + Uiht−1 + bi) (3.5)
f t = σ (Wfxt + Ufht−1 + bf ) (3.6)
ot = σ (Woxt + Uoht−1 + bo) (3.7)
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where W{i,f,o}, U{i,f,o}, b{i,f,o} are parameters. The gates control the amount of
information passing through, from full when the gate value is 1, to complete blockage
when the value is 0.
At each time step t, the input features are first computed by passing input xt ∈
RMand the previous hidden state ht−1 ∈ RK through a squashing tanh function:
c˜t = tanh (Wcxt + Ucht−1 + bc) (3.8)
The memory cell is updated by partially forgetting the previous memory cell and
reading the moderated input features as follows:
ct = f t ∗ ct−1 + it ∗ c˜t (3.9)
The memory cell sequence is additive, and thus the gradient is also updated in a
linear fashion through the chain rule. This effectively prevents the gradient from
vanishing or exploding. The memory cell plays a crucial role in memorising past
experiences through the learnable forgetting gates f t. If f t → 1, all the past memory
is preserved, and the new memory keeps updated with new inputs. If f t → 0, only
new experience is updated and the system becomes memoryless.
Finally, a hidden output state ht is computed based on the memory ct, gated by
the output gate ot as follows:
ht = ot ∗ tanh (ct) (3.10)
Note that since the system dynamic is deterministic, ht is a function of all previous
input: ht = LSTM(x1:t). The output states are then used to generate outputs.
The role of the forget gate is crucial in an LSTM unit as it creates a shortcut for
the previous information flowing easily through the network. As the values of f t are
in the range (0, 1), a small portion of previous memory cells still add to the current
memory cell, for example, at step t, the contribution of the first memory cell to the
current memory state is f 2 ∗ ... ∗ f t ∗ c1. This enables the gradients to flow more
directly to the inputs of the first steps, hence, effectively capturing the long-term
dependency in long sequences.
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3.2.2 Gated Recurrent Units
A Gated Recurrent Unit (GRU) (Cho et al., 2014b,a) is a simpler variant of LSTMs
(see Figure 3.4(a) for an illustration), which also has multiple gates to control the
information flow of inputs, preventing the gradients from vanishing and capturing
longer dependencies in the input sequence. At each step t, the model computes a
candidate hidden state h˜t as follows:
rt = σ (Wrxt + Urht−1 + br)
h˜t = tanh (Whxt + Uh (rt ∗ ht−1) + bh)
where rt is a reset gate that controls the information flow of the previous state to the
candidate hidden state. When rt is close to 0, the previous hidden state is ignored
and the candidate hidden state is reset with the current input, allowing the model
to erase any irrelevant information from the previous step.
GRUs then define an update gate as a sigmoid function of the current input xt and
the previous hidden state ht−1:
α = σ (Wαxt + Uαht−1 + bα)
which controls how much information from the previous step is brought to the
current step, similar to the forget gate in LSTMs. The hidden state ht at current
step is computed as ht = α∗ht−1 +(1−α)∗h˜t. Here, GRUs do not have an explicit
input gate but 1−α is used as the gate to control the new information updated in
the current step. Hence ht is a linear interpolation of the candidate hidden state and
the previous hidden state. This prevents the amount of information in the hidden
states from exploding. In the LSTM unit, the new memory cell is updated with
the previous memory and the new input, controlled by two independent gates: the
forget gate and the input gate. The two gates, as they are independent, can be both
close to 1, leading the values in the memory cell to easily explode so LSTM controls
the problem by an output gate. Hence, GRUs may be more efficient than LSTM
in learning the long-term dependency. Another advantage of GRUs compared with
LSTMs is that GRUs have less parameters, allowing the model to run faster and not
to overfit easily. Empirical experiments have revealed that GRUs are comparable to
LSTMs in performance and are more efficient in training (Chung et al., 2014).
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Figure 3.4: (a) A GRU. (b) A Highway Network. In both models, the current hidden
state ht is the sum of candidate hidden state h˜t moderated by α1 and the previous
hidden state ht−1 moderated by α2.
3.2.3 Highway Networks
A Highway Network (Srivastava et al., 2015b) is an extension of FNNs with a gating
mechanism inspired by LSTM. It can be a recurrent model for the input vector (See
Subsection 3.1.2) by parameter sharing, resulting in a compact model. Training very
deep FNNs remains difficult for several reasons. First, the number of parameters
grows with the depth of the network, which leads to overfitting. Second, the stack of
multiple non-linear functions makes it difficult for the information and the gradients
to pass through.
In Highway Networks, the activation function is modified by adding sigmoid gates
that let information from lower layers pass linearly through. Figure 3.4(b) illustrates
a Highway Network layer. The modification requires that all the hidden layers have
the same hidden units k. The bottom layer is identical to that of standard FNNs.
The second modification defines a candidate hidden state h˜t ∈ Rk as the usual
non-linear transform:
h˜t = g (Wht−1 + b)
whereW and b are the parameter matrix and the bias vector that are shared among
all hidden layers. Finally, the hidden state is gated by two gates α1,α2 ∈ [0, 1]k as
follows
ht = α1 ∗ h˜t +α2 ∗ ht−1 (3.11)
for t ≥ 2. The two gates α1 and α2 are sigmoid functions and can be independent,
3.3. p-norm Gating Mechanism 43
where α1 = σ (U1ht−1 + c1) and α2 = σ (U2ht−1 + c2) or summed to unit element-
wise, e.g., 1 = α1 + α2, similar to the update of the hidden state in GRUs. The
latter option was used in the paper of Highway Networks (Srivastava et al., 2015b).
Gate α1 is called the transform gate as it controls how much the non-linear trans-
formation of the input contributes to the output and the gate α2 is the carry gate,
which carries part of the information from the previous layer to the current layer.
The part α2 ∗ ht−1, which is called carry behaviour, makes the information from
the layers below easily pass through the network. This behaviour also allows the
back-propagation to compute the gradient more directly to the input. With the
learnable gates, the model can smoothly choose to prefer one of the two behaviours.
The transformation part helps the model learn more complex functions while the
carry part ensures the gradient remains easy to compute.
When the model is trained in several first steps, the random initialisation may
make the non-linear transformation very difficult to train, therefore, increasing the
linearity in the model may speed the training. The authors proposed to initialise the
bias of the transform gates with negative values, e.g., the bias vector b is initialised by
-1s instead of 0s as normal. The initialisation forces the transform gate values to be
close to zeros, which increases the values of the carry gates, making the information
from low layers flow more easily in the network. This allows the networks to be very
deep (up to a thousand of layers) without adversely impacting the performance too
much.
3.3 p-norm Gating Mechanism
We discussed the effectiveness of the gating mechanism in Section 3.2. However,
there is limited work which analyses the role of gating in the learning process. In
this section, we review our contribution to the gating mechanism - a flexible p-
norm gating scheme (Pham et al., 2016), which allows user-controllable flow and as
a consequence, improve the learning speed. This scheme subsumes other existing
gating schemes, including those in GRU and Highway Networks.
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3.3.1 p-norm gating
Although the details of the aforementioned gated architectures differ, they share a
common gating scheme. More specifically, let ht be the activation vector of size K
(or memory cells, in the case of LSTM) at computational step t, where t can be
the index of the hidden layer in FNNs, or the time step in recurrent networks. The
updating of ht follows the following rule:
ht ← α1 ∗ h˜t +α2 ∗ ht−1 (3.12)
where h˜t is the non-linear transformation of ht−1 (and the input at t if given),
α1,α2 ∈ [0, 1]k are gates and ∗ is point-wise multiplication. When α2 > 0, there
is a part of the previous activation vector copied into the new vector. Thus the
update has a nonlinear part (controlled by α1) and a linear part (controlled by α2).
The nonlinear part keeps transforming the input to more complex output while the
linear part retains a part of the input to pass across layers much easier. The linear
part effectively prevents the gradient from vanishing even if there are hundreds of
layers. For example, Highway Networks can be trained with more than 1000 layers
(Srivastava et al., 2015b), which was previously impossible for FNNs.
This updating rule opens room to study relationship between the two gates α1
and α2, and there has been limited work in this direction. Existing work includes
the Residual Networks with α1 = α2 = 1, hence the h˜t plays the role of the
residual. For the LSTM, there is no explicit relation between the two gates. The
GRU and the work reported in (Srivastava et al., 2015b) use α1 + α2 = 1, which
leads to less parameters compared to the LSTM. This part focuses on the latter,
and aims to address the inherent drawback in this linear relationship. In particular,
whenα1 approaches 1 with rate λ, α2 approaches 0 with the same rate, and this may
prevent the information passing too early. During learning, the gates might become
more specialised and discriminative, and this same-rate convergence may block the
information from the lower layer passing through at a high rate. The learning speed
may suffer as a result.
To this end we propose a more flexible p-norm gating scheme, where the following
relationship holds:
(αp1 +αp2)
1
p = 1, equivalently: α2 = (1−αp1)
1
p (3.13)
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for p > 0, where the norm is applied element-wise. This introduces just one an
extra controlling hyper-parameter p. When p = 1, the scheme returns to the original
gating in Highway networks and GRUs.
The dynamics of the relationship of the two gates as a function of p is interesting.
For p > 1 we have α1+α2 > 1. This increases the amount of passing information for
the linear part. To be more concrete, let α1 = 0.9. For the linear gates relationship
with p = 1, there is a portion of α2 = 0.1 of old information passing through each
step. But for p = 2, the passing portion is α2 = 0.4359, and for p = 5, it is
α2 = 0.865. When p → ∞, α2 → 1, regardless of α1 as long as α1 < 1. This is
achievable since α1 is often modelled as a logistic function. When p→∞, α2 → 1,
the activation of the final hidden layer loads all the information of the past without
forgetting. Note that the ImageNet winner 2015, the Residual Network (He et al.,
2016), is a special case with α1,α2 → 1.
On the other hand, p < 1 implies α1 + α2 < 1, the linearity gates are closed at a
faster rate, which may prevent information and gradient flow passing easily through
the layers.
3.3.2 Behaviour of the p-norm gates
p-norm gates were used in experiments with Highway Networks for classification
tasks on vector data and GRUs for language modelling on sequential data. Here we
discuss the behaviour of p-norm gates in Highway Networks on two UCI classification
datasets: MiniBoo and Sensorless. The first is a binary classification task where data
were taken from the MiniBooNE experiment and used to classify electron neutrinos
(signal) from muon neutrinos(background). The second dataset was extracted from
motor current with 11 different classes. For more experiment details and the results
on sequential datasets with GRUs, please refer to (Pham et al., 2016).
Training curves Figure 3.5 shows the training curves on two training sets with
different values of p. The loss function is measured by the negative-log likelihood.
The training costs with p = 2 and p = 3 decrease and converge much faster than the
ones with p = 0.8 and p = 1. In the MiniBoo dataset, training with p = 2 and p = 3
only needs 20 epochs to reach 0.3 nats, while p = 1 needs nearly 100 epochs and
p = 0.8 does not reach that value. The pattern is similar in the Sensorless dataset,
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the training loss for p = 1 is 0.023 after 100 epochs, while for p = 2 and p = 3, the
losses reach that value after 53 and 44 epochs, respectively. The training for p = 0.5
was largely unsuccessful so we do not report it here.
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Figure 3.5: Learning curves on training sets. (a) MiniBoo dataset. (b) Sensorless
dataset.
Learning speed and prediction results The prediction results on the validation
sets are reported in Table 3.1. To evaluate the learning speed, we report the number
of training epochs to reach a certain benchmark with different values of p (the
second column in Table 3.1). We also report the results after 100 epochs (the third
column in Table 3.1). For the MiniBoo dataset (Table 3.1(a)), p = 0.8 does not
reach the benchmark of 89% of best F1-score, p = 1 needs 94 epochs while both
p = 2 and p = 3 need 33 epochs, nearly 3 times faster. For the Sensorless dataset
(Table 3.1(b)), p = 3 has the best result and needs only 35 epochs to achieve 99%
of macro F1-score while p = 1 and p = 2 need 77 and 41 epochs, respectively.
Table 3.1: Results on validation sets. The second column is the number of epochs
to reach a benchmark measured by F1-score (%) for MiniBoo and macro F1-score
(%) for Sensorless. The third column is the results after running 100 epochs.
(a) MiniBoo dataset (b) Sensorless dataset
p epochs to 89% F1-score (%)
0.8 N/A 88.5
1 94 89.1
2 33 90.2
3 33 90.4
p epochs to 99% macro F1-score (%)
0.8 92 99.1
1 77 99.4
2 41 99.7
3 35 99.7
Visualisation of the gates Figure 3.6 illustrates how 50 channels of the two
gates open through 10 layers with different values of p for a randomly chosen data
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instance in the test set of MiniBoo. Recall from Subsection 3.3.1 that α1 and α2
control the amount of information in the non-linearity part and the linearity part,
respectively and αp1 +αp2 = 1. It is clear that the larger the value of p, the more the
two gates open. Interestingly, the values of most channels in gate α2 are larger than
the ones in the gate α1 for all values of p. The model seems to prefer the linearity
part. More interestingly, there is a gradual change in gates over the layers, although
gates between layers are not directly linked. At the lower layers, gates are more
uniform, but obtain more informative near the top (which is closer to the outcome).
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Figure 3.6: The dynamic of 50 channels of the two gates through 10 layers with
different p.
Evaluating the effect of p We have demonstrated in both Highway Nets that
training is faster with p > 1. However, we question whether a larger value of p
always implies better results and faster training? For example, as p→∞, we have
α1 → 1, α2 → 1 and the activation at the final hidden layer contains a copy of
the first layer and all other candidate states: hT = h1 +
∑T
t=2 h˜t. This means
the magnitude of hidden states is not properly controlled in deeper networks. To
evaluate the effectiveness of p, we conducted experiments on the MiniBoo dataset
with p = 0.8, 1, 2, ..., 8 and networks with depths of 10, 20, 30. We found that the
model works very well for all values of p with 10 hidden layers. When the number
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of layers increases (say 20 or 30), the model only works well with p = 2 and p = 3.
This suggests that the proper control of the hidden state norms may be needed for
very deep networks and widely open gates.
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Figure 3.7: Results on Miniboo dataset with different p and different number of
layers
3.4 Attention Mechanism
The attention mechanism (Larochelle and Hinton, 2010; Denil et al., 2012; Ranzato,
2014) is one of the most advanced techniques in deep neural networks, which is
loosely inspired by the attention in the human brain. The human attention process
has been well-studied (Posner and Petersen, 1990) in neuroscience. One of the roles
of the attention system in the human brain is to focus on the important or most
relevant parts of inputs to compute the necessary outputs. For example, human eyes
often pay attention to objects rather than the background in an image and skim
text by looking at important words and ignoring all unimportant ones. In many
machine learning tasks such as image classification and sentiment analysis, using a
hidden state vector to represent the whole image or the whole sentence might not
be effective as irrelevant information is also embedded in the representation vector.
The attention mechanism enables the model to focus on certain regions in the image
or look for certain sentiment words in the sentence that are relevant to the task. In
this section, we review the attention model, its variants and its utilisation in RNN
models for different learning tasks.
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3.4.1 Attention model
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Figure 3.8: Attention mechanism on a set of vectors h1,h2, ...,hn given a context
c.
An example of the attention model is illustrated in Figure 3.8 for the task of aggre-
gating a summation vector z from a variable-size set of vectors h1,h2, ...,hn given
a context c. h1, ...,hn can be a sequence of hidden states generated from an RNN,
the representations of n parts of an image, or the feature vectors of a set of ob-
jects/instances. The aggregation task can be employed by a simple sum or mean
pooling, which treats every vector as being of equal importance. On the other hand,
the attention mechanism computes a summation vector z as a weighted sum of all
vectors, where each vector hi has a weight pi measuring the contribution of hi to
the summary vector. pi is a probability such that
∑n
i=1 pi = 1:
ai = tanh (Wahi + Uac+ ba) (3.14)
pi = softmax
(
u>ai
)
(3.15)
z =
n∑
i=1
pihi (3.16)
where ai integrates the information from the context c and the vector hi and u
is a parameter vector used to measure the contribution of each vector hi to the
summation vector. With learnable weights Wa, Ua, ba and u, the model can learn
to collect the most important information pieces. This mechanism is also called
soft attention as all the vectors make a contribution to the summation vector. The
complexity of the attention is O(n). To enrich the information summarised from
attention models, multiple attention can be employed to extract different aspects of
input (Lin et al., 2017; Veličković et al., 2018).
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Another version is hard attention, in which the summation vector is chosen from the
set of vectors h1, ...,hn with the highest probability or randomly with probability
pi for each vector hi:
zhard = hargmax(pi)
or
zhard = hrand(i|pi)
Hard attention is useful when the tasks are choosing an element from input such as
searching, sorting and merging.
3.4.2 Hierarchical attention
In some particular cases, the vectors h1, ...,hn follow a hierarchical structure, e.g.,
a document is a sequence of sentences and each sentence is a sequence of words, or
the number of vectors in the set is very large, e.g., a sorting problem on an array
with thousands of values. In the first case, the original attention model is unable to
handle the structure of the input and in the latter, the computational complexity
of the attention is huge. In this subsection, we review two hierarchical attention
architectures to solve these two challenges.
Attention for hierarchical structures Hierarchical Attention Networks (HAN)
(Yang et al., 2016) were proposed to capture the hierarchical structure of documents
with two levels of attention on words in a sentence and on sentences in a documents,
allowing the model to collect important words and sentences to predict the labels.
We call the attention function (Eq. 3.14, 3.15, 3.16) for a set of hidden vectors
h1,h2, ...,hn by attention ([h1, ...,hn] ,θ), where θ is the parameters of the attention
model. For each sentence si in a documentD, HAN first passes all words
(
w1i , ..., w
li
i
)
in the sentence to a bidirectional GRU (Cho et al., 2014b; Bahdanau et al., 2015)
to generate the sequence of hidden vectors
(
h1i , ...,h
li
i
)
and then applies a word
attention on
(
h1i , ...,h
li
i
)
to compute the representation vector si for the sentence:
si = attention
([
h1i , ...,h
li
i
]
,θw
)
where li is the number of words in si and θw is the set of parameters for the word
attention. The document D is now represented by a sequence of sentence vectors
s1, ..., sL, where L is the number of sentences in the document. s1, ..., sL is passed
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to another bidirectional GRU to compute the sequence of hidden states h1, ...,hL.
HAN computes the representation vector of the document D by the attention over
the hidden states of the sentences:
zD = attention ([h1, ...,hL] ,θs)
where θs is the set of parameters for the sentence attention.
Attention for large inputs Another utilisation of hierarchical attention is to
reduce the computational complexity on very large sets of inputs. An approach is
based on binary trees with leaves corresponding to the vectors h1, ...,hn (Andrychow-
icz and Kurach, 2016). The representations of the inner nodes in the tree are com-
puted by a join function of its two children, following the bottom-up scheme. The
attention model starts from the root and repeatedly computes the probability that
the attention goes to the left node or the right node until it reaches a leaf. For each
inner node i with the representation vector hinneri , the probability of going left is
computed as:
pleft = sigmoid
(
g
(
hinneri , c
))
and the probability of going right is pright = 1−pleft. The context c is dependent on
the data and the task. For example, for tasks such as merging, sorting and searching
demonstrated in (Andrychowicz and Kurach, 2016), the model is an LSTM that
recurrently chooses one input vector from the set of inputs using attention, and the
context at each step is the output of the LSTM from the previous step. The method
is very efficient for hard attention as it only travels from the root to a leaf in a
tree, which takes the height of the tree - log (n) steps. For soft attention, the model
has to compute a probability at every inner node, which also takes n steps like the
original attention.
3.4.3 Attention in different learning tasks with RNNs
Because of its effectiveness, attention has been widely used in many RNN models
for different machine learning tasks such as image processing, machine translation
and question answering. In image processing, we want the model to focus on high
resolution or important regions while ignoring all irrelevant parts. Mnih et al. (Mnih
et al., 2014) proposed a recurrent model of visual attention to extract information
from images or videos by recurrently attending a location at a time and only pro-
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cessing the selected regions. The model can effectively reduce the computational
complexity with large inputs as it does not take into account all regions of the im-
age. The model is non-differentiable at the attention step, therefore, it is trained by
reinforcement learning to learn task-specific policies.
The attention mechanism has also been successfully applied in image captioning
(Xu et al., 2015; You et al., 2016), which takes an image as input and generates a
caption as a sequence of words. The main idea is to use a CNN to extract multiple
representation vectors, each corresponding to a part of the image, and then use an
LSTM to generate the caption. At each step, the LSTM reads the input using an
attention mechanism over the image representation vectors given the context c as
the previous LSTM hidden state and the previous generated word, and then predicts
a word. The visualisation in Show, Attend and Tell (Xu et al., 2015) shows that the
attention can effectively learn to attend to regions that are relevant to the semantic
meaning of the generated word, for example of an image with a bird flying above
water, when the word bird is generated, the attention model points to regions of
the bird in the image. In addition to these two tasks, attention has been applied to
other image processing problems such as action recognition (Sharma et al., 2015),
image annotation (Wang et al., 2016b) and visual question answering (Schwartz
et al., 2017).
In neural machine translation, as described in Subsection 3.1.3, a popular framework
is an encoder-decoder RNN consisting of an encoder RNN that embeds the source
sentence into a fixed-size vector and a decoder RNN that generates the target sen-
tence from the encoded vector. However, it is ineffective to embed all information
of a whole long sentence to a fixed-size vector and then use this vector to generate
a good translation sentence. This bottleneck has been addressed by implementing
attention in the decoder to focus on relevant parts in the source sentence during
translation (Bahdanau et al., 2015). At each step, the decoder reads a weighted
sum of the hidden states produced by the encoder using an attention mechanism.
Then, it generates the next word for the target sentence by a conditional probability
given the previous hidden state of the decoder and the summation vector read by
the attention. The proposed model is called the alignment model as it computes the
matching scores, which are the probabilities produced by the attention, between an
output word and all words in the source sentence. Two different attention archi-
tectures are further explored in (Luong et al., 2015a), a global attention attending
to all words in the source sentence and a local attention searching only in a subset
of source words at each step. Google’s Neural Machine Translation System (Wu
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et al., 2016) solves multiple practical challenges, such as expensive computation and
difficulty with rare words, leading to competitive results to state-of-the-art models.
Attention is proven to be effective for neural machine translation even without using
RNNs for the encoder-decoder framework (Vaswani et al., 2017).
Attention plays a crucial role in a class of memory-augmented neural networks
(MANNs), which have an external memory of multiple cells, each cell being a rep-
resentation vector embedding the inputs. In the question answering (QA) task, the
input, which is a set of sentences, might be very large, leading to difficulty in find-
ing the relevant facts to answer a question. Attention can be implemented in these
models to address the problem. The first model is Memory Networks (MemNN)
(Weston et al., 2015), which uses hard attention to find the supporting facts in the
memory given a query to produce a relevant answer. The model succeeds in QA
tasks, however, it requires much supervision and the training signals are not only
the answer for each question but also the supporting facts for each answer. End-to-
End Memory Networks (E2EMem) (Sukhbaatar et al., 2015) extends MemNN by
only using the answer as the training signals. The model recurrently reads from the
memory using soft attention before predicting an output. E2EMem can effectively
select to attend to relevant information given the question. A similarity architecture
is the Neural Turing Machine (NTM) (Graves et al., 2014), which is also an RNN
that attentively reads from a continuous memory for prediction. In addition to at-
tentive reading, NTM has a write head so that its memory can be erased over time
and updated with new input. More detail about MANNs is given in Section 3.5.
Attention has been successful in many other RNNmodels. Pointer Networks (Vinyals
et al., 2015a) use hard attention to generate the output sequence of discrete tokens
corresponding to positions in the input sequence. This type of problem appears in
many search problems such as convex hull, Denaulay triangulation and the travel-
ling salesman problem. Pointer Networks are extended to handle problems when the
output order is considered (Vinyals et al., 2016). Attention has been also employed
in other sequence-based tasks such as speech recognition (Chorowski et al., 2015),
reading comprehension (Hermann et al., 2015) and sentiment analysis (Zhang et al.,
2016; Yang et al., 2017).
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3.5 Memory-Augmented Neural Networks
Memory-augmented Neural Networks (MANNs) are a class of networks equipped
with an external memory. A MANN usually processes data in multiple computa-
tional steps, hence, they also belong to the family of RNNs. The external memory
is generally a matrix that contains the information of the input sequence. At each
computational step, the MANN uses an attention mechanism to read the most rel-
evant pieces of information from the external memory for inference. MANNs are
more advanced than RNNs when the input is so large that it cannot be embedded
properly in the fixed-size hidden vector of an RNN. MANNs have been successful in
may applications such as question answering (QA) (Sukhbaatar et al., 2015; Kumar
et al., 2016; Graves et al., 2016), dialogue system (Weston, 2016), healthcare (Hasan
et al., 2016; Le et al., 2018) and bioinformatics (Lanchantin et al., 2017). In this
section, we review multiple MANN architectures as well as their extensions.
3.5.1 End-to-End Memory Networks
The first proposed MANN model is Memory Networks (MemNNs) (Weston et al.,
2015). Despite its success in QA tasks, the model is not easy to train via back-
propagation and requires much supervision, e.g., the training signals are not only
the answer label for each question but also the supporting facts for each answer.
Thus, it is not applicable for many types of data in which only pairs of inputs and
labels are present. The End-to-End Memory Network (E2EMem) (Sukhbaatar et al.,
2015) is an extension of MemNNs with the ability to train end-to-end on the input-
label pairs, leading to flexibility in handling different learning tasks. An E2EMem
network processes inputs through multiple layers before returning an answer. Here
we describe a single layer E2EMem and then extend it to the multiple layer version.
Figure 3.9 illustrates a single layer E2EMem network that processes a sequence of
sentences x1, ...,xn and a query q to produces an answer a. For each sentence xi,
the query q and the answer a are a sequence of words coming from a vocabulary of
size V . The model writes all inputs to an addressing memory and a content memory,
which are two matrices of continuous representation vectors.
The addressing memory: Each sentence xi is embedded into a continuous vector
using an embedding matrix A ∈ Rd×V and is written to the memory slot mi ∈ Rd.
The query q is also embedded into a vector u1 using another embedding matrix B.
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Figure 3.9: A single layer End-to-End Memory Network. A sequence of inputs
x1, ...xn is embedded in an addressing memory [m1, ...,mn] and a content memory
[c1, ..., cn]. The embedding vector u1 of the query q and the addressing memory
are used to compute the weights measuring the contribution of the content memory
slots to the output u2.
Then the model computes a vector p = [p1, ..., pn] of matching scores between u1
and all memory slot mi by a simple attention mechanism:
pi = softmax
(
u>1mi
)
The weight pi measures the contribution of the sentence xi to the output. The inner
product of u1 and mi computes the similarity between the two vectors, meaning
that the model collects more information from the memory slots that are relevant
to query.
The content memory: Similar to the addressing memory, the content memory
is constructed from all sentences x1, ...,xn, each memory slot ci is the embedded
vector of the sentence xi using the embedding matrix C. The model computes a
summation vector o as a weighted sum of all content memory slots:
o =
n∑
i=1
pici
Vector o is considered as the response of the model to query q. Using the attention
mechanism, the model can choose the most appropriate contents from the input to
answer the question.
The model finally predicts answer a by computing the probability of each word being
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the correct answer:
a = softmax (Wu2)
where u2 = o + u1 and W ∈ RV×d. All embedding matrices and the weight W
are jointly learnt through training by minimising the cross-entropy loss between the
predicted and the true answers. Despite multiple components, E2EMem network is
fully differentiable, leading to an end-to-end training scheme.
To extend the single layer model to the multiple layer one, the layers can be stacked
on top of each other. In an E2EMem network of T computational steps, at each layer
t, the model computes the output ut+1 from the vector ut and the two memories
similar to the single layer. At the first layer, u1 is the embedding of query q and at
the last layer, output uT+1 is used to predict answer a. The embedding matrices can
be shared across layers to save the number of parameters. In this case, the E2EMem
is an RNN equipped with an external memory with the hidden state at each step t
corresponding to the output ut+1.
3.5.2 Neural Turing Machine
A Neural Turing Machine (NTM) (Graves et al., 2014) is another implementation of
MANNs. It can be considered as a fully differentiable version of a Turing Machine,
leading to an end-to-end training scheme with gradient descent. An NTM (Fig-
ure 3.10) consists of a controller, which is an RNN that reads input from external
sources, interacts with a memory through multiple reads and write heads through
multiple computational steps.
Controller
Read Heads Write Heads
Memory
External Input External Output
Figure 3.10: A Neural Turning Machine.
The memory is a matrix of N × d, where N is the number of memory slots and d is
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the dimension of each slot. While in E2EMem network, the number of memory slots
varies and depends on the input size as each memory slot contains the representation
of an input, the number of memory slots N in an NTM is fixed and independent from
the input size. Let [mt1, ...,mtN ] be the memory at time step t, we have mti ∈ Rd.
Reading: At each step t, the controller retrieves information from the memory
through multiple reading heads, and each head reads a summation vector rt ∈ Rd
from the memory using a weight vector wrt = [wr1, ..., wrN ]:
rt =
N∑
i=1
wrim
t
i
where wri is the reading weight measuring the contribution of the memory slot i to
the summation vector. wrt is emitted by a read head that satisfies:
∑N
i=1w
r
i = 1.
Writing: After processing the summation vector rt from the read heads, the con-
troller writes back to the memory through multiple write heads with two steps: erase
and add. These two steps are inspired by the input and forget gates in LSTM. First,
each write head emits a weight vector wwt = [ww1 , ..., wwN ] along with an erase vector
et ∈ Rd, whose elements are in range [0, 1]. Each memory slot will be erased by a
factor of wwi ∗ et:
m˜ti = (1− wwi et) ∗mt−1i
Then, the write head computes an add vector at, which is a representation vector
of the input, and then adds at to every memory slot using the weight vector wwt :
mti = m˜ti + wwi at
Now, we discuss how the weight vectors wrt for reading and wwt for writing are
computed. As both vectors are computed in the same way, we use the notation
wt to represent both of them for simplicity. wt has a similar role as the weight
vector p in an E2EMem network. p is computed by a method called “content-based
addressing”, which focuses attention on the memory slots based on the similarity
between them and the values from the controller (or the representation vector ut of
the query in an E2EMem network). In an NTM, the weight vectorwt is computed by
“content-based addressing” along with “location-based addressing” that takes into
account the location information of the memory slots. The content weight vector
wct is a softmax function of the cosine similarity between the key vector kt and the
memory vectors. The weight vector is then: (i) interpolated with the weight from
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the previous step wt−1 based on the interpolation sigmoid gate gt, (ii) rotated by a
convolutional shift, which is designed to focus on the location information and (iii)
sharpened before used for memory access.
NTMs have several limitations in memory access methods: (i) there is no mecha-
nism to prevent the memory slots from overlapping or interfering, (ii) memory slots
that have been written cannot be freed, leading to difficulties in storing very long
sequences and (iii) the read heads cannot extract the information about the order
of writes, which might be important in sequential data. Differential Neural Com-
puters (DNCs) (Graves et al., 2016) were introduced as an extension of NTM with
a different memory access mechanism that addresses all these three drawbacks. The
write is equipped with the combination of content-based addressing and dynamic
memory allocation that allows the controller to free a memory slot by a set of free
gates and allocate new information to a free memory slot. The read uses a com-
bination of content-based addressing and temporal memory linkage that is able to
track the order of writes. DNCs are powerful as they can solve different complex
and structured tasks such as question answering, graph tasks (e.g., shortest path,
random graph generation and inference on graphs) and moving block puzzles when
equipped with reinforcement learning.
3.5.3 Key-Value Memory Networks
Key-Value Memory Network (KV-MemNN) (Miller et al., 2016) is extension of
E2EMem networks, whose inputs are key-value pairs. Different from an E2EMem
network that constructs the addressing and the content memories both from the
same input sequence, a KV-MemNN constructs the addressing memory from the
keys and the content memory from the values.
Given a query q, the model reads from a large database (e.g., a knowledge base)
to find an answer. The process consists of three steps: (i) key hashing that finds
a subset of key-value pairs from the database that are relevant to the query. The
keys and values are then embedded into the addressing and the content memories,
respectively, (ii) key addressing that computes a weight vector using the addressing
memory and (iii) value reading that reads a summation vector from the content
memory using the weight vector. The model repeats the two latter steps multiple
times before returning an answer for the query. The query q is first embedded into
a vector u1. At each step, the model computes an output ot and updates the query
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representation using a function of the current representation and the output.
Key hashing: The model uses the query to pre-select a small subset of key-value
pairs (k1, v1) , ..., (kn, vn) from the database. A chosen key shares at least one in-
frequent word with the question. Using infrequent words for comparison helps the
model to ignore popular words like stop words, which do not contribute to the
answer. Key hashing is not implemented in E2EMem but it is important for com-
putational efficiency in many real-world applications with very large memories.
Key addressing: Similar to the addressing in E2EMem networks, the model em-
beds the keys [k1, ..., kn] into the addressing memory and each key ki is embedded
into a distributed vector mi. At each step t, the model computes a weight vector
of size n by a softmax function over the inner products of the representation vector
ut of the query q and the memory slots: pi = softmax
(
u>mi
)
.
Value reading: The values are embedded into the content memory with each value
vi embedded in the memory slot ci. The model then reads a summation vector ot
as the weighted sum of the content memory and the weight vector: ot =
∑n
i=1 pici.
There are different ways to define the keys and the values in the model. Entries in
a knowledge base are triples of the form “entity1-relation-entity2”, which fits to the
setting of the key-value pairs. The key can be “entity1-relation” and the value can
be “entity2” or in the reverse order with the key is “entity2-reverseRelation” and the
value is “entity1”. Key-value pairs in both ways enable the model to answer different
questions about both entities in a triple. When the data are simply sentences or
documents, both keys and values can encode the whole sentences, which is identical
to the memory in E2EMem networks.
KV-MemNNs are extended and applied to knowledge tracing tasks (Zhang et al.,
2017), whose goal is to model the knowledge of students during they interact with
the coursework. In this work, the key memory is static while the value memory is
dynamic to adapt to the change in the knowledge state of a student. Another appli-
cation of KV-MemNNs is diagnostic inference given the free text clinical narratives
with the keys being the free text describing the signs and the symptoms and the
values are the titles of the narratives. The key-value architecture is also employed
in other MANN models (Henaff et al., 2017; Bansal et al., 2017) but in a different
way. In (Henaff et al., 2017), the keys are free parameters learnt during training to
represent entities. During the reasoning step, for each input, the model selects the
relevant information of the entities to store in the value memory slots corresponding
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to the keys of these entities.
Remark:
Memory has been used in neural network models for meta-learning to store the
information of bound sample representation-class label (Santoro et al., 2016), which
can be retrieved later to predict the label of a sample from an already-seen class; or
to store the task-level fast weights generated by the model from the meta information
(Munkhdalai and Yu, 2017). Memory also plays a useful role in neural programmer
models for complex tasks such as arithmetic and logic reasoning (Neelakantan et al.,
2016) and presenting and executing simple programs (Reed and De Freitas, 2016).
The memory access to all memory slots in many MANNs is infeasible for a very
large memory in real-world applications. The Hierarchical Memory (Andrychowicz
and Kurach, 2016) was proposed to construct the memory as a binary tree, allowing
the model to access a memory slot in O (log (N)) using hard attention. The method
is efficient for tasks that need to choose an input element at a time, such as sorting,
merging and searching. Another model is Sparse Access Memory (Rae et al., 2016),
which uses an efficient data structure for content-based addressing and constrains
the memory write to a sparse subset of memory slots.
3.6 Applications
RNNs and its extension - LSTM have been around for several decades but have not
been successful until recent years, starting with the applications on speech recogni-
tion (Graves et al., 2005) and handwriting recognition (Graves et al., 2008). RNNs
have been extended to many advanced models to address complex tasks such as
machine translation (Cho et al., 2014b), question answering (Weston et al., 2015)
and algorithmic tasks (Graves et al., 2014). Some selected applications of RNNs are
summarised and listed in Table 3.2.
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Areas Publications
Machine translation (Cho et al., 2014b; Sutskever et al., 2014)
(Jean et al., 2014; Bahdanau et al., 2015)
(Luong et al., 2015a,b)
Question answering (Weston et al., 2015; Sukhbaatar et al., 2015)
(Kumar et al., 2016; Graves et al., 2016)
(Xiong et al., 2016)
Algorithmic tasks (e.g.,
sorting & shortest path)
(Graves et al., 2014, 2016)
(Vinyals et al., 2016)
Text classification (Tang et al., 2015; Lai et al., 2015)
(Yang et al., 2016; Lin et al., 2017)
Speech recognition (Graves et al., 2005, 2013)
(Chorowski et al., 2015)
Handwriting recognition (Graves et al., 2008, 2009)
(Doetsch et al., 2014)
Image captioning (Vinyals et al., 2015b; Xu et al., 2015)
(You et al., 2016; Lu et al., 2017)
(Karpathy and Fei-Fei, 2015)
Object recognition (Pinheiro and Collobert, 2014)
(Liang and Hu, 2015)
(Byeon et al., 2015; Bell et al., 2016)
Video analysis (Srivastava et al., 2015a; Patraucean et al., 2016)
Recommender system (Hidasi et al., 2016; Wang et al., 2016a)
Healthcare (Lipton et al., 2016a,b; Choi et al., 2016a)
Bioinformatics (Baldi et al., 1999; Quang and Xie, 2016)
(Lanchantin et al., 2017)
Table 3.2: Some selected applications of Recurrent Neural Networks
3.7 Closing Remarks
We have reviewed RNNs, a family of powerful models for a wide range of machine
learning tasks. Equipped with advancements such as gating, an attention mechanism
and memory, RNNs have been successful in many applications with large-scale data
and difficult tasks.
We emphasise that the utilisation of RNNs is not only restricted for sequential data.
RNNs, from a broader view, are models that have self-connections and perform
iterative estimation through multiple computation steps, allowing them to improve
or refine the representation of data. Hence, RNNs can be used to replace FNNs for
vector-to-vector mapping. Deep FNNs can model very complex functions but this
easily leads to overfitting, especially when the data are small. An alternative choice
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is parameter sharing across all the hidden layers, which turns an FNN into an RNN.
With parameter tying, the model is capable of learning more complex functions
simply by increasing the number of hidden layers while avoiding overfitting as the
number of parameters is retained the same. Work has been done to prove the
effectiveness of RNNs for vector data (Liao and Poggio, 2016; Pham et al., 2016)
and for image data (Maggiori et al., 2017).
We hypothesise that RNNs are also effective in open challenges in complex structure
data such as episodic data, relational data, multiple input/output data and graph
data. We address these challenges in Chapters 4, 5, 6 and 7, respectively. A recurring
theme across all these types is RNNs as iterative estimators.
Chapter 4
RNNs for Episodic Intervening
Data
4.1 Introduction
When a patient is admitted to a hospital, there are two commonly asked questions:
“what is happening?” and “what happens next?” The first question is about illness
diagnosis, the second is about predicting future medical risk (Steyerberg, 2009).
Whilst there are a wide array of diagnostic tools to answer the first question, fewer
technologies address the second (Snyderman and Williams, 2003). Traditionally,
the prognostic question may be answered by experienced clinicians who have seen
many patients or by clinical prediction models with well-defined risk factors. But
both methods are expensive and restricted in availability. Modern electronic medical
records (EMRs) promise a fast and cheap alternative. An EMR contains the history
of hospital encounters, diagnoses, interventions, lab tests and clinical narratives.
The wide adoption of EMRs has led to recent research to build predictive models
from this rich data source (Jensen et al., 2012; Tran et al., 2014a,b; Wang et al.,
2013).
Answering prognostic inquiries necessitates modelling patient-level temporal health-
care processes. Effective modelling must address two main open challenges: (i)
Episodic recording and irregular timing: medical records vary greatly in length, are
inherently episodic in nature and irregular in time (Tran et al., 2013). The data
is episodic because it is only recorded when the patient visits the hospital and un-
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dergoes an episode of care. The episode is often tightly packed in a short period,
typically ranging from a day to two weeks. The timing of arrivals is largely random.
(ii) Confounding interactions between disease progression and interventions: medi-
cal records are a mixture of the course of illness, the developmental and intervening
processes. Another minor challenge is representation of admission information as an
admission episode consists of a variable-size discrete set containing diagnoses and
interventions.
We address the challenges to construct a predictive system that is both end-to-
end and generic so that it can be deployed on different hospital implementations of
EMRs. An end-to-end system requires minimal or no feature engineering, reads med-
ical records, infers present illness states and predicts future outcomes. To this end,
we introduce DeepCare, an RNN to tackle the above-mentioned challenges based
on Long Short-Term Memory (LSTM - See Subsection 3.2.1 for details) (Hochreiter
and Schmidhuber, 1997; Graves, 2013).
DeepCare introduces C-LSTM as an extension of the standard LSTM unit (Fig-
ure 4.2). For representing an admission, which is a set of discrete elements in
different types such as diagnoses and interventions, the solution is to embed these
elements into continuous vector spaces. Vectors of the same type are then pooled
into a single vector. Type-specific pooled vectors are then concatenated to represent
an admission. In that way, variable-size admissions are embedded in to continuous
distributed vector space. The admission vectors then serve as input features for the
C-LSTM.
For irregular timing, the forget gate is extended to be a function of irregular time
gap between consecutive time steps. We introduce two new forgetting mechanisms:
monotonic decay and full time-parameterisation. The decay mimics natural forget-
ting when learning a new concept in human. The parameterisation accounts for more
complex dynamics of different diseases over time. The resulting model is sparse in
time and efficient to compute since only observed records are incorporated, regard-
less of the irregular time spacing. Finally, in DeepCare the confounding interaction
between disease progression and interventions is modelled as follows: Interventions
influence the output gate of current illness states and the forget gate which moder-
ates memory carried into the future. As a result, the illness states (the output) are
moderated by past and current interventions.
Once illness states are outputted by the LSTM layer, they are aggregated through
a new time-decayed multiscale pooling strategy. This allows further handling of
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time-modulated memory. Finally at the top layer, pooled illness states are passed
through a neural network for estimating future prognosis. In short, computation
steps in DeepCare can be summarised as
P (y | u1:n) = P (nnety (pool {LSTM(u1:n)})) (4.1)
where u1:n is the input sequence of admission observations, y is the outcome of in-
terest (e.g., readmission), nnety denotes estimate of the neural network with respect
to outcome y, and P is probabilistic model of outcomes. Overall, DeepCare is an
end-to-end prediction model that relies on no manual feature engineering, is capable
of reading generic medical records, memorising a long history, inferring illness states
and predicting the future risk.
We demonstrate our DeepCare on answering a part of the question “what happens
next?”. In particular, we validate our model on disease progression, intervention
recommendation and future risk prediction. Disease progression refers to the next
disease occurrence given the medical history. Intervention recommendation is about
predicting a subset of treatment procedures for the current diagnoses. Future risk
may involve readmission or mortality within a predefined period after discharge. Our
experiments are demonstrated on two datasets of very different nature – diabetes (a
well-defined chronic condition) and mental health (a diverse mixture of many acute
and chronic conditions). The cohorts were collected from a large regional hospital
in the period of 2002 to 2013. We show that DeepCare outperforms state-of-the-art
classification methods.
To summarise, through introducing DeepCare, we make three modelling contri-
butions: (i) modelling episodic recording and irregular timing; (ii) capturing con-
founding interactions between disease and interventions; and (iii) introducing a novel
representation of variable-size admission as fixed-size continuous vectors. We also
contribute to the healthcare analytic practice by demonstrating the effectiveness
of DeepCare on disease progression, intervention recommendation and medical risk
prediction.
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Figure 4.1: A simple EMR
4.2 Related Background
4.2.1 Electronic Medical Records
An electronic medical record (EMR) is a digital version of patients health informa-
tion. A wide range of information can be stored in EMRs, such as detailed records
of symptoms, data from monitoring devices, clinicians’ observations (Paxton et al.,
2013). EMR systems store data accurately, decrease the risk of data replication and
the risk of data lost. EMRs are now widely adopted in developed countries and are
increasingly present in the rest of the world. It is expected that EMRs in hospital
help improve treatment quality and reduce healthcare costs (Groves et al., 2013).
A typical EMR contains information about a sequence of admissions for a patient
(See Figure 4.1). There are two types of admission methods: planned (routine) and
unplanned (emergency). Unplanned admissions refer to transfer from the emergency
department. EMRs typically store admitted time, discharge time, lab tests, diag-
noses, procedures, medications and clinical narratives. Diagnoses, procedures and
medications stored in EMRs are typically coded in standardised formats. Diagnoses
are represented using WHO’s ICD (International Classification of Diseases) coding
schemes1. For example, E10 encodes Type 1 diabetes mellitus, E11 encodes Type
2 diabetes mellitus while Z86 indicates Tobacco use disorder. The procedures are
typically coded in CPT (Current Procedural Terminology) or ICHI (International
Classification of Health Interventions) schemes 2. Medication names can be mapped
1http://apps.who.int/classifications/icd10/browse/2016/en
2http://www.who.int/classifications/ichi/en/
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into the ATC (Anatomical Therapeutic Chemical) scheme 3.
The wide adoption of EMRs has led to calls for meaningful use (Jensen et al., 2012;
Weiskopf et al., 2013). One of the most important uses is building predictive models
(Jensen et al., 2012; Mathias et al., 2013; Tran et al., 2013, 2014a,b). Like most
applications of machine learning, the bottleneck here is manual feature engineering
due to the complexity of the data (Hripcsak and Albers, 2013; Mathias et al., 2013).
4.2.2 Existing models
Although healthcare is inherently episodic in nature, it has been well-recognised that
the entire illness trajectory is important (Granger et al., 2006; Huang et al., 2014b).
Nursing illness trajectory model was popularised by Strauss and Corbin (Corbin
and Strauss, 1991), but the model is qualitative and imprecise in time (Henly et al.,
2011). Thus its predictive power is limited.
Electronic medical records (EMRs) offer a quantitative alternative with precise tim-
ing of events. However, EMRs are complex – they reflect the interleaving between
the illness processes and care processes. The timing is irregular – patients only visit
hospital when the illness is beyond a certain threshold, even though the illness may
have been present long before the visit. Existing work that handles such irregulari-
ties includes interval-based extraction (Tran et al., 2014a), but this method is coarse
and does not explicitly model the illness dynamics.
Capturing disease progression has been of great interest (Jensen et al., 2014; Liu
et al., 2015), and much effort has been spent on Markov models (Jackson et al.,
2003; Wang et al., 2014) and dynamic Bayesian networks (Orphanou et al., 2014).
However, healthcare is inherently non-Markovian due to the long-term dependencies.
For example, a routine admission with irrelevant medical information would destroy
the effect of severe illness (Arandjelović, 2015), especially for chronic conditions.
Irregular timing and interventions have not been adequately modeled to reflect their
roles in disease progression (Hripcsak et al., 2015). Irregular-time Bayesian networks
(Ramati and Shahar, 2010) offer a promise, but its power has yet to be demonstrated.
Further, assuming discrete states are inefficient since the information pathway has
only log(K) bits for K states. Our work assumes distributed and continuous states,
thus offering a much larger state space.
3http://www.whocc.no/atc_ddd_index/
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Deep learning is currently at the centre of a new revolution in making sense of a
large volume of data. It has achieved great successes in cognitive domains such as
speech, vision and NLP (LeCun et al., 2015). Recently, little work in deep learning
has been investigated to tackle long-term dependencies, EMR representation and ir-
regular timing. A model called Med2vec (Choi et al., 2016b) was developed to learn
the continuous representation of medical codes (diagnosis and intervention codes)
and admissions in unsupervised scheme. Med2vec is inspired by skip-gram model
(Mikolov et al., 2013a). DoctorAI is a work that addresses the long-term depen-
dencies(Choi et al., 2016a). DoctorAI reads EMRs, feeds input to an LSTM layer
to jointly predict multi-label output. Lipton et al. (Lipton et al., 2016a) addressed
irregular timing in Intensive Care Unit (ICU) data by resampling all time series to
an hourly rate, taking the mean measurement within each one hour window. How-
ever, no work models the interactions between interventions and disease progression.
The representation of EMRs (Choi et al., 2016b) and irregular timing (Lipton et al.,
2016a) are poorly examined. In (Nguyen et al., 2017), time gaps are coded as a
discrete word and temporal motifs are detected using convolutional nets.
4.3 DeepCare Model
4.3.1 Model overview
There are two types of admission methods: planned and unplanned. Let mt be
the admission method at time step t, where mt = 1 indicates unplanned admission
and mt = 2 indicates planned admission. Let ∆t be the elapsed time between the
current admission and its previous one.
As illustrated in Figure 4.2, DeepCare is a deep dynamic neural network that has
three main layers. The bottom layer is built on LSTM whose memory cells are
modified to handle irregular timing and interventions. More specifically, the input
is a sequence of admissions. Each admission t contains a set of diagnosis codes
(which is then formulated as a feature vector xt ∈ RM), a set of intervention codes
(which is further formulated as a feature vector pt ∈ RM), the admission method
mt ∈ {1,2} and the elapsed time ∆t ∈ R+. Denote by u0,u1, ...,un the input
sequence, where ut = [xt,pt,mt,∆t], the C-LSTM computes the corresponding
sequence of distributed illness states h0,h1, ...,hn, where ht ∈ RK (See Figure 4.3b).
The middle layer aggregates illness states through multiscale weighted pooling h¯ =
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Figure 4.2: DeepCare architecture. Top: The healthcare dynamics are modelled
as a sequence of C-LSTM units which model irregular timing and interventions
(see Figure 4.3 for more detail). The symbols (e.g., stars, circles and triangles) in
the bottom rectangles are diagnosis and interventions codes (See Subsection 4.2.1).
Bottom: Predictive computation summarised in an equation.
pool {h0,h1, ...,hn}, where h¯ ∈ RsK for s scales.
The top layer is a neural network that takes pooled states and other statistics to
estimate the final outcome probability, as summarised in Eq. (4.1) as
P (y | u0:n) = P (nnety (pool {C-LSTM(u0:n)}))
The probability P (y | u0:n) depends on the nature of outputs and the choice of
statistical structure. For example, for binary outcome, P (y = 1 | u0:n) is a logistic
function; for multiclass outcome, P (y | u0:n) is a softmax function; and for contin-
uous outcome, P (y | u0:n) is a Gaussian. In what follows, we describe the first two
layers in more detail.
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4.3.2 Representing variable-size admissions
An admission contains multiple diagnoses and interventions. Interventions include
procedures and medications. Diagnoses, procedures and medications are coded using
coding schemes which are described in Subsection 4.2.1. Our approach is to embed
admissions into vectors (See Figure 4.3a and Section 2.3 for word embedding). An
admission is a variable-size set of codes (diagnoses and interventions). Let D be the
set of diagnosis codes and I be the set of intervention codes. The two sets are in-
dexed from 1 to |D| and from 1 to |I|, respectively. Denote the diagnosis embedding
matrix by A ∈ RM×|D| and the intervention embedding matrix by B ∈ RM×|I|. Let
Aj be the jth column and Aji be the element at the jthcolumn and the ith row of
the matrix A. Each admission t contains h diagnoses: d1, d2, ..., dh ∈ {1, 2, ..., |D|}
and k interventions: s1, s2, ..., sk ∈ {1, 2, ..., |I|}. Codes are first embedded into
vectors. The embedded vectors for diagnosis and intervention codes are Ad1 , ..., Adk
and Bs1 , ..., Bsk . We then pool all the present diagnosis vectors to derive xt ∈ RM .
Likewise, we derive a pooled intervention vector pt ∈ RM . Finally, an admission em-
bedding is a 2M -dim vector [xt,pt]. The two embedding matrices are first randomly
initialised and then learnt through training the prediction tasks.
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Pooling Let xit be the ith element of the vector xt and pit be the ith element of
the vector pt. The admission is pooled by max, sum or mean pooling as follow:
• Max pooling admission (max adm.). The pooling is element-wise as follows
xit = max
(
Ad1i , A
d2
i , ..., A
dh
i
)
pit = max (Bs1i , Bs2i , ..., B
sk
i )
for i = 1, ...,M . This is analogous to paying selective attention to the element
of the highest impact among diagnoses and among interventions. It also re-
sembles the usual coding practice that one diagnosis is picked as the primary
reason for admission.
• Normalised sum pooling admission (sum adm.). In healthcare, risk loosely
adds up. A patient with multiple diseases (multiple comorbidities) is more
likely to be at risk than those with single condition. We propose the following
normalised sum pooling method
xit =
Ad1i + Ad2i + ...+ Adhi√
| Ad1i + Ad2i + ...+ Adhi |
pit =
Bs1i +Bs2i + ...+Bski√
| Bs1i +Bs2i + ...+Bski |
for i = 1, ...,M . The normalisation is to reduce the effect of highly variable
length.
• Mean pooling admission (mean adm.). In absence of primary conditions, a
mean pooling could be a sensible choice
xt =
Ad1 + Ad2 + ...+ Adh
h
pt =
Bs1 +Bs2 + ...+Bsk
k
Admission as input Once admission embedding has been derived, diagnosis em-
bedding is used as input for the C-LSTM. As interventions are designed to reduce
illness, their effect is modelled separately in Subsection 4.3.3. There are two main
types of admission: planned and unplanned. Unplanned admissions refer to trans-
fer from emergency attendances, which typically indicates higher risk. Recall from
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Eqs. (3.5,3.8) that the input gate i control how much new information is updated
into memory c. The gate can be modified to reflect the risk level of admission type
as follows:
it =
1
mt
σ (Wixt + Uiht−1 + bi) (4.2)
where mt = 1 if the admission method is unplanned, mt > 1 otherwise, and σ is the
element-wise sigmoid function of a vector.
4.3.3 C-LSTM unit
We now describe C-LSTM, which stands for Care-LSTM, units. A C-LSTM unit
extends the LSTM unit to reflect the properties of healthcare dynamics. In particu-
lar, C-LSTM units model the effect of interventions and capture time irregularities.
See Figure 4.3b for a graphical illustration.
Modelling effect of interventions The intervention vector (pt) of an admission
is modelled as illustrated in Figure 4.3b. Since interventions are designed to cure
diseases or reduce patient’s illness, the output gate, which controls the illness states,
is moderated by the current intervention as follows:
ot = σ (Woxt + Uoht−1 + Popt + bo) (4.3)
where Po is the intervention weight matrix for the output gate and pt is intervention
at time step t.
Moreover, interventions may have long-term impacts (e.g., curing disease or in-
troducing toxicity). This suggests the illness forgetting is moderated by previous
intervention
f t = σ
(
Wfxt + Ufht−1 + Pfpt−1 + bf
)
(4.4)
where pt−1 is intervention embedded vector at time step t − 1 and Pf is the inter-
vention weight matrix for the forget gate.
Capturing time irregularity When a patient’s history is modelled by LSTM
(Subsection 3.2.1), the memory cell carries the illness history. But this memory
needs not be constant as illness states change over time. In C-LSTM, we introduce
two mechanisms of forgetting the memory by modifying the forget gate f t in Eq. 4.4:
4.3. DeepCare Model 73
Time decay There are acute conditions that naturally reduce their effect through
time. This suggests a simple decay modelled in the forget gate f t:
f t ← d (∆t−1:t)f t (4.5)
where ∆t−1:t is the time passed between step t− 1 and step t, and d (∆t−1:t) ∈ (0, 1]
is a decay function, i.e., it monotonically decreases in time. We found that the
function d(∆t−1:t) = [log(e+ ∆t−1:t)]−1 works well, where ∆t−1:t is measured in days
and e ≈ 2.718 is the base of the natural logarithm.
Parametric time Time decay may not capture all conditions as some conditions
can get worse, and others can be chronic. This suggests a more flexible parametric
forgetting:
f t = σ
(
Wfxt + Ufht−1 +Qfq∆t−1:t + Pfpt−1 + bf
)
(4.6)
where q∆t−1:t is a vector derived from the time difference ∆t−1:t, Qf is the parametric
time weight matrix. For example, we may have: q∆t−1:t =
(
∆t−1:t
60 ,
(
∆t−1:t
180
)2
,
(
∆t−1:t
365
)3)
to model the third-degree forgetting dynamics. ∆t−1:t is measured in days and is
divided by 60, 180 and 365 to prevent the vector q∆t−1:t from having large values.
4.3.4 Trajectory prediction
Once the C-LSTM units have been set up, at each time-step, the hidden illness
state ht is computed. The states are then used to predict the future trajectory. We
consider three tasks: (1) next-step disease progression, (2) intervention recommen-
dation, and (3) future risk prognosis. The first two tasks cover short-range prediction
(current and next admissions), but the third task looks far into the future of any
horizon.
Short-range disease progression Disease progression refers to occurrence of
future diseases in the next time-step. It could be the progression from a stage to
another of the same disease, the recurrence of a disease, or the transition to a new
disease. The illness state ht can be used to predict a diagnosis code dt+1 as follow
P (dt+1 = c | u1:t) = softmax
(
w>c ht
)
(4.7)
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where softmax(z) = ez/∑z′ ez′ , wc is code-specific parameter.
Short-range intervention recommendation Intervention recommendation refers
to predicting medications and procedures for the current diagnoses. Similar to dis-
ease progression, an intervention code st at time t can be generated as follows
P (st = c | u1:t) = softmax
(
v>c ht
)
(4.8)
where vc is code-specific parameter.
Long-range prognosis by pooling multiple temporal resolutions Recall
that the C-LSTM has two temporal characteristics:
• Integrating long-range information through gradually forgotten memory. A
consequence of forgetting is that recent information affects the current illness
state more, and this fits the nature of healthcare processes.
• Representing a complex effect of time lapse between two admissions from pa-
rameterisation of time in the forget gate.
However, C-LSTM, like its ancestor LSTM, is not explicitly designed to predict the
far future. This because the memory is updated at every admission but the global
dynamics across multiple admissions are not fully captured. For this reason, we
propose to impose a multiscale temporal structure on top of the C-LSTM layer to
predict the far future (see Figure 4.2). It means to pool historical illness states
within multiple time-horizons. This is to reflect the variable rates at which diseases
progress.
• For state pooling per time-horizon, the simplest way is to use mean-pooling,
where h¯ = pool {h1:n} = 1n+1
∑n
t=1 ht. However, this does not reflect the
recency in history. Here we introduce a simple attention scheme that weighs
recent events more: h¯ =
(∑n
t=t1 rtht
)
/
∑n
t=t1 rt, where
rt = [mt + log (1 + ∆t:n)]−1
and ∆t:n is the elapsed time between the step t and the current step n, mea-
sured in months; mt = 1 if emergency admission, mt = 2 if routine admission.
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The starting time step t1 is used to control the length of look-back in the
pooling, for example, ∆t1:n ≤ 12 for one year look-back.
• For multiple time-horizons, we employ multiple look-backs: 12 months, 24
months, and all available history. Finally, the three pooled illness states are
stacked into a vector: h¯ =
[
h¯12, h¯24, h¯all
]
which is then fed to a neural network
for inferring about the future.
Once all the illness states are pooled and stacked into vector h¯, h¯ is then fed to a
neural network to predict the future outcome y. The design of the neural network is
flexible with any depth as desirable with or without parameter tying between layers
(see for example, recent work in (Pham et al., 2016)).
In this chapter, we use a simple neural network with one hidden layer, as follows:
ah = σ
(
Uhh¯+ bh
)
(4.9)
zy = Uyah + by (4.10)
P (y | u1:n) = fprob (zy) (4.11)
The function fprob (zy) depends on the nature of the future outcome. For example,
in the case of binary classification, fprob (zy) is a logistic regression. Although not
pursued here, this can be easily extended to survival analysis setting, where fprob (zy)
is partial-likelihood.
In summary, computation steps in DeepCare can be summarised as follows:
P (y | u1:n) = P (nnety (pool {C~LSTM(u1:n)})) (4.12)
where u1:n is the input sequence of admission observations, y is the outcome of in-
terest (e.g., readmission), nnety denotes estimate by the neural network with respect
to outcome y, and P is probabilistic model of outcomes.
4.3.5 Model training
Recall that there are three prediction tasks – two short-range (intervention rec-
ommendation and disease progression) and one long-range prognosis. As the the
short-range tasks are indeed special detailed cases of the long-range task, the mod-
els learnt from the short-range can be reused in the long-range. This is also known as
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transfer learning. In particular, the short-range models will serve as a pre-training
step for the long-range task. See 4.3.7 for more detail on pre-training.
• For short-range tasks, models are trained by minimising the log-loss L =
−∑t logP (yt | u1:t), where yt is either intervention code st in Eq. (4.8) or
disease code dt+1 in Eq. (4.7).
• For the long-range task, the loss is L = − logP (y | u1:n) where P (y | u1:n)
is given in Eq. (4.11)
Despite having a complex structure, DeepCare’s loss functions are fully differen-
tiable, and thus can be minimised using standard back-propagation and supported
by current programming frameworks with automatic differentiation facilities. The
learning complexity is linear with the number of parameters (see 4.3.6 for model
complexity analysis).
Algorithm 4.1 is an overview of our DeepCare forward pass. In actual implemen-
tation, we also make use of recent techniques such as dropouts (Srivastava et al.,
2014) (see 4.3.7 for further detail).
Algorithm 4.1 DeepCare forward pass
1: Input: EMRs as sequences of sets of diagnosis, intervention codes, admission
type and time lapse.
2: for each step t
* [xt,pt] = embedding(d1, ..., dh, s1, ..., sk) (Subsection 4.3.2)
* Compute 3 gates: it (Eq. 4.2), ot (Eq. 4.3), f t (Eq. 4.5 or Eq. 4.6)
* Compute ct (Eq. 3.9) and ht (Eq. 3.10)
endfor
3: if the task is Disease progression
* Compute the predictive probability using Eq. (4.7)
* Compute the log-loss.
endif
4: if the task is Intervention recommendation
* Compute the predictive probability using Eq. (4.8)
* Compute the log-loss.
endif
5: if the task is Future risk prediction
* Compute h¯ (Subsection 4.3.4)
* Compute P (y | u0:n) (Eqs. 4.9, 4.10, 4.11)
* Compute the log-loss.
endif
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4.3.6 Model complexity
The number of model parameters are M × |V |+M ×K +K ×K +K ×D, which
consists of the following components:
Parameters in the C-LSTM layer
• For admission embedding, we use two embedding matrices A and B. We have
A+B ∈ RM×|V |
• The input gate: Wi ∈ RM×K , Ui ∈ RK×K and bi ∈ RK×1
• The output gate: Wo ∈ RM×K , Uo ∈ RK×K , Po ∈ RK×K and bo ∈ RK×1
• The forget gate: Wf ∈ RM×K , Uf ∈ RK×K , Pf ∈ RK×K and bf ∈ RK×1. In the
case of time decay there are no other parameters and in the case of parametric
time, the forget gate has a time weight matrix Qf ∈ RNtime×K (Ntime = 3 in
our implementation)
• The memory cell: Wi ∈ RM×K , Ui ∈ RK×K and bi ∈ RK×1
Parameters in the Neural network layer
• The neural network layer consists of an input-hidden weight matrix Uh1 ∈
RsK×D, hidden-output weight matrix Uh2 ∈ RD×2 and two bias vectors c1 ∈
RD×1 and c2 ∈ R2×1
4.3.7 Pretraining and regularisation
Pretraining with auxiliary tasks Pretraining can be done by unsupervised
learning on unlabelled data (Hinton et al., 2006; Dai and Le, 2015). Pretraining has
been proven to be effective because it helps the optimisation by initialising weights
in a region near a good local minimum (Bengio et al., 2007; Erhan et al., 2010).
In our work we use auxiliary tasks to pretrain the model for future risk prediction
tasks. In our case, auxiliary tasks are predicting diagnoses of the next readmission
and predicting interventions of current admission. These tasks play a role in disease
progression tracking and intervention recommendation.
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We use the bottom layer of DeepCare for training auxiliary tasks. As described in
Subsection 4.3.1, the C-LSTM layer reads a sequence of admissions u0,u1, ...,un and
computes the corresponding sequence of distributed illness states h0,h1, ...,hn. At
each step t, ht is used to generate labels yt by the formula given in Eq. (3.3) where
yt can be a set of diagnoses or interventions. After training, the code embedding
matrix is then used to initialise the embedding matrix for training the risk prediction
tasks. The results of next readmission diagnosis prediction and current admission
intervention prediction are reported in Subsections 4.4.2 and 4.4.2.
Regularisation DeepCare may lead to overfitting because it introduces three
more parameter matrices to the sigmoid gates to handle interventions and time.
Therefore, we use L2-norm and Dropout to prevent overfitting. L2-norm regularisa-
tion, also called “weight decay”, is used to prevent weight parameters from extreme
values. A constant α is introduced to control the magnitude of the regularisation.
Dropout is a regularisation method for deep neural networks. During training, units
are deleted with a pre-defined probability 1 − p (dropout ratio) and the remaining
parts are trained through back-propagation as usual (Srivastava et al., 2014; Baldi
and Sadowski, 2013). This prevents the co-adaptation between units, and therefore
prevents overfitting. At the test time, a single neural net is used without dropout
and the outgoing weights of a unit that is retained with probability p during training
are multiplied by p. (See Section 2.2 for more details about L2 and dropout).
However, the original version of dropout does not work well with RNNs because it
may hurt the dependencies in sequential data during training (Zaremba et al., 2014).
Thus, dropout in DeepCare is only introduced at input layer and neural network
layer:
• Dropout codes: Before pooling the embedding vectors of diagnoses and inter-
ventions in each admission, each of these embedding vectors is deleted with
probability 1− pcode
• Dropout input features: After deriving [xt,pt] as described in Subsection 4.3.2,
each value in these two vector is dropped with probability 1− pfeat
• Dropout units in neural network layer: The pooled state z as described in
Subsection 4.3.2 is feed as the input of the neural network. Dropout is used
at input units with probability 1 − pin and at hidden units with probability
1− phidd.
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4.4 Case Studies on Chronic Diseases
We demonstrate our DeepCare (See Section 4.3 for details) on answering a crucial
part of the holy grail question “what happens next?”. In particular, we demon-
strate our model on disease progression, intervention recommendation and future
risk prediction. Disease progression refers to the next disease occurrence given the
medical history. Intervention recommendation is about predicting a subset of treat-
ment procedures for the current diagnoses. Future risk may involve readmission or
mortality within a predefined period after discharge. We note in passing that the
forecasting of future events may be considerably harder than the traditional notion
of classification (e.g., objects/documents categorisation) due to inherent uncertainty
in unseen interleaved events. Our experiments are demonstrated on two datasets
of very different nature – diabetes (a well-defined chronic condition) and mental
health (a diverse mixture of many acute and chronic conditions). The cohorts were
collected from a large regional hospital in the period of 2002 to 2013.
4.4.1 Data
We model disease progression, intervention recommendation and future risk predic-
tion in two very diverse cohorts: mental health and diabetes. These diseases differ
in causes and progression.
Data for both cohorts were collected for 12 years (2002-2013) from a large regional
Australian hospital. We preprocessed the datasets by removing (i) admissions with
incomplete patient information; and (ii) patients with less than 2 admissions. The
vocabulary is defined as the set of diagnosis, procedure and medication codes. In
diabetes cohort, there are 7,153 diagnosis codes and 1,126 intervention codes while
in mental health cohort, there are 8,127 diagnosis codes and 1,351 intervention
codes. The vocabularies in both datasets are large that may lead to overfitting when
training the model. To reduce the vocabulary, we collapsed diagnoses that share the
first 2 characters into one diagnosis. For example, E10.1 would be collapsed into
E1. Likewise, the first digits in the procedure block were used.
The diabetes cohort contained more than 12,000 patients (55.5% males, median
age 73). Data statistics are summarised in Figure 4.4. After preprocessing, the
dataset contained 7,191 patients with 53,208 admissions. The vocabulary consisted
of 243 diagnosis, 773 procedure and 353 medication codes. The mental health cohort
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Figure 4.4: Top row: Diabetes cohort statistics (y axis: number of patients; x axis:
(a) age, (b) number of admissions, (c) number of days); Mid row: Progression from
pre-diabetes (upper diag. cloud) to post-diabetes (lower diag. cloud); Bottom row:
Top diagnoses.
contains more than 11,000 patients (49.4% males, median age 37). Data statistics are
summarised in Figure 4.5. After preprocessing, the mental health dataset contained
6,109 patients and 52,049 admissions with the vocabulary of 247 diagnosis, 752
procedure and 319 medication codes. The average age of diabetic patients is much
higher than the average age of mental patients (See Fig 4.4a and Fig 4.5a).
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Figure 4.5: Top row: Mental health cohort statistics (y axis: number of patients; x
axis: (a) age, (b) number of admissions, (c) number of days); Mid row: Progression
from pre-mental diseases (upper diag. cloud) to post-mental diseases (lower diag.
cloud); Bottom row: Top diagnoses.
4.4.2 Experiments and Results
Implementation The training, validation and test sets are created by randomly
dividing the dataset into three parts of 2/3, 1/6, 1/6 data points, respectively. We
vary the embedding and hidden dimensions from 5 to 50 but the results are rather
robust. We report best results for disease progression and intervention recommen-
dation tasks with M = 30 and K = 40 and for prediction tasks with M = 10
embedding dimensions and K = 20 hidden units (M and K are the number of em-
bedding dimensions and hidden units respectively). Learning is by Stochastic Gra-
dient Descent with the mini-batch of 16 sequences. The learning rate λ is modified
as follows. We start with λ = 0.01. When the model cannot find a smaller training
cost, we wait nwait epochs before updating λ as λ = λ/2. Initially, nwait = 5, and is
subsequently modified as nwait = min {15, nwait + 2} for each λ update. Learning is
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terminated after nepoch = 200 or after learning rate smaller than  = 0.0001.
Disease progression We first verify that the recurrent memory embedded in
DeepCare is a realistic model of disease progression. The model predicts the next
np diagnoses at each discharge using Eq. (3.3).
For comparison, we implement two baselines: Markov models and plain RNNs. A
Markov model is a stochastic model used to model changing systems. A Markov
model consists of a list of possible states, the possible transitions between those
states and the probability of those transitions. The future states depend only on
the present state (Markov assumption). The Markov model has memoryless dis-
ease transition probabilities P
(
dit | djt−1
)
from disease dj to di at time t. Given
an admission with disease subset Dt, the next disease probability is estimated as
Q (di; t) = 1|Dt|
∑
j∈Dt P
(
dit | djt−1
)
. Plain RNNs are described in Subsection 3.1.1.
We use Precision at K (Precision@K) to measure the performance of the models.
Precision@K corresponds to the percentage of relevant results in retrieved results.
That means if the model predicts np diagnoses of the next readmission and nr
diagnoses among of them are relevant the model’s performance is
Precision@np =
nr
np
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Figure 4.6: (Left) 40 channels of forgetting due to time elapsed. (Right) The forget
gates of a patient in the course of their illness.
Dynamics of forgetting Figure 4.6(left) plots the contribution of time into the
forget gate. The contributions for all 40 states are computed using Qfq∆t as in
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Eq. (4.6). There are two distinct patterns: decay and growing. This suggests
that the time-based forgetting has a very small dimensionality, and we will under-
parameterise time using decay only as in Eq. (4.5), and over-parameterise time
using full parameterisation as in Eq. (4.6). A right balance is interesting to warrant
a further investigation. Figure 4.6(right) shows the evolution of the forget gates
through the course of illness (2000 days) for a patient.
Diagnoses prediction result Table 4.1 reports the Precision@np for different val-
ues of np. For diabetes cohort, using plain RNN improves over memoryless Markov
model by 8.8% with np = 1 and by 27.7% with npred = 3. This significant improve-
ment demonstrates the role of modelling the dynamics in sequential data. Modelling
irregular timing and interventions in DeepCare gains a further 2% improvement. For
mental health cohort, Markov model is failed to predict next diagnoses with only
9.5% for np = 1. Plain RNN gains 50% improvement in Precision@1, while and
DeepCare demonstrates a 2% improvement in Precision@1 over RNN.
Table 4.1: Precision@np Diagnoses Prediction.
Diabetes Mental
np = 1 np = 2 np = 3 np = 1 np = 2 np = 3
Markov 55.1 34.1 24.3 9.5 6.4 4.4
Plain RNN 63.9 58.0 52.0 50.7 45.7 39.5
LSTM 65.7 59.6 53.3 51.0 46.4 40.0
DeepCare (time decay) 64.9 58.9 53.2 51.3 46.4 39.8
DeepCare (mean adm.) 66.2 59.6 53.7 52.7 46.9 40.2
DeepCare (sum adm.) 65.5 59.3 53.5 51.7 46.2 39.8
DeepCare (max adm.) 66.1 59.2 53.2 51.5 46.7 40.2
Intervention recommendation We first conducted experiments with DeepCare
for intervention recommendation task. The model predicts the current np interven-
tions at each admission (see Subsection 4.4.2). As the current interventions are now
the output of the prediction, DeepCare only read the current diagnoses and the
previous interventions as input. The Eq. 4.3 now become
ot = σ (Woxt + Uoht−1 + bo)
Table 4.2 reports the results of current intervention prediction. For all values of np,
RNN consistently outperforms Markov model by a huge margin for both diabetes
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and mental health cohort. DeepCare with sum-pooling outperforms other models
in both diabetes and mental health datasets.
Table 4.2: Precision@np intervention prediction
Diabetes Mental
np = 1 np = 2 np = 3 np = 1 np = 2 np = 3
Markov 35.0 17.6 11.7 20.7 12.2 8.1
Plain RNN 77.7 54.8 43.1 70.4 55.4 43.7
LSTM 78.2 54.7 42.9 70.9 55.6 44.2
DeepCare (time decay) 77.0 54.2 42.8 70.5 55.5 43.9
DeepCare (mean adm.) 77.8 54.9 43.3 70.3 55.7 44.1
DeepCare (sum adm.) 78.7 55.5 43.5 71.0 55.8 44.7
DeepCare (max adm.) 78.4 55.1 43.4 70.0 55.2 43.9
Predicting future risk Next we demonstrate DeepCare on risk prediction. For
each patient, a discharge is randomly chosen as prediction point, from which un-
planned readmission and high risk patients within X months will be predicted. A
patient is in high risk at a particular time T if he or she have at least three un-
planned readmissions within X months after time T . We choose X = 12 months for
diabetes and X = 3 months for mental health. Results are measured in F1-score.
For comparison, baselines are SVM and Random Forests running on standard
non-temporal features engineering using one-hot representation of diagnoses and
intervention codes. Then pooling is applied to aggregate over all existing admissions
for each patient. Two pooling strategies are tested: max and sum. Max-pooling is
equivalent to the presence-only strategy in (Arandjelović, 2015), and sum-pooling
is akin to an uniform convolutional kernel in (Tran et al., 2014a). This feature
engineering strategy is equivalent to zeros-forgetting – any risk factor occurring in
the past is memorised.
Pretraining and Regularisation Table 4.3 reports the impacts of pretraining
and regularisation on the results of unplanned readmission prediction in diabetes
dataset using DeepCare model. Pretraining and regularisation improve the results
of all three admission pooling methods. While mean pooling admission is found to
perform well with regularisation, max pooling produces best results with pretraining
and sum pooling produces best results with both approaches.
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Table 4.3: Effect of pretraining and regularisation for unplanned readmission pre-
diction using DeepCare for diabetes dataset. The results are reported in F1-score
(%)
Approach Mean adm. Sum adm. Max adm.
None 77.8 77.9 78.3
Pretrain 78.3 78.6 78.9
Regularisation 79.0 78.7 78.6
Both 78.4 78.9 78.8
Effect of admission method as input As discussed in Subsection 4.3.2, un-
planned admissions usually indicates higher risk. This is reflected in DeepCare
model by modelling the admission method mt in the input gate it (See Eq. 4.2).
We keep mt = 1 for unplanned admissions and choose mt for planned admissions
empirically. mt is varied in (1, 1.25, 1.5,..., 2.75, 3). Figure 4.7 illustrates the per-
formance of DeepCare on different value of mt. For diabetes cohort, the best value
of mt is 2 while for mental health cohort, the best value of mt is 1.75.
U U
(a) Diabetes (b) Mental health
Figure 4.7: Performance of DeepCare on unplanned readmission prediction task with
different value of mt for planned admissions. (a) Diabetes cohort and (b) Mental
health cohort.
Unplanned readmission prediction results Table 4.4 reports the F1-scores of
predicting unplanned readmission. For the diabetes cohort, the best baseline (non-
temporal) is Random Forests with sum pooling has a F1-score of 71.4% [Row 4]. Us-
ing plain RNN with simple logistic regression improves over best non-temporal meth-
ods by a 3.7% difference in 12-months prediction [Row 5, ref: Subsections (3.1.1, 4.3.2)].
Replacing RNN units by LSTM units gains 4.5% improvement [Row 6, ref: Sub-
section 3.2.1]. Moving to deep models by using a neural network as classifier helps
with a gain of 5.1% improvement [Row 7, ref: Eq. (4.1)]. By carefully modelling
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the irregular timing, interventions and recency+multiscale pooling, we gain 5.7%
improvement [Row 8, ref: Subsections (4.3.3, 4.3.4)]. Finally, with parametric time
we arrive at 79.0% F1-score, a 7.6% improvement over the best baselines [Row 9,
ref: Subsection 4.3.3].
For the mental health dataset, the best non-temporal baseline is sum-pooling Ran-
dom Forest with result of 67.9%. Plain RNN and LSTM with logistic regression
layer gain 2.6% and 3.8% improvements, respectively. The best model is DeepCare
with parametric time with a gap of 6.8% improvement compared to sum-pooling
Random Forest.
Table 4.4: Results of unplanned readmission prediction in F1-score (%) within 12
months for diabetes and 3 months for mental health patients.
Model Diabetes Mental
1. SVM (max-pooling) 64.0 64.7
2. SVM (sum-pooling) 66.7 65.9
3. Random Forests (max-pooling) 68.3 63.7
4. Random Forests (sum-pooling) 71.4 67.9
5. Plain RNN (logist. regress.) 75.1 70.5
6. LSTM (logit. regress.) 75.9 71.7
7. DeepCare (nnets + mean adm.) 76.5 72.8
8. DeepCare ( [interven.+time decay] +
recent.multi.pool. + nnets + mean adm.)
77.1 74.5
9. DeepCare ([interven.+param. time] +
recent.multi.pool. + nnets + mean adm.)
79.0 74.7
High risk prediction results In this part, we report the performance of Deep-
Care on high risk patient prediction task. Figure 4.8 reports the F1-score of high
risk prediction. RNN improves the best non-temporal model (sum-pooling SVM)
over 10% F1-score for both two cohorts. Max-pooling DeepCare best performs in
diabetes dataset with nearly 60% F1-score, while sum-pooling DeepCare wins in
mental health cohort with 50.0% F1-score.
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(a) Diabetes (b) Mental health
Figure 4.8: Result of high risk prediction in F1-score (%) within 12 months for
diabetes (a) and 3 months for mental health (b). DC is DeepCare. Mean, sum, max
are 3 admission pooling methods
4.5 Discussion
4.5.1 DeepCare as a model of healthcare memory
DeepCare makes use of embedding to represent the semantics of diagnoses, interven-
tions and admissions. In theory, this embedding is agnostic to of the task at hand.
Our previous work learns diagnosis and patient embedding (Tran et al., 2015) us-
ing nonnegative restricted Boltzmann machines (Nguyen et al., 2013) and known
semantic relations and temporal relations (Nguyen et al., 2016). This method uses
global contexts, unlike DeepCare, where only local contexts (e.g., next admission)
are considered.
It is interesting to see the performance of the model with different pooling methods
on embedding vectors. While mean pooling performs best on diagnoses prediction,
sum pooling performs best on intervention prediction in both datasets. More eval-
uations and analyses will be investigated to understand the results. However, the
recording practice may hinder a full explanation. For example, codes are recorded
for billing purposes, hence there are biases and missing codes. There are also vari-
ations between coders. Mean-pooling may be more robust against these potential
noises (due to law of large number), and this may explain the results in next-disease
prediction (Table 4.1). However, for treatment recommendation (Table 4.2), as
the treatments are disease-specific, the sum of diseases (sum-pooling) explains the
treatments better.
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The memory cells in DeepCare are used to store, update, forget and manipulate
illness experiences over time-stamped episodes. The inferred experiences are then
pooled to reason about the current illness states and the future prognosis. Like
human memory, healthcare risk also has a recency effect, that is, more recent events
contribute more towards future risk. In DeepCare, two recency mechanisms are
used. First, through forgetting, recent events in DeepCare tend to contribute more
to the current illness states. The forgetting gate is influenced by the interventions.
While it may appear that the influence is only in short-term, but it is actually not
because the multiplicative nature of the forget gate, and the long-range dependency
of the memory. For example, if the forget gate is turned off, then the entire illness
history will be forgotten. Second, multiscale pooling (Subsection 4.3.4) has weights
that decay over time.
DeepCare can be implemented for existing EMR systems. More extensive evalu-
ations on a variety of cohorts, sites and outcomes will be necessary. This offers
opportunities for domain adaptations through parameter sharing among multiple
cohorts and hospitals.
4.5.2 Limitations
We recognise several limitations. First, DeepCare has been designed primarily for
coded data (diagnosis, procedure and medication) at the admission level. Numerical
data such as blood sugar levels could be naturally incorporated, however. For time-
series data, we can extract a feature vector per series. Second, DeepCare is more
powerful with long trajectories of many episodes, whereas young patients typically
have only one or two admissions. With short trajectories, other architectures may
be more appropriate (Cheng et al., 2016; Nguyen et al., 2017).
The choice of SVM and Random Forest for baselines of readmission task using one-
hot representation of medical codes is naive. Comparing SVM and Random Forests
with non-temporal features against temporal model (e.g., plain RNN and LSTM) is
to emphasise the effectiveness of modelling the temporal property. There is other
advanced work that can account for the temporality in healthcare, such as (Choi
et al., 2016a; Zhao et al., 2017). Our DeepCare contributions against these temporal
models are modelling the irregular timing and the interventions.
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4.6 Closing Remarks
In this chapter, we have introduced DeepCare, an end-to-end deep dynamic memory
neural network for personalised healthcare. It frees model designers from manual
feature extraction. DeepCare reads medical records, memorises illness trajectories
and care processes, estimates the present illness states, and predicts the future risk.
Our framework models disease progression, supports intervention recommendation,
and provides prognosis from electronic medical records. To achieve precision and
predictive power, DeepCare extends the classic Long Short-Term Memory by (i)
parameterising time to enable irregular timing, (ii) incorporating interventions to
reflect their targeted influence in the course of illness and disease progression; (iii)
embedding variable-size discrete admissions into vector space, (iv) using multiscale
pooling over time; and finally (v) augmenting a neural network to infer about fu-
ture outcomes. We have demonstrated DeepCare on predicting next disease stages,
recommending interventions, and estimating unplanned readmission among diabetic
and mental health patients. The results are competitive against current state-of-
the-arts. DeepCare opens up a new principled approach to predictive medicine.
EMRs are naturally in sequential structure, which fits to the RNN architecture. In
the next chapter, we will focus on the relational data, in which, data instances are
vectors and related through predefined connections. RNNs will be used as iterative
estimators for vectors and relational information.
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Chapter 5
Networked RNNs for Relational
Domain
5.1 Introduction
In the previous chapter we addressed the case of sequential data with episodic struc-
ture. In this chapter, we focus on a new structure, where data are networked rather
than sequential. More generally, we consider relational data, which are characterised
by relational structures between objects or data instances. For example, research
publications are linked by citations, web pages are connected by hyperlinks and
movies are related through same directors or same actors. Using relations may
improve performance in classification as relations between data instances may be
indicative of relations between classes.
A canonical task in learning from this data type is collective classification in which
networked data instances are classified simultaneously rather than independently
to exploit the dependencies in the data (Macskassy and Provost, 2007; Neville and
Jensen, 2007; Richardson and Domingos, 2006; Sen et al., 2008). Collective clas-
sification is, however, highly challenging. Exact collective inference under general
dependencies is intractable. For tractable learning, we often resort to surrogate loss
functions such as (structured) pseudo-likelihood (Sutton and McCallum, 2007), ap-
proximate gradient (Hinton, 2002), or iterative schemes, stacked learning (Choetkier-
tikul et al., 2015; Kou and Cohen, 2007; Macskassy and Provost, 2007; Neville and
Jensen, 2000).
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Existing models designed for collective classification are mostly shallow and do not
emphasise learning of local and relational features. Deep neural networks, on the
other hand, offer automatic feature learning, but generally ignore relational data.
With known challenges in relational learning, can we design a deep neural network
that is efficient and accurate for collective classification? There have been recent
works that combine deep learning with structured prediction but the main learning
and inference problems for general multi-relational settings remain open (Belanger
and McCallum, 2016; Do et al., 2010; Tompson et al., 2014; Yu et al., 2010; Zheng
et al., 2015).
We present Column Network (CLN), an efficient recurrent model for multi-relational
data, with emphasis on collective classification. The design of CLN is partly inspired
by the columnar organisation of neocortex (Mountcastle, 1997), in which cortical
neurons are organised in vertical, layered mini-columns, each of which is responsi-
ble for a small receptive field. Communications between mini-columns are enabled
through short-range horizontal connections. In CLN, each mini-column is an RNN
that takes an input vector – which plays the role of a receptive field – and produces
an output class. Each mini-column net not only learns from its own data but also
exchanges features with neighbour mini-columns multiple times along the pathway
from the input to output. Despite the short-range exchanges, the interaction range
between mini-columns increases with depth, thus enabling long-range dependencies
between data objects.
One challenge when taking the neighbourhood information into account is that the
model need to read the whole network for each training epoch. This requires whole
batch training, which is expensive in both time and memory. To train CLN with
large-scale data, we propose an approximation methods that allows CLN to train
with mini-batch training by temporarily freezing the neighbour hidden activations
by their values from previous epochs.
To be able to learn with very deep networks, we leverage the recently introduced
highway nets (Srivastava et al., 2015b) as models for mini-columns. With this design
choice, CLN becomes a network of interacting highway nets. But unlike the original
highway nets, CLN is a recurrent model, in which hidden layers share the same set of
parameters, allowing the depth to grow without introducing new parameters (Liao
and Poggio, 2016; Pham et al., 2016). Functionally, if FNNs and highway nets are
functional approximators for an input vector, CLN can be thought as an iterative
approximator of a grand function that takes a complex network of vectors as input
5.2. Preliminaries 93
and returns multiple outputs. CLN has many desirable theoretical properties: (i)
it encodes multi-relations between any two instances; (ii) it is deep and compact,
allowing complex functions to be approximated at the network level with a small set
of free parameters; (iii) local and relational features are learnt simultaneously; (iv)
long-range, higher-order dependencies between instances are supported naturally
through iterative estimation; and (v) crucially, learning and inference are efficient,
linear in the size of network and the number of relations.
We evaluate CLN on real-world applications: (a) delay prediction in software projects,
(b) PubMed Diabetes publication classification and (c) film genre classification. In
all applications, CLN demonstrates a higher accuracy than state-of-the-art rivals.
5.2 Preliminaries
5.2.1 Collective classification in multi-relational setting
Notation convention: We use capital letters for matrices and bold lowercase letters
for vectors. The sigmoid function of a scalar x is defined as σ(x) = [1 + exp(−x)]−1,
x ∈ R. A function g of a vector x = [x1, ..., xn] is defined as g(x) = [g(x1), ..., g(xn)].
The operator ∗ is used to denote element-wise multiplication. We use superscript t
(e.g. ht) to denote layers or computational steps in neural networks , and subscript
i for the ith element in a set (e.g. hti is the hidden activation at layer t of instance
ith in the dataset).
We describe the collective classification setting under multiple relations. Given a
network of data instances G={E, R, X, Y} where E = {e1, ..., eN} are N instances
that connect through relations in R. Each tuple {ej, ei, r} ∈ R describes a relation
of type r (r = 1...R, where R is the number of relation types in G) from instance
ej to instance ei. Two instances can connect through multiple relations. A relation
can be unidirectional or bidirectional. For example, movie A and movie B may
be linked by a unidirectional relation sequel(A,B) and two bidirectional relations:
same-actor(A,B) and same-director(A,B).
Data instances and their relations can be represented in a graph where a node
represents an instance and an edge exists between two nodes if they have at least
one relation. Furthermore, ej is a neighbour of ei if there is a link from ej to ei. Let
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N (i) be the set of all neighbours of ei and Nr(i) be the set of neighbours related to
ei through relation r. This immediately implies N (i) = ∪r∈RNr(i).
X = {x1, ...,xN} is the set of local features, where xi is feature vector of instance
ei; and Y = {y1, ..., yN} with each yi ∈ {1, ..., L} is the label of ei. yi can ei-
ther be observed or latent. Given a set of known label instances Eobs, a collective
classification algorithm simultaneously infers unknown labels of instances in the
set Ehid = E\Eobs. In our probabilistic setting, we assume the classifier produces
estimate of the joint conditional distribution P (Y | G).
It is challenging to learn and infer about P (Y | G). A popular strategy is to employ
approximate but efficient iterative methods (Macskassy and Provost, 2007). In the
next subsection, we describe a highly effective strategy known as stacked learning,
which partly inspires our work.
5.2.2 Stacked learning
𝒆1
𝒆3
𝒆2
𝒆4
𝒙1 𝒙2 𝒙3 𝒙4
𝑦1 𝑦2 𝑦3 𝑦4
Figure 5.1: Collective classification with Stacked Learning (SL). (Left): A graph
with 4 data instances connected by unidirectional and bidirectional links, (Right):
SL model for the graph with three steps where xi is the feature vector of instance
ei. The bidirectional link between e1 and e2 is modelled as two unidirectional links
from e1 to e2 and vice versa.
Stacked learning (Figure 5.1) is a multi-step learning procedure for collective clas-
sification (Kou and Cohen, 2007; Yu et al., 2010; Choetkiertikul et al., 2015). At
step t − 1, a classifier is used to predict class probabilities for an instance ej, i.e.,
pt−1j = [P t−1 (yj = 1) , ..., P t−1 (yj = L)]. These intermediate outputs are then used
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as relational features for neighbour classifiers in the next step. In (Choetkiertikul
et al., 2015), each relation produces one set of contextual features, where all features
of the same relation are averaged:
ctir =
1
|Nr(i)|
∑
j∈Nr(i)
pt−1j (5.1)
where ctir is the relational feature vector for relation r at step t. The output at step
t is predicted as follow:
P t (yi) = f t
(
xi,p
t−1
i ,
[
cti1, c
t
i2..., c
t
iR
])
(5.2)
where f t is the classifier at step t. When t = 1, the model uses local features of
instances for classification, i.e., c1ir = 0 and p0i = 0. At each step, classifiers are
trained sequentially with known-label instances.
5.3 Column Networks
In this section, we propose Column Networks for multi-relational data. We first
represent CLN as an FNN that reads an input vector and neighbourhood information
for prediction and then discuss the advantages when CLN is recurrent. We also
propose an approximation method that allows the model to train in mini-batch
setting.
5.3.1 Architecture
Inspired by the columnar organisation in neocortex (Mountcastle, 1997), the CLN
has one mini-column per data instance, which is akin to a sensory receptive field.
Each column is an FNN that passes information from a lower layer to a higher layer
of its own, and higher layers of neighbours (see Figure 5.2 for a CLN that models
the graph in Figure 5.1(Left)). The nature of the inter-column communication is
dictated by the relations between the two instances.
Through multiple layers, long-range dependencies are established (see Subsection 5.3.4
for more in-depth discussion). This somewhat resembles the strategy used in stacked
learning as described in Section 5.2. The main difference is that in CLN the interme-
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𝒙1 𝒙2 𝒙3 𝒙4
𝑦1 𝑦2 𝑦3 𝑦4
𝒉1
𝒉2
Figure 5.2: CLN for the graph in Figure 5.1(Left) with 2 hidden layers (h1 and h2).
diate steps do not output class probabilities but learn higher abstraction of instance
features and relational features. As such, our model is end-to-end in the sense that
receptive signals are passed from the bottom to the top, and abstract features are
inferred along the way. Likewise, the training signals are passed from the top to the
bottom.
Denote by xi ∈ RM and hti ∈ RKt the input feature vector and the hidden activation
at layer t of instance ei, respectively. If there is a connection from instance ej to ei,
ht−1j serves as an input for hti . Generally, hti is a non-linear function of ht−1i and
previous hidden states of its neighbours:
hti = g
(
ht−1i ,h
t−1
j1 , ...,h
t−1
j|N(i)|
)
(5.3)
where j ∈ N (i) and h0i is the input vector xi.
We borrow the idea of stacked learning (Section 5.2) to handle multiple relations in
CLN. The context of relation r (r = 1, ..., R) at layer t in Eq. (5.1) is replaced by:
ctir =
1
|Nr(i)|
∑
j∈Nr(i)
ht−1j (5.4)
Furthermore, different from stacked learning, the context in CLN are abstracted
features, i.e., we replace Eq. (5.2) by:
hti = g
(
bt +W tht−1i +
1
z
R∑
r=1
V tr c
t
jr
)
(5.5)
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whereW t ∈ RKt×Kt−1 and V tr ∈ RKt×Kt−1 are weight matrices and bt is a bias vector
for some activation function g; z is a pre-defined constant which is used to prevent
the sum of parameterised contexts from growing too large for complex relations.
At the top layer T , for example, the label probability for instance i is given as:
P (yi = l) = softmax
(
bT +WThTi
)
Remark: There are several similarities between CLN and existing neural network
operations. Eq. (5.4) implements mean-pooling, an operation often seen in CNN.
The main difference with the standard CNN is that the mean pooling does not
reduce the graph size. This suggests other forms of pooling such as max-pooling or
sum-pooling. Asymmetric pooling can also be implemented based on the concept of
attention, that is, Eq. (5.4) can be replaced by:
ctir =
∑
j∈Nr(i)
αjh
t−1
j
subject to ∑j∈Nr(i) αj = 1 and αj ≥ 0.
Eq. (5.5) implements a convolution. For example, standard 3x3 convolutional kernels
in images implement 8 relations: left, right, above, below, above-left, above-right,
below-left, below-right. Supposed that the relations are shared between nodes, the
CLN achieves translation invariance, similar to that in CNN.
5.3.2 Highway Network as mini-column
We now specify the detail of a mini-column, which we implement by extending
Highway Network (Srivastava et al., 2015b). Recall that traditional FNNs have a
major difficulty in learning with a large number of layers. This is due to the nested
non-linear structure that prevents the ease of passing information and gradient along
the computational path. Highway nets solve this problem by partially opening the
gate that lets previous states to propagate through layers, as follows:
ht = α1 ∗ h˜t +α2 ∗ ht−1 (5.6)
where h˜t is a nonlinear candidate function of ht−1 and where α1,α2 ∈ (0,1) are
learnable gates. Since the gates are never shut down completely, data signals and
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error gradients can propagate very far in a deep net.
For modelling relations, the candidate function h˜t in Eq. (5.6) is computed using
Eq. (5.5). Likewise, the gates are modelled as:
α1 = σ
(
btα +W tαht−1i +
1
z
R∑
r=1
V tαrc
t
jr
)
(5.7)
and α2 = 1−α1 as for compactness (Srivastava et al., 2015b). Other gating options
exists, for example, the p-norm gates where αp1 + αp2 = 1 for p > 0 (Pham et al.,
2016).
5.3.3 Parameter sharing for compactness
For FNNs, the number of parameters grow with number of hidden layers. In CLN,
the number is multiplied by the number of relations (see Eq. (5.5)). In highway
network implementation of mini-columns, a set of parameters for the gates is used
thus doubling the number of parameters (see Eq. (5.7)). For a deep CLN with many
relations, the number of parameters may grow faster than the size of training data,
leading to overfitting and a high demand of memory. To address this challenge, we
can use the idea of parameter sharing in Recurrent Neural Network (RNN), that is,
layers have identical parameters. In this case, CLN can be considered as an iterative
estimator that recurrently improves the representation embedded in each column.
There has been empirical evidence supporting this strategy in non-relational data
(Liao and Poggio, 2016; Pham et al., 2016).
With parameter sharing, the depth of the CLN can grow without increasing the
model size. This may lead to good performance on small and medium datasets. See
Section 5.4 provides empirical evidences.
5.3.4 Capturing long-range dependencies
An important property of our proposed deep CLN is the ability to capture long-range
dependencies despite only local state exchange as shown in Eqs. (5.5,5.7). To see
how, let us consider the example in Figure 5.2, where x1 is modelled in h13 and h13 is
modelled in h24, therefore although e1 does not directly connect to e4 but information
of e1 is still embedded in h24 through h13. More generally, after k hidden layers, a
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hidden activation of an instance can contain information of its expanded neighbours
of radius k. When the number of layers is large, the representation of an instance
at the top layer contains not only its local features and its directed neighbours, but
also the information of the entire graph. With highway networks, all of these levels
of representations are accumulated through layers and used to predict output labels.
5.3.5 Training with mini-batch
As described in Subsection 5.3.1, hti is a function of ht−1i and the previous hidden
states of its neighbours. hti therefore can contains information of the entire graph if
the network is deep enough. This requires expensive full-batch training that takes
all data instances for computation at each epoch. We propose a very simple yet
efficient approximation method that allows mini-batch training. For each mini-
batch, the neighbour activations are temporarily frozen to scalars, i.e., gradients are
not propagated through this “blanket”. After the parameter update, the activations
are recomputed as usual.
We construct a 3D tensor H , where H ti is the hidden state vector at step t of
instance i. First, H is initialised by zeros. At each mini-batch, for each step t, the
hidden state of an instance is computed by its previous hidden state and the hidden
states stored in the tensor H , Eq. 5.3 is replaced by:
hti = g
(
ht−1i ,H
t−1
j1 , ...,H
t−1
j|N(i)|
)
Here,H t−1j is treated as constant values, the model only computes the hidden states
of instances in a small mini-batch. H are then updated by the hidden states com-
puted by the forward propagation: H ti = hti, for all i in current mini-batch. With
this approximation, the neighbourhood hidden states is not computed with current
parameters but with the parameters from the latest mini-batch they are chosen.
We expect that when the model converges to a local minimum, the parameters are
slightly different after each update, leading to the convergence of the values inH to
the real current hidden states h. Experiments showed that the procedure did con-
verge and its performance is comparable to the full-batch setting while the training
speed is much faster.
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5.4 Applications
In this section, we report three real-world applications of CLN on networked data:
software delay estimate, PubMed paper classification and film genre classification.
5.4.1 Baselines
For comparison, we employed a comprehensive suit of baseline methods which in-
clude: (a) those designed for collective classification, and (b) deep neural nets for
non-collective classification. For the former, we used NetKit1, an open source toolkit
for classification in networked data (Macskassy and Provost, 2007). NetKit offers
a classification framework consisting of 3 components: a local classifier (using only
local features), a relational classifier (using neighbour features) and a collective in-
ference (joint prediction) method. In our experiments, the local classifier is the
Logistic Regression (LR) for all settings; relational classifiers are (i) weighted-vote
Relational Neighbour (wvRN), (ii) logistic regression link-based classifier with nor-
malised values (nbD), and (iii) logistic regression link-based classifier with absolute
count values (nbC). Collective inference methods include Relaxation Labelling (RL)
and Iterative Classification (IC). In total, there are 6 pairs of “relational classifier –
collective inference”: wvRN-RL, wvRN-IC, nbD-RL, nbD-IC, nbC-RL and nbC-IC.
For each dataset, results of two best settings will be reported.
We also implemented the state-of-the-art collective classifiers following (Choetkier-
tikul et al., 2015; Kou and Cohen, 2007; Yu et al., 2010): stacked learning with
logistic regression (SL-LR) and with random forests (SL-RF).
For deep neural nets, following the latest results in (Liao and Poggio, 2016; Pham
et al., 2016), we implemented highway network with shared parameters among layers
(HWN-noRel). This is essentially a special case of CLN without relational connec-
tions.
1http://netkit-srl.sourceforge.net/
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5.4.2 Experiment settings
We report three variants of the CLN: a basic version that uses standard FNN as
mini-column (CLN-FNN) and two versions of CLN-HWN that use highway nets with
shared parameters (CLN-HWN-full for full-batch mode and CLN-HWN-mini for mini-
batch mode, as described in Subsections 5.3.2, 5.3.3 and 5.3.5). All neural nets use
ReLU in the hidden layers.
Dropout is applied before and after the recurrent layers of CLN-HWN and at every
hidden layers of CLN-FNN. Each dataset is divided into 3 separated sets: training,
validation and test sets. For hyper-parameter tuning, we search for (i) number of
hidden layers: 2, 6, 10, ..., 30, (ii) hidden dimensions, and (iii) optimisers: Adam or
RMSprop. CLN-FNN has 2 hidden layers and the same hidden dimension with CLN-
HWN so that the two models have equal number of parameters. The best training
setting is chosen by the validation set and the results of the test set are reported.
The result of each setting is reported by the mean result of 5 runs.
5.4.3 Software delay prediction
This task is to predict potential delay for an issue, which is an unit of task in an
iterative software development lifecycle (Choetkiertikul et al., 2015). The prediction
point is when issue planning has completed. Due to the dependencies between issues,
the prediction of delay for an issue must take into account all related issues. We
use the largest dataset reported in (Choetkiertikul et al., 2015), the JBoss, which
contains 8,206 issues. Each issue is a vector of 15 features and connects to other
issues through 12 relations (unidirectional such as blocked-by or bidirectional such
as same-developer). The task is to predict whether a software issue is at risk of
getting delays (i.e., binary classification).
Figure 5.3 visualises CLN-HWN-full performance with different numbers of layers
ranging from 2 to 30 and hidden dimensions from 5, 10 to 20. The F1-score peaks
at 10 hidden layers and dimension size of 10.
Table 5.1 reports the F1-scores of all methods. The two best classifiers in NetKit are
wvRN-IC and wvRN-RL. The non-collective HWN-noRel works surprisingly well –
almost reaching the performance of the best collective SL-RF with 2 points short.
This demonstrates that deep neural nets are highly competitive in this domain, and
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Figure 5.3: Performance (F1-score) of CLN-HWN on Software delay prediction task
with different numbers of layers and hidden sizes
to the best of our knowledge, this fact has not been established. CLN-HWN-full
beats the best collective-method, the SL-RF by 3.1 points.
Non-neural F1 Neural net F1
wvRN-IC 54.7 HWN-noRel 66.8
wvRN-RL 55.8 CLN-FNN 70.5
SL-LR 65.3 CLN-HWN-full 71.9
SL-RF(*) 68.8 CLN-HWN-mini 71.2
Table 5.1: Software delay prediction performance. (*) Result reported in (Choetkier-
tikul et al., 2015).
5.4.4 PubMed publication classification
We used the Pubmed Diabetes dataset consisting of 19,717 scientific publications
and 44,338 citation links among them2. Each publication is described by a TF/IDF
weighted word vector from a dictionary which consists of 500 unique words. We
conducted experiments of classifying each publication into one of three classes: Di-
abetes Melitus - Experimental, Diabetes Melitus type 1, and Diabetes Mellitus type
2.
2Download: http://linqs.umiacs.umd.edu/projects//projects/lbc/
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Visualization of hidden layers
We randomly picked 2 samples of each class and visualised their ReLU units ac-
tivations through 10 layers of the CLN-HWN-full (Figure 5.4). Interestingly, the
activation strength seems to grow with higher layers, suggesting that learnt features
are more discriminative as they are getting closer to the outcomes. For each class a
number of hidden units is turned off in every layer. Figures of samples in the same
class have similar patterns while figures of samples from different classes are very
different.
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Figure 5.4: The dynamics of activations of 40 ReLU units through 10 hidden layers
of 2x3 samples - each column is for a class.
Classification accuracy
The best setting for CLN-HWN is with 40 hidden dimensions and 10 recurrent layers.
Results are measured in MicroF1-score and MacroF1-score (See Table 5.2). The non-
relational highway net (HWN-noRel) outperforms two best baselines from NetKit.
CLN-HWN performs best in both F1-score measures.
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Method MicroF1-score MacroF1-score
wvRN-IC 82.6 81.4
wvRN-RL 82.4 81.2
SL-LR 88.2 87.9
HWN-noRel 87.9 87.9
CLN-FNN 89.4 89.2
CLN-HWN-full 89.8 89.6
CLN-HWN-mini 89.8 89.6
Table 5.2: Pubmed Diabetes classification results measured by MicroF1-score and
MacroF1-score.
5.4.5 Film genre prediction
We used the MovieLens Latest Dataset (Harper and Konstan, 2016) which consists
of 33,000 movies. The task is to predict genres for each movie given plot summary.
Local features were extracted from movie plot summary downloaded from IMDB
database3. After removing all movies without plot summary, the dataset remains
18,352 movies. Each movie is described by a Bag-of-Words vector of 1,000 most
frequent words. Relations between movies are (same-actor, same-director). To
create a rather balanced dataset, 20 genres are collapsed into 9 labels: (1) Drama,
(2) Comedy, (3) Horror + Thriller, (4) Adventure + Action, (5) Mystery + Crime
+ Film-Noir, (6) Romance, (7) Western + War + Documentary, (8) Musical +
Animation + Children, and (9) Fantasy + Sci-Fi. The frequencies of 9 labels are
reported in Table 5.3.
Label 0 1 2 3 4
Freq(%) 46.3 32.5 24.0 19.1 15.9
Label 5 6 7 8
Freq(%) 16.5 14.8 10.4 11.5
Table 5.3: The frequencies of 9 collapsed labels on Movielens
On this dataset, CLN-HWN works best with 30 hidden dimensions and 10 recurrent
layers. Table 5.4 reports the F-scores. The two best settings with NetKit are
nbC-IC and nbC-RL. Using Stacked Learning with Logistic Regression improves
over the best results of the two methods by 6.8 points on Micro-F1 and 8.5 points
on Macro-F1. CLN-FNN gains further 0.9 points of Micro-F1 but fails to improve
MacroF1-score of prediction. CLN-HWN outperforms CLN-FNN by 3.1 points on
Micro-F1 and outperforms SL-LR by 3.8 points on Macro-F1.
3http://www.imdb.com
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Method Micro-F1 Macro-F1
nbC-IC 46.6 38.0
nbC-RL 43.5 40.4
SL-LR 53.4 48.9
HWN-noRel 50.8 45.2
CLN-FNN 54.3 41.8
CLN-HWN-full 57.4 52.7
CLN-HWN-mini 57.5 54.1
Table 5.4: Movie Genre Classification Performance reported in MicroF1 score and
MacroF1 score.
Figure 5.5 shows why CLN-FNN performs badly on MacroF1 (MacroF1 is the average
of all classes’ F1-scores). While CLN-FNN works well with balanced classes (in the
first three classes, its performance is nearly as good as CLN-HWN), it fails to handle
imbalanced classes (See Table 5.3 for label frequencies). For example, F1-score is
only 5.4% for label 7 and 13.3% for label 8. In contrast, CLN-HWN performs well
on all classes.
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Figure 5.5: Genre prediction F1-score of SL-LR,CLN-FNN, CLN-HWN on each label.
Best viewed in colour.
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5.5 Related Work
This chapter sits at the intersection of two recent independently developed areas:
Statistical Relational Learning (SRL) and Deep Learning (DL). Started in the late
1990s, SRL has advanced significantly with noticeable works such as Probabilistic
Relational Models (Getoor and Sahami, 1999), Conditional Random Fields (Lafferty
et al., 2001), Relational Markov Network (Taskar et al., 2002) and Markov Logic
Networks (Richardson and Domingos, 2006). Collective classification is a canonical
task in SRL, also known in various forms as structured prediction (Dietterich et al.,
2008) and classification on networked data (Macskassy and Provost, 2007).
A family of approaches to collective classification is called “node centric” that focus
on a single node at a time. Three components of collective classifiers are a local clas-
sifier, a relational classifier and collective inference (Macskassy and Provost, 2007).
Local classifier or non-relational component consists of a regular classifier operat-
ing on vector data. The local classifier makes prediction on local features of nodes
to initialise the first state for the relational classifier. Relational classifier makes
use of predicted classes (or class probabilities) of data instances from neighbours
as well as the attributes of nodes as features to predict the node labels. Exam-
ples are weighted-vote Relational Neighbor (wvRN) (Macskassy and Provost, 2007),
logistic based (Domke, 2013) or stacked graphical learning (Choetkiertikul et al.,
2015; Kou and Cohen, 2007). Collective inference is the task of jointly inferring
unknown labels for data instances conditioned on the known labels. Multiple ap-
proaches have been developed for collective inference such as relaxation labelling
(Chakrabarti et al., 1998) and iterative classification (Lu and Getoor, 2003). This
is a subject of AI with abundance of solutions including message passing algorithms
(Pearl, 1988), variational mean-field (Opper and Saad, 2001) and discrete optimisa-
tion (Tran and Dinh Phung, 2014). Among existing collective classifiers, the closest
to ours is stacked graphical learning where collective inference is bypassed through
stacking (Kou and Cohen, 2007; Yu et al., 2010). The idea is based on learning a
stack of models that take intermediate prediction of neighbourhood into account.
Despite the recent successful of deep learning in sequential and spatial data, little
attention has been paid to general networked data (Monner et al., 2013), although
there has been work on pairing structured outputs with deep networks (Belanger
and McCallum, 2016; Do et al., 2010; Tompson et al., 2014; Yu et al., 2010; Zheng
et al., 2015). Among deep neural nets, the closest to our work is RNCC model
(Monner et al., 2013), which also aims at collective classification using RNNs. There
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are substantial differences, however. RNCC shuﬄes neighbors of an instance to a
random sequence and uses horizontal RNN to integrate the sequence of neighbours.
Ours emphasises on vertical depth, where parameter sharing gives rise to the vertical
RNNs. Ours is conceptually simpler – all nodes are trained simultaneously, not
separately as in RNCC.
5.6 Discussion
As the name suggests, CLN is a network of narrow deep networks, where each layer
is extended to incorporate as input the preceding neighbour layers. It somewhat
resembles the columnar structure in neocortex (Mountcastle, 1997), where each nar-
row deep network plays a role of a mini-column. With parameter sharing scheme
across steps, the CLN is a network of interacting RNNs. Indeed, the entire network
can be collapsed into a giant recurrent network with n− n input/output mappings.
When relations are shared among all nodes across the network, CLN enables trans-
lation invariance across the network, similar to those in CNN. However, the CLN is
not limited to a single network with shared relations. Alternatively, networks can be
IID according to some distribution and this allows relations to be specific to nodes.
Although mini-batch approximation method reduces the time complexity signifi-
cantly, it requires a 3D tensor to store all hidden layers of all nodes in the entire
network, which may lead to memory shortage for very large datasets. We need
further investigation to address this issue.
5.7 Closing Remarks
Column Network (CLN) is a recurrent neural network with an emphasis on fast and
accurate collective classification. CLN has linear complexity in data size and num-
ber of relations in both training and inference. Empirically, CLN demonstrates a
competitive performance against rival collective classifiers on three real-world appli-
cations: (a) delay prediction in software projects, (b) PubMed Diabetes publication
classification and (c) film genre classification.
So far we have considered CLN as an iterative estimator for relational data where
instances connect through predefined relations. There are a wide range of problems
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where objects are correlated but the relations are unknown or implicit. We will
tackle this issue in the next chapter.
Chapter 6
RNNs for Multi-X Learning
6.1 Introduction
The previous chapter proposed an RNN architecture for relational data, solving the
problem of collective classification where each data point in the network has a label.
In this chapter, we relax this notion of data and label by considering a broader
range of learning tasks in which, samples may consist of multiple input parts and
outputs. For example, a video can have multiple types of input features such as
audio, vision and text description; and in image annotation, an image can be tagged
with multiple concepts such as horses, grass fields and trees. For the past decades,
machine learning has leveraged shared statistics between labels, instances and data
views. These have given rise to fruitful research directions for multi-input data
such as multi-view (Gönen and Alpaydın, 2011), multi-instance (Dietterich et al.,
1997), for multi-output data such as multi-label (Elisseeff and Weston, 2001), multi-
task (Caruana, 1997) and for a combination of multi-input and multi-output data
such as multi-view+multi-label (MV-ML) and multi-instance+multi-label (MI-ML)
learning (Zhou et al., 2012; Feng and Zhou, 2017). We simplify this notion by the
term multi-X learning. These problems are often solved separately, making solutions
unavailable for complex situations when multiple input types/instances and multiple
output labels are present.
In this chapter, we ask a bold question: Is this possible to build a generic neural
architecture that simultaneously addresses many questions in multi-X learning? To
effectively model the multi-X problems, such an architecture must be able to (a) fuse
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all input parts of different modalities or instances, (b) capture the shared statistics
of labels while retaining specific features for each input or label. To this end, we
design a new architecture called Multi-X Modular Network (MXM network), which
consists of an executive module, multi-input modules and multi-output modules (See
Figure 6.1). The model structure is inspired from CLN proposed in the previous
chapter, in which columns connect through predefined relations. Here, we model
the shared statistics between input parts and labels by the executive module that
connects to all input and output modules.
Our MXM system functions in two phases: fusing inputs and reasoning about out-
puts (See Figure 6.1). In the input fusion phase, each input module reads an input
and send signals to the executive module. The executive module acts as an encoder
that gathers input signals from the input modules and embeds the shared repre-
sentation of all input parts in its hidden state. In the output reasoning phase, the
executive module turns into a decoder that tries to decode multiple output signals
to separate output modules, each is responsible for predicting a target (e.g., label,
task). In both phases, the information is exchanged between the executive module
and the input/output modules recurrently through multiple steps. During learning,
training signals from (multiple) labels will propagate back to multiple input modules
connected in the input parts.
𝑦𝑦1
𝑦𝑦2
Input 1
Input 2
Input fusion phase Output reasoning phase
Executive
module
Input
module
Output
module
Encoding Decoding
Figure 6.1: MXM model for multi-X settings. Each module is a recurrent network
responsible for a particular task and connected to other modules. Inter-module
interactions are layer-wise.
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The MXM architecture is suited for multi-X problems. As the input/output modules
iteratively interact through the executive module, the correlations among inputs or
among labels are established through multiple message–passing steps. Overall, our
system is a single neural architecture that solves many separately considered sub-
problems in recent machine learning. The MXM network is flexible that it can work
on all of multi-X settings by simple model configurations. We demonstrate that with
the same architecture, our model can handle multi-input data (e.g., multi-instance
and multi-view) by changing the inputs, handle multi-output data (e.g., multi-task
and multi-label) by changing the outputs, and handle a combination of both types
(e.g., MV-ML and MI-ML). Compared with specific methods designed for each task,
our generic architecture exhibits competitive results.
Our main contributions are: (1) We suggest the rethinking of recent separate devel-
opments in machine learning, which include multi-X settings, where X is label, task,
view, instance or part. These developments after all are based on the notion that
related information should be shared to leverage the strength of statistics. (2) We
design a generic modular neural architecture showing that the same architecture can
be used for any multi-X problem by changing only input and output handling. (3) A
comprehensive evaluation on 8 datasets in total, comparing against state-of-the-art
algorithms specifically designed for each setting.
6.2 Background
Since this chapter touches many fruitful developments of recent machine learning,
we limit ourselves to the most relevant work that aims at leveraging the shared
statistical strength among inputs and outputs in data.
6.2.1 Multi-instance learning
Multi-instance learning (Dietterich et al., 1997) refers to annotating a bag of in-
stances by an individual label instead of one label for each instance. The setting
is popular in computer vision research, where an image is segmented into multiple
regions, each region is an instance representing some features of the image; and a
classifier would take into account all regions and their correlations to label the image.
Traditional algorithms for multi-instance learning mainly focus on three directions:
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(i) instance-space that learns to predict instance labels and aggregate the prediction
of instance-level classifier to predict bag-level labels, (ii) bag-space that classifies bag
labels based on the relation and similarity between bags, and (iii) embedded-space
that embeds a bag into a fixed-size feature vector used for classification (Andrews
et al., 2003; Amores, 2013).
One of the most recent work on multi-instance learning using deep neural networks
is MI-Net (Wang et al., 2018). The model passes the instances of a bag to an FNN
to produce a hidden representation vector for each instance. These vectors are then
aggregated by a pooling layer to produce a bag-level representation for prediction.
6.2.2 Multi-view learning
Multi-view learning refers to a research direction to improve the predicted perfor-
mance by considering different views of data (Gönen and Alpaydın, 2011). This
includes multimodality as in multimedia (Srivastava and Salakhutdinov, 2014). Mul-
tiple views of data can be obtained from different sources, for example, a video clip
can contain the text description, audio signals and visual frames, and a web page can
contain images, hyper-links and text. One of the earliest sets of algorithms for multi-
view learning is co-training, in which two classifiers for two views learn to maximise
the mutual agreement on unlabelled data (Kumar and Daumé, 2011). Multiple
kernel learning (Gönen and Alpaydın, 2011) applies different kernel functions on
different views and combines the kernels to improve the learning performance. An-
other direction is subspace learning that aims to discover a latent subspace shared
by multi-views and uses the shared subspace vector for prediction (Salzmann et al.,
2010). Deep learning models for multi-view (Ngiam et al., 2011; Srivastava and
Salakhutdinov, 2014) focus on unsupervised algorithms such as autoencoder and
DBN to learn a shared representation in an unsupervised training setting.
6.2.3 Multi-label learning
In contrast to having multiple instances per label, an instance might have more
than one label, usually of the same broad type (e.g., textual tags for an image),
leading to multi-label learning (Zhang and Zhou, 2014). Much work attempted to
adapt single-label algorithms to deal with the multi-label setting, such as ML-kNN
(Zhang and Zhou, 2007), Rank-SVM (Elisseeff and Weston, 2001) and BP-MLL
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(Zhang and Zhou, 2006) - a neural network based method. Explicit correlations can
also be modelled using conditional random fields as in (Ghamrawi and McCallum,
2005).
Alternatively, the multi-label learning problem can be transformed into one ore more
single-label classification problems. The simplest method is Binary relevance that
convert a multi-label problem into independent binary classification problems. The
method is fast but ineffective as it ignores all the correlations between labels. When
the number of labels is small, the multiple labels can be transformed into a single
label with the set of classes representing all distinct subsets from the set of the labels
(Tsoumakas and Katakis, 2007). A multi-label task can also be transformed into a
sequence of single-label learning tasks, where later classifiers in the sequence take
the predictions of previous labels as inputs (Cheng et al., 2010; Dembczynski et al.,
2011).
6.2.4 Multiple multi-X learning
Occasionally when both multiple outputs and input parts are available, we have a
joint setting, for example, a mixture of multiple instances, views and labels, leading
to a variety of settings such as multi-instance+multi-label learning (Huang et al.,
2014a; Feng and Zhou, 2017), multi-view+multi-label learning (Zou et al., 2016) and
even a combination of three types (Nguyen et al., 2014).
Recently, a deep architecture for multi-instance/multi-label (DeepMIML) learning
has been proposed (Feng and Zhou, 2017). DeepMIML retains sub-concepts for each
label, and learns a sub-concept layer, which is a 3D tensor to model the matching
scores between instances and sub-concepts of labels. DeepMIML does not model
the interactions among labels or instances. Instead, the sub-concept layer is pooled
twice by the instance dimension and then by the sub-concept dimension to get a
vector of predictions for all labels.
6.3 Multi-X Modular Networks
In this section, we present our main contribution, the Multi-X Modular Network
(MXM network). We address two main challenges for an one-size-fits-all archi-
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tecture: (a) fusing inputs, possibly of different modalities and (b) reasoning about
outputs by efficiently disentangling the correlation between output targets.
6.3.1 Architectural overview
A MXM net, as depicted in Figure 6.1, has input modules, one for each input part
(e.g., view/modality or instance); output modules, one for each output target; and a
central executive module. Interaction between modules are illustrated in Figure 6.2.
The are two phases: input fusion and output reasoning.
Input fusion phase: We assume that there exist modality–specific embedding
functions, e.g., CNN for images and LSTM for text. The main challenge is how
to fuse information in order to enable effective learning. Unlike existing work of
early or late fusion, we propose continual fusion in multiple steps, starting from
modality-specific embedding to joint embedding. At a time step, each input module
sends its representation to the executive module, who collects and computes a shared
representation between inputs. The next time step, the executive module advertises
the shared representation to all input modules to refine their own representations.
Output reasoning phase: Once a shared representation is reached, the executive
module transits to the next phase, that is, to reason about multiple targets. Methods
that directly model target-target correlation suffer from a high computational cost
due to the quadratic number of pairwise links between targets. Our solution is to
employ a similar message-passing scheme as in the previous stage, with the executive
module mediating between targets. At a time step, each output module decodes the
message sent by the executive module, and computes its own output code. The
next time step, the same output module advertises its intermediate output code
to the executive module, who then collects all target-specific codes and refines the
shared representation. In the process, the system iteratively disentangles the implicit
dependencies among targets. Computationally, through the executive module that
serves as a message router, the number of messages is linearly scalable with the
number of targets.
Let us now formalise the proposed solution. Let X be a data input consists of
MV (MV ≥ 1) input parts: X =
{
x1 ∈ Rd1 , ...,xMV ∈ RdMV
}
; and Y be the target
consisting ofML (ML ≥ 1) outputs: Y = {y1, ..., yML}, where yi can be either binary
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I/O module 1
I/O module 2
Executive module
Figure 6.2: One phase in a MXM network with two I/O modules. Each module is
a recurrent network.
or multi-class. We call each input xi or each label yi as a part. For any unobserved-
label example Xunk, a multi-X model predicts Yunk as the set of outputs for Xunk.
When MV > 1 and ML = 1, the data contain multi-input parts and a single label,
e.g., multi-instance and multi-view learning. When MV = 1 and ML > 1, the data
contain only an input part and multi-outputs, the problem becomes multi-label or
multi-task learning. When both MV > 1 and ML > 1, the setting is a combination
of the two previous problems, e.g., MV-ML and MI-ML learning.
6.3.2 Module structure and interaction
As the modular structures of the input fusion phase and the output reasoning phase
are similar, we present a common I/O structure for both phases. The structure of one
phase in MXM network is inspired by CLNs in Chapter 5. The I/O modules and the
executive module are interacting columns, where the executive module connects to
all I/O modules. There are no connections between I/O modules but the correlations
among them are still established as the executive module processes inputs from itself
and from the I/O modules, and then redistributes the output to the I/O modules
through multiple layers (See Figure 6.2(Right)). The executive module embeds the
shared representation of all I/O modules while each I/O module retains its own
specific representation.
Figure 6.2 illustrates the design of modules. In each phase, each I/O module is
responsible for an input/output part in the data. Each module is a recurrent neural
network of T steps (T is a hyper-parameter). Denote by hte the hidden activation
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at step t of the executive module and by hti the hidden activation at step t of the
ith I/O module. At the first step, each I/O module reads an input part of data and
the executive module can read inputs from multiple sources, depending on the data
type (See Subsection 6.3.3 for details) . At each step t (1 < t ≤ T ), the executive
module reads input signals from its previous step ht−1e and from all I/O modules
ht−1i , and each I/O modules reads input signals from its previous step ht−1i and from
the executive module ht−1e . All modules process input and send signals to the next
step. The transformations are written as follows
hte = φ
(
ht−1e ,
[
ht−11 , ...,h
t−1
M
])
(6.1)
hti = ψ
(
ht−1i ,h
t−1
e
)
(6.2)
where M is the number of I/O modules and φ, ψ are non-linear functions. At the
last step, the hidden states hTe ,hT1 , ...,hTM can be returned for further purposes.
To enable the learning through many steps of iterative estimation as in Eqs. (6.1,6.2)
(Greff et al., 2017), we adopt the skip-connections as follows:
ht = αt1 ∗ h˜
t +αt2 ∗ ht−1
where h˜t is a nonlinear candidate function of inputs at layer t and αt1,αt2 ∈ (0,1)
are learnable gates. This enables input signals and error gradients to propagate
through very deep networks. We set the gate αt1 as a sigmoid function and the gate
αt2 = 1 − αt1 following (Srivastava et al., 2015b), and tie parameters across layers
as in (Liao and Poggio, 2016; Pham et al., 2016). At step t, the hidden state of the
executive module is modelled by:
h˜
t
e = g
(
Weh
t−1
e +
1
M
M∑
i=1
Uih
t−1
i
)
(6.3)
αte = σ
(
Wα ∗ ht−1e +
1
M
M∑
i=1
Uαih
t−1
i
)
(6.4)
hte = αte ∗ h˜
t
e + (1−αte) ∗ ht−1e (6.5)
the hidden state of each I/O module is modelled by:
h˜
t
i = g
(
Wih
t−1
i + Viht−1e
)
(6.6)
αti = σ
(
Wαih
t−1
i + Vαiht−1e
)
(6.7)
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hti = αti ∗ h˜
t
i +
(
1−αti
)
∗ ht−1i (6.8)
Here, biases are omitted for clarity.
6.3.3 MXM network for different multi-X settings
In this subsection, we demonstrate the flexibility of MXM network in handling
various types of multi-X settings. Different multi-X problems can be addressed by
the same architecture and the only difference is in the ways that inputs and outputs
are set up for each problem.
L1 L2
L1 L2
InputInput 1 Input 2
𝑦
(b)(a)
(c)
𝑦1 𝑦2
𝑦1 𝑦2
Input 1 Input 2
Figure 6.3: MXM networks for different multi-X settings. (a) Multiple-output, (b)
Multiple-input, (c) Multiple-input+Multiple-output.
MXM network for Multi-inputs:
Some examples of Multi-input data are multi-view and multi-instance. At the
input fusion phase, each input module processes an input part (See Figure 6.3(a)).
The executive module recurrently receives input signals from the input modules,
processes and send the output signals back to the input modules. Let MV be the
number of input parts and x1,x2, ..,xMV be feature vectors of these inputs. At the
first step of the input fusion phase, each input module reads a feature vector of an
input part and the executive module reads all inputs.
h1e = g
 1
MV
MV∑
i=1
U1V ixi
 (6.9)
h1i = g
(
W 1V ixi
)
(6.10)
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for i = 1...MV . The normalisation term 1MV allows the model to handle the variable
number of input parts. There is only one label for each data sample, therefore, in the
output reasoning phase, there is no need for multiple output modules. The hidden
activation at the last step of the executive module hTe can be used for predicting the
output label.
MXM network for Multi-outputs:
In this case, there are only one input and multiple outputs for each data sample.
In the input fusion phase, there is no input module and the executive module reads
the input (See Figure 6.3(b)). Let x be the feature vector for a sample, we have:
h1e = g
(
W 1Lx
)
(6.11)
In the output reasoning phase, the executive module processes and distributes the
signals to the output modules. The output modules process these signals and send
the output signals back to the executive module. The process repeats recurrently
through multiple steps. At the last step of the output reasoning phase, each output
module predicts its own output. Let ML be the number of labels, yi be the class of
the label ith. The output module ith predicts a class for the label ith (i = 1...ML)
as normal: Pi (yi = 1 | x) = σ
(
ZhTi
)
for binary classification and Pi (yi = c | x) =
softmax
(
QhTi
)
for multi-class classification. The loss function for a sample is the
sum of the negative-log likelihood of all labels:
L = −
ML∑
i=1
log (Pi (yi | x)) (6.12)
MXM network for Multi-inputs+multi-outputs:
This setting occurs when both multi-inputs and multi-outputs are available in data,
for example, multi-view+multi-label (MV-ML) and multi-instance+multi-
label (MI-ML) data. For multi-input+multi-output setting, the input fusion phase
is similar to one for Multi-input data while the output reasoning phase is similar to
one for Multi-output data (See Figure 6.3(c)). At the executive module, the hidden
activation at the last step in the input fusion phase is passed to the first step in the
output reasoning phase.
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6.3.4 Handling large-scale data
Each I/O module processes an input or output in data. These inputs/outputs may be
of different types, thus each I/O module has it own set of parameters, except multi-
instance learning where instances are of the same type. However, some datasets
contain many hundreds of input parts or labels, for example, Delicious dataset (See
Subsection 6.4.4) with 983 labels. The number of parameters for the I/O modules
in these cases would be extremely huge. To tackle this issue, at each phase, the I/O
modules can share parameters. That means the weight matrices in Eqs. (6.3, 6.6)
become: U1 = ... = UM , W1 = ... = WM and V1 = ... = VM . It is similar for the
weight matrices of the gates in Eq. (6.4, 6.7).
For multi-label problems, if the parameters of the output modules are shared, the
output modules return the same output as they receive the same data signals from
the executive module and process the information by the same weights. To resolve
the issue, we embed labels and feed the embeddings as inputs to the output modules.
The model now learns an embedding matrix E ∈ Rde×ML , where ML is the number
of labels, de is the embedding dimension and the column Ei is the embedded vector
of the label ith. Each output module i reads the vector Ei as the input signal for
the label ith. The Eq. 6.11 is now replaced by
h1e = g
W 1Lx+ 1ML
ML∑
i=1
U1LEi
 (6.13)
and each output module reads its own input:
h1i = g
(
W 1LEi + V 1Lx
)
(6.14)
For multi-input problems, input parts are feature vectors in different dimensions.
Before being passed to the input modules, input parts are projected into the same
vector space.
Parameter sharing also helps to speed up the running time. For a dataset with M
input/output parts, the system has M I/O modules, each is a separate recurrent
network. As the parameters are the same for every I/O module, the implementation
of M networks is vectorised by a single network of a input matrix, which is the
stack of all input vectors for the I/O modules. For example, we replace Eq. 6.6 for
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M I/O modules by a single equation: H˜ t = g
(
WiH
t−1 + Viht−1e
)
, where the two
matrices H˜ t =
[
h˜
t
1, ..., h˜
t
M
]
and H t−1 =
[
ht−11 , ...,h
t−1
M
]
. The most costly operation
isWiH t−1, which is only a multiplication of 2 matrices of sizes (d× d) and (d×M),
where d is the dimension of the hidden states at the I/O modules. The memory usage
remains the same but the run time is hugely improved, especially when running on
GPU.
6.4 Experiments and Results
We demonstrate the effectiveness of MXM network in handling various types of
multi-X settings by experimenting on 8 datasets: 2 multi-input datasets, 4 multi-
output datasets and 2 multi-input+multi-output datasets.
6.4.1 Model implementation
For all experiments with MXM network, dropout is applied before and after the
recurrent layers of the model. To handle data imbalance, for each label, a class
(0 or 1 in binary label) is weighted by the log of the multiplicative inverse of its
frequency. This implies that the model attends more to samples from an under-
represented class. Each dataset is divided into 3 separated sets: training, validation
and test sets. The learning rate starts at 0.001. After 10 epochs, the learning
rate is divided by 2 if the model cannot find a better result on the validation set.
Learning is terminated after 4 times of halving the learning rate or after 500 epochs.
For hyper-parameter tuning, we set the number of hidden layers by 10 and search
for (i) hidden dimensions of the executive module, (ii) hidden dimensions of the
I/O modules (we set all the I/O modules at a phase in the same dimension) , (iii)
embedding dimension for label embedding and (iv) optimisers: Adam or RMSprop.
The best setting is chosen by the validation set and the results of the test set are
reported.
6.4.2 Datasets
We collect 8 datasets experiments: a multi-view dataset, a multi-instance dataset,
4 multi-label datasets, a MV-ML dataset and a MI-ML dataset.
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Multi-view: we evaluate our model on YouTube dataset (Madani et al., 2013). The
dataset consists of 120,000 videos, each video contains 13 views of features, from
3 feature families: textual, visual and auditory features. In our experiments, for
fair comparison with other baselines, we use textual (3 views) and visual (5 views)
features only. Text features are in bag-of-word representation. We preprocessed
the data by removing all words with doc-frequency smaller than 0.01. The task
is to classify each video into one of 31 classes where each class (except class 31)
corresponds to a video game and class 31 corresponds to other games that do not
belong to any of the 30 games.
Multi-instance: we evaluate MXM network on IMDB review sentiment classi-
fication1, in which, each review is considered as a bag of sentences. The dataset
contains 25,000 reviews for training, 25,000 reviews for testing and additional un-
labelled data. Representation of sentences is learnt using paragraph2vec on the
gensim2 toolkit. After this step, each sentence is represented as a feature vector of
100 units. To handle variable number of instances, we set a maximum number of
instances for each bag by 30. We randomly remove redundant instances in excess
bag and pad 0 as dummy instances in small bags.
Multi-label: we test MXM network as a model for multi-label learning (See Sub-
section 6.3.3). We use 4 large datasets with different number of labels and density
downloaded from Mulan website3. Of those, MediaMill has 101 labels, bookmarks
has 208, and delicious has 983.
MV-ML: we used NUS-WIDE dataset (Chua et al., 2009) for the multi-view+multi-
label learning task. The dataset contains 269,648 images associated with tags from
Flickr and six types of low-level features (visual and textual) extracted from these
images. Visual features include 64-D color histogram, 144-D colour correlogram,
73-D edge direction histogram, 128-D wavelet texture and 225-D block-wise color
moments extracted over 5x5 fixed grid partitions, and textual features are 500-D bag-
of-word descriptions. We only use these low-level features for experiments. Each
image can be labelled with some of 81 concepts (e.g., water, buildings, mountain,
cars, etc.).
MI-ML: we downloaded movie genres and plot from IMDB website for the multi-
instance+multi-label learning task. The 20 most frequent genres are chosen as labels
1http://ai.stanford.edu/~amaas/data/sentiment/
2https://radimrehurek.com/gensim/
3http://mulan.sourceforge.net/datasets-mlc.html
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and all the others are ignored. Each movie is represented by its plot summary, which
is considered as a bag of sentences. After removing all less frequent genres and
movies without plot, the dataset remains 289,561 data points. The feature vectors
of sentences are learnt similar to the IMDB review dataset with the dimension of
200 units. The maximum number of instances for bags is set by 10.
Table 6.1 reports the statistics of all datasets after preprocessing or pretraining. For
datasets with multi-views, we report the total number of features in all views.
Type Dataset Size n_feats n_ys n_vs max_ins l_dens
MV Youtube 120,000 4,687 _ 8 _ _
MI IMDB-review 50,000 100 _ _ 30 _
ML
tmc2007 28,596 500 22 _ _ 0.098
MediaMill 43,907 120 101 _ _ 0.046
bookmarks 87,856 2,150 208 _ _ 0.01
delicious 16,105 500 983 _ _ 0.019
MV-ML NUS-WIDE 269,648 1,134 81 6 _ 0.023
MI-ML IMDB-genres 289,561 200 20 _ 10 0.11
Table 6.1: Statistics of 9 datasets used in our experiments. MV is multi-view, MI is
multi-instance and ML is multi-label. n_feats is the number of features, n_ys is the
number of labels for multi-label datasets, n_vs is the number of views for multi-view
datasets, max_ins is the maximum number of instances in multi-instance datasets
and l_dens is the label density for multi-label datasets.
6.4.3 Multi-inputs: multi-view and multi-instance learning
We first test the MXM model on 2 Multi-input problems: a Multi-view task with
Youtube dataset and a Multi-instance task with IMDB-review dataset. (See Subsec-
tion 6.3.3 for model descriptions). We compare MXM network against two baselines
designed for multi-view learning: (i) a highway net that reads the concatenation of
all views as input (HWN) and (ii) deep Boltzmann Machines for Multimodal learn-
ing (BMM) (Srivastava and Salakhutdinov, 2014). For the latter, we use the code
provided by the authors, in which all textual feature vectors are concatenated into
a view and all visual feature vectors are concatenated into another view. BMM is
used to extract a unified representation for the two views and this representation
is then fed to a Highway Network as input features for classification. We set the
dimension of extracted feature vectors to 1024 and tune the hidden layer size of the
Highway Network. For a fair comparison with BMM, we evaluate the performance
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of MXM network in 2 settings of data: (i) 2-view setting where views in the same
types are concatenated, same as in BMM method and (ii) all-view setting where
each input module processes a view.
For multi-instance learning, 3 baselines are employed: the two first algorithms are
miVLAD and miFV (Wei et al., 2014), and the third is MI-Net (Wang et al.,
2018) using highway network. In a MI-Net, instances of each bag are passed to a
highway network and hidden states of instances at the top layer are pooled (mean
and max pooling) to a vector, which is then used for label prediction. Max pooling
works badly on this dataset, therefore, only the results of MI-Net with mean pooling
are reported.
Results
The performance of MXM network and the baselines on YouTube (multi-view) and
IMDB review (multi-instance) datasets is reported in Table 6.2a and Table 6.2b,
respectively. In both settings, MXM network beats all baselines. MXM model
performs on the all-view setting slightly better than it does on the 2-view setting.
Method YouTube
HWN 0.973
2view-BMM 0.952
2view-MXM 0.979
MXM 0.980
(a) Multi-view
Method IMDB review
miVLAD 0.816
miFV 0.839
MI-Net 0.847
MXM 0.854
(b) Multi-instance
Table 6.2: Performance on multi-input datasets reported in Micro F1-score.
Visualisation
In YouTube dataset, we randomly choose 2 samples in the same class and visualise
their hidden states through 10 layers of 8 mini-columns (See Figure 6.4). It is
interesting that each pair of mini-columns from the two samples are in the similar
patterns.
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Figure 6.4: Visualisation of the hidden states (each has 50 units) through 10 layers
of 8 mini columns of two random samples in the same category for YouTube dataset.
Darker areas for larger values. (Best view in color)
6.4.4 Multi-outputs: multi-label learning
We test MXM network as a model for multi-label learning (See Subsection 6.3.3) on
4 large datasets described in Subsection 6.4.2. For comparison, we employed baseline
methods specifically designed for multi-label learning: (A) Probabilistic Classifier
Chains (PCC) using the latest version with fast Monte-Carlo sampling(Cheng et al.,
2010; Dembczynski et al., 2011); (B) Learning label-specific features for multi-label
classification (LLSF) (Huang et al., 2015); and (C) Back Propagation Neural Net-
work for multi-label (BPNN) - a method in Meka toolkit (Read et al., 2016), which
is a deep neural network with multi-outputs, each output is a sigmoid activation
that predicts a label.
In our model, we test the datasets on both sharing and non-sharing parameters
of the input modules. However, the number of parameters of non-sharing version
is too large, the model is heavily overfitting so we do not report the results here.
The results of MXM network is by the version of sharing parameters using label
embedding (See Subsection 6.3.4).
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Results
Method tmc2007 MediaMill bookmarks delicious
PCC 0.732 0.560 0.308 0.341
LLSF 0.649 0.540 0.239 0.308
BPNN 0.669 0.554 0.373 0.334
MXM 0.783 0.567 0.388 0.350
Table 6.3: Performance on multi-label datasets, reported in Micro F1-score. The
best score is in bold and the second best is in italic.
Table 6.3 summarises the Micro F1-scores obtained by all models on the three
datasets. MXM network is better than other baselines in all 4 datasets.
Label correlations
Figure 6.5(Left) shows the pairwise cosine similarity of label embedded vectors and
(Right) The pairwise correlations of 101 labels for MediaMill dataset. The correla-
tions are computed based on label co-occurrence. The two matrices are quite similar.
It suggests that the learnt label embedded vectors somehow capture the correlations
among labels.
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Figure 6.5: (Left) Pairwise cosine similarity matrix of label embedded vectors,
(Right) Pairwise correlation matrix of 101 labels for MediaMill dataset. Values
are normalized so both matrices are in the same range [0, 1].
6.4.5 Multi-inputs+Multi-outputs: MV-ML and MI-ML
Our last set of experiments examine MXM network on two settings: MV-ML with
NUS-WIDE dataset (Chua et al., 2009) and MI-ML learning with IMDB genres
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dataset (See Subsection 6.3.3). For the MV-ML dataset, the two baselines are HWN
and 2views-BMM described in Subsection 6.4.3 with multiple outputs, each output
is a sigmoid activation predicting a label. For the MI-ML dataset, 3 baselines are
MIMLfast (Huang et al., 2014a), DeepMIML (Feng and Zhou, 2017) and MI-Net
with mean pooling at instance level and multiple outputs, each output predicts a
label (MI-Net-ML).
Results
The results of joint multi-inputs+multi-outputs are reported in Table 6.4a for MV-
ML setting with NUS-WIDE dataset and Table 6.4b for MI-ML setting with Movie
Genre dataset. In both settings, MXM network outperforms all baselines.
Method NUS-WIDE
HWN 0.537
2view-BMM 0.503
2view-MXM 0.569
MXM 0.577
(a) MV-ML
Method Mov. Genre
MIMLfast 0.400
DeepMIML 0.440
MI-Net-ML 0.452
MXM 0.511
(b) MI-ML
Table 6.4: Performance on multi-input datasets reported in Micro F1-score.
6.5 Discussion
The structure of a phase in MXM network is inspired by the CLN structure. Columns
in a CLN are inter-connected through pre-defined relations. We can actually use
CLN architecture to model the pairwise correlations between any pair of I/O mod-
ules, resulting in a complete graph of columns. However, when the number of I/O
parts grows, modelling the correlation between two parts by a link is impossible as
the number of connections is quadratic in the number of parts. MXM networks offer
an efficient way to model the correlations with the executive module connecting to
all I/O modules.
Neural networks have been demonstrated to be highly versatile to handle multiple
tasks (Collobert et al., 2011). Our MXM network bears some similarity to a recent
architecture designed for set-to-set mapping (Vinyals et al., 2016), but we do not
sequence unordered sets and aim at encoding shared information among set elements.
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Our idea of modular network with an executive module is related to the two power-
ful concepts: modularity in computer science, where complex systems are built up
from modules; and working memory in brain, where separate pieces of information
are pooled and selectively attended to. Each module is responsible for a particular
job, e.g., an input modality/instance, an output label/task, or the central executive
function. All I/O modules are connected to other I/O modules via the executive
module. Recent development in deep learning is that monolithic deep learning sys-
tems are replaced by more modular systems. This gives the networks the flexibility
to handle various types of complex data. Some examples of deep learning models
having modular structures are: GANs (Goodfellow et al., 2014) with a generative
and a discriminative modules, Progressive Net (Rabinowitz et al., 2017) for transfer
learning where the module for current learning task uses prior knowledge via lateral
connections to learnt features of previous modules, and MultiModel (Kaiser et al.,
2017) – a contemporary architecture for learning tasks in multiple domains.
6.6 Closing Remarks
We have demonstrated that it is possible to design a single recurrent neural net-
work model to solve many multi-X problems, where X stands for view, label and
instance and any combination of these. Our Multi-X Modular Network (MXM net-
work) consists of an input fusion phase and an output reasoning phase, each phase
has an executive module and multiple I/O modules. Each I/O module represents an
input part or an output target, and the executive module acts as a hub for the I/O
modules to exchange information. The structure effectively captures the correlations
among the I/O modules by the shared representation in the executive module. With
sharing parameters among the I/O modules, MXM network is capable of modelling
data with a huge number of inputs and labels, e.g., image tagging in vision with
hundreds of tags. MXM network is efficient as it has only linear complexity in the
number of inputs/outputs in both learning and reasoning. Empirically, MXM net-
work demonstrates a competitive performance against rivals designed specifically for
each setting (multi-label, multi-view, multi-instance learning and multi-view/multi-
label learning). This is the capability not seen in existing work, and it asks for
rethinking of the current separation of multi-X into multiple disparate sub-areas.
The results empirically establish that deep nets have reached the point where we
can treat these sub-areas using a single model.
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In the next chapter, the multi-X setting together with the collective classifica-
tion setting are fused into a very general architecture: Graph Memory Networks
(GraphMN), in which a graph serves as a structured memory in a Turing-style neu-
ral machine.
Chapter 7
RNNs for Graphs
7.1 Introduction
In Chapter 5, we introduced the notion of multi-relational data. This is equivalent
to graphs with typed edges, and the problem of collective classification is equivalent
to node labelling. We can also consider multi-X data in Chapter 6 as a correlation
graph of input parts or labels with implicit connections but we ignore the direct
relations among nodes.
In this chapter, we focus on modelling attributed graphs and aim to graph dis-
tributed representation, that is, a map that turns variable-size graphs into fixed-size
vectors or matrices. Such a representation would benefit greatly from a power-
ful pool of data manipulation tools commonly developed for vectors and matrices.
This rules out traditional approaches to graphs such as graph kernels (Vishwanathan
et al., 2010) and graph feature engineering (Choetkiertikul et al., 2017), which could
be either computational or labour intensive.
One approach for graph representation is to leverage the Column Networks (CLNs)
previously developed in Chapter 5. CLNs, along with several recent neural net-
works defined on graphs, such as Graph Neural Networks (Scarselli et al., 2009)
and diffusion-CNN (Atwood and Towsley, 2016), start with node representations
by taking into account the neighbourhood structures, typically through convolution
and/or recurrent operators. The graph representation can then be computed by
aggregating the node representations with a mean or max pooling, and passed to a
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classifier such as an FNN for prediction. This is akin to representing a document1 by
first embedding words into vectors (e.g., through word2vec) then combining them
(e.g., by weighted averaging using attention). We conjecture that a better way is to
learn graph representation directly and simultaneously with node representation2.
However, the aggregation, which can be a mean pooling or a weighted sum, over
nodes, might lose important information of the graph.
In this chapter, we approach the problem of graph representation by considering
the Multi-X Modular network described in Chapter 6, in which the executive mod-
ule connects to all I/O modules and embeds the shared representation of all in-
puts/outputs in its hidden state. In particular, we augment the original graph with
a virtual node to represent the latent aspects of the graph. The virtual node acts
similarly to the executive module in MXM network, it bidirectionally connects to
all existing real nodes, hence, it collects information from all nodes. The virtual
node assumes either empty attributes or auxiliary information which is not readily
available in the original graph. The augmented graph is passed through the Column
Networks for computing node representation, which we name the Virtual Column
Network (VCN). The graph representation is then a vector representation of the
virtual node, which can be used for classification.
However, VCN poses several drawbacks: (i) the virtual node connects to all other
nodes by the same type of relations, which means that all nodes contribute equally to
the representation in the virtual node, while for a certain learning task, some nodes
are important and some nodes are not and (ii) it serves as a classifier, which is unable
to answer different queries about the graphs. To address these drawbacks, we lever-
age the VCN to a neural architecture called the Graph Memory Network (GraphMN)
to answer queries about attributed graphs, e.g., molecular graph or gene-gene in-
teraction graph. The GraphMN architecture is inspired by Memory-Augmented
Neural Networks (MANNs) introduced in Section 3.5. MANNs are equipped with
memory modules, which have been developed to be generic without considering the
structural information that may be available in the object being queried. A typical
memory module is a fixed set of memory cells. For structured objects such as graphs,
encoding structural information into memory is not straightforward (Graves et al.,
2016). We conjecture that a memory structure that is reflective of the structure of
the data might be easier to train and generate a more focused answer.
GraphMN is composed of a controller and a structured dynamic memory organised
1A document can be considered as a linear graph of words.
2This is akin to the spirit of paragraph2vec (Le and Mikolov, 2014).
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as a network of cells, inspired by the current understanding of working memory
as a dynamic network (Braun et al., 2015; Eriksson et al., 2015; Stokes, 2015).
The controller, as in existing architectures (Sukhbaatar et al., 2015; Graves et al.,
2014), handles the IO processes and updates the memory. The memory graph is
dynamically defined by the structure within the input data conditioned on the query.
The memory cells interact with each other during the reasoning process, and the
memory content is refined along the way. In particular, the state of a memory
cell is updated by aggregating the write content from the controller as well as the
messages sent by neighbour cells. In this chapter, we limit ourselves to a case where
the memory network is structurally reflective of the input graphs. In particular,
each memory cell maintains the state of an input node throughout the reasoning
process.
The controller of GraphMN has the same role as the Virtual Column in the VCN
model but is much more flexible. It aggregates the graph representation from nodes
embedded in memory by an attention mechanism, which allows the controller to
selectively focus on important nodes. The flexibility of the query allows the controller
to answer different questions about graphs and work on different tasks at a time.
The GraphMN permits answering queries about not just a single input graph, but
also several graphs by extending the architecture with multiple memories, each is
responsible for a graph. An example of a single graph is predicting whether a drug
molecule (a graph) has any positive effect on a type of disease (a query). In this
setting, raw atom descriptors (or atom embedding) are loaded into memory cells, one
atom per cell, and chemical bonds dictate cell connections. The query is embedded
to a vector, which is read by the controller, whose operations guide the evolution
of the memory states toward the answer (e.g., yes or no). Querying over several
graphs can be cast as the modelling of graph-graph interaction, which is an under-
explored problem in its own right. The interaction may range from graph similarity
(e.g., graph kernels as in (Vishwanathan et al., 2010)) to more complex settings. An
example is to ask whether two molecules (graphs) engage in a particular chemical
reaction setting (a query) (Fooshee et al., 2018; Kwon and Yoon, 2017).
We demonstrate our proposed models on different data and problems. We test the
VCN model on a software vulnerability prediction dataset, where each class in a soft-
ware project is a graph of functions with edges being the function calls between them.
We conduct experiments with GraphMN on multiple molecular activity prediction
datasets and show that GraphMN is powerful in performing multi-task learning by
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simply configuring the query. We further demonstrate the flexibility of GraphMN
for graph-graph interaction tasks with chemical reaction datasets. Our proposed
models exhibit competitive results against the baselines.
To summarise, in this chapter, we make three contributions for modelling graph
structure: (i) Virtual Columns for learning graph representation in classification
tasks, (ii) Graph Memory Networks (GraphMNs) to answer queries about graphs
and (iii) an extension of GraphMN to model graph-graph interaction.
7.2 Related Background
7.2.1 Graph modelling
The central problem of graph modelling is to capture the structure information of the
graph in the learning models. Most machine learning models are designed to handle
vectors or regular structures such as grids and sequences. Traditional methods for
graphs usually rely on preprocessing the graph data to obtain the features and treat
these features as inputs for machine learning models. Examples are the summary of
graph statistics, handcrafted features representing local neighbourhood structures
and graph kernels (Vishwanathan et al., 2010) that use kernels functions to compute
the similarity between different graphs.
Recent approaches focus on neural networks with operations defined directly on
graphs. One popular approach is neighbourhood aggregation, in which, a node rep-
resentation is iteratively computed by the representations of itself and its neighbours
from the previous step:
hti = f
(
ht−1i ,
[
st−1j1 , ..., s
t−1
jk
])
where hti is the representation of a node i at step t, (j1, ..., jk) is the set of neighbours
of node i, and st−1j is the information sent from node j at step t−1 to node i. The first
model is Graph Neural Networks (GNNs) (Scarselli et al., 2005, 2009), a recurrent
model whose the neighbourhood aggregation function f on a node is an FNN that
takes its previous hidden representation, its neighbourhood previous representation,
edge features and raw node features as inputs.
The definition of the aggregation function f can be very flexible and extensions of
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GNNs mostly rely on defining more advanced aggregation functions. Gated Graph
Sequence Neural Networks (GGSNNs) (Li et al., 2016) replace the FNN in GNNs by
a Gated Recurrent Unit (GRU - See Subsection 3.2.2). The model is also modified to
handle sequential outputs. Our Column Networks (See Chapter 5) use Highway net-
works (See Subsection 3.2.3) for the aggregation function and handles multiple types
of relations. We also proposed an approximation method for efficient training on
very large graphs. Graph Convolutional Networks (GCNs) (Kipf and Welling, 2017)
define the aggregation function on the adjacency matrix with added self-connections.
A recent work, Graph Attention Networks (Veličković et al., 2018) defines the ag-
gregation function as an attention model (See Section 3.4) that produces a weight
for each neighbour node.
A closely related method is applying standard CNNs for graphs (Niepert et al., 2016).
The model defines an order on the nodes and selects a fixed number of neighbours
in the order, which are then concatenated to a vector and feeds the vector to a
standard one dimensional CNN model. Other approaches also use convolution but
on the graph Fourier transform domain or its extensions such as spectral domain
(Bruna et al., 2014; Defferrard et al., 2016). A number of works derive shallow
embedding methods such as node2vec (Perozzi et al., 2014; Grover and Leskovec,
2016) and subgraph2vec (Narayanan et al., 2016), possibly inspired by the success
of embedding in linear-chain text (word2vec and paragraph2vec (Le and Mikolov,
2014)).
7.2.2 Molecular activity and interaction prediction
Molecules are naturally in graph structures. A critical task in drug design is molec-
ular activity prediction. An application of neural networks for molecular activity
prediction is to train a neural network on an assay toward a specific test. Multiple
methods have been proposed to directly model the graph structure of molecules such
as Neural Fingerprints (Duvenaud et al., 2015) - a vector representation of molecules
by neural networks that is fully differentiable - which leverages from circular finger-
prints (Rogers and Hahn, 2010) and molecular graph convolutions (Kearnes et al.,
2016) that define a new convolution operator on molecules.
These methods can fit and predict the data well when the training data is sufficient.
However, molecular activity tests are costly, hence, the datasets are normally small,
causing overfitting on neural network models. To improve the prediction perfor-
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mance, multiple tests can be jointly trained by a single neural network. The model
for multi-task learning on molecules is still a neural network that reads the input
feature vector, but there is a separated output for each task. This model has been
applied successfully in work on molecular activity prediction such as QSAR predic-
tion (Dahl et al., 2014), massive drug discovery (Ramsundar et al., 2015) with a
large dataset of 40M measurements over more than 200 tests and toxicity prediction
challenge (Mayr et al., 2016).
Another important task is molecular interaction prediction, for example, the pre-
diction of chemical reactions, protein-ligand binding and protein-drug interaction.
However, not much work has focused on this problem. Recent deep learning ap-
proaches for molecular interaction prediction only apply feed-forward networks on
the fingerprint vectors or on the extracted features from molecules (Wei et al.,
2016; Fooshee et al., 2018), and CNNs on molecular three-dimensional structures
(Gomes et al., 2017; Ragoza et al., 2017) and on SMILES - a string representation
of molecules (Kwon and Yoon, 2017).
7.3 Virtual Column Networks
In this section, we present the Virtual Column Network (VCN), a realisation of
the idea of a virtual node for graph classification using a recent node representa-
tion method known as the Column Network (CLN) (Pham et al., 2017). VCN is
applicable to graphs of multi-typed edges and attributed nodes.
7.3.1 Definition and notation: Multi-relational graphs
A graph is a tuple G={A, R, X}, where A =
{
a1, ..., aN
}
are M nodes. X ={
x1, ...,xM
}
is the set of node features, where xi is the feature vector of node ai.
R is the set of relations in the graph. Each tuple
{
ai, aj, r, bij
}
∈ R describes a
relation of type r (r = 1...R) between two nodes ai and aj. The relations can be
one-directional or bi-directional. The vector bij represents the link features. Node
aj is a neighbour of ai if there is a connection between the two nodes. Let N (i) be
the set of all neighbours of ai and Nr(i) be the set of neighbours connected to ai
through type r. This implies N (i) = ∪rNr(i).
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Figure 7.1: Virtual Column Network (VCN) = Column Network + Virtual Node.
(Left) A graph of 3 nodes augmented with a virtual node a0 connecting to all nodes.
(Right) The VCN model for the graph, where x0 is vector of graph descriptors (if
any), x1,x2,x3 are node attributes, and y is the graph label. The boxes represent
the hidden layers.
7.3.2 The Virtual Column
Recall from Chapter 5 that the Column Network is a recurrent neural architecture
defined on an attributed graph. For each network, there are multiple interacting
recurrent nets (called columns, as an analogy to cortical columns in brain (Mount-
castle, 1997)), each of which is responsible to a node. Figure 7.1 illustrates the
VCN model, where the columns of x1,x2,x3 create a Column Network. Neural
connections from one column to another reflect the graph edge between the two
corresponding nodes.
Column networks are compact and effective in integrating long-range dependencies
between nodes (the radius is equal to the height of the columns). However, it
produces a set of hidden representation vectors, each for a node in the graph, which
fits for node classification. For graph classification we need a representation vector
of the graph by pooling all node states. A simple way of doing this is to take an
average at the end: h¯ = 1
n
∑
i h
T
i . However, this simple pooling may not capture the
graph representation effectively as the graph representation is only inferred once.
Here we introduce a new way of integrating node states. In particular, we augment
a virtual node to the original graph bidirectionally connecting to all real nodes (See
Figure 7.1 for an illustration). The corresponding virtual column hence performs
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two functions: (i) integrating state information from all node columns, and (ii)
distributing the consensus graph-level information to all node columns. The virtual
column can optionally take graph-level information as input (e.g., graph descriptors
that are not encoded in the graph structure).
With the virtual column, high-order and implicit dependencies are distributed much
faster, taking only two steps, independent of the graph size and the graph repre-
sentation is iteratively refined through multiple steps. The virtual column and the
node columns are computed as follows:
ht0 = g
(
W0h
t−1
0 +
1
n
n∑
i=1
U0h
t−1
i
)
hti = g
(
Wht−1i + V ht−10 +
∑
r
Urc
t
ir
)
where W0, U0 are weight matrices for the virtual column. We set W0, U0 different
from the weight matrices W,U for the real nodes as the virtual column needs its
own parameter to learn to represent different information and the dimension of the
virtual column may be bigger than the dimension of the real columns to embed more
information.
Let hT0 be the state of the virtual column at step T . The iterative estimation can
continue (a) with dimensional change, which requires a projection onto a different
state space, (b) without input from other nodes. The latter part of the column
is essentially a Highway Network (Srivastava et al., 2015b) with parameter typing
(Pham et al., 2016) (or a GRU if a reset gate is used (Li et al., 2016)).
Remark: In a way, it is similar to semi-restricted Boltzmann machines, where
the real columns and their connections handle short-range dependencies, and the
virtual column enables long-range dependencies. The recurrent structure is akin to
mean-field unrolled to T steps.
7.4 Graph Memory Networks
In the previous section, we described Virtual Node, which is added to a graph
to learn the graph representation. A Virtual Node has several drawbacks: (i) it
considers the contributions of all nodes in the graph equally, while for a certain
learning task, some nodes are important and some nodes are not and (ii) it can only
7.4. Graph Memory Networks 137
solve a single task on a single dataset at a time. Here, we propose Graph Memory
Networks (GraphMN) that leverage the Virtual Node to become a controller that
learns to read important information from the graph to answer different questions
or queries.
Controller
… Memory
Graph
Query Output
Figure 7.2: Graph Memory Network. At the first step, the controller reads the query;
the memory is initialised by the input graph, one node embedding per memory cell.
Then during the reasoning process, the controller iteratively reads from and writes
to the memory. Finally, the controller computes the output.
GraphMN (Figure 7.2) consists of a controller and an external memory, both of
which, when rolled out, are recurrent neural networks (RNNs) interacting with each
other. Different from the standard RNNs, the memory is a matrix RNN (Do et al.,
2017), where the hidden states are matrices with a graph imposed on columns. The
controller first takes the query as the input and repeatedly reads from the memory
using an attention mechanism, processes and sends the signals back to the memory
cells. Each memory cell is first initialised by the input graph embedding, one node
per cell. Then at each reasoning step, the cell content is updated by the signals
from the controller and its neighbour memory cells in the previous step. Through
multiple steps of reasoning, the memory cells are evolved from the original input to a
refined stage, preparing the controller for generating the output. The query setting is
flexible as it has been demonstrated in question-answering tasks (Sukhbaatar et al.,
2015).
7.4.1 The controller and attentive reading
Let q be the query vector and ht be the state of the controller at time t (t = 0, ..., T ).
First, the controller reads the query: h0 = g (Wqq). All biases are omitted for clarity.
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During the multi-hop reasoning process to answer the query, the controller reads
the summation vector mt from the memory and updates its state as follows:
ht = g (Whht−1 + Uhmt) (7.1)
As mt is the summation of the memory, the representation of the whole graph is
embedded in mt, thus embedded in the controller ht. The hidden state of the con-
troller contains both the graph and the query representations, which are necessary
to produce an output. The controller predicts an output after T steps of the pro-
cess of reasoning and updating. The output can be of any type corresponding to the
query. For example, the query-output pairs can be (if a graph has a specific property
- binary output) and (what is the solubility of a molecule compound - continuous
output).
To read the vector mt from the memory, a content-based addressing scheme, also
known as soft attention, is employed. At each time step t (t = 1, ..., T ),mt is a sum
of all memory cells, weighted by the probability pit, for each memory cell i = 1, ...M :
ait = tanh
(
Wam
i
t−1 + Uaht−1
)
pit = softmax
(
v>ait
)
mt =
∑
i
pitm
i
t−1
where ait integrates information stored in the memory cell mit−1 and the controller
state ht−1, and v is a parameter vector used to measure the contribution of memory
cells to the summation vector. With this attention mechanism, the controller can
selectively choose important nodes toward the query and the predictive output,
rather than considering them equally. The query acts like an attention signal that
guides the controller where to put more weight on.
7.4.2 Graph-structured multi-relational memory
The memory is extended from the unstructured memory in the E2EMem to a graph-
structured multi-relational one. Each node in the graph ai has a feature vector
(either extracted from the data, or through embedding) xi ∈ RKx (i = 1...M). The
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memory consists of M memory cells and each cellmit ∈ RKm stores the information
of the node ai. The memory cells are initialised by a transformation of the feature
vectors: mi1 = g (xi). The memory cells connect to each other based on the node
connections in the graph. If two nodes are connected through a relation, their
corresponding memory cells have a connection. This enables the memory cells to
embed the substructures of the graph by updating their content by the information
from their neighbours.
At step t, each memory cell is updated by a function of the previous memory, a
write content from the controller and the memories from the neighbouring cells:
mit = f
(
mit−1,ht,
(
mjt−1
)
j∈N (i)
)
. In our experiments, the implementation of the
memory update is as follow:
mit = g
(
Wmm
i
t−1 + Umht +
∑
r
Vrc
i
tr
)
(7.2)
citr = 1Nr(i)
∑
j∈Nr(i)
pj
[
mjt−1, b
ij
]
(7.3)
where Nr(i) is the neighbour of the node ai with the relation type r and citr de-
notes the neighbouring context of relation r.
[
mjt−1, b
ij
]
is the concatenation of the
memory cell mjt−1 and the link feature vector bij. pj is the weight of the node aj,
which indicates how important the node aj toward ai and ∑j∈Nr(i) pj = 1. pj can
be learnt similar to the memory cell probabilities in the attentive reading or can be
pre-computed.
This update allows each memory cell to embed the neighbour information in its
representation, thus, capturing the graph structure information. The neighbouring
update can be found in different graph-based neural networks (Scarselli et al., 2009;
Li et al., 2016; Pham et al., 2017). The common idea is that each node can embed
the graph substructure information around it by iteratively updating signals from
its neighbours through multiple steps. For example, we have (a1, a2) and (a2, a3)
are two connections. At first, the memory cell m11 contains the signals from a2 and
m21 contains the signals from a3. At the second step, m12 updates the signals from
m21, which already contain information of a3. If the number of steps is large enough,
a node can contain information of the whole graph.
7.4. Graph Memory Networks 140
7.4.3 Recurrent skip-connections
The controller can be implemented in several ways. It could be an FNN or a recurrent
network such as LSTM. In case of an FNN, the query information is propagated
through the memory via memory update. In case of recurrent nets, the query
information is also propagated through the internal state of the controller. For
simplicity, in this chapter, we implement the controller and the memory updates
using skip-connections (Pham et al., 2016; Srivastava et al., 2015b)
zt = α ∗ z˜t + (1−α) ∗ zt−1
where α is a sigmoid gate moderating the amount of information flowing from the
previous step, zt−1 is the state from the previous step and z˜t is a proposal of the
new state which is typically implemented as a nonlinear function of zt−1.
The controller ht and the memory cellmit are updated in a fashion similar to that of
zt while h˜t and m˜it are computed as in Eq. (7.1 and 7.2). This makes the memory cell
update similar to the one in the Differential Neural Computer (Graves et al., 2016),
where the memory cells are partially erased and updated with new information.
Remark: With this choice of recurrence, the entire network can be considered
as M + 1 RNNs interacting following the structure defined by the multi-relational
graph.
7.4.4 GraphMN for multi-task learning
GraphMN can be easily applied to multi-task learning. Suppose that the dataset
contains n tasks and each task is a set of graphs toward a specific type of output.
We can use the query to indicate the task. If a graph is from task k, the query
for the graph is a one-hot vector of size n: q = [0, 0, ..., 1, 0, ...], where qk = 1 and
qj = 0 for j = 1, ..., n, j 6= k. The task index now becomes the input signal for
GraphMN. With the signal from the task-specific query, the attention can identify
which substructure is important for a specific task to attend on.
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7.5 Graph Memory Networks for Graph-Graph
Interaction
In the previous section, we described Graph Memory Networks (GraphMN) to an-
swer different queries on a single graph. In this section, we focus on extending
GraphMN to handle the interaction between graphs. The simplest task is to predict
whether there are interactions between two or more graphs.
Controller
𝑴1 …
Read Write
𝑴𝐽
𝒔𝑡 𝒉𝑡
𝑴1 … 𝑴𝐽
𝒔𝑡
1 … 𝒔𝑡
𝐾
𝒔𝑡
(a) (b)
Figure 7.3: (a) GraphMN for graph interaction. (b) Multiple attention read heads
7.5.1 Multiple memories for multiple graphs
A natural extension of GraphMN for graph-graph interaction is that each graph is
modelled by a GraphMN and the hidden representation vectors produced by these
models are then summed or averaged before passing to a classifier. This workflow is
similar to models proposed by (Kwon and Yoon, 2017; Gomes et al., 2017), where
each molecule is read by a neural network and the interaction representation is
aggregated from the neural networks’ outputs. However the sum or mean pooling
on these final hidden states may not capture the latent interactions of the molecules
as the interaction representation is only inferred in a single step at the top of all
neural networks. Here, we propose to extend the GraphMN with a single controller
reading from multiple memories, each for a graph so that the controller can handle
the interaction between the graphs. With iterative estimation, the controller can
repeatedly refine the interaction representation before producing a prediction.
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Figure 7.3(a) illustrates the GraphMN that models the interaction of J graphs. Each
graph jth is loaded into a memory M j. At each step t, a memory of the graph jth
has the stateM t;j =
[
m1t;j, ...,m
Mj
t;j
]
, where Mj is the number of nodes in the graph
jth. The controller reads a summation vector mt;j from each memory M j:
mt;j = attention (M t−1;j;θa)
where attention (M ;θa) is an attention function on a memory M with the param-
eters θa. These summation vectors for all memories are then averaged and passed
as input for the controller:
st =
1
J
J∑
j=1
mt;j
ht = g (Whht−1 + Uhst)
Each memory is then updated by the controller hidden state ht and from itself follow
the graph structure, similar to Eqs. (7.2, 7.3).
At every computational step, the controller reads from all memories, thus the hidden
state ht embeds the shared representation among all graphs. This representation
is inferred and refined multiple times, and is hence improved through the forward
propagation.
7.5.2 Multiple attentions
We have proposed to extend GraphMN with multiple memories to handle the in-
teraction between graphs. Graph interaction may be a complex process and consist
of multiple interactions of subgraphs, for example in a chemical reaction, molecules
may break into parts and parts from different molecules may together form a new
molecule. The vector st, which represents the summation of all graphs might not
be sufficient to capture multiple subgraph interactions. We further equip GraphMN
with multiple independent attention read heads (Vaswani et al., 2017; Lin et al.,
2017; Veličković et al., 2018) with the hope that each read head attends to different
subgraph interaction. Figure 7.3(b) illustrates the multi-head attention over mul-
tiple memories. Let K be the number of attention read heads, and at each step t,
each head kth reads a summation vector mt;j from the memory jth and compute a
read vector skt as the average of summation vectors of all memories, similar to the
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single read head implementation:
mkt;j = attention
(
M t−1;j;θka
)
skt =
1
J
J∑
j=1
mkt;j
where θka is a set of parameters for the kth attention. Then, all vectors s1t , ..., sKt are
passed to the controller as input:
ht = g
(
Whht−1 +
1
K
Uh
K∑
k=1
skt
)
7.6 Applications
In this section, we demonstrate the applications of our proposed models on three
applications: software vulnerability detection (Subsection 7.6.1), molecular activ-
ity prediction (Subsection 7.6.2), and chemical reaction (query about graph-graph
interaction, Subsection 7.6.3).
7.6.1 VCNs for software vulnerability prediction
Dataset
The dataset contains 18 Java projects and each consists of a number of source code
files. Each source file is a Java class, which has a list attribute declarations and a
number of methods. A class is represented as a graph, where graph-level features are
the attribute declarations, nodes are the methods and edges are the method calls.
The task is to predict if a source file is vulnerable. The dataset is pre-processed by
removing all replicated files of different versions in the same projects. This leaves
2836 samples in total with 1020 positive ones.
Feature extraction
Methods and attribute declarations of Java classes can be considered as sequences
of tokens and their representation can be learnt through language modelling using
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LSTM (Hochreiter and Schmidhuber, 1997) with NCE (Mnih and Teh, 2012). The
feature vector of each sequence is the mean of all hidden states outputted by the
LSTM. After this step, each sequence is represented as a feature vector of 128 units.
For the baselines, the feature vector of each Java class is the mean of feature vectors
of all methods and attribute declarations. For the VCN model, the feature vector
of the attribute declarations is the input for the virtual column.
Experiment settings
For the experiments with the VCN model, we use the Highway network for all
layers and ReLU as the activation function. Dropout (Srivastava et al., 2014) is
applied before and after the column layers. The dataset is divided into training,
validation and test sets. The validation set is used for early stopping and tuning
the hyper-parameters. We set the number of hidden layers by 10, the mini-batch by
100 and search for (i) the hidden dimensions of the virtual columns, (ii) the hidden
dimensions of the node columns, (iii) the learning rate η (0.001, 0.002,...,0.005) and
(iv) optimisers: Adam (Kingma and Ba, 2015) or RMSprop. The best setting is
chosen by the validation set and the result of the test set are reported. Baselines are
Support Vector Machines (SVM), Random Forests and Gradient Boosting Machines.
These methods read input as the vector representation of graphs.
Results
Figure 7.4 reports the performance on the code classification task in AUC and F1-
score. VCN outperforms all the baselines on both measures.
7.6.2 GraphMN for molecular activity prediction
Datasets
We conducted experiments on 9 NCI BioAssay activity tests collected from the
PubChem website 3. Seven of them are activity tests on chemical compounds against
different types of cancer: breast, colon, leukemia, lung, melanoma, central nerve
3https://pubchem.ncbi.nlm.nih.gov/
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Figure 7.4: Performance on code vulnerability detection, measured in AUC and
F1-score (%).
system and renal. The others are AIDS antiviral assay and Yeast anticancer drug
screen. Each BioAssay test contains records of activities for chemical compounds.
We chose the two most common activities for classification: “active” and “inactive”.
Each compound molecule is represented as a graph, where nodes are atoms and edges
are the bonds between them. The statistics on the data is reported in Table 7.1. The
datasets are listed by the ascending order of the number of active compounds. “#
Graph” is the number of graphs and “# Active” is the number of active graph against
a BioAssay test These datasets are unbalanced, therefore “inactive” compounds are
randomly removed so that the Yeast Anticancer dataset has 25,000 graphs and each
of the other datasets has 10,000 graphs.
Table 7.1: Summary of 9 NCI BioAssay datasets.
No. Dataset # Active # Graph
1 AIDS Antiviral 1513 41,595
2 Renal Cancer 2,325 41,560
3 Central Nervous System 2,430 42,473
4 Breast Cancer 2,490 29,117
5 Melanoma 2,767 39,737
6 Colon Cancer 2,766 42,130
7 Lung Cancer 3,026 38,588
8 Leukemia 3,681 38,933
9 Yeast Anticancer 10,090 86,130
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Fingerprint feature extraction Fingerprints are the encoding of the graph struc-
ture of the molecules by a vector of binary digits and each presents the presence
or absence of particular substructures in the molecules. There are different algo-
rithms to achieve molecular fingerprints and the state-of-the-art is the extended-
connectivity circular fingerprint (ECFP) (Rogers and Hahn, 2010). We use the
RDKit toolkit to extraction circular fingerprints4. The dimension of the fingerprint
features is set by 1024.
Graph extraction We also use RDKit to extract the structure of molecules, the
atom and the bond features. An atom feature vector is the concatenation of the
one-hot vector of the atom and other atom’s chemical features such as the atom
degree and the number of H atoms attached. We also make use of bond features,
such as bond type and a binary value indicating whether a bond is in a ring.
Experiment settings
To evaluate the benefit of multi-task learning, we trained the 9 datasets separately
and jointly on both fingerprint features and graph structure. In the multi-task
setting, each dataset is a single task.
In the separated training setting, three common classifiers: Support Vector Machine
(SVM), Random Forest (RF) and Gradient Boosting Machine (GMB) are trained
on fingerprint features, and Neural Fingerprint (NeuralFP) (Duvenaud et al., 2015)
and our GraphMN are trained on graph structure. The query of GraphMN for each
dataset is set by a constant vector.
In the joint training setting, we trained Multitask Neural Networks (MT-NN) (Ram-
sundar et al., 2015) on fingerprint features and our model (MT-GraphMN - See
Subsection 7.4.4 for more details) on graph structure. MT-NN is an FNN with
multiple sigmoid outputs, each corresponding to a task. When a fingerprint vector
of a task ith is passed to the model, the sigmoid output ith is activate to predict
the probability of the label for task ith while the other outputs are inactivate. For
the MT-GraphMN model, the query for a molecule of task ith is a one-hot vector
q ∈ RK , where K is the number of tasks, qi = 1 and qj = 0 for all j 6= i. For
simplicity, we set the weights in Eq. 7.3 uniformly.
For training neural networks, the training minimises the cross-entropy loss in an
4http://www.rdkit.org/
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end-to-end fashion. We use ReLU units for all steps and Dropout (Srivastava et al.,
2014) is applied at the first and the last steps of the controller and the memory cells.
We set the number of hops by T = 10 and the other hyper-parameters are tuned on
the validation dataset.
The impact of more datasets
We evaluate how the performance of GraphMN on a particular dataset is affected
by the increasing number of tasks. We chose AIDS antiviral, Breast Cancer and
Colon Cancer as the experimental datasets. For each experimental dataset, we start
to train it and then repeatedly add a new task and retrain the model. The orders of
the first three new tasks are: (AIDS, Breast, Colon) for the AIDS antiviral dataset,
(Breast, AIDS, Colon) for the Breast Cancer dataset and (Colon, AIDS, Breast) for
the Colon Cancer dataset. The orders of the remaining tasks are the same for the
three datasets: (Leukemia, Lung, Melanoma, Nerve, Renal and Yeast).
Figure 7.5 illustrates the performance of the three chosen datasets with a different
number of joint training tasks. The performance of the Breast and Colon Cancer
datasets decreases when jointly trained with the AIDS antiviral task and then in-
creases after adding more tasks and remains steady or slightly reduces after seven
tasks. Joint training does not really improve the performance on the AIDS antiviral
dataset.
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Figure 7.5: The performance of GraphMN on three datasets with multi-task setting
when increasing the number of joint training tasks, reported in (a) AUC and (b)
F1-score.
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Table 7.2: Performance over all datasets, measured in Micro F1, Macro F1 and the
average AUC.
Model MicroF1 MacroF1 Average AUC
SVM 66.4 67.9 85.1
RF 65.6 66.4 84.7
GB 65.8 66.9 83.7
NeuralFP (Duvenaud et al., 2015) 68.2 67.6 85.9
GraphMN 69.1 68.7 85.9
MT-NN (Ramsundar et al., 2015) 75.5 78.6 90.4
MT-GraphMN 77.8 80.3 92.1
Results
Table 7.2 reports the results, measured in Micro F1-score, Macro F1-score and the
average AUC over all datasets. The best method for separated training on fingerprint
features is SVM with 66.4% of Micro F1-score and on graph structure is GraphMN
with an improvement of 2.7% over the non-structured classifiers. The joint learning
settings improve a huge gap with 9.1% of Micro F1-score and 10.7 % of Macro F1-
score gain on fingerprint features and 8.7% of Micro F1-score and 11.6% of Macro
F1-score gain on graph structure.
To investigate further how multi-task learning impacts the performance of each task,
we reports the F1-score of GraphMN in both separate and joint training settings on
each of the 9 datasets (Figure 7.6). Joint training with the GraphMN model does
not improve the performance on AIDS antiviral and Yeast anticancer datasets while
for 7 datasets on different types of cancers, joint training improves the performance
from 10%-20% on each task.
7.6.3 GraphMN for chemical interaction prediction
Datasets
For graph interaction tasks, we conducted experiments on chemical-chemical inter-
action data downloaded from the STITCH database (Kuhn et al., 2007) (Search
Tool for InTeractions of CHemicals), a network of nearly 1M chemical interactions
for over 68K different chemicals. Each interaction between two chemicals has confi-
dence score from 0 to 999. Following (Kwon and Yoon, 2017), we extracted positive-
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Figure 7.6: The comparison in performance of GraphMN when training separately
(GraphMSep) and jointly (MT-GraphMN) for all datasets. Best view in colour.
900 (11,764 examples) and positive-800 (92,998) from interactions with confidence
scores more than 900 and 800, respectively and extract negative-0 (425,482 sam-
ples) from interactions with confidence scores equal to zero. We then created the
CCI900 dataset from all the positive samples in positive-900 and the same number
of negative samples randomly drawn from negative-0. CCI800 was also created sim-
ilarly. Therefore, two datasets used for the experiments - CCI900 and CCI800 have
23,528 and 185,990 samples, respectively. The molecules were downloaded from the
PubChem database using CID (Compound ID) shown in STITCH. RDKit was used
to extract graph structures, atom and bond features, fingerprints and SMILES of
the molecules.
Experiment setting
We designed experiments on three different types of representations of molecules:
(i) fingerprint features, which is described in Subsection 7.6.2, (ii) SMILES, which
stands for Simplified Molecular-Input Line-Entry System - a type of line notation
describing the structures of molecules using ASCII strings, and (iii) the graph struc-
ture information of the molecules. All these representations are extracted from
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molecules using the RDKit toolkit5.
For the baselines, we conduct experiments on Fingerprint feature vectors and SMILES
strings. Fingerprint feature vectors are processed by Random Forests and Highway
Networks, which are two strong classifiers in many applications. Each datapoint
consists of two fingerprint vectors representing two molecules. We average the two
vectors as the input vector for the two baselines. SMILES strings are modelled by
DeepCCI (Kwon and Yoon, 2017) a recent deep neural network model for chemical
reactions. Each SMILES is represented by a matrix where each row is a one-hot
vector of a character. The matrix is then passed through a convolution layer to learn
the hidden representation for each SMILE string. The two hidden vectors are then
summed and passed through a deep FNN to learn the final representation of the
interaction between the two molecules. We tune the hyper-parameters for DeepCCI
as suggested by the authors (Kwon and Yoon, 2017).
For our model, we use ReLU units for all steps and Dropout (Srivastava et al., 2014)
is applied at the first and the last steps of the controller and the memory cells. We
conducted experiments with a different number of attention heads to visualise the
effect of multiple attentions. Other hyper-parameters are tuned to maximise the
performance on the validation dataset.
We also conducted two other experiments to examine the effectiveness of using side
information as the query. The attention read, which is a weighted sum of all memory
cells at the controller, might not properly capture the global information of the graph
while fingerprint feature vectors or SMILES strings attain this information. Here,
we set two types of vectors as the queries: (i) the mean of two fingerprint vectors
and (ii) the hidden representation generated by DeepCCI. For the latter setting,
DeepCCI parameters are randomly initialised and jointly learnt with our model’s
parameters.
Results
Table 7.3 reports the performance of the baselines and our proposed model in differ-
ent settings on the two dataset CCI900 and CCI800 reported in AUC and F1-score.
SMILES features with DeepCCI outperformed the fingerprint features with High-
way Networks by 3.8% F1-score on CCI900 and by 3.6% F1-score on CCI800. Our
5http://www.rdkit.org/
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model with a single attention head is slightly better than DeepCCI on both datasets.
Interestingly, using multiple attention heads and side information (fingerprint and
SMILES features) as the query both help to improve the performance. For CCI900,
DeepGI with SMILES query improves 1.7% F1-score on single attention setting and
1.2% on multiple attention settings.
CCI900 CCI800
AUC F1-score AUC F1-score
Random Forests 94.3 86.4 98.2 94.1
Highway Networks 94.7 88.4 98.5 94.7
DeepCCI 96.5 92.2 99.1 97.3
DeepGI 96.6 92.6 99.1 97.4
DeepGI+multiAtt 97.3 93.4 99.1 97.8
DeepGI+FP 97.8 93.3 99.4 98.0
DeepGI+multiAtt+FP 98.0 94.1 99.5 98.1
DeepGI+SMILES 98.1 94.3 99.7 97.8
DeepGI+multiAtt+SMILES 98.1 94.6 99.8 98.3
Table 7.3: The performance on the chemical reaction datasets reported in AUC and
F1-score. FP stands for fingerprint and multiAtt stands for multiple attentions.
The effect of multiple attentions
We suppose that graph interaction is not only between the whole graphs themselves
but also between the substructures from the graphs. For example, in chemical
reaction, substructures from different molecules interact to create new molecules,
leading to multiple substructure interactions. In our model, we expect that each
attention reading head is able to capture a specific interaction of substructures.
Hence, an appropriate number of attention heads can capture all substructure inter-
actions and provide more abundant information about the graph interaction, which
may improve the prediction performance. Here, we evaluated the improvement in
prediction brought by the number of attention heads K. Taking DeepGI without
the side information query, we varied K by 1, 5, 10, 15, 20 and 30, and trained
the resulting six models independently on CCI900 dataset. Figure 7.7 reports the
performance changes during training for different K. We can see that when K > 1,
increasing K only slightly improves the performance while there is a bigger gap
between the performance of K = 1 and K > 1. There is not much difference when
K is increased from 20 to 30, which can be explained that when the number of
attention heads is large, they collect similar information from the graphs, leading to
a saturation in performance.
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Figure 7.7: The performance of DeepGI with different number of reading heads K
during training, reported in (a) AUC and (b) F1-score.
The effect of the side information as a query
While the neighbourhood aggregation operation in our model can effectively capture
the substructure information, the weighted sum of all memory cells in the attention
mechanism might not properly collect the global information of the whole graph.
Hence, using the side information containing the global information such as Finger-
prints or SMILES strings might help the training. We have shown in Table 7.3 that
using fingerprint vectors or the hidden state generated by DeepCCI as the query for
our model can improve the performance on the both datasets. We also found that
even using side information query increases the number of training parameters, it can
actually help to prevent overfitting. Figure 7.8 show the loss curves on the training
and the validation set of DeepGI with a single attention head when the query is set
as constant and when the query is the hidden stated produced by DeepCCI model
(DeepGI+SMILES). We can see from the figure that the validation loss of DeepGI
starts to rise quickly after 40 epochs while the validation loss of DeepGI+SMILES
still remains after 100 epochs.
7.7 Discussion
In this chapter, we have proposed several solutions to model graphs for different
tasks. By adding a virtual node to the existing graph, the expanded graph can then
be passed through any node representation method, and the representation of the
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Figure 7.8: Training and validation loss of DeepGI with and without side information
during training.
virtual node is the graph’s. The virtual node, coupled with Column Networks (See
Chapter 5), results in a new graph classification method called the Virtual Column
Network (VCN).
We have leveraged the VCN model to the Graph Memory Network (GraphMN), a
neural network augmented with a dynamic and graph-structured memory that can
answer different questions about graphs. Experiments on 9 BioAssay activity tests
demonstrated that GraphMN is effective in answering queries about the bioactivities
of large molecules given only the molecular graphs. We applied the model for multi-
task learning with the query indicating the task number. However, the query is very
flexible, it can be any question about the property of a molecule.
We further extend GraphMN to model multiple graphs in graph-graph interaction
(GGI). While the evaluation in this chapter is limited to chemical reaction, GGI has
a wide range of potential applications. For example, business-business transactions
can be cast as instance of GGI where each business is a network of stakeholders.
In the human body, a drug may act on the network of proteins as a whole rather
than binding to just one protein. Another example is in team sports, where a match
can be modelled as an interaction between two team graphs – here each team is a
network of team members whose links are defined by their positions and the specific
tactic for the match.
We recognise several limitations of our models. First, the applications are rather sim-
ple tasks with binary outputs while real-world applications on chemical domain are
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complex, such as predicting the outputs of a chemical reaction under different con-
ditions (e.g., what compounds would be generated). Second, although GraphMNs
are a general model for answering any query about graph data, training a single
model for very different tasks is very challenging as the model needs to be general
enough to capture the common features while still memorising specific features for
each task.
Chapter 8
Conclusions
8.1 Summary
In this thesis, we have presented several extensions of Recurrent Neural Networks
(RNNs), a central neural architecture of the current revolution of artificial intelli-
gence, for different types of complex structured data. We emphasise the notion of
RNN as an iterative estimator, a program that is applied repeatedly over time to
refine the states, optionally integrating input signals along the way. We reviewed
RNNs and the advancements to solve the difficulties in training RNNs (Chapter 3).
Our main contributions are four-fold. First, we extended RNNs as a sequential
model to handle episodic data with interventions and irregular timing (Chapter 4).
We further extended RNNs as a model for iterative estimation on relational data
where samples are dependent (Chapter 5), multiple input/output data (Chapter 6)
and graph data (Chapter 7). The common theme of these contributions is designing
RNN architectures to model different types of complex structured data.
In Chapter 4, we presented our first contribution, a novel model called DeepCare
by extending the original Long Short-Term Memory to handle interventions and
irregular timing in Electronic Medical Records (EMRs). An EMR is a sequence of
irregular admissions and each admission is an event where diseases are diagnosed
and treatments (e.g., medication and procedures) are used to intervene the diseases.
DeepCare parameterises time to enable irregular timing and incorporates interven-
tions to reflect their targeted influence in the course of illness and disease progression.
We demonstrated DeepCare on predicting next disease stages, recommending inter-
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ventions, and estimating unplanned readmission among diabetic and mental health
patients. The results are competitive against contemporary state-of-the-arts.
Chapter 5 presented a novel architecture of interacting RNNs - Column Networks
(CLN) as an iterative estimation model for multi-relational data, where samples
are dependent through defined relations. CLN is a network of columns, which are
shared-parameter RNNs that aggregates both an instance’s features and the neigh-
bourhood features as input for repeated inference through multiple computational
steps. The model encodes multi-relations between any two instances and allows com-
plex functions to be approximated at the network level. We further proposed an
approximation method for the neighbourhood aggregation function that allows fast
training with mini-batch while still maintaining the performance of the model. We
evaluated CLN on three real-world applications with collective classification, which
is to jointly classify networked objects, and CLN demonstrated a higher accuracy
than state-of-the-art rivals.
Chapter 6 relaxed the notion of instances and labels in CLN to generalise to the
multi-input/multi-output data. This unifies different research directions for differ-
ent types of data, such as multi-label learning, multi-instance learning, multi-view
learning and a combinations of these. We observed that these types of data share a
common premise, that is the correlations among inputs or outputs, and the predic-
tive performance increases when these correlations are properly incorporated. We
proposed the Multi-X Modular network that leverages the CLN to capture the cor-
relations among input parts and among output labels. The model can be easily
configured to any combination of input and output types and capable of scaling to a
large number of input parts or output labels with the option for parameter sharing.
Experiments on 8 datasets of different types of data demonstrated that the MXM
network is competitive against methods specifically designed for each type.
Chapter 7 represents our final contributions, novel frameworks for modelling graph
structured data, where each sample is a graph. Inspired by CLN as a model for
node representations and the executive module in the MXM network as a module
to embed the shared representation among inputs or output labels, we proposed
Virtual Column Networks (VCNs) that extends CLN by a virtual column that col-
lects information from all nodes and embeds the latent representation of the whole
graph. VCNs showed promising results on graph classification tasks but they have
limitations and inflexibility in modelling different tasks. We proposed the Graph
Memory Network (GraphMN) to address the drawbacks of VCNs. Extended from
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Memory-Augmented Neural Networks (MANNs), the GraphMN architecture with
a controller and a structured dynamic memory is able to answer queries about at-
tributed graphs. The controller is similar to the virtual column in inferring the
graph representation but with a more effective and flexible way. We further ex-
tend GraphMN with multiple memories to model graph-graph interaction prediction
task. Experiments with multi-task learning on molecular activity prediction tasks
and with chemical interaction problems showed the competitive results of GraphMN
against the baselines.
8.2 Future Directions
There are possible extensions of the work proposed in this thesis for further inves-
tigations. First, in Chapter 4, we only modelled time, diagnoses and interventions
wheres there are other types of information in EMRs, such as laboratory test re-
sults and radiology images. Numerical data such as blood sugar levels could be
naturally incorporated. For time-series data, we can extract a feature vector per
series. Another extension is training DeepCare with transfer learning. There are
rare diseases in which, data are not sufficient for supervised training. We can train
on popular diseases and retrain the model with rare disease datasets. Furthermore,
we only demonstrated DeepCare on EMR data but it can be generalised to different
event-like data types with interventions. For example, DeepCare is able to model
the software development process, which is a sequence of events, e.g., each time a
bug is reported, the programs will be fixed and when there are new requirements,
the programs will be updated.
Column Networks (CLN) proposed in Chapter 5 can be applied on very large
datasets such as social networks and product networks where nodes are products
and edges connects commonly co-purchased products, and on other learning tasks
in Statistical Relational Learning such as link prediction, social network spam de-
tection and correlated attacks. CLN can also be extended to multiple types of data
instances, for example, in the experiments with the Movielen dataset, we only model
movies as data instances, but data instances can also be actors, actresses and di-
rectors, and a movie links to an actor/actress if they joined the movie. Different
types of instances can be modelled by a different set of parameters and the model
can jointly predict all types. This leads to another application in recommendation
system where we model users and movies as data instances and the problem becomes
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link prediction between a user and a movie.
Our MXM network presented in Chapter 6 opens up new perspectives for modelling
complex data structures with different components, for example, a database record
of multiple fields can be represented naturally using a MXM network, hence we can
carry out common tasks such as retrieval, record linkage or database completion.
One might also learn an attention mechanism so that the model can assign more
weight to important parts. Generalisation to the hierarchy of input (or output)
parts is also straightforward. The model can maintain one module per input cluster
(and one per output cluster). These cluster-modules are connected to the executive
modules. An example is multi-instance data with each instance containing multiple
views. When multi-X data samples are dependent, we can combine CLN and MXM
network to model a network multi-X instances, e.g., in the movie genre classifica-
tion dataset, the relations between movies (same-actor and same director) can be
modelled by a CLN and multi-genre prediction for each movie can be modelled by
a MXM network.
For graph structured data, GraphMN presented in Chapter 7 is a general models
for answering any query, opening up new applied opportunities in other domains,
for example, textual and visual question answering about interacting actors and
objects. For graph-graph interaction, there are cases where we want to predict
the interaction between a small and a very large graph. For example, for drug-
protein binding, GraphMN can treat the small graph as a query and load the large
graph to the memory for prediction. This setting is also suitable for graph retrieval
tasks. Furthermore, the memory structure in GraphMN, once constructed from
data graphs, is then fixed even though the content of the memory changes during
the reasoning process. Future work would be to derive dynamic memory graphs that
evolve with time.
Appendix A
Supplementary
A.1 Gradient computation
A.1.1 Computing RNN gradients
For the convenience of the implementation, all the vector are transposed. This
means, for example, at ∈ R1×k, ht ∈ R1×K and xt ∈ R1×M . Denote by AT the
transposed matrix of matrix A, ∗ the element-wise multiplication
We start with the gradients on the internal nodes at and ht. We can compute the
derivative of the loss function with respect to at easily:
∂L
∂Lt
= 1
∂L
∂ait
= ∂L
∂Lt
∂Lt
∂ait
= −∂logPyt
∂pyt
∂Pyt
∂ait
∂L
∂ait
= −1
Pyt
(1yt,iPyt − PytPt,i) = Pt,i − 1yt,i
where 1yt,i = 1 if yt = i and 1yt,i = 0 if yt 6= i for t = 0, 1, ..., n
The gradient on ht is not that simple since ht appears in the equations of at 3.2
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and ht+1 3.1. Starting from the end of the sequence, we have
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and for all t = n− 1 down to t = 0 we have
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Once the gradients on the internal nodes are obtained, we can calculate the gradients
on parameters, which are shared among all time steps
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A.1.2 Computing LSTM gradients
The derivative ono0, ...,on and hn in an LSTM model is obtained in the same way
as calculating them in an RNN. We start with the derivatives of the cell ct and 3
gates ot,f t, it for all t = n, ..., 0 and the hidden state ht for all t = n − 1, ..., 0.
Recall that all the equations of these inner nodes are presented in Sec 3.2.1
∂L
∂ct
= ∂L
∂ht
∂ht
∂ct
= ∂L
∂ht
∗ ot ∗
(
1− tanh2 (ct)
)
∂L
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= ∂L
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∂ht
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= ∂L
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∗ tanh (ct)
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∂f t
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= ∂L
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∗ ct−1
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The gradient on hidden state ht for t = n− 1, ..., 0 is more complicated. ht appears
in the equations of at,ot+1,f t+1, it+1 and ct+1
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Once the gradients on the cell and the gates are compute, we can calculate the
gradients on parameters. We start with the parameter matrices of the cell
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As the gates ot,f t, it have the same form of formulars, we just introduce the deriva-
tive formulas of Wi, Ui, bi. The derivatives of Wf , Uf , bf and Wo, Uo, bo are similar
∂L
∂Wi
=
∑
t
∂L
∂it
∂it
∂Wi
=
∑
t
(
∂L
∂it
∗
(
it − i2t
))T
xt
∂L
∂Ui
=
∑
t
∂L
∂it
∂it
∂Ui
=
∑
t
(
∂L
∂it
∗
(
it − i2t
))T
ht−1
∂L
∂bi
=
∑
t
∂L
∂it
∂it
∂bi
=
∑
t
∂L
∂it
∗
(
it − i2t
)
A.1. Gradient computation 162
A.1.3 Computing DeepCare gradients
We start with the derivatives of the loss function presented in Sec 4.3.5 with respect
to the nodes of the neural network layer
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and then the gradients on the parameters of the neural network layer are easily
calculated using the derivatives on the nodes
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We have h¯ =
[
h¯12, h¯24, h¯all
]
(See Sec 4.3.4) which implies
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where l is the dimensions of vector h¯
Since h¯ = pool {h1:n}, we can compute the gradients of the loss function on ht for
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all t = 0, ..., n (See the forward propagation in Sec 4.3.4)
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where I (∆i:n, k) = 1 if ∆i:n ≤ k and I (∆i:n, k) = 0 otherwise.
Once all the gradients on hidden state ht are obtained, the gradients on LSTM
parameters are computed similar as in Sec A.1.2 except modifided formulas which
are present as follow
Compared to the input gate of the original LSTM, the input gate in DeepCare is
divided by mt
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The derivative of intervention matrices P0 (See Eq. 4.3) and Pf (See Eq. 4.4)
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For DeepCare with Time Decay version, derivatives of parameters Wf , Uf , bf are
computed by the fomular of their derivatives in non-Time-Decay version divided by
d (∆t−1:t) . The derivative of parametric time matrix Qf (See Eq. 4.6)
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