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Summary
This thesis examines the eﬀects of vibrational averaging on the accuracy of ab initio
calculated, isotropic nuclear shielding constants. We explore methods that deal with
zero-point vibrational corrections of such properties, aiming at the reduction of the
computational expense, and/or, improvement of the accuracy. The approaches of
this work could eventually be integrated with relativistic and solvent treatments,
such that combination of the diﬀerent aspects would ultimately yield ab initio cal-
culated isotropic nuclear shielding constants that are of spectroscopic quality.
In the ﬁrst chapter of this thesis, we lay out the theoretical foundations of
quantum chemistry. We discuss in some detail, the methods used in carrying out
the electronic structure calculations of this work. Chapter two proceeds in reviewing
the theory of ab initio nuclear magnetic resonance (NMR) calculations. Looking at
the various factors inﬂuencing the accuracy of the computations, we give the reason
for studying mainly, molecules in the gaseous phase, where solvent eﬀects are absent.
Chapter three of the thesis studies the use of second-order perturbation theory
(PT) to obtain vibrational averaged isotropic nuclear shielding constants of a wide
variety of molecules. Various scaling factors and systematic corrections are obtained
by linear regression to experimental shielding constants. The zero-point vibrational
corrections of second-order PT are examined to see if they do improve the agreement
of calculated shielding constants to experiment. By comparing the quality of density
functional theory (DFT) calculations to that of coupled-cluster single double (triple)
[CCSD(T)], we explore the use of the cheaper, scaled and systematically corrected
DFT shielding constants, over the more expensive, CCSD(T) calculations.
Quantum diﬀusion Monte Carlo (QDMC) takes center stage in chapter four of
this dissertation. We demonstrate the use of QDMC to obtain accurate zero-point
energy, wavefunction, and the square of the wavefunction of the quantum harmonic
Summary
oscillator. Using the method of modiﬁed Shepard's interpolation to construct po-
tential energy and shielding constants surfaces of the water, ozone, and formic acid
molecules, we compute vibrational averaged isotropic nuclear shielding constants of
the three molecules via QDMC. The QDMC results are compared to that of second-
order PT, to see if a simple fourth-order Taylor expansion of the potential energy
surface about the equilibrium geometry (second-order PT) is adequate for obtaining
accurate values of nuclear shielding constants.
The ﬁnal chapter of this thesis explores the extension of the conventional many-
body expansion to the construction of potential energy surfaces. Having formulate
the method, we construct a many-degrees-of-freedom, potential energy surface of
the formic acid molecule. The quality of the surface is assessed through application
on 986 generated conﬁgurations of the same molecule of interest.
The appendices lie at the end of this thesis. They provide auxiliary informa-
tion on some of the most tedious elements in all of theoretical chemistry/physics.
Coupled with the supplementary data, this material ﬁlls in the missing links to the
dissertation. The ﬁnal appendix gives a list of the data ﬁles contained in the CD
included at the back of the thesis.
x
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The Advent of Quantum Mechanics
Towards the end of the 19th century, many physicists proclaimed that all principles
of physics had been discovered. The laws of thermodynamics, the kinetic theory
of gases and statistical mechanics, Maxwell's equations of electromagnetism, New-
ton's laws of mechanics and universal gravitation have been brought to a level of
sophistication that even highly complex problems involving macroscopic situations
could be dealt with conﬁdently. Collectively referred to as classical physics, it was
thought that, with these discoveries, all that remain is in the ironing out of minor
issues and the improvement of existing methods and measurements.
However, this rosy picture began to break down with the detection of unex-
pected forms of radiation. Wilhelm Röntgen ﬁrst discovered X-rays in 1895, Henri
Becquerel observed radioactivity in 1896, Marie and Pierre Curie characterized new
radioactive elements, Polonium and Radium in 1898. The concept of the supposedly
indestructible nature of the atom was further thrown into doubt when Joseph John
Thomson discovered the electron, a subatomic particle that was lighter than the
lightest atom. Any remaining hopes that classical physics was complete in the de-
scription of the universe ﬁnally ended with the solution to one of the then remaining
theoretical problems in physics: black-body radiation.
An ideal body, one that absorbs and emits radiation without favoring particular
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frequencies is called a black-body. The electromagnetic radiation that a black-body
emits at a particular constant, uniform temperature is known as black-body radia-
tion. This radiation has a speciﬁc spectrum and intensity that is a function of only
the temperature of the body. Using classical thermodynamics, Wilhelm Wien was
the ﬁrst to attempt a theoretical derivation of the black-body radiation curve. The
resultant Wien's law accurately describes the short wavelength part of the spectrum
but fails in reproducing the long wavelength section of the curve. Lord Rayleigh
and Sir James Jeans later tackled the problem using the equipartition theorem of
classical statistical mechanics. The Rayleigh-Jeans law they arrived at on the other
hand agreed with experimental data at long wavelengths but diverges to inﬁnity as
the wavelength approaches zero. It was Max Planck who would ﬁnally cracked the
code to the famous black-body radiation problem in 1900. In deriving the correct
equation to the mystery of that time, Planck postulated that, electromagnetic en-
ergy is discrete, quantized, and not continuous. Speciﬁcally, the energy E could
only be a multiple of an elementary unit
E = hν (1.1)
where h is the Planck constant, and ν is the frequency of the emitted radiation.
It is worthwhile to mention that Planck was by nature, a conservative man, and
he did not really believe in the quantized nature of electromagnetic radiation. He
initially thought that quantization was a mathematical trick that would eventually
disappear by the taking of appropriate limits. Nature was however not to be as
Planck had envisaged. One of the most important experiments of the 19th century
had paved the way to the advent of one of the most important theories of physics:
quantum mechanics (QM).
2
1.1. The Schrödinger Equation
1.1 The Schrödinger Equation
There exists two formalisms to doing quantum mechanics: Erwin Schrödinger's wave
mechanics and Werner Heisenberg's matrix mechanics. Although the two theories
have been shown to be equivalent by Paul Dirac, in the ﬁeld of quantum chemistry,
it is Schrödinger's approach that is the preferred method of choice.




|ψ(t)〉 = Hˆ |ψ(t)〉 (1.2)
where i is the unit imaginary number, ~ is the Dirac constant (~ = h/2pi), t denotes
time, |ψ〉 is the state vector of the system, and Hˆ is the Hamiltonian operator, which
is also the sum of the kinetic (Tˆ) and potential (Vˆ) energy operators. Explicitly,








∇2j (in atomic units) (1.4)
Vˆ = V (r) (1.5)
The summation in the kinetic energy operator Tˆ runs over all j particles, with mj
being the mass of particle j. The potential energy operator Vˆ on the other hand
deﬁnes each particular system, uniquely portraying the potential of all particles as
a function of their position vectors r.
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If one expands the state vector in the position basis and write it as the product
of a function of time and a function of the position vector:
ψ(r, t) = f(t)ψ(r) (1.6)
one can show that [1]
f(t) = f(0)e−iEt/~ (1.7)
Hˆψ(r) = Eψ(r) (1.8)
Equation 1.8 is known as the time-independent Schrödinger equation and ψ(r) is
referred to as the wavefunction. If the Hamiltonian operator is independent of
time, then the equation is obeyed by the eigenfunctions, ψE(r), of the Hamiltonian
operator. Equation 1.6 then becomes
ψ(r, t) = e−iEt/~ψE(r) (1.9)
which tells us that, if the system starts out in a state of deﬁnitive energy, ψ(r, 0) =
ψE(r), then all that happens with time is that it picks up a phase factor, e−iEt/~.
ψE(r) are also known as stationary states due to the following quantum mechanics
postulate, which states that: assuming that the wavefunction is properly normalized
(〈ψ(r)|ψ(r)〉 = 1), the probability P (r)dr of ﬁnding a particle between r and r+dr,
is given by
P (r)dr = |ψ(r)|2dr (1.10)
Applying the postulate to equation 1.9,
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P (r)dr = |ψ(r)|2dr = |ψE(r)|2dr (1.11)
Since P (r)dr is independent of time and consigned to the value it had at t = 0, the
states ψE(r) also come to be known as stationary states.
Equation 1.9 is reminiscence of normal modes of vibration in classical physics.






where AEj are time-independent constants, is a solution to the time-dependent





Thus, if the initial state of any system can be written in the form of equation 1.13, all
future states of the system can be determined trivially via equation 1.12. Since ψEj
form a complete basis to the Hamiltonian operator, any arbitrary state ψ(r, 0) can
indeed be written in the same fashion as equation 1.13. Therefore, given the initial
state of the system, solving the time-dependent Schrödinger equation is essentially




∣∣ψEj (r, 0)〉 (1.14)
Consequently, from here on out, any mentioning of the Schrödinger equation
should be understood as reference to the time-independent Schrödinger equation.
5
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1.2 Quantum Chemistry
In quantum chemistry, common systems studied include atoms, molecules, clusters
of atoms and/or molecules. Interactions between particles are almost entirely that









which represents the Coulombic potential between all possible pairs of charged en-
tities {j, k}, with electric charge {qj , qk}, separated by a distance of rjk.
Unfortunately, in all of physics and chemistry, the Schrödinger equation is only
solvable analytically in highly idealized cases such as harmonic oscillators, rigid
rotors, hydrogenate atoms, etc. In most, if not all realistic systems, one has to
resort to either using numerical methods, or a number of simplifying assumptions
and procedures in solving the Schrödinger equation.
1.2.1 The Variational Method
The variational method [2] is one of the most important tools in quantum chemistry
that allows one to solve approximately, the time-independent Schrödinger equation
for systems of interacting particles. The variational method is based on the varia-
tional theorem, which states that:
Given a system whose Hamiltonian operator Hˆ is time-independent and whose low-
est energy eigenvalue is E1, if φ is any normalized, well-behaved function of the





φ∗Hˆφdτ ≥ E1 (1.16)
where the integral runs over all space (dτ). A rigorous proof of the theorem can be
found in Ref. 1 and will not be shown here. The theorem tells us that, given any
trial variation function φ, performing the variational integral in equation 1.16 would
give us an upper bound to the system's ground state energy. The lower the value
of the variational integral, the closer the resemblance between the trial variation
function and the system's true ground state wavefunction.
In practice, one can introduce several variables into a trial function φ and min-
imize the variational integral by the optimization of the variables. Successful ap-
proximation of the ground state wavefunction and energy would then depend on
one's ability in building a good trial function.
1.2.2 Born-Oppenheimer Approximation
For an atom/molecule, the wave functions and energies are obtained through the
Schrödinger equation:
Hˆψ(rj , r%) = Eψ(rj , r%) (1.17)
where rj and r% denote the position vectors of the electron(s) and nucleus(nuclei)



































where the % and η indexes refer to nuclei, and the j and k indexes refer to electrons.
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The ﬁrst and second summations in equation 1.18 are the kinetic energy operators
for the nucleus(nuclei) and electron(s) respectively. The third summation is the
potential energy of the repulsion(s) between the nuclei (absent for the case of a
single atom). The fourth summation is the potential energy of the attraction(s)
between the electron(s) and nucleus(nuclei). The last summation is the potential
energy of the repulsion(s) between the electrons (absent for the case of a hydrogenate
atom/molecule).
The task of solving the Schrödinger equation with a Hamiltonian of the form of
equation 1.18 is a formidable one. This is due to the fact that the Schrödinger equa-
tion describes explicitly, the wave-like nature of each and every nucleus and electron
present in the system. Fortunately, the problem can be simpliﬁed by exploiting the
huge mass diﬀerence between the nucleus and the electron. Since the mass of the
electron is at least a thousand times smaller than that of the nucleus, for the same
amount of kinetic energy, the electron moves much faster than the nucleus. Classi-
cally speaking, the electron distribution very rapidly conforms to any changes in the
position vectors of the nucleus(nuclei). Thus, if one considers the nucleus(nuclei) to
be stationary (relative to the electrons) and omits the nuclear kinetic-energy term
from equation 1.18, one can then obtain the Schrödinger equation for electronic
motion:
(Hˆel + VNN )ψel = Uψel (1.19)
where the purely electronic Hamiltonian Hˆel is































The energy U in equation 1.19 is the electronic energy including internuclear repul-
sion. The internuclear distances r%η in equation 1.19 are not variables, but ﬁxed at
each possible conformation of the molecule. Of course, there are inﬁnite possible
geometries of a molecule, and for each of those conﬁgurations, one may solve the
electronic Schrödinger equation to obtain a set of electronic wave functions ψel and
corresponding electronic energies.
For non-hydrogenate atoms/molecules, the electronic Schrödinger equation can
be solved approximately with a variety methods to be discussed later. Assuming
that we have solved the electronic Schrödinger equation at each of the possible
conformations of the molecule, we would then have, U(r%), the electronic energy as
a function of the nuclear coordinates. U(r%) eﬀectively becomes the potential energy
for vibrational motion, with the Schrödinger equation for nuclear motion being
HˆNψN = EψN (1.22)








∇2% + U(r%) (1.23)
The approximation of separating nuclear and electronic motions is called the
Born-Oppenheimer approximation [3], and is a basic tenet of almost all of quantum
chemistry. Not only does it simplify the solving of the Schrödinger equation for
molecules, it also introduces the concept of a potential energy surface on which
dynamics of molecules can be easily visualized and understood.
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1.2.3 Molecular Orbital Theory
As mentioned earlier in section 1.2.1, successful use of the variational method de-
pends largely on the ability to build a good trial function. Molecular orbital (MO)
theory is one such technique that allows for the construction of a realistic approxi-
mation to the true ground state electronic wavefunction.
A molecular orbital, X, is a function of the position vector of an electron. How-
ever, for a complete description of the electron, one has to include its spin coordinate,
ζ. The spin coordinate ζ can only take on values of ±12 with the corresponding z-
component of the spin angular momentum being ±12~. The complete wavefunction
of an electron is then, the product of a molecular orbital and a spin eigenfunction.
Explicitly, the product χ, that is also called the spin orbital, can take on the forms
of either equation 1.24 or 1.25.
χ(r, ζ) = Xα (1.24)
χ(r, ζ) = Xβ (1.25)
where α is known as the spin up eigenfunction with ζ having a value of +12 , and β
is known as the spin down eigenfunction with ζ having a value of −12 .
One simple form that ψel of an n-electron system can take on is a product of
the individual n spin orbitals:
ψel,n−electron = χ1(X1, ζ1)χ2(X2, ζ2)...χn(Xn, ζn) (1.26)
where χj(Xj , ζj) is the spin orbital of the corresponding molecular orbital Xj and
spin coordinate ζj . However, for a system of fermions, equation 1.26 is fundamentally
10
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ﬂawed. It does not contain the symmetry that fermions are required to have.
In nature, identical particles are indistinguishable. Mathematically, this means
that, interchanging the coordinates of any two such particles should result in no
observable changes to the system. Applying this idea to a system of two indiscernible
particles,
|ψ(r1, r2)|2 = |ψ(r2, r1)|2 (1.27)
Now for equation 1.27 to be true, we can only have either
Symmetric case: ψ(r1, r2) = ψ(r2, r1) (1.28)
or
Anti-symmetric case: ψ(r1, r2) = −ψ(r2, r1) (1.29)
As in turns out, all particles in our world are divided into two classes. Bosons
which obey equation 1.28, and fermions which obey equation 1.29. Experiment and
quantum theory have shown that electrons are fermions. Consequently, any valid
electronic wavefunction must change signs upon the permutation of the coordinates
of any two electrons in the system.
Since a determinant changes sign upon the interchanging of any two rows or
columns, one can rewrite ψel as
ψel,determinant =
∣∣∣∣∣∣∣∣∣∣∣∣∣
χ1(1) χ2(1) . . . χn(1)
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In equation 1.30, elements of the ﬁrst row of the determinant are the assignments
of electron 1 to all the spin orbitals χ1, χ2, ..., χn. Elements of the second row of
the determinant are all possible assignments of electron 2, so on and so forth. Not
only does the determinant satisfy the anti-symmetric requirement of an electronic
wavefunction, equation 1.30 also satisﬁes the Pauli exclusion principle. The Pauli
exclusion principle states that, no two electrons can have the exact same set of
quantum numbers. In quantum chemistry, this translates into the restriction that
no two electrons can occupy the same spin orbital(s). It can be veriﬁed that, if two
or more spin orbitals are exactly the same, ψel,determinant vanishes. Consequently,
ψel,determinant is the most suitable candidate for the expression of the electronic
wavefunction of any atomic/molecular system.
In addition to the Pauli exclusion principle and the anti-symmetric requirements
of ψel, quantum mechanics also postulates that, to every physically observable prop-
erty, there corresponds a linear Hermitian operator. Since the eigenfunctions of Her-
mitian operators are orthogonal/can be chosen to be orthogonal [1], the molecular
orbitals and spin eigenfunctions must consequently, be also perpendicular to one an-
other. Additionally, for the ease of computation, as well as the physical requirement
that the probability of ﬁnding the electron over all space is unity, the molecular
orbitals and spin eigenfunctions should also be normalized, such that
〈Xj |Xk〉 = Kjk (1.31)
〈α|β〉 = Kαβ (1.32)
where Klm is the Kronecker delta, with its deﬁning property:
Klm =
 1 if l=m0 if l 6=m (1.33)
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χ1(1) χ2(1) . . . χn(1)




χ1(n) χ2(n) . . . χn(n)
∣∣∣∣∣∣∣∣∣∣∣∣∣
(1.34)
where the determinant in equation 1.34 is also referred to as a Slater determinant.
1.2.3.1 Linear Combination of Atomic Orbitals
A common way of building the molecular orbitals is to express them as linear com-





where c%j are the molecular orbital expansion coeﬃcients, and ξ% are each of the
N normalized one-electron atomic orbitals (basis functions). In general, an inﬁnite
number of atomic orbitals are required to represent the true electronic wavefunction.
In practice though, ﬁnite basis sets of one electron atomic orbital-like functions are
used in the LCAO approach to the construction of molecular orbitals.
1.2.4 Basis Sets
As mentioned previously, basis sets are in essence, collections of mathematical func-
tions that are used to build molecular orbitals. Each of these expressions are func-
tions of the position vector of an electron, and is usually centered about the con-
stituent nuclei of the molecule under study.
Two types of mathematical functions are commonly used as basis functions in
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today's quantum chemistry calculations. Slater type orbitals (STO) that takes the
form:
Xj = Nj(r)exp(−κr) (1.36)
and Gaussian type orbitals (GTO) that are of the form:
Xj = Nj(r)exp(−κr2) (1.37)
While STO describes fairly well the radial electron distribution, giving the correct
short and long-range behavior of the electron, their integrals cannot be evaluated
analytically, rendering their usage expensive. On the other hand, not only do ana-
lytic expressions exist for the integrals of GTO, the resultant form of the integral
remains a GTO, which has the exact same desirable properties that it ﬁrst started
out with. The disadvantage of GTO though is that it describes less satisfactorily,
the radial electron distribution. Speciﬁcally, they perform poorly near and far away
from the constituent nuclei of the molecule.
To improve on the deﬁciency of GTO, one can rewrite ξ as a linear combination





where N is termed the degree of contraction, d%ς are simple numbers called contrac-
tion coeﬃcients that are ﬁxed for the basis set, and g%ς are the primitive Gaussians.
As seen in ﬁgure 1.1, combining several GTOs linearly greatly improves the quality
of the basis function. ξ in the form of equation 1.38 approaches the actual radial




N = 1 N = 2 N = 3 
Figure 1.1: Linear combination of Gaussian type orbitals. The red dotted line represents
the radial distribution of linear combinations of GTO with diﬀerent N degrees
of contraction. The solid blue line is the actual radial distribution of the repre-
sentative atomic orbital.
With the advantages of both the STO and GTO, it is thus unsurprising that most
basis functions employed today are that of linear combinations of GTO. Only un-
der very special circumstances would STO be utilized in any form of present-day's
quantum chemistry computations.
In general, it is common to represent valence orbitals by more than one basis
function. This is due to the importance of the valence electrons that usually describe
all of chemical bonding. A basis set that uses two, three, or four basis functions to
describe each valence atomic orbital is known as a valence double, triple, quadruple-
zeta basis set respectively. As it should be clear by now, a larger basis set allows
for a better approximation to the true ψel and the actual U .
In addition to using multiple basis functions to describe valence orbitals, it is
also common to include polarization and diﬀuse functions in any particular basis
set. Polarization functions are functions that mimic atomic orbitals of higher orbital
angular momentum quantum number l . As compared to s orbital-like functions that
are spherical in shape, polarization functions allow for the localization of electrons
in certain preferred directions. For the case of the hydrogen atom, inclusion of
polarization functions allows p/d-type functions to partake in bonding. As for Li -
Ar, polarization functions take the form of d/f-type functions.
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While polarization functions essentially allow for the distortion of orbital shapes,
diﬀuse functions describe cases where the electron distribution is far away from the
nucleus. Possible scenarios where diﬀuse functions of GTO with small values of κ
are needed include the computation of molecules that are anionic in nature.
1.2.4.1 Pople's Basis Sets
Two popular classes of basis sets used in today's calculations are that of Pople
[4, 5, 6] and Dunning [7, 8, 9, 10]. The split-valence basis sets originating from the
group of John Pople can be generally written as A-BC··g. Under this notation, A is
the number of primitive Gaussians used to describe each core atomic orbital basis
function. The presence of B and C on the other hand indicates the utilization of
two diﬀerent basis functions in the characterization of the valence orbitals. The ﬁrst
basis function composes of a linear combination of B primitive Gaussian functions
while the second basis function is made up of C single Gaussians.
Building on the basic split-valence basis sets notation of Pople, adding one set of
polarization functions to heavy atoms (atoms other than H and He) is designated by
an asterisk * or (d) after the basis set denotation. An additional * or the presence
of (d,p) indicates the further inclusion of a set of polarization functions to H and
He atoms. Use of a single set of diﬀuse functions on heavy atoms on the other hand
is indicated by a "+" after the digits representing the number of valence functions.
A second "+" represents a single set of diﬀuse functions added to H and He atoms.
As an example, Pople's 6-311+g(2d,p) basis set is a valence triple-zeta basis set.
6 primitive Gaussians linearly combine to describe the core atomic orbital, while
three basis functions of respectively 3, 1, and 1 degree of contraction deﬁne each va-
lence orbital. Moreover, the basis set has 2 sets of d-type polarization functions and
a single set of diﬀuse functions added to heavy atoms. A set of p-type polarization
functions is further added to all H and He atoms present in the molecule.
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1.2.4.2 Dunning's Correlation-Consistent Basis Sets
Created by Dunning and co-workers, the correlation-consistent basis set is a superb
set of basis functions with a very simple designation scheme. The basis sets are
denoted as either cc-pVWZ or aug-cc-pVWZ. Under this naming system, "VWZ"
stands for valence-W-zeta, where W could either be D for double, T for triple, Q for
quadruple, or 5 or 6, etc. "cc" stands for correlation-consistent (see subsections 1.2.5
- 1.2.6), "p" indicates the addition of polarization functions while "aug" signiﬁes the
inclusion of diﬀuse functions.
The number of basis functions on each atom of the molecule is determined by
considering the valence space and putting down W functions for each valence atomic
orbital with the largest value of l. One then adds/removes a function as l de-
creases/increases in quantum. Moreover, if the basis set is an "aug" type, then
an additional function is included across the board for each l-type function that is
already present in the basis set.
As an example, the aug-cc-pVTZ basis set for Li - Ne contains [5s4p3d2f] which
is 5 + 4× 3 + 3× 5 + 2× 7 = 46 basis functions per atom in the row of the periodic
table. Each H and He will have on the other hand, [4s3p2d] = 23 basis functions.
1.2.5 HartreeFock Theory
Also known as the self-consistent ﬁeld (SCF) method in older literature, the Hartree
Fock (HF) theory [11] is one of the earliest approaches that was developed to ap-
proximate a solution to the electronic Schrödinger equation. Under the framework
of the HartreeFock theory, one ﬁrst constructs the MOs with chosen basis set(s).
The variational method is then applied to minimize U ′ =
∫
ψ∗elHˆψel dτ with respect
to the molecular orbital expansion coeﬃcients, subjected to the constraint that the
MOs remain orthogonal. Mathematically, this implies the variational equation:
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∂U ′
∂c%j
= 0 (all %, j) (1.39)
A set of algebraic equations known as the Roothaan-Hall equations [12, 13]
follows from equation 1.39. Written in matrix form,
FCj = εjSCj (1.40)
where Cj and εj are column vectors of the molecular orbital coeﬃcients and orbital









In equation 1.42, Fˆ is the Fock operator. Explicitly written,








+ Jˆ− Kˆ (1.43)
























The astute reader would at this point realize that, both the Fock matrix and or-
bitals depend on the molecular orbital expansion coeﬃcients. Indeed, the Roothaan-
Hall equations are non-linear, and an iterative process is required for its solution.
The mathematical technique that is used to solve the Roothaan-Hall equations is
called the self-consistent ﬁeld method, and it is as illustrated in ﬁgure 1.2.
Input of 3D coordinates  
of atomic nucleus 
Form an initial  
guess for the  
molecular orbitals 
Fock matrix formation 
Compute new orbitals  
according to the  
Roothaan-Hall equations 
Differences  
Between new and old orbitals  
sufficiently small? 
(SCF converged?) 




Figure 1.2: The self-consistent ﬁeld method
Implicit in the HartreeFock Theory is the approximation that each electron
sees the average density of all the other electrons. In reality though, each electron
interacts with each and every other electron "instantaneously". As such, the HF
theory is said to neglect electron correlation, deﬁned as the diﬀerence between the
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exact energy and the HF computed energy in the limit of inﬁnite basis set:
U(correlation) = U(exact)− U(HartreeFock) (1.46)
Post HF methods [14] account for electron correlation through various mathematical
techniques, improving the agreement between the computed energy and the actual
electronic energy of the system. These electron correlation methods include (a) Con-
ﬁguration interaction [15], (b) Møller-Plesset perturbation theory [16], (c) Coupled
cluster theory [17, 18, 19], (d) Density functional theory [20, 21, 22], etc. In this
work, coupled cluster theory and density functional theory (DFT) have been used
extensively and will be discussed in greater detail. The interested reader is referred
to the cited references for a comprehensive discussion on other post HF methods
such as conﬁguration interaction and Møller-Plesset perturbation theory.
1.2.6 Coupled Cluster Theory
Under the framework of the coupled cluster (CC) theory, |ψCC〉 is ﬁrst written as
an exponential ansatz:
|ψCC〉 = eCˆ |Φ0〉 (1.47)
where Cˆ is known as the cluster operator, and |Φ0〉 is a reference state vector which is
commonly a Slater determinant constructed from HartreeFock molecular orbitals.
The cluster operator in equation 1.47 takes the form
Cˆ = Cˆ1 + Cˆ2 + Cˆ3 + · · · (1.48)
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where Cˆ1 is the operator that generates all possible single electron excitations from
the Fermi vacuum |Φ0〉, Cˆ2 is the operator of all double excitations, so on and so
forth. The excitation operators Cˆn can be best understood by the illustration of a
diagram. In ﬁgure 1.3 [14], the electronic arrangement labelled as HF corresponds
to the Fermi vacuum |Φ0〉. Two of the possible single electron excitations that
would have been generated by Cˆ1 are labelled as S-type. Intuitively, D/T/Q-types
conﬁgurations are representative double/triple/quadruple excitations generated by
Cˆ2/Cˆ3/Cˆ4.
Figure 1.3: Excited slater determinants









a1 aˆa2 ...aˆan aˆjn ...aˆj2 aˆj1 (1.49)
where aˆa and aˆj denote the creation and annihilation operators respectively. Addi-
tionally, in equation 1.49, indices j and a represent correspondingly, occupied and
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empty (virtual) molecular orbitals.
Applying the exponential operator eCˆ onto |Φ0〉 in equation 1.47 generates var-
ious combinations of excited Slater determinants. The exponential operator when
expanded in a Taylor series takes the form:
eCˆ = 1 + Cˆ+
1
2!
Cˆ2 + · · · = 1 + Cˆ1 + Cˆ2 + 1
2
Cˆ21 + Cˆ1Cˆ2 +
1
2
Cˆ22 + · · · (1.50)
As with the HF method, upon the construction of the ansatz |ψCC〉, the varia-
tional method is then applied to minimize U ′ =
∫
ψ∗CCHˆψCC dτ with respect to the
unknown coeﬃcients tj1,j2,...,jna1,a2,...,an of equation 1.49. Consequently, ﬁnding the approx-
imate solution to the electronic Schrödinger equation reduces to ﬁnding the set of
coeﬃcients that deﬁne |ψCC〉.
The use of ﬁnite basis sets in quantum chemistry calculations means that only
ﬁxed number of molecular orbitals arise from the linear combinations of atomic
orbitals. Consequently, the number of possible excitations is limited and the series
of equation 1.50 is bounded. Nonetheless, the number of possible excitations in most
systems is still very large and the inclusion of all contributions to Cˆ is practically
impossible. Popular approximations to the cluster operator include the truncation
of Cˆ after Cˆ2.
The designation of typical coupled cluster methods is largely determined by the
biggest value of n in the deﬁnition of Cˆ. The notation usually begin with "CC",
followed by 1) S - for single excitations, 2) D - for double excitations, 3) T - for triple
excitations, 4) Q - for quadruple excitations, etc. Additionally, terms in parentheses
indicate the use of perturbation theory (see chapter 3) in the estimate of the actual
contribution of the corresponding excitations. As an example, CCSD(T), one of
the popular level of theories, provides a complete treatment of all single and double
excitations. Triple excitations on the other hand are only handled approximately
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with the use of perturbation theory (PT).
It should be noted that, due to the non-linear nature of the exponential operator,
the truncation of Cˆ at n actually generates excited Slater determinants that are
of the order higher than n (order here refers to the number of excitations of the
Fermi vacuum |Φ0〉). In comparison to conﬁguration interaction where only linear
combinations of excited Slater determinants are taken, coupled cluster theory gives
rise to a larger number of coeﬃcients that can be varied, improving the agreement
between |ψCC〉 and the actual electronic state vector |ψel〉. Widely regarded as
the gold-standard in all of quantum chemistry, whenever computationally possible,
coupled cluster theory is nowadays almost always the preferred method of choice.
1.2.7 Density Functional Theory
In 1964, Pierre Hohenberg and Walter Kohn proved that, for molecules with a non-
degenerate ground state, the ground state ψel, U , and all other molecular electronic
properties are uniquely determined by the ground-state electron probability density,








such that ρ(r)dr is the probability of ﬁnding an electron within the volume dr. Note
that this is quite diﬀerent to P (r) of equation 1.10, which is a function that lives in
3Ndimensional space, where N is the number of electrons in the system.
In comparison to the electronic wavefunction of an n-electron system which
depends on 3n spatial and n spin coordinates, ρ is of a much lower dimensionality.
Consequently, it is much more cost eﬃcient for all energies and other properties to
be calculated in terms of ρ, rather than ψ.
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Within the framework of Kohn-Sham (KS) DFT, one writes the total electronic








Vextρ(r) dτ + F [(ρ)]
(1.52)
where Vext is the external potential that is unique to the system under study, F [(ρ)]
is a function of ρ(r) (i.e. a function of a function, so designated a functional), and









Application of the Hohenberg-Kohn variational principle to equation 1.52 then yields
the exact single-particle self-consistent equation:
FKS [φ(r)] = εφ(r) (1.54)





∇2j + Veff (1.55)
with the eﬀective potential Veff being
Veff = Vext +
∫
ρ(r)
|r− r′| dτ + VXC (1.56)
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In equation 1.56, VXC , the exchange-correlation potential is deﬁned as the derivative





Building on the KohnSham formalism of DFT, the electronic energy U is par-
titioned into contributions from various functionals:
U = UT + UV + UJ + UXC (1.58)
where UT is the kinetic energy functional arising from the motion of electrons,
UV is the potential energy functional describing nuclear-nuclear(electron) repul-
sion(attraction), UJ is the electron-electron repulsion functional, and UXC is the
exchange-correlation functional which takes into account of all remaining electron-
electron interactions.
All terms with the exception of nuclear-nuclear repulsions are functionals of ρ.
UT + UV + UJ are the classical energies corresponding to the electron probability









UXC on the other hand accounts for 1) the exchange energy (purely quantum me-
chanical in nature) arising from the antisymmetry requirement of ψ, and 2) dynamic
correlation of the movement of electrons. Unfortunately, the actual form of UXC is
unknown and must be approximated. The key to achieving accurate results in KS
DFT is thus the ability in building a good exchange-correlation functional.
UXC is frequently written as an integral involving the electron probability den-
sity, and possibly its gradient:
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UXC =
∫
f(ρα(r), ρβ(r),∇ρα(r),∇ρβ(r)) dτ (1.60)
where ρζ is the ζ spin density. UXC can be further divided into the individual
exchange and correlation components:
UXC [ρ] = UX [ρ] + UC [ρ] (1.61)
where the exchange UX and correlation UC functionals describe respectively, same
and mixed-spin interactions.
1.2.7.1 Local and Gradient-Corrected Functionals
The exchange and correlation functionals of equation 1.61 can largely be divided
into a few classes. Local functionals that depend only on ρ, gradient-corrected
functionals which take into account of both ρ and ∇ρ, etc. The ﬁrst local exchange
functional developed is the result of the exact solution to the system of a uniform



















where x = ρ−4/3|∇ρ|, and % is a parameter chosen to ﬁt the known energies of the
inert gas atoms. Close examination of equation 1.63 reveals that, Becke's functional
essentially includes a correction factor to the local-density approximation (LDA)
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exchange functional, improving on the deﬁciency of the local exchange functional.
Similarly, many local and gradient-corrected correlation functionals have been de-
ﬁned in literature [24, 25, 26, 27, 28].
Pure DFT methods are essentially characterized by the chosen pair of exchange
and correlation functionals. For example, the popular BLYP functional combines
UBecke88X of Becke with the gradient-corrected correlation functional of Lee, Yang,
and Parr [28].
1.2.7.2 Hybrid Functionals
Simple functionals such as local and gradient-corrected functionals often perform
poorly in the prediction of atomization energies, bond lengths, vibration frequencies,
etc. Hybrid functionals are a class of approximations to the actual exchange and
correlation functionals that incorporate a portion of exact exchange energy from
HartreeFock theory into UX and UC of pure DFT methods. In general, hybrid






where the c are constants which allocate various proportions of HF exchange energy
UHFX and DFT exchange-correlation energy U
DFT
XC . Analogous to the SCF method,
the exact exchange energy functional takes in KohnSham orbitals instead of ρ, with
self consistent KS DFT computations performed in an iterative manner.
Becke-style three-parameter functional [28] is one of many existing hybrid func-
tionals [29, 30, 31, 32, 33] used in today's calculations. Explicitly written, UB3LY PXC
takes on the following expression:
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X −ULDAX ) + cX∆UB88X +UVWN3C + cC(ULY PC −UVWN3C )
(1.65)
where the variable c0 (cC) allows the use of any mixture of HF (LYP) and LDA
(VWN3) exchange (correlation). Additionally, scaled proportions of Becke's gradi-
ent correction to LDA exchange cX∆UB88X is also included in the complete B3LYP
exchange-correlation functional. In equation 1.65, the values of c0, cX , and cC are
obtained by ﬁts to the atomization energies, ionization potentials, proton aﬃnities,
and ﬁrst-row atomic energies in the G1 molecule set [34]. Explicitly, c0, cX , and cC
take on the values of 0.20, 0.72, and 0.81 in UB3LY PXC .
1.2.7.3 NMR Functionals
A set of specially designed functionals for NMR applications arise from the works of
Keal and Tozer [35]. Although the KT1 and KT2 functionals pale in comparisons
with the best functionals for thermochemistry, they are nonetheless very reliable
in computing magnetic properties such as the nuclear magnetic resonance isotropic
nuclear shielding constants (see chapter 2).









j (r) + %
dr (1.66)
where the parameters ς and % are chosen to replicate nearly identical Zhao-Morrison
-Parr potential built from coupled-cluster ρ [36]. The parameters were later also
empirically re-ﬁtted to reproduce as accurately as possible, NMR shielding constants
of a set of molecules. Explicitly, ς and % take on the values
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ς = −0.006 (1.67)
% = 0.1 (1.68)
The introduction of two more parameters later,  = 1.07173 and  = 0.576727,
ﬁtted to enhance geometry and thermochemical predictions, led to the KT2 func-











j (r) + %
dr (1.69)
where ς and % are the same values as that of the KT1 functional. In chapter 3, we
study the predictions of nuclear shielding constants with the KT2 functional.
1.3 Calculations with Quantum Chemistry Packages
In this work, density functional theory calculations involving the KT2 functional
were performed with the use of the Dalton 09 quantum chemistry package [37].
All other ab initio calculations were carried out with the Gaussian 09 package
[38] while quantum diﬀusion monte carlo simulations were implemented with a self
written Fortran 90 program. Codes for all programs used in this work can be





Since 1979, single crystal X-Ray crystallography have set the standards for char-
acterization of protein conformations. The highly sophisticated structural informa-
tion obtained from X-Ray studies called for complementary techniques to obtain
corresponding data for polypeptide chains in solution and in other non-crystalline
environment [39]. Over the past decades, nuclear magnetic resonance (NMR) has
established itself as a powerful technique to determine the 3D structures of biologi-
cal macromolecules at atomic resolution. Notably, it is the only method to provide
detailed atomic structures in solution [40].
The elucidation of 3D structures of biological macromolecules via NMR begins
with the assignment of chemical shifts to individual atoms. However, even a small
protein of 100 amino acid residues has ∼800 protons and the highly overlapping
signals makes unambiguous assignment of chemical shifts to individual atoms ex-
tremely diﬃcult, if not impossible. Coupled with the use of additional NMR spin
active isotopes such as 13C and 15N, multidimensional spectroscopy has largely
overcome the overlap problem. However, these techniques are tedious and expen-
sive to apply. Moreover, even with the use of such methods, many proteins and
complexes of biological interest (>30 kDa) remain out of reach.
The use of chemical shift calculations to aid the assignment of chemical shift
peaks is fast becoming a popular approach to solving the overlap problem. There
exists two main approaches for calculating chemical shifts from known 3D structures:
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(semi)-empirical methods [41, 42, 43, 44, 45, 46], as well as ab initio calculations
[47, 48, 49, 50, 51, 52, 53, 54, 55, 56]. While the former approach is based primarily
on databases of empirical relationships between experimental chemical shifts and
structures, ab initio calculations are established ﬁrmly on the foundations of QM.
Popular programs that utilize the former approach include SHIFTX2 [57] and
SPARTA+ [58]. While SHIFTX2 integrates properties such as solvent eﬀects and
hydrogen bonding with a pre-calculated database, SPARTA+ uses artiﬁcial neural
networking to advance the empirical predictions of its predecessor [59]. Although
(semi)-empirical methods are fast and relatively easy to implement, they are quickly
approaching the limit at which accurate chemical shifts can be predicted. In particu-
lar, due to the absence of clear and precise correlation between the chemical shifts of
side chain nuclei and amino acid conformations, these models often perform poorly
for the deﬁning branch chains of the corresponding proteins.
Ab initio calculations on the other hand do not suﬀer from the above mentioned
deﬁciency of (semi)-empirical methods. Consequently, quantum chemical calcula-
tions can in principle, provide a more complete and accurate description of all nuclei
in any particular protein. However, as with (semi)-empirical methods, the quality
of predictions to date remain lacking for unambiguous assignment of experimental
chemical shifts of individual atoms (especially 1H).
2.1 Theory of Ab Initio NMR Calculations
Under an external magnetic ﬁeld that is aligned with the labﬁxed z-axis (B0,z),
a magnetic nucleus has resonance frequency υ = γB0,z/2pi, where γ is known as
the gyromagnetic ratio. υ hinges on the magnetic moment ~µ = γI, where I is the
nuclear spin of the corresponding magnetic nucleus. Since diﬀerent magnetic nuclei
have diﬀerent gyromagnetic ratios (table 2.1), they resonate at diﬀerent frequencies.
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Table 2.1: Gyromagnetic ratios of common magnetic atoms







If the above picture is all there is to nuclear magnetic resonance, all nuclei
of the same atom type in a molecule would be indiﬀerent and NMR would not
be a very useful tool in studying the structure of molecules/proteins. However,
in atoms/molecules, electronic currents induced by B0 produces an additional local
magnetic ﬁeldBloc. In an atom that is of spherical symmetry, these induced currents
are purely diamagnetic in nature and Bloc opposes B0, resulting in shielding of the
magnetic atom and the lowering of υ. Moreover, the induced diamagnetic current
is proportional to the strength of the external magnetic ﬁeld, with Bloc being
Bloc = (1− σd)B0 (2.1)
where σd is the diamagnetic shielding constant, usually of the order of 10-6.
In molecules where the existence of other nuclei and electrons hamper the move-
ment of the induced currents, the situation complicates further. Breaking of the
spherical symmetry results in an extra term in the total nuclear shielding constant
σ:
σ = σd + σp (2.2)
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where σp is known as the paramagnetic shielding constant [60, 61]. Contrary to the
diamagnetic shielding, σp adds to the external magnetic ﬁeld, resulting in deshield-
ing of the magnetic atom and an increase in υ. It should hereby be noted that, as a
result of the inﬂuence of B0, σp is associated with the mixing between the ground
and excited electronic states of the system. Consequently, the paramagnetic term
in equation 2.2 is very sensitive to the molecular electronic structure.
Now, as equation 2.2 implies, to know σ of any particular nucleus, one needs to
know the individual components σd and σp. The paramagnetic shielding constant
is associated with the spin-rotation constants which can be individually measured
from molecular beam experiments [62]. Combined with the diamagnetic part from ab
initio calculations, one can then in principle, deduce the nuclear shielding constant
of any particular nucleus. In most instances however, one does not measure the
nuclear shielding constants with respect to a bare nucleus (as equation 2.1 suggests).
Rather, one measures the chemical shifts of the nuclei. The chemical shift δ of a
particular nucleus is in essence, the nuclear shielding constant of the same nucleus
relative to σ of a chosen nucleus of a reference compound [63, 64]. Mathematically,








≈ 106(σref − σ)
where the deﬁned δ in equation 2.3 has units of parts per million (ppm). Provided
that σ of a reference nucleus is known, the measurement of the chemical shift of
any nucleus of interest with respect to the reference nuclei would then allow one to
gain knowledge on the absolute scale of shieldings of the respective nuclei. To date,
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experimental values of σ are known to a high degree of accuracy for many nuclei,
e.g. 1H, 13C, etc. [62].
2.1.1 Nuclear Shielding Tensor
Under the inﬂuence of an external magnetic ﬁeld, the ground state energy of a
closed-shell molecule with a magnetic nucleus changes as a result of the interactions
between the induced electronic currents, ~µ, and B0 [60, 61]. If one expands U(~µ,B0)
in a Taylor series about the unperturbed electronic energy, the term bilinear in B0
and ~µ identically matches the change in the nuclear Zeeman energy: −~µ · (1−σ)B0.
The Taylor coeﬃcient given by the second derivative of U(~µ,B0) with respect to ~µ






%, ς = x, y, z (2.4)
From the nuclear shielding tensor, the isotropic nuclear shielding constant σiso and




(σxx + σyy + σzz) =
1
3
(σ11 + σ22 + σ33) (2.5)
and
∆σ = σ33 − 1
2
(σ11 + σ22) (2.6)
respectively. In equations 2.5 and 2.6, σ%ς (%, ς = x, y, z) are elements of the shielding
tensor in Cartesian coordinates while σjk (j, k = 1, 2, 3) are the same corresponding
components in the principal axes of the system.
B0 is integrated into the QM equations of electrons via the minimal coupling
convention. Within this formalism, the canonical momentum pˆ is replaced by the
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mechanical momentum pˆ+A/c, where c is the speed of light and A is the vector
potential, arising from both B0 and the ﬁeld of the magnetic nucleus of moment ~µ.
Explicitly written, the vector potential takes on the form of equation 2.7.
A = A0 +Aµ =
1
2
B0 × (rj −R0) + ~µ× rj
r3j
(2.7)
By integration of the mechanical momentum and equation 2.7 with the molecular
Schrödinger equation, Ramsey [60, 61] came up with the precise forms of both the
























where R0 is an arbitrary gauge origin that is also the origin of the vector potential
A0, eˆ% and eˆς are unit vectors along the respective Cartesian axes, rj is the position
vector of electron j relative to the magnetic nucleus, Iˆj = rj × pˆj is its angular
momentum with respect to the magnetic nucleus, and Iˆ′j = (rj × R0) × pˆj is its
angular momentum relative to the gauge origin R0.
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which can be derived from equation 2.4 with the use of the interchange theorem of
PT. In equation 2.10, hjk are components of the one-electron Hamiltonian matrix





The summation in equation 2.11 runs over theN/2 occupied molecular orbitals, with
c being the molecular orbital expansion coeﬃcients of equation 1.35. Analogously
to equation 2.2, equation 2.10's ﬁrst and second term represent respectively, the
diamagnetic and paramagnetic components of the total nuclear shielding tensor.
2.1.2 Gauge Invariance
The operator kernels of equations 2.8 and 2.9 are both functions of the gauge origin
R0. Since B0 = ~∇×A0 is independent of the gauge origin R0, the same relation-
ship should hold for the nuclear shielding tensor. Provided that 1) the completeness
relation (
∑
j |ψj〉 〈ψj | = 1) is obeyed and 2) the unperturbed ψ is obtained varia-
tionally, the above mentioned property has indeed been shown to be true [65]. While
most ab initio methods incorporate the second condition, all basis sets are however,
essentially ﬁnite and incomplete. Consequently, within the limits of practicality, σd%ς
and σp%ς as calculated from equations 2.8, 2.9, or 2.10 depend on the selection of the
arbitrary gauge origin R0, unless special treatment is employed to eliminate it.
Popular ways of dealing with the gauge dependency problem include the gauge-
including atomic orbitals (GIAO) [48, 65], individual gauge for localized orbitals
(IGLO) [66], and localized orbital/local origin (LORG) [67] methods. In this work,
the GIAO approach is used extensively and will be discussed in greater detail. The
interested reader is referred to the cited references for a more in-depth discussion
on the other common gauge origin methods such as IGLO and LORG.
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2.1.2.1 Gauge-Including Atomic Orbitals
Under the framework of the GIAO methodology, complex basis functions that de-
pend on B0
χGIAOς (B0) = e
−iB0×(Rς−R0)·r/2cχς (2.12)
are utilized in the LCAO approach of equation 1.35. Upon application of the me-
chanical momentum operator, the gauge origin R0 is shifted to Rς , a place where
the ﬁeld-independent real atomic orbitals χς are located. Thus, as compared to tra-
ditional basis sets, χGIAOς (B0) removes the dependence on R0 in the computation
of the components of the one-electron Hamiltonian matrix, hjk of equation 2.10.
In employing gauge-including atomic orbitals within the LCAO approximation,
the molecular orbital expansion coeﬃcients become functions of B0. Due to the
fact that χ and c become complex under the inﬂuence of an external magnetic ﬁeld,
GIAO-HF, GIAO-CCSD(T), and GIAO-DFT equations become more sophisticated
and time consuming to solve. Fortunately, this drawback is compensated by a much
quicker convergence of the calculated nuclear shielding constants with respect to
the size of the basis set. In many of today's NMR calculations, GIAO is often the
method of choice when it comes to solving the gauge dependency problem.
2.1.3 Factors Inﬂuencing Accuracy of Ab Initio NMR Calculations
Many factors inﬂuence the accuracy of ab initio NMR calculations. In this section,
we discuss the contributions broadly under four areas: (a) relativistic eﬀects, (b)
levels of theory (c) solvent eﬀects, and (d) dynamic averaging.
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2.1.3.1 Relativistic Eﬀects
The Schrödinger equation, being ﬁrst order in time and second order in space, is in-
compatible with Einstein's theory of relativity. In solving the Schrödinger equation
for a hydrogen atom, boundary conditions result in the attainment of three quan-
tum numbers: 1) principal quantum number, 2) orbital quantum number, and 3)
magnetic quantum number. However, the Stern-Gerlach experiment whereby silver
atoms with zero orbital angular momentum are deﬂected by a non-uniform mag-
netic ﬁeld, and the Zeeman eﬀect whereby atomic spectral lines are split under the
inﬂuence of an external magnetic ﬁeld suggested the presence of a forth quantum
number: the spin quantum number. With the phenomenon of NMR hinging on the
magnetic moment ~µ, which is a function of the nuclear spin of the magnetic nucleus,
the Schrödinger equation does not in actual fact, provide the foundation for the
theory of nuclear magnetic resonance.
It was Paul Dirac who in 1928 formulated the relativistic equation of motion for
the wave function of the electron. By marrying Einstein's theory of relativity with
quantum mechanics, he came up with the following equation:




which naturally accounted for the intrinsic angular momentum, or "spin" of the
electron. For the most accurate of ab initio calculations, it is thus unsurprising that
there is a need for the proper handling of relativistic eﬀects.
As with the Schrödinger equation, the Dirac equation is not solvable analytically
except for the simplest of systems. A number of relativistic approaches to the
calculation of nuclear shielding constants has however surfaced over the years.
In order to introduce an explicit diamagnetic term that is present only in the
Hamiltonian of relativistic theory, Kutzelnigg [68] proposed a ﬁeld-dependent uni-
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tary transformation of the four-component relativistic Hamiltonian. Xiao et al. [69]
approached the problem of relativistic eﬀects through the method "Full-Field Uni-
tary Transformation at `matrix level'". Under this formalism, one begins with a
unitary transformation at matrix level but computes the diamagnetic term exactly.
The restricted magnetic balance which harmonizes the small and large elements of
the four-component spinors is also utilized in this method. With the restriction of the
intermediate eigenstates to those with positive energy, approximations such as the
Douglas-Kroll-Hess approximation [70], and the zeroth-order regular approximation
[71], which give the true nonrelativistic limit and utilizes a pseudo sum-over-states
formulation have also been attempted. Using restricted magnetically balanced ba-
sis sets, Komorovsky et al. [72] integrated GIAO with relativistic four-component
DFT in the computation of NMR shielding tensors. Cheng and co-workers [73] sug-
gested for a single-block diagonalization of the matrix form of the Dirac operator
in a magnetic-ﬁeld-dependent basis before carrying out a magnetic perturbation ex-
pansion of the resultant two-component Hamiltonian and transformation matrices.
Their approach is commonly referred to as the two-component relativistic theory
for nuclear magnetic shielding.
Having stressed the importance of relativistic contributions towards accurate ab
initio nuclear magnetic resonance calculations, the eﬀects are nonetheless small in
most systems. This property holds true for almost all of the molecules studied in
this work. As such, it should be noted that, relativistic eﬀects have not been pursued
extensively in this thesis.
2.1.3.2 Levels of Theory
As mentioned previously, ab initio calculations using the HF method neglect elec-
tron correlation and cannot be expected to produce shielding constants of the high-
est accuracy [74]. Earliest attempts at incorporating electron correlation include
the GIAO-second-order many-body perturbation approach of Gauss [75], and the
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multiconﬁguration-IGLO method of van Wüllen and Kutzelnigg [76]. While CC the-
ory remains the gold standard for computing nuclear shielding constants [77, 78, 79],
the most popular method for introducing electron correlation into σ is actually that
of density functional theory [79, 80, 81, 82, 83]. The reason is due to the large
computational saving gained in the implementation within the framework of DFT.
Almost all of this thesis utilizes DFT in the computation of nuclear shielding con-
stants, and we hereby investigate brieﬂy, the variance in accuracy of evaluated σ as
a function of diﬀerent functionals and basis sets.
For his works on developing NMR methods for studying biological macro-
molecules, Kurt Wüthrich famously won the Nobel Prize. His initial works with
the tetrapeptide model (Figure 2.1) deﬁned "random coils" chemical shifts, a refer-
ence state from which various empirical relationships between δ and structure are
derived. With such extensive experimental data available, the tetrapeptide model
which mimics the structure of proteins was chosen to be used in the evaluation of
the quality of shielding constants computed by various functionals and basis sets.
Figure 2.1: Tetrapeptide model. The yellow sphere represents each of the R group of the
19* amino acids, and the white, grey, blue, and red spheres represent H, C, N,
and O atoms respectively. *Proline was excluded from the study due to the
absence of the amide proton.
Using the polarizable continuum model (PCM) [84] to account for implicit sol-
vent eﬀects, we calculated isotropic nuclear shielding constants of the tetrapeptide
model using DFT, mixing the 3 functionals: B3LYP, B3PW91, and MPW1PW91
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[85, 86] with the 2 basis sets: 6-31G(d), and 6-311G(2d,p). The σiso were converted
into experimentally measured NMR chemical shifts through the use of equation 2.3.
As seen from equation 2.3, σref is required for this conversion. Ideally, this quantity
should be obtained through an ab initio calculation. However, this would introduce
a systematic error into the obtained chemical shifts. Thus, instead of calculating
the isotropic nuclear shielding constant of the target nucleus in the reference com-
pound, σref is ﬁtted such that it minimizes the sum of the squares of the diﬀerences
between the calculated and experimental δ. Deﬁning the root-mean-square devia-











where %j is the calculated δj , ςj is the experimental δj , m is the experimental mean
δ of all nuclei being considered, and n is the number of nuclei being considered, the
results of the calculations are as presented in tables 2.2 and 2.3.
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Table 2.2: RMSD & SDexp of the proton bonded to the alpha carbon of the 3
rd residue
of the tetrapeptide model for 6 diﬀerent levels of theory (3 functionals:
B3LYP, B3PW91, and MPW1PW91 mixed with 2 basis sets: 6-31g(d), and
6-311g(2d,p)). Full optimization was performed at the same level of theory be-
fore calculations were performed with the use of the polarizable continuum model
to account for implicit solvent eﬀects.
B3LYP B3PW91 MPW1PW91
6-31g(d)
RMSD / ppm 0.3075 0.2592 0.2778
SDexp 0.2301
6-311g(2d,p)
RMSD / ppm 0.3202 0.2716 0.2878
SDexp 0.2301
Table 2.3: RMSD & SDexp of the amide proton of the 3
rd residue of the tetrapeptide
model for 6 diﬀerent levels of theory (3 functionals: B3LYP, B3PW91, and
MPW1PW91 mixed with 2 basis sets: 6-31g(d), and 6-311g(2d,p)). Full op-
timization was performed at the same level of theory before calculations were
performed with the use of the PCM to account for implicit solvent eﬀects.
B3LYP B3PW91 MPW1PW91
6-31g(d)
RMSD / ppm 1.6000 1.5966 1.5821
SDexp 0.1367
6-311g(2d,p)
RMSD / ppm 1.2905 1.2848 1.2218
SDexp 0.1367
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In literature, RMSD and correlation coeﬃcients (r) are often used as gauges
for the agreement between predicted and experimental chemical shifts. However,
both numbers are statistical in nature so do not provide indications as to whether
predicted δ allow for unambiguous assignment of experimental δ of individual atoms.
The comparison of RMSD with SDexp on the other hand does allow to some extent
for such a conclusion to be made. Only with a RMSD that is signiﬁcantly smaller
than the SDexp would the results allow for conclusive matching of experimental
chemical shift signals to the atoms of origin.
As seen from tables 2.2 and 2.3, RMSD > SDexp, and the quality of the ab initio
calculations are not good enough for unambiguous assignment of experimental δ of
individual atoms. Additionally, in relation to SDexp, RMSD changes insigniﬁcantly
across the diﬀerent combinations of functionals and basis sets. The accuracy of
calculated NMR δ thus seem to be relatively insensitive towards the diﬀerent func-
tionals within DFT, as well as towards diﬀerent basis sets. There likely exists other
factors inﬂuencing the accuracy of DFT calculated chemical shifts.
The reader might realize that, in the above study, it is not the nuclear shielding
constants but the chemical shifts that are compared with experiment. However, σiso
diﬀer from δ by just a constant so the above conclusions similarly hold true for the
case of the nuclear shielding constants.
2.1.3.3 Solvent Eﬀects
A well known deﬁciency of the PCM is its inability to account for explicit solvent
eﬀects. These explicit solvent eﬀects include (a) hydrogen bonding [87, 88], (b) van
der Waals' interactions which alter the electron density of both solvent and solute
molecules, and (c) electrons of solvent molecules shielding the solute's magnetic
nuclei [89, 90, 91, 92, 93, 94, 95, 96, 97, 98]. The magnitudes of the eﬀects are in the
order: a > b > c, with cluster calculations frequently needed to reproduce hydrogen
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bonding eﬀects on σ [99, 100, 101, 102, 103, 104]. Since many NMR experiments
are carried out in a H2O/D2O environment, it is imperative that one carries out the
proper treatment of explicit solvent eﬀects if one is to achieve accurate predictions
of NMR nuclear shielding constants in solution, at least for the H-bonded nuclei.
The most common way of modelling solvation is through a hybrid approach,
where small shells of solvent molecules alongside the solute are treated quantum
mechanically, with the PCM used in the description of bulk solvent eﬀects [105].
Among the many advantages of this model is its ability to incorporate dynamics,
as well as various elements of ab initio calculations such as electron correlation,
gauge-origin independence, and various types of semiempirical potentials.
As with the previous section, we hereby investigate brieﬂy, hydrogen bonding
eﬀects on predicted nuclear shielding constants. We administer a simpliﬁed version
of the hybrid approach into the tetrapeptide model of ﬁgure 2.1, and compute the
chemical shifts of the amide proton, as well as the proton bonded to the alpha carbon
of the 3rd residue of the tetrapeptide model. The resultant tetrapeptide model with
an explicit solvent molecule (H2O) is shown in ﬁgure 2.2, while results of the study
are as presented in tables 2.4 and 2.5.
Figure 2.2: Tetrapeptide model with an explicit solvent molecule (H2O). The yellow sphere
represents each of the R group of the 19* amino acids, and the white, grey,
blue, and red spheres represent H, C, N, and O atoms respectively. *Proline
was excluded from the study due to the absence of the amide proton.
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Table 2.4: RMSD & SDexp of the proton bonded to the alpha carbon of the 3
rd residue of
the tetrapeptide model, with and without an explicit solvent molecule (H2O).
Calculations carried out for 3 diﬀerent levels of theory (3 functionals: B3LYP,
B3PW91, and MPW1PW91 mixed with the basis set: 6-311g(2d,p)). Full op-
timization was performed at the same level of theory before calculations were
performed with the use of the polarizable continuum model to account for im-
plicit solvent eﬀects.
6-311g(2d,p) B3LYP B3PW91 MPW1PW91
H2O absent
RMSD / ppm 0.3202 0.2716 0.2878
SDexp 0.2301
H2O present
RMSD / ppm 0.2475 0.2652 0.2863
SDexp 0.2301
Table 2.5: RMSD & SDexp of the amide proton of the 3
rd residue of the tetrapeptide model,
with and without an explicit solvent molecule (H2O). Calculations carried out for
3 diﬀerent levels of theory (3 functionals: B3LYP, B3PW91, and MPW1PW91
mixed with the basis set: 6-311g(2d,p)). Full optimization was performed at
the same level of theory before calculations were performed with the use of the
polarizable continuum model to account for implicit solvent eﬀects.
6-311g(2d,p) B3LYP B3PW91 MPW1PW91
H2O absent
RMSD / ppm 1.2905 1.2848 1.2218
SDexp 0.1367
H2O present
RMSD / ppm 0.2882 0.3332 0.3326
SDexp 0.1367
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As seen from tables 2.4 and 2.5, the inclusion of an explicit solvent molecule
drastically reduces the RMSD of the proton chemical shift of the amide proton of
the 3rd residue of the tetrapeptide model. The eﬀects even extend to the 1H δ on Cα,
though the improvement is much less obvious. Clearly, amide protons are hydrogen
bonded and this eﬀect plays a pivotal role in attaining accurate predictions of NMR
nuclear shielding constants.
2.1.3.4 Dynamic Averaging
The extreme sensitivity of nuclear shielding constants to molecular structure and
to the arrangement of non-bonded neighbors have long been known [59, 106, 107].
Since quantum mechanics tells us that all molecules possess zero-point energy (ZPE)
and are vibrating even at 0 K, there is good reason to think that, eﬀects of zero
point vibrational averaging could be more signiﬁcant than diﬀerences arising from
choices of levels of theory, as well as relativistic eﬀects.
In the condensed phase, structural and positional changes of solvent and solute
molecules occur dynamically. This results in variation of explicit solvent eﬀects over
time. This eﬀect is commonly referred to as conformational averaging, which is
considered separately to the zeropoint averaging that is of a shorter time scale.
Even in the limit of a single molecule where intermolecular interactions are absent
can eﬀects of vibrational averaging still be observed. For example, deuterium sub-
stitution changes the reduced mass of a molecule, altering its vibrationally averaged
geometry, and results in secondary isotope shifts of σ/δ of other nuclei (zeropoint
averaging) [108, 109, 110, 111, 112]. Additionally, variation of chemical shifts with
temperature have been observed in various molecules in the gas phase, indicating the
dependency of σ/δ on the local geometry of the corresponding molecules (conforma-
tional averaging) [113, 114, 115, 116, 117]. Evidently, there is a need to incorporate
dynamic averaging in the theoretical modelling of NMR parameters, both in the
gaseous phase, as well as in liquid cases where there need not even exist strong
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interactions such as hydrogen bonding.
To help appreciate the importance of dynamic averaging on the accuracy of
predicted σ/δ, we computed the derivatives of a few representative isotropic nuclear
shielding constants with respect to various bond lengths of a truncated tripeptide



















































Figure 2.3: Truncated tripeptide model to study vibrational eﬀects. Labelling of isotropic
nuclear shielding constants σj on the left and bond lengths Rk on the right.
Table 2.6: Derivatives of isotropic nuclear shielding constants (σj / ppm) with respect to
bond lengths (Rk / pm) of the truncated tetrapeptide model (ﬁgure 2.3) in
vacuum. Full optimization was performed at the B3LYP/6-311g(2d,p) level of
theory before σ calculations were carried out at the same level of theory.
∂σj / ∂Rk σ1 σ2 σ3 σ4 σ5 σ6
R1 −0.57 +0.06 +0.10 +0.01 +0.01 +0.00
R2 −0.49 +0.00 +0.00 −0.00 +0.00 +0.00
R3 −0.49 +0.00 +0.00 −0.00 +0.00 +0.00
R4 −0.52 −0.09 −0.12 −0.00 −0.01 −0.00
R5 −0.15 −1.99 −1.22 −0.06 −0.10 −0.01
R6 −0.09 −0.98 −1.17 −0.02 +0.02 +0.00
R7 −0.02 +0.00 −1.17 −0.28 +0.00 −0.00
R8 +0.03 +0.00 −0.75 +0.01 −0.60 −0.02
R9 −0.01 +0.00 −0.15 −0.01 −0.49 −0.22
R10 −0.01 +0.00 −0.15 −0.01 −0.49 −0.02
R11 −0.01 +0.02 +0.21 +0.04 −0.49 −0.00
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As seen clearly from table 2.6, the calculated isotropic nuclear shielding con-
stants change signiﬁcantly with respect to extension/compression of bonds. The
large magnitudes of the derivatives should convince the reader that, even in the
gaseous phase where there are negligible/no intermolecular interactions, dynamic
averaging/vibrational eﬀects still play a critical role in any theoretical framework
that hopes to achieve accurate predictions of NMR σ/δ.
2.2 Direction Taken in this Research
As discussed in the previous sections, for the most accurate predictions of NMR σ/δ,
one should consider 1) relativistic eﬀects, 2) accuracies of the various levels of theory,
3) solvent eﬀects, and 4) dynamic averaging of σ/δ which can be further subdivided
into a) conformational averaging, and b) zeropoint averaging. In particular, for
ab initio calculations to be useful in assignments of experimental σ/δ of individual
nuclei in molecules, its accuracy must be smaller than the standard deviations of
the experimental shielding constants/chemical shifts. Unfortunately, to date, even
in the gaseous phase where solvent eﬀects are absent, this desired accuracy has
generally not been achieved for a wide range of molecules.
In this research, we mainly seek to improve the accuracy of DFT computed
isotropic nuclear shielding constants of a wide range of molecules in the gaseous
phase where solvent eﬀects are non-existent and conformational averaging mini-
mized. We investigate the eﬀects of vibrational averaging in detail through the
use of perturbation theory and quantum diﬀusion Monte Carlo. It is in hope that
this work when integrated with relativistic and solvent treatments would ultimately





In quantum mechanics, perturbation theory is a method that solves approximately,
the Schrödinger equation of systems for which no analytic solutions can be found.
Its fundamental idea is to ﬁrst begin with a system for which the exact solution
is known, before treating the diﬀerences in the system of interest by an additional
perturbing Hamiltonian to the simpler system. If the perturbation is relatively small,
then various properties such as energies, eigenstates, nuclear shielding constants
can be expressed as corrections to that of the simpler system. These factors, being
corrections due to slight perturbations, are generally much smaller than the zero
order quantities themselves, and as such they can be evaluated quite accurately by
truncation of an asymptotic series at a fairly small nth-order.
To date, second-order perturbation theory is the most widely used approach
for calculating vibrationally averaged isotropic nuclear shielding constants 〈σiso〉.
Teale et al. [79] have shown that such vibrational corrections improve the agree-
ment between the coupled-cluster singles-doubles (CCSD) and CCSD(T) calculated
isotropic nuclear shielding constants with experiment. However, similar vibra-
tional corrections worsen the accuracy of the DFT calculated shielding constants.
Much of the cause of the DFT conclusions comes from the fact that the LDA and
generalized-gradient approximation (GGA) functionals underestimate shielding con-
stants [80, 35, 118, 119, 120, 121, 122, 123, 124]. The ZPVCs being almost always
negative further decrease the shielding constants, resulting in a worsening of the
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agreement between theory and experiment.
If errors in the DFT calculated shielding constants are largely systematic, then
this could be corrected for via ﬁtted intercepts of plots of experimental σiso vs calcu-
lated σiso. The ZPVCs on the other hand are mostly diﬀerent for various nuclei and
could in principle improve the ﬁt between experimental and calculated σiso. It is
thus worthwhile to investigate the eﬀects of the ZPVCs on the DFT and CCSD(T)
calculated σeq, to see if the ZPVCs do more than just systematically correct the the-
oretical predictions. Given the steep computational scaling of the CCSD(T) method,
it is also worthwhile to see if the use of scaling factors and systematic corrections
on DFT calculated σiso,eq would yield isotropic shielding constants that are of the
same quality as CCSD(T) calculated σiso. This could then provide a cheaper but
yet reasonably accurate alternative for the study of σiso of larger systems.
Before going into the details of our ﬁndings, we ﬁrst begin with a review of the
theory of calculating zero-point vibrational contributions to NMR properties within
the perturbation approach.
3.1 Theoretical Framework
As mentioned in section 2.1.3.4, molecules possess zero-point energy and are vi-
brating even at 0 K. This gives rise to what is commonly referred to as zero-point
vibrational corrections (ZPVCs) to molecular properties. To address these contri-
butions to the nuclear shielding tensors σ, one needs to evaluate [125]
〈σ〉 = 〈ψN |σel|ψN 〉〈ψN |ψN 〉 (3.1)
where σel is the electronic contribution to the total nuclear shielding constant. By
expanding ψN perturbationally and its normalization in a Taylor series about the
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is the nth-order term in the vibrational averaged shielding tensor.
For 〈σ〉 to be expressed as corrections to σ, one then has to deﬁne a problem
for which the solution is known. The system of choice is often the regular harmonic











where Pˆ is the momentum operator, and Q are normal coordinates with harmonic
frequencies ω = ∂
2U
∂Q2
. In addition, ψ(0)N can also be expressed as a product of
harmonic oscillator wavefunctions in the diﬀerent normal coordinates:
ψ
(0)




where ΩnB is the nth harmonic oscillator state of the Bth vibrational normal mode.
In the Taylor series expansion of the potential energy surface (PES), terms cubic
and higher are considered as perturbations to Hˆ(0). The nth-order Hamiltonian in
the perturbation expansion is given by
53















FBJV Z···QBQJQVQZ · · · , n ≥ 2 (3.6)
where GBJV Z··· is the jth (j being the number of subscripts) derivative of U with
respect to the normal coordinates QB, QJ , QV , QZ · · · at some reference geometry.
The ﬁrst-order correction to the ground-state vibrational wavefunction, ψ(1)(Q),
is then expanded in the complete set of virtual excitations from the unperturbed
nuclear wavefunction ψ(0)N (Q). Truncating the Taylor expansion of the PES after
fourth-order, one can show that, only single and triple excitations contribute to

























where ΩbjvBJV , as an example, denotes the excitation of the Bth, Jth, and V th modes
of the bth, jth, and vth harmonic oscillator eigenstates. The expansion coeﬃcients





































2ωBωJωV (ωB + ωJ + ωV )
(3.11)
which can be evaluated using the gradient GB, the harmonic frequency ωB =
√
GB,
and the cubic force-ﬁeld GBJV .
As with the vibrational force-ﬁeld, we now expand σ in a Taylor series in normal
coordinates about some reference geometry.












QBQJ · · · (3.12)
The contributions to the ZPVC can then be arranged according to the order in λ
of the vibrational wavefunction as deﬁned in equation 3.2. Kern and Matcha [127]
have shown that, for ψ(0)N , the only terms that are non-zero are those of even order








N |σ0 + σ2 · · · |ψ(0)N
〉
(3.13)
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Contributions to ﬁrst-order in λ on the other hand consist of only terms of odds








N |σ1 + σ3 · · · |ψ(1)N
〉
(3.16)



































































Second-order perturbation theory takes into account of the ﬁrst two correction




















which can be rewritten as the more familiar expression















Although higher-order corrections have been evaluated for diatomic molecules [129,
130], Ruud et al. have shown that the terms in equation 3.20 recover more than
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90% of the vibrational contribution to σ of four diatomic molecules [129].
A ﬁnal technical point that remains to be addressed is the molecular geometry at
which one expands the PES and shielding tensor surfaces about. The most obvious
choice is that of the equilibrium geometry. At this conformation, ∂U/∂Q equals
zero and equation 3.19 reduces to [127, 131]



















Alternatively, one can expand the relevant properties about what is commonly re-
ferred to as the eﬀective geometry. This other popular choice is located by mini-
mization of the energy functional [132]







with respect to the expansion point. Mathematically, this optimization is satisﬁed









By introducing the terms of equation 3.23 into equation 3.20, one can show that the
a1B expansion coeﬃcients vanish at this chosen geometry. At this unique conforma-
tion, the leading anharmonic contributions in equation 3.16 disappear, reducing 〈σ〉
to the form of equation 3.24 [133].
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Comparisons of equations 3.23 and 3.24 with equation 3.21 reveal the close sim-
ilarities in the computations required for evaluating 〈σ〉 at the two diﬀerent geome-
tries. This is largely the result of having to establish the eﬀective geometry which











Consequently, the two diﬀerent approaches have essentially the same costs of com-
putation. The upside of evaluating 〈σ〉 at the eﬀective geometry then is that the
averaged linear displacements vanish, decreasing errors associated with the approx-
imations made in computing 〈σ〉. The disadvantage however is that spurious imag-
inary frequencies arise from the evaluations of the force-ﬁeld at a non-equilibrium
geometry [134]. These imaginary frequencies are commonly associated with delocal-
ized vibrational motions such as internal rotations of methyl groups, and care must
be taken in treating these modes of action.
For four diatomics, evaluation of 〈σ〉 using the eﬀective geometry have been
shown to recover 98-106% of the exact ZPVC. 〈σ〉 computed using the equilibrium
geometry on the other hand reclaimed 88-101% of the likewise contribution [130]. As
seen, the diﬀerences between the two approaches are small, and the approach taken
in this work is to evaluate all second-order PT ZPVCs at the equilibrium geometry.
This avoids complications that might arise from the spurious imaginary frequencies
that originate from evaluations of the force-ﬁeld at a non-equilibrium geometry.
3.2 Computational Details
Geometry optimizations followed by frequency calculations were carried out at the
B3LYP/aug-cc-pVTZ level of theory. Isotropic nuclear shielding constants σiso were
then calculated at the same level of theory by the gauge-including atomic orbitals
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method, using the B3LYP/aug-cc-pVTZ optimized geometries.
Zero-point vibrational corrections were similarly computed at the B3LYP/aug-
cc-pVTZ level of theory, using second-order PT, with the molecules in the respective
equilibrium geometries as the unperturbed systems. By use of the two and three
point ﬁnite diﬀerences method, the 1st and 2nd derivatives of σiso with respect to















σiso(QB,eq − w)− 2σiso(QB,eq) + σiso(QB,eq + w)
w2
(3.27)
where QB,eq is the value of the normal coordinate at equilibrium geometry, and w
is the step-size used in the numerical evaluation of the respective derivatives. For
the computations of GeqBJJ , 2
nd derivatives of the electronic energy with respect to
the Cartesian coordinates are ﬁrst obtained from the respective quantum chemistry
packages. They are then transformed into the basis of the eigenmodes (refer to
appendix A) before the two point ﬁnite diﬀerences method is again used to evaluate



















With the exception of the larger α,α,α-triﬂuorotoluene and tetraethylsilane
molecules, all cubic force constants, ﬁrst and second derivatives of the shielding
constants with respect to the normal coordinates were evaluated numerically with a
step-size of 2.5 atomic units (a.u) in the normal coordinates. The normal coordinates
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mJ(xJ − xJ,eq) (3.29)
where x denotes the 3N Cartesian coordinates of all N atoms, xeq are the corre-
sponding 3N Cartesian coordinates at equilibrium geometry, m are the masses of
the respective atoms, and LJB are the components of the matrix made up of the
normalized column eigenvectors (arranged from corresponding largest to smallest
eigenvalues) of the mass weighted Hessian (MWH) at equilibrium geometry. The







It should be noted that, based on the above deﬁnition of the normal coordinates, a




(xJ − xJ,eq)2 ≈ 0.05 Å (3.31)
For larger molecules, a bigger step-size is needed for the numerical evaluation of the
required derivatives. The normalization of the eigenvectors describing the normal
modes results in the coeﬃcients LJB being spread over a larger number of atoms.
A bigger step-size is thus needed to achieve similar displacements of the atoms. In
the present study, numerical stability was observed with a step-size of 10.0 a.u for
the case of the larger α,α,α-triﬂuorotoluene and tetraethylsilane molecules.
Upon computation of the required quantities, the vibrationally averaged
isotropic nuclear shielding constants 〈σiso〉 of the various molecules were then
evaluated through the use of equation 3.21. Subsequently, the same set of cal-
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culations was repeated at the KT2/aug-cc-pVTZ level of theory. It should be
noted that, due to computational demands, calculations on six molecules from the
B3LYP/aug-cc-pVTZ data set were not completed at the KT2/aug-cc-pVTZ level
of theory. These six molecules are, cycloheptane, dipropylether, phenonium ion,
α,α,α-triﬂuorotoluene, sevoﬂurane and tetraethylsilane.
It should be mentioned at this point that all calculations in this work are aimed
mainly at predicting accurate isotropic nuclear shielding constants and not the full
nuclear shielding tensors. This is primarily due to the technical diﬃculties in the
experimental measurements of σ. Consequently, there exists a much larger database
of experimental values of σiso to which ab initio calculations can be compared to. We
thus simplify our notation, whereby from this point onwards, unless otherwise stated,
σ and 〈σ〉 should be understood as references to the isotropic nuclear shielding
constants and vibrational averaged isotropic nuclear shielding constants respectively.
3.3 Outliers
The identiﬁcation of outliers was done upon the evaluation of σeq and 〈σ〉. Exper-
imental isotropic nuclear shielding constants σexp were tabulated and an analysis
was performed on the separate sets of of (σeq − σexp) and (〈σ〉 − σexp) of all nuclei.
The nucleus with the largest (σeq − σexp) or (〈σ〉 − σexp) that falls outside three
standard deviations from their respective means is identiﬁed as an outlier and all
nuclei of the particular molecule are removed from the data set. The analysis is
then repeated on the remaining molecules till all outliers are identiﬁed and all er-
rors fall within three standard deviations of their respective means. It should hereby
be noted that the above mentioned procedure for the identiﬁcation of outliers was
performed separately for each of the four (O, N, C, H) atom types.
The purpose for the identiﬁcation of outliers is two-fold. It allows for 1) a study
of the general trend of the eﬀects of the ZPVCs and 2) the identiﬁcation of molecules
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by which the respective theories perform poorly so that further investigations can
be carried out on these molecules in the future. The identiﬁed outliers, together
with values of all σeq, 〈σ〉, and σexp can be found in appendix B.
3.4 Scaling and Systematic Corrections
Upon identiﬁcation of the outliers, a linear regression line is ﬁtted through all
data points excluding outliers and removed nuclei. Figure 3.1 summarizes σexp vs
B3LYP/aug-cc-pVTZ calculated σeq and σexp vs B3LYP/aug-cc-pVTZ calculated
〈σ〉 for each of the four (O, N, C, H) atom types while ﬁgure 3.2 shows the same
properties evaluated at the KT2/aug-cc-pVTZ level of theory.
The t-test[135] was then used to determine if the slopes and intercepts diﬀer sig-
niﬁcantly from 1 and 0 respectively at the 99% conﬁdence level. A slope signiﬁcantly
diﬀerent from 1 indicates the need of a scaling factor while an intercept signiﬁcantly
diﬀerent from 0 indicates the presence of systematic errors in the computed σeq/〈σ〉.
Results of these statistical tests are as shown in tables 3.1 and 3.2.
For individual plots, if the slope and intercept are not statistically diﬀerent
from 1 and 0 respectively, σeq/〈σ〉 are left as they are. If the slope is statistically
diﬀerent from 1 but the intercept not statistically diﬀerent from 0, then σeq/〈σ〉 are
scaled as according to the determined coeﬃcient of the slope. If the slope is not
statistically diﬀerent from 1 but the intercept statistically diﬀerent from 0, a new
intercept (systematic correction) is determined with the slope being constrained to 1.
σeq/〈σ〉 are then corrected as according to the newly determined intercept. Finally,
if both the slope and intercept are statistically diﬀerent from 1 and 0 respectively,
then σeq/〈σ〉 are scaled and corrected as according to the determined coeﬃcients of
the slope and intercept. The newly determined σeq and 〈σ〉 are hereby denoted to
be σ′eq and 〈σ′〉.
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σexp = 0.9816<σ> + 0.344
R2 = 0.9939
Figure 3.1: Experimental isotropic nuclear shielding constants vs B3LYP/aug-cc-pVTZ cal-
culated isotropic nuclear shielding constants. Graph plotted is the line of best
ﬁt through all data points excluding outliers and removed nuclei. Red squares
represent σeq, purple circles 〈σ〉, blue diamonds outliers, and green triangles
nuclei that are not outliers but whose molecules have nucleus that have been
identiﬁed as an outlier. All σ in units of ppm.
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σexp = 0.9651<σ> + 0.832
R2 = 0.9895
Figure 3.2: Experimental isotropic nuclear shielding constants vs KT2/aug-cc-pVTZ cal-
culated isotropic nuclear shielding constants. Graph plotted is the line of best
ﬁt through all data points excluding outliers and removed nuclei. Red squares
represent σeq, purple circles 〈σ〉, blue diamonds outliers, and green triangles
nuclei that are not outliers but whose molecules have nucleus that have been
identiﬁed as an outlier. All σ in units of ppm.
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Table 3.1: Student's t-tests on slopes and intercepts of lines of best ﬁt through σexp vs
B3LYP/aug-cc-pVTZ calculated σeq and σexp vs B3LYP/aug-cc-pVTZ calcu-
lated 〈σ〉. No statistical diﬀerence from the hypothetical values of 1 and 0 for
the slopes and intercepts respectively is found if the 99% conﬁdence interval
contains the hypothetical values. Vice versa.
Atom Type
Computed
Slope/Intercept Coeﬃcient Standard Error
99% Conﬁdence Interval
Quantity Lower 99 % Upper 99 %
Oxygen
σeq
Slope 0.9869 0.0108 0.9561 1.0176
Intercept 12.077 2.769 4.156 19.997
〈σ〉
Slope 0.9935 0.0100 0.9649 1.0221
Intercept 22.702 2.534 15.452 29.952
Nitrogen
σeq
Slope 0.9372 0.0123 0.8973 0.9770
Intercept 16.799 2.306 9.306 24.292
〈σ〉
Slope 0.9385 0.0124 0.8982 0.9788
Intercept 24.361 2.330 16.789 31.933
Carbon
σeq
Slope 0.9709 0.0059 0.9553 0.9864
Intercept 12.127 0.685 10.330 13.924
〈σ〉
Slope 0.9802 0.0065 0.9632 0.9973
Intercept 14.816 0.728 12.908 16.725
Hydrogen
σeq
Slope 0.9519 0.0085 0.9297 0.9742
Intercept 0.574 0.240 -0.057 1.204
〈σ〉
Slope 0.9816 0.0075 0.9619 1.0013
Intercept 0.344 0.208 -0.201 0.890
Table 3.2: Student's t-tests on slopes and intercepts of lines of best ﬁt through σexp vs
KT2/aug-cc-pVTZ calculated σeq and σexp vs KT2/aug-cc-pVTZ calculated 〈σ〉.
No statistical diﬀerence from the hypothetical values of 1 and 0 for the slopes
and intercepts respectively is found if the 99% conﬁdence interval contains the
hypothetical values. Vice versa.
Atom Type
Computed
Slope/Intercept Coeﬃcient Standard Error
99% Conﬁdence Interval
Quantity Lower 99 % Upper 99 %
Oxygen
σeq
Slope 1.0366 0.0174 0.9876 1.0855
Intercept -0.603 6.729 -19.570 18.363
〈σ〉
Slope 1.0215 0.0170 0.9735 1.0695
Intercept 13.489 6.733 -5.489 32.467
Nitrogen
σeq
Slope 1.0274 0.0120 0.9883 1.0664
Intercept -8.966 2.086 -15.744 -2.188
〈σ〉
Slope 1.0371 0.0134 0.9935 1.0807
Intercept -2.379 2.296 -9.841 5.083
Carbon
σeq
Slope 1.0438 0.0081 1.0226 1.0650
Intercept -8.503 1.024 -11.188 -5.818
〈σ〉
Slope 1.0589 0.0087 1.0360 1.0819
Intercept -6.230 1.076 -9.053 -3.407
Hydrogen
σeq
Slope 0.9357 0.0095 0.9107 0.9607
Intercept 1.045 0.269 0.337 1.754
〈σ〉
Slope 0.9651 0.0103 0.9381 0.9921
Intercept 0.832 0.284 0.085 1.578
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Table 3.3: F-tests on DFT V ar(σexp−σ′eq) [V ar1] and V ar(σexp−〈σ′〉) [V ar2]. Indicated hy-
pothesis evaluated at the 99% conﬁdence level. All V ar in units of ppm2.
Level of









V ar2 > V ar1 0.811 No
Nitrogen





B3LYP/ V ar2 > V ar1 1.021 No
aug-cc-pVTZ
Carbon





V ar2 > V ar1 1.191 No
Hydrogen





V ar2 > V ar1 0.779 No
Oxygen





V ar2 > V ar1 0.884 No
Nitrogen





KT2/ V ar2 > V ar1 1.436 No
aug-cc-pVTZ
Carbon





V ar2 > V ar1 1.138 No
Hydrogen





V ar2 > V ar1 1.094 No
3.5 ZPVCs on Isotropic Nuclear Shielding Constants
3.5.1 B3LYP/aug-cc-pVTZ and KT2/aug-cc-pVTZ
To study the eﬀects of ZPVCs on isotropic nuclear shielding constants, the F-test
[136] was used to determine if the variance about the line of best ﬁt through σexp
vs σ′eq (V ar(σexp−σ′eq)) is larger than the variance about the line of best ﬁt through
σexp vs 〈σ′〉 (V ar(σexp−〈σ′〉)). Barring systematic errors which can be corrected via
the determined coeﬃcients of the intercepts, a larger V ar(σexp−σ′eq) would imply that
the ZPVCs improve the agreement of the calculated isotropic nuclear shielding con-
stants with experiment. For completeness sake, the reverse hypothesis of the ZPVCs
worsening the agreement of the calculated isotropic nuclear shielding constants with
experiment is also tested. The results are as presented in table 3.3.
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Table 3.4: F-tests on DFT V ar(σexp−σ′eq) [V ar1] and V ar(σexp−〈σ〉) [V ar3]. Indicated hy-
pothesis evaluated at the 99% conﬁdence level. All V ar in units of ppm2.
Level of









V ar3 > V ar1 0.811 No
Nitrogen





B3LYP/ V ar3 > V ar1 3.810 No
aug-cc-pVTZ
Carbon





V ar3 > V ar1 1.217 No
Hydrogen





V ar3 > V ar1 0.779 No
Oxygen





V ar3 > V ar1 0.884 No
Nitrogen





KT2/ V ar3 > V ar1 1.436 No
aug-cc-pVTZ
Carbon





V ar3 > V ar1 1.630 Yes
Hydrogen





V ar3 > V ar1 1.228 No
It can be seen clearly from table 3.3 that the ZPVCs make no diﬀerence to the
agreement with experiment. Since the ZPVCs are diﬀerent for each unique atom in
a diﬀerent molecular environment, the ZPVCs essentially scales all σeq, with the sys-
tematic error being dealt with by the ﬁtting of the intercept. To test the claim that a
scaling and systematic correction of σeq would bring about equivalent eﬀects that the
ZPVCs would, similar F-tests were carried out on V ar(σexp−σ′eq) and V ar(σexp−〈σ〉)
(essentially unscaled vibrationally averaged nuclear shielding constants). It should
be noted that, only for cases whereby the scaling factor is signiﬁcantly diﬀerent
from 1 for the line of best ﬁt through σexp vs 〈σ〉 would the results of the following
statistical test in table 3.4 be diﬀerent from that in table 3.3.
It can be seen clearly from table 3.4 that the ZPVCs are no better oﬀ than the
scaling and systematic corrections of σeq. In fact, for the case of the carbon atom
at the KT2/aug-cc-pVTZ level of theory, a scaling and systematic correction of σeq
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Table 3.5: Scaling Factors and Systematic Corrections for B3LYP/aug-cc-pVTZ and
KT2/aug-cc-pVTZ. σexp = Nσeq +B. All σ in units of ppm.
Level of Theory Atom Type












actually result in a better ﬁt of the calculated shielding constants to experiment as
compared to applying the ZPVCs without scaling. We thereby advocate the use of
the scaling factors and systematic corrections as indicated in table 3.5 as opposed
to applying the second-order PT ZPVCs.
3.5.2 CCSD(T)/aug-cc-pCV[TQ]Z
The same analysis performed on the DFT results of the previous subsection was
carried out on the smaller sets of CCSD(T)/aug-cc-pCV[TQ]Z computed σeq (on
CCSD(T)/cc-pVTZ optimized geometries) and B3LYP/aug-cc-pCVTZ evaluated
ZPVCs in reference 79. Having found no outliers, the Student's t-test then reveal
that the slopes and intercepts of all ﬁtted linear regression lines are no diﬀerent from
1 and 0 respectively at the 99% conﬁdence level. The lack of the need of scaling
factors and systematic corrections highlights the superiority of the CCSD(T) method
over the DFT method in the calculation of isotropic nuclear shielding constants.
Subsequently, the F-test was used to study the eﬀects of ZPVCs on
CCSD(T)/aug-cc-pCV[TQ]Z computed σeq. The results of the F-test are as pre-
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Table 3.6: F-tests on CCSD(T) V ar(σexp−σ′eq) [V ar1] and V ar(σexp−〈σ′〉) [V ar2]. σeq evalu-
ated at the CCSD(T)/aug-cc-pCV[TQ]Z level of theory on CCSD(T)/cc-pVTZ
optimized geometries. ZPVCs seperately computed using the B3LYP/aug-cc-
pCVTZ level of theory. Indicated hypothesis evaluated at the 99% conﬁdence
level. All V ar in units of ppm2.









V ar2 > V ar1 0.646 No
Nitrogen





V ar2 > V ar1 0.247 No
Carbon





V ar2 > V ar1 1.211 No
Hydrogen





V ar2 > V ar1 1.062 No
sented in table 3.6 while the results of the Student's t-test and the values of all σeq
and 〈σ〉 can be found in appendix B.
Once again, the results from table 3.6 show that the ZPVCs make no diﬀerence





Finally, we would like to know if the agreement with experiment of both the
B3LYP/aug-cc-pVTZ and KT2/aug-cc-pVTZ σ′eq is signiﬁcantly worse oﬀ than the
CCSD(T)/aug-cc-pCV[TQ]Z σ′eq. The data sets used for these comparisons is that
of reference 79, less the identiﬁed outliers in the respective cases. The outliers are
omitted since they were not used in the determination of the scaling factors and
systematic corrections in the ﬁrst place.
As per the previous cases, the F-test was utilized for such comparisons. The
results are as presented in table 3.7.
As seen from table 3.7, at the 99% conﬁdence level, DFT scaled and system-
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Table 3.7: F-tests on density functional theory V ar(σexp−σ′eq) [V ar4] and coupled-cluster
singles-doubles-perturbative-triples V ar(σexp−σ′eq) [V ar5]. Indicated hypothesis






of Theory V ar4 V ar5 One-Tail True?
Oxygen





V ar5 > V ar4 8.771 No
Nitrogen





B3LYP/ V ar5 > V ar4 0.110 No
aug-cc-pVTZ
Carbon





V ar5 > V ar4 0.590 No
Hydrogen





V ar5 > V ar4 1.180 No
Oxygen





V ar5 > V ar4 0.335 No
Nitrogen





KT2/ V ar5 > V ar4 0.412 No
aug-cc-pVTZ
Carbon





V ar5 > V ar4 0.337 No
Hydrogen





V ar5 > V ar4 1.304 No
atically corrected σ′eq are statistically no diﬀerent from CCSD(T) calculated σ′eq.
Considering the steep computational scaling of the CCSD(T) method, the use of
our proposed scaling factors and systematic corrections could in principle provide
a cheaper but yet reasonably accurate alternative for the study of nuclear shielding
constants of larger systems such as proteins.
3.7 Remarks
Using various sets of molecules, we compared σ′e and 〈σ′〉 for each of the oxygen, ni-
trogen, carbon and hydrogen atom types. Statistical tests revealed that, at the 99%
conﬁdence level, the ZPVCs via second-order perturbation theory do not improve
the agreement of B3LYP/aug-cc-pVTZ, KT2/aug-cc-pVTZ, and CCSD(T)/aug-cc-
pCV[TQ]Z calculated σ′e with experiment. Additionally, at the 99% conﬁdence
level, B3LYP/aug-cc-pVTZ and KT2/aug-cc-pVTZ scaled and systematically cor-
rected σ′e were found to be statistically no diﬀerent from CCSD(T) calculated σ′e.
Given the computational intensity of evaluating the second-order PT zero-point vi-
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brational corrections (1+[3N−6] isotropic nuclear shielding constants and [3N−6]
frequency calculations required for each non-linear molecule), the use of our pro-
posed scaling factors and systematic corrections could provide a cheaper but yet
reasonably accurate alternative for the study of σiso of larger systems.
In the above study, molecules with nucleus/nuclei whose (σeq − σexp) or
(〈σ〉 − σexp) fall outside three standard deviations from their respective means are
considered as outliers. As mentioned in section 3.1, the Taylor expansion of the
potential energy surface is truncated after fourth-order within the framework of
perturbation theory. However, for molecules with large amplitude motions, this
approximation may be inadequate for obtaining accurate zero-point vibrational cor-
rections to isotropic nuclear shielding constants.
In the next chapter, we examine another method that allows for the evaluation
of 〈σ〉. Given a particular potential energy surface, this other approach, quantum
diﬀusion monte carlo, allows one to solve numerically, the imaginary-time, time-




Quantum Diﬀusion Monte Carlo
Originally formulated by Anderson [137, 138], quantum diﬀusion Monte Carlo
(QDMC) was ﬁrst applied to electronic structure problems and subsequently used in
the studies of molecular vibrations and intermolecular modes in molecular clusters
[139, 140, 141]. Being numerically exact, QDMC allows one to solve for the ground
state properties of any quantum system to within statistical noise. The favorable
scaling of computational costs with system size is another reason that it has become
one of the most used methods in all of today's quantum chemical calculations.
4.1 Theoretical Framework
We begin the review of the theory behind quantum diﬀusion Monte Carlo [142] by
ﬁrst restating the time-dependent Schrödinger equation for a particle of mass m









∇2 + V (r, t)
]
ψ(r, t) (4.1)
Assuming that the potential is independent of time, and that ψ(r, t) can be separated
into its spatial and time components, ψ(r, t) can be expanded in the complete set
of eigenfunctions ϕ:





where ϕ are assumed to be properly behaved and the eigenvalues En are obtained
from the time-independent Schrödinger equation
Hˆϕn(r) = Enϕn(r) (4.3)
We label the eigenstates by n = 0, 1, 2, 3 · · · and order the energies
E0 < E1 ≤ E2 ≤ E3 ≤ · · · (4.4)
Since quantum mechanical operators are hermitian, its eigenvalues are real and its
eigenfunctions orthogonal. Furthermore, the eigenfunctions can be normalized such
that they are orthonormal, i.e.
∫
ϕn(r)ϕm(r)dτ = Knm (4.5)




which describes the overlap of the initial state ψ(r, 0) with the eigenfunctions ϕn in
equation 4.3.
4.1.1 Shift of Energy Scale
We now perform a trivial, but methodologically crucial shift of the energy scale,












∇2 + [V (r, t)− ER]
]
ψ(r, t) (4.7)




bnϕn(r)exp[− i~(En − ER)t] (4.8)
4.1.2 Wick Rotation of Time
By introducing the new variable τ = it, a transformation from real time to imaginary








∇2 − [V (r)− ER]
]
ψ(r, t) (4.9)




bnϕn(r)exp[−(En − ER)τ~ ] (4.10)
Noting the energy order equation 4.4, one can infer from equation 4.10 the following
asymptotic behavior for τ→∞:
1. If ER > E0, lim
τ→∞ψ(r, τ) = +∞, the wavefunction diverges exponentially fast;
2. If ER < E0, lim
τ→∞ψ(r, τ) = 0, the wavefunction vanishes exponentially fast;
3. If ER = E0, lim
τ→∞ψ(r, τ) = b0ϕ0(r), the wavefunction converges, up to a constant
factor b0 deﬁned through equation 4.6, to the ground state wavefunction.
This behavior provides the basis for the QDMC method. For ER = E0, as long as
there is numerically signiﬁcant overlap between ψ(r, 0) and ϕ0(r), i.e., as long as b0 is
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not too small, the function ψ(r, τ) converges to the ground state wavefunction ϕ0(r)
regardless of the choice of the initial wavefunction ψ(r, 0). The ground vibrational
state wavefunction has no nodes and one can always fulﬁl this requirement of non-
vanishing b0 by choosing a positive deﬁnite initial wavefunction centered in a region
of space where ϕ0(r) is suﬃciently large.
4.1.3 Diﬀusion and Monte Carlo
We now seek a practical way of integrating equation 4.9 for an arbitrary reference
energy ER and initial wavefunction ψ(r, 0). Both aspects of QDMC, diﬀusion and
Monte Carlo now come into play as we ﬁrst rewrite the time-dependent Schrödinger
equation as a propagator [143]:
|ψ(τ + ∆τ)〉 ≈ e−(Vˆ−E0)∆τe−Tˆ∆τ |ψ(τ)〉 (4.11)
By representing the ground state wavefunction by a collection of Dirac delta func-
tions or replicas, QDMC then explores the wavefunction by means of Monte Carlo











where the sum runs over the complete set of coordinates chosen to describe the
system of interest, and M are the reduced masses of the respective coordinates.
More often than not, ς are chosen to be the 3N Cartesian coordinates of the N -
atomic system, with each individual ςj representing each of the Cartesian coordinates
of each atom in the system. In this work however, ς are chosen to be the 3N − 6(5)
normal coordinates of the N -atomic system (see subsection 4.1.7 for further details).
Regardless of whether Tˆ is written in terms of Cartesian coordinates, normal
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coordinates, rotation angles [140, 144], quanternions [145], etc., assuming that Tˆ
is separable, then its action on each of the coordinates can be considered indepen-
dently. Furthermore, if we map our replicas as n-dimensional Dirac delta functions,






Consequently, at each time-step of the QDMC simulations, we displace randomly,
each of the coordinates of each replica by a quantity, such that averaging over all the
walkers reproduces a Gaussian distribution of width Λj . This displacement process
is the source of the `diﬀusion' aspect in all of QDMC.
The Monte Carlo aspect on the other hand enters ﬁrstly through the taking of the
size of each time-step from a Gaussian random distribution. In addition, the poten-
tial energy part of the propagator results in what is known as birth-death/repacking
processes of the replicas. In these processes which are part of the Monte Carlo sam-
pling, replicas whose potential energies are larger than E0 are in classically allowed
regions of the potential, and exp[−(V (r)− E0)∆τ] > 1. Conversely, if V < E0, the
replicas are in classically forbidden regions of space, and exp[−(V (r)−E0)∆τ] < 1.
Two approaches exist for the handling of this term. They are the so-called discrete
weighting scheme, and the continuous weighting scheme.
4.1.4 Discrete Weighting Scheme
Under the discrete weighting scheme, all replicas have the same weight but the
total number of walkers changes during the course of the simulation. At each time-
step, one ﬁrst calculates the potential Vj of each randomly displaced replica. The
integer value of exp([ER − Vj ]∆τ) then determines the number of walkers at that
geometry. An additional replica is created at that conﬁguration if the fractional
part of exp([ER − Vj ]∆τ) is larger than a random number, taken from a uniform
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distribution on the range (0, 1). ER is subsequently recalculated through [137]
ER = V −£nrep(τ)− nrep(0)
nrep(0)
(4.14)
where V is the mean potential of the collection of replicas, nrep(%) is the number
of replicas at imaginary-time %, and £ is a parameter introduced to stabilize the
simulations. Assigning a weight of unity to each replica, V then takes on the explicit






In equation 4.14, the second term stabilizes the number of replicas from time-step to
time-step. If at a particular time-step τ there are more replicas than the initialized
number, nrep(τ)− nrep(0) > 0 and ER decreases. This then reduces the number of
walkers in the next time-step of the QDMC simulation. Conversely, if the population
has declined, nrep(τ)− nrep(0) < 0, ER increases, and the number of walkers grows
during τ + ∆τ. In this birth-death process of the replicas, £ controls the extent of
the correction. It is typically chosen to be the inverse of the time-step [146] but this
has been observed to be too high of a value as it ampliﬁes statistical ﬂuctuation in
ER. Too small a value of £ on the other hand would result in strong correlation
between replica generations. As such, £ must be chosen carefully such that it oﬀers
a good compromise between the two. In the present work, numerical stability is
observed with £ having a value of 0.25.
4.1.5 Continuous Weighting Scheme
The continuous weighting scheme on the other hand has a ﬁxed number of replicas
at all times. The weights of each replica however vary from time-step to time-step,
with wj at τ + ∆τ taking on the value of
wτ+∆τj = w
τ
j exp[−(Vj − ER)∆τ] (4.16)
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Having computed the weights of the randomly displaced replicas, one then repacks
the replicas by removing walkers with very small weights and replacing them with
duplicates of the replica of the largest weight, distributing the weight equally be-
tween the now two walkers. The ground state energy E0 of the system is then
approximated by [146]
ER = V −£W −N
N
(4.17)
where W is the total weight of all the replicas (W =
∑
wj), and N is the number of
replicas chosen to be used in the simulation. As with equation 4.14, this recalculation
of ER stabilizes the total weight of all the replicas from time-step to time-step. If at
a particular time-step τ, W > N , then the second term of equation 4.17 decreases
V , and the total weight of all the replicas drops at the next time-step. Conversely,
if W < N , the second term of equation 4.17 increases V , and W grows at τ + ∆τ.
Again, £ is a parameter introduced to stabilize the simulations, and numerical
stability has similarly been observed with £ having a value of 0.25.
4.1.6 Random Walk Algorithm
The combination of the random displacements of the replicas with the dis-
crete/continuous weighting scheme is commonly known as the random walk algo-
rithm [146]. The above described procedure is iterated until ER stabilizes, thereby
converging to the ground state energy E0. The descendant weighting scheme (de-
scribed in section 4.1.9) can then be used to generate geometries of a vibrational
averaged population of replicas, such that averaging of the desired properties (e.g.
isotropic nuclear shielding constants) over all the generated conformations would
yield the vibrational averaged quantity of interest. In ﬁgure 4.1, we summarize the
random walk algorithm with the use of the discrete weighting scheme while ﬁgure 4.2
illustrates the likewise procedure with the use of the continuous weighting scheme.
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nstep: Number of time steps 
∆τ: Length of time step 
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Figure 4.2: Flowchart of the random walk algorithm with the continuous and descendant
weighting schemes
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A few points should be noted when utilizing the above procedures in solving
vibrational ground state problems. The ﬁrst point applies solely to the continuous
weighting scheme where replicas of very small weights are replaced with duplicates of
the replica of largest weight. Due to the use of a ﬁnite number of replicas in sampling
the wavefunction, this step is necessary in preventing the walkers from eventually
diﬀusing to inﬁnite bond lengths and having a resultant uniform |ψ|. With a ﬁnite
number of replicas and the absence of the replacing procedure, because of it being
most probable, |ψ| would eventually ﬂatten out to give a uniform distribution. The
resultant energy obtained from the simulations would then be incorrect. In the
present work, walkers with weights less than 10−5 are replaced with duplicates of
the replica of largest weight.
Secondly, the choice of nrep and ∆τ is arbitrary. However, in QDMC, replicas
sample the wavefunction and distribute themselves according to |ψ|. High "concen-
trations" of replicas reside in hypervolumes of normal coordinate space where the
wavefunction is large while low "concentrations" of replicas emerge in hypervolumes
where the wavefunction is small. In order for the wavefunction to be sampled ac-
curately, a large enough number of replicas must thus be used. The precision and
accuracy of results increases with increasing number of replicas used, though conse-
quently, an increase in the number of used replicas inevitably translates into higher
computational costs. With regards to ∆τ, QDMC is most accurate in the limit of
∆τ → 0. The accuracy and precision of the QDMC results again increases with
decreasing time-step, though as with an increase in the number of used replicas, the
improved accuracy and precision is achieved at the expense of higher computational
costs. In the present work, the simulation initiates with 1000 walkers, and they
diﬀuse through step-sizes of unity time-scale.
The ﬁnal point to take note is with regards to the noise and random errors
associated with the ﬂuctuating reference energy ER. Because of the random dis-
placements in the 3N − 6(5) normal coordinates, random errors are always present
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in the ﬂuctuating ER. In order to minimize these random errors, upon convergence
of the energy, ER should thus be averaged over suﬃciently long periods of imaginary
time. In the present work, with ∆τ = 1, ER is deemed to have converged at the
end of 500 steps, and it is subsequently averaged from τ = 500 to τ = 10000, at 100
time-step intervals.
4.1.7 Random Displacements in Normal Coordinates Space
In subsection 4.1.3, we mentioned that ς in equation 4.12 are chosen to be the
3N − 6(5) normal coordinates of the N -atomic system instead of the 3N Cartesian
coordinates. This is due to the presence of two advantages in randomly displacing
the replicas in normal coordinates space as compared to Cartesian space. Firstly,
six(ﬁve) less coordinates per replica have to be randomly displaced at each time-step.
Secondly, while the random displacements in Cartesian coordinates may generate
angular momentum, no such Iˆ is produced when the replicas are randomly displaced
in normal coordinates space. In cases where angular momentum is generated, the
Eckart axes [147] have to be employed if the PES is not rotationally invariant and/or
if ﬁxed node QDMC is used for evaluating fundamental vibrational bands. In both
situations, each of the replicas then has to be rotated into the Eckart frame at
each time-step. Clearly, randomly displacing the 3N − 6(5) normal coordinates of
the molecules is computationally much more eﬃcient and elegant than randomly
displacing the 3N Cartesian coordinates of the atoms.
Having mentioned the advantages of randomly displacing the 3N − 6 normal
coordinates of the molecules instead of the 3N Cartesian coordinates of the atoms,
a question remains to be addressed. In the random displacements of the 3N −6 Qk,
what are the reduced masses Mk of Qk?
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4.1.7.1 Reduced Masses of Normal Coordinates Qk
The reduced masses of Qk are given by the Wilson G-Matrix [126]. Speciﬁcally, the
diagonal entries have the meaning of reciprocal reduced masses along the respective
normal modes of vibration while the oﬀ-diagonal elements correspond to pairwise

























Since the eigenvectors of a symmetric matrix (MWH) are orthogonal and can be





(LJbLJv) = Kbv (4.20)
Thus, under the deﬁnition of Qk of equation 3.29, the Wilson G-Matrix is the
identity matrix and the reduced masses of all normal coordinates Qk equal to unity.
4.1.8 Vibrational Wavefunction ψ0,N
Not only does QDMC allow us to solve for the vibrational ground state energies, it
also allows us to obtain the vibrational ground state wavefunction. With the dis-
crete weighting scheme, summing the number of replicas that lie between interval
coordinates and then normalizing them yields histograms that represent the normal-
ized vibrational wavefunction. The values of the histograms at respective interval
coordinates are then the corresponding values of the vibrational wavefunction at
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respective coordinates. With the continuous weighting scheme, the same procedure
applies, except that the summation is done over the weights of all the replicas that
lie between interval coordinates.
As in the case of ER, the histograms that represent |ψ0,N | also contain random
errors. Thus, in the present work, to reduce statistical noise, the histograms are
likewise averaged from τ = 500 to τ = 10000 at 100 steps intervals.
4.1.9 |ψ0,N |2 - Descendant Weighting
As described, QDMC allows us to obtain the vibrational ground state wavefunction.
However, we know from quantum mechanics that it is |ψ0,N |2 and not |ψ0,N | that
gives the probability distribution of the geometries of replicas. As such, for the
computation of vibrational averaged properties such as 〈σ〉, we need to be able to
extract |ψ0,N |2 from the QDMC simulations.
Since summing the number/total weights of replicas that lie between interval
coordinates and then normalizing them reproduces |ψ0|, one might intuitively think
that squaring that quantity would replicate |ψ0,N |2. However, noticed ﬁrst by East et
al. [148], Reynolds [149] later showed that this method does not allow for the elucida-
tion of |ψ0,N |2 from the QDMC simulations. Methods that serve this purpose include
1) averaging by pair counting (AVPC) [150, 151], 2) Adiabatic DMC [144, 152, 153],
and 3) descendant weighting [154]. Of the three, the latter is employed in this work
for the computation of |ψ0,N |2 and 〈σ〉.
The method of descendant weighting is intimately related to the concept of
forward/backward counting of Rothstein [155]. The basic idea is that the evaluation
of |ψ0,N |2 requires two separate means for obtaining |ψ0,N |. One such way is the
above described Monte Carlo sampling of |ψ0,N | by the walkers upon convergence
of ER and the histograms. The second method then is to total the number of
oﬀ-springs a particular replica generates after a predetermined number of time-
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steps, ndeswtsstep. Replicas in classically allowed hypervolumes and of low potential
energies would span many generations, with subsequent descendants in turn giving
birth to more replicas. Consequently, relatively large weights are assigned to these
walkers. On the other hand, replicas in classically forbidden hypervolumes and
of high potential energies have much lower probability of spawning new replicas.
Coupled with the fact that there is a relatively higher chance that they would be
removed from the population, lower weights are then attributed to these walkers.
In practice, one makes use of an integer array [154] to count the number of
descendants that each replica springs oﬀ after a speciﬁed number of time-steps.
Upon the convergence of ER, this integer array is initialized by the tagging of each
replica with its ancestor label at τ0. With the continuous weighting scheme, at
τ0 + ∆τ, the replicas are repacked, and the integer array is updated by replacing
the indices of the replicas whose weight is smaller than wmin with the index of the
replica of largest weight. This process is then repeated for ndeswtsstep time-steps,
with the sum of the respective unique labels in the ﬁnal integer array being the
corresponding number of descendants that each replica at τ0 generates for one set
of oﬀsprings. As for the case of the discrete weighting scheme, initialization of the
integer array is similarly carried out at τ0. At τ0 + ∆τ, the birth/death processes
of the replicas takes place, and the integer array is updated. However, unlike the
continuous weighting scheme where the number of replicas remain constant, the
quantity of walkers, and hence the size of the integer array to tag the ancestor labels
changes from time-step to time-step. As such, the integer array cannot be modiﬁed
by a simple replacement process. Instead, one has to essentially refresh the integer
array, removing entries of replicas that are annihilated, while creating entries that
correspond to the ancestor label of their parent for new born replicas. The described
tagging algorithm for the continuous weighting scheme is as illustrated in ﬁgure 4.3,
while the following ﬁgure, ﬁgure 4.4, summarizes the more complicated process for
the case of the discrete weighting scheme.
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Legend:          Replica of largest weight 
                        Replica with weight < wmin 
                        Replacement of replica with weight < wmin 
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Figure 4.3: Tagging algorithm for the method of descendant and continuous weights
Legend:          Replica to be Annihilated 
                        Birth of Replicas 
                        Number of Unique Ancestors 
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Figure 4.4: Tagging algorithm for the method of descendant and discrete weights
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Having described the tagging algorithm for the method of descendant and con-
tinuous/discrete weights, one though has to exercise caution in the choosing of an
appropriate value of ndeswtsstep. As seen from ﬁgures 4.3 and 4.4, the number of
unique ancestors decreases with increasing τ. If ndeswtsstep is too large, most of the
original replicas would have been annihilated and one would be left with essentially,
a null square of the wavefunction. Conversely, if the time is too short, the distri-
bution of replicas would not have yet evolved into |ψ0,N |2. As we shall see later
in section 4.2, ndeswtsstep chosen such that ∼100 unique replicas remain from the
starting population of ∼1000 replicas is found to be optimal for the elucidation of
|ψ0,N |2 from the QDMC simulations.
As stated previously, to reduce statistical noise, the descendant weighting is
repeated to generate various descendant weighting sets. If one would like to have
a representation of |ψ0,N |2, one sums the number of descendants whose ancestor lie
between interval coordinates and normalizes them. Averaging over the many sets of
descendants then produces a histogram depiction of the square of the ground state
vibrational wavefunction. On the other hand, if one is interested in the evaluation
of a vibrational averaged property, say isotropic nuclear shielding constant, one






where dk is the number of descendants of the kth ancestor at τ0. The ﬁnal value
of the vibrational averaged isotropic nuclear shielding constant 〈σ〉ﬁnal can then be
computed by taking the average over all computed 〈σ〉setj .
The ﬂowchart in ﬁgure 4.5 summarizes the use of the descendant weighting
method for the computation of 〈σ〉. It should be hereby mentioned that, the
ﬂowchart is general, and it can be similarly applied to evaluate other desired vi-
brational averaged properties such as rotational and spin-spin coupling constants.
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No Yes 
 
1. Input Parameters 
nrep: Number of replicas 
∆τ: Length of time step 
ndeswtsstep: Number of time steps  
to track descendents 
 
 
2. Initialization Step 
Start with nrep, each at equilibrium 
geometry 
3. QDMC Calculation 
Perform a QDMC calculation  
with a step size of ∆τ  
4. Descendent Weighting 
Upon convergence of ER, count the 
number of descendents of each replica  
at the end of ndeswtsstep 
< 𝜎 >𝑠𝑒𝑡 𝑗 = ∑𝑑𝑘𝜎𝑘∑𝑑𝑘  
5. Compute <σ> 
Calculation of σ of each surviving replica 
 
< 𝜎 >𝑓𝑖𝑛𝑎𝑙  =  ∑ < 𝜎 >𝑠𝑒𝑡 𝑗Total sets of descendents  
 
< 𝜎 > converged? 
 
Figure 4.5: Flowchart of descendant weighting algorithm
4.2 N2 as a Harmonic Oscillator
As an initial study, we model the N2 molecule as a harmonic oscillator and apply the
random walk algorithm with both the discrete and continuous weighting schemes.
Optimization and frequency calculations performed at the B3LYP/6-311+g(3d,2p)
level of theory yield the following parameters for the harmonic oscillator model.
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Table 4.1: Parameters of N2 as a harmonic oscillator. Optimization and frequency calcula-
tions performed at the B3LYP/6-311+g(3d,2p) level of theory
Optimized Bond Length (Bohr) Force Constant (Atomic Units)
2.06497 0.00012
With the computed force constant in table 4.1, the potential energy of the dinitrogen





where Q is the normal coordinate of the particular conﬁguration, and Qeq is the
normal coordinate at equilibrium geometry (equals 0). In table 4.2, we indicate
the parameters used in the QDMC simulation. Using equation 4.22 to evaluate
the potential energy Vj of each replica, results of the QDMC simulations are then
presented in the form of ﬁgures 4.6 to 4.13 and table 4.3.


























Figure 4.6: ER varying with τ for a single run of the random walk algorithm with the

















Figure 4.7: ER varying with τ for a single run of the random walk algorithm with the
continuous weighting scheme on N2 as a harmonic oscillator
Table 4.3: Comparison of results from QDMC simulations with analytic solution of har-
monic oscillator. ER from QDMC simulations averaged over 10 runs and error
bars indicate thrice the standard error of the mean (3*SD/
√
N , N = 10 in this
case). All values in Hartrees.
Discrete Weighting Continuous Weighting Analytic Solution
0.00555± 0.00004 0.00554± 0.00001 0.00555
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τ = 10000
Figure 4.8: Evolution of replicas' conﬁguration with τ (random walk algorithm with the
discrete weighting scheme). The blue histograms represent the normalized sum
of the number of replicas that lie between interval coordinates while the brown
curve is the analytic solution to the quantum harmonic oscillator. In each of
the graphs, the x-axis is the value of the normal coordinate in atomic units.
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τ = 10000
Figure 4.9: Evolution of replicas' conﬁguration with τ (random walk algorithm with the
continuous weighting scheme). The blue histograms represent the normalized
sum of the weights of all replicas that lie between interval coordinates while
the brown curve is the analytic solution to the quantum harmonic oscillator. In
each of the graphs, the x-axis is the value of Q in atomic units.
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Figure 4.11: Decay in the number of unique ancestors with τ in the descendant weighting
scheme (continuous weighting)
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Averaged over 300 sets of descendents
Figure 4.12: Histograms of descendants representing |ψ0,N |2 (discrete weighting). The blue
histograms represent the normalized sum of the number of descendants of the
replicas that lie between interval coordinates while the brown curve is the
analytic solution to the quantum harmonic oscillator. In each of the graphs,
the x-axis is the value of the normal coordinate in atomic units.
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Figure 4.13: Histograms of descendants representing |ψ0,N |2 (continuous weighting). The
blue histograms represent the normalized sum of the number of descendants of
the replicas that lie between interval coordinates while the brown curve is the
analytic solution to the quantum harmonic oscillator. In each of the graphs,
the x-axis is the value of Q in atomic units.
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Figures 4.6 and 4.7 show the varying of ER with τ for a single run of the random
walk algorithm with the respective discrete and continuous weighting schemes. As
seen, the reference energy converges at τ = 500, and is subsequently averaged from
τ = 500 to τ = 10000 at 100 time-step intervals. Repeating the simulations 10
times then yield the means and standard errors of the means in table 4.3. Although
the random walk algorithm with the discrete weighting scheme is noisier, (larger
standard error of the mean), the agreement between both simulation results and the
analytic solution makes it clear that QDMC does indeed allow one to solve for the
zero-point energy of a quantum system to within statistical noise.
By summing the number/weights of replicas that lie between interval coor-
dinates and then normalizing them at τ = 0, 20, 60, 100, and 500, we generated
the ﬁrst ﬁve respective histograms of ﬁgures 4.8 and 4.9. The histograms at
τ = 2000, 6000, and 10000 on the other hand are obtained by the averaging of
the blocks from τ = 500 to τ = 10000 at 100 time-step intervals. Clearly, for both
weighting schemes, upon reduction of the statistical noise by the evening out pro-
cess, the histograms representation converges to the analytic solution of the quantum
harmonic oscillator. Again, QDMC allows one to obtain the accurate vibrational
ground state wavefunction ψ0,N of a quantum system to within statistical noise.
As mentioned earlier, one needs to exercise caution in choosing an appropriate
value of ndeswtsstep for the descendant weighting scheme. In ﬁgures 4.10 and 4.11,
we followed the number of unique ancestors with τ for the respective discrete and
continuous weighting approaches upon convergence of ER. As seen, the number of
unique ancestors decreases exponentially as the simulation proceeds. Consequently,
if too large a value is chosen for ndeswtsstep, most of the original replicas (ancestors)
would have been annihilated and one would be left with essentially, a null |ψ0,N |2.
Diﬀerent values of ndeswtsstep were experimented with and a value of 2000 which
results in∼100 unique surviving replicas from a starting population of∼1000 walkers
brings about the histograms of ﬁgures 4.12 and 4.13.
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The histograms of ﬁgures 4.12 (discrete weighting method) and 4.13 (continuous
weighting scheme) are products of the averaging of the normalized sum of the number
of descendants whose ancestor lie between interval coordinates over 100, 200, and 300
sets of descendants. With the discrete weighting method, one clearly sees from
ﬁgure 4.12 that the histograms of descendants converge to the analytic solution of
the quantum harmonic oscillator upon the averaging over 300 sets of descendants.
However, for the continuous weighting method, ﬁgure 4.13 paints a diﬀerent picture.
It seems that the combination of the continuous and descendant weighting scheme
fails in reproducing |ψ0,N |2 of the quantum harmonic oscillator. This is due to 1) a
deﬁciency in the continuous weighing approach that a small number of the replicas
can bear most of the total weight after a long propagation time, and 2) incorrect
boundary conditions that result from the removing of replicas of very small weights
and the replacing of them with duplicates of replica of largest weight. Since obtaining
accurate vibrational averaged isotropic nuclear shielding constants require accurate
elucidation of |ψ0,N |2 from the quantum diﬀusion monte carlo simulations, we hereby
stick to the discrete weighting scheme for the studies of the remaining molecules.
4.3 Potential Energy Surface
(Modiﬁed Shepard's Interpolation)
As we have seen, combinations of the random walk algorithm with the discrete and
descendant weighting schemes allow one to reproduce accurate E0, ψ0,N , and |ψ0,N |2
of a quantum harmonic oscillator. However, almost all normal modes of vibration
of molecules are anharmonic, and their potential cannot be adequately described
by means of a second-order polynomial. Hence, to obtain accurate 〈σ〉 from the
QDMC simulations, we need to be able to construct potential energy surfaces which
accurately describe the energies of replicas of diﬀerent geometries.
The use of modiﬁed Shepard's interpolation for the construction of PES of vari-
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ous systems has been well described by Jordan el al. [156]. For a molecule with four
atoms or less, constructing the PES in terms of [N(N-1)/2] interatomic distances {r}
works perfectly ﬁne. However, for molecules with ﬁve atoms or more, the modiﬁed
Shepard's interpolation in terms of the bond lengths becomes complex as redundant
internal coordinates reduce computational eﬃciency in evaluating the PES. Since
we would like the QDMC method to be general and applicable to larger bound
molecules such as protein fragments, an alternate form of the PES was employed.
In general, a PES has to be invariant to the overall rotation and/or inversion
of the system [157]. However, with the random displacements of the replicas be-
ing carried out in the normal coordinates, no angular momentum is generated in
the displaced replicas. If the ﬁrst and second derivatives of the electronic energy
with respect to the Cartesian coordinates are evaluated in the frame of the equilib-
rium geometry, then it is possible to construct the PES using modiﬁed Shepard's
interpolation in terms of the normal coordinates.
Obtaining the values of the energy, its ﬁrst and second derivatives about a data
point B(j) from an ab initio frequency calculation, the potential at a nearby con-
ﬁguration B can then be expanded as a Taylor series, T , about the known point to
second-order terms. Thus, at a conﬁguration B, the second-order Taylor expansion
about a data point B(j) is written as
Tj [B(j)] = U0[B(j)] + [B −B(j)]TG′B(j) +
1
2
[B −B(j)]TG′′B(j)[B −B(j)] (4.23)
where U0[B(j)] is the value of the potential at B(j), G′B(j) and G
′′
B(j) are respec-
tively, the gradient vector and second derivative matrix with respect to the normal
coordinates. In equation 4.23, the superscript T denotes the transpose.
Modiﬁed Shepard's interpolation [158, 159] allows V at any conﬁguration B to
be written as a weighted average of the Taylor series about all Nd data points:
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The normalized weight function wj weights the contribution of the potential at each
of the B(j) data points with respect to the conﬁguration B. Data points spatially
close to B will receive a larger weight as compared to those at larger distances. The
Shepard's interpolation requires the weight function to have a number of speciﬁc





To guarantee convergence of the potential V (B) for an N -atomic system, the value
of 2p is required to be greater than the larger of 3N − 6 and the order of the Taylor
series expansion. In the present work, 2p is chosen to be 18.
An advantage of interpolating the PES in terms of Q is the ease in transform-
ing the ﬁrst and second derivatives of the potential with respect to the Cartesian
coordinates to the ﬁrst and second derivatives of the potential with respect to the
normal coordinates. This required transformation is provided for in appendix A.
4.3.1 Growing the Potential Energy Surface
As mentioned in the previous section, modiﬁed Shepard's interpolation allows the
potential at any conﬁguration B to be written as a weighted average of the Taylor
series about all Nd data points. The PES starts oﬀ with one data point, the point of
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equilibrium structure. After which, 2 ∗ [3N − 6(5)] data points where Qk separately
take on values of plus and minus root mean square (RMS) of the harmonic oscillators'











The reason for adding the above mentioned 2∗ [3N −6(5)] RMS normal coordinates
data points is to initialize the PES and prevent replicas from diﬀusing into regions
of very high V at the start of the simulation. As discussed later, a particular
conﬁguration among all the replicas during the course of the simulation would be
selected to be added to the existing potential energy surface. A data point that is
high up on the PES would result in the undesirable drilling of holes in the surface
that we are trying to construct. As an example, consider that we start oﬀ with only
a single data point, the equilibrium geometry of the molecule. Addition of a data
point of high V would result in the depicted situation of ﬁgure 4.14. The potential in
the region where x is signiﬁcantly larger than 1.5 would be heavily weighted towards
the Taylor series expansion about the second data point at x = 3. The resultant
modiﬁed Shepard's interpolated PES exhibits a deep hole near x = 1.7, and a data
point has to be added in this area to patch up the potential energy surface. Since
this undesirable drilling of holes would require tedious patching, we thereby initialize
the PES with the above mentioned 2 ∗ [3N − 6(5)] RMS normal coordinates data
points as walls to prevent replicas from wandering into areas of very high potential
energies at the start of the simulation.
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Figure 4.14: Undesirable drilling of the potential energy surface. Blue curve represents the
second-order Taylor expansion about the equilibrium geometry. The brown
curve is the like-wise series about the second hypothetical data point that
could be added to the PES. The green curve represents the resultant PES by
modiﬁed Shepard's interpolation (weighted sum of the two Taylor series).












RMSP [B(j)] = U2j =
Nd∑
k=1
wk[B(j)][Tk[B(j)]− V (B)]2 (4.30)
the following algorithm was used to further grow the PES.
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1. Input Parameters 
nrep: Number of replicas 
∆τ: Length of time step 




2. Initialization Step 
Start with nrep, each at equilibrium 
geometry 
3. QDMC Calculation 
Perform a QDMC calculation using the 
current PES, with a step size of ∆τ and 
diffusing for 10000 steps 
5. Selection of Data Point to be Added 
Write the approximate 1000 
configurations to disk at steps 6000, and 
every 1000 steps thereafter. 
 
Use alternatingly, the h-weight  
and the RMS method to choose 
specific configuration with  
the largest hw / ¥2 from the  




6. Addition of Data Point 
Ab initio calculation at the chosen 
configuration to obtain the energy,  
first and second derivatives of the energy 
with respect to the Cartesian coordinates.  
 
Transform the derivatives into  
normal coordinates space before  
adding it to the current PES 
4. Check for Negative Potential 
Replica with 𝑉 < 𝑉𝑒𝑞 during the course of 
the QDMC simulations? 
Configuration of first 
replica whose 𝑉 < 𝑉𝑒𝑞 
chosen as configuration 
to be added to the PES 
Figure 4.15: Flowchart of the potential energy surface growing algorithm with the discrete
weighting scheme
The hw function weighs a particular conﬁguration against the number of existing
data points in that space, as well as the number of replicas that visit that region
during the course of the simulation. Conformational space whereby many replicas
visit indicate areas of chemical importance, and the hw function essentially chooses a
point which reside in a region of chemical importance containing sparse data points
to be added to the current potential energy surface. The U2 function on the other
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hand evaluates the sum of the weighted diﬀerences between the computed potential
by individual data point's Taylor series and the modiﬁed Shepard's interpolated
potential. Conﬁgurations with large disagreements in the potentials between the
diﬀerent weighted data points are in areas whereby the PES is inaccurate, and the
RMSP method chooses such conﬁgurations to be added to the existing potential en-
ergy surface. Alternating between the h-weight and RMSP methods then increase
the number of data points in the PES, thereby improving the agreement between
the modiﬁed Shepard's interpolated potential and the actual ab initio energy for
any arbitrary geometry.
4.4 Ab Initio Calculated Nuclear Shielding Constants
Using the modiﬁed Shepard's interpolation to calculate the potentials of the repli-
cas, and the algorithm of ﬁgure 4.15 to grow the PES, we now apply the random
walk algorithm with the descendant and discrete weighting scheme to study the vi-
brational averaged isotropic nuclear shielding constants of the water (H2O), ozone
(O3), and formic acid (HCOOH) molecules. For each of the molecules, we check
for the convergence of the PES by performing 70 runs of the simulation upon every
addition of 25 data points to the PES. ER is averaged from τ = 500 to τ = 10000
at 100 time-step intervals in each run, and the ﬁnal ZPE of the molecule is given by
the average of the 70 ER, with the estimated error given by 3 times the standard
error of the mean (3∗SD/√N , where N = 70). For the case of the isotropic nuclear
shielding constants, 300 sets of descendants are generated, and 〈σ〉ﬁnal is given by
the average over all 300 sets of weights. The estimated error is again given by 3
times the standard error of the mean (N = 300 in this case). In this section, upon
obtaining the geometries of the ancestors in the sets of descendants, we perform
ab initio calculations to evaluate the isotropic nuclear shielding constants of the
population that characterizes |ψ0,N |2 of the respective molecules.
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4.4.1 H2O - B3LYP/aug-cc-pVTZ
Optimization, frequency, and σ calculations for the H2O molecule were all performed
at the B3LYP/aug-cc-pVTZ level of theory. The parameters used in the QDMC
simulations are indicated in table 4.4 while results of the simulations are presented
in the form of ﬁgures 4.16 to 4.20 and table 4.5.




















Figure 4.16: ER varying with τ for a single run of the QDMC simulation on H2O with 250
interpolated data points
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Number of Interpolated Data Points
Figure 4.17: ZPE (cm-1) of H2O as a function of the number of interpolated data points.
The error bars indicate thrice the standard error of the mean of ER from 70
runs of the QDMC simulation. The green and brown horizontal lines indicate
respectively, the ZPE calculated under the harmonic approximation, and the

























Figure 4.18: Decay in the number of unique H2O ancestors with τ in the descendant weight-
ing scheme. Graph shown is for the case of the QDMC simulation with the
equilibrium geometry as a single data point in the interpolated PES.
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Number of Sets of Descendents Weights
Figure 4.19: 〈σ〉ﬁnal of H2O as a function of the number of sets of descendants weights
that they are averaged over. Graphs shown are for the case of the QDMC
simulation with 250 data points in the interpolated PES. Likewise behavior
in the convergence was observed with the other number of data points in the
PES. The brown horizontal line indicates the value of the calculated isotropic
nuclear shielding constant at the equilibrium geometry.
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Number of Interpolated Data Points
Figure 4.20: 〈σ〉 of H2O as a function of the number of interpolated data points. The error
bars indicate thrice the standard error of the mean of 〈σ〉setj from the 300 av-
eraged sets of descendants weights. The magenta, green, and brown horizontal
lines indicate respectively, σeq, σexp, and the second-order PT evaluated 〈σ〉.
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Table 4.5: Calculated and experimental ZPE (cm−1) and 〈σ〉 (ppm) of H2O. QDMC values
shown are the results of the simulations with 250 data points in the PES.
Property QDMC PT Experiment
ZPE 4610± 12 - 4634
〈σO〉 312.8± 0.8 313.0 323.6
〈σH1〉 30.61± 0.07 30.56 30.10
〈σH2〉 30.60± 0.06 30.56 30.10
In ﬁgure 4.16, we followed ER for a single run of the simulation with 250 inter-
polated data points. Clearly, the reference energy converges at τ = 500, thereby
justifying the starting of the averaging of ER from τ = 500 to τ = 10000 at 100
time-step intervals. It should be noted that, the same convergence behavior is like-
wise observed for the simulations carried out with the other number of data points
in the interpolated potential energy surface.
In ﬁgure 4.17, we plotted the calculated ZPE of H2O as a function of the number
of interpolated data points. As seen, the PES has converged with 125 data points
in the interpolated PES. With only the equilibrium geometry, the ZPE from the
QDMC simulations matches the analytic solution of the harmonic oscillator, as
it should. However, upon convergence of the PES, the ﬁnal value for the ZPE
from the QDMC simulations still disagrees with the experimental value as shown
in table 4.5. As we shall prove in the next subsection, this deviation is due to
the inadequacies of the B3LYP functional, or DFT in general. When the level of
theory is increased to CCSD(T)/aug-cc-pVTZ, the QDMC obtained ZPE eventually
matches the experimental ZPE for the water molecule.
To choose a proper ndeswtsstep, we follow the number of unique ancestors as a
function of τ. As indicated in ﬁgure 4.18, ndeswtsstep taking on the value of 540 would
result in ∼100 unique surviving replicas from a starting population of ∼1000 walkers.
Plots of the vibrational averaged isotropic nuclear shielding constants of the three
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nuclei of H2O in ﬁgure 4.19 show that the QDMC calculated 〈σ〉 converges upon
averaging over 50 sets of descendants weights. Although 〈σ〉 of the two symmetric
protons start oﬀ diﬀerently, both values converge to the same value when Nd > 50.
Finally, in ﬁgure 4.20, we plotted the vibrational averaged isotropic nuclear
shielding constants of the three nuclei of H2O against the number of interpolated
data points in the PES. It can be seen that, even with the equilibrium geometry
as a single data point, 〈σO1〉 diﬀers from σeq,O1, as indicated by the magenta line.
Vibrational averaging of the two protons of H2O under the model of a harmonic
oscillator though seems to have no eﬀect on the corresponding evaluated σeq. The
behavior of the zero-point vibrational corrections of the oxygen and hydrogen nuclei
also diﬀer when the QDMC calculated 〈σ〉 are compared to experiment. While the
ZPVC improve the agreement between the theoretical and experimental shielding
constant of the protons, similar averaging worsen the quality of σO. As mentioned
previously, this is due to the general underestimating of shielding constants of GGA
functionals, especially so for non-proton nuclei.
In ﬁgure 4.20, one can clearly see that 〈σ〉 converges with 100 data points in
the PES. It can also be seen that, for the case of the water molecule, the QDMC
and PT evaluated vibrational averaged isotropic nuclear shielding constants agree
to within statistical noise. For the H2O molecule, a Taylor expansion of the PES
to fourth-order (framework of PT) thus seem to be adequate for the attainment of
accurate values of vibrational averaged isotropic nuclear shielding constants.
4.4.1.1 ZPE - CCSD(T)/aug-cc-pVTZ PES
As mentioned previously, with the B3LYP/aug-cc-pVTZ PES, QDMC evaluated
ZPE of the water molecule diﬀers from the experimental value of 4631 cm−1. We
hereby increase the level of theory and perform optimization and frequency calcula-
tions with the superior CCSD(T)/aug-cc-pVTZ method. Using again the growing
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Number of Interpolated Data Points
Figure 4.21: ZPE (cm-1) of H2O as a function of the number of interpolated data points.
The error bars indicate thrice the standard error of the mean of ER from 70
runs of the QDMC simulation. The green and brown horizontal lines indicate
respectively, the ZPE calculated under the harmonic approximation, and the
current best estimate for the ZPE [162].
As with the B3LYP/aug-cc-pVTZ potential energy surface, with only the equi-
librium geometry as a data point, the ZPE from the QDMC simulations matches
the analytic solution of the harmonic oscillator. However, upon convergence of the
potential energy surface with Nd > 75, the QDMC calculated ZPE now agrees
with the experimental ZPE to within statistical noise. Clearly, the gold-standard
of quantum chemistry is still the preferred method of choice when it comes to the
evaluations of thermodynamic properties such as ZPE.
4.4.2 O3 - B3LYP/aug-cc-pVTZ
Optimization, frequency and σ calculations for the O3 molecule were all performed
at the B3LYP/aug-cc-pVTZ level of theory. The parameters used in the QDMC
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simulations are indicated in table 4.6 while results of the simulations are presented
in the form of ﬁgures 4.22 to 4.26 and table 4.7.




















Figure 4.22: ER varying with τ for a single run of the QDMC simulation on O3 with 250
interpolated data points
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Figure 4.23: ZPE (cm-1) of O3 as a function of the number of interpolated data points.
The error bars indicate thrice the standard error of the mean of ER from 70
runs of the QDMC simulation. The green horizontal line indicate the ZPE
calculated under the harmonic approximation while the current best estimate
for the zero-point energy, 1428.5 cm−1 [163] is not shown in the plot as it

























Figure 4.24: Decay in the number of unique O3 ancestors with τ in the descendant weight-
ing scheme. Graph shown is for the case of the QDMC simulation with the
equilibrium geometry as a single data point in the interpolated PES.
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Number of Sets of Descendents Weights
Figure 4.25: 〈σ〉ﬁnal of O3 as a function of the number of sets of descendants weights that
they are averaged over. Graphs shown are for the case of the QDMC sim-
ulation with 250 data points in the interpolated PES. Likewise behavior in
the convergence was observed with the other number of data points in the
PES. The brown horizontal line indicates the value of the calculated isotropic
nuclear shielding constant at the equilibrium geometry.
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Number of Interpolated Data Points
Figure 4.26: 〈σ〉 of O3 as a function of the number of interpolated data points. The error
bars indicate thrice the standard error of the mean of 〈σ〉setj from the 300
averaged sets of descendants weights. The magenta, and brown horizontal
lines indicate respectively, σeq, and the second-order PT evaluated 〈σ〉. The
experimental values of -743 for Ocenter and -1309 for Oend are not shown in
the plots as they widely skew the graph to the top.
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Table 4.7: Calculated and experimental ZPE (cm−1) and 〈σ〉 (ppm) of O3. QDMC values
shown are the results of the simulations with 250 data points in the PES.
Property QDMC PT Experiment
ZPE 1583± 7 - 1429
〈σO(center)〉 −1091± 3 -1089 -743
〈σO(end1)〉 −1588± 6 -1584 -1309
〈σO(end2)〉 −1588± 6 -1584 -1309
As a resonance hybrid, the ozone molecule has been a challenge to many areas of
quantum chemistry calculations. The QDMC results of O3 are though, surprisingly
similar to that of the H2O molecule. In ﬁgure 4.22, we see that ER converges at
τ = 500 (like-wise behavior observed for the simulations carried out with the other
number of data points in the interpolated potential energy surface). The ZPE was
next seen to have converged with a mere 50 data points in the PES (ﬁgure 4.23),
with the QDMC ZPE again matching the analytic solution of the harmonic oscillator
when the equilibrium geometry exist as a single data point in the PES. As with the
water molecule, due to the inadequacy of the B3LYP functional, the ﬁnal calculated
value of the ZPE also disagrees with the experimental value of 1428.5 cm−1.
Using the plot from ﬁgure 4.24, ndeswtsstep was chosen to take on the value of 1540
so that ∼100 unique replicas survive from a starting population of ∼1000 walkers.
As seen from ﬁgure 4.25, the QDMC calculated 〈σ〉 also converges rapidly upon the
averaging over 50 sets of descendants weights. Again, although the isotropic nuclear
shielding constants of the two symmetric end oxygen atoms start oﬀ diﬀerently, both
values converge to the same value when Nd > 50.
Although the PES of the ozone molecule was initially thought to be inadequately
described by a fourth-order Taylor expansion about the equilibrium geometry, the
results of ﬁgure 4.26 though suggest otherwise. With the equilibrium geometry as
a single data point, all vibrational averaged isotropic nuclear shielding constants
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of the three nuclei in O3 diﬀer from their corresponding equilibrium values. Upon
convergence of the PES, 〈σO(center)〉 and 〈σO(ends)〉 then agree with the respective PT
calculated values that is represented by the corresponding brown lines in ﬁgure 4.26.
Just like the water molecule, its seems that, for the O3 molecule, a Taylor expansion
of the PES to fourth-order (framework of PT) is suﬃcient for the attainment of
accurate values of vibrational averaged isotropic nuclear shielding constants.
Similar to the case of the water molecule, the QDMC ZPVC worsen the agree-
ment between theoretical and experimental isotropic nuclear shielding constants of
all three oxygen nuclei of the ozone molecule. The main aim of the QDMC studies
here though is not to obtain 〈σ〉 that are of experimental quality, but to establish
diﬀerences between PT and QDMC evaluated vibrational averaged isotropic nuclear
shielding constants. In the study of the following molecule, the formic acid molecule,
we thereby establish this to be of the case.
4.4.3 HCOOH - B3LYP/aug-cc-pVTZ
Optimization, frequency and σ calculations for the HCOOH molecule were all per-
formed at the B3LYP/aug-cc-pVTZ level of theory. The parameters used in the
QDMC simulations are indicated in table 4.8 while details and results of the simu-
lations are presented in the form of ﬁgures 4.27 to 4.32 and table 4.9.
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Figure 4.28: ER varying with τ for a single run of the QDMC simulation on HCOOH with
400 interpolated data points
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Number of Interpolated Data Points
Figure 4.29: ZPE (cm-1) of HCOOH as a function of the number of interpolated data points.
The error bars indicate thrice the standard error of the mean of ER from 70
runs of the QDMC simulation. The green horizontal line indicate the ZPE

























Figure 4.30: Decay in the number of unique HCOOH ancestors with τ in the descendant
weighting scheme. Graph shown is for the case of the QDMC simulation with
the equilibrium geometry as a single data point in the interpolated PES.
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Number of Sets of Descendents Weights
Figure 4.31: 〈σ〉ﬁnal of HCOOH as a function of the number of sets of descendants weights
that they are averaged over. Graphs shown are for the case of the QDMC
simulation with 400 data points in the interpolated PES. Likewise behavior
in the convergence was observed with the other number of data points in the
PES. The brown horizontal line indicates the value of the calculated isotropic
nuclear shielding constant at the equilibrium geometry.
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Number of Interpolated Data Points
Figure 4.32: 〈σ〉 of HCOOH as a function of the number of interpolated data points. The
error bars indicate thrice the standard error of the mean of 〈σ〉setj from the
300 averaged sets of descendants weights. The magenta, and brown horizontal
lines indicate respectively, σeq, and the second-order PT evaluated 〈σ〉.
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Table 4.9: QDMC and PT evaluated 〈σ〉 (ppm) of HCOOH. QDMC values shown are the
results of the simulations with 400 data points in the PES.
Property QDMC PT
〈σC1〉 17.4± 0.4 17.5
〈σH2〉 23.16± 0.05 23.05
〈σO3〉 106± 1 106
〈σH4〉 25.26± 0.07 25.14
〈σO5〉 −116± 1 -114
As seen from ﬁgure 4.28, ER converges at τ = 500, with like-wise behavior
observed for the simulations carried out with the other number of data points in
the interpolated PES. As compared to the water and ozone molecules, the QDMC
evaluated ZPE of HCOOH shows a larger variation with the number of interpolated
data points (ﬁgure 4.29). The reader may have also realized that there are missing
data points at Nd = 50, 150, 225, 300, and 325. Addition of data points of high
V had resulted in the formation of holes in the PES, with the modiﬁed Shepard's
interpolation returning negative values for the potential of many replicas. The
resultant ER and error bars were wildly oﬀ the Nd = 1 point, and further data points
have to be added to patch up the potential energy surface before the simulation
could produce sensible results. It should be mentioned that the drilling of holes is
especially serious in higher dimensional surfaces, as a single data point can steeply
alter the behavior of the PES in many diﬀerent directions.
Using the plot from ﬁgure 4.30, ndeswtsstep was chosen to take on the value of 350
so that ∼100 unique replicas survive from a starting population of ∼1000 walkers.
In ﬁgure 4.31, the QDMC calculated 〈σ〉 can be further seen to have converged upon
averaging over 100 sets of descendants weights.
The main conclusion of this chapter can be found in the graphs of ﬁgure 4.32
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and table 4.9. As seen, the QDMC evaluated 〈σC1〉, and 〈σO3〉 of the formic acid
molecule converges to the calculated value of second-order PT. However, for the
〈σH2〉, 〈σH4〉, and 〈σO5〉 nuclei, the results of the QDMC simulations do not agree
with that of perturbation theory. Taking into account of the error bars, the results
for the respective 〈σH2〉, 〈σH4〉, and 〈σO5〉 nuclei diﬀer by 0.06, 0.05, and 0.7 ppm
respectively. With a SDexp of 0.2301 and 0.1367 for the respective alpha carbon and
amide protons of the tetrapeptide model (chapter 2), this diﬀerence is certainly non-
negligible. It can thus be said that, for certain molecules such as formic acid, a simple
fourth-order Taylor expansion of the PES about the equilibrium geometry does not
adequately describe, the landscape of the potential energy surface. Consequently,
vibrational averaged isotropic nuclear shielding constants of experimental quality
may only be obtainable with the use of more sophisticated and accurate methods,
such as quantum diﬀusion Monte Carlo.
4.5 Shielding Constants Surfaces
(Modiﬁed Shepard's Interpolation)
In the previous section, we performed ab initio calculations on the ancestors popu-
lation that characterizes |ψ0,N |2 of the respective molecules. However, as mentioned
previously, each set of descendants weights has ∼100 ancestors and the averaging
over 300 sets of them means that ab initio calculations have to be performed on
30000 unique geometries at each sampled Nd. Sampling the PES at 17 diﬀerent Nd
for the HCOOH molecule, (11 for the H2O and O3 molecules), the total number of
ab initio computations required to generate the graphs of ﬁgures 4.20, 4.26, and 4.32
are then on the order of 510000! Noting the computational intensity of the process,
we thereby seek an alternate method for computing the isotropic nuclear shielding
constant of any molecule at any arbitrary geometry.
We extend the method of modiﬁed Shepard's interpolation to the evaluation of
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isotropic nuclear shielding constants. At each of the data points of the constructed
potential energy surface, we perform ab initio calculations to obtain the value of
σ at that geometry. Using the two and three point ﬁnite diﬀerences method of
equations 3.26 and 3.27, we further evaluated the ﬁrst and second derivatives of σ
with respect to the normal coordinates QB. The isotropic nuclear shielding constant
of any arbitrary conﬁguration B can then be similarly written as a weighted average













T σj [B(j)] = σ0[B(j)] + [B −B(j)]TG′σB(j) +
1
2
[B −B(j)]TG′′σB(j)[B −B(j)] (4.33)
where σ0[B(j)] is the value of the shielding constant at B(j), G′σB(j) and G
′′σ
B(j) are
respectively, the gradient vector and second derivative matrix of the same property
with respect to the normal coordinates.
We hereby use the constructed shielding constants surfaces to compute σ of the
same ancestors in the sets of descendants of H2O and O3. Results of the study are
as shown in ﬁgures 4.33 and 4.34.
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Number of Interpolated Data Points
Figure 4.33: Comparisons between ab initio and σ surface evaluated isotropic nuclear shield-
ing constants of H2O. The blue line is the result of ab initio computed shielding
constants of the ancestors, while the green line is due to evaluations by the
surface with corresponding number of data points in the σ surface. Finally,
the brown line is the consequence of evaluations by the surface with only 1
data point: the point of equilibrium geometry.
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Figure 4.34: Comparisons between ab initio and σ surface evaluated isotropic nuclear shield-
ing constants of O3. The blue line is the result of ab initio computed shielding
constants of the ancestors, while the green line (overlaps with blue line) is due
to evaluations by the surface with corresponding number of data points in the
σ surface. Finally, the brown line is the consequence of evaluations by the
surface with only 1 data point: the point of equilibrium geometry.
126
4.5. Shielding Constants Surfaces (Modiﬁed Shepard's Interpolation)
In ﬁgures 4.33 and 4.34, the green lines result from the evaluations of the isotropic
nuclear shielding constants of the ancestors by the surface with corresponding num-
ber of data points along the x-axis. Initially, it was thought that, large inaccuracies
would surface in the computed shielding constants with only a single point in the σ
surface. However, as seen in both ﬁgures, the blue and green points at Nd = 1 in
each of the six graphs virtually overlap. This agreement (within statistical noise)
between the blue and green line continues as the number of data points in the σ
surface is increased. This result then prompts the use of the σ surface with only the
equilibrium geometry as a single data point to evaluate the shielding constants of
all the ancestors at the various number of interpolated data points in the potential
energy surface. As with previously, the resultant brown lines in the two ﬁgures agree
with the ab initio calculated results of the blue line to within statistical noise. With
a sample size of ∼330000 unique conﬁgurations, the modiﬁed Shepard's interpolated
σ surface with the equilibrium geometry as a single data point can thus be said to be
adequate for obtaining isotropic nuclear shielding constants that are of comparable
quality to that of a proper ab initio calculation.
4.5.2 HCOOH
We hereby construct shielding constants surfaces of the formic acid with the equi-
librium geometry as a single data point in the σ landscape. The surface is then used
to compute the isotropic nuclear shielding constants of the ancestors in the sets of
descendants. For the case of HCOOH, the ancestors were not stored, and similar
sets of ancestors had to be regenerated for the cause. Results of the study are as
shown in ﬁgure 4.35.
127

































































Number of Interpolated Data Points in the PES
Figure 4.35: Comparisons between ab initio and σ surface evaluated isotropic nuclear shield-
ing constants of HCOOH. The blue line is the result of ab initio computed σ
of the ancestors while the brown line is the consequence of evaluations by the
surface with only 1 data point: the point of equilibrium geometry.
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It can be seen from ﬁgure 4.35 that the agreement between the blue and brown
lines is not as perfect as in ﬁgures 4.33 and 4.34. As mentioned, the previous
ancestors of the formic acid in ﬁgure 4.32 were not stored, and the geometries of
the σ surface evaluated ancestors are not identical to those that made up the blue
line. Nonetheless, the σ surface evaluated shielding constants still agrees with the
ab initio results to within statistical noise. This further supports the claim that the
modiﬁed Shepard's interpolated σ surface with the equilibrium geometry as a single
data point is suﬃcient for obtaining isotropic nuclear shielding constants that are
of comparable quality to that of a proper ab initio calculation.
4.6 Remarks
In this chapter, we demonstrated the use of quantum diﬀusion Monte Carlo to ob-
tain accurate ZPE, ψ0,N , and |ψ0,N |2 of the quantum harmonic oscillator. Using the
modiﬁed Shepard's interpolated PES to calculate the potentials of various conﬁg-
urations of replicas, the method of descendants weighting was implemented within
the QDMC approach to obtain vibrationally averaged isotropic nuclear shielding
constants of the water, ozone, and formic acid molecules. Disagreements between
QDMC and PT evaluated 〈σ〉 of HCOOH highlighted the inadequacy of a simple
fourth-order Taylor expansion of the PES about the equilibrium geometry. For cer-
tain molecules such as formic acid that has a large amplitude motion (internal OH
rotation), vibrational averaged isotropic nuclear shielding constants of experimental
quality may only be obtainable with the use of more sophisticated and accurate
methods, such as quantum diﬀusion Monte Carlo.
We also extended the method of modiﬁed Shepard's interpolation to compute
σ of various conﬁgurations of H2O, O3, and HCOOH. Results showed that, a σ
surface with the equilibrium geometry as a single data point is suﬃcient for com-
puting isotropic nuclear shielding constants that are of comparable quality to that
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of a proper ab initio calculation. With the σ surface alleviating the need for costly
ab initio σ calculations, the bottleneck of the QDMC approach then becomes the
growing of the modiﬁed Shepard's interpolated PES. Since each step in the QDMC
simulations requires the computation of V of all the replicas, each run of the cycle in
ﬁgure 4.15 slows down signiﬁcantly as data points are added to the PES. Even with
the initialization of the PES with data points that serve as walls to prevent replicas
from diﬀusing into regions of high potentials, drilling of holes in the PES of formic
acid still occurred. These unfavorable aspects of the modiﬁed Shepard's interpola-
tion in higher dimensions thus call for an alternate method for the construction of
potential energy surfaces. In the ﬁnal chapter, we examine such an alternative. The




The many-body expansion (MBE) is a mathematical formalism that expresses a
property of a n-body system as the sum of one-body, two-body, etc., up to n-
body contributions. Since direct ab initio calculations of large systems are often
computationally unaﬀordable and practically unachievable, the MBE approximates
the desired property by truncation of the series to just the ﬁrst few terms. While
truncated MBEs have been used extensively in the study of water clusters [164, 165],
less so has it been utilized for the construction of global potential energy surfaces.
Previous eﬀorts to construct global PES of polyatomic systems employed the
MBE as a ﬁtting procedure to develop analytical representations of higher-order
surfaces. This is done so through the use of lower-order energies [166, 167, 168, 169].
In these works, `bodies' are the atoms of the system, and each term of the series is
an energy function that depends on the internuclear distance of the atoms [170, 171].
Using the MBE, and energies of the H2, H3, and H4 systems, accurate global PES
had been obtained for the H5 molecule [167]. Construction of the N4 PES on the
other hand utilized various smaller N2, (N2+N2), and (N+N3) systems [172].
Although the above mentioned methods have proven to be adequate for the
construction of the PES of the respective systems, they are limited to homonuclear
systems. In this work, we seek a more general application of the MBE by treating
distortions in the internal degrees-of-freedom (dof) of a molecule as `bodies'. We
hereby lay out the theoretical framework of the proposed many-dof expansion [173].
Chapter 5. Many-Body (DOF) Expansion
5.1 Theoretical Framework
A linear molecule has 3N−5 internal degrees of freedom while a non-linear molecule
has 3N − 6 internal dof. In general, the many-dof expansion (MDOFE) of the total






where ¿(n,k) is the total k-dof energy of the molecule. In equation 5.1, ¿(n,0) is the
energy of the molecule at a reference geometry, while ¿(n,k), where 1 ≤ k ≤ n, is the
component of the total energy due to all k-dof eﬀects. Under this formalism, ¿(n,1)
is the sum of the distorted energies in all possible 1−degree of freedom distortions
from the reference geometry.
As an example, consider the water molecule which has three internal degrees
of freedom. Let R1,ref, R2,ref, and θ3,ref be the three respective deﬁning internal
coordinates of the reference geometry. For an arbitrary geometry with R1,arb, R2,arb,
and θ3,arb internal coordinates, the three distorted energies in all possible 1-dof
distortions from the reference geometry, 1, are

1
1 = U(R1,arb, R2,ref, θ3,ref)− U(R1,ref, R2,ref, θ3,ref) (5.2)

1
2 = U(R1,ref, R2,arb, θ3,ref)− U(R1,ref, R2,ref, θ3,ref) (5.3)

1
3 = U(R1,ref, R2,ref, θ3,arb)− U(R1,ref, R2,ref, θ3,ref) (5.4)
where U(1, 2, 3) is the electronic energy of the molecule with internal coordinates
1, 2, and 3. ¿(n,1) is then the sum of the above three quantities. The two and




(3,2) = [212 − (11 + 12)] + [213 − (11 + 13)] + [223 − (12 + 13)] (5.5)
and
¿
(3,3) = 3123 − [212 − (11 + 12)]− [213 − (11 + 13)]− [223 − (12 + 13)]
− (11 + 12 + 13) (5.6)




12 = U(R1,arb, R2,arb, θ3,ref)− U(R1,ref, R2,ref, θ3,ref) (5.7)

2
13 = U(R1,arb, R2,ref, θ3,arb)− U(R1,ref, R2,ref, θ3,ref) (5.8)

2
23 = U(R1,ref, R2,arb, θ3,arb)− U(R1,ref, R2,ref, θ3,ref) (5.9)

3
123 = U(R1,arb, R2,arb, θ3,arb)− U(R1,ref, R2,ref, θ3,ref) (5.10)
In general, for a N -atomic molecule with n degrees of freedom, ¿(n,k), where
1 ≤ k ≤ n, can be expressed recursively in terms of the total distorted energy in all
























As described, Uς is the total distorted energy in all possible k degrees of freedom, of





such possible combinations. Using equation 5.11 to compute
the various k-dof energies, the energy of the molecule at the arbitrary geometry can
then be calculated by the addition of ¿(n,k), where 1 ≤ k ≤ n, to the energy of the
molecular at the reference geometry.
Under the formalism of the many-dof expansion, ¿(n,k), where 2 ≤ k ≤ n, es-
sentially describes the coupling between the respective k-degrees of freedom. Since
the magnitude of this coupling is expected to decrease with increasing k, trunca-
tion of the series of equation 5.1 at some k is expected to produce accurate enough
approximation to the actual Utot. Consequently, a high-dimensional PES of any
molecule can be broken down into numerous, completely independent (and thus
highly parallelizable) much lower-dimensional function evaluations. We hereby ap-
ply the method of the many-dof expansion to the study of the formic acid molecule.
5.2 Many-DOF Expansion on the Formic Acid Molecule
5.2.1 Internal DOF of the HCOOH System
In all studies of this chapter, the internal dof of the formic acid molecule are chosen
to be the N − 1, N − 2, and N − 3 bond lengths, bond angles, and dihedral angles
of the system. The atom labels charactering each internal degrees-of-freedom are
hereby deﬁned in table 5.1.
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Table 5.1: Internal DOF of the formic acid molecule. Atom labels are that of ﬁgure 4.27.













5.2.2 Validity and Required Terms of/in MDOFE
Using the deﬁned internal DOF of table 5.1, we ﬁrst seek to establish the validity
of the MDOFE on the HCOOH molecule. In the process, we would also determine,
the number of terms in the series of equation 5.1 that is required for a good approx-
imation of Utot. The formic acid molecule was ﬁrst optimized at the HF/6-31g(d,p)
level of theory. Taking the equilibrium geometry to be the reference geometry, the
MODFE was then applied to the 399 geometries (equilibrium geometry excluded)
of the data points in the previously constructed B3LYP/aug-cc-pVTZ PES. To do
so, we perform ab initio calculations on the various distorted geometries at the same
level of theory. Having evaluated the various distorted energies, all 9 ¿n,k terms of
each of the geometry are then computed through the use of equation 5.11. Deﬁning
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where Udis and Uref are the respective electronic energies of the distorted and ref-
erence geometries, the means of the absolute errors of the truncated MDOFEs for
all 399 distorted geometries were then plotted against the number of terms in the


























k in Truncated MDOFE
Figure 5.1: Mean absolute errors of the truncated MDOFEs for all 399 distorted geometries
of the data points in the constructed B3LYP/aug-cc-pVTZ PES vs the number
of terms in the truncated MDOFEs. Mean absolute errors in unit of milli-
Hartrees while error bars indicate thrice the standard error of the mean.
The MDOFE is formally exact, meaning that the sum of all terms in the many-dof
expansion reproduces precisely, Utot. In ﬁgure 5.1, we see this to be indeed true.
Moreover, the contribution of each ¿(9,j) decreases with increasing j, as previously
thought. With terms up to ¿(9,3), the mean absolute error of the truncated MDOFE
decreases to a mere 0.3±0.2 m-Eh. Inclusion of ¿(9,4) further brings down the error
to 0.09 ± 0.06 m-Eh. If we were to accept an error of less than 1 m-Eh, then this
study shows that truncation of the MDOFE after the three-dof term produces a
good enough approximation to the actual Utot of the conﬁguration.
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5.2.3 Extent of Distortion on Error of Truncated MDOFE
We now seek to understand the relationship between the error of the truncated
MDOFE, and the extent of distortion away from the reference geometry.
5.2.3.1 Extent of Distortion by Energy Diﬀerences
Based on the energy diﬀerences between the distorted and reference geometries, we
divided the 399 geometries into 13 intervals between 0-350 m-Eh. The RMS errors
of the various MDOFEs truncated after the three-body term were then plotted
against intervals of the energy diﬀerences. Equation 5.14, where ς runs over all the
geometries in the particular interval, deﬁnes the k-truncated RMS errors. Figure 5.2


















0 ≤ x < 10
10 ≤ x < 20
20 ≤ x < 30
30 ≤ x < 40
40 ≤ x < 50
50 ≤ x < 60
60 ≤ x < 70
70 ≤ x < 80
80 ≤ x < 90
90 ≤ x < 100
100 ≤ x < 120
120 ≤ x < 150



















Difference from Equilbrium Energy (m-Eh)
Figure 5.2: RMS errors of the various MDOFEs truncated after the three-body term vs the
energy diﬀerences between the distorted and reference (equilibrium) geometries
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In general, one would expect the RMS error of the three-body truncated MDOFEs
to increase with increasing energy diﬀerences from the reference (equilibrium) ge-
ometry. However, the gradual drop in RMS from the 50 ≤ x < 60 to 70 ≤ x < 80
interval, as well as the sharp drop from the 100 ≤ x < 120 to 120 ≤ x < 150 interval
suggest otherwise. This `unexpected' behavior is due to the fact that large energy
diﬀerences between distorted and reference geometries can result from large distor-
tions in a small number of internal dof. Wild distortions in only three-dof can bring
about a geometry of arbitrary high energy. However, the RMS error of a three-body
truncated MDOFE for such a conﬁguration would be exactly zero! Clearly, with the
MDOFE approach, energy diﬀerences between distorted and reference geometries
do not serve as a good measure of the extent of distortion.
5.2.3.2 Extent of Distortion by Truncated Euclidean Distances
An alternate measurement of the extent of distortion of a particular geometry is
through the truncated Euclidean distance from the reference conﬁguration. We
illustrate the concept by applying it to the same 399 geometries. Firstly, one com-
putes the diﬀerences between the various internal degrees-of-freedom. All bond and
dihedral angles in radians are then multiplied by a scaling factor, which is the ratio
of the maximum diﬀerence in all bond lengths over the maximum diﬀerence in all
bond and dihedral angles of all 399 geometries. Upon this `normalization' of the
angles to the bond lengths, a Euclidean distance from the reference geometry can











where ∆BL, ∆BA, and ∆DA are the respective diﬀerences between the bond
lengths, scaled bond, and dihedral angles.
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By systematically omitting all possible combinations of any three internal dof,





smaller Euclidean distances. The smallest of those
values is hereby deﬁned to be the truncated Euclidean distance of that particular
conﬁguration from the reference geometry. Since the MDOFE eﬀectively accounts
for the three largest internal dof that diﬀer from the reference conformation, the
truncated Euclidean distance essentially measures the distortion of the particular
geometry in the remaining six degrees-of-freedom.
As in the previous subsection, based on their truncated Euclidean distances, we
divided the 399 geometries into 13 intervals between 0.00 to 0.19. The root mean
square error of the various MDOFEs truncated after the three-body term were then
plotted against intervals of the truncated Euclidean distances from the reference








0 ≤ x < 0.02
0.02 ≤ x < 0.03
0.03 ≤ x < 0.04
0.04 ≤ x < 0.05
0.05 ≤ x < 0.06
0.06 ≤ x < 0.07
0.07 ≤ x < 0.08
0.08 ≤ x < 0.09
0.09 ≤ x < 0.10
0.10 ≤ x < 0.115
0.115 ≤ x < 0.13
0.13 ≤ x < 0.15



















Truncated Euclidean Distance from Reference Geometry
Figure 5.3: RMS errors of the various MDOFEs truncated after the three-body term vs the
truncated Euclidean distances from the reference (equilibrium) geometry
Barring a slight decrease in the RMS error from the 0.04 ≤ x < 0.05 to 0.05 ≤
x < 0.06 interval, and a steeper drop from the 0.07 ≤ x < 0.08 to 0.08 ≤ x < 0.09
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interval (most likely due to insuﬃcient conﬁgurations in the sampling), ﬁgure 5.3
now shows a clearer general trend. Using the truncated Euclidean distances as
measures of the extent of distortions, errors of the truncated MDOFE increase with
increasing distortions away from the reference geometry.
5.2.4 MDOFE Potential Energy Surface
In the studies of the previous sections, ab initio calculations were performed on the
diﬀerent distorted geometries. A three-body truncated MDOFE approximation of



















= 130 number of ab initio calculations! Clearly, this is not practical
for use in a simulation. In fact, if we had to perform any ab initio calculations, we
might as well just perform a single calculation on the actual geometry that we were
interested in! For practical usage of the three-body truncated MDOFE, one thus
needs to be able to know with ease, the energy of any conﬁguration that is distorted
from the reference geometry, in any possible three combinations of internal dof.
5.2.4.1 Three Dimensional Modiﬁed Shepard's Interpolation
In section 4.4.1 and 4.4.2, we saw the use of modiﬁed Shepard's interpolation for
construction of the PES of the H2O and O3 molecule. As seen from ﬁgures 4.17






= 84 unique three-dimensional surfaces, 84×125 = 10500 reference geome-
tries might thus be needed for convergence of the modiﬁed Shepard's interpolated,
three-body truncated MDOFE, HCOOH potential energy surface! However, the
three-dimensional surfaces intersect with one another. It is in hope then that these
intersections would reduce substantially, the number of data points that are required
for full convergence of the modiﬁed Shepard's interpolated, three-body truncated
MDOFE, HCOOH potential energy surface.
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Application of modiﬁed Shepard's interpolation require the use of the ﬁrst and
second derivatives of the electronic energy. With the internal dof of the formic acid
molecule chosen to be the N − 1, N − 2, and N − 3 bond lengths, bond angles,
and dihedral angles of the system, the derivatives must similarly, be with respect to
the same chosen internal dof. This required transformation from the Gaussian 09
output of the Cartesian derivatives is provided for in appendix A.
5.2.4.2 Growing the MDOFE Potential Energy Surface
We see from ﬁgure 5.3 that the RMS error of the three-body truncated MDOFE
increases signiﬁcantly from the 0.06 ≤ x < 0.07 to 0.07 ≤ x < 0.08 interval. More-
over, the RMS error at the 0.07 ≤ x < 0.08 interval exceeds 1 m-Eh, our chosen
tolerance for the error. As such, all geometries with truncated Euclidean distances
smaller than 0.07 can be deemed to be satisfactorily described by the corresponding
reference geometry. Conﬁgurations of larger truncated Euclidean distances though
require the addition of further reference points.
We hereby include an additional data point selection criterion to the potential
energy surface growing algorithm of ﬁgure 4.15. To the largest hw/U2 conﬁguration,
we perform a check to see if that geometry is minimally separated from another
existing data point by 0.07 in truncated Euclidean space. If it is, that data point
is added to the existing potential energy surface. If it is not, we inspect the next
largest hw/U2 conﬁguration, so on and so forth, till a suitable data point is found. In
addition to this slight modiﬁcation, we also carry out the `diﬀusion' of the molecule in
the 3N Cartesian coordinates space instead of the 3N−6 normal coordinates space.
This is to facilitate easier computation of the deﬁned bond lengths, bond angles,
and dihedral angles of table 5.1. Explicit evaluations of bond lengths, bond angles,
and dihedral angles from the Cartesian coordinates can be found in appendix A.
Using this modiﬁed procedure, and the three-body truncated MDOFE to calcu-
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late the potentials of the replicas, we constructed a HF/6-31g(d,p) MDOFE PES
of 80 reference geometries. The potential energy surface was subsequently used to
compute the energies of 986 separately generated conﬁgurations. These conﬁgura-
tions were obtained through a QDMC simulation, with the formic acid molecule
modelled as a harmonic oscillator. To better randomize the generated geometries,
the equilibrium bond length and force constants of the harmonic oscillator model
were obtained through optimization and frequency calculations at the B3LYP/aug-
cc-pVTZ level of theory. To evaluate the quality of the MDOFE PES then, we
performed ab initio calculations on the 986 geometries at the same level of theory
as the potential energy surface. The RMS errors of the various three-body trun-
cated MDOFEs were then plotted against the number of reference geometries in the
























Number of Reference Geometries
Figure 5.4: RMS errors of the various MDOFEs truncated after the three-body term vs the
number of reference geometries in the MDOFE PES
As seen in ﬁgure 5.4, the RMS error of the various three-body truncated MD-
OFEs decreases with increasing number of reference geometries in the MDOFE PES,
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as it should. In the limit of inﬁnite number of data points, the many-degrees-of-
freedom expansion, potential energy surface in fact converges to the exact ab initio
surface. With 50 reference geometries, the PES seems to have converged, producing
a relatively small error of 0.17 m-Eh. Surprisingly, with the equilibrium geome-
try as a single data point in the PES, the resultant RMS error is only 0.40 m-Eh,
smaller than our chosen tolerance for the error. This is most likely due to insuﬃcient
sampling of diﬀerent conﬁgurations of the formic acid molecule.
5.3 Future Works
Future works include the use of the constructed MDOFE PES of HCOOH to sample
other parts of the conﬁguration space. A possible direction could be to start oﬀ with
diﬀerent local minima, model them as harmonic oscillators, and generate geometries
through QDMC simulations. A suggested minimum is the hydrogen-sided conﬁgu-
ration, where the dihedral angle made between H4-O3-C1-O5 is pi radians instead of
0. Since the growing of the PES starts oﬀ with the minimum structure of ﬁgure 4.27,
all 80 added reference geometries could be that of the oxygen-sided conﬁguration, if
the rotational barrier is not crossable. The resultant PES surely is inaccurate when
it comes to potential energies evaluations of the hydrogen-sided conﬁguration of the
HCOOH molecule. More reference geometries would consequently have to be put
down for convergence of the MDOFE PES.
While MDOFE PES has the advantage of preventing holes drilling in the lower-
dimensional surfaces, numerous functions evaluations have to be performed for an
approximation of Utot. For an arbitrary conﬁguration of formic acid molecule de-















= 129 modiﬁed Shep-
ard's interpolation evaluations have to be performed for a single reference geometry.
Consequently, the random walk algorithm, and the growing of the PES slows down
drastically with the addition of each new data point. An area of future research
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could thus be in the speeding up of both potential energies evaluations (splines have
been known to be highly eﬃcient and accurate for low dimensional surfaces such
as 1D, 2D, and 3D surfaces), as well as the additions of reference geometries to
the many-degrees-of-freedom, potential energy surface. This would then allow the
MDOFE PES to be fully integrable with simulations, as well as usable in all other




In this thesis, we mainly seek to improve the accuracy of DFT computed isotropic nu-
clear shielding constants of a wide range of molecules in the gaseous phase. Through
the use of perturbation theory and quantum diﬀusion Monte Carlo, we investigated
in detail, the eﬀects of vibrational averaging on equilibrium shielding constants.
Using various sets of molecules, we compared the scaled and systematically cor-
rected equilibrium isotropic nuclear shielding constants σ′e, with the scaled and
systematically corrected, second-order perturbation theory computed, vibrational
averaged isotropic nuclear shielding constants 〈σ′〉, for each of the oxygen, nitro-
gen, carbon, and hydrogen atom types. Statistical tests revealed that, at the
99% conﬁdence level, the zero-point vibrational corrections via second-order PT
do not improve the agreement of B3LYP/aug-cc-pVTZ, KT2/aug-cc-pVTZ, and
CCSD(T)/aug-cc-pCV[TQ]Z calculated σ′e with experiment. In addition, at the
99% conﬁdence level, B3LYP/aug-cc-pVTZ and KT2/aug-cc-PVTZ σ′e were found
to be statistically no diﬀerent from CCSDT(T) calculated σ′e. Given the computa-
tional intensity of evaluating the second-order PT zero-point vibrational corrections,
the use of our proposed scaling factors and systematic corrections could provide a
cheaper, but yet reasonably accurate alternative for the study of isotropic nuclear
shielding constants of larger systems.
By combining the random walk algorithm with the discrete and descendants
weighting schemes, we demonstrated the use of quantum diﬀusion Monte Carlo to
Chapter 6. Conclusion
obtain accurate ZPE, ψ0,N , and |ψ0,N |2 for the quantum harmonic oscillator test
case. Then, through implementation of the modiﬁed Shepard's interpolation, we
constructed realistic potential energy surfaces for the water, ozone, and formic acid
molecules. Using the built functions to calculate the potentials of various conﬁg-
urations of replicas, the method of descendants weighting was implemented within
the QDMC approach to obtain vibrational averaged isotropic nuclear shielding con-
stants of the same three molecules. In the cases of the hydrogens and carbonyl
oxygen of HCOOH, the QDMC and PT evaluated 〈σ〉 disagreed. This implied the
inadequacy of a simple fourth-order Taylor expansion of the PES about the equilib-
rium geometry (framework of PT). For certain molecules such as formic acid where
large amplitude motions are present, vibrational averaged isotropic nuclear shield-
ing constants of experimental quality may only be obtainable with the use of more
sophisticated and accurate methods, such as quantum diﬀusion Monte Carlo.
The approach of modiﬁed Shepard's interpolation had also been successfully
extended to compute isotropic nuclear shielding constants of various geometries of
H2O, O3, and HCOOH. Results showed that, a σ surface with the equilibrium
geometry as a single data point is suﬃcient for computing shielding constants that
are of comparable quality to that of a proper ab initio calculation. Development of
such an approach thereby alleviated the need for costly ab initio σ calculations.
The concept of a many-degrees-of-freedom expansion was used to construct an
alternate potential energy surface of the formic acid molecule. Contribution of the
k-dof energy was established to decrease rapidly with increasing k, proving that cou-
pling between a small number of degrees-of-freedom is more signiﬁcant than that of
higher orders. If one were to accept an error of 1 m-Eh, then truncation of the MD-
OFE after the three-body term suﬃces as a good enough approximation to the actual
energy of the conﬁguration. We introduced the idea of a truncated Euclidean dis-
tance to measure the extent of distortion of an arbitrary conﬁguration, and showed
that the errors of the truncated MDOFE increase with increasing distortions away
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from the reference geometry. By placing down additional reference geometries that
are minimally separated from an existing conﬁguration by 0.07 in truncated Eu-
clidean space, a MDOFE PES of 80 reference geometries was constructed. RMS
errors of the surface on 986 separately generated conﬁgurations decrease from 0.40
m-Eh, with the equilibrium geometry as a sole data point, to the converged value
of 0.17 m-Eh with Nd = 50. The surprisingly low RMS with Nd = 1 suggested
an insuﬃcient sampling of diﬀerent conﬁgurations of the formic acid molecule. Fu-
ture works include the sampling of other parts of the conﬁguration space, especially
where other local minima exist. The numerous functions evaluations that have to be
performed for an approximation of Utot also call for an improved methodology for
potential energies evaluations, as well as for the additions of reference geometries
to the MDOFE PES. This would then allow the idea to be fully integrable with
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In this chapter, we invoke the Einstein summation convention, where repeated in-
dices are summed over the appropriate set of terms.
A.1 General Transformations of Derivatives
A.1.1 1st Derivatives
The ﬁrst derivative of the electronic energy U with respect to Cartesian coordinate









where Q is any arbitrary set of coordinates that describe the internal conﬁgurations





























If one knows the precise form of the various elements ∂Qς/∂xJ , one can use single
value decomposition [174] to solve for the inverse of the matrix with corresponding
Appendix A. Transformations
elements (ﬁrst matrix on RHS of equation A.2). Pre-multiplying the inverse on
the LHS, one can then transform the 1st derivatives of the electronic energy with
respect to the Cartesian coordinates to the 1st derivatives of the electronic energy
with respect to Q.
A.1.2 2nd Derivatives
For the relationship between the Cartesian Hessian GJK and the Hessian of arbitrary


















































which can be written compactly as
GJK −GςBςJK = Hς%BςJB%K (A.5)
where BςJK and B
ς
J are known as the Wilson B-tensor and Wilson B-matrix re-
spectively. Assuming that one has knowledge of the various ∂2Qς/∂xJ∂xK , having
solved for the 1st derivatives, one knows all the LHS elements of equation A.4.
Deﬁning MJς to be the elements of the inverse of the B-matrix, the 2
nd derivative
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A.2. Elements of B-Matrix and B-Tensor
of the electronic energy with respect to Qς and Q% can then be obtained through
equation A.6.
Hς% = (GJK −GςBςJK)MJςMK% (A.6)
A.2 Elements of B-Matrix and B-Tensor
In using the outlined procedure of subsections A.1.1 and A.1.2 to transform the




, and the Wilson B-tensor BςJK =
∂2Qς
∂xJ∂xK
. With the exception
of the transformation of the 2nd derivatives of the electronic energy with respect to
the Cartesian coordinates to the 2nd derivatives of the electronic energy with respect
to the normal coordinates whereby steps of subsection A.1.2 are not followed, we
examine the explicit forms of these derivatives [175] in the following sections.
In deriving these derivatives, we made use of translational invariance whereby an





























where r12 denotes the bond length between atoms 1 and 2, θ123 is the bond angle
between atoms 1, 2, and 3, and τ1234 stands for the dihedral angle made by atoms 1,
2, 3, and 4. As seen later in equations A.16, A.26, and A.45, it is thus necessary to
evaluate only (n−1) derivative for each internal coordinate. This can be extended to
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the mixed second derivatives by performing another partial diﬀerentiation to arrive
at the similar results of equations A.19  A.22, A.34  A.39, and A.56  A.62.












A.3 Cartesians to Normals
A.3.1 B-matrix
Under the deﬁnition of the normal coordinates of equation 3.29, the ﬁrst derivative








The transformation of the 2nd derivatives of the electronic energy with respect to
the Cartesian coordinates to the 2nd derivatives of the electronic energy with respect
to the normal coordinates is straightforward. Deﬁning L−1 to be the inverse of the







A.4. Cartesians to Bond Lengths
A.4 Cartesians to Bond Lengths
The bond length r12 between atoms 1 and 2 is simply
r12 =
√
(x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2 (A.14)
A.4.1 B-matrix


































(q 6= q′) (A.18)



























Thus, the calculation sequence is as shown in table A.1:
Table A.1: Calculation sequence
for second derivatives of
bond length with respect
to Cartesian coordinates: : Equation A.17
 : Equation A.18# : Equation A.19
 : Equation A.20
M : Equation A.21
O : Equation A.22
· : Symmetry
x1 y1 z1 x2 y2 z2
x1    #  
y1 ·    # 
z1 · ·    #
x2 · · · M O O
y2 · · · · M O
z2 · · · · · M
A.5 Cartesians to Bond Angles
The cosine of the bond angle between atoms 1, 2, and 3 is given by












































= −∂ cos θ123
∂q1




A.5. Cartesians to Bond Angles
A.5.2 B-tensor




































































































































































Thus, the calculation sequence is as shown in table A.2:
Table A.2: Calculation sequence
for second derivatives of
bond angle with respect
to Cartesian coordinates: : Equation A.27
 : Equation A.28
N : Equation A.29
H : Equation A.30
 : Equation A.31
J : Equation A.32
I : Equation A.33# : Equation A.34
 : Equation A.35
M : Equation A.36
O : Equation A.37
C : Equation A.38
B : Equation A.39
· : Symmetry
x1 y1 z1 x2 y2 z2 x3 y3 z3
x1    #    J J
y1 ·    #  I  J
z1 · ·    # I I 
x2 · · · C B B M O O
y2 · · · · C B O M O
z2 · · · · · C O O M
x3 · · · · · · N H H
y3 · · · · · · · N H
z3 · · · · · · · · N
A.6 Cartesians to Dihedral Angles
The torsion angle τ1234 between Atoms 1, 2, 3 and 4 is given as:
cos τ1234 =
1
sin θ123 sin θ234















τ1234 = atan2 (|r23|r12 · [r23 × r34], [r12 × r23] · [r23 × r34]) (A.41)
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A.6. Cartesians to Dihedral Angles
A.6.1 B-matrix
































































where (q, s, u) are cyclic permutations of (x, y, z).
A.6.2 B-tensor
The second derivatives are:
∂2τ1234
∂q21



























































































































































































































Thus, the calculation sequence is as shown in table A.3:
190
A.6. Cartesians to Dihedral Angles
Table A.3: Calculation sequence for second derivatives of
dihedral angle with respect to Cartesian coordinates: : Equation A.46
 : Equation A.47
F : Equation A.48
N : Equation A.49
H : Equation A.50
 : Equation A.51
J : Equation A.52
I : Equation A.53G : Equation A.54H : Equation A.55# : Equation A.56
 : Equation A.57
M : Equation A.58
O : Equation A.59
♦ : Equation A.60
C : Equation A.61
B : Equation A.62
· : Symmetry
x1 y1 z1 x2 y2 z2 x3 y3 z3 x4 y4 z4
x1   F G G G #   J J J
y1 ·   G G G  #  J J J
z1 · ·  G G G   # J J J
x2 · · · H H H ♦ ♦ ♦ I I I
y2 · · · · H H ♦ ♦ ♦ I I I
z2 · · · · · H ♦ ♦ ♦ I I I
x3 · · · · · · C B B M O O
y3 · · · · · · · C B O M O
z3 · · · · · · · · C O O M
x4 · · · · · · · · · N H 
y4 · · · · · · · · · · N H







Table B.1: Calculated and experimental 18O isotropic nuclear shielding constants (ppm).
Shielding constants and vibrational corrections evaluated at the B3LYP/aug-cc-
pVTZ level of theory. Experimental values quoted assume the absolute nuclear
shielding constant of 18O in the H2O molecule to be 323.6 ppm.
Molecule Nucleus σeq 〈σ〉 σ′eq 〈σ′〉 σexp Exp. Ref.
Methanol CH3OH 322.1 308.2 333.3 330.6 330.1 177
Methoxymethane (CH3)2O 321.8 307.7 332.9 330.0 337.1 177
Dimethoxymethane CH2(OCH3)2 279.8 268.0 291.0 290.4 282.3 177
Diethylether (CH3CH2)2O 260.0 245.5 271.2 267.8 273.7 177
Oxirane H4C2O 339.9 324.5 351.0 346.8 336.5 178
2-methyloxirane CH3CHOCH2 305.3 288.7 316.4 311.0 307.9 177
Formaldehyde CH2O -422.3 -439.1 -411.1 -416.8 -427.0 179
Acetaldehyde CH3CHO -346.9 -359.2 -335.8 -336.8 -340.0 177
Acetone (CH3)2CO -330.6 -331.6 -319.4 -309.2 -309.1 177
1,1,1-triﬂuoroacetone CH3COCF3 -319.3 -331.3 -308.1 -308.9 -306.8 177
Methylformate HCOOCH3 -123.3 -120.8 -112.2 -98.5 -87.8 177
HCOOCH3 135.4 120.0 146.5 142.3 153.4 177
Methyl acetate CH3COOCH3 -120.2 -133.5 -109.0 -111.1 -81.7 177
CH3COOCH3 131.6 123.2 142.7 145.6 156.0 177
Furan C4H4O 25.5 13.2 36.7 35.6 50.3 177
Sevoﬂurane (CF3)2CHOCH2F 233.3 219.8 244.5 242.1 243.1 180
Water H2O 325.8 313.0 337.0 335.4 323.6 181
Carbon monoxide CO -67.5 -72.7 -56.3 -50.4 -62.7 181
Carbon dioxide CO2 218.2 211.3 229.4 233.6 222.5 177
Carbon oxide sulﬁde OCS 80.5 73.5 91.6 95.8 87.3 177
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Table B.1. (Continued.)
Dinitrogen oxide NNO 185.1 171.3 196.3 193.7 180.1 181
Hypoﬂuorous anhydridea OF2 -553.7 -591.8 - - -495.3 181
Sulfur dioxidea SO2 -335.0 -351.1 - - -231.0 182
Ozonea OOO -1502.6 -1583.7 - - -1309.0 183
OOO -1050.7 -1088.7 - - -743.0 183
aOutliers
Table B.2: Calculated and experimental 15N isotropic nuclear shielding constants (ppm).
Shielding constants and vibrational corrections evaluated at the B3LYP/aug-cc-
pVTZ level of theory. Experimental values quoted assume the absolute nuclear
shielding constant of 15N in the NH3 molecule to be 264.5 ppm.
Molecule Nucleus σeq 〈σ〉 σ′eq 〈σ′〉 σexp Exp. Ref.
Ammonia NH3 260.9 253.0 261.3 261.8 264.5 184
Methylamine (CH3)NH2 240.3 230.9 242.0 241.0 249.6 185
Dimethylamine (CH3)2NH 226.3 216.6 228.9 227.6 233.7 186
Hydrogen cyanide HCN -34.6 -43.7 -15.6 -16.6 -20.4 184
Acetonitrile CH3CN -23.3 -28.9 -5.0 -2.7 -9.1 184
Nitromethane CH3NO2 -151.8 -169.5 -125.5 -134.7 -135.8 184
Pyridine C5H5N -96.5 -104.8 -73.6 -74.0 -69.7 187
Nitrogen phosphide PN -405.1 -410.4 -362.8 -360.8 -349.0 188
Dinitrogen N2 -75.3 -79.4 -53.8 -50.1 -61.6 184
Dinitrogen oxide NNO 90.4 82.6 101.5 101.9 99.5 184
NNO -1.3 -5.1 15.6 19.6 11.3 184
Table B.3: Calculated and experimental 13C isotropic nuclear shielding constants (ppm).
Shielding constants and vibrational corrections evaluated at the B3LYP/aug-cc-
pVTZ level of theory. Experimental values quoted assume the absolute nuclear
shielding constant of 13C in the CO molecule to be 1.0 ppm.
Molecule Nucleus σeq 〈σ〉 σ′eq 〈σ′〉 σexp Exp. Ref.
Methanethiol CH3SH 171.6 166.6 178.7 178.2 181.6 189
Methane CH4 191.5 187.7 198.0 198.8 195.1 190
Fluoromethane CH3F 109.9 105.2 118.8 117.9 116.8 190
Bromomethane CH3Br 160.9 156.8 168.3 168.5 182.5 115
Chloromethane CH3Cl 151.5 147.4 159.2 159.3 163.9 115
Diﬂuoromethane CH2F2 68.0 63.8 78.1 77.4 78.1 191
Dichloromethane CH2Cl2 111.1 107.1 119.9 119.8 131.2 192
Fluoroform CHF3 56.5 53.7 67.0 67.5 70.3 193
Chloroforma CHCl3 72.5 68.9 - - 105.2 192




Ethane C2H6 175.4 170.5 182.4 181.9 180.9 190
Propane (CH3)2CH2 166.1 160.9 173.4 172.5 177.9 194
(CH3)2CH2 162.4 155.1 169.8 166.8 176.2 194
nButane (CH3)2(CH2)2 167.6 163.5 174.8 175.1 180.6 194
(CH3)2(CH2)2 153.2 147.6 160.9 159.5 167.1 194
iButane (CH3)3CH 158.4 153.8 165.9 165.5 169.5 194
(CH3)3CH 153.9 159.1 161.6 170.8 168.7 194
Neopentane (CH3)4C 151.3 148.2 159.0 160.1 162.5 194
(CH3)4C 149.8 144.0 157.6 155.9 165.2 194
Cyclopropene (CH)2CH2 68.5 62.5 78.6 76.1 84.0 195, 66
(CH)2CH2 181.2 175.9 188.1 187.2 190.4 195, 66
Cyclopropane C3H6 186.2 182.9 192.9 194.1 192.1 196
Allene (H2C)2C 110.5 107.5 119.4 120.2 115.2 190
(H2C)2C -40.1 -43.5 -26.8 -27.9 -29.3 190
Cyclopentane (CH2)5 154.2 149.2 161.8 161.1 159.4 197
Cyclohexane (CH2)6 153.3 148.5 160.9 160.4 158.1 197
Cycloheptane (CH2)7 151.2 144.9 159.0 156.9 156.5 197
Bicyclo[1.1.0]butane (CH2)2(CH)2 153.1 147.8 160.8 159.7 156.1 196
(CH2)2(CH)2 186.5 180.3 193.2 191.6 193.8 196
Ethylene C2H4 55.7 50.6 66.2 64.5 64.5 190
Propylene CH3CHCH2 161.8 157.3 169.2 169.0 169.4 198
CH3CHCH2 40.6 35.9 51.5 50.1 51.9 198
CH3CHCH2 64.9 61.0 75.2 74.6 72.2 198
1,2-dichloroethane C2H4Cl2 132.1 128.2 140.4 140.5 143.7 199
Acetylene C2H2 112.6 108.0 121.5 120.7 117.2 190
Fluoroethyne FCCH 89.0 85.4 98.6 98.5 104.3 200
FCCH 172.9 169.8 180.0 181.2 178.8 200
Propyne CH3CCH 103.0 98.7 112.1 111.6 108.9 201
CH3CCH 115.9 112.9 124.6 125.5 121.2 201
Methanol CH3OH 130.1 124.9 138.5 137.2 136.6 190
Ethanol CH3CH2OH 166.1 162.6 173.4 174.2 175.6 194
CH3CH2OH 120.0 116.2 128.6 128.7 134.7 194
Methoxymethane (CH3)2O 121.8 116.9 130.4 129.4 126.7 202
Dimethoxymethane CH2(OCH3)2 78.1 74.0 87.9 87.4 90.6 203
CH2(OCH3)2 128.6 122.8 137.0 135.2 133.1 203
1,4-dioxane (CH2)4O2 112.6 107.5 121.5 120.2 120.5 201
Diethylether (CH3CH2)2O 166.9 162.3 174.2 174.0 173.5 201
(CH3CH2)2O 112.5 105.8 121.4 118.6 122.9 201
Oxirane H4C2O 141.7 136.9 149.7 149.0 146.2 204
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Table B.3. (Continued.)
2-methyloxirane CH3CHOCH2 164.5 158.8 171.8 170.5 170.0 205
CH3CHOCH2 132.2 126.6 140.5 139.0 140.1 205
CH3CHOCH2 134.2 129.6 142.4 141.9 140.3 205
Formaldehyde CH2O -14.7 -18.8 -2.1 -3.6 -0.5 179, 206
Acetaldehyde CH3CHO 150.7 146.9 158.4 158.8 157.2 190
CH3CHO -19.4 -22.1 -6.7 -6.9 -6.7 190
Acetone (CH3)2CO 153.3 150.3 161.0 162.2 158.0 190
(CH3)2CO -27.4 -29.3 -14.5 -13.9 -13.1 190
1,1,1-triﬂuoroacetone CH3COCF3 159.5 155.8 167.0 167.5 165.0 207
CH3COCF3 -13.4 -15.0 -0.9 0.1 0.7 207
CH3COCF3 56.5 55.0 67.0 68.7 72.5 207
2-butanonea CH3COCH2CH3 153.8 165.0 - - 159.3 198
CH3COCH2CH3 -30.4 -54.5 - - -18.2 198
CH3COCH2CH3 144.9 141.9 - - 151.7 198
CH3COCH2CH3 175.6 199.6 - - 180.7 198
Ethenone H2CCO 187.4 183.9 194.0 195.1 185.6 208
H2CCO -13.3 -14.6 -0.8 0.5 -5.9 208
Triﬂuoroacetic acid CF3COOH 57.4 55.3 67.9 69.0 73.7 209
CF3COOH 20.1 17.2 31.6 31.7 25.4 209
Methylformatea HCOOCH3 18.0 16.9 - - 27.2 210
HCOOCH3 129.5 109.6 - - 139.0 210
Methyl acetate CH3COOCH3 165.1 162.5 172.4 174.1 168.5 201
CH3COOCH3 9.5 7.7 21.4 22.3 17.4 201
CH3COOCH3 127.5 122.6 135.9 135.0 137.4 201
Ethyl acetate CH3COOCH2CH3 162.9 158.1 170.3 169.8 168.1 201
CH3COOCH2CH3 7.0 6.2 19.0 20.9 18.1 201
CH3COOCH2CH3 118.5 115.7 127.2 128.2 128.3 201
CH3COOCH2CH3 169.1 167.2 176.3 178.7 174.3 201
Methylamine (CH3)NH2 152.4 147.4 160.1 159.4 158.3 190
Dimethylamine (CH3)2NH 143.6 141.2 151.5 153.3 149.9 211
Hydrogen cyanide HCN 76.6 74.6 86.5 87.9 82.1 190
Acetonitrile CH3CN 184.1 180.8 190.8 192.0 187.7 190
CH3CN 66.9 65.3 77.1 78.8 73.8 190
Nitromethane CH3NO2 120.2 110.7 128.9 123.3 125.5 212
Benzene C6H6 50.3 46.9 61.0 60.8 57.2 190
Benzonium ion C6H7
+ (C1) 132.0 125.3 140.3 137.6 135.9 213
C6H7
+ (C2) -9.6 -12.2 2.8 2.9 1.5 213
C6H7
+ (C3) 43.1 38.8 53.9 52.9 51.2 213
C6H7




Fluorobenzene C6H5F (C1) 10.4 8.2 22.3 22.8 24.9 214
C6H5F (ortho-C) 63.5 58.8 73.8 72.4 72.6 214
C6H5F (meta-C) 48.6 44.5 59.3 58.4 57.9 214
C6H5F (para-C) 55.7 52.5 66.2 66.3 63.9 214
1,3,5-triﬂuorobenzene C6H3F3 (CH) 80.2 82.0 90.0 95.2 88.2 215
C6H3F3 (CF) 9.7 11.9 21.5 26.4 24.2 215
Pentaﬂuorobenzene C6HF5 (C1) 79.5 77.1 89.3 90.4 88.1 216
C6HF5 (C2) 27.7 24.6 39.0 38.9 41.6 216
C6HF5 (C3) 36.7 35.0 47.8 49.2 50.4 216
C6HF5 (C4) 32.1 28.4 43.3 42.6 46.2 216
α,α,α-triﬂuorotoluenea (F3C)C6H5 (C1) 38.3 26.7 - - 57.3 217
(F3C)C6H5 (C2) 59.1 50.0 - - 62.9 217
(F3C)C6H5 (C3) 50.1 46.6 - - 59.3 217
(F3C)C6H5 (C4) 51.2 48.0 - - 56.3 217
(F3C)C6H5 (CF) 45.4 44.6 - - 63.7 217
Phenonium ion C8H9
+ (C1) 115.0 110.9 123.8 123.5 119.3 218
C8H9
+ (C2) 4.4 1.4 16.4 16.2 16.3 218
C8H9
+ (C3) 44.4 40.8 55.2 54.8 54.7 218
C8H9
+ (C4) 19.5 14.8 31.1 29.3 32.7 218
C8H9
+ (C5) 124.1 117.5 132.6 130.0 127.4 218
Pyridine C5H5N (C2) 27.0 23.5 38.4 37.9 42.0 194
C5H5N (C3) 56.5 52.0 67.0 65.8 70.1 194
C5H5N (C4) 44.3 40.3 55.1 54.3 58.7 194
Furan C4H4O (C2) 36.0 31.5 47.0 45.7 50.2 194
C4H4O (C3) 70.0 65.9 80.1 79.4 84.4 194
Sevoﬂurane (CF3)2CHOCH2F 50.0 49.5 60.7 63.4 65.4 180
(CF3)2CHOCH2F 104.8 105.6 113.9 118.4 112.1 180
(CF3)2CHOCH2F 75.1 68.3 85.1 81.8 83.4 180
Tetramethylsilane Si(CH3)4 183.8 182.2 190.6 193.4 188.1 190
Tetramethylgermane Ge(CH3)4 183.9 179.9 190.7 191.1 188.7 219
Methylidynephosphine HCP 19.4 15.7 30.9 30.2 34.1 220
Carbon monoxide CO -8.4 -10.6 -8.4 -10.6 1.0 190
Carbon dioxide CO2 55.9 54.2 66.4 67.9 58.8 190
Carbon oxide sulﬁde OCS 23.3 21.3 34.7 35.7 30.0 190
aOutliers
197
Appendix B. Key Results
Table B.4: Calculated and experimental 1H isotropic nuclear shielding constants (ppm).
Shielding constants and vibrational corrections evaluated at the B3LYP/aug-cc-
pVTZ level of theory. Experimental values quoted assume the absolute nuclear
shielding constant of 1H in the H2O molecule to be 30.102 ppm.
Molecule Nucleus σeq 〈σ〉 σ′eq 〈σ′〉 σexp Exp. Ref.
Methanethiol CH3SH 29.6 29.0 28.2 29.0 28.8 221
CH3SH 30.3 29.8 28.8 29.8 29.9 221
Methane CH4 31.5 30.9 30.0 30.9 30.6 222
Fluoromethane CH3F 27.3 26.6 26.0 26.6 26.6 223
Bromomethane CH3Br 28.9 28.3 27.6 28.3 28.3 224
Chloromethane CH3Cl 28.6 28.0 27.2 28.0 27.9 221
Diﬂuoromethanea CH2F2 25.8 25.2 - - 26.0 191
Dichloromethane CH2Cl2 26.1 25.4 24.8 25.4 25.7 221
Fluoroform CHF3 25.0 24.4 23.8 24.4 24.6 225
Chloroform CHCl3 23.9 23.2 22.7 23.2 23.7 221
Ethane C2H6 30.8 30.1 29.3 30.1 29.9 226
Halotane CF3CHClBr 25.6 25.0 24.4 25.0 25.2 221
Propane (CH3)2CH2 30.8 30.0 29.3 30.0 29.8 221
(CH3)2CH2 30.3 29.5 28.9 29.5 29.4 221
nButane (CH3)2(CH2)2 30.8 30.0 29.3 30.0 29.8 221
(CH3)2(CH2)2 30.4 29.6 29.0 29.6 29.4 221
iButane (CH3)3CH 30.8 30.1 29.3 30.1 29.8 221
(CH3)3CH 30.0 29.2 28.6 29.2 29.0 221
Neopentane (CH3)4C 30.8 30.1 29.3 30.1 29.8 221
Cyclopropene (CH)2CH2 24.3 23.8 23.2 23.8 24.0 227, 66
(CH)2CH2 30.7 30.0 29.2 30.0 30.1 227, 66
Cyclopropane C3H6 31.6 30.8 30.1 30.8 30.6 228
Allene (H2C)2C 26.9 26.5 25.6 26.5 26.3 221
Cyclopentane (CH2)5 30.1 29.3 28.7 29.3 29.2 221
Cyclohexane (CH2)6 30.3 29.5 28.8 29.5 29.2 221
Cycloheptane (CH2)7 30.1 29.3 28.7 29.3 29.1 221
Ethylene C2H4 26.0 25.5 24.7 25.5 25.5 226
Propylene CH3CHCH2 29.9 29.2 28.5 29.2 29.1 229
CH3CHCH2 25.5 24.9 24.2 24.9 25.0 229
CH3CHCHcisH 26.5 26.0 25.3 26.0 25.8 229
CH3CHCHHtrans 26.4 25.9 25.2 25.9 25.9 229
1,2-dichloroethane C2H4Cl2 28.0 27.3 26.7 27.3 27.2 221
Acetylene C2H2 30.5 29.9 29.1 29.9 29.3 230
Fluoroethynea FCCH 30.9 30.3 - - 31.9 231




CH3CCH 30.5 29.8 29.0 29.8 29.4 221
Methanol CH3OH 28.1 27.4 26.7 27.4 27.4 232
CH3OH 32.0 31.3 30.5 31.3 30.7 232
Ethanol CH3CH2OH 30.5 29.8 29.1 29.8 29.4 221
CH3CH2OH 27.8 27.1 26.5 27.1 27.1 221
CH3CH2OH 31.3 30.6 29.8 30.6 30.3 221
2,2,2-triﬂuoroethanola CF3CH2OH 27.6 26.9 - - 27.0 221
CF3CH2OH 31.2 30.3 - - 29.5 221
Methoxymethane (CH3)2O 28.4 27.7 27.0 27.7 27.5 202
Dimethoxymethane CH2(OCH3)2 27.2 26.6 25.9 26.6 26.3 221
CH2(OCH3)2 28.3 27.6 26.9 27.6 27.5 221
1,4-dioxane (CH2)4O2 28.1 27.4 26.7 27.4 27.2 221
Diethylether (CH3CH2)2O 30.5 29.8 29.0 29.8 29.6 221
(CH3CH2)2O 28.3 27.5 26.9 27.5 27.4 221
Dipropylether (CH3CH2CH2)2O 30.8 30.2 29.3 30.2 29.8 221
(CH3CH2CH2)2O 30.0 29.3 28.6 29.3 29.2 221
(CH3CH2CH2)2O 28.4 27.6 27.0 27.6 27.4 221
Oxiranea H4C2O 29.2 28.5 - - 31.0 233
2-methyloxirane CH3CHOCH2 30.5 29.8 29.0 29.8 29.2 221
CH3CHOCH2 28.9 28.2 27.5 28.2 28.3 221
CH3CHOCHcisH 29.2 28.5 27.8 28.5 28.1 221
CH3CHOCHHtrans 29.5 28.8 28.1 28.8 28.6 221
Formaldehydea CH2O 21.4 20.9 - - 18.3 234
Acetaldehyde CH3CHO 29.6 28.9 28.2 28.9 28.9 221
CH3CHO 21.4 20.9 20.4 20.9 21.1 221
Acetone (CH3)2CO 29.6 29.0 28.2 29.0 28.9 221
1,1,1-triﬂuoroacetone CH3COCF3 29.3 28.7 27.9 28.7 28.6 221
2-butanone CH3COCH2CH3 29.6 28.9 28.2 28.9 28.8 221
CH3COCH2CH3 29.2 28.4 27.8 28.4 27.8 221
CH3COCH2CH3 30.8 30.1 29.3 30.1 29.7 221
Ethenonea H2CCO 29.5 29.1 - - 31.3 235
Triﬂuoroacetic acida CF3COOH 25.2 24.8 - - 19.3 221
Methylformate HCOOCH3 23.2 22.9 22.1 22.9 22.9 221
HCOOCH3 27.9 27.2 26.6 27.2 27.1 221
Methyl acetate CH3COOCH3 29.7 29.0 28.3 29.0 28.9 221
CH3COOCH3 27.9 27.3 26.6 27.3 27.2 221
Ethyl acetate CH3COOCH2CH3 29.7 29.1 28.3 29.1 28.9 221
CH3COOCH2CH3 27.7 27.0 26.3 27.0 26.7 221
CH3COOCH2CH3 30.5 29.8 29.0 29.8 29.6 221
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Table B.4. (Continued.)
Ammonia NH3 31.7 31.1 30.2 31.1 30.7 221
Methylamine (CH3)NH2 29.1 28.4 27.7 28.4 28.3 185
(CH3)NH2 31.5 30.7 30.0 30.7 30.4 185
Dimethylamine (CH3)2NH 29.2 28.5 27.8 28.5 28.4 221
(CH3)2NH 31.8 30.9 30.3 30.9 30.6 221
Hydrogen cyanide HCN 29.2 28.5 27.8 28.5 27.8 226
Acetonitrile CH3CN 29.9 29.3 28.5 29.3 29.2 236
Nitromethane CH3NO2 27.5 26.8 26.2 26.8 26.8 221
Benzene C6H6 24.1 23.6 22.9 23.6 23.5 221
Benzonium ion C6H7
+ (H1) 26.6 25.9 25.3 25.9 25.2 213
C6H7
+ (H2) 22.0 21.6 21.0 21.6 21.1 213
C6H7
+ (H3) 23.1 22.6 22.0 22.6 22.2 213
C6H7
+ (H4) 22.1 21.7 21.1 21.7 21.5 213
Fluorobenzene C6H5F (ortho-H) 24.4 24.0 23.2 24.0 23.8 221
C6H5F (meta-H) 24.1 23.7 23.0 23.7 23.6 221
C6H5F (para-H) 24.4 23.7 23.2 23.7 23.8 221
1,3,5-triﬂuorobenzene C6H3F3 24.9 24.7 23.7 24.7 24.3 221
Pentaﬂuorobenzene C6HF5 24.8 24.2 23.6 24.2 24.1 221
α,α,α-triﬂuorotoluenea (F3C)C6H5 (ortho-H) 24.1 24.0 - - 23.1 221
(F3C)C6H5 (meta-H) 24.0 23.3 - - 23.4 221
(F3C)C6H5 (para-H) 24.1 23.7 - - 23.4 221
Pyridine C5H5N (H2) 22.7 22.3 21.6 22.3 22.2 221
C5H5N (H3) 24.3 23.9 23.1 23.9 23.7 221
C5H5N (H4) 23.9 23.5 22.8 23.5 23.3 221
Furan C4H4O (H2) 25.1 24.7 23.9 24.7 24.5 221
C4H4O (H3) 24.0 23.6 22.9 23.6 23.5 221
Desﬂurane CF3CHFOCHF2 25.5 24.9 24.3 24.9 25.0 221
CF3CHFOCHF2 25.1 24.5 23.9 24.5 24.6 221
Sevoﬂurane (CF3)2CHOCH2F 27.3 26.7 26.0 26.7 26.5 180
(CF3)2CHOCH2F 26.1 25.4 24.8 25.4 25.5 180
Silane SiH4 28.1 27.7 26.7 27.7 27.7 237
Germane GeH4 27.9 27.5 26.6 27.5 27.8 237
Tetramethylsilane Si(CH3)4 31.7 31.1 30.2 31.1 30.8 221
Tetramethylgermane Ge(CH3)4 31.6 31.0 30.1 31.0 30.7 221
Tetraethylsilane Si(CH3CH2)4 30.8 30.0 29.3 30.0 29.8 221
Si(CH3CH2)4 31.2 30.4 29.7 30.4 30.2 221
Lithium hydride LiH 26.4 26.3 25.2 26.3 25.7 238, 239
Hydrogen ﬂuoride HF 29.3 29.0 27.9 29.0 28.5 240




Hydrogen bromidea HBr 31.4 31.2 - - 35.0 221
Dihydrogen H2 26.7 26.4 25.4 26.4 26.3 221
Water H2O 31.1 30.6 29.6 30.6 30.1 241
Hydrogen sulﬁde H2S 30.9 30.5 29.4 30.5 30.6 221
Hypoﬂuorous acid HOF 19.7 19.0 18.7 19.0 18.5 242
Phosphine PH3 29.7 29.3 28.3 29.3 29.2 243
aOutliers
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B.1.2 KT2/aug-cc-pVTZ
Table B.5: Calculated and experimental 18O isotropic nuclear shielding constants (ppm).
Shielding constants and vibrational corrections evaluated at the KT2/aug-cc-
pVTZ level of theory. Experimental values quoted assume the absolute nuclear
shielding constant of 18O in the H2O molecule to be 323.6 ppm.
Molecule Nucleus σeq 〈σ〉 σ′eq 〈σ′〉 σexp Exp. Ref.
Methanol CH3OH 324.8 310.6 324.8 310.6 330.1 177
Methoxymethane (CH3)2O 321.0 306.5 321.0 306.5 337.1 177
Dimethoxymethane CH2(OCH3)2 278.8 264.0 278.8 264.0 282.3 177
Diethylether (CH3CH2)2O 256.4 239.0 256.4 239.0 273.7 177
Oxirane H4C2O 339.9 324.6 339.9 324.6 336.5 178
2-methyloxirane CH3CHOCH2 301.3 283.5 301.3 283.5 307.9 177
Formaldehyde CH2O -359.6 -374.5 -359.6 -374.5 -427.0 179
Acetaldehyde CH3CHO -294.4 -304.8 -294.4 -304.8 -340.0 177
Acetone (CH3)2CO -282.1 -288.1 -282.1 -288.1 -309.1 177
1,1,1-triﬂuoroacetone CH3COCF3 -268.4 -277.5 -268.4 -277.5 -306.8 177
Methylformate HCOOCH3 -77.5 -92.4 -77.5 -92.4 -87.8 177
HCOOCH3 127.0 116.3 127.0 116.3 153.4 177
Methyl acetate CH3COOCH3 -85.7 -96.3 -85.7 -96.3 -81.7 177
CH3COOCH3 131.3 121.4 131.3 121.4 156.0 177
Furan C4H4O 36.1 24.2 36.1 24.2 50.3 177
Water H2O 330.5 317.9 330.5 317.9 323.6 181
Carbon monoxide CO -49.1 -53.9 -49.1 -53.9 -62.7 181
Carbon dioxide CO2 221.8 214.8 221.8 214.8 222.5 177
Carbon oxide sulﬁde OCS 89.9 83.1 89.9 83.1 87.3 177
Dinitrogen oxide NNO 177.7 164.5 177.7 164.5 180.1 181
Hypoﬂuorous anhydride OF2 -513.8 -544.7 -513.8 -544.7 -495.3 181
Sulfur dioxide SO2 -306.0 -319.5 -306.0 -319.5 -231.0 182
Ozone OOO -1210.8 -1261.6 -1210.8 -1261.6 -1309.0 183
OOO -780.0 -798.2 -780.0 -798.2 -743.0 183
Table B.6: Calculated and experimental 15N isotropic nuclear shielding constants (ppm).
Shielding constants and vibrational corrections evaluated at the KT2/aug-cc-
pVTZ level of theory. Experimental values quoted assume the absolute nuclear
shielding constant of 15N in the NH3 molecule to be 264.5 ppm.
Molecule Nucleus σeq 〈σ〉 σ′eq 〈σ′〉 σexp Exp. Ref.
Ammonia NH3 268.1 260.6 259.9 260.6 264.5 184
Methylamine (CH3)NH2 246.1 236.3 237.9 236.3 249.6 185




Hydrogen cyanide HCN -7.3 -16.0 -15.5 -16.0 -20.4 184
Acetonitrile CH3CN 0.4 -4.6 -7.8 -4.6 -9.1 184
Nitromethane CH3NO2 -110.5 -115.9 -118.7 -115.9 -135.8 184
Pyridine C5H5N -58.5 -66.0 -66.7 -66.0 -69.7 187
Nitrogen phosphide PN -342.3 -346.3 -350.5 -346.3 -349.0 188
Dinitrogen N2 -47.8 -51.3 -56.0 -51.3 -61.6 184
Dinitrogen oxide NNO 106.0 98.8 97.8 98.8 99.5 184
NNO 18.9 15.8 10.7 15.8 11.3 184
Table B.7: Calculated and experimental 13C isotropic nuclear shielding constants (ppm).
Shielding constants and vibrational corrections evaluated at the KT2/aug-cc-
pVTZ level of theory. Experimental values quoted assume the absolute nuclear
shielding constant of 13C in the CO molecule to be 1.0 ppm.
Molecule Nucleus σeq 〈σ〉 σ′eq 〈σ′〉 σexp Exp. Ref.
Methanethiol CH3SH 180.9 177.4 180.4 181.7 181.6 189
Methane CH4 200.0 196.6 200.3 202.0 195.1 190
Fluoromethane CH3F 119.7 115.3 116.4 115.8 116.8 190
Bromomethane CH3Br 171.9 168.7 170.9 172.4 182.5 115
Chloromethane CH3Cl 162.1 158.5 160.7 161.6 163.9 115
Diﬂuoromethane CH2F2 77.5 73.6 72.4 71.7 78.1 191
Dichloromethane CH2Cl2 122.4 119.0 119.3 119.7 131.2 192
Fluoroform CHF3 66.3 63.7 60.7 61.3 70.3 193
Chloroforma CHCl3 86.2 83.2 - - 105.2 192
Perﬂuoromethane CF4 59.8 58.3 53.9 55.5 64.5 190
Ethane C2H6 183.8 179.1 183.3 183.4 180.9 190
Propane (CH3)2CH2 174.0 168.9 173.2 172.6 177.9 194
(CH3)2CH2 171.1 165.5 170.1 169.1 176.2 194
nButane (CH3)2(CH2)2 175.7 171.0 174.9 174.8 180.6 194
(CH3)2(CH2)2 161.2 155.3 159.7 158.2 167.1 194
iButane (CH3)3CH 166.0 160.8 164.8 164.0 169.5 194
(CH3)3CH 163.4 157.8 162.1 160.8 168.7 194
Neopentane (CH3)4C 159.9 154.6 158.4 157.5 162.5 194
(CH3)4C 160.7 155.4 159.2 158.4 165.2 194
Cyclopropene (CH)2CH2 84.4 78.8 79.6 77.3 84.0 195, 66
(CH)2CH2 187.3 182.1 187.0 186.6 190.4 195, 66
Cyclopropane C3H6 194.6 189.5 194.7 194.4 192.1 196
Allene (H2C)2C 123.6 121.4 120.5 122.3 115.2 190
(H2C)2C -16.5 -18.4 -25.7 -25.7 -29.3 190
Cyclopentane (CH2)5 163.1 157.5 161.7 160.5 159.4 197
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Cyclohexane (CH2)6 160.3 154.1 158.8 157.0 158.1 197
Bicyclo[1.1.0]butane (CH2)2(CH)2 159.7 154.3 158.2 157.2 156.1 196
(CH2)2(CH)2 196.6 191.2 196.7 196.2 193.8 196
Ethylene C2H4 72.7 68.1 67.4 65.9 64.5 190
Propylene CH3CHCH2 169.6 165.2 168.6 168.7 169.4 198
CH3CHCH2 58.9 54.7 53.0 51.7 51.9 198
CH3CHCH2 81.0 77.2 76.1 75.5 72.2 198
1,2-dichloroethane C2H4Cl2 143.6 139.5 141.3 141.5 143.7 199
Acetylene C2H2 126.5 122.9 123.5 124.0 117.2 190
Fluoroethyne FCCH 100.1 96.3 96.0 95.8 104.3 200
FCCH 185.3 182.0 184.9 186.5 178.8 200
Propyne CH3CCH 116.4 112.0 113.0 112.4 108.9 201
CH3CCH 129.0 125.5 126.2 126.6 121.2 201
Methanol CH3OH 138.8 134.0 136.3 135.7 136.6 190
Ethanol CH3CH2OH 174.8 169.7 173.9 173.5 175.6 194
CH3CH2OH 129.0 123.9 126.1 124.9 134.7 194
Methoxymethane (CH3)2O 129.2 124.4 126.3 125.5 126.7 202
Dimethoxymethane CH2(OCH3)2 85.4 80.8 80.6 79.3 90.6 203
CH2(OCH3)2 137.0 132.5 134.5 134.1 133.1 203
1,4-dioxane (CH2)4O2 120.1 115.1 116.8 115.6 120.5 201
Diethylether (CH3CH2)2O 175.8 171.2 175.0 175.1 173.5 201
(CH3CH2)2O 120.2 115.3 116.9 115.9 122.9 201
Oxirane H4C2O 150.2 145.6 148.3 147.9 146.2 204
2-methyloxirane CH3CHOCH2 172.4 167.8 171.4 171.4 170.0 205
CH3CHOCH2 141.0 136.6 138.7 138.5 140.1 205
CH3CHOCH2 142.3 137.5 140.0 139.4 140.3 205
Formaldehyde CH2O 4.9 1.1 -3.4 -5.0 -0.5 179, 206
Acetaldehyde CH3CHO 160.1 156.0 158.6 159.0 157.2 190
CH3CHO 1.4 -0.8 -7.0 -7.1 -6.7 190
Acetone (CH3)2CO 162.9 158.8 161.5 161.9 158.0 190
(CH3)2CO -5.7 -5.6 -14.5 -12.1 -13.1 190
1,1,1-triﬂuoroacetone CH3COCF3 168.2 164.4 167.0 167.8 165.0 207
CH3COCF3 5.9 4.1 -2.4 -1.9 0.7 207
CH3COCF3 67.0 65.1 61.4 62.7 72.5 207
2-butanone CH3COCH2CH3 163.4 160.2 162.1 163.4 159.3 198
CH3COCH2CH3 -9.0 -10.0 -17.9 -16.9 -18.2 198
CH3COCH2CH3 154.5 149.3 152.7 151.8 151.7 198
CH3COCH2CH3 184.1 179.9 183.7 184.3 180.7 198




H2CCO 6.7 5.7 -1.5 -0.2 -5.9 208
Triﬂuoroacetic acid CF3COOH 67.8 65.9 62.2 63.6 73.7 209
CF3COOH 36.7 35.1 29.8 30.9 25.4 209
Methylformate HCOOCH3 34.5 32.2 27.6 27.8 27.2 210
HCOOCH3 137.7 133.8 135.3 135.5 139.0 210
Methyl acetate CH3COOCH3 174.3 171.0 173.5 174.9 168.5 201
CH3COOCH3 26.8 25.1 19.5 20.3 17.4 201
CH3COOCH3 135.5 131.1 132.9 132.6 137.4 201
Ethyl acetate CH3COOCH2CH3 172.8 169.3 171.9 173.1 168.1 201
CH3COOCH2CH3 25.1 23.7 17.7 18.8 18.1 201
CH3COOCH2CH3 127.8 123.3 124.9 124.4 128.3 201
CH3COOCH2CH3 177.9 173.4 177.2 177.4 174.3 201
Methylamine (CH3)NH2 160.4 155.5 158.9 158.4 158.3 190
Dimethylamine (CH3)2NH 150.3 145.4 148.4 147.7 149.9 211
Hydrogen cyanide HCN 92.7 91.1 88.3 90.2 82.1 190
Acetonitrile CH3CN 191.1 188.0 191.0 192.9 187.7 190
CH3CN 82.8 81.3 77.9 79.9 73.8 190
Nitromethane CH3NO2 131.7 127.3 128.9 128.6 125.5 212
Benzene C6H6 69.4 65.6 64.0 63.2 57.2 190
Benzonium ion C6H7
+ (C1) 142.4 136.8 140.1 138.6 135.9 213
C6H7
+ (C2) 16.7 14.5 8.9 9.2 1.5 213
C6H7
+ (C3) 60.3 56.4 54.4 53.5 51.2 213
C6H7
+ (C4) 27.8 25.8 20.5 21.0 10.0 213
Fluorobenzene C6H5F (C1) 29.1 24.1 21.9 19.2 24.9 214
C6H5F (ortho-C) 81.9 77.1 77.0 75.5 72.6 214
C6H5F (meta-C) 68.0 64.2 62.5 61.8 57.9 214
C6H5F (para-C) 74.8 69.7 69.5 67.6 63.9 214
1,3,5-triﬂuorobenzene C6H3F3 (CH) 97.9 94.9 93.7 94.2 88.2 215
C6H3F3 (CF) 28.9 27.0 21.7 22.4 24.2 215
Pentaﬂuorobenzene C6HF5 (C1) 97.7 94.9 93.5 94.3 88.1 216
C6HF5 (C2) 45.9 43.5 39.4 39.9 41.6 216
C6HF5 (C3) 53.9 52.2 47.8 49.1 50.4 216
C6HF5 (C4) 49.2 46.5 42.9 43.0 46.2 216
Pyridine C5H5N (C2) 46.6 43.3 40.2 39.6 42.0 194
C5H5N (C3) 74.7 70.7 69.4 68.6 70.1 194
C5H5N (C4) 64.6 60.9 58.9 58.2 58.7 194
Furan C4H4O (C2) 53.7 49.7 47.5 46.4 50.2 194
C4H4O (C3) 88.0 84.2 83.3 82.9 84.4 194
Tetramethylsilane Si(CH3)4 192.9 188.3 192.8 193.1 188.1 190
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Table B.7. (Continued.)
Tetramethylgermane Ge(CH3)4 193.2 188.4 193.2 193.3 188.7 219
Methylidynephosphine HCP 39.7 36.6 33.0 32.6 34.1 220
Carbon monoxide CO 16.2 14.3 8.4 8.9 1.0 190
Carbon dioxide CO2 69.7 68.2 64.3 66.0 58.8 190
Carbon oxide sulﬁde OCS 44.7 43.1 38.2 39.4 30.0 190
aOutlier
Table B.8: Calculated and experimental 1H isotropic nuclear shielding constants (ppm).
Shielding constants and vibrational corrections evaluated at the KT2/aug-cc-
pVTZ level of theory. Experimental values quoted assume the absolute nuclear
shielding constant of 1H in the H2O molecule to be 30.102 ppm.
Molecule Nucleus σeq 〈σ〉 σ′eq 〈σ′〉 σexp Exp. Ref.
Methanethiol CH3SH 29.6 28.9 28.8 28.7 28.8 221
CH3SH 30.3 29.8 29.4 29.6 29.9 221
Methane CH4 31.7 31.1 30.7 30.8 30.6 222
Fluoromethane CH3F 27.3 26.6 26.5 26.5 26.6 223
Bromomethane CH3Br 28.9 28.3 28.1 28.1 28.3 224
Chloromethane CH3Cl 28.6 27.9 27.8 27.8 27.9 221
Diﬂuoromethanea CH2F2 25.6 24.9 - - 26.0 191
Dichloromethane CH2Cl2 25.8 25.1 25.2 25.1 25.7 221
Fluoroform CHF3 24.7 24.1 24.1 24.1 24.6 225
Chloroforma CHCl3 23.4 22.7 - - 23.7 221
Ethane C2H6 30.9 30.1 29.9 29.9 29.9 226
Halotane CF3CHClBr 25.2 24.6 24.6 24.6 25.2 221
Propane (CH3)2CH2 30.8 30.0 29.9 29.8 29.8 221
(CH3)2CH2 30.3 29.5 29.4 29.3 29.4 221
nButane (CH3)2(CH2)2 30.8 30.0 29.8 29.8 29.8 221
(CH3)2(CH2)2 30.4 29.6 29.5 29.4 29.4 221
iButane (CH3)3CH 30.8 30.0 29.9 29.8 29.8 221
(CH3)3CH 30.0 29.0 29.1 28.8 29.0 221
Neopentane (CH3)4C 30.8 30.0 29.8 29.8 29.8 221
Cyclopropene (CH)2CH2 24.4 23.8 23.9 23.8 24.0 227, 66
(CH)2CH2 30.8 30.0 29.8 29.8 30.1 227, 66
Cyclopropane C3H6 31.7 30.9 30.7 30.6 30.6 228
Allene (H2C)2C 26.9 26.5 26.2 26.4 26.3 221
Cyclopentane (CH2)5 30.1 29.4 29.2 29.2 29.2 221
Cyclohexane (CH2)6 30.1 29.3 29.2 29.1 29.2 221
Ethylene C2H4 26.1 25.5 25.4 25.4 25.5 226




CH3CHCH2 25.4 24.9 24.8 24.8 25.0 229
CH3CHCHcisH 26.6 26.1 25.9 26.0 25.8 229
CH3CHCHHtrans 26.4 25.9 25.8 25.8 25.9 229
1,2-dichloroethane C2H4Cl2 28.0 27.3 27.2 27.2 27.2 221
Acetylene C2H2 30.5 29.8 29.5 29.6 29.3 230
Fluoroethynea FCCH 31.0 30.4 - - 31.9 231
Propyne CH3CCH 29.8 29.1 28.9 28.9 29.1 221
CH3CCH 30.4 29.7 29.5 29.5 29.4 221
Methanol CH3OH 28.0 27.3 27.3 27.2 27.4 232
CH3OH 32.3 31.5 31.3 31.3 30.7 232
Ethanol CH3CH2OH 30.6 29.8 29.7 29.6 29.4 221
CH3CH2OH 27.6 26.9 26.9 26.8 27.1 221
CH3CH2OH 31.4 30.6 30.4 30.4 30.3 221
2,2,2-triﬂuoroethanola CF3CH2OH 27.4 26.8 - - 27.0 221
CF3CH2OH 31.4 30.5 - - 29.5 221
Methoxymethane (CH3)2O 28.3 27.6 27.5 27.4 27.5 202
Dimethoxymethane CH2(OCH3)2 27.0 26.3 26.3 26.2 26.3 221
CH2(OCH3)2 28.2 27.5 27.4 27.4 27.5 221
1,4-dioxane (CH2)4O2 27.9 27.2 27.2 27.0 27.2 221
Diethylether (CH3CH2)2O 30.5 29.8 29.6 29.6 29.6 221
(CH3CH2)2O 28.1 27.3 27.3 27.2 27.4 221
Oxiranea H4C2O 29.3 28.6 - - 31.0 233
2-methyloxirane CH3CHOCH2 30.5 29.8 29.6 29.6 29.2 221
CH3CHOCH2 28.9 28.1 28.1 28.0 28.3 221
CH3CHOCHcisH 29.1 28.4 28.3 28.3 28.1 221
CH3CHOCHHtrans 29.6 28.9 28.7 28.7 28.6 221
Formaldehydea CH2O 21.3 20.8 - - 18.3 234
Acetaldehyde CH3CHO 29.6 28.9 28.7 28.8 28.9 221
CH3CHO 21.2 20.8 20.9 20.9 21.1 221
Acetone (CH3)2CO 29.6 29.0 28.7 28.8 28.9 221
1,1,1-triﬂuoroacetone CH3COCF3 29.2 28.6 28.4 28.4 28.6 221
2-butanone CH3COCH2CH3 29.6 28.9 28.7 28.8 28.8 221
CH3COCH2CH3 29.1 28.3 28.3 28.2 27.8 221
CH3COCH2CH3 30.8 30.0 29.9 29.8 29.7 221
Ethenonea H2CCO 29.5 29.1 - - 31.3 235
Triﬂuoroacetic acida CF3COOH 25.4 24.9 - - 19.3 221
Methylformate HCOOCH3 23.2 22.6 22.7 22.7 22.9 221
HCOOCH3 27.8 27.2 27.1 27.1 27.1 221
Methyl acetate CH3COOCH3 29.6 28.9 28.7 28.7 28.9 221
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Table B.8. (Continued.)
CH3COOCH3 27.9 27.2 27.1 27.1 27.2 221
Ethyl acetate CH3COOCH2CH3 29.7 29.1 28.9 28.9 28.9 221
CH3COOCH2CH3 27.5 26.8 26.8 26.7 26.7 221
CH3COOCH2CH3 30.5 29.8 29.6 29.6 29.6 221
Ammonia NH3 32.1 31.5 31.1 31.2 30.7 221
Methylamine (CH3)NH2 29.1 28.3 28.3 28.2 28.3 185
(CH3)NH2 31.6 30.8 30.7 30.5 30.4 185
Dimethylamine (CH3)2NH 29.2 28.4 28.3 28.2 28.4 221
(CH3)2NH 31.8 30.9 30.8 30.6 30.6 221
Hydrogen cyanide HCN 28.9 28.2 28.1 28.1 27.8 226
Acetonitrile CH3CN 29.9 29.2 29.0 29.0 29.2 236
Nitromethane CH3NO2 27.4 26.8 26.7 26.7 26.8 221
Benzene C6H6 24.1 23.8 23.6 23.8 23.5 221
Benzonium ion C6H7
+ (H1) 26.4 25.7 25.7 25.7 25.2 213
C6H7
+ (H2) 22.2 21.8 21.8 21.9 21.1 213
C6H7
+ (H3) 23.1 22.6 22.7 22.7 22.2 213
C6H7
+ (H4) 22.3 22.0 21.9 22.0 21.5 213
Fluorobenzene C6H5F (ortho-H) 24.5 23.7 23.9 23.7 23.8 221
C6H5F (meta-H) 24.1 23.8 23.6 23.8 23.6 221
C6H5F (para-H) 24.5 23.4 23.9 23.4 23.8 221
1,3,5-triﬂuorobenzene C6H3F3 25.0 24.6 24.4 24.6 24.3 221
Pentaﬂuorobenzene C6HF5 24.8 24.4 24.3 24.4 24.1 221
Pyridine C5H5N (H2) 22.9 22.4 22.4 22.5 22.2 221
C5H5N (H3) 24.4 24.0 23.9 24.0 23.7 221
C5H5N (H4) 24.0 23.6 23.5 23.6 23.3 221
Furan C4H4O (H2) 25.1 24.7 24.5 24.6 24.5 221
C4H4O (H3) 23.9 23.5 23.4 23.5 23.5 221
Desﬂurane CF3CHFOCHF2 25.1 24.5 24.5 24.5 25.0 221
CF3CHFOCHF2 24.8 24.3 24.3 24.3 24.6 221
Silane SiH4 28.1 27.7 27.3 27.5 27.7 237
Germane GeH4 28.0 27.6 27.2 27.5 27.8 237
Tetramethylsilane Si(CH3)4 31.8 31.1 30.8 30.8 30.8 221
Tetramethylgermane Ge(CH3)4 31.7 31.0 30.7 30.8 30.7 221
Lithium hydride LiH 26.3 26.2 25.7 26.2 25.7 238, 239
Hydrogen ﬂuoridea HF 30.0 29.6 - - 28.5 240
Hydrogen chloride HCl 31.5 31.2 30.5 30.9 31.1 221
Hydrogen bromidea HBr 31.6 31.4 - - 35.0 221
Dihydrogen H2 27.0 26.7 26.4 26.6 26.3 221




Hydrogen sulﬁde H2S 31.1 30.7 30.1 30.4 30.6 221
Hypoﬂuorous acida HOF 20.2 19.6 - - 18.5 242
Phosphine PH3 29.9 29.5 29.0 29.3 29.2 243
aOutliers
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B.1.3 CCSD(T)/aug-cc-pCV[TQ]Z
Table B.9: Calculated and experimental 18O isotropic nuclear shielding constants (ppm).
σeq and 〈σ〉 taken from Ref. 79 with geometry optimizations carried out at
the CCSD(T)/cc-pVTZ level of theory; shielding constants evaluated at the
CCSD(T)/aug-cc-pCV[TQ]Z/aug-cc-pVTZ level of theory; vibrational correc-
tions computed at the B3LYP/aug-cc-pCVTZ level of theory. Experimental
values quoted assume the absolute nuclear shielding constant of 18O in the H2O
molecule to be 323.6 ppm.
Molecule Nucleus σeq 〈σ〉 σ′eq 〈σ′〉 σexp Exp. Ref.
Oxirane H4C2O 363.2 344.8 363.2 344.8 336.5 178
Formaldehyde CH2O -378.6 -394.9 -378.6 -394.9 -427.0 179
Water H2O 338.0 323.8 338.0 323.8 323.6 181
Carbon monoxide CO -55.1 -60.8 -55.1 -60.8 -62.7 181
Carbon oxide sulﬁde OCS 96.8 88.8 96.8 88.8 87.3 177
Dinitrogen oxide NNO 199.0 186.1 199.0 186.1 180.1 181
Hypoﬂuorous anhydride OF2 -447.1 -491.4 -447.1 -491.4 -493.5 181
Sulfur dioxide SO2 -203.5 -216.4 -203.5 -216.4 -231.0 182
Ozone OOO -1221.6 -1310.8 -1221.6 -1310.8 -1309.0 183
OOO -763.7 -804.3 -763.7 -804.3 -743.0 183
Table B.10: Calculated and experimental 15N isotropic nuclear shielding constants (ppm).
σeq and 〈σ〉 taken from Ref. 79 with geometry optimizations carried out at
the CCSD(T)/cc-pVTZ level of theory; shielding constants evaluated at the
CCSD(T)/aug-cc-pCV[TQ]Z level of theory; vibrational corrections computed
at the B3LYP/aug-cc-pCVTZ level of theory. Experimental values quoted
assume the absolute nuclear shielding constant of 15N in the NH3 molecule to
be 264.5 ppm.
Molecule Nucleus σeq 〈σ〉 σ′eq 〈σ′〉 σexp Exp. Ref.
Ammonia NH3 270.7 262.0 270.7 262.0 264.5 184
Hydrogen cyanide HCN -14.1 -24.4 -14.1 -24.4 -20.4 184
Nitrogen phosphide PN -344.0 -349.3 -344.0 -349.3 -349.0 188
Dinitrogen N2 -60.4 -64.8 -60.4 -64.8 -61.6 184
Dinitrogen oxide NNO 106.5 98.0 106.5 98.0 99.5 184
NNO 12.6 8.7 12.6 8.7 11.3 184
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Table B.11: Calculated and experimental 13C isotropic nuclear shielding constants (ppm).
σeq and 〈σ〉 taken from Ref. 79 with geometry optimizations carried out at
the CCSD(T)/cc-pVTZ level of theory; shielding constants evaluated at the
CCSD(T)/aug-cc-pCV[TQ]Z level of theory; vibrational corrections computed
at the B3LYP/aug-cc-pCVTZ level of theory. Experimental values quoted
assume the absolute nuclear shielding constant of 13C in the CO molecule to
be 1.0 ppm.
Molecule Nucleus σeq 〈σ〉 σ′eq 〈σ′〉 σexp Exp. Ref.
Methane CH4 198.9 195.2 198.9 195.2 195.1 190
Fluoromethane CH3F 122.2 117.0 122.2 117.0 116.8 190
Cyclopropene (CH)2CH2 83.7 77.1 83.7 77.1 84.0 195, 66
(CH)2CH2 192.1 186.6 192.1 186.6 190.4 195, 66
Ethylene C2H4 69.7 64.4 69.7 64.4 64.5 190
Fluoroethyne FCCH 100.1 94.8 100.1 94.8 104.3 200
FCCH 179.9 174.6 179.9 174.6 178.8 200
Oxirane H4C2O 153.2 147.8 153.2 147.8 146.2 204
Formaldehyde CH2O 1.5 -2.7 1.5 -2.7 -0.5 179, 206
Ethenone H2CCO 193.3 190.4 193.3 190.4 185.6 208
H2CCO -6.3 -8.7 -6.3 -8.7 -5.9 208
Hydrogen cyanide HCN 84.6 82.1 84.6 82.1 82.1 190
Methylidynephosphine HCP 37.6 33.2 37.6 33.2 34.1 220
Carbon monoxide CO 2.2 -0.2 2.2 -0.2 1.0 190
Carbon oxide sulﬁde OCS 30.2 28.1 30.2 28.1 30.0 190
Table B.12: Calculated and experimental 1H isotropic nuclear shielding constants (ppm).
σeq and 〈σ〉 taken from Ref. 79 with geometry optimizations carried out at
the CCSD(T)/cc-pVTZ level of theory; shielding constants evaluated at the
CCSD(T)/aug-cc-pCV[TQ]Z level of theory; vibrational corrections computed
at the B3LYP/aug-cc-pCVTZ level of theory. Experimental values quoted
assume the absolute nuclear shielding constant of 1H in the H2O molecule to
be 30.102 ppm.
Molecule Nucleus σeq 〈σ〉 σ′eq 〈σ′〉 σexp Exp. Ref.
Methane CH4 31.3 30.7 31.3 30.7 30.6 222
Fluoromethane CH3F 27.4 26.7 27.4 26.7 26.6 223
Cyclopropene (CH)2CH2 24.4 23.9 24.4 23.9 24.0 227, 66
(CH)2CH2 30.6 30.0 30.6 30.0 30.1 227, 66
Ethylene C2H4 26.1 25.5 26.1 25.5 25.5 226
Fluoroethyne FCCH 30.5 29.5 30.5 29.5 31.9 231
Oxirane H4C2O 29.1 28.5 29.1 28.5 31.0 233
Formaldehyde CH2O 22.0 21.5 22.0 21.5 18.3 234
Ethenone H2CCO 29.2 28.8 29.2 28.8 31.3 235
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Table B.12. (Continued.)
Ammonia NH3 31.4 30.8 31.4 30.8 30.7 221
Hydrogen cyanide HCN 29.0 28.3 29.0 28.3 27.8 226
Lithium hydride LiH 26.6 26.5 26.6 26.5 25.7 238, 239
Hydrogen ﬂuoride HF 28.8 28.5 28.8 28.5 28.5 240
Water H2O 30.7 30.1 30.7 30.1 30.1 241
Hydrogen sulﬁde H2S 30.5 30.0 30.5 30.0 30.6 221




Table B.13: Student's t-tests on slopes and intercepts of lines of best ﬁt through σexp
vs CCSD(T)/aug-cc-pCV[TQ]Z calculated σeq and σexp vs CCSD(T)/aug-cc-
pCV[TQ]Z calculated 〈σ〉. No statistical diﬀerence from the hypothetical val-
ues of 1 and 0 for the slopes and intercepts respectively is found if the 99%
conﬁdence interval contains the hypothetical values. Vice versa.
Atom Type
Computed
Slope/Intercept Coeﬃcient Standard Error
99% Conﬁdence Interval
Quantity Lower 99 % Upper 99 %
Oxygen
σeq
Slope 1.0266 0.0248 0.9435 1.1096
Intercept -13.266 13.000 -56.885 30.353
〈σ〉
Slope 0.9849 0.0197 0.9188 1.0509
Intercept 3.946 10.920 -32.694 40.587
Nitrogen
σeq
Slope 0.9968 0.0062 0.9684 1.0253
Intercept -4.485 1.149 -9.773 0.803
〈σ〉
Slope 1.0029 0.0028 0.9899 1.0160
Intercept 2.387 0.524 -0.024 4.799
Carbon
σeq
Slope 0.9835 0.0108 0.9510 1.0159
Intercept -0.828 1.292 -4.719 3.063
〈σ〉
Slope 0.9906 0.0127 0.9523 1.0289
Intercept 2.650 1.478 -1.803 7.103
Hydrogen
σeq
Slope 1.1903 0.0910 0.9193 1.4613
Intercept -5.673 2.562 -13.299 1.953
〈σ〉
Slope 1.1906 0.0951 0.9076 1.4736
Intercept -5.010 2.622 -12.815 2.795
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B.2 Quantum Diﬀusion Monte Carlo
Table B.14: Figure 4.17: ZPE (cm-1) of H2O as a function of the number of interpolated
data points (B3LYP/aug-cc-pVTZ). The error bars indicate thrice the standard
error of the mean of ER from 70 runs of the QDMC simulation.
Nd ZPE
1 4667 ± 11
25 4647 ± 12
50 4630 ± 13
75 4632 ± 11
100 4630 ± 14
125 4611 ± 12
150 4612 ± 11
175 4614 ± 12
200 4612 ± 12
225 4611 ± 11
250 4610 ± 12
Table B.15: Figure 4.20: 〈σ〉 (ppm) of H2O as a function of the number of interpolated
data points. The error bars indicate thrice the standard error of the mean of
〈σ〉setj from the 300 averaged sets of descendants weights.
Nd
〈σ〉
O Atom H1 Atom H2 Atom
1 320.6 ± 0.7 31.11 ± 0.06 31.12 ± 0.07
25 314.7 ± 0.8 30.72 ± 0.06 30.66 ± 0.06
50 313.2 ± 0.7 30.64 ± 0.06 30.59 ± 0.06
75 313.6 ± 0.8 30.64 ± 0.07 30.61 ± 0.06
100 312.8 ± 0.8 30.60 ± 0.06 30.58 ± 0.06
125 312.4 ± 1.4 30.59 ± 0.07 30.60 ± 0.08
150 312.9 ± 0.9 30.62 ± 0.06 30.60 ± 0.06
175 312.5 ± 0.8 30.55 ± 0.06 30.57 ± 0.06
200 312.0 ± 1.0 30.58 ± 0.06 30.58 ± 0.06
225 312.2 ± 0.8 30.55 ± 0.07 30.56 ± 0.06
250 312.8 ± 0.8 30.61 ± 0.07 30.60 ± 0.06
214
B.2. Quantum Diﬀusion Monte Carlo
Table B.16: Figure 4.21: ZPE (cm-1) of H2O as a function of the number of interpolated
data points (CCSD(T)/aug-cc-pVTZ). The error bars indicate thrice the stan-
dard error of the mean of ER from 70 runs of the QDMC simulation.
Nd ZPE
1 4691 ± 12
25 4645 ± 12
50 4619 ± 12
75 4628 ± 12
100 4626 ± 10
125 4630 ± 12
150 4631 ± 14
175 4629 ± 11
200 4636 ± 11
Table B.17: Figure 4.23: ZPE (cm-1) of O3 as a function of the number of interpolated
data points. The error bars indicate thrice the standard error of the mean of
ER from 70 runs of the QDMC simulation.
Nd ZPE
1 1597 ± 7
25 1577 ± 7
50 1586 ± 6
75 1587 ± 7
100 1584 ± 7
125 1587 ± 6
150 1586 ± 7
175 1590 ± 6
200 1587 ± 7
225 1585 ± 8
250 1583 ± 7
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Table B.18: Figure 4.26: 〈σ〉 (ppm) of O3 as a function of the number of interpolated data
points. The error bars indicate thrice the standard error of the mean of 〈σ〉setj
from the 300 averaged sets of descendants weights.
Nd
〈σ〉
Ocenter Atom Oend1 Atom Oend2 Atom
1 -1068 ± 3 -1542 ± 5 -1543 ± 5
25 -1089 ± 3 -1584 ± 6 -1582 ± 5
50 -1090 ± 3 -1585 ± 5 -1583 ± 6
75 -1088 ± 3 -1585 ± 5 -1584 ± 6
100 -1089 ± 3 -1587 ± 6 -1584 ± 6
125 -1090 ± 3 -1585 ± 5 -1585 ± 5
150 -1088 ± 3 -1585 ± 5 -1585 ± 6
175 -1090 ± 3 -1588 ± 5 -1588 ± 6
200 -1090 ± 3 -1586 ± 5 -1585 ± 6
225 -1089 ± 3 -1588 ± 6 -1586 ± 6
250 -1091 ± 3 -1588 ± 6 -1588 ± 6
Table B.19: Figure 4.29: ZPE (cm-1) of HCOOH as a function of the number of interpolated
data points. The error bars indicate thrice the standard error of the mean of
ER from 70 runs of the QDMC simulation.
Nd ZPE
1 7383 ± 13
25 7362 ± 13
75 7375 ± 14
100 7393 ± 16
125 7354 ± 16
175 7363 ± 14
200 7379 ± 15
250 7382 ± 13
275 7371 ± 17
350 7371 ± 14
375 7368 ± 13
400 7360 ± 11
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Table B.20: Figure 4.32: 〈σ〉 (ppm) of HCOOH as a function of the number of interpolated
data points. The error bars indicate thrice the standard error of the mean of
〈σ〉setj from the 300 averaged sets of descendants weights.
Nd
〈σ〉
C1 Atom H2 Atom O3 Atom H4 Atom O5 Atom
1 18.6 ± 0.3 23.22 ± 0.04 107 ± 1 25.11 ± 0.07 -109.4 ± 1.3
25 18.4 ± 0.3 23.21 ± 0.04 110 ± 1 25.34 ± 0.07 -111.8 ± 1.3
75 18.1 ± 0.3 23.23 ± 0.04 108 ± 1 25.38 ± 0.07 -113.8 ± 1.4
100 17.7 ± 0.3 23.20 ± 0.04 108 ± 1 25.32 ± 0.07 -115.3 ± 1.2
125 18.0 ± 0.3 23.17 ± 0.04 109 ± 1 25.37 ± 0.07 -114.5 ± 1.3
175 17.7 ± 0.3 23.16 ± 0.04 109 ± 1 25.38 ± 0.06 -115.2 ± 1.3
200 17.5 ± 0.3 23.17 ± 0.04 107 ± 1 25.32 ± 0.07 -115.6 ± 1.4
250 17.5 ± 0.3 23.16 ± 0.04 108 ± 1 25.35 ± 0.07 -115.8 ± 1.3
275 17.8 ± 0.3 23.15 ± 0.04 108 ± 1 25.40 ± 0.07 -114.4 ± 1.4
350 17.6 ± 0.4 23.16 ± 0.04 108 ± 1 25.35 ± 0.06 -115.5 ± 1.3
375 17.5 ± 0.3 23.16 ± 0.04 108 ± 1 25.33 ± 0.07 -115.7 ± 1.2
400 17.4 ± 0.4 23.16 ± 0.05 106 ± 1 25.26 ± 0.07 -115.9 ± 1.5
Table B.21: Figure 4.33: Comparisons between ab initio and σ surface evaluated nuclear
shielding constants (ppm) of H2O. Error bars indicate thrice the standard
error of the mean of 〈σ〉setj from the 300 averaged sets of descendants weights.
Nd
〈σO〉
Ab Initio Nd = 1 σ Surface Nd = 250 σ Surface
1 320.6 ± 0.7 320.7 ± 0.7 320.7 ± 0.7
25 314.7 ± 0.8 314.8 ± 0.7 314.6 ± 0.7
50 313.2 ± 0.7 313.6 ± 0.7 313.3 ± 0.7
75 313.6 ± 0.8 313.9 ± 0.7 313.6 ± 0.7
100 312.8 ± 0.8 313.0 ± 0.8 312.7 ± 0.8
125 312.4 ± 1.4 313.2 ± 0.7 312.9 ± 0.8
150 312.9 ± 0.9 313.3 ± 0.7 313.0 ± 0.7
175 312.5 ± 0.8 312.9 ± 0.7 312.5 ± 0.8
200 312.0 ± 1.0 312.6 ± 0.7 312.3 ± 0.7
225 312.2 ± 0.8 312.6 ± 0.7 312.2 ± 0.8
250 312.8 ± 0.8 313.2 ± 0.7 312.8 ± 0.7
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Ab Initio Nd = 1 σ Surface Nd = 250 σ Surface
1 31.11 ± 0.06 31.12 ± 0.06 31.12 ± 0.06
25 30.72 ± 0.06 30.72 ± 0.06 30.72 ± 0.06
50 30.64 ± 0.06 30.65 ± 0.06 30.64 ± 0.06
75 30.64 ± 0.07 30.65 ± 0.06 30.64 ± 0.06
100 30.60 ± 0.06 30.60 ± 0.06 30.59 ± 0.06
125 30.59 ± 0.07 30.61 ± 0.06 30.60 ± 0.06
150 30.62 ± 0.06 30.62 ± 0.06 30.62 ± 0.06
175 30.55 ± 0.06 30.55 ± 0.06 30.55 ± 0.06
200 30.58 ± 0.06 30.58 ± 0.06 30.57 ± 0.06
225 30.55 ± 0.07 30.56 ± 0.07 30.55 ± 0.07
250 30.61 ± 0.07 30.61 ± 0.06 30.61 ± 0.06
Nd
〈σH2〉
Ab Initio Nd = 1 σ Surface Nd = 250 σ Surface
1 31.12 ± 0.07 31.11 ± 0.07 31.11 ± 0.07
25 30.66 ± 0.06 30.67 ± 0.06 30.66 ± 0.06
50 30.59 ± 0.06 30.60 ± 0.06 30.59 ± 0.06
75 30.61 ± 0.06 30.62 ± 0.06 30.61 ± 0.06
100 30.58 ± 0.06 30.59 ± 0.06 30.59 ± 0.06
125 30.60 ± 0.08 30.62 ± 0.06 30.61 ± 0.06
150 30.60 ± 0.06 30.60 ± 0.06 30.60 ± 0.06
175 30.57 ± 0.06 30.57 ± 0.06 30.57 ± 0.06
200 30.58 ± 0.06 30.57 ± 0.06 30.57 ± 0.06
225 30.56 ± 0.06 30.56 ± 0.06 30.55 ± 0.06
250 30.60 ± 0.06 30.61 ± 0.06 30.60 ± 0.06
Table B.22: Figure 4.34: Comparisons between ab initio and σ surface evaluated nuclear
shielding constants (ppm) of O3. Error bars indicate thrice the standard error
of the mean of 〈σ〉setj from the 300 averaged sets of descendants weights.
Nd
〈σO(center)〉
Ab Initio Nd = 1 σ Surface Nd = 250 σ Surface
1 -1068 ± 3 -1068 ± 3 -1068 ± 3
25 -1089 ± 3 -1088 ± 3 -1089 ± 3
50 -1090 ± 3 -1089 ± 3 -1090 ± 3
75 -1088 ± 3 -1087 ± 3 -1088 ± 3
100 -1089 ± 3 -1088 ± 3 -1089 ± 3
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Table B.22. (Continued.)
125 -1090 ± 3 -1089 ± 3 -1090 ± 3
150 -1088 ± 3 -1088 ± 3 -1088 ± 3
175 -1090 ± 3 -1089 ± 3 -1090 ± 3
200 -1090 ± 3 -1089 ± 3 -1090 ± 3
225 -1089 ± 3 -1088 ± 3 -1089 ± 3
250 -1091 ± 3 -1090 ± 3 -1091 ± 3
Nd
〈σO(end1)〉
Ab Initio Nd = 1 σ Surface Nd = 250 σ Surface
1 -1542 ± 5 -1541 ± 5 -1542 ± 5
25 -1584 ± 6 -1582 ± 6 -1584 ± 6
50 -1585 ± 5 -1583 ± 5 -1585 ± 5
75 -1585 ± 5 -1582 ± 5 -1585 ± 5
100 -1587 ± 6 -1584 ± 6 -1587 ± 6
125 -1585 ± 5 -1583 ± 5 -1585 ± 5
150 -1585 ± 5 -1582 ± 5 -1585 ± 5
175 -1588 ± 5 -1586 ± 5 -1588 ± 5
200 -1586 ± 5 -1583 ± 5 -1586 ± 5
225 -1588 ± 6 -1586 ± 6 -1588 ± 6
250 -1588 ± 6 -1585 ± 5 -1588 ± 5
Nd
〈σO(end2)〉
Ab Initio Nd = 1 σ Surface Nd = 250 σ Surface
1 -1543 ± 5 -1541 ± 5 -1543 ± 5
25 -1582 ± 5 -1579 ± 5 -1582 ± 5
50 -1583 ± 6 -1581 ± 5 -1583 ± 6
75 -1584 ± 6 -1582 ± 5 -1584 ± 6
100 -1584 ± 6 -1582 ± 5 -1584 ± 6
125 -1585 ± 5 -1582 ± 5 -1584 ± 5
150 -1585 ± 6 -1583 ± 5 -1585 ± 6
175 -1588 ± 6 -1585 ± 5 -1588 ± 6
200 -1585 ± 6 -1583 ± 6 -1585 ± 6
225 -1586 ± 6 -1584 ± 6 -1586 ± 6
250 -1588 ± 6 -1586 ± 5 -1588 ± 5
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Table B.23: Figure 4.35: Comparisons between ab initio and σ surface evaluated nuclear
shielding constants (ppm) of HCOOH. Error bars indicate thrice the standard
error of the mean of 〈σ〉setj from the 300 averaged sets of descendants weights.
Nd
〈σC1〉
Ab Initio Nd = 1 σ Surface
1 18.6 ± 0.3 18.7 ± 0.3
25 18.4 ± 0.3 18.1 ± 0.3
75 18.1 ± 0.3 17.9 ± 0.3
100 17.7 ± 0.3 17.9 ± 0.3
125 18.0 ± 0.3 17.9 ± 0.3
175 17.7 ± 0.3 17.8 ± 0.3
200 17.5 ± 0.3 17.4 ± 0.3
250 17.5 ± 0.3 17.3 ± 0.3
275 17.8 ± 0.3 17.5 ± 0.3
350 17.6 ± 0.4 17.5 ± 0.3
400 17.4 ± 0.4 17.6 ± 0.4
Nd
〈σH2〉
Ab Initio Nd = 1 σ Surface
1 23.22 ± 0.04 23.23 ± 0.05
25 23.21 ± 0.04 23.20 ± 0.04
75 23.23 ± 0.04 23.20 ± 0.04
100 23.20 ± 0.04 23.18 ± 0.05
125 23.17 ± 0.04 23.17 ± 0.04
175 23.16 ± 0.04 23.20 ± 0.04
200 23.17 ± 0.04 23.16 ± 0.04
250 23.16 ± 0.04 23.17 ± 0.05
275 23.15 ± 0.04 23.16 ± 0.04
350 23.16 ± 0.04 23.14 ± 0.04
400 23.16 ± 0.05 23.17 ± 0.04
Nd
〈σO3〉
Ab Initio Nd = 1 σ Surface
1 107 ± 1 107 ± 1
25 110 ± 1 108 ± 1
75 108 ± 1 109 ± 1
100 108 ± 1 109 ± 1
125 109 ± 1 109 ± 1
175 109 ± 1 109 ± 1
220
B.2. Quantum Diﬀusion Monte Carlo
Table B.23. (Continued.)
200 107 ± 1 108 ± 1
250 108 ± 1 108 ± 1
275 108 ± 1 108 ± 1
350 108 ± 1 108 ± 1
400 106 ± 1 107 ± 1
Nd
〈σH4〉
Ab Initio Nd = 1 σ Surface
1 25.11 ± 0.07 25.10 ± 0.07
25 25.34 ± 0.07 25.31 ± 0.07
75 25.38 ± 0.07 25.41 ± 0.07
100 25.32 ± 0.07 25.40 ± 0.07
125 25.37 ± 0.07 25.37 ± 0.07
175 25.38 ± 0.06 25.40 ± 0.07
200 25.32 ± 0.07 25.34 ± 0.07
250 25.35 ± 0.07 25.39 ± 0.07
275 25.40 ± 0.07 25.41 ± 0.07
350 25.35 ± 0.06 25.36 ± 0.07
400 25.26 ± 0.07 25.39 ± 0.07
Nd
〈σO5〉
Ab Initio Nd = 1 σ Surface
1 -109 ± 1 -109 ± 1
25 -112 ± 1 -113 ± 1
75 -114 ± 1 -114 ± 1
100 -115 ± 1 -114 ± 1
125 -114 ± 1 -115 ± 1
175 -115 ± 1 -115 ± 1
200 -116 ± 1 -116 ± 1
250 -116 ± 1 -116 ± 1
275 -114 ± 1 -116 ± 1
350 -116 ± 1 -116 ± 1
400 -116 ± 1 -115 ± 1
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B.3 Many-DOF-Expansion
Table B.24: Figure 5.1: Mean absolute errors of the truncated MDOFEs for all 399 distorted
geometries of the data points in the constructed B3LYP/aug-cc-pVTZ PES vs
the number of terms in the truncated MDOFEs. Mean absolute errors in unit
of milli-Hartrees while error bars indicate thrice the standard error of the mean.
Number of Terms in Mean Absolute Error of Three-Body










Table B.25: Figure 5.2: RMS errors (m-Eh) of the various MDOFEs truncated after the
three-body term vs the energy diﬀerences (m-Eh) between the distorted and
reference (equilibrium) geometries
Diﬀerence from RMS Error of Three-Body
Equilibrium Energy Truncated MDOFE
0 ≤ x < 10 0.00
10 ≤ x < 20 0.04
20 ≤ x < 30 0.08
30 ≤ x < 40 0.46
40 ≤ x < 50 0.58
50 ≤ x < 60 1.01
60 ≤ x < 70 0.84
70 ≤ x < 80 0.53
80 ≤ x < 90 0.92
90 ≤ x < 100 1.89
100 ≤ x < 120 2.80
120 ≤ x < 150 0.90
150 ≤ x < 350 1.25
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Table B.26: Figure 5.3: RMS errors (m-Eh) of the various MDOFEs truncated after the
three-body term vs the truncated Euclidean distances from the reference (equi-
librium) geometry
Truncated Euclidean Distance from RMS Error of Three-Body
Reference Geometry Truncated MDOFE
0.000 ≤ x < 0.020 0.02
0.020 ≤ x < 0.030 0.07
0.030 ≤ x < 0.040 0.08
0.040 ≤ x < 0.050 0.32
0.050 ≤ x < 0.060 0.25
0.060 ≤ x < 0.070 0.43
0.070 ≤ x < 0.080 1.12
0.080 ≤ x < 0.090 0.84
0.090 ≤ x < 0.100 0.81
0.100 ≤ x < 0.115 0.82
0.115 ≤ x < 0.130 1.46
0.130 ≤ x < 0.150 1.71
0.150 ≤ x < 0.190 2.84
Table B.27: Figure 5.4: RMS errors (m-Eh) of the various MDOFEs truncated after the
three-body term vs the number of reference geometries in the MDOFE PES
Number of RMS Error of Three-Body













Key Programs and Auxiliary Files
At the back of this thesis is a CD containing the ﬁles that were used extensively
during the course of this research. Arranged in directories, this section provides
short descriptions of the aforementioned ﬁles.
C.1 Perturbation Theory
C.1.1 GJFGen for Numerical Evaluation of d3Vd3Q and d2Sd2Q
File / Directory name Description
Diagonalize.f90 Subroutine that diagonalizes a square matrix.
Eq_File_Name.dat FCHK ﬁle name of equilibrium geometry.
GJFGenNumd3Vd3Qd2Sd2Q.f90 Source ﬁle. Program generates GJFs for numerical evaluations of
derivatives.
GJFGenIN_CONTROL.dat File controlling output of GJFs.
Makefile Makeﬁle. To be used with pgf95 Fortran compiler.
numRec.f Fortran77 source ﬁle. Package contains numerical recipes.
Table C.1: Files in GJFGenNumEvald3Vd3Qandd2Sd2Q directory, listed alphabetically. Un-
less speciﬁed otherwise, all source ﬁles are compatible with the Fortran90 lan-
guage .f90 extension).
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C.1.2 Evaluating ZPVC
File / Directory name Description
Diagonalize.f90 Subroutine that diagonalizes a square matrix.
Eq_File_Name.dat FCHK ﬁle name of equilibrium geometry.
GJFGenIN_CONTROL.dat File controlling input of GJFs.
Makefile Makeﬁle. To be used with ifort Fortran compiler.
numRec.f Fortran77 source ﬁle. Package contains numerical recipes.
ZPVcorrection.f90 Source ﬁle. Program computes second-order PT ZPVCs.
Table C.2: Files in EvaluatingZPVc directory, listed alphabetically. Unless speciﬁed other-
wise, all source ﬁles are compatible with the Fortran90 language .f90 extension).
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C.2 Quantum Diﬀusion Monte Carlo
C.2.1 Histogram by Replica Weights Evolving with Tau
File / Directory name Description
CEqd2Vd2xEqd2Vd2Q.f90 Subroutine that converts equilibrium second derivatives from Carte-
sians to normal coordinates.
Diagonalize.f90 Subroutine that diagonalizes a square matrix.
gRand.f90 Subroutine that generates random number from a Gaussian distribu-
tion.
HisWts_EvoTau.f90 Source ﬁle. Program outputs histograms of replicas weights.
IN_CONTROL.dat File controlling parameters of histograms.
Makefile Makeﬁle. To be used with pgf95 Fortran compiler.
numRec.f Fortran77 source ﬁle. Package contains numerical recipes.
random.f90 Module that generates random numbers.
Potential_Data Directory containing PES data.
Table C.3: Files in HistogrambyWtsEvolvingWithTau directory, listed alphabetically. Un-
less speciﬁed otherwise, all source ﬁles are compatible with the Fortran90 lan-
guage .f90 extension).
C.2.2 Histogram by Descendants Weights
File / Directory name Description
CEqd2Vd2xEqd2Vd2Q.f90 Subroutine that converts equilibrium second derivatives from Carte-
sians to normal coordinates.
Diagonalize.f90 Subroutine that diagonalizes a square matrix.
gRand.f90 Subroutine that generates random number from a Gaussian distribu-
tion.
HistogrambyDesWts.f90 Source ﬁle. Program outputs histograms of replicas' descendants
weights.
IN_CONTROL.dat File controlling parameters of histograms.
Makefile Makeﬁle. To be used with pgf95 Fortran compiler.
numRec.f Fortran77 source ﬁle. Package contains numerical recipes.
continued...
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Table C.4 continued
File / Directory name Description
random.f90 Module that generates random numbers.
Potential_Data Directory containing PES data.
Table C.4: Files in HistogrambyDesWts directory, listed alphabetically. Unless speciﬁed
otherwise, all source ﬁles are compatible with the Fortran90 language .f90
extension).
C.2.3 Grow Potential
File / Directory name Description
Diagonalize.f90 Subroutine that diagonalizes a square matrix.
Eq_File_Name.dat FCHK ﬁle name of equilibrium geometry.
GrowPotential.f90 Source ﬁle. Program initializes PES with appropriate points of RMS
coordinates.
GP_IN_CONTROL.dat File controlling output of GJFs and options for growing PES.
Makefile Makeﬁle. To be used with pgf95 Fortran compiler.
numRec.f Fortran77 source ﬁle. Package contains numerical recipes.
Table C.5: Files in GrowPotential directory, listed alphabetically. Unless speciﬁed other-
wise, all source ﬁles are compatible with the Fortran90 language .f90 extension).
C.2.4 Ground State Energy
File / Directory name Description
CalcPotNCPotCC.f90 Subroutine that calculates PES normal coordinates from Cartesian
coordinates.
CalcSINCPot.f90 Subroutine that calculates Shepard's interpolated potential energy.
CEqd2Vd2xEqd2Vd2Q.f90 Subroutine that converts equilibrium second derivatives from Carte-
sians to normal coordinates.
CPd2Vd2xPotd2Vd2Q.f90 Subroutine that converts second derivatives from Cartesians to normal
coordinates.




C.2. Quantum Diﬀusion Monte Carlo
Table C.6 continued
File / Directory name Description
Diagonalize.f90 Subroutine that diagonalizes a square matrix.
gRand.f90 Subroutine that generates random number from a Gaussian distribu-
tion.
IN_CONTROL.dat File controlling parameters of QDMC simulation.
InvertJacobian.f90 Subroutine that solves for the inverse of a rectangular matrix.
Makefile Makeﬁle. To be used with pgf95 Fortran compiler.
nRun.dat File controlling number of runs of simulations.
numRec.f Fortran77 source ﬁle. Package contains numerical recipes.
QDMCGSEnergy.f90 Source ﬁle. Program evaluates ground state energy of molecule.
random.f90 Module that generates random numbers.
Potential_Data Directory containing PES data.
Table C.6: Files in QDMCGSEnergy directory, listed alphabetically. Unless speciﬁed other-
wise, all source ﬁles are compatible with the Fortran90 language .f90 extension).
C.2.5 h-weight Addition of PES Points
File / Directory name Description
CalcPotNCPotCC.f90 Subroutine that calculates PES normal coordinates from Cartesian
coordinates.
CalcSINCPot.f90 Subroutine that calculates Shepard's interpolated potential energy.
CEqd2Vd2xEqd2Vd2Q.f90 Subroutine that converts equilibrium second derivatives from Carte-
sians to normal coordinates.
CPd2Vd2xPotd2Vd2Q.f90 Subroutine that converts second derivatives from Cartesians to normal
coordinates.
CPotdVdxPotdVdQ.f90 Subroutine that converts ﬁrst derivatives from Cartesians to normal
coordinates.
Diagonalize.f90 Subroutine that diagonalizes a square matrix.
GJFGenIN_CONTROL.dat File controlling input of GJFs.
gRand.f90 Subroutine that generates random number from a Gaussian distribu-
tion.
hWeightingToAddPP.f90 Subroutine that computes the h-weight of replicas.
continued...
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Table C.7 continued
File / Directory name Description
IN_CONTROL.dat File controlling parameters of QDMC simulation.
InvertJacobian.f90 Subroutine that solves for the inverse of a rectangular matrix.
Makefile Makeﬁle. To be used with pgf95 Fortran compiler.
numRec.f Fortran77 source ﬁle. Package contains numerical recipes.
OutGJFhWtsPPToAdd.f90 Subroutine that outputs GJF of selected geometry to be added to
PES.
QDMC_hWtAddPP.f90 Source ﬁle. Program adds geometry to PES via the h-weight function.
random.f90 Module that generates random numbers.
Potential_Data Directory containing PES data.
Table C.7: Files in QDMChWtAddPP directory, listed alphabetically. Unless speciﬁed other-
wise, all source ﬁles are compatible with the Fortran90 language .f90 extension).
C.2.6 RMSP Addition of PES Points
File / Directory name Description
CalcPotNCPotCC.f90 Subroutine that calculates PES normal coordinates from Cartesian
coordinates.
CalcSINCPot.f90 Subroutine that calculates Shepard's interpolated potential energy.
CEqd2Vd2xEqd2Vd2Q.f90 Subroutine that converts equilibrium second derivatives from Carte-
sians to normal coordinates.
CPd2Vd2xPotd2Vd2Q.f90 Subroutine that converts second derivatives from Cartesians to normal
coordinates.
CPotdVdxPotdVdQ.f90 Subroutine that converts ﬁrst derivatives from Cartesians to normal
coordinates.
Diagonalize.f90 Subroutine that diagonalizes a square matrix.
gRand.f90 Subroutine that generates random number from a Gaussian distribu-
tion.
IN_CONTROL.dat File controlling parameters of QDMC simulation.
InvertJacobian.f90 Subroutine that solves for the inverse of a rectangular matrix.
Makefile Makeﬁle. To be used with pgf95 Fortran compiler.
numRec.f Fortran77 source ﬁle. Package contains numerical recipes.
continued...
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Table C.8 continued
File / Directory name Description
OutGJFVarSampPPToAdd.f90 Subroutine that outputs GJF of selected geometry to be added to
PES.
QDMC_VarSampAddPP.f90 Source ﬁle. Program adds geometry to PES via the RMSP function.
random.f90 Module that generates random numbers.
VarSampToAddPP.f90 Subroutine that computes the RMSP of replicas.
Potential_Data Directory containing PES data.
Table C.8: Files in QDMCVarSampAddPP directory, listed alphabetically. Unless speciﬁed oth-
erwise, all source ﬁles are compatible with the Fortran90 language .f90 exten-
sion).
C.2.7 Generation of Descendants Weighting Replicas
File / Directory name Description
CalcPotNCPotCC.f90 Subroutine that calculates PES normal coordinates from Cartesian
coordinates.
CalcSINCPot.f90 Subroutine that calculates Shepard's interpolated potential energy.
CEqd2Vd2xEqd2Vd2Q.f90 Subroutine that converts equilibrium second derivatives from Carte-
sians to normal coordinates.
CPd2Vd2xPotd2Vd2Q.f90 Subroutine that converts second derivatives from Cartesians to normal
coordinates.
CPotdVdxPotdVdQ.f90 Subroutine that converts ﬁrst derivatives from Cartesians to normal
coordinates.
DWIN_CONTROL.dat File controlling parameters of decendants weighting.
Diagonalize.f90 Subroutine that diagonalizes a square matrix.
gRand.f90 Subroutine that generates random number from a Gaussian distribu-
tion.
IN_CONTROL.dat File controlling parameters of QDMC simulation.
InvertJacobian.f90 Subroutine that solves for the inverse of a rectangular matrix.
Makefile Makeﬁle. To be used with pgf95 Fortran compiler.
numRec.f Fortran77 source ﬁle. Package contains numerical recipes.
OutGJFDesWtsSets.f90 Subroutine that outputs GJFs of descendants weighting replicas.
continued...
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Table C.9 continued
File / Directory name Description
QDMCVibAveNMRShe.f90 Source ﬁle. Program generates descendants weighting replicas.
random.f90 Module that generates random numbers.
Potential_Data Directory containing PES data.
Table C.9: Files in QDMCVibAveNMRShe directory, listed alphabetically. Unless speciﬁed oth-
erwise, all source ﬁles are compatible with the Fortran90 language .f90 exten-
sion).
C.2.8 Averaging of Descendants Weighting Replicas
File / Directory name Description
AverNMRShCstDesWtsSets.f90 Source ﬁle. Program averages descendants weighting replicas.
GJFGenIN_CONTROL.dat File controlling input of GJFs.
Makefile Makeﬁle. To be used with pgf95 Fortran compiler.
nGJFFilesnDesWtsSets.dat File controlling number of GJFs in each set of descendants weights.
nDesWeightsSets.dat File controlling number of sets of descendants weights.
Potential_Data Directory containing PES data.
Table C.10: Files in AverNMRISCstDesWtsSets directory, listed alphabetically. Unless spec-
iﬁed otherwise, all source ﬁles are compatible with the Fortran90 language .f90
extension).
C.2.9 GJFGen for σ Surface
File / Directory name Description
CalcPotNCPotCC.f90 Subroutine that calculates PES normal coordinates from Cartesian
coordinates.
CEqd2Vd2xEqd2Vd2Q.f90 Subroutine that converts equilibrium second derivatives from Carte-
sians to normal coordinates.
CPd2Vd2xPotd2Vd2Q.f90 Subroutine that converts second derivatives from Cartesians to normal
coordinates.




C.2. Quantum Diﬀusion Monte Carlo
Table C.11 continued
File / Directory name Description
Diagonalize.f90 Subroutine that diagonalizes a square matrix.
GenGJFSigSur.f90 Source ﬁle. Program generates GJFs for construction of σ surface.
GJFGenIN_CONTROL.dat File controlling input of GJFs.
InvertJacobian.f90 Subroutine that solves for the inverse of a rectangular matrix.
Makefile Makeﬁle. To be used with pgf95 Fortran compiler.
numRec.f Fortran77 source ﬁle. Package contains numerical recipes.
Potential_Data Directory containing PES data.
Table C.11: Files in GenGJFSigmaSurface directory, listed alphabetically. Unless speciﬁed
otherwise, all source ﬁles are compatible with the Fortran90 language .f90
extension).
C.2.10 Evaluating of Derivatives for σ Surface
File / Directory name Description
CalcPotNCPotCC.f90 Subroutine that calculates PES normal coordinates from Cartesian
coordinates.
CEqd2Vd2xEqd2Vd2Q.f90 Subroutine that converts equilibrium second derivatives from Carte-
sians to normal coordinates.
CPd2Vd2xPotd2Vd2Q.f90 Subroutine that converts second derivatives from Cartesians to normal
coordinates.
CPotdVdxPotdVdQ.f90 Subroutine that converts ﬁrst derivatives from Cartesians to normal
coordinates.
Diagonalize.f90 Subroutine that diagonalizes a square matrix.
EvaISISDerSigSur Source ﬁle. Program evaluates derivatives for construction of σ sur-
face.
GJFGenIN_CONTROL.dat File controlling input of GJFs.
InvertJacobian.f90 Subroutine that solves for the inverse of a rectangular matrix.
Makefile Makeﬁle. To be used with pgf95 Fortran compiler.
numRec.f Fortran77 source ﬁle. Package contains numerical recipes.
Potential_Data Directory containing PES data.
Table C.12: Files in EvaISISDerSigSur directory, listed alphabetically. Unless speciﬁed
otherwise, all source ﬁles are compatible with the Fortran90 language .f90
extension).
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C.2.11 Computation of σ from Constructed Surface
File / Directory name Description
CalcIsoShield.f90 Subroutine calculates σ from constructed surface.
CalcPotNCPotCC.f90 Subroutine that calculates PES normal coordinates from Cartesian
coordinates.
CEqd2Vd2xEqd2Vd2Q.f90 Subroutine that converts equilibrium second derivatives from Carte-
sians to normal coordinates.
CompSigmaSurface.f90 Source ﬁle. Program computes σ from constructed surface.
Diagonalize.f90 Subroutine that diagonalizes a square matrix.
Makefile Makeﬁle. To be used with pgf95 Fortran compiler.
numRec.f Fortran77 source ﬁle. Package contains numerical recipes.
Table C.13: Files in CompSigmaFromSurface directory, listed alphabetically. Unless speci-





C.3.1 GJFGen for MDOFE Analysis
File / Directory name Description
BLBADHZMAT.dat File controlling z-matrix of molecule.
CalculateBA.f90 Subroutine calculates bond angles of molecule.
CalculateBL.f90 Subroutine calculates bond lengths of molecule.
CalculateDH.f90 Subroutine calculates dihedral angles of molecule.
ChooseCombi.f90 Subroutine that calculates combinatorics.
CIntsCarts.f90 Subroutine that converts bond lengths, bond angles, and dihedral
angles of molecule into its constituent Cartesian coordinates.
Eq_File_Name.dat FCHK ﬁle name of equilibrium geometry.
GJFGenIN_CONTROL.dat File controlling output of GJFs.
Greedy.f90 Subroutine that tracks combinations of various distortions of bond
lengths, bond angles, and dihedral angles.
ICMBA.f90 Source ﬁle. Program generates GJFs for MDOFE analysis.
Makefile Makeﬁle. To be used with pgf95 Fortran compiler.
Table C.14: Files in GJFGenMDOFEAna directory, listed alphabetically. Unless speciﬁed oth-
erwise, all source ﬁles are compatible with the Fortran90 language .f90 exten-
sion).
C.3.2 MDOFE Analysis
File / Directory name Description
ChooseCombi.f90 Subroutine that calculates combinatorics.
EMBEINC.f90 Source ﬁle. Program performs the MDOFE analysis.
Factorial.f90 Subroutine that calculates factorials.
Eq_File_Name.dat FCHK ﬁle name of equilibrium geometry.
GJFGenIN_CONTROL.dat File controlling input of GJFs.
Greedy.f90 Subroutine that tracks combinations of various distortions of bond
lengths, bond angles, and dihedral angles.
continued...
235
Appendix C. Key Programs and Auxiliary Files
Table C.15 continued
File / Directory name Description
Makefile Makeﬁle. To be used with pgf95 Fortran compiler.
Table C.15: Files in MBEAnalysis directory, listed alphabetically. Unless speciﬁed other-
wise, all source ﬁles are compatible with the Fortran90 language .f90 exten-
sion).
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