The derivation of macroscopic Maxwell equations (M-eqs.) from microscopic basis is made in a general, model-independent way. Starting from a general Lagrangian of interacting matter-EM field as a most reliable basis, we first set up simultaneous equations for microscopic "EM field and induced current density", where a single (microscopic) susceptibility tensor is enough to describe the whole response. Macroscopic averaging is done by applying long wavelength approximation to the microscopic response, which results in a new but familiar form of macroscopic "constitutive equation". This procedure does not increase the number of field variables, neither the number of consitutive equation. This form of macroscopic M-eqs. is not equivalent to the usual {E, D, B, H} scheme, which requires two constitutive equations. Plane wave dispersion equation takes a different form, and an alteration is required to the definition (ǫ < 0, µ < 0) of left-handed materials. An experimental test is proposed to distinguish this and the traditional forms of macroscopic M-eqs.
Introduction
Maxwell equations (M-eqs.) are one of the most fundamental theoretical frameworks of physics, dealing with the interaction between electromagnetic (EM) fields and particles with electric charge and/or magnetic moment. They consist of four equations, i.e., Gauss laws for electricity and magnetism, Ampere's law and Faraday's law. There are two forms of them, microscopic and macroscopic ones. The microscopic form consists of the equations for two field variables, electric field E and magnetic field (flux density) B as
The source terms ρ and J are microscopic charge and current densities, respectively. They are funtions of position and time, satisfying the continuity equation
which physically means the conservation of charges during their motion. It is well known that these equations are invariant against Lorentz transformation. This form of M-eqs. has a logically sound basis, i.e., it can be derived from a general Lagrangian for an arbitrary system of interacting matter-EM field, together with the equations of motion of charged particles driven by Lorentz force. There are both relativistic and nonrelativistic versions for the motion of charged particles, which may be treated by classical or quantum mechanical way. It provides the basis for quantum electrodynamics (QED) via the quantization of EM field. Optical or EM response of a matter is obtained from the solution of the coupled equations of eletromagnetism (M-eqs.) and mechanics (Newton or Schrödinger eq.). Without doubt, this scheme is highly reliable for any systems of charged particles and EM field.
Macroscopic M-eqs. are used for the description of EM field in macroscopic matter, i.e., gases, liquids and solids, so that they employ macroscopic variables (usually electric and magnetic polarizations plus macroscopic current density) rather than the microscopic charge and current densities mentioned above as source terms of the equations. The central idea to derive macroscopic from microscopic M-eqs. is the "macroscopic averaging of microscopic variables", which is made "over a volume larger than atomic scale but smaller than light wavelength" to extracts the macroscopic components of field and matter variables. The usual way of this derivation is to separate certain parts of charge and current densities as the contribution from electric and magneteic polarizations as
where ρ p represents polarization charge density, c ∇ × M and ∂P /∂t the current density due to magnetic and electric polarizations, respectively. The polarization charge density is defined for the part of neutral charge distribution, i.e, dr ρ p = 0. The remaining (non-neutral) part of the charge density contributes to ρ t . The true charge density ρ t and the current density J c caused by its motion satisfy the continuity equation. In terms of the new variables, the microscopic M-eqs. are rewritten as
where D = E + 4πP and H = B − 4πM . This set of equations are the macroscopic Meqs. by regarding M and P as the magnetic and electric polarizations of a macroscopic body under consideration. At the same time, E and B are regarded as macroscopically averaged quantities with spatially slow variation. The electric and magnetic susceptibilities are defined as P = χ e E, M = χ m H, respectively, and ǫ = 1 + 4πχ e , µ = 1 + 4πχ m (D = ǫE, B = µH). These quantities χ e , χ m , ǫ and µ are regarded as material parameters. Historically, theory of electromagnetism was first constructed as the macroscopic M-eqs. when nothing was known about quantum mechanics and relativistic theory. Later, after the establishment of the concept of electrons, the microscopic M-eqs. for charged particles in vacuum were proposed [1] . From the viewpoint that the macroscopic behavior of electromagnetic field must somehow be related with the average of microscopic fields and charges, most textbooks have a section describing how to derive the macroscopic M-eqs. from the microscopic M-eqs., where the expressions of χ e , χ m , ǫ or µ are looked for from classical or quantum mechanical basis. This may be viewed as an effort to improve a phenomenology to a quantitative theory based on particle picture. See, for example, Landau-Lifschitz [2] , Van Vleck [3] , Jackson [4] , etc.
In spite of the great success of the macroscopic M-eqs. in various areas of scientific and technological applications, there have been certain questions on their consistency or uniqueness:
(a) The separation of the longitudinal (L) part of induced current density into J c and ∂P L /∂t, both of which are rotation free, does not seem to be unique. This is equivalent to the nonuniqueness of separating ρ into ρ t and ρ p .
(b) The separation of the transverse (T) part of induced current density into ∂P T /∂t and c ∇ × M , both of which are divergence free, does not seem to be unique.
(c) In order to answer (a) and (b), we need general expressions of χ e and χ m for all the frequency ranges, but the one for the latter seems to be missing (except for those of spin resonance).
(d) While we need only one susceptibility in the microscopic M-eqs. to obtain the unique solution of EM response, two susceptibilities are required in the macroscopic M-eqs.
How serious these problems are depends on our attitudes toward the macroscopic M-eqs. (i) If we regard them as a phenomenological theory with appropriately assumed material parmeters, we need not care the uniqueness or consistency. (ii) If we regard them as more than a phenomenological theory, they should be consistent with the microscopic response within the assumption of macroscopic averaging. The viewpoint (ii) would have been the motivation in many textbooks for the derivations of macroscopic from microscopic M-eqs. We also have the viewpoint (ii) in this paper, seriously taking the above mentioned problems as an evidence for the incomplete development in the past toward the macroscopic theory based on particle picture.
Among all, the point (d) seems to be the most serious one, because it may require a different form of macroscopic M-eqs [5] . In the case of microscopic M-eqs. (Sec.3), the EM response of a matter is obtained generally by determining two vector fields, e.g., E and J , selfconsistently. (B and ρ can be derived from E and J .) Then, we need only one constitutive equation between E and J . This feature will not be lost by macroscopic averaging, i.e., projecting out the long wavelength components of the relevant microscopic equations, which changes the susceptibility from microscopic to macroscopic form, but not the the number of constitutive equation(s).
The lack of uniqueness, (a) and (b), is also a problem, because for each way of separation we obtain different set of ǫ and µ tensors, which is physically unacceptable. For example, the dispersion relation of a plane wave (ck) 2 /ω 2 = ǫµ should be unique for a given material.
Another unsatisfactory point is about (c) the lack of general expressions for µ in the past. In contrast to the microscopic (nonlocal) susceptibility given in terms of the matrix elements of current density operater and the energy eigenvalues of arbitrary matter system [6, 7] , no general expression is available for µ based on the first-principles approach to the author's knowledge. Landau and Lifshitz [8] gave an argument about the uselessness of extending ω dependence of µ to higher frequency, calling it "unwarrentable refinement". They did not give the expression for µ(ω), which should be interesting at least near the resonances of magnetic dipole transitions. The argument of Landau and Lifshitz does not seem to be respected by the researchers in quest of left-handed materials (LHM) following the Veselago's definition (ǫ < 0 and µ < 0) [9] , where one needs a very large deviation of µ from unity.
The popularity of LHM hunting has revealed a new feature of electromagnetism in the sense that the coexistence of electric and magnetic polarizations may lead to new phenomena. Before this problem, it has been rare to treat ǫ and µ at the same time, so that it now provides us an opportunity to reconsider the consistency and/or completeness of reconstructing the macroscopic M-eqs. from particle picture, in addition to the practical study of the artificial structures showing exotic behavior of LHM. The reconsideration of macroscopic M-eqs. has direct relevance to the definition of LHM. In view of the lack of general expression of µ on the quantum mechanical basis, it would be necessary to check if the proposed models of LHM on the classical mechanics and macrosocopic electromagnetism can be assured from the microscopic basis with respect to the dispersion curves and optical response.
The viewpoint that macroscopically averaged charge and current densities can be rewritten in terms of electric and magnetic polarization may not be the only way to arrive at macroscopic Meqs. If we consider the fact that the macroscopic averaging procedure is equivalent to apply long wavelength approximation (LWA) to the relevant physical quantities, we may take a different approach for the derivation of macroscopic M-eqs. Namely, we first write the microscopically exact constitutive equation in a model independent form, and then apply LWA to both the microscopic M-eqs. and the microscopic constitutive equation, which accurately defines the approximation in mathematical words. Compared with the traditional argument of macroscopic average, this procedure does not require two constitutive equations.
In order to formulate this approach, it is important to start from a firm, reliable ground. As such, we use the general Lagrangian for an arbitrary matter-EM field system. The Hamiltonian derived from it provides a well defined basis for the perturbation calculation of microscopic response, where EM field contains microscopic spatial variation, and the charged particles are treated quantum mechanically. Once the scheme of microscopic response is set up, we proceed to apply LWA to the microscopic scheme, obtaining a well defined macroscopic scheme, which should be compared with the traditional scheme of macroscopic M-eqs.
This paper is arranged in the following way. Before describing the details of the main formulation, we give a compact summary of several facts for later use., though some of them are well-known. In Sec.3, we first set up the microscopic nonlocal response of a general matter system, and then, applying LWA to it, we derive a macroscopic scheme containing a single constitutive equation. The dispersion equation is given in a new form via the lowest and the next higher order approximations when applying LWA to microcopic susceptibility. Discussions are given for (a) the trial to calculate χ e and χ m and the inherent problems, (b) the comparison of different macroscopic M-eqs., (c) the definition of LHM and the condition for LHM behavior, and finally (d) the necessity of checking the validity of LWA. In Sec.5, we list up the important results.
Preliminary considerations
Before going into details of our main argument, let us summarize several well-known facts for later use.
Vector and scalar potentials
In terms of the vector potential A(r, t) and scalar potential φ(r, t) defined by
the M-eqs. given in the previous section can be rewritten in a simpler set, which depends on the gauge to be used. If we choose Coulomb gauge, ∇ · A = 0, the microscopic M-eqs. become
where
is the transverse component of J , i.e., ∇ · J T = 0. For Lorentz gauge, ∇ · A + (1/c)∂φ/∂t = 0, we have a symmetric form as
which is a direct expression of Lorentz invariance.
Transverse (T) and Longitudinal (L) components
When an analytic vector field C(r) satisfies ∇·C = 0 (∇×C = 0) for all r, it is called transverse (longitudinal) or rotational (irrotational). Any vector field can be decomposed into T and L components by using [10] 
where we have used ∇ 2 = ∇∇ · −∇ × ∇× and ∇ 2 (1/|r|) = −4πδ(r). The first and the second terms on the r.h.s. are the L and T components of C(r), respectively. It is sometimes useful to classify the M-eqs. into T and L component. We show the expressions for the microscopic M-eqs. below, but similar classification is possible for the macroscopic M-eqs., too. The L components are the two Gauss's laws and the continuity equation (divergence of Ampere's law)
The T component of Ampere's law and Faraday's law lead to
By eliminating E T or B T , from the two equations for the T-components, we obtain a wave equation with propagation velocity c, driven by J T , e.g.,
This can be obtained also by applying −(1/c)∂/∂t to eq. (7). This means the gauge invariance of the wave equation of A T , eq. (7), though it is derived for a particular gauge. The use of a different gauge for vector and scalar potentials changes the partition of E L into A L and ∇φ, but does not affect the T components of EM field. Thus, the wave equation for A in Coulomb gauge (A = A T ) is not affected by the choice of gauge.
Interaction between E L and P L
To excite a matter system electromagnetically, one can use the EM field caused by external light, charged particle, or static (electric or magnetic) field, which can be either T or L vector field. Even if the incident field is purely T or L charcter, the induced field consists generally of T and L components. Since the induced field can further act as a source field for matter excitation, we should generally expect the presence of E L in the source field. This field is generally the sum of the induced and incident fields due, e.g., to charged particles. Since the induced component E (ind) L is due to the induced polarization charge density ρ p as
its interaction energy with the polarization of the matter turns out to be the Coulomb interaction energy among the induced charge density as
This leads us to a dichotomy, whether (A) we regard E (ind) L as an internal field of matter, taking full Coulomb interaction into the matter Hamiltonian, or (B) we regard E (ind) L as a part of external field, taking the above-mentioned part of Coulomb interaction as the interaction between the "external field" and matter polarization, i.e., omitting it from the Coulomb interaction energy of the matter.
Since the omitted part of the Coulomb energy just corresponds to that contributing to the energy splitting of T and L modes, the scheme (A) contains the different T-and L-mode energies as the pole positions of susceptibility, while (B) reveals the effect of LT splitting, not in the susceptibility, but in response spectra. Though the two schemes lead to the same observable result, there is a considerable difference in the intermediate steps.
In this paper, we take the viewpoint (A). Namely, we define the matter Hamiltonian as the sum of kinetic energy and (complete) Coulomb interaction of all the charged particles, and E (ind) L is not considered as external field. Also we assume that the incident EM field is T mode, i.e., we do not consider the excitation by external charged particle. (The consideration of this case and the treatment in the viewpoint (B) will be made in the Appendix A and B.) Thus, if we take Coulomb gauge, which is a natural choice for matter systems in non-relativistic regime, the matter Hamiltonian contains the full Coulomb interaction and the external EM field is T-mode, i.e., E T and B alone. After determining the response, we can calculate E L from the induced charge density or current density. More detailed arguments about this subject can be found in [7] .
A similar argument may be anticipated for the T component of EM field. However, the mediating field for the interaction between A T and J T is the T mode EM field without accompanying induced charge density, so that this interaction has nothing to do with the definition of matter Hamiltonian to calculate the susceptibility. This interaction has a physical meaning of radiative correction (shift and width) to the matter excitation levels. This correction appears, not at the level of susceptibility, but as the spectral shape of the response [7] .
Operator forms of {ρ, J , P , M }
Our derivation of macroscopic M-eqs. is based on the calculation of microscopic response of matter to an applied EM field. For that purpose we need to know the operator form of the physical quantities to be treated in the quantum mechanical calculations. As we see in the next section, the variables we need to describe the response of matter system are only ρ and J, but we consider also P and M for the comparison with the standard case.
For an assembly of arbitrary charged particles, ρ and J can be defined as
where e ℓ , r ℓ and v ℓ are the charge, coordinate and the velocity of the ℓ-th particle. This definition is physically reasonable, and the continuity equation (2) is satisfied by these operators. In the presence of EM field, the velocity is given as
and the noncommuting variables {r ℓ , p ℓ } in eq.(19) should be symmetrized for a quantum mechanical calculation.
As to the operator forms of P and M , we expect the two relations for macroscopic quantities
to be satisfied also as operators, which guarantees the continuity equation for ρ and J as operators. Note that the L component of J arises only from P , but its T component from both P and M . The correct forms are [11] 
For charge neutral systems, they satisfy the expected relations with ρ and J mentioned above. Appropriate symmetrization is again necessary for the operator M , which contains the noncommuting operators, coordinate and velocity. The current density J describes only the orbital contribution. When the spin contribution needs to be considered, we simply add
and β ℓ s ℓ is the magnetic moment of the ℓ-th particle with spin s ℓ . Spin Zeemann interaction between M spin and B can be rewritten, by partial integration, into the interaction between J spin and A as
Because of the parallel structure to that for the orbital Zeemann energy (see eq. (37)), we may define
as the general current density operator, which contains the contributions from both electrical polarization and "spin and orbital" magnetization.
Formulation

Microscopic response
For the calculation of the microscopic response of interacting matter-EM field, we start from the well-known Lagrangian for charged particles in EM field
where A and φ are the vector and scalar potentials. This is the sum of the Lagrangians for all the particles in EM field and the space integral of the Lagrangian density of free EM field. Gauge transform in this Lagrangian is equivalent to addition of a total time derivative of a function, which does not affect the least action principle. From the least action principle for this Lagrangian, we obtain the fundamental equations of the system, i.e.
(A) Microscopic M-eqs. (7) in Coulomb gauge or (9) and (10) 
These are all well established equations, so that this Lagrangian can be used as a most reliable starting point for our argument. Quantum mechanical treatment becomes possible by introducing the quantization conditions for relevant pairs of generalized momenta and coordinates, for both matter and EM field. We do it only for matter in this paper, since we discuss susceptibilities in semiclassical regime. In terms of ρ and J, the interaction term in the Lagrangian can be put in the following integral form
where, in the Coulomb gauge, the φ-and A-dependent terms represent the interaction energies with the longitudinal (L) and transverse (T) EM fields, respectively. From the solution of the Poisson equation (7), the sum of "the interaction energy with the L-field" and "the self-energy of the L field" turns out to be the Coulomb interaction energy of charged particles as
In this expression, the self-interaction energy of each particle, i.e., its interaction with the field produced by itself (the term with ℓ = ℓ ′ ), is omitted. (Though it is a large quantity, it does not depend on the way of assembling the particles.) The sign of the above expression as a part of Lagrangian is duely reversed in the Hamiltonian by the standard procedure. The Hamiltonian derived from the above Lagrangian is the sum of the particles part (including the interaction with the EM field) and the part for the free transverse field. The former in Coulomb gauge is
If one needs to consider relativistic corrections to the above treatment, one adds to the Hamiltonian the correction terms, such as spin-orbit interaction, mass velocity term, Darwin term, spin Zeeman term etc. At the same time, the current density should be supplemented by the spin-induced current density, (25).
The matter Hamiltonian is the sum of kinetic energy, Coulomb interaction, i.e., eq.(36) for A = 0, and the relativistic corrections. The corresponding part of the linear light-matter interaction is H
in the non-relativistic case, and, if the relativistiv correction is necessary, J should be replaced with I, (28). In order to determine the microscopic response, we only need to have a (microscopic) constitutive equation between J T and A T , which is to be solved selfconsistently with the second equation of (7). The time evolution of a matter state Ψ in a given EM field can be determined by the perturbation calculation with respect to H ′ int , which allows us to explicitly write the induced current density at time t as < Ψ(t)|Ĵ (r)|Ψ(t)
When a matter system is in the ground state in the absence of external field, the induced current density linear in A is given as [7] 
whereχ
is the contribution from the A dependent term of the current density operator (19), representing the charge density of matter in its ground state, which plays an important role in X-ray diffraction. The expression of the induced current density shows the nonlocal relationship between A andĨ, namely, the cause (EM field) and the result (current density) may occur at different points, r ′ , r. The nonlocal susceptibility is given as
and I νµ (r) is the matrix element of (28) with respect to the matter eigenstates ν, µ and E ν0 is the matter excitation energy from the ground to the ν-th excited state. The simultaneous equations of J T and A T can be solved rather easily as a set of simultaneous linear equations in the case of linear response. Unique solution is obtained without any need of boundary conditions. This way of solving microscopic M-eqs. has various new features, and is useful especially for the study of nanostructures [7] .
Long wavelength approximation of microscopic current density
As mentioned in the introduction, we need to establish a well defined approach to derive macroscopic M-eqs. in order to solve the problematic points inherent to the traditional form of macroscopic M-eqs. As such an approach, we apply long wavelength approximation (LWA) to the microscopic constitutive equation (38). Since LWA is the central concept also in the traditional way to derive macroscopic M-eqs., the present approach should also be well acceptable.
If LWA is valid, the spatial variation of vector potential A(r, ω) and induced current density J (r, ω) will be weak in comparison with that of the matrix elements of the current density. Therefore, the integral appearing in the expression of the induced current density (38)
can be approximated as
represents the induced current, andr stands for a macroscopic point in the region to consider the induced current density. Using this result, we obtain the induced current density (38) in a simplified form as
The term proportional toχ 0 represents the LWA of eq.(39). The remaining terms are resonant contribution from all the matter excitations, which, for a given frequency, may be divided into a few resonant terms (if any) and the remaining background part. Since theχ 0 term can be absorbed into the background part, we omit this term in the macroscopic response mentioned below.
In accordance with the macroscopic behavior of A under LWA, it is reasonable to treat I(r, ω) also macroscopically. This means that we should extract its slowly varying component, namely, we make the following replacement (in the lowest order)
where V is the volume of the relevant quantum state specified by µ, ν. If there are same kind of excited states with the (number) density N µν , the factor 1/V may be replaced with N ν (= N ν0 = N 0ν ). Then, the expression (46) gives a macroscopic relationship between the long wavelength components of A and I as
This is the constitutive equation in LWA obtained from a microscopic theory. It describes the local relationship between current density and vector potential via ω-dependent susceptibility tensor. Substituting its T component into the source term of eq. (7), we obtain a macroscopic equation for A, and its solution is the sum of a free incident field and the I-induced field, which completely determines the response of EM field and matter. Though the arguments mentioned above are explicitly made only for linear response, very similar treatment can be done also for nonlinear response, because the nonlinear susceptibilities are always written as polynomials of the factors F µν (ω) defined in eq.(43) [7] .
Higher order terms of LWA
In the previous subsection, we derived the expression of induced current density in LWA corresponding to the constitutive equation, eq.(46). According to the definition of the current density operator, the matrix elementsĪ µν are nonzero only for electric dipole transitions. Therefore, this current density is essentially due to the electric dipole allowed modes. In order to extend the expression also to magnetic dipole and electric quadrupole transitions, we need to consider the next higher order terms of the Taylor expansion in applying LWA to the microscopic response.
In view of our concern with the dispersion relation of a plane wave, we will consider the (k, ω) Fourier component of induced current density. The Fourier and inverse Fourier transforms are defined as
where V n is a normalization volume (→ ∞). In the expression of the (k, ω) Fourier component of the resonant part of the induced current densitỹ
we substitute the higher order LWA expressions of the factor F µν (ω)
(µ = 0 or ν = 0), where
represents the magnetic dipole and electric quadrupole moments of the transition (µ − ν). Then, we obtain the relation betweenĨ(k, ω) andÃ(k ′ , ω) as
where the summation over ν should be taken only once for identical resonant levels. This expression of the induced current density obtained by higher order LWA still allows the mixing of different wave vector components, which corresponds to a macroscopic body without translational symmetry. If the macroscopic medium thus obtained has a translational symmetry, we can keep only the k ′ = k terms in the above summation. In this case, we havē
This is the susceptibility containing the contributions from both electric and magnetic polarizations.
Dispersion equation of plane waves
The macroscopic constitutive equation obtained above by LWA is described by the susceptibility tensorχ em (k, ω). Substituting the expression ofĨ(k, ω) in the source term (4π/c)J T of (the Fourier transform of) eq. (7), we get a condition for the plane wave solution
This is the dispersion relation of a plane wave in the present scheme of macroscopic M-eqs. It should be compared with the well known form of dispersion relation in the traditional M-eqs.
One might anticipate that the two dispersion equations would be equivalent, because they describe the coupled modes of matter-EM field in the LWA regime. However, we can raise a counter example to their equivalence, noting the ω-dependence of χ cd , ǫ, and µ. Namely, each one of them should have poles at the frequencies of matter excitation, and the intensity of the poles are determined by the matrix elements of current density, electric polarization and magnetic polarization, respectively. In the case of (58), its r.h.s. is a superposition of single poles, while in (59) there may occur second order poles. Namely, excited states of matter are classified as electric dipole (E1) and magnetic dipole (M1) transitions etc. Usually, E1 transitions contribute to ǫ and M1 transitions to µ. However, E1 and M1 characters can be mixed for low symmetry cases, so that a single excited state can contribute to both ǫ and µ. This means that ǫ and µ can have common poles, i.e., their product has second order poles. This argument disproves the equivalence of the two dispersion equations.
Generally speaking, each excited state of matter in (57) may have all the multipole components. For high symmetry case, however, electric dipole transitions and magnetic dipole (and electric quadrupole) transitions are grouped into different excited states. Namely, each |ν > is either electric or magnetic dipole allowed. In this case, we may divide the ν summation into electric dipole and magnetic dipole contributions, so that we may write c ω 2χ em =χ e +χ m ,
whereχ e andχ m are the partial summations over ν for electric dipole and magnetic dipole (and electric quadrupole) transitions, respectively, as
In this case, the dispersion equation takes the form
which should be compared with the traditional form of dispersion equation, (59)
This shows that, even in the simplified case of the present formulation, the traditional form of dispersion equation cannot be recovered.
Discussions
Microscopic derivation of χ e and χ m
Using the operator form of P (r) and M (r) given in Se.4.2, we can calculate the induced electric and magnetic polarizations microscopically along the line of the previous section. Then, the application of LWA to the microscopic constitutive equations gives the macroscopic (local) susceptibilities. Such induced polaizations are given as functionals of A, since the interaction H ′ int is given in terms of A, so that the susceptibilities do not correspond to χ e or χ m . This way of calculation leads to the equivalent result as that of Sec.3, because the calculated P (r) and M (r) gives the induced current density according to eq.(4).
In order to introduce the variables for electric and magnetic field explicitly in the interaction Hamiltonian, it is known that the following transformation of Lagrangian is appropriate. Using the fact that the addition of a total time derivative of arbitrary function (of time and position) does not affect the least action principle of Lagrangian, we add the following total time derivative [11, 14] 
to the Lagrangian (29). If we combine this term (65) with H ′ int (37), we obtain a different form of the interaction Hamiltonian as
where we have used partial integration and
This interaction term appears to be appropriate for the calculation of electric and magnetic polarization induced by electric and magnetic field. However, electric and magnetic fields are not independent for finite frequencies, as we explicitly see in the M-eqs. Thus, it would be possible to write the induced electric and magnetic polarizations as sums of contributions from electric and magnetic fields, but it does not make much sense in view of the mutual dependence of electric and magnetic fields. It is much simpler to use (i) vector potential as a single source field rather than electric and magnetic field and (ii) induced current density as a single relevant change in matter rather than electric and magnetic polarizations.
An additional difficulty arises from the new form of the interaction term, (66) . Since the magnetic interaction is written in terms of B, a linear perturbation calculation would give an induced magnetization proportional, not to H, but to B, i.e., M = χ B B. The poles of the susceptibility χ B should correspond to the excitation energies of matter. If one defines χ m as M = χ m H as usual, the poles of χ m will be shifted from the excitation energies of matter, since χ m = χ B / (1 − 4πχ B ). This does not occur for χ e , because the induced P is obtained in proportion to E T (= (iω/c)A). This qualitative difference in the ω dependence of electric and magnetic susceptibilities leads us to an awkward and unphysical situation. This seems to be an additional difficulty when we try to make a first principles calculation of ǫ and µ. In contrast, there occurs no such a difficulty in the new macroscopic scheme.
Comparison of different macroscopic M-eqs.
It is remarkable that the present formulation generally requires only one susceptibility, i.e., the one connecting A (or E T ) and I, in contrast to the usual macroscopic Maxwell eqs., which are written in terms of ǫ and µ, or electric and magnetic susceptibility χ e and χ m . As shown already by the argument about the order of poles in the dispersion equations, these two schemes are not generally equivalent. Thus, there arises a question, "which is the correct one as a macroscopic scheme ?"
The answer to this this question would depend on one's attitude toward the traditional macroscopic M-eqs., (i) or (ii), as mentioned in Sec.1 below the list of questionable points. From the viewpoint (i), this quesion is not serious, but the usage of macroscopic M-eqs. in a purely phenomenological way does not allow us to see its applicability limit. Thus, the discussion here will be based on the viewpoint (ii), which requires the uniqueness and consistency to macroscopic, as well as microscopic M-eqs.
To the author's knowledge, there is no textbook explicitly mentioning the incompleteness of macroscopic M-eqs. as given in the list (a) -(d) in Sec.1. However, the short section in the textbook of Landau and Lifshitz [8] about the uselessness of considering the ω dependence of µ might be the authors' indirect expression of the incompleteness of the scheme. They admit to use both ǫ and µ for static case, but, as frequency is increased, they refuse the positive meaning of µ because "its deviation from unity becomes negligible". They do not give an alternative macroscopic scheme, neither the general way to calculate µ both in static and dynamical regimes. They seem to suggest that such is the completeness level of the macroscopic M-eqs. Though we cannot check all the textbooks about this problem, there will be no objection to use LandauLifshitz as a non-negligible example.
Following Landau-lifshitz argument, Agranovich et al. describe another macroscopic scheme besed on {E, D, B} containing only one generalized dielectric tensor [12] , which is defined as a (ω, k)-dependent quantity . (But no details about its microscopic definition are given.) Separating the induced response "purposely" into rotational and irrotational part, and assigning them to the current densities due to magnetic and electric polarizations, respectively, they claim the existence of one-to-one correspondence of this scheme to the usual {E, D, B, H } framework. However, this separation cannot be unique, because both P and M may have rotational component. This is also indicated by their own terminology "purposely" mentioned above and their remark "M eff is not necessarily related to only magnetization". This means that there are different ways to separate induced current density into P and M related terms, and for each way of separation, we have a different set of (effective) ǫ and µ. This would lead to a nonunique dispersion equation (ck) 2 /ω 2 = ǫµ, which is of course an unacceptable result. Therefore, the claimed one-to-one correspondence is actually one-to-many correspondence. Namely, a single susceptibility scheme cannot be consistent with the {E, D, B, H } framework.
Compared with the traditional scheme and that of Agranovich et al., our framework has several merits with respect to the logical security and the lack of ambiguity. Since we start from the microscopic general Lagrangian for matter-EM field, the Hamiltonian and the matter-EM field interaction are general enough, i.e., model-independent. The mathematical step of macroscopic averaging is well defined, i.e., the application of LWA to microscopic response, which does not change the number of constitutive equation. Thus, we believe that this scheme represents new macroscopic Maxwell equations which is consistent with microscopic ones , and is free from the ambiguity of separating J into P and M related terms.
Definition of left-handed materials
It will be appropriate to make a comment about the definition of left-handed materials (LHM), because our new scheme refuses to use ǫ and µ as independent parameters in contrast to the definition of LHS (ǫ < 0, µ < 0) [9] .
Although we are not recommending to use the {E, D, B, H} scheme for a general description of macroscopic systems, we are not claiming the nonexistence of LHM. An appropriate alternative definition of LHM would be "a matter system having a branch with negative group velocity and positive phase velocity in its dispersion (k − ω relation) curve. When such a part arises, there always occurs a mirror symmetry branch with positive group velocity and negative phase velocity in the presence of the time reversal symmetry. This situation leads to a somewhat puzzling problem of boundary condition about the physically reasonable way to connect the incident, transmitted, and reflected waves across a boundary. Many years ago, we considered this problem from a general point of view [15] by considering the existence of infinitesimal damping effect on each dispersion curve. There is a common principle of energy dissipation that a wave should decay in the direction of its propagation. In other words, we have to choose only those waves that do not lead to a divergence when the system size becomes infinitely large. According to this principle, we obtained a simple rule that only those branches with positive group velocities should be used to connect with the incident, transmitted, and reflected waves.
In this sense, there have been various examples of LHM, not only artificial materials. For example, the intrinsic semiconductors with zincblende structure, such as CuBr, CuI, CdTe, ZnSe, etc., have k-linear term in their multibranch dispersion curves of exciton polaritons, some of which have negative group velocity. These dispersion curves have generally large damping effect, so that it is not suitable to see the flat-lens effect [9] . Another examples are photonic crystals having negative group velocity branches. The appearance of such branches is not a wonder, in view of the folding back of light dispersion line in the first Brillouin zone to build the eigenstates in lattice periodic systems.
Conditions for LHM behavior
In the usual arguments for LHM, one looks for the frequency region corresponding to ǫ < 0 and µ < 0, where the dispersion equation (64) has a real root. This is thought to be realized by arranging a pole (ω 0 ) of µ(ω) in the region of ǫ < 0. Then, because of the positive residue of each pole, the dispersion curve (real branch) exists in a narrow frequency region on the higher energy side of the pole (ω 0 < ω < ω 1 ), where µ(ω 1 ) = 0. Corresponding to "µ(ω 0 ) = −∞, µ(ω 1 ) = 0", it has a maximum at k = 0 and slopes down toward higher values of k, i.e., it has negative group velocity. In this frequency range, we can expect the LHM behavior, such as flat-lens effect.
According to the extended form of the dispersion equation, eq.(63) in the new framework, a similar situation about negative group velocity can arise when we have a pole ofχ m in the region of 1 + 4πχ e (= ǫ b ) < 0. Writing eq.(63) as
we obtain a real solution for ω 2 < ω < ω 0 , where ω 2 is the root of c 2 /ω 2 = a 2 /(ω 2 0 − ω 2 ). This is the frequency region where dispersion curve exists, with a maximum at k = 0 and sloping down toward higher values of k. It should be noted that the dispersion curve lies on the lower energy side of the pole ofχ m , in contrast to the case mentioned above.
The form of the dispersion curve with negative group velocity, shown in Fig.1 , leads to typical LHM behavior in the both cases, but there is a crucial difference between them, i.e., the LHM behavior is expected on the higher (lower) energy side of the resonance at ω = ω 0 in the Veselago's (new) formulation. In view of the different predictions of the two schemes, it can be used to test the validity of the present scheme experimentally. 
Validity of LWA
Our derivation of the macroscopic M-eqs. is based on the application of LWA to the microscopic response, where we have simply assumed the validity of LWA for the system in consideration. The validity condition of LWA is not provided by the macroscopic theory itself. It must be checked independently from the derivation of the macroscopic scheme. Generally speaking, such a check is possible only through a microscopic study, where all the wavelength components are considered to describe response field. Only when the amplitudes of the short wavelength components are small enough in comperison with that of the long wavelength one in the response field, LWA is a good approximation.
The validity condition of LWA is closely connected with the resonant or non-resonant condition of the optical process in question. When we consider resonant optical processes, only a few excited states of matter will make main contribution to the induced current density (or polarization), which have characteristic spatial structure, reflecting the quantum mechanical wave functions of the excited states. All the other non-resonant states make contributions of more or less comparable amplitudes, so that their superposition will make no particular spatial structure. Therefore, non-resonant processes could generally be handled by macroscopic scheme, and resonant processes should mostly be treated by microscopic theory. However, the resonant processes due to uniformly distributed well-localized impurity or defect states may well be treated by the macroscopic theory, as long as one considers the average properties of these localized states.
In the case of resonant optical processes in confined systems, the breakdown of LWA can occur rather early as we increase the size of confinement starting from an atomic scale [13] . In this case, one should compare the confinement size, not with the wavelength of the resonant light in vacuum, but with that in matter which is shortened by the factor of background refractive index.
Summary
In the attempt to reconcile the apparent ambiguity in defining electric and magnetic polarizations and the number of constitutive equations, we have tried to reconstruct macroscopic M-eqs. from a microscopic scheme. Below, we list up the main points of our logical steps and the important features of the obtained result.
Logical steps 1) Macroscopic M-eqs. are less complete than the microscopic M-eqs., so that the former should be derived from the latter via the help of quantum mechanical motion of matter.
2) Macroscopic description of EM response corresponds to extracting the long wavelength components of the microscopic response.
The whole derivation can be made for arbitrary systems of charged particles interacting with oscillating EM field, where the explicit consideration is added about spins in the forms of spinorbit interaction, spin Zeemann term, and the current density induced by spin magnetization. The resulting macroscopic scheme has following points to be stressed. c) The single susceptibility tensor of the present framework contains the contribution from both elecrtic and magnetic polarizations d) The result applies also to nonlinear response.
e) The ambiguity of the traditional {E, D, B, H} scheme in separating current density into electric and magnetic polarizations does not exist in this new scheme.
f) The dispersion equation should be, not (ck) 2 /ω 2 = ǫµ, but (ck) 2 /ω 2 = 1 + (4πc/ω 2 )χ em .
g) The definition of LHM should be "(phase velocity)×(group velocity v g ) < 0", instead of "ǫ < 0, µ < 0".
h) The dispersion branch with negative group velocity occurs on the higher energy side of the pole of µ in the standard definition "ǫ < 0, µ < 0", while it occurs on the low energy side of the pole of magnetic dipole transition in the present expression of linear susceptibilityχ em . This can be used as an experimental test of the present scheme.
Appendix A. Excitation by an external L-field
In the main text, we have avoided the case of matter excitation by longitudinal external field, e.g., by charged particles, because this part is not directly related with the main subject of this paper. We have used vector and scalar potentials in Coulomb gauge, so that the T and L components of EM field (for both external and induced EM field) are taken care of via A and φ, respectively. By taking the full Coulomb interaction among the charged particles as a part of matter Hamiltonian, we allowed an external source only for the vector potential. Though the induced current density may have a L-component, it does not act as a source field to excite the matter according to our choice of the viewpoint (A) of Sec.2.3, since the corresponding charge density (related via continuity equation) is due to the redistribution of the charged particles constituting the matter. (If we take the viewpoint (B) of Sec.2.3 concerning the treatment of induced E L , the above mentioned logic becomes different, and this will be explained in Appendix B.)
This restriction is reasonable to demonstrate the new way of deriving macroscopic M-eqs. However, for the purpose of constructing a general framework of a new macroscopic Maxwell eqs., it is necessary to include the case of external excitation by a L-field, too. Especially for static case, if we want to excite electric polarization in an isotropic material, it is absolutely necessary to have an external L field.
In the presence of the external potential φ ext (r, t) due to an external charge density ρ ext (r, t), we should add the interaction energy of the internal charge density with φ ext (r, t) H Lint = dr ρ(r) φ ext (r, t) ,
= − dr P (r) · E ext (r, t) ,
to the matter Hamiltonian (36), where the operators ρ, eq.(18) and P , eq.(23), satisfy eq.(21), and E ext (r, t) = −∇φ ext (r, t). Thus the matter-EM field interaction in general case is the sum of H int , eq.(37), and H Lint . The former and the latter take care of the T and L part of the interaction, respectively. Using H int + H Lint as a perturbation Hamiltonian, we can perform a similar calculation of induced current density as eq.(38). This leads to an additional term of the current density induced by the external L-field E ext I L (r, ω) = dr ′ ν g ν (ω)I 0ν (r)P ν0 (r ′ ) + h ν (ω)P 0ν (r ′ )I ν0 (r) · E ext (r ′ , ω) .
The sum of eq.(38) and eq.(70) is the total current density induced by the T and L components of externally applied EM field. The source field of the T component is vector potential A (∇ · A = 0), representing the T component of electric field (−1/c)∂A/∂t and magnetic field ∇ × A.
The choice of the viewpoint (A) of Sec.2.3 means that the eigenvalues and eigenfunctions in the expressions of susceptibility should be calculated in terms of the "full" Coulomb interaction among the charged particles. Especially, the energy difference between T and L polarized excitations is included in the energy eigenvalues in the denominators of g ν (ω) and h ν (ω).
For static problem (ω = 0), current density represents only the magnetization induced one. Though the time derivative is zero, the elecrtic polarization itself is generally not vanishing, i.e., in the presence of a static electric field, there occurs matter polarization. In order to describe this process, we need to calculate electric polarization separately. Below, we give the result for a general frequency ω. The static result is otained by just putting ω = 0.
For this purpose, we need to calculate the expectation value of the polarization operator (23) with respect to the wave function of the matter perturbed by H int + H Lint . To the lowest order, we obtain and eigenfunctions should correspond to the Matter Hamiltonian with the restricted Coulomb interaction mentioned above.
While the viewpoint (A) requires the selfconsistency among (A T , I T ) in considering the selfconsistent solution of the response, the viewpoint (B) requires that of all the T and L components, (A T , E L , I T , I L ). In the viewpoint (A), the energy shift between T and L modes of polarization waves appears as the positions of the poles of susceptibility. However, in the viewpoint (B), the energy positions of L modes correspond to the roots of 1 + 4πχ epL (ω) = 0, which is equivalent to ǫ = 0 in the usual "E, D, B, H" description.
