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There are currently two competing dichotomies used to describe how local stereoscopic information is processed by the human visual
system. The ﬁrst is in terms of the type of the spatial ﬁltering operations used to extract relevant image features prior to stereoscopic
analysis (i.e. 1st- vs 2nd-order stereo; [Hess, R. F., & Wilcox, L. M. (1994). Linear and non-linear ﬁltering in stereopsis. Vision Research,
34, 2431–2438]). The second is in terms of the temporal properties of the mechanisms used to process stereoscopic information (i.e. sus-
tained vs transient stereo; [Schor, C. M., Edwards, M., & Pope, D. R. (1998). Spatial-frequency and contrast tuning of the transient-ste-
reopsis system. Vision Research, 38(20), 3057–3068]). Here we compare the dynamics of 1st- and 2nd-order stereopsis using several types
of stimuli and ﬁnd a clear dissociation in which 1st-order stimuli exhibit sustained properties while 2nd-order patterns show more tran-
sient properties. Our results and analyses unify and simplify two complimentary bodies of work.
 2008 Elsevier Ltd. All rights reserved.
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There is strong evidence that human stereo-processing
can operate in one of two modes, one in which the disparity
of luminance-deﬁned image features is extracted and
another in which the disparity of contrast-image features
is extracted (Kova´cs & Fehe´r, 1997; Langley, Fleet, & Hib-
bard, 1999; Lin & Wilson, 1995; McKee, Verghese, &
Farell, 2004; McKee, Verghese, & Farell, 2005; Sato,
1983; Wilcox & Hess, 1995, 1997, 1998). This has been
known for some time, the work of (Mitchell, 1966) and
(Ramachandran, Rao, & Vidyasagar, 1973) both suggested
that there was more to stereo than the processing of lumi-
nance-deﬁned disparity. It has since been proposed that
there are two separate stereoscopic processing systems.
One is specialized for luminance-deﬁned or 1st-order stim-
uli, depends on the spatial frequency content of image fea-
tures, and is optimally sensitive to small disparities relative0042-6989/$ - see front matter  2008 Elsevier Ltd. All rights reserved.
doi:10.1016/j.visres.2008.02.008
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E-mail address: Robert.hess@mcgill.ca (R.F. Hess).to the size of the object. Another is specialized for the pro-
cessing of 2nd-order image structure, is relatively insensi-
tive to spatial frequency and depends critically on the size
of image features, particularly at large disparities (Wilcox
& Hess, 1995, 1997, 1998).
More recently another mechanistic dichotomy has
immerged based solely on response dynamics (Edwards,
Pope, & Schor, 1999; Pope, Edwards, & Schor, 1999b;
Schor, Edwards, & Pope, 1998; Schor, Edwards, & Sato,
2001). This distinction evolved from a similar dichotomy
in the vergence literature (Edwards, Pope, & Schor, 1998;
Pope, Edwards, & Schor, 1999a). It has been assumed,
based on the properties of the sustained vergence system,
that the sustained stereo system extracts depth for dura-
tions of up to 1 s and may be particularly sensitive to small
disparities. This system is thought to be polarity sensitive
and to exhibit narrowband tuning for spatial frequency
and orientation of image features (Mitchell & O’Hagan,
1972; Schor & Wood, 1983). Schor and colleagues have
argued that the transient stereo system on the other hand
is polarity-insensitive (Pope et al., 1999b) and exhibits
1328 R.F. Hess, L.M. Wilcox / Vision Research 48 (2008) 1327–1334broadband tuning for orientation (Edwards et al., 1999)
and spatial frequency (Schor et al., 1998) and is sensitive
to a range of disparities (Schor et al., 2001).
On the face of it, there is more than a passing similarity
between the sub-system processing properties that these
dichotomies purport to represent. In principle, either could
map on to a much earlier dichotomy (i.e. quantitative vs
qualitative) based primarily on the size of the disparity
(Ogle & Weil, 1958). For example, the properties of the
so-called 1st- and 2nd-order stereo systems appear to cor-
respond to the so-called sustained and transient stereo sys-
tems, respectively. To conﬁrm this one would need to show
that the 1st-order processing system exhibits only sustained
dynamics and the 2nd-order system exhibits only transient
dynamics. Other possibilities exist. For example, either the
1st-order or 2nd-order system (or both) could exhibit sus-
tained as well as transient components. We would argue
that if the primary distinction is in terms of the dynamic
rather than the image features operated on then this would
be the expected outcome. If the dichotomy is primarily
based on what image features are processed (i.e. luminance
vs contrast) then dynamics should be included as one of the
many distinguishing features of these two systems (i.e. 1st-
order = sustained vs 2nd-order = transient). To resolve
this issue, here we compare the dynamics of stereoscopic
detection of a set of stimuli designed to stimulate 1st- or
2nd-order mechanisms. Such comparisons are not available
from the existing literature due to the wide range of stimuli
and conﬁgurations that have been used, but also because in
their investigations of 1st- and 2nd-order stereopsis Hess
and Wilcox did not vary exposure duration, but held it
constant at a brief duration to avoid eye movement
artifacts.
Since the objective of this work is to make a careful
comparison of the temporal properties of 1st- and 2nd-
order stereopsis, it is important that the stimuli be chosen
to discriminate between the two types of processing, but
otherwise be as similar as possible. In a previous study,
we undertook a comprehensive assessment of 1st-order ste-
reo dynamics as a function of stimulus spatial frequency by
covaring envelope size, spacing and stimulus bandwidth.
We based our current stimulus parameter and conﬁgura-
tion choices on the results of that previous study (Hess &
Wilcox, 2006).
We used three diﬀerent varieties of 2nd-order stimuli
and their spatially equivalent 1st-order counterparts. In
one stimulus set, we used bandpass 1-D spatial noise
stimuli (bandwidth 0.6 octaves) whose stereo-pairs were
either correlated (1st-order) or uncorrelated (2nd-order).
Another stimulus set comprised Gaussian-windowed 1-
D broadband spatial noise stimuli whose stereo-pairs
were either correlated (1st-order) or uncorrelated
(2nd-order). The ﬁnal stimulus set consisted of vertical
or horizontal Gabor stimuli (bandwidth approximate
0.9 octaves) that were either in-phase (1st-order) or
out-of-phase (2nd-order), respectively. The latter two
stimulus sets (Gaussian-windowed noise and the verti-cal and horizontal Gabors) were tested at three diﬀer-
ent spatial scales. All results were ﬁtted with a model
so that the degree to which the dynamics are sustained
vs transient could be derived. The modeling results
were then compared with the large body of data from
our previous study of 1st-order stereopsis (Hess & Wil-
cox, 2006).
2. Methods
2.1. Apparatus
Stimuli were presented as grey-level variations on a single fast phos-
phor Clinton monitor. A full screen display of 1024  768 pixels was used.
At a viewing distance of 1.15 m this subtended 17 by 14 of visual angle.
The mean luminance was 69 cd/m2 and the screen remained at mean lumi-
nance except when stimuli were presented. The monitor was controlled by
a Cambridge Research Systems VSG2/3 graphics card which implements a
resistor network to sum DAC outputs and allows a pseudo 12 bit grey-
level representation after gamma correction. The frame rate was 120 Hz.
Stereo-pairs were displayed on alternate frames and seen by each eye using
LCD goggles.
2.2. Observers
Two observers were tested. Each of the subjects had normal or cor-
rected to normal vision with normal stereo vision (using the Randot Ste-
reo-test and by their performance in previous stereoacuity experiments).
2.3. Noise stimuli
Two diﬀerent vertical 1-D spatial noise stimuli were used. The 1st-
order noise stimulus (see Fig. 1A) was constructed by convolving a spatial
Gabor (i.e. narrowband noise with a peak spatial frequency of 5.76 c/d, a
sigma of 0.17 and bandwidth 0.6 octaves) by 1-D white noise (termed
Gabor-ﬁltered noise). This stimulus was then windowed with a 2-D Gauss-
ian envelope with a standard deviation of 34.2 min. Correlated and uncor-
related stereo-pairs were generated, each at a range of relative disparities.
The 2nd-order noise stimulus (Fig. 1B) consisted of the spatial Gaussian
windowing of vertical 1-D white noise (termed Gaussian-windowed noise)
at three diﬀerent spatial scales (i.e. broadband noise with Gaussian sigmas
of 8.28, 24.8 and 49.6 min).
2.4. Gabor stimuli
Gabor stimuli (approximate bandwidth 0.9 octaves) were oriented hor-
izontally or vertically (see below) and presented at three diﬀerent spatial
scales (sigmas of 8.28, 24.8 and 49.6 min and peak spatial frequencies of
10.9, 3.6 and 1.8 c/d). Vertical in-phase Gabors were used to assess 1st-
order stereopsis (Fig. 1C) and horizontal out-of-phase Gabors were used
to assess 2nd-order stereopsis (Fig. 1D).
2.5. Contrast modulated noise stimuli
We initially tried to compare the dynamics of stereo-processing
using a contrast modulated noise stimulus (2nd-order) with that of a
spatially equivalent, luminance modulated noise stimulus (same spatial
components but added). However, for reasons we do not understand
(and only for some subjects), the addition of noise to a 1st-order stim-
ulus changes its dynamics (compared with no noise), a ﬁnding also pre-
viously documented for stimulus detectability (Manahilov, Calvert, &
Simpson, 2003) and which invalidates the luminance modulated stimu-
lus as the ideal control for its contrast modulated counterpart. Owing
to a lack of a valid 1st-order control, we did not continue with this
stimulus.
Fig. 1. The three diﬀerent stimulus sets used. A correlated and uncorre-
lated Gabor-ﬁltered noise stimuli B, correlated and uncorrelated Gauss-
ian-windowed noise stimuli and C and D in- and out-of-phase Gabors.
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Fig. 2. Comparison of stereo-sensitivity (steepness of psychometric
function) to Gabor-ﬁltered, 1-D patches of either correlated (ﬁlled
symbols) or uncorrelated (unﬁlled symbols) vertically-oriented noise for
two subjects (A and B). Standard deviations (±1) were derived from a
parametric bootstrapping procedure.
R.F. Hess, L.M. Wilcox /Vision Research 48 (2008) 1327–1334 1329The standard stimulus arrangement consisted of a triplet in which the
two outer stimuli served as reference elements and were always located at
zero disparity. The elements were separated by 8  the Gaussian sigma, an
arrangement we found to be optimal previously (Hess & Wilcox, 2006).
The middle stimulus served as the target and was positioned at a number
of crossed and uncrossed disparities relative to zero, chosen at random.
The outer two stimuli acted as references to zero disparity and provided
fusion locks for horizontal and vertical vergence eye-movements (Howard,
Fang, Allison, & Zacher, 2000). To ensure stereo-processing was limited to
the time the stimuli were visible, stimulus presentation was immediately
followed by a 50 ms mask consisting of vertical 1-D spatial noise that
exceeded the dimensions of the previously presented central test stimulus
(Hess & Wilcox, 2006).
2.6. Procedure
2.6.1. Contrast thresholds
Contrast thresholds were measured prior to stereo-testing for each
stimulus type (i.e. Gabor-ﬁltered noise, Gaussian-windowed noise and
Gabors), for each duration and each scale tested. For all contrast
measurements, we used the method of adjustment with a randomized
starting point to obtain 7 binocular threshold estimates that were
then averaged. Once these thresholds were obtained, all stimuli used
for subsequent stereothresholds were set to 3.5 times their contrast
threshold. This ensured that any eﬀects we measured as a function
of duration or stimulus type were not due to changes in
detectability.2.6.2. Stereothresholds
Stereothresholds were measured using the method of constant stimuli,
with a set of 11 stimuli that covered a range of crossed and uncrossed dis-
parities. This range was chosen individually for each stimulus condition to
bracket the point at which the perceived location of the central stimulus
changed from being ‘in front’ to ‘behind’ the two ﬂanking reference stim-
uli. When required, sub-pixel spatial accuracy was achieved by recomput-
ing each newly located stimulus instead of simply repositioning the
stimulus in graphics memory. The stimuli were presented within a tempo-
ral Gaussian envelope whose sigma was varied in diﬀerent experimental
blocks. The observers’ task was to identify on each trial whether the cen-
tral target was positioned in front of or behind the two ﬂanking (zero dis-
parity) stimuli. Within a single run each of the depth oﬀsets were presented
a minimum of 60 times in random order. A stereo-sensitivity estimate was
derived from the resulting psychometric function, by ﬁtting the error func-
tion (cumulative normal), ERF (x), of the form:
PðxÞ ¼ Að0:5þ 0:5 ERFððx BÞ=ð
ﬃﬃﬃﬃﬃﬃ
2:0
p
CÞÞÞ ð1Þ
where A is the number of presentations per stimulus condition, B is the oﬀ-
set of the function relative to zero, and C is the standard deviation of the
assumed underlying, normally distributed, error function. This standard
deviation parameter serves as an indicator of stereo-sensitivity for as it in-
creases, stereo-sensitivity declines. Estimates of variance were obtained
using a parametric bootstrapping procedure (Wichmann & Hill, 2001).
3. Results
The results displayed in Fig. 2 show a comparison
between Gabor-ﬁltered correlated (1st-order-ﬁlled sym-
bols) and uncorrelated (2nd-order-unﬁlled symbols) 1-D
noise, each presented at 3.5 times their detection contrast.
Results are shown for two subjects with stereo-sensitivity
being plotted against the duration of the Gaussian presen-
tation (4  sigma). Apart from the obvious diﬀerence in
absolute sensitivity (1st-order sensitivity being an order
of magnitude better) these results highlight an important
diﬀerence in the temporal dynamics of these particular
1st- and 2nd-order stimuli. While the 1st-order response
exhibits a sustained rise with exposure duration, the 2nd-
order response does not. Instead, the 2nd-order response
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1330 R.F. Hess, L.M. Wilcox / Vision Research 48 (2008) 1327–1334is either invariant with exposure duration over the range we
could make measurements (RFH) or it exhibits a fall in
sensitivity at prolonged durations (CL).
In our previous study, we found that 1st-order dynamics
were not spatial scale dependent (Hess & Wilcox, 2006). To
see if this was also the case for the 1st- and 2nd-order stim-
uli used here we made measurements using Gaussian-win-
dowed noise (i.e. broadband) at each of three diﬀerent
spatial scales. All spatial dimensions of the stimulus were
scaled (spatial frequency, Gaussian envelope and target
separation). These results are shown in Figs. 3 and 4 for
two subjects and plotted in an identical way to that already
described for Fig. 2 above. Similar results to those
described above were obtained at each of the scales tested;
the 1st-order stimuli were associated with a sustained
response comprising an initial strong dependence on expo-
sure duration followed by a weaker dependence at larger
exposure durations. 2nd-order stimuli on the other hand,
exhibited either no dependence on exposure durations,
even for durations as short as 80 ms (i.e. sigmas of
20 ms), or a reduction of sensitivity at longer exposure
durations.0.01
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Fig. 3. Comparison of stereo-sensitivity to Gaussian-windowed, 1-D
patches of either correlated (ﬁlled symbols) or uncorrelated (unﬁlled
symbols) noise for one subject at each of three stimulus spatial scales (A—
49.6 min; B—24.8 min; C—8.28 min). Standard deviations (±1) were
derived from a parametric bootstrapping procedure.
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Fig. 4. Comparison of stereo-sensitivity to Gaussian-windowed, 1-D
patches of either correlated (ﬁlled symbols) or uncorrelated (unﬁlled
symbols) broadband noise for one subject at each of three stimulus spatial
scales (A—49.6 min; B—24.8 min; C—8.28 min). Standard deviations
(±1) were derived from a parametric bootstrapping procedure.3.1. Gabor stimuli
Concerns have been raised about using uncorrelated
noise to isolate 2nd-order processing (Prince & Eagle,
2000). We veriﬁed the preceding results by measuring ste-
reoacuity as a function of exposure duration for horizon-
tally- and vertically-oriented Gabor stimuli of a ﬁxed
bandwidth (approximate bandwidth 0.9 octaves) whose
stereo-pairs were either in-phase (vertically-oriented, 1st-
order) or out-of-phase (horizontally-oriented, 2nd-order).
Stereo-sensitivity was tested at three diﬀerent scales compa-
rable to those already used for the Gaussian-windowed
noise stimuli. Results for two subjects are shown in Figs.
5 and 6. The in-phase (1st-order) results are quite similar
in form to those of the correlated noise stimuli (Figs. 2–
4) described above and the out-of-phase (2nd-order) results
are similar to the uncorrelated noise results described pre-
viously. In particular, the out-of-phase (2nd-order) stimuli
exhibited neither a consistently strong dependence on dura-
tion at short durations nor a more gradual dependence at
longer durations typical for 1st-order stimuli. In a number
of cases, notably for subject LW, a clear fall in sensitivity is
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Fig. 5. Comparison of stereo-sensitivity to Gabor patches that were either
vertical and in-phase (ﬁlled symbols) or horizontal and out-of-phase
(unﬁlled symbols) for subject RFH. (A) Spatial frequency 1.8 c/d; (B)
spatial frequency 3.6 c/d; (C) spatial frequency 10.9 c/d. Standard devi-
ations (±1) were derived from a parametric bootstrapping procedure.
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Fig. 6. Comparison of stereo-sensitivity to Gabor patches that were either
vertical and in-phase (ﬁlled symbols) or horizontal and out-of-phase
(unﬁlled symbols) for subject LW. (A) Spatial frequency 1.8 c/d; (B)
spatial frequency 3.6 c/d; (C) spatial frequency 10.9 c/d. Standard devi-
ations (±1) were derived from a parametric bootstrapping procedure.
R.F. Hess, L.M. Wilcox /Vision Research 48 (2008) 1327–1334 1331evident as exposure duration increases for the 2nd-order
stimuli.3.2. Temporal dynamics
To quantify the temporal dynamics underlying the
response/exposure duration dependencies observed for
these 1st- and 2nd-order stimuli, we used the temporal inte-
gration model introduced by Watson (1979, 1986) which
we previously applied to the dynamics of 1st-order ste-
reo-processing under a wide variety of diﬀerent stimulus
conﬁgurations (Hess & Wilcox, 2006). This model is based
on temporal summation over time of the response of a lin-
ear temporal ﬁlter. The linear temporal ﬁlter whose impulse
response function is convolved with the temporal envelope
of the stimulus has an impulse response I(t) with excitatory
and inhibitory components, each approximated by a cas-
caded low-pass leaky integrator (Watson, 1986). The mod-
el’s parameters consisted of weighting factors (A, K) and
time constants (s1 and s2) of the two low-pass ﬁlters. In
our previous study of 1st-order stereo dynamics, we did
not ﬁnd a signiﬁcant diﬀerence in the inhibitory componentacross conditions and subjects: inhibition was weak and
slow in all cases. This suggests only a weak transient com-
ponent compared to a stronger sustained one thus account-
ing for the dependence of sensitivity on stimulus duration.
Only the weighting factor, A and time constant, s1 of the
excitatory components changed across conditions and sub-
jects. Therefore, we focused our analysis on s1 and used
that to characterize the sustained dynamics of the stereo-
processing associated with 1st-order stimuli. A schematic
is shown in Fig. 7 showing the diﬀerent stages of the model
and the expected results for a sustained vs a transient
mechanism.
A summary of our previous analysis of the dynamics of
1st-order stereopsis using this model is shown in Fig. 8
where s1 is plotted against stimulus spatial frequency.
The large circular area represents the 95% conﬁdence limits
derived from our previous study where we used 1st-order
stimuli of diﬀerent Gaussian size, Gabor bandwidth and
element separation.
Similarly, the model ﬁts to the 1st-order data from the
current study (two types of correlated noise and the in-
phase Gabors) was good and the derived model s1 (solid
Fig. 7. Schematic of the diﬀerent stages of the model for a sustained vs transient mechanism.
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Fig. 8. Summary scatter plot of the 95% conﬁdence limits (ellipse) of the
time constant derived from the model ﬁts to the previous 1st-order stereo
data as a function of stimulus spatial frequency (Hess & Wilcox, 2006).
The ﬁlled symbols are time constants derived from the present study for
1st-order stimuli. For the 2nd-order stimuli tested here, the model ﬁts were
only acceptable (see text) in three cases (unﬁlled symbols) and these were
all outside the 95% conﬁdence limits for 1st-order stimuli.
1332 R.F. Hess, L.M. Wilcox / Vision Research 48 (2008) 1327–1334symbols) is consistent with those obtain previously (ellipse)
for 1st-order Gabor stimuli of diﬀerent spatial frequency,
size and separation (Hess & Wilcox, 2006). In contrast,
the ﬁt to the 2nd-order data was poor. This was the result
of two characteristics of the 2nd-order response; the
absence of a fall oﬀ in sensitivity at short durations (at least
down to the shortest we could measure) and the fall oﬀ in
sensitivity as duration increased. Both of these features
reﬂect a much more transient response, one that was too
transient for the model we had previously applied (Hess
& Wilcox, 2006) to 1st-order stereo. Only three data sets
(i.e. 3 out of 14) could be ﬁt by the model and the s1 param-
eters in these cases (open symbols in Fig. 8) lie outside the
95% conﬁdence limits for comparable 1st-order stimuli.4. Discussion
We set out to compare the dynamics of 1st- and 2nd-
order stereo-processing using stimuli that had the same
spatial composition and overall arrangement. All stimuli,
at all durations, were displayed at a comparable supra-
threshold contrast level, so that any diﬀerences we
observed as a function of exposure duration were not due
to visibility, edge-to-edge spacing, or to an undetermined
eﬀective exposure duration. The latter issue was met by
implementing a spatial mask which eliminated post-stimu-
lus processing. Post-stimulus masks have not been used in
previous studies of sustained vs transient stereo. We used
two diﬀerent types of noise (narrow and broadband) as
well as Gabors and compared the dynamics at three diﬀer-
ent spatial scales. Our experiments focussed on the ﬁnest
disparities than could be processed, as is the case for all
absolute threshold studies.
Our 1st-order stimuli elicited an initial strong and sus-
tained dependence on exposure duration followed by a
weaker dependence at longer durations, consistent with
previous studies (Harwerth, Fredenburg, & Smith, 2003;
Hess & Wilcox, 2006). Our leaky integrator model cap-
tured the sustained nature of this response in terms of the
time constant parameter s1 and provided s1 values that fell
within the 95% conﬁdence limits previously found for other
1st-order stimuli across a wide parameter range (Hess &
Wilcox, 2006). Studies using random dot stimuli have come
to a similar conclusion regarding the sustained nature of
1st-order stereopsis (Kontsevich & Tyler, 2000).
Our 2nd-order stimuli resulted in a diﬀerent temporal
signature as a function of exposure duration. There was
often no consistent or sustained rise in sensitivity with
increasing exposure duration, in fact sensitivity often
dropped as exposure duration increased. This is the signa-
ture of a more transient system, one too transient in most
cases to be captured by the model (see Fig. 7) that success-
fully characterizes the more sustained 1st-order responses
R.F. Hess, L.M. Wilcox /Vision Research 48 (2008) 1327–1334 1333(i.e. the 1st-order stimuli of the present study and the full
range of diﬀerent 1st-order stimuli used by Hess & Wilcox,
2006). For the 2nd-order data that the model could handle
(3 out of 14 functions), the derived parameters fell out side
the 95% conﬁdence limits for 1st-order stimuli (Hess &Wil-
cox, 2006). They had signiﬁcantly smaller s1 values, again
indicating a more transient response.
Is it possible that our 1st-order Gabors were detected by
a 2nd-order mechanism whose contribution dominated at
short exposure duration thereby masking what might have
been much more sustained behaviour? We have three rea-
sons why we do not believe this is the case. First, in all
of our studies of the properties of 1st- and 2nd-order stereo
mechanisms (Hess, Baker, & Wilcox, 1999; Hess & Wilcox,
1994, 2006; Wilcox & Hess, 1996, 1997, 1998) we never
found any evidence that the 2nd-order system mediates
depth perception for Gabor stimuli, except when the
Gaussian envelope contained many cycles leading to a cor-
respondence problem. The general rule that emerged is that
if there is both 1st- and 2nd-order information available,
the 1st-order information determines performance. Second,
for these stimuli there is typically a factor of 10 diﬀerence
between the sensitivity of 1st- and 2nd-order mechanisms,
making any 2nd-order contribution easily detected (Wilcox
& Hess, 1996). No such threshold discontinuities are seen
in the threshold duration curves in the short duration
range. Finally and most importantly, in our previous study
(Hess & Wilcox, 2006) we compared performance for
Gabors and horizontal strips of equivalent carrier fre-
quency at short and long exposure durations and found
no diﬀerence in performance. While Gabors could be
detected by a 2nd-order mechanism, the horizontal strips
could not. We assessed stereoacuity using these stimuli
across a range of spatial frequencies and element spacing.
There was no signiﬁcant diﬀerence between the sensitivity
for these two types of stimuli at any exposure duration,
suggesting no 2nd-order contribution.
These results suggest that regardless of the stimulus type
used (i.e. noise and Gabors, both at diﬀerent spatial scales),
2nd-order stereo-processing, at discrimination threshold, is
more transient than 1st-order processing. This is not con-
taminated by the known visibility diﬀerences between 1st-
and 2nd-order stimuli (Hutchinson & Ledgeway, 2006; Sut-
ter, Sperling, & Chubb, 1995) and is true across a range of
spatial scales. We do not ﬁnd any conditions (spatial fre-
quency, size or element separation) under which 1st-order
processing behaves as transiently as 2nd-order processing
(Hess & Wilcox, 2006). There appears to be a clear dichot-
omy between 1st-order sustained processing and 2nd-order
transient processing within the parameter range investi-
gated here.
This scheme seems to be at odds with the dichotomy
proposed by Schor and coworkers (Edwards et al., 1999;
Pope et al., 1999b; Schor et al., 1998, 2001) which is pri-
marily based on observed properties of the vergence sys-
tem. Within their proposed scheme, 1st- and 2nd-order
responses can be sustained or transient within a single dis-parity range. We ﬁnd that this is not the case for the small-
est disparities that 1st- and 2nd-order processing can
support. There are many diﬀerences between our approach
and that of Schor and colleagues. For example, we measure
stereo-sensitivity thresholds and we used equi-detectable
stimuli. Schor and colleagues experiments target much lar-
ger disparities and time periods for stimuli of ﬁxed con-
trast. We used a post-stimulus mask to delimit neural
processing, Schor and colleagues do not. Also, the terms
‘‘sustained” and ‘‘transient” are qualitative descriptions
and need to be quantitatively deﬁned, as we do in terms
of the time constant (s1) of one of the low-pass ﬁlters of
the leaky integrator model. It is not at all clear if these
terms are comparable in the two approaches.
Our working hypothesis is that there is a simple 1st-/
2nd-order dichotomy and that these mechanisms have dis-
tinct temporal properties which map onto the sustained/
transient dichotomy proposed by Pope et al. (1999b) and
Edwards et al. (1998, 1999). In the majority of these exper-
iments, the authors use stimuli well-suited to optimally
stimulate the 2nd-order mechanism. For instance the stim-
uli are presented at very large disparities, near 1deg, mak-
ing it likely that the patterns were either diplopic or nearly
so. In our early work on 2nd-order stereopsis we showed
that 2nd-order processing dominates when the stimuli are
diplopic (Wilcox & Hess, 1995). In addition, Edwards
and colleagues use relatively short exposure durations, with
the aim of isolating transient processing, again conditions
which are ideal for 2nd-order stereopsis. Most relevant to
the current paper, is their examination of 1st- and 2nd-
order stereopsis under ‘transient’ exposure conditions
(Edwards, Pope, & Schor, 2000). In those experiments they
used dynamic random dot stereograms which were either
contrast (2nd-order) or luminance (1st-order) modulated.
Their percent correct data showed that observers were able
to see depth in both types of stimuli at an exposure dura-
tion of 200 ms. We too ﬁnd that both 1st- and 2nd-order
stereopsis function well at a 200 ms exposure duration.
However, we show here that the relationship of stereothres-
holds with viewing time is very diﬀerent for these two sys-
tems; with increasing duration, 2nd-order performance
remains the same or is degraded while 1st-order perfor-
mance improves. Thus the use of a single viewing time as
a determinant of transient processing can be misleading.
At this particular duration (200 ms), our results are fully
consistent with those of Edwards et al., however, the pat-
tern of results with increasing exposure duration shows a
clear diﬀerence in the dynamics of the 1st- and 2nd-order
mechanisms.
It remains a possibility that the mapping of sustained/
transient onto 1st-/2nd-order, respectively, does not hold
at large suprathreshold disparities, e.g., at the upper dis-
parity limit. Edwards et al. (2000) in an additional experi-
ment have shown evidence of interaction between the
output of the 1st and 2nd-order systems using a dichotic
viewing paradigm, with relatively large disparities. Their
data argues for a common pathway which can access both
1334 R.F. Hess, L.M. Wilcox / Vision Research 48 (2008) 1327–1334disparity signals at large disparities. Our results at small
disparities, showing diﬀerent dynamics, are consistent with
there being separate systems for 1st- and 2nd-order pro-
cessing. Whether this represents an important diﬀerence
in the processing of small and large disparities remains to
be determined.
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