ABSTRACT. We present an extension of the Delsarte linear programming method for spherical codes. For several dimensions it yields improved upper bounds including some new bounds on kissing numbers. Musin's recent work on kissing numbers in dimensions three and four can be formulated in our framework.
INTRODUCTION
A spherical (n, N, α)-code is a set {x 1 , . . . , x N } of unit vectors in R n such that the pairwise angular distance betweeen the vectors is at least α. One tries to find codes which maximize N or α if the other two values are fixed. The kissing number problem asks for the maximum number k(n) of nonoverlapping unit balls touching a central unit ball in n-space. This corresponds to the special case of spherical codes that maximize N , for α = π 3 . In the early seventies Philippe Delsarte pioneered an approach that yields upper bounds on the cardinalities of binary codes and association schemes [3] [4] . In 1977, Delsarte, Goethals and Seidel [5] adapted this approach to the case of spherical codes. The "Delsarte linear programming method" subsequently led to the exact resolution of the kissing number for dimensions 8 and 24, but also to the best upper bounds available today on kissing numbers, binary codes, and spherical codes (see Conway & Sloane [2] ).
Here we suggest and study strengthenings of the Delsarte method, for the setting of spherical codes and kissing numbers: We show that one can sometimes improve the Delsarte bounds by extending the space of functions to be used.
Let X = (x 1 , . . . , x N ) ∈ R n×N be an (n, N, α)-code, and let
be the Gram matrix of scalar products of the x i . Then • x ii = 1, while x ij ≤ cos α for i = j, • M is symmetric and positive semidefinite, and • M has rank ≤ n.
Supported by the DFG Research Center MATHEON "Mathematics for key technologies" in Berlin. 1 Moreover, any matrix M ∈ R N ×N with these properties corresponds to a spherical (n, N, α)-code. The following is a variant of a theorem by Delsarte, Goethals and Seidel [5] with a one-line proof. f (x ij ) ≥ 0,
(ii) f (t) + c ≤ 0 for −1 ≤ t ≤ cos α, and
To prove a bound on N with the help of this theorem, we need to find a "good" function f that works for every conceivable code.
We follow an approach presented by Conway and Sloane [2] . Start with a finite set S of functions that satisfy (i) for every (n, N, α)-code for given n and α. As (i) is preserved if we take linear combinations of functions in S with non-negative coefficients, (i) holds for all functions in the cone spanned by S. Condition (ii) is discretized, and we formulate the following linear program. Let S = {f 1 , f 2 , . . . , f k }, and t 1 , t 2 , . . . , t s be a subdivision of [−1, cos α].
Minor inaccuracies stemming from the discretization have to be dealt with. Theorem 1.1 then yields a bound on N . In Section 2, we look at the set S which is classically used in this method. All functions in this set have the stronger property that for a fixed n, the matrix (f (x ij )) is positive semidefinite for all (n, N, α)-codes independently of α, which implies condition (i).
In Section 3 we explore functions one could add to this set satisfying condition (i) independently of n and α. However, we found no substantial improvements to known bounds through the help of the functions described in that section.
In Section 4 we present a family of functions f α . These functions have the property that the matrix (f α (x ij )) is diagonally dominant and thus positive semidefinite for all (n, N, α)-codes for all n and N , implying condition (i). This yields improvements to some best known bounds. In particular, we obtain improved upper bounds for the kissing number in the dimensions 10, 16, 17, 25 and 26, and a number of new bounds for spherical codes in dimensions 3, 4 and 5.
In the final section we show how Musin's recent work [8, 9] on the kissing numbers in three and four dimensions can be formulated in our framework.
THE CLASSICAL APPROACH
To guarantee condition (i) in Theorem 1.1, one looks for a function f that will return a matrix (f (x ij )) which is positive semidefinite for all finite sets of unit vectors x i . One reason for this restriction is that one knows a lot about these functions, by the following theorem of Schoenberg about Gegenbauer polynomials. These polynomials (also known as the spherical or the ultraspherical polynomials) may be defined in a variety of ways. One compact description is that for any n ≥ 2 and
, . . . are orthogonal with respect to the scalar product
on the vector space R[t] of polynomials, where dω(x) is the invariant measure on the surface of the sphere. of rank at most n with ones on the diagonal yields a positive semidefinite matrix (f (x ij )), then f is a non-negative combination of the Gegenbauer polynomials G n k , for k ≥ 0. The Delsarte Method. To obtain bounds on N , given n and α, one takes for S the Gegenbauer polynomials up to some degree k, and uses the linear program described in the introduction. The minor inaccuracies arising from the discretization can be dealt with by selecting a slightly smaller c. Then Theorem 1.1 yields a bound.
To obtain bounds on α for given n and N , a similar technique is used. One repeatedly uses the method from before with varying α in order to find a small α for which Theorem 1.1 forbids an (n, N, α)-code.
In most dimensions, the Delsarte method gives the best known upper bound for the kissing number; in dimensions 2, 8 and 24 this bound is optimal. In dimension three and four, this method gives the bounds k(3) ≤ 13 and k(4) ≤ 25, and it was proven that no better bounds can be achieved this way. The true values are 12 and 24, respectively, but the proofs are much more complicated.
EXTENDING THE FUNCTION SPACE
Let us consider the space P(n, α) of candidates for f given by condition (i) in Theorem 1.1, i.e. we look for functions with i,j≤N f (
It is easy to see that P(n, α) contains all non-negative functions, the Gegenbauer polynomials G n k (by Theorem 2.1), and all convex combinations of these functions for all α. But the addition of non-negative functions to the set S will not improve the bounds we get from applying Delsarte's method. The interesting question is if there are any other functions in P(n, α).
We will say that a function has the average property on S n−1 if for every code
where ω n is the (n−1)-dimensional area of S n−1 . Obviously, every function with this property and S n−1 f ( x, y ) dω(x) dω(y) ≥ 0 is in P(n, α) for all α. Non-negative combinations of Gegenbauer polynomials have this property, and the next result says that there are no other such functions. For the proof we will need two other results. First, the classical addition theorem for spherical harmonics (see [1, Chap. 9] , which credits Müller [7] , who in turn says that this goes back to Gustav Herglotz (1881-1925)). 
where the functions S k,1 , S k,2 , . . . , S k,m form an orthonormal basis for the space of "spherical harmonics of degree k," which has dimension m = m(k, n) = k+n−2 k
Further, we will use the following lemma. 
Proof. Statement (ii) is trivial for h = 0, so we may assume that in fact
as a probability density for picking random vectors x 1 , x 2 , . . . , x N ⊂ S n−1 . Then we get in expectation
Choosing N sufficiently large we see that (i) implies (ii).
For x i ∈ S n−1 and ǫ > 0, let
For ǫ → 0, the integral in (ii) approaches the sum in (i), and thus (ii) implies (i).
Proof of Theorem 3.1. We may write f as sum of Gegenbauer polynomials
Therefore by Theorem 3.2,
and thus
This implies by Lemma 3.3 that c r ≥ 0, proving the theorem.
By Theorem 3.1, if we want to find new functions which are in P(n, α) for all α, we may restrict ourselves to functions which do not have the average property, and thus S n−1 f ( x, y ) dω(x) dω(y) > 0. The following family shows that such functions exist. This family is very general in the sense that it is in P(n, α) for all n and α. Lemma 3.4. Let β < π/2, and let
Then g β ∈ P(n, α) for all n and α. Proof. Suppose that β < π 2
, g := g β ∈ P(n, α), and x 1 , . . . , x N ∈ S n−1 is a minimal set with i,j≤N g( x i , x j ) < 0. Then j≤N g( x i , x j ) < 0 for some i; without loss of generality we may assume that i = 1. Let
, we may assume that j = 2. Then I , and similarly between −x j and x k , then the distance between x i and x k is at most β. Therefore,
By inclusion/exclusion we get
a contradiction to the minimality of the set.
The following fact shows that these functions are truly an extension to the known elements of P(n, α). If one is only interested in continuous functions, one can easily add a non-negative functionp with small support, such that g β +p ∈ P(n, α) is continuous, and the next fact will also apply to g β +p.
Fact 3.5. The function g β is not a convex combination of Gegenbauer polynomials and non-negative functions.
Proof. Let
with p(t) ≥ 0, c k ≥ 0 and ∞ k=−1 c k = 1. By the linearity of the integral,
and thus g β (t) = h(t).
THE MAIN RESULT
As noted above, the family g β is very general in the sense that g β ∈ P(n, α) for all n and α. Therefore, it may not come as a big surprise that we do not get significant improvements on the known Delsarte bounds through the use of g β .
The Gegenbauer polynomials are specialized on the dimension at hand, G n k ∈ P(n, α) for fixed n and arbitrary α. Next we will look at functions which are specialized on the minimum angular distance of the code instead, i.e., functions in P(n, α) for fixed α and arbitrary n. Note that in this setting, there is not much sense in considering the average property since a sequence of (n, α, N )-codes with fixed α can not converge towards the continuous case of the whole sphere. We will restrict ourselves to functions in the following smaller space.
With the following lemma, we can reduce the vector combinations which have to be tested when we are searching for a function f ∈ R(n, α). 
is pointwise maximal with respect to (i)-(iii).
Then the x i (i ≥ 1) form a regular simplex with x i , x j = z for i = j.
Proof. For N ≤ 1, the statement is trivial, so assume that N ≥ 2. We may further assume that
⊤ . By the symmetries of the sphere we may assume that
√ z, and thus, The following theorem will enable us to improve numerous bounds. Note that the definition of f α for z < t < 1 is not important as x i , x j is never in this interval for an (n, N, α)-code. 
Then f α ∈ R(n, α) for all n.
is minimal for all codes with N ≤ N 0 . If we choose N minimal amongst such codes, we have x 0 ,
By Lemma 4.2, we may assume that the x i (i ≥ 1) form a regular simplex with x i , x j = z for i = j. By symmetry we may assume that
n−1 be defined as
where the last inequality is true since x N +1 0 ≤ 0, and all other factors are non-negative. Thus,x 0 minimizes S and we may assume that x 0 =x 0 . This implies that
which is minimized for x
proving the theorem.
Note that for f α , a slightly stronger statement is true:
For every (n, N, α)-code X, the matrix (f α (x ij )) is positive semidefinite. This is an easy consequence of Gersgorin's circle theorem (see [6] ), combined with the fact that (f α (x ij )) is symmetric and diagonally dominant (i.e., 2f
We can add f π 3 to the Gegenbauer polynomials in dimension n to get new bounds on the kissing numbers k(n) through linear programming as in Section 1. This yields the new bounds in Table 1 , where the known bounds are taken from [2] (with the exception of the bound k(9) ≤ 379 from [13] ). For other n ≤ 30, the best currently known bounds were not improved. Similarly, new bounds for the minimal angular separation in spherical codes can be achieved. Some of them are shown in Table 2 (here, the lower bounds are from [12] ). We express our bounds in degrees as this is the usual notation in the literature.
As an example for the proofs of the values in Tables 1 and 2 , we prove the following theorem. The proofs for all other values are similar, and the exact functions used are stated in the appendix. For dimensions three and four, using f π 3 gives marginal improvements to the bounds on the kissing numbers achieved with the Delsarte method, but not enough to show that k(3) = 12 and k(4) = 24. Several proofs for k(3) = 12 are known, the first one by Schütte and van der Waerden [11] . For dimension four, only recently a proof for k(4) = 24 was found by Musin [8] . The same techniques also yield the arguably simplest proof for dimension three [9] .
Our techniques give a new framework for Musin's proofs. As mentioned above, Gegenbauer polynomials G (n) k are in P(n, α) for a specific n and arbitrary α. Similarly, the functions f α are in P(n, α) for a specific α and arbitrary n. To get the strongest bounds one should look for functions which are specialized for the n and α at hand, though.
As a consequence of Lemma 3 in [9] and Section 5 in [8] , we get the following two lemmas stated in our framework. .
With the help of these two functions, we can show that k(3) = 12 and k(4) = 24 using the same method as before. 
