For each abelian group A, a classical link diagram D has an associated abelian group DA(D) of Dehn colorings with values in A. In this note we provide an explicit description of DA(D) using the Smith normal form of the Goeritz matrix.
Introduction
If L = K 1 ∪ · · · ∪ K µ is a classical link in S 3 then a diagram D of L in the plane is obtained from a regular projection -i.e., a projection under which the image of L consists of smooth curves, with only finitely many singularities, each singularity being a transverse double point called a crossing -by removing a short segment of the underpassing on each side of each crossing. Let R(D) denote the set of complementary regions of D in the plane. For each crossing c of D, label the incident regions as R, S, T, U in such a way that the pairs of regions that are neighbors across the overcrossing arc are {R, S} and {T, U }, as indicated in Figure it is an abelian group under pointwise addition of functions. Dehn colorings were introduced by Carter, Silver and Williams [2] , and studied further by Lamey, Silver and Williams [11] . These authors were expanding on an idea mentioned by Kauffman [9] which, in turn, was a modification of a notion mentioned in an exercise in the textbook of Crowell and Fox [3, Exercise VI.6 ]. Crowell and Fox defined colorings on the set of arcs of a diagram, rather than the set of regions; we do not discuss these arc-colorings in detail, as they are determined by the Dehn colorings.
Crowell and Fox introduced link colorings in [3] as a convenient way to describe certain representations of link groups, and it seems that the connection with group representations is still the primary algebraic interpretation of link colorings. The purpose of this note is to provide another interpretation of D A (D), an explicit structural description which follows from the Dehn coloring version of a theorem connecting link colorings with the Goeritz matrix, due to Nanyes [14, 22] . We also discuss the connections tying Dehn colorings to other classical link invariants.
The Goeritz matrix
We proceed to define the Goeritz matrix. It is well known that the complementary regions of a link diagram D can be separated into two classes -shaded and unshaded -in such a way that regions whose boundaries share an arc are shaded differently. We think of the shaded/unshaded designations as arbitrary, so D has two different shadings, which are opposites of each other. We do not prefer one shading or the other. A shading σ of D has two associated checkerboard graphs, which we denote Γ s (D, σ) and Γ u (D, σ). The former has a vertex for each shaded region, and the latter has a vertex for each unshaded region. Each graph has an edge for each crossing, incident on the vertex or vertices corresponding to region(s) which appear at that crossing.
Suppose D is a link diagram with a shading σ, and U 1 , . . . , U n are the unshaded complementary regions with respect to σ. For i = j let C ij be the set of crossings that are incident on both U i and U j . For each crossing, define the Goeritz index η as in Figure 2 .
Then the Goeritz matrix G(D, σ) is the symmetric n×n matrix whose entries are given by
The Goeritz matrix was introduced more than 80 years ago [5] . That was a time when knot theorists did not pay much attention to links with µ > 1, so the fact that G(D, σ) is insensitive to simple link operations (like inserting a crossing-free circle into an unshaded region of a link diagram) was not a cause for concern. To incorporate more information about links, it is convenient to adjust the definition of the matrix as follows [21, 23] . 
The variation of G(D, σ) and G adj (D, σ) among diagrams of the same link type is not precisely understood. However, the following result is known. (This result can be sharpened, as discussed for instance in [16, 21] • Replace a matrix G with U GU T , where U is unimodular. (That is, U is a matrix of integers and det U = ±1.)
• Adjoin a new row and column to a matrix, with the only new nonzero entry a 1 or −1 on the diagonal.
Many references present a restricted form of Proposition 2, which involves
, and specifies the shading of the unbounded region. It is not hard to see that replacing G(D, σ) with G adj (D, σ) makes it unnecessary to restrict to the case β s (D, σ) = 1 [16, 21] . Moreover, specifying the shading of the unbounded region has no actual effect on the set of (adjusted) Goeritz matrices associated to a link type [23] .
Elementary ideals and the Smith normal form
Before stating our structural description of D A (D), we need to recall some ideas associated with the Smith normal form of matrices over Z. The Smith normal form is a very useful part of the theory of integer matrices, and is discussed in many algebra texts, like [8, Chapter 3] , [15, Chapter II] and [18, Chapter 9] . Definition 3 Suppose M is a matrix with κ columns and ρ rows, whose entries lie in a commutative ring with unity R. Then the elementary ideals E j (M ) are ideals of R, indexed by j ≥ 0 ∈ N. If κ ≤ j, then E j (M ) is the ideal (1), i.e., the entire ring R. If max{0, κ − ρ} ≤ j ≤ κ − 1, then E j (M ) is the ideal generated by the determinants of the (κ − j)
Definition 3 reflects the indexing traditionally used in knot theory, according to which E j is generated by the determinants of the (κ−j)×(κ−j) submatrices. In algebra texts like [8, Chapter 3] , [15, Chapter II] and [18, Chapter 9] it is common to refer instead to the jth ideal being generated by determinants of j × j submatrices.
are the invariant factors of M . (We use the notation
It is not immediately apparent from Definition 4, but it turns out that the invariant factors form a sequence of divisors. Because of our indexing convention we have φ j (M ) | φ j−1 (M ) ∀j, where many algebra texts would have the reverse. Also, our definition includes invariant factors equal to 0. Some references, like [18, Chapter 9] , allow invariant factors equal to 0 but other references, like [8, Chapter 3] and [15, Chapter II], do not; instead they simply mention that the number of nonzero invariant factors is the rank of M over Q.
In the situation of Definition 4, the Smith normal form Φ(M ) is the ρ × κ matrix obtained from the diagonal matrix
by adjoining ρ − κ rows of zeroes if κ < ρ, and removing κ − ρ rows of zeroes if κ > ρ.
Theorem 5 The Smith normal form over Z has the following properties:
1. Φ(M ) is equivalent to M , i.e., there are unimodular matrices
2. Φ(M ) is the unique matrix equivalent to M whose off-diagonal entries are all 0 and whose diagonal entries M jj are non-negative integers such that M jj | M (j−1)(j−1) ∀j. The invariant factors of Goeritz matrices, mentioned in part 3b, have been studied recently by several authors, including Ikeda and Sugimoto [7] and Tanaka [20] . These authors refer to the sequence of invariant factors (equivalently, the matrix Φ(G adj (D, σ))) as the "Goeritz invariant" of a link, and credit Kawauchi for the idea of studying it as a link invariant.
Here are two simple properties of the invariant factors. 
is even if and only if j < µ. For property 2 we refer to the literature, e.g., [21, Section 3] . It is possible for a link diagram to have strictly more than β s (D, σ) + β u (D, σ) − 1 invariant factors equal to 0. An example is given in Figure 3 .
The cokernel mentioned in part 3c of Theorem 5 is the oldest of the link invariants that come from Theorem 5. Seifert [17] proved that for a knot, this cokernel is isomorphic to the direct sum of Z and the first homology group of the cyclic double cover of S 3 branched along the knot; Seifert's result was extended to links by Kyle [10] . For more recent accounts see [6] and [12, Chapter 9] .
The elementary ideals E j (G adj (D, σ)) mentioned in part 3d of Theorem 5 are connected to more familiar classical link invariants simply called the elementary
the group G of L has the property that the abelianization G/G is free abelian of rank µ. A basis for this free abelian group consists of meridians t 1 , . . . , t µ of the components of L, and the integral group ring Z[G/G ] is naturally isomorphic to the ring
µ ] of Laurent polynomials in t 1 , . . . , t µ (with integer coefficients). The elementary ideals of L are obtained from Definition 3, using an Alexander matrix of L for M . Alexander matrices are discussed in standard references like [3] and [4] .
Let ν :
µ ] → Z be the negative augmentation map, i.e., the ring homomorphism given by ν(t
This fact is implicit in classical discussions of these ideas, like [4] , but we have not found an explicit statement older than [21] . Silver, Traldi and Williams have recently given a very direct proof of the fact that ν(E j (L)) and E j (G adj (D, σ) ) are always the same. In [19] 
; it follows from Definition 4 that these g.c.d.s determine the invariant factors of G adj (D, σ). Turning to part 3e of Theorem 5, the kernel of the homomorphism
represented by G adj (D, σ) appears in the Dehn coloring version of the theorem of Nanyes [14, 22] . We denote this kernel ker A G adj (D, σ). The statement of the theorem of Nanyes in [22] is that for every abelian group A,
Of course this is equivalent to
Applying part 3e of Theorem 5 to the equivalent matrices
To express the isomorphism ( 
Theorem 8 extends a result of Berman [1] , which relates Laplacian matrices and bicycles of graphs.
Notice that the formula of Theorem 8 applies to every abelian group A, without regard to its structure; in particular it makes no difference whether or not A is finitely generated. Also, even though the matrix G adj (D, σ) varies with the choice of σ and D, the direct product of Theorem 8 does not vary (up to isomorphism), because Corollary 6 tells us that the only difference between the invariant factors of two G adj (D, σ) matrices representing the same link type is that one matrix may have extra invariant factors equal to 1. If φ j = 1 then A(φ j ) = {0} for every abelian group A, so A(φ j ) does not make a significant contribution to the direct product formula of Theorem 8.
Corollary 9
If L 1 and L 2 are classical links, then any of these conditions implies the others. (D 1 , σ 1 ) ) and Φ(G adj (D 2 , σ 2 )) differ only in that one of the matrices may have extra diagonal entries, all equal to 1.
The Dehn coloring groups and the abelian groups represented by adjusted Goeritz matrices are link type invariants (up to isomorphism), so Corollary 9 is still valid with "For some" replaced by "For all" in conditions 2 -4.
The invariants mentioned in Corollary 9 are not very sensitive. In particular, they cannot detect whether or not a given link is a connected sum of (2, m)-torus links: 
Proof. It is easy to construct a diagram D T of T , with a shading σ T such that β s (D T , σ T ) = 1, there are n unshaded regions, Notice that if φ j = 1 then the resulting trivial torus link T (2,1) does not make a significant contribution to the connected sum of Corollary 10. This corresponds to the fact that A(φ j ) = A(1) = {0} does not make a significant contribution to the direct product of Theorem 8.
In closing we emphasize that Corollaries 9 and 10 tell us that if we consider two links to be equivalent if they have G adj matrices with the same sequence of invariant factors (except for possibly having different numbers of invariant factors equal to 1), then we obtain a rather coarse equivalence relation. In contrast, if we consider two links to be equivalent if they have identical G adj matrices, then we obtain a much finer equivalence relation; it is the same as the equivalence relation defined by mutation [23] .
