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Abstract. This paper use the methods of References [1], we got a good
upper bound of exceptional real zero of the Dirichlet L- function.
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In References [1], Matti.Jutila uses the concept of the “Pseudocharacter”,
he got some good results. In this paper, we use Matti.Jutilas method and the
concept of the pseudocharacter, we got a good upper bound of exceptional
real zero of the Dirichlet L-function.
Throughout the paper, χ will denote a real primitive character modulo q
and p will denote the prime number.
We proved
Theorem. Let β is an exceptional real zero of the Dirichlet L-function,
we have
β ≤ 1−
c
log
4
3 q
where q is the modulo of the character χ and is sufficiently large. c is the
positive constant.
1
In order to prove our theorem, let us do some preparation.
We write a(n) =
∑
d|n χ(d).
It is easy to see that
a(n) =
∑
pα‖n
(1 + χ(p) + · · ·+ χα(p))
therefore a(n) ≥ 0 , a(1) = 1 and
a(p) =


2 χ(p) = 1
1 χ(p) = 0
0 χ(p) = −1
Let (n, r) is the greatest common divisor of the integer n and r . We write
fr(n) = f((n, r)) f(n) = µ(n)2
−ω(n)n
This is called the “Pseudocharacter”.
Where µ(n) is Mo¨bius function and ω(n) is the number of distinct primes
dividing n.
It is easy to see that fr(n) is the multiplicative function of the variable n
, and
fr(p) =


−p
2
p|r
1 p ∤ r
and fr(1) = 1.
2
Now, we give some lemmas.
Lemma 1. Let t is real number, we have
ζ(3/4 + it)≪ (|t|+ 2)
1
8 log(|t|+ 2)
and
L(3/4 + it, χ)≪ (q(|t|+ 2))
1
8 log(q(|t|+ 2))
where ζ(s) is the Riemann zeta function and L(s, χ) is the Dirichlet L-
function.
Lemma 1 follows from the Theorem 4 of page 142 and the Theorem 4 of
page 269 in References [2]
Lemma 2. If β is an exceptional real zero of the function L(s, χ) and
1− β ≤ 1/ log q, then
1− β ≪ L(1, χ)≪ (1− β) log2 q
Lemma 2 follows from the Theorem 11.4 of Page 362 in References [3]
Lemma 3. If R is sufficiently large, we have
∑
1≤r≤R
(r,6)=1
µ2(r)
r
= (1 + o(1))
3
pi2
logR
Lemma 3 follows from the Lemma 5 of References [1]
We write
3
Q(w) =
∏
χ(p)=1
(
1− 3p−2w + 2p−3w
) ∏
χ(p)=−1
(
1− p−2w
)∏
p|q
(
1− p−w
)
When Rew > 1
2
, the product converges absolutely, so Q(w) is the ana-
lytic function in the half-plane Rew > 1
2
.
Lemma 4. Let v is real number, we have
Q(3/4 + iv)≪ q
1
8
and
Q(1)≪ 1
Proof of Lemma 4.
Q(3/4 + iv)≪
∏
χ(p)=1
(
1 + 3p−
3
2 + 2p−
9
4
) ∏
χ(p)=−1
(
1 + p−
3
2
)∏
p|q
(
1 + p−
3
4
)
≪ 2ω(q)
∏
p
(
1 + 3p−
3
2 + 2p−
9
4
)∏
p
(
1 + p−
3
2
)
≪ q
1
8
and
Q(1) =
∏
χ(p)=1
(
1− 3p−2 + 2p−3
) ∏
χ(p)=−1
(
1− p−2
)∏
p|q
(
1− p−1
)
4
≤
ϕ(q)
q
∏
χ(p)=1
(
1 + 2p−3
)
≤
∏
p
(
1 + 2p−3
)
≪ 1
This completes the proof of Lemma 4.
Lemma 5. When x ≥ 3, we have
∑
1≤n≤x
2−ω(n) = λx log−
1
2 x+O
(
x log−
3
2 x
)
where λ is the positive constants.
Lemma 5 follows from Theorem 1 (we take z = 1
2
, N = 0 ) of page 201
in References [4].
We write
Pr,t(w) =
∏
χ(p)=1
p|rt
(
1 + 2frft(p)p
−w
1 + 2p−w
)
When (rt, 6) = 1, Pr,t(w) is the analytic function in the half-plane Rew >
1/2.
When w = 1 , we have
Pr,t(1) =
∏
χ(p)=1
p|rt
(
1 + 2frft(p)p
−1
1 + 2p−1
)
Lemma 6. If R is sufficiently large, we have
5
∑
1≤r≤R
(r,6)=1
µ2(r)
r
∑
1≤t≤R
(t,6)=1
µ2(t)
t
Pr,t(1)≪ log
1
2 R
and
Pr,t(3/4 + iv)≪ r
3
2 t
3
2
where v is the real number.
Proof of Lemma 6. When µ2(r) = 1, µ2(t) = 1, if r 6= t , then there is a
prime number p , p|r and p ∤ t or p|t and p ∤ r, therefore 1+ 2frft(p)p
−1 = 0,
that is Pr,t(1) = 0.
if r = t, then
Pr,t(1) =
∏
χ(p)=1
p|r
(
1 + 2(fr(p))
2p−1
1 + 2p−1
)
=
∏
χ(p)=1
p|r
(
1 + 2−1p
1 + 2p−1
)
=
∏
χ(p)=1
p|r
p
2
that is, when µ2(r) = 1, µ2(t) = 1 , we have
Pr,t(1) =


∏
χ(p)=1
p|r
p
2
r = t
0 r 6= t
therefore
6
∑
1≤r≤R
(r,6)=1
µ2(r)
r
∑
1≤t≤R
(t,6)=1
µ2(t)
t
Pr,t(1) =
∑
1≤r≤R
(r,6)=1
µ2(r)
r2
∏
χ(p)=1
p|r
p
2
≤
∑
1≤r≤R
µ2(r)
r2
∏
p|r
p
2
=
∑
1≤r≤R
µ2(r)
2−ω(r)
r
≤
∑
1≤r≤R
2−ω(r)
r
by Lemma 5, we have
∑
1≤r≤R
2−ω(r)
r
≪ log
1
2 R
When (rt, 6) = 1 and v is the real number, we have
Pr,t(3/4 + iv)≪
∏
χ(p)=1
p|rt
(
1 + 2|frft(p)|p
− 3
4
1− 2p−
3
4
)
≪
∏
χ(p)=1
p|rt
(
1 + 2−1p2p−
3
4
1− 2p−
3
4
)
≪
∏
χ(p)=1
p|rt
(
2 + p
5
4
2− 4p−
3
4
)
≪
∏
χ(p)=1
p|rt
2p
5
4
≪
∏
p|rt
2p
5
4 ≪
∏
p|r
2p
5
4
∏
p|t
2p
5
4 ≪ 2ω(r)r
5
42ω(t)t
5
4 ≪ r
3
2 t
3
2
This completes the proof of Lemma 6.
7
Lemma 7. When Rew > 1, we have
∞∑
n=1
µ2(n)χ0(n)a(n)frft(n)n
−w = ζ(w)L(w, χ)Q(w)Pr,t(w)
where χ0(n) is the principal character modulo q and frft(n) = fr(n)ft(n).
Proof of Lemma 7. When Rew > 1, we have
∞∑
n=1
µ2(n)χ0(n)a(n)frft(n)n
−w =
∏
p
(
1 + χ0(p)a(p)frft(p)p
−w
)
=
∏
χ(p)=1
(
1 + 2frft(p)p
−w
)
=
∏
χ(p)=1
p|rt
(
1 + 2frft(p)p
−w
) ∏
χ(p)=1
p∤rt
(
1 + 2frft(p)p
−w
)
=
∏
χ(p)=1
p|rt
(
1 + 2frft(p)p
−w
) ∏
χ(p)=1
p∤rt
(
1 + 2p−w
)
=
∏
χ(p)=1
p|rt
(
1 + 2frft(p)p
−w
1 + 2p−w
) ∏
χ(p)=1
(
1 + 2p−w
)
= ζ(w)L(w, χ)Pr,t(w)
∏
χ(p)=1
(
1 + 2p−w
)∏
p
(
1− p−w
)∏
p
(
1− χ(p)p−w
)
8
= ζ(w)L(w, χ)Pr,t(w)
∏
χ(p)=1
(
1 + 2p−w
) ∏
χ(p)=1
(
1− p−w
)2
×
∏
χ(p)=−1
(
1− p−2w
) ∏
χ(p)=0
(
1− p−w
)
= ζ(w)L(w, χ)Pr,t(w)
∏
χ(p)=1
(
1− 3p−2w + 2p−3w
)
×
∏
χ(p)=−1
(
1− p−2w
)∏
p|q
(
1− p−w
)
= ζ(w)L(w, χ)Q(w)Pr,t(w)
This completes the proof of Lemma 7.
Lemma 8. When b > 0, we have
1
2pii
∫ b+i∞
b−i∞
yw
w(w + 1)
dw =


(
1− 1
y
)
1 ≤ y
0 0 < y < 1
Lemma 8 follows from the page 106 of the References [2]
Proof of Theorem. We write
Gr,t(w, χ) = ζ(w)L(w, χ)Q(w)Pr,t(w)
9
By Lemma 7 and Lemma 8, we have
∑
1≤n≤y
µ2(n)χ0(n)a(n)frft(n)n
−β
(
1−
n
y
)
=
1
2pii
∫ 2+i∞
2−i∞
Gr,t(w + β, χ)
yw
w(w + 1)
dw
where β is an exceptional real zero of the function L(w, χ), and assume
7
8
≤ β < 1 .
The function Gr,t(w+ β, χ) is the meromorphic in the half-plane Rew >
1
2
− β. Move the integration to the line Rew = 3
4
− β. The zero w = 0
of L(w + β, χ) compensates the pole w = 0 of w−1(w + 1)−1 , and the pole
w = 1− β of ζ(w + β) gives the main term. Therefore the above formula
= L(1, χ)Q(1)Pr,t(1)
y1−β
(1− β)(2− β)
+
1
2pii
∫ 3
4
−β+i∞
3
4
−β−i∞
Gr,t(w+β, χ)
yw
w(w + 1)
dw
By lemma 1, Lemma 4 , Lemma 6 and assume 7
8
≤ β < 1 , we have
1
2pii
∫ 3
4
−β+i∞
3
4
−β−i∞
Gr,t(w + β, χ)
yw
w(w + 1)
dw
=
1
2pi
∫ +∞
−∞
Gr,t(3/4 + iv, χ)
y3/4−β+iv
(3/4− β + iv)(7/4− β + iv)
dv
10
≪∫ +∞
−∞
|Gr,t(3/4 + iv, χ)|
y3/4−β
1/64 + v2
dv
≪ y
3
4
−βr
3
2 t
3
2 q
1
4 log q
∫ +∞
−∞
(|v|+ 2)
1
4 log2(|v|+ 2)
dv
1/64 + v2
≪ y−
1
8 r
3
2 t
3
2 q
1
4 log q
therefore
∑
1≤n≤y
µ2(n)χ0(n)a(n)frft(n)n
−β
(
1−
n
y
)
= L(1, χ)Q(1)Pr,t(1)
y1−β
(1− β)(2− β)
+O
(
y−
1
8 r
3
2 t
3
2 q
1
4 log q
)
We sum over r and t on both sides of the equation
∑
1≤r≤R
(r,6)=1
µ2(r)
r
∑
1≤t≤R
(t,6)=1
µ2(t)
t
∑
1≤n≤y
µ2(n)χ0(n)a(n)frft(n)n
−β
(
1−
n
y
)
=
∑
1≤r≤R
(r,6)=1
µ2(r)
r
∑
1≤t≤R
(t,6)=1
µ2(t)
t
(
L(1, χ)Q(1)Pr,t(1)
y1−β
(1− β)(2− β)
)
11
+O
(
y−
1
8 q
1
4 log q
∑
1≤r≤R
r
1
2
∑
1≤t≤R
t
1
2
)
therefore
∑
1≤n≤y
µ2(n)χ0(n)a(n)

 ∑
1≤r≤R
(r,6)=1
µ2(r)
r
fr(n)


2
n−β
(
1−
n
y
)
= L(1, χ)Q(1)
y1−β
(1− β)(2− β)
∑
1≤r≤R
(r,6)=1
µ2(r)
r
∑
1≤t≤R
(t,6)=1
µ2(t)
t
Pr,t(1)
+O
(
y−
1
8R3q
1
4 log q
)
Because a(n) ≥ 0, a(1) = 1, fr(1) = 1 and by Lemma 3 , we have
∑
1≤n≤y
µ2(n)χ0(n)a(n)

 ∑
1≤r≤R
(r,6)=1
µ2(r)
r
fr(n)


2
n−β
(
1−
n
y
)
≥

 ∑
1≤r≤R
(r,6)=1
µ2(r)
r


2(
1−
1
y
)
≥ (1 + o(1))
(
1−
1
y
)
9
pi4
log2R
12
By Lemma 2, Lemma 4 and Lemma 6, we have
= L(1, χ)Q(1)
y1−β
(1− β)(2− β)
∑
1≤r≤R
(r,6)=1
µ2(r)
r
∑
1≤t≤R
(t,6)=1
µ2(t)
t
Pr,t(1)
≪ y1−β(log2 q)(log
1
2 R)
therefore
(1 + o(1))
(
1−
1
y
)
9
pi4
log2R≪ y1−β(log2 q)(log
1
2 R) +O
(
y−
1
8R3q
1
4 log q
)
We take y = R32 and R > q, then
9
pi4
log2R (1 + o(1))≪ R32(1−β)(log2 q)(log
1
2 R) +O
(
R−
3
4 logR
)
8
pi4
log2R≪ R32(1−β)(log2 q)(log
1
2 R)
c1
log
3
2 R
log2 q
≤ R32(1−β)
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We take R = exp
((
3
c1
log2 q
) 2
3
)
, then
3 ≤ exp
(
32(1− β)
(
3
c1
log2 q
) 2
3
)
log 3 ≤ 32(1− β)
(
3
c1
log2 q
) 2
3
therefore
β ≤ 1−
c
log
4
3 q
This completes the proof of Theorem.
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