We consider the random-anisotropy model on the square and on the cubic lattice in the stronganisotropy limit. We compute exact ground-state configurations, and we use them to determine the stiffness exponent at zero temperature; we find θ = −0.275(5) and θ ≈ 0.2 respectively in two and three dimensions. These results show that the low-temperature phase of the model is the same as that of the usual Ising spin-glass model. We also show that no magnetic order occurs in two dimensions, since the expectation value of the magnetization is zero and spatial correlation functions decay exponentially. In three dimensions our data strongly support the absence of spontaneous magnetization in the infinite-volume limit.
I. INTRODUCTION
Amorphous alloys of rare earths, such as Dy, and of nonmagnetic transition metals, such as Al, Cu, and Ag, have been extensively studied, both theoretically and experimentally.
They are modeled
1 by a Heisenberg model with random uni-axial single-site anisotropy defined on a simple cubic lattice, or, in short, by the random-anisotropy model (RAM)
where s x is a three-component spin variable, u x is a unit vector describing the local (spatially uncorrelated) random anisotropy, and D is the anisotropy strength. In amorphous alloys the a priori distribution of the quenched vectors u x is usually taken to be isotropic, since, in the absence of crystalline order, there is no preferred direction.
Random anisotropy is a relevant perturbation of the pure Heisenberg model, so that random-anisotropy systems show a critical behavior that is different from the Heisenberg it forbids the existence of a low-temperature phase with non-vanishing magnetization for d < 4. An analogous conclusion is obtained by considering the Landau-Ginzburg-Wilson
Hamiltonian associated with the RAM: 7, 8 no fixed point is found, indicating the absence of a standard magnetic critical transition. However, this does not exclude the possibility of a transition with a low-temperature phase characterized by magnetic quasi-long-range order (QLRO), i.e., a phase in which magnetic correlation functions decay algebraically. 
which we call strong random-anisotropy model (SRAM) (We set J = 1 without loss of generality). Model (2) differs from the usual Ising spin-glass model in the bond distribution.
Here the random variables j xy on different lattice links are correlated. For instance, one has j xy = 1/27, where the product is over the links belonging to a given plaquette and the average is taken with respect to the distribution of the vectors u x . An interesting hypothesis, originally put forward in Ref. 12, is that in this limit the RAM transition is in the same universality class as that of the Edwards-Anderson Ising spin-glass model (EAM). 13, 14, 15, 16 This conjecture was confirmed in two dimensions by a renormalization-group calculation using the large-cell method: the behavior close to the critical point T = 0 looks analogous as that of the EAM. In this paper we consider the SRAM in two and three dimensions and study its behavior at zero temperature. In particular, we determine the stiffness exponent θ, which is related to the finite-size behavior of the domain-wall energy, and several magnetic observables, such as the magnetization, the susceptibility, and the spin-spin second-moment correlation length. For this purpose, by means of an effective exact algorithm, 30, 31 we determine an exact ground state for each instance of the randomly chosen vectors u x and for different boundary conditions.
For the stiffness exponent, we find θ = −0.275(5) in two dimensions and θ ≈ 0.2 in three dimensions. These results confirm the conclusions of Refs. 17,23, supporting the existence of a low-temperature glassy phase in three dimensions analogous to that occurring in the EAM and of a two-dimensional zero-temperature glassy transition in the same universality class as the EAM transition with a continuous distribution of the couplings.
As for the magnetic behavior, in two dimensions we can conclude with confidence that there is no magnetic order: the magnetization vanishes and magnetic correlation functions decay exponentially with a very small correlation length, ξ ≈ 2. In three dimensions we find that the magnetization decreases with system size and that the best fits of the numerical data support the fact that no spontaneous magnetization occurs in the infinite-volume limit.
This is in agreement with the results of Ref. 19 , in which a similar study was presented and no evidence of magnetic criticality was found. Since in three dimensions our lattices are relatively small (even if they are large as compared to state-of-the-art three-dimensional exact ground-state computations half of the linear extension of the lattice only amounts to five lattice spacings, which, together with the need of taking care of finite-size corrections, does not allow us to distinguish in a clear cut way between a power-law and an exponential decay) we cannot give a final statement about the issue of QLRO, though our data are compatible with an exponential decay of the magnetic correlation functions. As far as we can see, there are no hints that our model is different from a usual EAM in 3D.
The paper is organized as follows. In Sec. II we define the quantities we compute. In
Sec. III we present our numerical results: in Sec. III A we give some details on the numerical methods we use, in Sec. III B we compute the stiffness exponent, while in Sec. III C we discuss the magnetic behavior. Our conclusions are presented in Sec. IV.
II. DEFINITIONS
In this work we focus on the computation of the stiffness exponent θ, of the magnetization of the system and of the magnetic correlation functions. The exponent θ is defined in the following way. We consider a lattice of size L d and, for each disorder realization, we compute the energies E P and E A . The energy E P is the ground-state energy for the system with periodic boundary conditions, whereas the energy E A is the ground-state energy for a system in which anti-periodic boundary conditions are used in one direction and periodic boundary (2), periodic boundary conditions, and couplings
. 32 Then, we define
where the over-line indicates the average over the distribution of the vectors u x . Note that in the definition we have subtracted the non-zero average E m . Only with this subtraction does ∆E provide a measure of the width of the domain-wall distribution. The presence of E m in the definition deserves some comments. In the usual EAM, E m = 0. Indeed, the bond distribution is invariant under the change of sign of any number of couplings, so that E A and E P have the same distribution, which implies E A = E P and therefore E m = 0. Thus, this subtraction is not needed in the EAM definition of ∆E.
In the SRAM, instead, this symmetry does not hold. To understand why we first notice that the products of couplings over closed loops that do not wrap around the lattice (trivial loops) is the same when using periodic or antiperiodic boundary conditions, since in any such loop one always gets an even number of sign changes. Consider now the product
e. the product of the bond couplings along one line (which is frequently known as Polyakov line) that wraps around the lattice in the direction where antiperiodic boundary conditions have been imposed.
Averaging over the {u x } distribution we obtain
When we consider antiperiodic boundary conditions we change the sign of one of the links belonging to the Polyakov line, and thus in this case the average of P (n 2 , . .
This indicates that the probability distribution of the bond couplings for periodic and antiperiodic boundary conditions is different. Thus, we have E A = E P , which implies E m = 0.
Because of that when subtracting E m , ∆E provides a measure of the width of the domainwall distribution.
For L → ∞, ∆E behaves as
which defines the exponent θ.
We also consider magnetic correlations. They are defined in terms of the variables s x = σ x u x . In particular, we consider the average absolute value of the magnetization per site
the spin-spin correlation function
its Fourier transform G(p), the corresponding susceptibility χ, and the second-moment correlation length ξ:
where p = (p min , 0, 0), and p min ≡ 2π/L.
III. RESULTS

A. The algorithm
At zero temperature the determination of the thermal averages reduces to the evaluation of the observables in the ground-state configuration. We determine an exact ground state by computing a maximum cut in the interaction graph. 33 This is a prominent problem in combinatorial optimization, which, for general graphs, is NP-hard. However, it can be solved in polynomial time when restricted to two-dimensional lattices with either free boundaries or periodic boundary conditions where the coupling sizes j xy (assumed integer) are bounded by a polynomial in the size of the input. For the case of continuous couplings that we consider here the complexity status is not known.
For three-dimensional instances, the problem is NP-hard independent of the boundary conditions. For the SRAM model considered here, we use a branch-and-cut approach that is especially designed for solving NP-hard instances.
30,31
To compute an exact ground state, we consider the lattice as a graph G = (V, E), in which the nodes V are the lattice sites and the edges E are the lattice links that correspond to a non-vanishing coupling (in our case, only nearest neighbors are connected). To each edge we associate a cost: the cost c u,v of an edge (u, v) ∈ E is the negative coupling strength −j uv . Given a partition of the nodes into two sets W and V \ W , we associated to it a cut in G, which is an edge set that contains all edges e = (u, v) such that u ∈ W and v ∈ V \ W .
To each cut we associate a cut value, which is the sum of the costs of the cut edges. It is not hard to see that a ground state can be obtained as follows. One first determines a maximum cut in G, that is a cut which has a maximal value among all possible cuts. Then, a ground-state spin configuration is obtained by assigning one orientation to the spins that belong to one of the node partitions and the opposite orientation to the others.
To determine a maximum cut, we use a branch-and-cut algorithm from combinatorial optimization. By studying the geometric structure of the problem, we can derive upper 
B. Stiffness exponent
We have measured the stiffness exponent in two and in three dimensions. Estimates of ∆E on square lattices L 2 , 5 ≤ L ≤ 120 are reported in Fig. 1 versus L. On a logarithmic scale the data fall on a straight line quite precisely. If we fit ∆E to
including only data with L ≥ L min , we obtain the results reported in Table II . No significant scaling corrections are present and the estimate of θ is constant within error bars. We take as our final estimate
which includes all results. Estimate (10) We have repeated the analysis in three dimensions. Estimates of ∆E on a cubic lattice L 3 , 3 ≤ L ≤ 10, are reported in Table III In order to determine θ we performed fits of the form (9 
C. Magnetic behavior
Once it has been established that the SRAM has a glassy ground state, it is of interest to check whether at T = 0 glassy behavior and some kind of magnetic order coexist.
In Fig. 3 we show the average magnetization per site m versus L in two dimensions. The magnetization decreases as expected. Moreover a fit of ln m to a + ρ ln L gives ρ ≈ −1.
More precisely, we obtain ρ = −0.9405 (8) respectively. These results are perfectly consistent with a behavior of the form
where V is the volume, which is the expected behavior if the system is paramagnetic. As a check we also computed χ and ξ, which are reported in Clearly, for T = 0 the system is not magnetized nor is there QLRO.
Let us now consider the three-dimensional case. The mean values of the magnetization, χ, and ξ 2 are reported in Table III have checked that the deviations can be interpreted as scaling corrections. For this purpose
we fit the data with L ≥ 5 to In three dimensions we cannot draw any final conclusion on the question of QLRO from the data of χ and ξ, since currently treatable lattice sizes are too small to allow a clear-cut selection of a given functional behavior. We present here a few comments. First, the values we find for χ are quite small, of the same order of those occurring in two dimensions, where we know with confidence that there is no magnetic critical behavior. Second, note that for assessment about the question of magnetic QLRO in three dimensions.
IV. CONCLUSIONS
In this paper we have investigated the behavior of the SRAM at T = 0 in two and three dimensions. Our main results are the following:
(i) We determine the stiffness exponent, obtaining θ ≈ 0.2 in three dimensions and θ = −0.275(5) in two dimensions. These results show that the low-temperature behavior of the SRAM is the same as that of the EAM, confirming the conclusions of Refs. 17,23.
In particular, the correlation among the bond couplings is irrelevant.
(ii) We investigate the question of the magnetic order. In two dimensions we find no evidence of critical behavior: magnetic correlations die out after a few lattice spacings. In There are several generalizations of the SRAM that can be investigated with the method we use here. For instance, we could consider N-dimensional vectors u x with N = 3 or different distributions of the vectors u x . In the first case, we can give precise predictions.
The correlation of the bond variables around a lattice plaquette becomes j xy = 1/N 3 , which implies that bond correlations vanish for N → ∞. Thus, for N = ∞, the SRAM is just an EAM with a different continuous bond distribution. In this limit, therefore, the two models belong to the same universality class. Our results for N = 3 imply that the same holds for any N ≥ 3. For N = 1 it is enough to redefine σ i → u i σ i to re-obtain the standard ferromagnetic Ising model. The behavior for N = 2 is not predicted by our results, since, for N = 2, the model is less frustrated than that with N = 3 studied here. In three dimensions, numerical studies 19, 39, 40, 41 provide some evidence that the N = 2 SRAM has a magnetic transition with a diverging magnetic susceptibility. The nature of the lowtemperature phase is however still controversial. 
