Concrete is the most widely used structural material in the world; however, its structural safety is affected by concrete carbonization and reinforcement corrosion. According to the principles and characteristics of concrete carbonization and reinforcement corrosion, this paper establishes artificial neural network prediction and evaluation models for the depth of carbonization and the degree of reinforcement corrosion based on the principle of neural connections in brain circuits. The results show that the artificial neural network prediction models are of high accuracy, and that the RBF neural network prediction model is more accurate and requires far less training time than the BP neural network model.
Introduction
Concrete is a general name for cementing materials and aggregate-bonded composite materials. It is currently the most widely used structural material in the world. The service life of concrete structure is generally about 50 years, but some of it only lasts for less than 10-20 years, mainly due to the aging of materials and structural damages. The concrete design specifications in China provide some measures to ensure the durability of concrete structures, but the relevant parameters in the limit state design are subject to dynamic changes and cannot play a decisive role in the durability control. The material performance degradation, structural degradation, declining bearing capacity, and reduced durability of concrete structures (Masters and Brandt, 1989; Alizadeh et al., 2008; Tajalli et al., 1995) often occur when people do not have enough awareness, which may eventually lead to economic losses and personal safety problems. Therefore, it is of positive social and economic significance to predict the service life of concrete structure. In the construction and service stage, besides the impacts from human and social factors, the deterioration of reinforcement and concrete materials is the main factor leading to the irreversible changes in the durability and service lives of concrete structures, including concrete carbonization, freeze-thaw damages, alkali -aggregate reaction, chloride ion erosion, sulfate corrosion, and reinforcement corrosion (Jian et al., 2015; Konečný et al., 2011) . The durability diagram of a concrete structure is shown in Figure 1 . The performance degradation of a concrete structure is a complex process that is related to the structure itself and the environment in which it is located. With the development of artificial intelligence, artificial neural network has been applied in the construction field. Currently, it is mainly used to diagnose concrete structures and predict pile bearing capacity and concrete deformation and strength. By simulating the neural connections and their functions in biological brain circuits, the artificial neural network uses multiple networks and multilayered processing units to construct a nonlinear complex causality system with multiple influencing factors (Gent et al., 2016; Li, 2017; Nygaard and Geiker, 2005; González et al., 1996; Sun et al., 2016; Vu and Stewart, 2007; . This system does not consider the complex changes within the concrete structure, but directly learns the environmental samples to acquire the inherent law, and then establishes a method for prediction, which provides an effective way to solve concrete structure degradation modelling and calculation. This paper establishes prediction models for service life of concrete structure according to the principle of neural connections in brain circuits, which are of high accuracy and will have a broad application prospect in the prediction of concrete structure service life.
Influencing factors to the service life of concrete structure At present, the environment in which the concrete structures are located -the air, the water, or underground, etc., are facing extremely high concentrations of three wastes due to the rapid industrial development, raising even higher requirements for the durability of concrete. The main factor affecting the durability of concrete structure is the corrosion of reinforcement, and concrete carbonization is the precondition for reinforcement corrosion. Therefore, it is of great practical significance to study concrete carbonization.
Concrete carbonization
Concrete carbonization is a complex physicochemical process (Li, 2004; Liu and Weyers, 1998) . To put it simple, it is a process where carbon dioxide and other acidic substances in the air surrounding the concrete enter the structure and react with the alkaline substances contained therein, which reduces the alkalinity of the concrete and neutralises it. On one hand, it damages the passive film surrounding the steel bars, leading to corrosion and affecting the concrete durability; on the other hand, it makes the concrete shrink, causing cracks and structural damages.
In addition, the main factors affecting concrete carbonization include material properties (such as water-cement ratio and concrete strength, type and amount of cement, aggregates, admixtures), environmental conditions (relative humidity, temperature, carbon dioxide concentration, stress), construction quality and maintenance.
Reinforcement corrosion
After concrete carbonization, Ca(OH)2 in the concrete will gradually decrease, causing the pH value around the reinforcement to decrease. When the pH value is 11.5, the passive film of the reinforcement can be kept from being unstable; but when the PH is 9-10, the passive film will be destroyed, leaving the reinforcement in an activated state (Saegusa and Hashimoto, 2004; Tzovaras and Strintzis, 1998) . When there is water and oxygen around, the reinforcement will be subject to electrochemical corrosion, as shown in Fig.2 . 
Principle of neural connections
The human brain contains more than 10 billion nerve cells, which are connected in a very complex fashion. It is the hub of human higher nervous activity. The nerve cell circuits of the human brain are over 1400 times more complicated than the current telephone network in the world (Del Frate and Schiavon, 1999) , as shown in Figure 3 . By simulating the neural connections and their functions in biological brain circuits, the artificial neural network uses multiple networks and multi-layered processing units to construct a nonlinear complex causality system with multiple influencing factors. This system can automatically conclude rules from data samples and obtain the inherent law (Gardiner et al., 2010) . The BP neural network algorithm is a kind of multi-layer neural network learning based on the gradient descent method (Velazquez, 2007) . Suppose that the neural network contains a total of L layers and n nodes, and that nodes are all of the Sigmoid type. When the number of samples is N(xk,yk) and the output of node i is Oik, the output of node j in the first layer is:
When node j is the output unit, O l jk = jk
When node j is not the output unit,
RBF neural network
The RBF neural network, proposed by J. Moody and C. Darken, is a neural network structure that simulates the local adjustment and mutual coverage of receptive fields in the human brain. It is a local-approximation three-layer feed-forward neural network, as shown in Fig.5 . Where, the activation function of the hidden layer, i.e. the radial function, is a Gaussian function, expressed as follows:
Where, x is the input information, ci is the centre of the i-th radial basis function, σj is the variance of the basis function, and N is the number of neurons in the hidden layer
The output of the k-th neuron in the output layer is:
Neural network model for predicting the depth of concrete carbonization BP neural network model (1) Data processing The first is to normalize the measured data samples to the [-1, 1] interval using the premnmx function.
(2) Determination of the network structure According to the actual situation, this paper sets the number of input nodes to be 3, namely cement content, water-cement ratio and concrete exposure time; and sets the number of output nodes to be 1, i.e. the depth of concrete carbonization. It selects the number of nodes in the hidden layer based on experience. First it is roughly estimated using the formula 2N+1 proposed by Hecht-Nielsen, and then adjusted by the minimum error principle, as shown in Fig.6 . As can be seen, the optimal number of nodes in the hidden layer in the BP neural network is 7. (3) Selection of the transfer function Different combinations of the hyperbolic tangent S-transfer function tansig and the logarithmic Stransfer function logsig are compared, and it is found that, when the function between the input layer and the hidden layer is tansig, and that between the hidden layer and the output layer is logsig, the error is minimal and the closest to the target error.
(4) Network training and simulation 72 sets of data are selected from actual projects for training and simulation, of which 60 are training groups, as shown in Table 1 , and 12 are prediction groups, as shown in Table 2 . The simulation operation is performed, with the network structure being 3-7-1, the target error being 0.001 and the learning rate being 0.1. Under this network structure, the overall operational error curve sees a gentle decline, but it takes a large number of operations and a long time, and consumes many resources. After 20,000 runs, the error does not reach the target, but it is already very close, as shown in Fig.7 .
RBF neural network model
The RBF neural network structure consists of a radial basis layer and a linear output layer. The radial basis activation function is a Gaussian function whose input formula is:
Where, w is the layer weight vector, p the input vector, and b the deviation.
In practice, the spread constant -spreadis often used to adjust and determine the width of the RBF neural network curve. The greater the value of the spread, the larger the response range of the RBF neural network. In this paper, this constant is selected and adjusted according to the principle of minimum error, and the result is shown in Fig.8 . As can be seen, the optimal value of the spread constant in the RBF neural network is 3. It can be seen from Table 2 that the maximum absolute error in the BP neural network prediction results is 2.171, and that the maximum absolute error in those of the RBF neural network is -0.384. Therefore, the RBF neural network has higher prediction accuracy, and consumes far less training time. The artificial neural network model predicts the depth of concrete carbonization, which reduces the steps for establishing a complex mathematical and physical model, shortens the calculation time, and greatly improves the accuracy.
Neural network model for prediction of reinforcement corrosion degree
According to the literature (Chen et al., 2017) , the reinforcement corrosion is mainly related to the diameter of the steel bar, the thickness of the protective layer, the strength of the concrete, and the width of the rust crack.
BP neural network model
(1) Network structure According to the above analysis, the number of input nodes is set to be 4, i.e., bar diameter, thickness of the protective layer, concrete strength and width of the rust crack; and the output node is set to be 1, i.e., the steel bar section loss rate. The number of nodes in the hidden layer is selected based on experience. First it is roughly estimated using the formula 2N+1 proposed by Hecht-Nielsen, and then adjusted by the minimum error principle, as shown in Fig.10 . As can be seen, the optimal number of nodes in the hidden layer in the BP neural network is 15.
(2) Selection of the transfer function Different combinations of the hyperbolic tangent S-transfer function tansig and the logarithmic Stransfer function logsig are compared, and it is found that, when the function between the input layer and the hidden layer is tansig, and that between the hidden layer and the output layer is logsig, the network convergence is fast, and the error is minimal and the closest to the target error.
(3) Network training and simulation 31 sets of data are selected from actual projects for training and simulation, of which 25 are training groups, as shown in Table 3 , and 6 are prediction groups, as shown in Table 4 . The simulation operation is performed, with the network structure being 4-15-1, the target error being 0.01 and the learning rate being 0.1. The network with better prediction results is selected. After 20,000 runs, the error does not reach the target, but it is already very close, as shown in Fig.11 .
RBF neural network model
When the RBF neural network is used to establish the prediction model for reinforcement corrosion degree, the spread constant is often adjusted according to the final error minimum principle. The result is shown in Fig.12 . As can be seen, the optimal value of the spread constant in the RBF neural network is 0.4.
In the RBF neural network, the number of input nodes is set to be 4, i.e., bar diameter, thickness of the protective layer, concrete strength and width of the rust crack; and the output node is set to be 1, i.e., the steel bar section loss rate. After 23 runs, the result meets the target error requirement, as shown in Fig.13 . However, in the prediction simulation, the error is relatively large -the maximum absolute error is 6.1821, and the maximum relative error 41.77%. Therefore, the operation is performed, with the spread constant being adjusted to 0.35, and the target error being 0.01. The result is shown in Fig.14 .
It can be seen from Table 4 that the maximum absolute error in the prediction results of the BP neural network is 0.2361, and that the maximum absolute error in those of the RBF neural network is 0.2097. Therefore, the RBF neural network has higher prediction accuracy, and consumes far less training time. The prediction model established on the artificial neural network well solves the problem of high data discreteness, which the traditional method cannot overcome. 
Conclusions
Concrete, the most widely used structural material in the world, is the basic guarantee for the safety of buildings. However, its structural safety is mainly affected by concrete carbonization and reinforcement corrosion. The resulting structural degradation is seriously threatening the safety of people's lives and properties. Therefore, it is of great practical significance to study the durability and service life of concrete structure. According to the principles and characteristics of concrete carbonization and reinforcement corrosion, this paper establishes artificial neural network evaluation models to predict the service life of concrete structure based on the principle of neural connections in brain circuits. These models improve the prediction accuracy and shorten the prediction time.
(1) Through analysis of the concrete carbonization and reinforcement corrosion mechanisms, this paper determines the factors affecting the performance of concrete structure. Concrete carbonization is determined by the water-cement ratio, cement content and concrete exposure time, and reinforcement corrosion by the bar diameter, thickness of the protective layer, concrete strength and width of the rust crack.
(2) According to the principle of the neural network connections in the brain circuits, this paper analyzes the relations between the influencing factors to concrete carbonization and reinforcement corrosion and establishes a concrete carbonization depth prediction model and a reinforcement corrosion degree prediction model based on the artificial neural network, and it also tests the models using actual project data. The results show that the prediction models are of high accuracy.
(3) By comparing the prediction models established on the BP neural network and the RBF neural network, this paper finds that the RBF neural network model has higher prediction accuracy and requires far less training time than the BP neural network model. It well simulates the laws of concrete carbonization and reinforcement corrosion in concrete structure.
