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We study the singularity (multifractal) spectrum of continuous functions monotone in
several variables. We ﬁnd an upper bound valid for all functions of this type, and we
prove that this upper bound is reached for generic functions monotone in several variables.
Let Ehf be the set of points at which f has a pointwise exponent equal to h. For generic
monotone functions f : [0,1]d → R, we have that dim E f (h) = d − 1 + h for all h ∈ [0,1],
and in addition, we obtain that the set Ehf is empty as soon as h > 1. We also investigate
the level set structure of such functions.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The genericity of multifractal properties for functions and measures have been investigated in several contexts [3,8,
4]. Recall that a property is typical, or generic in a complete metric space E , when it holds on a residual set, i.e. a set
with a complement of ﬁrst Baire category (a set is of ﬁrst Baire category if it is the union of countably many nowhere
dense sets). One of the ﬁrst results in this direction was obtained by Buczolich and Nagy in [3] who proved that typical
continuous increasing functions deﬁned on the interval [0,1] enjoy very speciﬁc multifractal properties. There are several
ways to generalize this result in a higher-dimensional context. In [4] we investigated the multifractal properties of typical
Borel measures on [0,1]d , and we proved that typical measures satisfy a multifractal formalism. In this paper, we focus
on a natural generalization in dimension d  1 of one-dimensional monotone functions, which has been already studied
by other authors [11,5]: the so-called functions monotone increasing in several variables. This work is closely related to
many other works (see the works mentioned above, and [9,10] by L. Olsen where prevalent properties of measures are also
studied).
Let d be an integer greater than one. A function f : [0,1]d → R is continuous monotone increasing in several variables
(in short: MISV) if for all i ∈ {1, . . . ,d}, the functions
f (i)(t) = f (x1, . . . , xi−1, t, xi+1, . . . , xd) (1)
are continuous monotone increasing. We use the notation
Md = { f ∈ C([0,1]d): f MISV}.
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denote by ‖.‖.
The multifractal properties of functions in M1 have been examined in [3]. In this paper, we study the case of higher-
dimensional functions d  2. Let us recall the notions of Hölder exponent and singularity spectrum for a locally bounded
function.
Deﬁnition 1. Let f ∈ L∞([0,1]d). For h  0 and x ∈ [0,1]d , the function f belongs to Chx if there are a polynomial P of
degree less than [h] and a constant C such that, for x′ close to x,∣∣ f (x′)− P(x′ − x)∣∣ C ∣∣x′ − x∣∣h. (2)
The pointwise Hölder exponent of f at x is h f (x) = sup{h 0: f ∈ Chx }.
Observe that when h f (x) < 1, the pointwise Hölder exponent of f at x is also given by the formula
h f (x) = lim inf
x′→x
log | f (x′) − f (x)|
log |x′ − x| .
Deﬁnition 2. The singularity spectrum of f is deﬁned by
d f (h) = dimH Ehf , where Ehf =
{
x: h f (x) = h
}
.
Here dimH denotes the Hausdorff dimension, and dim∅ = −∞ by convention. The singularity spectrum of f describes
the geometric repartition of the singularities of f . This is the quantity we will mainly focus on in the following.
We will also use the sets
Eh,f =
{
x: h f (x) h
}⊃ Ehf . (3)
Remark 3. Clearly, if 0  h < 1 then x ∈ Eh,f if and only if for every ε > 0 and δ > 0 there exists y such that |x − y| < δ
and | f (x) − f (y)| > |x− y|h+ε.
In the one-dimensional case the typical properties of functions in M1 are summarized in the following theorem which
is a consequence of results in [3].
Theorem 4. Consider the space of monotone continuous functions M1 deﬁned on [0,1].
(i) For every f ∈ M1 , for every h 0, one has d f (h)min(h,1).
(ii) There exists a residual set R1 in M1 such that for every f ∈ R1 ,
d f (h) = h for every h ∈ [0,1],
and Ehf = ∅ if h > 1.
(iii) μ f (E0f ) = f (1) − f (0), that is μ f ([0,1] \ E0,f ) = 0, where μ f is the Borel integral of f : f (x) =
∫ x
0 dμ f .
By (i) of the above theorem, 0 = dimH E0f = dimH E0,f and (iii) shows that all the “increasing” of f takes place on this
set E0f of zero Hausdorff dimension. Since a typical monotone function is strictly monotone increasing (see [3]), its level
sets are points. We deduce that heuristically, for “most” levels in the range of f , the corresponding points belong to the
zero-dimensional set E0f .
The new higher-dimensional results are gathered in the following three theorems. First we obtain an upper estimate of
the singularity spectrum which is valid for arbitrary functions in Md .
Theorem 5. For all f ∈ Md and h 0, we have
dimH E
h,
f min(d − 1+ h,d). (4)
In particular, d f (h) = dimH (Ehf )min(d − 1+ h,d).
One recognizes item (i) of Theorem 4 in the case d = 1. The next theorem shows that for h ∈ [0,1] the generic functions
can be as bad as possible from the multifractal standpoint, in the sense that the level sets of the Hölder exponent function
corresponding to the exponents less than 1 are as large as possible.
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Theorem 6. There exists a dense Gδ set R ⊂ Md such that for all f ∈ R we have d f (h) = d − 1 + h for all h ∈ [0,1]. For these
functions, for every h > 1 the set Ehf is empty.
Theorems 5 and 6 must be compared to the results obtained for measures supported by [0,1]d , which can be viewed as
a special case of functions monotone increasing in several variables (see Fig. 1). Indeed, if μ is supported in [0,1]d , then
the function f : [0,1]d → R deﬁned as f (x1, x2, . . . , xd) = μ([0, x1] × [0, x2] × · · · × [0, xd]) is increasing in several variables.
We proved in [4] that for every measure, one has the upper bound
dμ(h)min(h,d) for every h 0,
and for typical measures supported in [0,1]d ,
dμ(h) = h for every 0 h d, and Ehμ = ∅ if h > d.
This is in sharp contrast with typical continuous MISV functions when d 2, whose local behavior is “worse” (the level sets
of the Hölder exponents smaller than 1 may have a bigger value).
Next, we turn to the level sets of MISV functions. We deﬁne for every a ∈ R the level set L f (a) by
L f (a) =
{
x ∈ [0,1]d: f (x) = a}. (5)
The following simple argument, valid for any continuous function, shows that the Hausdorff dimension of the level sets
L f (a) in the interior of the range of an f ∈ Md is at least d − 1, for every a.
Indeed, if minx∈[0,1]d f (x) = f (0, . . . ,0) < a < f (1, . . . ,1) = maxx∈[0,1]d f (x) then we can choose 0 < t1 < t2 < t3 < 1 such
that
f (t1, . . . , t1) < a = f (t2, . . . , t2) < f (t3, . . . , t3)
and there exists ε > 0 such that the three balls B((ti, . . . , ti), ε), i = 1,2,3, are included in [0,1]d , f (x) < a for all x ∈
B((t1, . . . , t1), ε) and f (x) > a for all x ∈ B((t3, . . . , t3), ε). Therefore, for any (0,u2, . . . ,ud) ∈ B((0, . . . ,0), ε), on any line
segment connecting points of the form (t1, t1+u2, . . . , t1+ud) and (t3, t3+u2, . . . , t3+ud), there exists a point y(u2, . . . ,ud)
such that f (y(u2, . . . ,ud)) = a. Using a projection argument, this implies that the level set L f (a) is of dimension at least
d − 1 for any f ∈ Md .
Theorem 7. There exists a dense Gδ subset L in Md such that for all f ∈ L the following holds.
There exist a set X f ⊂ [0,1]d and a set A f ⊂ ( f (0, . . . ,0), f (1, . . . ,1)) = (m f ,M f ) satisfying:
(i) dimH X f = d − 1, dimH A f = 0,
(ii) for every a ∈ (m f ,M f ), there is at most one point of L f (a) which does not belong to X f (in other words, L f (a) ∩ ([0,1]d \ X f )
contains at most one point).
(iii) for every a ∈ (m f ,M f ) \ A f , L f (a) ⊂ X f .
In other words, X f contains Lebesgue-almost every level sets L f (a), and for those level sets L f (a) which are not entirely
contained in X f (this occurs for a set of values of a of Hausdorff dimension 0), exactly one point of L f (a) does not belong
to A f . This entails that our function f is “increasing” only on the small (d−1)-dimensional set X f which has the minimum
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intersect just “very few” level sets and in no more than one point. In particular, for all x, x′ ∈ [0,1]d \ X f (this set has full
Lebesgue measure in [0,1]), f (x) = f (x′).
The level sets of generic continuous MISV functions are quite simple compared to the level sets of generic continuous
functions (see for example [2]).
Set
Rd+ =
{
(l1, . . . , ld): ∀i, li  0
}
and Rd− =
{
(l1, . . . , ld): ∀i, li  0
}
.
It is well known that generic continuous functions on [0,1] are nowhere monotone (see for example [1, Chapter 10]). MISV
functions are obviously monotone increasing along lines lt + b = (l1t + b1, . . . , ldt + bd) (t ∈ R) if l ∈ Rd+ and monotone
decreasing if l ∈ Rd− . For the generic functions in Md one cannot say much more:
Theorem 8. There exists a dense Gδ subset G in Md such that for any f ∈ G , if l = (l1, . . . , ld) /∈ Rd+ ∪Rd− and b = (b1, . . . ,bd) ∈ Rd,
then the function gl,b(t) = f (lt + b), t ∈ R is monotone on no non-empty open subinterval on its domain.
A two-dimensional variant of this result was Problem 6 of the annual Miklós Schweitzer competition of the János Bolyai
Mathematical Society in 2010, proposed by the ﬁrst listed author. Here we state this problem using the notation of our
paper.
Problem for the Schweitzer competition. Does there exist a function f (x, y) which is continuous on R2 and such that for all b ∈ R,
the function gl,b(t) = f (t, lt + b) is strictly increasing on R for l 0 and monotone on no non-empty open interval for l < 0.
Generic functions in the compact-open topology of C(R2) provide functions requested by the above problem, but there
are not too diﬃcult direct constructions as well.
2. Preliminary results
We use the metric in Rd coming from the sup norm, that is, |x− y| = maxi |xi − yi| for x, y ∈ Rd . This way, the diameter
of [0,1]d equals one.
The open ball centered at x ∈ Rd and of radius r is denoted by B(x, r). By |A| and λ(A) we denote the diameter and
Lebesgue measure of A, respectively.
For ease of notation we keep the open ball notation in metric spaces of functions as well, that is, for f ∈ Md and δ > 0
we denote by B( f , δ) the open ball in Md centered at f and of radius δ (here the supremum norm is used).
We refer to [6,7] for the standard deﬁnition of Hausdorff measures Hs(E) and Hausdorff dimension dimH (E) of a set E .
Recall that the lower local dimension of a Borel measure μ at x is deﬁned as (see [7])
dimlocμ(x) = lim inf
r→0+
logμ(B(x, r))
log r
(6)
and dimμ
def= sup{s: dimlocμ(x) s for μ a.e. x}. By Proposition 10.2 of [7], we have
dimH (μ) = inf
{
dimH (E): E ⊂ [0,1] Borel and μ(E) > 0
}
.
The following property will be useful:
if dimH (μ) h, then μ(E) = 0 for every Borel set E ⊂ [0,1] of dimension strictly less than h. (7)
We recall the Mass Distribution Principle, see for example [6, Chapter 4].
Theorem 9. Let μ be a ﬁnite mass distribution (measure) on E ⊂ R. If for every x ∈ E,
lim inf
r→0+
logμ(B(x, r))
log r
 s, (8)
then dimH E  dimH μ s.
In particular, μ(U ) = 0 for all sets U with dimH U < s.
3. Upper bound for the spectrum of all functions inMd
For every integer j  1, we denote by U j the system of cubes
U j,(k ,...,k ) =
[
k12
− j, (k1 + 1)2− j
]× · · · × [kd2− j, (kd + 1)2− j], (k1, . . . ,kd) ∈ Zd.1 d
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We have a trivial property implied by the monotonicity property, that will be repeatedly used in the sequel: Suppose that
x, y ∈ U j,(k1,...,kd) and f ∈ Md . Then∣∣ f (x) − f (y)∣∣ f ((k1 + 1)2− j, . . . , (kd + 1)2− j)− f (k12− j, . . . ,kd2− j). (9)
Auxiliary cubes and parallelepipeds will be used during the proofs.
Deﬁnition 10. Denote by w the vector (2, . . . ,2,1) ∈ Rd . Given j ∈ N and (k1, . . . ,kd) ∈ Zd , by Û j,(k1,...,kd−1) we denote the
projected cube
Û j,(k1,...,kd−1) =
[
k12
− j, (k1 + 1)2− j
]× · · · × [kd−12− j, (kd−1 + 1)2− j]× {0},
and we also consider the parallelepipeds
P j,(k1,...,kd) =
{
x′ + tw: x′ ∈ Û j,(k1,...,kd−1), t ∈
[
kd2
− j, (kd + 1)2− j
]}
.
The system of these parallelepipeds of generation j is denoted by P j (see Fig. 2 for a schema).
The advantage of using the parallelepipeds P j is the following: If f is MISV and is deﬁned on P j,(k1,...,kd) then for any
x′ ∈ Û j,(k1,...,kd−1) we have
f
(
x′ + (kd + 1)2− j w
)− f (x′ + (kd)2− j w)
 f
((
k12
− j, . . . ,kd−12− j,0
)+ (kd + 1)2− j w) (10)
− f (((k1 + 1)2− j, . . . , (kd−1 + 1)2− j,0)+ kd2− j w)
= f ((k1 + 2kd + 2)2− j, . . . , (kd−1 + 2kd + 2)2− j, (kd + 1)2− j) (11)
− f ((k1 + 2kd + 1)2− j, . . . , (kd−1 + 2kd + 1)2− j,kd2− j),
which is nothing but the increment of f on the main diagonal of the cube
U j,(k1+2kd+1,...,kd−1+2kd+1,kd).
We denote by N (U j,(k1,...,kd)) the neighbors of U j,(k1,...,kd) , that is the set of those U j,(k′1,...,k′d) for which |k′i − ki | 1 for
all i = 1, . . . ,d, allowing U j,(k1,...,kd) itself being its own “neighbor”.
Lemma 11. Suppose x, y ∈ [0,1]d, x ∈ U j,(k1,...,kd) , and |x − y| 2− j . Then there exists U j,(k′1,...,k′d) ∈ N (U j,(k1,...,kd)) such that the
main diagonal difference satisﬁes
f
((
k′1 + 1
)
2− j, . . . ,
(
k′d + 1
)
2− j
)− f (k′12− j, . . . ,k′d2− j) ∣∣ f (x) − f (y)∣∣/(d + 1). (12)
Proof. One only needs to observe that the segment xy can be covered by no more than d+1 cubes from N ( j, (k1, . . . ,kd)).
Suppose that U j,(k′1,...,k′d) is chosen among these squares so that if x
′ y′ is the subsegment of xy covered by U j,(k′1,...,k′d) then| f (x′) − f (y′)| | f (x) − f (y)|/(d + 1). By the partial monotonicity (9) of the MISV function f , the left-hand side of (12) is
larger than | f (x′) − f (y′)|. 
We are now ready to prove Theorem 5.
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letting f (x) = f (xQ ), for every x ∈ Rd \ [0,1]d . It is easy to see that this way we obtain a continuous MISV function deﬁned
on Rd . We will still consider only points of Ehf and E
h,
f in [0,1]d , but this extension will make our calculations easier in
case of some parallelepipeds are not entirely in [0,1]d .
Without limiting generality we can also assume that
0 f  1. (13)
Let h ∈ (0,1). We would like to verify that dimH Eh,f  d − 1+ h + ε for all ε > 0. Suppose that ε and δ > 0 are given.
Consider now x ∈ Eh,f . By Remark 3 we can select a sequence y(n, x) → x (where y(n, x) ∈ [0,1]d) such that∣∣ f (x) − f (y(n, x))∣∣> ∣∣x− y(n, x)∣∣h+ε. (14)
We choose j(n, x) ∈ N∪ {0} as the unique integer such that
2− j(n,x)−1 <
∣∣x− y(n, x)∣∣ 2− j(n,x), (15)
and we denote by Un,x := U j(n,x),(k1(n,x),...,kd(n,x)) the unique cube of generation j(n, x) such that x ∈ U j(n,x),(k1(n,x),...,kd(n,x)) .
By applying Lemma 11, we select the cube U ′n,x in the neighborhood of Un,x deﬁned as
U ′n,x = U j(n,x),(k′1(n,x),...,k′d(n,x)) ∈ N (Un,x)
such that (12) holds with the integer parameters equal to j(n, x),k′1(n, x), . . . ,k′d(n, x). If we denote by Vn,x the cube con-
centric with U ′n,x but of side length 3 · 2− j(n,x) , then it is clear that x ∈ Vn,x . Therefore, Eh,f ⊂
⋃
x∈Eh,f
Vn,x .
For each x ∈ Eh,f , we ﬁx an integer n(x) such that
if j(x)
def= j(n(x), x), then 2− j(x) < δ/(4M), (16)
where M is some positive constant that will be ﬁxed later.
Given U ′n(x),x , choose a parallelepiped Px = P j(x),(k1(x),...,kd(x)) such that(
ki(x) + 2kd(x) + 1
)
2− j(x) = k′i
(
n(x), x
)
2− j(x) for i = 1, . . . ,d − 1
and
kd(x)2
− j(x) = k′d
(
n(x), x
)
2− j(x).
This implies that U ′n(x),x and Px share a diagonal with endpoints (see Figs. 2 and 3 for the illustrations)
Ax =
((
k1(x) + 2kd(x) + 1
)
, . . . ,
(
kd−1(x) + 2kd(x) + 1
)
,kd(x)
) · 2− j(x)
= (k′1(n(x), x), . . . ,k′d(n(x), x)) · 2− j(x),
and
Bx =
((
k1(x) + 2kd(x) + 2
)
, . . . ,
(
kd−1(x) + 2kd(x) + 2
)
,
(
kd(x) + 1
)) · 2− j(x)
= ((k′1(n(x), x)+ 1), . . . , (k′d(n(x), x)+ 1)) · 2− j(x).
By (14), (15) and the choice of U ′n(x),x (especially by (12)), we have
f (Bx) − f (Ax) | f (x) − f (y(n(x), x))|
d + 1 >
(2− j(x)−1)h+ε
d + 1 . (17)
By the partial monotonicity of the MISV function f , analogously to (12), for any x′ ∈ Û j(x),(k1(x),...,kd−1(x)) we have
f
(
x′ + (kd(x) + 1)2− j(x)w)− f (x′ + kd(x)2− j(x)w) f (Bx) − f (Ax) > (2− j(x)−1)h+εd + 1 . (18)
Observe that there exists a constant M (independent of the dimension d and the integers j and ki ) such that if P̂ x
denotes the parallelepiped concentric with Px but of sidelengths M times that of Px , then x ∈ Vn(x),x ⊂ P̂ x (see Fig. 3). This
constant M is the constant that we use in Eq. (16), and M is ﬁxed now once for all. It is also clear that for the diameter of
P̂ x we have
| P̂ x| M · |Px| < 4 · M · 2− j(x) < δ. (19)
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Let us introduce the projection πw : Rd → Rd in the direction of w onto the hyperplane{
(x1, . . . , xd−1,0): (x1, . . . , xd−1) ∈ Rd−1
}
,
that is, if a point y ∈ Rd is written in the form y = (x1, . . . , xd−1,0) + tw for some t ∈ R, then πw(y) = (x1, . . . , xd−1,0).
Remark that we have πw([0,1]d) = [−2,1]d−1 × {0}.
Since the parallelepipeds {Px}x∈Eh,f form a nested family, we can select a non-overlapping system of them, that we
denote by {P (n)}n1. By construction, the {P (n)}n1 form a δ-cover of Eh,f .
For each x ∈ Eh,f , the parallelepiped Px is a subset of a P (n) for a suitable (uniquely determined) n. This property also
implies that for every n, if P̂ (n) denotes the M times enlarged copy of P (n) , then Eh,f ⊂
⋃
n P̂
(n) .
Now, set for every integer n 1
χn(x1, . . . , xd−1) =
{
1 if (x1, . . . , xd−1,0) ∈ πw(P (n)),
0 otherwise.
Each P (n) equals a suitable Px(n) , for some x(n) ∈ Eh,f . Denote the integer j(x(n)) by j(n) . It is clear that the diameter of
P (n) satisﬁes∣∣P (n)∣∣< 4 · 2− j(n) . (20)
We introduce the following auxiliary function F : Rd−1 → R+ deﬁned by
F (x1, . . . , xd−1) =
∑
n1
χn(x1, . . . , xd−1) ·
(
2− j(n)
)h+ε
.
Lemma 12. For every (x1, . . . , xd−1) ∈ Rd−1 , 0 F (x1, . . . , xd−1) (d + 1)2h+ε .
Proof. Fix (x1, . . . , xd−1) ∈ Rd−1. Recall that for every integer n, P (n) = Px(n) . By (17) we have
f (Bx(n)) − f (Ax(n)) > (2
− j(n)−1)h+ε
d + 1 . (21)
It is also clear that if χn(x1, . . . , xd−1) = 1, then the straight line {(x1, . . . , xd−1,0) + tw: t ∈ R} intersects P (n) in a segment
of the form
Sn(x1, . . . , xd−1) =
{
(x1, . . . , xd−1,0) + tw: k(n)2− j(n)  t 
(
k(n) + 1)2− j(n)}
for some integer k(n) . Then, from (18) and (21) we deduce that
f
(
(x1, . . . , xd−1,0) +
(
k(n) + 1)2− j(n)w)− f ((x1, . . . , xd−1,0) + k(n)2− j(n)w)
 f (Bx(n)) − f (Ax(n)) > (2
− j(n)−1)h+ε
d + 1 . (22)
Since the P (n) parallelepipeds are non-overlapping, the segments Sn(x1, . . . , xd−1) are also non-overlapping. Hence, by
the partial monotonicity of f , by (13) and by (22) we have
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∑
n: Sn(x1,...,xd−1) exists
(
2− j(n)
)h+ε
 (d + 1)2h+ε
∑
n: Sn(x1,...,xd−1) exists
(
f (Bx(n)) − f (Ax(n))
)
 (d + 1)2h+ε
∑
n: Sn(x1,...,xd−1) exists
[
f
(
(x1, . . . , xd−1,0) +
(
k(n) + 1)2− j(n)w)
− f ((x1, . . . , xd−1,0) + k(n)2− j(n)w)]
 (d + 1)2h+ε( f ((x1, . . . , xd−1,0) + 1 · w)− f ((x1, . . . , xd−1,0) + 0 · w))
 (d + 1)2h+ε( f (1,1, . . . ,1) − f (0,0, . . . ,0))= (d + 1)2h+ε. 
Since by Lemma 12, F is bounded, we have∫
[−2,1]d−1
F (x1, . . . , xd−1)dx1 · · ·dxd−1  C := 3d−1(d + 1)2h+ε.
Moreover, by the deﬁnition of the parallelepipeds, for every integer n, χn(x1, . . . , xd−1) = 1 on a (d − 1)-dimensional cube
of sidelength 2− j(n) . Hence
C 
∫
[−2,1]d−1
F (x1, . . . , xd−1)dx1 · · ·dxd−1
=
∑
n1
∫
[−2,1]d−1
χn(x1, . . . , xd−1)
(
2− j(n)
)h+ε
dx1 · · ·dxd−1
=
∑
n1
(
2− j(n)
)d−1+h+ε
.
Then, (20) implies that
∑
n1 |P (n)|d−1+h+ε converges. Subsequently, using the equivalence between the diameters of P (n)
and P̂ (n) , we obtain that
∑
n1 | P̂ (n)|d−1+h+ε converges. Since { P̂ (n)}n1 forms a δ-cover of Eh,f , we deduce that the
(d − 1+ h + ε)-dimensional Hausdorff measure Hd−1+h+ε of Eh,f is ﬁnite.
Therefore, dimH (E
h,
f ) d − 1+ h + ε for all ε > 0. Letting ε tend to zero we obtain Theorem 5.
4. Lower bound for the spectrum of generic functions inMd
We now prove Theorem 6. The argument is reduced to the one-dimensional case. One can choose, say, the ﬁrst coordi-
nate, and use perturbation functions which are constant in the direction of the other coordinates.
For every l ∈ N, we will use the function γl : [0,1] → [0,1] deﬁned as follows (see Fig. 4):
• For every integer j = 0, . . . ,2l2 − 1, if x1 ∈ [ j2−l2 , ( j + 1)2−l2 − 2−l4 ), we set γl(x1) = j2−l2−l ,
• γl(1) = 2−l ,
• On the intervals (( j + 1)2−l2 − 2−l4 , ( j + 1)2−l2 ), we deﬁne γl so that it is linear on these intervals.
These functions γl are continuous, changing from 0 to 2−l , but are strictly increasing only on the 2l
2
many very small,
uniformly distributed, intervals of length 2−l4 .
We select a countable dense set of functions { fm: m = 1,2, . . .} in Md . We will perturb these functions fm using the
“perturbation functions”
gl(x1, . . . , xd) = γl(x1). (23)
Deﬁnition 13. For every integer n, we deﬁne the dense open sets
Rn =
∞⋃
B( fm + gm+n,ρm+n),
m=1
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where ρn = 2−n8 , and ﬁnally the dense Gδ set
R =
∞⋂
n=1
Rn.
We need to verify that for all f ∈ R the conclusion of Theorem 6 holds. We will construct, for every h ∈ [0,1), a Cantor
set F˜h of dimension d − 1+ h which consists of points where the pointwise Hölder exponent for f equals h.
Suppose f ∈ R. Then there exists a sequence of integers (mn)n1 such that f belongs to B( fmn + gmn+n,ρmn+n) for every
integer n.
We will select a subsequence lk =mnk + nk and will use the notation
φk = fmnk , glk = gmnk+nk , (24)
and the fact that
f ∈ B(φk + glk ,ρlk ) for all k = 1, . . . . (25)
For every integer k 1, we set the constants
Dk = 2(lk)2 · 2−((lk)2+lk)k−2 < 1 and for all 0 < h < 1, Dh,k = 2(lk)2 · 2−((lk)2+lk) 1h −2 < 1. (26)
We suppose that the subsequence nk is chosen so that for all integers k 2 with lk =mnk + nk we have
lk > 2
k,
(
(lk)
2 + lk
)
k + 1 < (lk)4, 2−((lk−1)2+lk−1)(k−1)−1 > 100 · 2−(lk)2 (27)
and
D1 · · · Dk−1 > 2−lk . (28)
Suppose 0 < h < 1. We deﬁne the compact set Fh,k as the union of the intervals
Fh,k =
⋃
j=0,...,2(lk)2−1
[
( j + 1)2−(lk)2 − 2−((lk)2+lk) 1h , ( j + 1)2−(lk)2 − 1
2
2−((lk)2+lk)
1
h
]
.
For h = 0 we use the set F0,k
F0,k =
⋃
j=0,...,2(lk)2−1
[
( j + 1)2−(lk)2 − 2−((lk)2+lk)k, ( j + 1)2−(lk)2 − 1
2
2−((lk)2+lk)k
]
.
Proposition 14. Suppose 0 < h < 1 is ﬁxed. Set kh = 1/h + 1 and
Fh :=
⋂
kkh
Fh,k.
For every x = (x1, . . . , xd) ∈ F˜h := Fh × [0,1]d−1 , we have h f (x) h.
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Suppose that x = (x1, . . . , xd) ∈ F˜h . Then there exists j ∈ {0, . . . ,2(lk)2 − 1} such that
x1 ∈
[
( j + 1)2−(lk)2 − 2−((lk)2+lk) 1h , ( j + 1)2−(lk)2 − 1
2
2−((lk)2+lk)
1
h
]
. (29)
By (27), we also have
( j + 1)2−(lk)2 − 2−(lk)4 > ( j + 1)2−(lk)2 − 1
2
2−((lk)2+lk)
1
h ,
and hence γlk (( j + 1)2−(lk)
2
) − γlk (x1) 2−((lk)
2+lk) . From (23) the monotonicity of φk (deﬁned by (24)), we deduce that
(φk + glk )
(
( j + 1)2−(lk)2 , x2, . . . , xd
)− (φk + glk )(x1, x2, . . . , xd) 2−(lk)2−lk .
Combining (25) and the fact that ρlk = 2−(lk)
8
, it follows that
f
(
( j + 1)2−(lk)2 , x2, . . . , xd
)− f (x1, x2, . . . , xd)
 (φk + glk )
(
( j + 1)2−(lk)2 , x2, . . . , xd
)− (φk + glk )(x1, x2, . . . , xd) − 2ρlk
 2(−(lk)2+lk) − 2−(lk)8+1
 2(−(lk)2+lk)−1.
By (29) we have∣∣(( j + 1)2−(lk)2 , x2, . . . , xd)− (x1, x2, . . . , xd)∣∣ 2−((lk)2+lk) 1h
and hence
f
(
( j + 1)2−(lk)2 , x2, . . . , xd
)− f (x1, x2, . . . , xd) 12
∣∣(( j + 1)2−(lk)2 , x2, . . . , xd)− (x1, x2, . . . , xd)∣∣h.
Since this holds for all k and lk → ∞, we deduce that h f (x1, . . . , xd) h. 
Proposition 15. Let
F0 :=
⋂
k3
F0,k.
For every x = (x1, . . . , xd) ∈ F˜0 := F0 × [0,1]d−1 , we have h f (x) = 0.
Subsequently, dimH E0f = {x: h f (x) = 0} = d − 1.
Proof. By (27), F0 is non-empty and it is easy to see that it has the cardinality of the continuum (it has the structure of
a Cantor set).
Fix x = (x1, . . . , xd) ∈ F˜0, and k 3. There exists j ∈ {0, . . . ,2(lk)2 − 1} such that
x1 ∈
[
( j + 1)2−(lk)2 − 2−((lk)2+lk)k, ( j + 1)2−(lk)2 − 1
2
2−((lk)2+lk)k
]
, (30)
and as above, by (27), we have
( j + 1)2−(lk)2 − 2−(lk)4 > ( j + 1)2−(lk)2 − 1
2
2−((lk)2+lk)k.
Hence γlk (( j + 1)2−(lk)
2
) − γlk (x1) 2−((lk)
2+lk) . Similarly to the case 0 < h < 1, we can deduce that
f
(
( j + 1)2−(lk)2 , x2, . . . , xd
)− f (x1, x2, . . . , xd) 2(−(lk)2+lk)−1.
By (30), we have∣∣(( j + 1)2−(lk)2 , x2, . . . , xd)− (x1, x2, . . . , xd)∣∣ 2−((lk)2+lk)k,
which implies that
f
(
( j + 1)2−(lk)2 , x2, . . . , xd
)− f (x1, x2, . . . , xd) 12
∣∣(( j + 1)2−(lk)2 , x2, . . . , xd)− (x1, x2, . . . , xd)∣∣1/k.
Since this holds for all integers k and for the increasing sequence of integers lk , we conclude that h f (x1, . . . , xd) = 0.
We just proved that F0 is non-empty. Hence, using the fact that F˜0 is a product set, dimH F˜0  d−1+dimH F0. Obviously
F˜0 ⊂ E0f , and we know by Theorem 5 that dimH E0f  d − 1. We deduce that dimH E0f = d − 1. 
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This implies that dimH F˜h  d − 1 + h. More precisely there exists a measure μ˜h supported by F˜h which satisﬁes (8) with s =
d − 1+ h.
Proof. We want to apply the Mass Distribution Theorem 9. For this we are going to construct iteratively a measure μh
supported by Fh , and then by taking the product of μh with the (d− 1)-dimensional Lebesgue measure, we will obtain μ˜h .
The set Fh,kh consists of 2
(lkh )
2
many equally spaced intervals. We start by deﬁning a measure μ1h by assigning a weight
2−(lkh )
2
to each such interval (uniformly distributed in each interval). These component intervals are of length
2−((lkh )
2+lkh ) 1h −1 > 2−((lkh )
2+lkh )kh−1 > 100 · 2−(lkh+1)2 , (31)
where the last inequality holds due to (27).
Then, using a very standard construction, the mass distribution μh is constructed iteratively as follows: assume for
k  kh that a mass distribution μkh is uniformly distributed on some of the intervals of Fh,k , namely, on those intervals
which belong to the intervals in Fh,k−1, selected at the previous step. Then we deﬁne the measure μk+1h as the measure
supported by the intervals of Fh,k+1 included in the support of μkh , and such that the weight of each interval I in Fh,k
included in the support of μkh is divided equally on those component intervals of Fh,k+1 which are included in I . It is very
classical that the sequence of measures (μkh)kkh weakly converges to a Borel probability measure μh .
As a particular property, this measure μh assigns to each interval I ∈ Fh,k appearing along the construction the same
mass as μkh does: for every I ∈ Fh,k , μh(I) = μkh(I).
Using (31), the number of Fh,kh+1 intervals in a component interval of Fh,kh is larger than 2
(lkh+1)
2 1
2 2
−((lkh )2+lkh ) 1h −1.
Hence, if Ikh+1 is such an interval, then, using (28) and (26), we ﬁnd that
μh(Ikh+1) 2
−(lkh+1)22((lkh )
2+lkh ) 1h +22−(lkh )
2
 2−(lkh+1)
2
D−1h,kh
 2−(lkh+1)
2
D−1kh · · · D
−1
1 < 2
−(lkh+1)2+lkh+1 .
By induction, one easily sees that for k > kh , if Ik is a component interval of Fh,k and Ik−1 is the unique component
interval in Fh,k−1 containing Ik , then the same properties as just above hold:
μh(Ik) 2−(lk)
2
2((lk−1)
2+lk−1) 1h +2μh(Ik−1) 2−(lk)
2
2((lk−1)
2+lk−1) 1h +22−(lk−1)2D−1k−2 · · · D−11
 2−(lk)2D−1k−1 · · · D−11 < 2−(lk)
2+lk .
Let us prove now formula (8) for μ with s = h.
Let x1 ∈ Fh and suppose that r < 2−(lkh+1)2 . Consider the unique integer k such that
2−((lk)2+lk)
1
h −1 < r  2−((lk−1)2+lk−1) 1h −1. (32)
We separate two cases.
• If 2−((lk)2+lk) 1h −1 < r  2−(lk)2 then B(x1, r) can intersect no more than three component intervals of level k. Hence
by (32),
logμh(B(x1, r))
log r
 log(3 · 2
−((lk)2+lk))
log(2−((lk)2+lk)
1
h −1)
, (33)
which converges to h when k tends to inﬁnity.
• If 2−(lk)2 < r  2−((lk−1)2+lk−1) 1h −1 then denote by Ik−1(x1) and Ik(x1) the (unique) component intervals of Fh,k−1 and
Fh,k containing x1. Each interval of the form [ j2−(lk)2 , ( j+ 1)2−(lk)2 ] ⊂ Ik−1(x1) contains exactly one component interval
of Fh,k . The weight of Ik−1(x1) is uniformly distributed among the equally spaced intervals of Fh,k . Taking into account
some possible extra intersection at the boundary of B(x, r) the proportional μh measure of B(x, r) is not exceeding
3 · |B(x,r)||Ik−1(x1)| times the measure of Ik−1(x1). Subsequently,
μh
(
B(x, r)
)
< 3μh
(
Ik−1(x1)
) 2r
|Ik−1(x1)|  6 · 2
−(lk−1)2+lk−12((lk−1)2+lk−1)
1
h +1r.
Therefore,
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log r

log r + log6+ (−(lk−1)2 + lk−1 + ((lk−1)2 + lk−1) 1h + 1) log2
log r
 1+ log6
log r
+ −(lk−1)
2 + lk−1 + ((lk−1)2 + lk−1) 1h + 1
−((lk−1)2 + lk−1) 1h − 1
 1+ log6
(−((lk−1)2 + lk−1) 1h − 1) log2
+
(
−1+ −(lk−1)
2 + lk−1
−((lk−1)2 + lk−1) 1h − 1
)
,
which converges to h when k tends to inﬁnity.
From the above two cases we deduce that necessarily lim infr→0+ logμh(B(x1,r))log r  h at all points of Fh . Theorem 9 implies
that dimH Fh  h. In addition, we obtain that for every point x ∈ F˜h , we have
lim inf
r→0+
log μ˜h(B((x1, . . . , xd), r))
log r
 d − 1+ h,
where μ˜h := μh × λd−1 and λd−1 stands for the (d − 1)-dimensional Lebesgue measure on [0,1]d−1. Hence, using again
Theorem 9,
dimH F˜h  d − 1+ h
and the local dimension of μ˜h at any point of its support is larger than d − 1+ h. 
Proposition 17. If f ∈ R, then for all 0 < h 1 we have dimH Ehf = d − 1+ h.
Proof. From Propositions 14 and 16, we deduce that
μ˜h
(
Eh,f
)= μh( F˜h) = 1.
By deﬁnition of Eh,f , we have
Ehf = Eh,f
∖⋃
n1
Eh−1/n,f .
Using Theorem 5 and the upper bound (4), for every n 1, dimH Eh−1/n,f  d− 1+h− 1/n < d− 1+h. By Theorem 9, one
necessarily has μ˜h(E
h−1/n,
f ) = 0. We deduce that
μ˜h
(
Ehf
)
 μ˜h
(
Eh,f
)−∑
n1
μ˜h
(
Eh−1/n,f
)
 1.
Since μ˜h has dimension d − 1+ h, we conclude that dimH Ehf  d − 1+ h.
For h = 1, the same argument using the d-dimensional Lebesgue measure instead of μ˜h applies, and we obtain that
dimH E1f  d and λd(E1f ) = 1. 
We ﬁnish the proof of Theorem 6 with the following proposition.
Proposition 18. If f ∈ R, then for all h > 1, the sets Ehf are empty.
Proof. It is suﬃcient to verify that, taking any x = (x1, . . . , xd) ∈ [0,1]d , if we keep (x2, . . . , xd) ﬁxed and consider the
function f1(t) = f (t, x2, . . . , xd), then Ehf1 = ∅.
Proceeding towards a contradiction suppose that h = h f1 (x1) > 1. Then there exist a real number m and a constant C
such that, when t is close enough to x1,∣∣ f1(t) − f1(x1) −m(t − x1)∣∣ C |t − x1|min(h,2)−ε, (34)
where ε is chosen so that min(h,2) − ε > 1.
Recall (25), and choose the integer j such that x1 ∈ [ j2−(lk)2 , ( j + 1)2−(lk)2 ]. Without limiting generality, one can assume
that j  2(lk)2 − 2.
Using the deﬁnition of γl , the piecewise monotonicity of φk and (25), one sees thatk
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(
( j + 2)2−(lk)2)− f1(( j + 2)2−(lk)2 − 2−(lk)4) 2−(lk)2−lk − 2ρlk = 2−(lk)2−lk − 2 · 2−(lk)8
> 2−(lk)2−lk−1. (35)
Using twice (34) with t = ( j + 2)2−(lk)2 and t = ( j + 2)2−(lk)2 − 2−(lk)4 , we should have∣∣ f1(( j + 2)2−(lk)2)− f1(( j + 2)2−(lk)2 − 2−(lk)4)∣∣

∣∣ f1(( j + 2)2−(lk)2)− f1(x1) −m(( j + 2)2−(lk)2 − x1)∣∣
+ ∣∣ f1(x1) − f1(( j + 2)2−(lk)2 − 2−l4k )−m(x1 − (( j + 2)2−(lk)2 − 2−l4k ))∣∣+m2−l4k
 C
∣∣( j + 2)2−(lk)2 − x1∣∣min(h,2)−ε + C ∣∣x1 − (( j + 2)2−(lk)2 − 2−(lk)4)∣∣min(h,2)−ε +m2−(lk)4
 2 · 2min(h,2)−εC2−(lk)2(min(h,2)−ε) +m2−(lk)4 .
This contradicts (35) when lk is large. 
5. Study of the level sets of generic functions inMd
The following extension lemma is quite simple, but a little caution is needed since in general it is not true that if
K ⊂ [0,1]d is compact and f is continuous MISV on K , then we can extend f to obtain an MISV function in Md . For
instance, one can take K as the union of four points in [0,1]2 such that all of their coordinates are different. Then any
function deﬁned on them is continuous MISV, since the functions f (i) (deﬁned by (1)) are deﬁned at most one point, and
one can easily ﬁnd examples when there is no extension. The existence of a continuous MISV extension is easily proved
when K is a Cartesian product.
Lemma 19. Suppose Ki ⊂ [0,1] is compact for all i = 1, . . . ,d, K = K1 ×· · ·× Kd and f : K → R is MISV and continuous. Then there
exists an extension of f onto [0,1]d, still denoted by f which is also continuous MISV, and such that
f
([0,1]d)= [min
x∈K f (x),maxx∈K f (x)
]
. (36)
Proof. First we show that for all i = 1, . . . ,d, one can extend f onto
K (i) = K1 × · · · × Ki−1 × [0,1] × Ki+1 × · · · × Kd
so that the extension is continuous MISV, and
f
(
K (i)
)⊂ [min
x∈K f (x),maxx∈K f (x)
]
. (37)
By induction this clearly implies Lemma 19.
Without limiting generality, it is suﬃcient to show that one can extend f onto [0,1] × K2 × · · · × Kd . Let m1 :=
min{t: t ∈ K1}) and M1 := max{t: t ∈ K1}). Observe that the complement of K1 in [m1,M1] can be written as an at
most countable disjoint union of open intervals, that is, [m1,M1] \ K1 =⋃n(an,bn), where for every n, the an,bn ∈ K1 and
(an,bn) ∩ K1 = ∅. Now, for any ﬁxed (x2, . . . , xd) ∈ K2 × · · · × Kd , we set
f (t, x2, . . . , xd) =
⎧⎪⎪⎨
⎪⎪⎩
f (m1, x2, . . . , xd) if 0 t m1,
f (t, x2, . . . , xd) if t ∈ K1,
γ f (an, x2, . . . , xd) + (1− γ ) f (bn, x2, . . . , xd) if t = γ an + (1− γ )bn for some γ ∈ (0,1),
f (M1, x2, . . . , xd) if M1  t  1.
Essentially, f is extended outside K1 by using aﬃne interpolation. Clearly, f is monotone in the ﬁrst variable. Let us prove
the monotonicity property in the other variables.
Let i > 1.
• If x1 = γ an + (1 − γ )bn , where γ ∈ (0,1). Assume that xi < x′i and (x1, . . . , xd) and (x1, . . . , xi−1, x′i, xi+1, . . . , xd) both
belong to [0,1] × K2 × · · · × Kd . Then
f (x1, . . . , xi−1, xi, xi+1, . . . , xd)
= γ f (an, x2, . . . , xi−1, xi, xi+1, . . . , xd) + (1− γ ) f (bn, x2, . . . , xi−1, xi, xi+1, . . . , xd)
 γ f
(
an, x2, . . . , xi−1, x′i, xi+1, . . . , xd
)+ (1− γ ) f (bn, x2, . . . , xi−1, x′i, xi+1, . . . , xd)
= f (x1, . . . , xi−1, x′i, xi+1, . . . , xd).
• The cases 0 x1 < min{t: t ∈ K1} and max{t: t ∈ K1} < x1  1 are similar and are left to the reader.
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uniform continuity of f on K1 and uniform continuity of the projections. 
We are now able to prove Theorem 7.
For every ﬁxed n 1, we select a countable dense family in Md consisting of functions { fm,n}∞m=1 satisfying the follow-
ing:
• there exists a sequence (lm,n)m1,n1 such that lm,n m + n and the next properties hold:
• for every j = ( j1, . . . , jd) ∈ {0, . . . ,2lm,n − 1}d , for all
x ∈ Qm,n( j) :=
d∏
i=1
[
ji2
−lm,n + 2−(lm,n)2 , ( ji + 1)2−lm,n − 2−(lm,n)2
]
,
we have fm,n(x) = ym,n( j), that is, fm,n is constant and equal to the real number ym,n( j) on Qm,n( j).
• the real numbers (ym,n( j))), where m,n ∈ N2 and j ∈ {0, . . . ,2lm,n − 1}d , are pairwise distinct. In other words,
0 < dm,n := min
{∣∣ym,n( j) − ym,n( j′)∣∣: j, j′ ∈ {0, . . . ,2lm,n − 1}d, j = j′}.
The existence of this family is an exercise, left to the reader (the density follows from the fact that we use the L∞ norm
for continuous functions).
Remark 20. Observe that, due to the deﬁnition of Qm,n( j), each function fm,n is constant on the largest part of the cubes∏d
i=1[ ji2−lm,n , ( ji+1)2−lm,n ] (here, the notion of “large” is understood with respect to the Lebesgue measure). More precisely,
the complement of Qm,n( j) in the cube
∏d
i=1[ ji2−lm,n , ( ji + 1)2−lm,n ] consists of less than 2d · ( 2
−lmn ,n
2−(lmn ,n)2
)d−1 many cubes of
side length 2−(lmn ,n)2 .
Set
ρm,n = min
{
2−(lm,n)2 ,dm,n
}
, Ln =
∞⋃
m=1
B( fm,n,ρm,n) and L =
∞⋂
n=1
Ln.
Each Ln is a dense open set, and L is a dense Gδ set. We will prove Theorem 7 for the functions in L.
Suppose f ∈ L. By deﬁnition, for all n, there exists mn such that f ∈ B( fmn,n,ρmn,n). Set
Xn =
⋃
j∈{0,...,2lmn ,n−1}d
Qmn,n( j), Xn = [0,1]d \ Xn and X f =
∞⋃
N=1
⋂
nN
Xn.
The set X f contains points x which belong to Xn for all n greater than some integer Nx , hence do not belong to any cube
Qmn,n( j), for any n Nx and any j.
We also put
An =
⋃
{0,...,2lmn ,n−1}d
(
ymn,n( j) − ρmn,n, ymn,n( j) + ρmn,n
)
and A f =
∞⋂
N=1
⋃
nN
An.
The set A f contains those real numbers a which satisfy |a − ymn,n( j)| < ρmn,n for an inﬁnite number of integers n.
Lemma 21. dimH X f  d − 1 and dimH A f = 0.
Proof. Using Remark 20, the set Xn is covered by 2dlmn ,n · 2d · ( 2−lmn ,n
2−(lmn ,n)2
)d−1 cubes of side length 2−(lm,n)2 . Hence, for any
ε > 0, the (d − 1+ ε)-dimensional Hausdorff measure of Xn is bounded from above by
Cd
∞∑
n=1
(
2dlmn ,n · 2d ·
(
2−lmn,n
2−(lmn,n)2
)d−1)
2−(lmn,n)2(d−1+ε)  Cd2d
∞∑
n=1
2lmn,n2−ε(lmn,n)2 .
Obviously, this sum converges for every ε > 0, and tends to zero when n converges to inﬁnity.
Remark that for every N  1,
⋂
nN Xn is obviously covered by any Xn , n N . From this we deduce that for every ε > 0
and N  1, dimH
⋂
nN Xn  d − 1 + ε. As a countable union of such sets, dimH X f  d − 1 + ε, holds for every ε > 0. We
conclude that dimH (X f ) d − 1.
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2ρmn,n  2 · 2−(lmn ,n)2 . Remarking that for every N  1, the union
⋃
nN An is a cover of A f , and using this union to
cover A f , for all ε > 0, the ε-dimensional Hausdorff measure of A f is bounded from above by
2ε
∞∑
nN
2dlmn ,n2−(lmn,n)2ε,
which is the tail of a convergent series. This implies that dimH A f  0.
Obviously A f is uncountable and hence non-empty. This implies that dimH A f = 0. 
Lemma 22. For all a ∈ ( f (0, . . . ,0), f (1, . . . ,1)) \ A f , the level set L f (a) (deﬁned by (5)) is included in X f . In particular, dimH X f =
d − 1.
Proof. Let a ∈ ( f (0, . . . ,0), f (1, . . . ,1)) \ A f . There exists Na such that a /∈ An for all n  Na . Since f (Xn) ⊂ An we
have L f (a) ⊂ [0,1]d \ Xn = Xn for all n  Na . Subsequently, L f (a) ⊂ X f . In the introduction, we explained that if
a ∈ ( f (0, . . . ,0), f (1, . . . ,1)), then dimH L f (a) is necessarily greater than d−1. We obtain ﬁnally that dimH (X f ) = d−1. 
Finally, we consider the level sets L f (a) when a belongs to A f .
Lemma 23. For all a ∈ A f , the level set L f (a) contains at most one point in [0,1]d \ X f .
Proof. We are interested in the intersection of L f (a) and the complement of X f . We need to consider the possible intersec-
tion between L f (a) and the cubes Qmn,n( j). By deﬁnition of A f , there exists an inﬁnite sequence of integers nk such that
|a− ymnk ( jk),nk | ρmnk ,nk for some j
k = ( jk1, . . . , jkd) ∈ {0,1, . . . ,2lmnk ,nk −1}d . This jk is necessarily unique since the ymnk ( j),nk ,
j ∈ {0,1, . . . ,2lmnk ,nk − 1}d are distinct and ρmnk ,nk has been chosen small enough. Therefore, L f (a) can intersect at most one
Qmnk ,nk ( j). This holds for an inﬁnite sequence of integers nk . Since the diameters of these sets Qmnk ,nk ( j) tend to zero as
nk → ∞, the level set L f (a) can have at most one point in [0,1]d \ X f . 
6. Generic nowhere monotonicity in the directions not inRd+ ∪Rd−
Finally, we turn to the proof of Theorem 8.
Proof. Suppose that { fn}∞n=1 is a countable dense family in Md .
We select a sequence (pn)n∈N := ((p1,n, . . . , pd,n))n∈N in (0,1)d such that every (q1, . . . ,qd) ∈ (0,1)d with rational coor-
dinates appears in the sequence (pn)n∈N inﬁnitely often.
For every integer n 1, we deﬁne p˜n := maxi∈{1,...,d} pi,n .
For every integers m 1 and n 1, we set rm,n = 1/(m + n) > 0.
By uniform continuity of fn , one can choose η′m,n > 0 such that η′m,n < min{1/(m + n),1 − p˜n} and if x, x′ ∈ [0,1]d ,|x− x′| < η′m,n then∣∣ fn(x) − fn(x′)∣∣< rm,n/3. (38)
Finally, for every integer n 1, we set
ηm,n = η′m,n/n > 0. (39)
Deﬁnition 24. For i ∈ {1, . . . ,d}, we introduce the function hm,n,i ∈ Md as follows:
• if 0 xi  pi,n then set hm,n,i(x1, . . . , xd) = 0,
• if pi,n + ηm,n  xi  1 then set hm,n,i(x1, . . . , xd) = rm,n = 1/(m + n),
• hm,n,i is linear on the set {(x1, . . . , xd): pi,n  xi  pi,n + ηm,n}.
For every integers m and n, we set hm,n =∑di=1 hm,n,i and fm,n = fn + hm,n .
Obviously, for every m and n, for every (x1, x2, . . . , xd) ∈ (0,1)d , and for every i ∈ {1, . . . ,d}, we have
hm,n,i(x1, . . . , xi−1, pi,n + ηm,n, xi+1, . . . , xd) − hm,n,i(x1, . . . , xi−1, pi,n, xi+1, . . . , xd) 1/(m + n) = rm,n. (40)
We set ρm,n = rm,n/9.
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Obviously, Gn is dense open and hence G is residual in Md . We will prove Theorem 8 for the functions in G .
Suppose that f ∈ G , l = (l1, . . . , ld) /∈ Rd+ ∪ Rd− , b = (b1, . . . ,bd) ∈ Rd are given, and assume that there is a non-empty
open interval (α,β) such that lt + b ∈ [0,1]d for t ∈ (α,β). We are going to study the (non-)monotonicity properties of the
function g : t ∈ (α,β) −→ g(t) := f (lt + b).
Since l /∈ Rd+ ∪Rd− choose a coordinate, say i, such that li < 0 and another coordinate i′ such that li′ > 0.
Set Tl,i = max{l j/|li|: j = 1, . . . ,d}. We select a real number ti ∈ (α,β) such that liti + bi = qi , for some rational number
qi ∈ Q ∩ [0,1]. For j = i, we also select q j ∈ Q ∩ (0,1) with q j = qi , q j = l jti + b j . Keeping in mind that li < 0, we suppose
that a suﬃciently large integer N0 > Tl,i is selected such that
lt + b ∈ [0,1]d for every t ∈
[
ti + 1
N0li
, ti
]
⊂ (α,β), (41)
l jt + b j /∈
[
q j,q j + 1
N0
]
for j = i and for every t ∈
[
ti + 1
N0li
, ti
]
. (42)
Observe that (42) implies that
hm,n, j is constant on
[
ti + 1
N0li
, ti
]
, for j = i. (43)
From N0 > Tl,i and (39), it follows that for every integer n N0, we have∣∣∣∣ l jli · ηm,n
∣∣∣∣ Tl,iηm,n < η′m,n.
Hence ∣∣∣∣
(
l
(
ti + ηm,n
li
)
+ b
)
− (lti + b)
∣∣∣∣< η′m,n (44)
since we use the sup norm in Rd .
Since f ∈ G , we can choose two integers m,n such that:
• n N0, which implies that η′m,n  rm,n = 1/(m + n) < 1/N0,
• p j,n = q j for every j = 1, . . . ,d,
• f ∈ B( fm,n,ρm,n).
Since f ∈ B( fm,n,ρm,n), we have
g
(
ti + ηm,n
li
)
− g(ti) = f
(
l
(
ti + ηm,n
li
)
+ b
)
− f (lti + b)
 fm,n
(
l
(
ti + ηm,n
li
)
+ b
)
− fm,n(lti + b) − 2ρm,n.
Then, by (38) and (44), we have
g
(
ti + ηm,n
li
)
− g(ti) hm,n
(
l
(
ti + ηm,n
li
)
+ b
)
− hm,n(lti + b) − ηm,n3 − 2ρm,n
= hm,n,i
(
l
(
ti + ηm,n
li
)
+ b
)
− hm,n,i(lti + b) − ηm,n3 − 2ρm,n
 rm,n − ηm,n
3
− 2ρm,n > 5ρm,n > 0,
where (43) and (40) have also been used to obtain the last two lines of the above displayed formula.
This implies that g cannot be monotone increasing on (α,β) ⊃ [ti + ηm,nli , ti].
A similar argument used for the coordinate i′ can show that g cannot be monotone decreasing on (α,β) either. 
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