Theoretical and practical aspects of diagonal algebraic space-time block codes over n transmit and m receive antennae are examined. These codes are obtained by sending a rotated version of the information symbols over the principal diagonal of the n × n space-time matrix over n transmit antennae and n symbol periods. The output signal-to-noise ratios of two pre-decoding filters and two decoding algorithms are derived. Analysis of the information loss incurred by using the codes considered is used to clarify their structures, and the expected performances. Different algebraic real and complex rotations presented in the literature are analyzed and compared as regards the achieved coding gains, the complexities, performances, and peak-to-mean envelope power ratios.
or by the gradient method over the BPSK constellation in order to obtain constellation diversity. In [6] , Damen et al. proposed an approach that generalized [10] to achieve transmit diversity by using diagonal block ST codes based on algebraic rotations from [11] [12] [13] which transmit at a rate of 1 symbol per channel use. The so-called diagonal algebraic space-time (DAST) block codes achieve maximum transmit diversity and their coding gains were optimized over n transmit and m receive antennae for all PAM and QAM constellations on quasi-static and fast fading channels [6] . They were shown to outperform the OD codes [8] for n > 2, with the performance gain increasing as m, n, and the size of the constellation increase [6] .
In this paper, several theoretical and practical aspects of the DAST block codes are examined. The main focus of the paper is to clarify and quantify the structure and the performance of the DAST block codes [6] with respect to different criteria. We derive the output SNR of two pre-decoding filters of the DAST block codes, the maximum ratio combiner (MRC), and the equal gain combiner (EGC).
The outputs of these filters are fed to a DAST decoder, where we consider two classes of algorithms, maximum likelihood (ML) decoding implemented by the sphere decoder [16] , [17] , and successive interference cancellation (SIC), a sub-optimal decoding represented here by a two-step QR detector [18] . We compute the capacities of the newly precoded channels when using the DAST block codes in closed-form, which elucidates the structures and performances of these codes. Finally, we discuss the advantages and disadvantages of different real and complex rotations in the literature.
II. System Model
The following notations are used in this paper. Matrices and vectors are denoted in boldface. We denote by Z, Q, R, and C, the integer ring, the rational numbers field, the real numbers field, and the complex numbers field, respectively. We denote by Z[i], and Q(i) the Gaussian integer ring and the complex rational field respectively, where i = √ −1.
A linear ST block code is defined as a linear one-to-one correspondence that maps the information symbol vector s ∈ C K to an n×T matrix B(s) ∈ C n×T , such that one transmits b kt at time t = 1, . . . , T over transmit antenna k = 1, . . . , n, after normalizing the total transmitted power by n. In quasi-static fading where the channel coefficients (gains) are fixed over T symbol periods, the received signal over m receive antennae and T symbol periods is
where H is the m×n channel matrix with h jk representing the fading between the k-th transmit and jth receive antenna. The fading coefficients are modeled by independent, identically distributed (i.i.d) zero-mean complex Gaussian random variables with a common variance of 0.5 per real dimension.
The additive noise W has entries w jt which are modeled by i. of an ST code B defined as above by computing the Chernoff upper bound of the pairwise error probability (PEP) of the ML detection of the codeword s given that the codeword s = s has been sent, as follows [3] :
where ρ = 
At large SNR, the dominant term in (3) is the product of λ , = 1, . . . , n, with λ = 0, which, for full diversity space-time codes, implies the construction criterion based on maximizing the minimum determinant of A over all s = s [3] . It is clear from (3) that at large SNR the determinant of A,
is dominant; however, at small SNR the minimum squared Euclidean distance d λ , has more significance in (3) . At medium SNR, where ρ/4n 1, all the terms in (3) become similarly important. Thus, the quantity
is relevant to the performance as suggested in [15] . Similar to the definition of the coding gain achieved at large SNR in [3] , one defines the coding gain achieved at medium SNR to be δ n = δ 1/n when a transmit diversity n is achieved. Comparing the capacity of the newly resulting multi-antenna channel (obtained by considering the ST code matrix as a part of the new channel) to the capacity of the original channel without the ST code gives a quantified information loss incurred by the use of the ST codes [4] , [5] . Interestingly, a ST code can either worsen things or be harmless with respect to the information loss. Finally, one should take account of the distribution of the Euclidean distances of the code, det(A), and det(I n + A) over all s = s in the constellation considered, in order to avoid having many codeword pairs (s, s ) with a minimum of the Euclidean distance, det(A), or det(I n + A). The analysis of the DAST block codes [6] is carried out in the sequel paying attention to all these criteria.
The DAST block codes are obtained by rotating an n-dimensional information symbol vector
T by a rotation M, which maximizes the associated minimum product distance d n [6] defined as
where u 1 , u 2 belong to the multi-dimensional constellation considered (QAM or PAM). A rotation M with real entries is an n × n orthogonal matrix, i.e., MM T = I n , with M T denoting the transpose of matrix M. A complex rotation M satisfies MM H = I n . For simplicity's sake, we first consider real rotations from [11] [12] [13] ; complex rotations are considered in Section IV-B. The general construction of the DAST block code over n transmit antennae is given by [6] , [14] 
where s = (s 1 , . . . , s n ) T = Mu, and U and V are two fixed full rank matrices normalized such that no increase in transmitted power occurs. In [6] , V = I n , and U is input to the normalized Hadamard transform when n = 2 or n is a multiple of 4; otherwise, U = I n . The application of the Hadamard transform is useful for the reduction of peak-to-mean envelope power ratio (PMEPR) which results from sending s along the diagonal in (6) and sending zero elsewhere 1 [6] . In [14] , V was chosen to be the matrix of n spreading sequences of length N in a CDMA multi-user scenario and U = I n . Note that the normalized full rank matrices U and V do not influence the diversity gains of diagonal codes.
In addition, restricting U and V to be unitary matrices does not affect the coding gains nor the output SNR of the scheme considered here. Therefore, we set U = V = I n in the sequel, which gives a rate of 1 symbol per channel use. In quasi-static fading, the received signal (1) when using a DAST block code becomes
The DAST block codes satisfy the rank and determinant criteria of [3] , thus achieving an nm diversity gain and a normalized coding gain of d 2/n n [6] . The other construction criteria described above are treated in the sequel. Let x = vec(X T ) which arranges the matrix X T in one column vector by stacking its columns one after the other, let
and let w = vec(W T ). Then from (7) it follows that
In the sequel, we assume that the channel transfer matrix H is known at the receiver.
III. Processing the Received Signals of DAST Block Codes

A. Pre-decoding Processing, Output SNR and Complexity
Due to the special diagonal block structure of the complex matrix H in (10), it is possible to reduce the complexity of the decoder by reducing the dimensions of the mn × n combining matrix HM by applying a unitary pre-decoding filter (without loosing information) on the received signal given in (10) . We consider two pre-decoding filters in order to reduce the decoding complexity, a whitened maximal ratio combiner and an equal gain combiner. We compute the output SNR and the complexity associated with each filter.
A.1 Whitened Maximum Ratio Combiner
At each symbol period t = 1, . . . , n, the MRC multiplies the received signal on each of the m receive antennae by the conjugate of the correspondent fading coefficient (the branch noise powers are assumed equal), and then adds the resulting branch signals [19] . Over n symbol periods, the MRC output signal becomes
The n × 1 column vector w has colored Gaussian noise samples with
As the sphere decoder is optimally designed to operate with white noise, we whiten the noise w and set
where
w is an n × 1 column vector of zero-mean complex white Gaussian noise samples with variance σ 2 per dimension.
A.2 Equal Gain Combiner
At each symbol period t = 1, . . . , n, the EGC multiplies the received signal on each of the m receive antennae by the phase conjugate of the correspondent fading coefficient, and adds the resulting signals [20] . Over n symbol periods, the EGC output signal becomes
where arg H H is an n × mn matrix with the phases of the correspondent entries of the matrix H 
and for the EGC is
where Γ(3/2) = √ π/2 [23] . The ratio of the output SNR of the EGC to the output SNR of the MRC for each rotated information symbol is
The ratio equals zero when m = 1, and decreases with m to attain the limit 10 log 10 (π/4) −1.05 dB when m −→ ∞, as expected [20] .
A.4 Complexity
We count each real multiplication, division, addition or square-root operation as one floating point operation (flop). Note that the use of pre-decoding filters reduces the size of the combining matrix, HM in (10), and makes the resultant n × n combining matrix real-valued when the rotation used is real-valued, which reduces the complexity of the decoder. For example, when the decoder requires the QR decomposition of the combining matrix as in [17] , [18] , the use of pre-decoding filters reduces the complexity from 2n 
B. Decoding
After the pre-decoding filter, the processed received signal y along with the real-valued matrix M in (12), or (13) are input to the decoder. First, we note that when the pre-combining matrix is realvalued at the output of the pre-decoding filters in (12) , and (13), one can decode separately the real and imaginary parts of the corresponding received signal y assuming that the information symbols vector u belongs to a multi-dimensional QAM constellation with real and imaginary parts encoded independently.
B.1 ML Decoder
Consider normalized PAM or QAM constellations. The underlying idea of rotating the information symbol vector u by M, which maximizes the minimum product distance, is to encode all the information contained in u in each component of the resultant vector s = Mu in a unique way. Thus, if all the received signals in (12) fall in a deep fade except one, x j 0 , then the ML decoder can reconstruct the information symbol vector u from x j 0 provided that the SNR is greater than a certain threshold. Given the received signal in (12), the ML decoder searches for the decoded symbols vector that minimizes the metric
where β is a chi-square random variable of 2m degrees of freedom, m k , = 1, . . . , n, k = 1, . . . , n are the elements of M, and n is an AWGN with variance σ 2 per real dimension. Since by construction
then averaging over the AWGN and all v = u, one has that the output SNR of the decision variable of the ML decoder (17) equals SNR ML = ρ n =1 β , which is a chi-square random variable of 2mn degrees of freedom, giving a diversity of nm achieved by the ML decoder [19] .
A similar computation gives the output SNR of the ML decoder associated with the EGC preprocessing filter (13) . One has SNR ML,EGC = ρ has a small loss in the coding gain, given by (16) , when compared to the SNR of the ML decoder associated with the whitened MRC pre-processing filter.
B.2 Sphere Decoder
The principle of the sphere decoder is to search for the closest constellation point to the received signal, which minimizes the ML metric (17) , within a sphere of a given radius depending on the combining matrix and the noise level, centered at the received signal. Each time a point is found, the sphere radius is reduced accordingly and the search is continued until one reaches an empty sphere.
The algorithm attains ML performance with polynomial complexity in n (roughly cubic at moderate and large SNR) [17] , [24] . Thus, from III-B.1 one concludes that the diversity at the output of the sphere decoder for DAST block codes Ξ n equals mn.
B.3 Two-Step QR Detector
The algorithm performs upper and lower QR decomposition on M. First, by performing a backward SIC using the upper QR decomposition (from the last to the first symbol), it obtains soft values for the detected symbols. Then it carries out a forward SIC while taking into account the stored soft values from the first step [18] . Iterations between step one and two can then be performed. This twostep design is based on our observation that, in the absence of error correcting coding, no significant reduction in the bit error rate is obtained after the second iteration. The SIC processes implemented here uses soft decisions and optimal ordering detection [18] .
Given that the newly precoded channel of the DAST codes in (7) has mn receive and n transmit antennae, the expected diversity of the SIC sub-optimal detector, denoted by τ , satisfies [25] 
We have observed that when applied to decode in (10), the two-step QR detector achieves a diversity τ closer to the lower bound mn − n + 1. This is because, in the absence of an outer error correcting code, the diversity order is determined by the SNR of the first detected symbol since it is subtracted from all subsequent iterations.
Nonetheless, when m 1, mn − n + 1 is close to mn and the performance of the sub-optimal SIC detector is close to the ML detection performance in the same SNR range, as demonstrated in Section V.
Remark: Both DAST decoders, the two-step QR detector and the sphere decoder, require the QR decomposition of the combining matrix, which for medium to large SNR represents the main cost of both algorithms. At small SNR, however, the complexity of the sphere decoder can be exponential in the lattice dimension n [26] , [24] . On the other hand, the complexity of the two-step QR detector increases linearly with the constellation size, and the experimental complexity of the sphere decoder increases linearly (exponentially) with the constellation size at medium to large SNR (small SNR) [24] .
It follows that the saving of 2n 3 (m − 1) flops, induced by the pre-processing filters, is significant for the two-step QR detector and the sphere decoder at medium to large SNR.
IV. Theoretical Measures
A. Information Loss Incurred by DAST Block Codes
From (12), the ergodic capacity of the newly precoded channel when using DAST block codes over n transmit and m receive antennae is given by [1] , [4] 
where M is the code composite matrix as defined in (12), R u is the covariance matrix of the information symbol vector u, and the multiplicative factor 1/n is for the normalization of the capacity per channel use. The maximum in (19) is achieved for R u = I n , where the channel input has a Gaussian distribution [4] giving
Since β is a chi-square random variable of 2m degrees of freedom, one has [19] 
Substituting in (20) , and making the transformation tρ = u, one obtains
where I m (·) is the integral defined in [27, eqn.(32) ]. Using [27, eqn.(78)] gives
, is the Prym's function [23] . Particularly, one has for m = 1
which is the capacity of the Rayleigh fading channel with n = m = 1 [27] .
The capacity of an n transmit, m receive antennae system at SNR ρ is given by [1] , [4] 
where H is the channel matrix as in (7). Comparing (25) with (20) we note that the capacity of the newly precoded channel by the DAST block code is independent of n and the rotation used (real or complex); it is equal to the capacity of an m transmit antennae and one receive antenna system with the SNR scaled by a factor of m, i.e., C(mρ, m, 1), which is equal to the capacity of a 1 transmit and m receive antennae C(ρ, 1, m). This shows that these codes do not take advantage of the multiple transmit antennae to increase capacity; the benefit of using multiple transmit antennae is limited to the increase in the transmit diversity (having independent fading paths). The DAST codes transform the multiinput multi-output Rayleigh fading channel into a single-input multi-output approximate Gaussian channel when the number of transmit antennae increases [6] , but at the price of sacrificing bandwidth.
In fact, for the codes proposed in [11] and [12] to give equivalent performances to the DAST block codes, one would require an infinite interleaver 2 and in addition m independent diversity antennae at the receiver (the systems considered in [11] , [12] have one receive antenna). For the DAST block codes, the only role of sufficiently spaced transmit antennae is to produce independent fading paths, which is similar to the role of the infinite interleaver used in [11] , [12] with one transmit antenna. The advantage of the DAST block codes over those presented in [11] , [12] is the short decoding delay. We also note that the Alamouti code which transmits at the same rate as the DAST block codes, incurs a smaller information loss than the DAST block codes since the capacity of the newly precoded channel when using the Alamouti code equals the capacity of a multi-antenna system with 2m transmit antennae C(mρ, 3m, 1) which is greater than the information loss C(ρ, n, m) − C(mρ, m, 1) of DAST block codes when m is large [4] since C(mρ, 3m, 1) C(mρ, m, 1), when m 1. Fig. 1 shows the capacities of the newly precoded channels when using the DAST and the Alamouti codes for m = 1 and m = 4 receive antennae.
Simulations confirm the result in (23) . Fig. 1 also indicates that the information loss of DAST block codes is very close to the information loss of the Alamouti code when the number of receive antennae m 1. Hence, the information loss of the DAST block codes is less than that of the OD codes with n > 2, since the Alamouti code has the smallest information loss among the OD codes [4] . This corroborates the results of [6] where the DAST block codes were shown to outperform the OD codes at the same SNR and the same spectral efficiencies only when n > 2.
B. A Note on the Rotations Used
The idea of rotating a multi-dimensional integer vector in order to achieve constellation diversity over the Rayleigh fading channel was first proposed by Boullé and Belfiore [28] . Algebraic number theory was used in [11] [12] [13] to construct real and complex rotations with optimized minimum product distances (5) in certain dimensions. The reader is referred to [11] for a more comprehensive study on algebraic number theory. It is worth mentioning that the rotations constructed by the use of algebraic number theory are Vandermonde matrices [11] , which can simplify the encoding and reduce its complexity to n log n flops in a similar way to the complexity reduction of the Discrete Fourier Transform [21, Ch. 4.6], [11] . This structure of the algebraic rotations is also useful to limit the increase of the PMEPR compared to rotations optimized as a product of Givens planar rotations [21, p. 215], such that each planar Givens rotation is optimized by an exhaustive search over the BPSK constellations [10] . Another advantage of the algebraic construction of rotations is that the minimum product distance is optimized over the whole lattice Z n , or Z[i] n . Thus, its value does not decrease when increasing the size of the QAM or PAM constellations.
The advantage of using complex rotations is the increase of the minimum product distance, which increases the coding gain at large SNR in the construction criteria of Tarokh et al. [3] at the expense of a considerable additional decoding complexity; we roughly double the number of dimensions when we use complex rotations because we can not separate the real and imaginary parts of the received signal (12) as when using real rotations. This increase in complexity applies also to the QR decomposition when going from real to complex rotations [21] . In addition, with respect to the minimum Euclidean distance and mutual information criteria, complex rotations give the same values as the real rotations.
This explains the fact that the difference in performance is much less than predicted by the coding gain criterion at large SNR [3] . Table I lists the minimum product distances of all the rotations considered above. Given that the normalized coding gain of the DAST block codes equals d 2/n n , the coding gains of the complex rotations over the corresponding real rotations are 0.485 dB for n = 2, 1.9897 dB for n = 4, 2.634 dB for n = 8, and about 3 n−1 n dB for n = 2 r with r ≥ 3. Note that the optimum complex rotations have considerable coding gains at large SNR compared to the optimum real rotations. Table II lists the values of the coding gains at medium SNR, δ n , when using optimum real and complex rotations from [11] [12] [13] for n = 2, 4, 8. The expected gains ratios in dB with respect to d n and δ n are also shown. Considering their coding gains, both classes of rotations are expected to give similar performances at small and medium values of SNR. For n = 2 r , the ratio of δ n when using complex rotations from [11] over its value when using real rotations from [13] tends to 1 (0 dB) as n increases, whereas the ratio of the minimum product distances tends to 2 (3 dB) when n increases. Table II also shows the PMEPR's of the rotations used. One observes that optimal complex and real rotations have similar PMEPR's. For the complex rotations used, as well the real rotations from [13] , the PMEPR
, where PMEPR(q-QAM) is the PMEPR of the original q-QAM constellation, which, when q is a square, equals 3
. The PMEPR of the real rotation in [12] 
V. Simulation Results
In Figs. 2 and 3 , real rotations from [12] are used, and the number of iterations of the two-step QR detector is 2. Fig. 2 shows the performances of the DAST block codes for n = 2, 4 transmit antennae and m = 1 receive antenna with 4-QAM when using the sphere decoder and the two-step QR detector preceded by a MRC. Normalized QAM constellations withĒ s = 1 were used in simulations of the DAST block codes over quasi-static Rayleigh fading channels modeled as in (1) (the channel is fixed over 200 symbol periods then changes randomly) to obtain these results. It is seen that the sphere decoder has a considerable advantage over the sub-optimal detector with 1 receive antenna.
For example, at a bit error probability of 10 −4 , the sphere decoder has about 10 dB (8 dB) gain over the two-step QR detector for n = 4 (n = 2). QAM. For this value of m, one observes that the sub-optimal detector approaches the ML performance within 0.5 dB for the SNR range of 6 − 10 dB, as the difference between the diversity exploited by the two-step QR detector, τ mn − n + 1, and the diversity exploited by the sphere decoder, mn, becomes small when m 1 for the SNR range considered. Since the diversity values determine the slopes of the error probability curves, we expect that the difference between the ML performance and the sub-optimal detector performance increases with increasing SNR, because the two curves have different slopes. This behaviour is seen in Figs. 2, 3 . It is also observed that there is about 1 dB of loss when using the EGC compared to MRC when m is large, which is expected from eqn. (16) . Note that the curves of EGC are parallel to the curves of MRC for the two decoders used. This loss of EGC to MRC is well known and is due to the fact that EGC does not weight the branches [29] . Table I ). It is observed that the complex DAST block code with n = 2 has performance very close to that of the real DAST block, and even slightly worse, while having a greater coding gain at large SNR and slightly higher coding gain at small-to-medium SNR's. This behaviour is further explained by plotting the histogram of the product distances for complex and real 2 × 2 rotations and considering all the error events of a 2-dimensional 4-QAM constellation as shown in Fig.   5 . Note that while the real rotation has a slightly smaller minimum product distance compared to the complex rotation ( −0.485 dB), it has a larger mean value and a larger variance of the product distance than the complex rotation. This means that the distribution of the product distances of the optimal 2 × 2 real rotation is more beneficial than that of the optimal 2 × 2 complex rotation since the former has fewer error events with the minimum product distance. The distribution of the product distance is also better for the optimal 4 × 4 real rotation as seen in Fig. 6 , where the optimal real rotation has a smaller minimum product distance compared to the optimal complex 4 × 4 rotation (−1.9897 dB), but greater mean value and greater variance of the product distances among all error events of a 4-dimensional 4-QAM constellation. Note that when n increases, the distribution of the product distances for optimal real rotations becomes similar to that for optimal complex rotations.
This is due to the fact that the n-dimensional rotated QAM constellations have a Gaussian distribution when n is large, for real or complex rotations, as predicted by the central limit theorem. The latter observation is also true when the size of the QAM constellation increases. In situations when n or the size of the QAM constellation are large, both real and complex rotations have similar product distance distributions, and the latter rotations have larger coding gains. Hence, one expects the performance improvements obtained when using complex rotations compared to real rotations to be increased in such situations. Fig. 7 shows the performances of real and complex DAST block codes with 16-QAM and n = 2, 4 transmit antennae and m = 2 receive antennae. Note that the performance gap between complex and real DAST block codes is further increased when the size of the QAM constellation or n increase.
Comparing Figs. 2, 3, 4, and 7, one concludes that for the DAST block codes, the optimization of the decoder to obtain the ML performance offers a much larger coding gain than the optimization of the coding gain of the encoder. This observation holds for many ST codes over the Euclidean space C n which have lattice structures such as the codes in [17] , [4] .
VI. Conclusions
Several theoretical and practical features of DAST block codes, which use algebraic rotations, have been studied in this paper. The output SNR's of different pre-decoding processing and decoding schemes have been derived. The results obtained classify several decoding processing methods in terms of complexity and performance. An information loss computation for DAST block codes reveals that these codes do not use the available transmit antennae in order to enhance capacity, but only to produce independent fading paths. It was shown that, from the capacity and performance point of view, the DAST block codes are equivalent to the codes in [11] , [12] with one transmit and an infinite interleaver, when using m independent diversity receive antennae. The advantage of the DAST block codes over those in [11] , [12] is the short decoding delay. Comparisons of different algebraic real and complex rotations presented in the literature were performed in terms of decoding complexity, peakto-mean envelope power ratios, and error rate performances. It was shown that the algebraic real rotations in [12] , [13] present the best tradeoff between complexity and performance with respect to many construction criteria of space-time codes. 
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