Idiosyncratic labor incomes are typically modeled either by stochastic processes with heterogeneous income profiles (HIPs) or restricted income profiles (RIPs). The HIP assumes that individual labor income grows deterministically at an unobserved rate and contains a persistent but stationary component, while the RIP assumes that income contains a random walk, a stationary component, and no unobserved deterministic growth-rate component. I show that if idiosyncratic labor income contains a persistent component, a deterministic household-specific trend, and a random-walk component, then all of the components can be identified in small unbalanced panels. Using data on idiosyncratic labor income growth from the Panel Study of Income Dynamics, I find that the estimated variance of deterministic income growth is zero, that is, the HIP model can be rejected. The RIP model with a permanent component cannot be rejected. This result is important for an appropriate choice of modeling the heterogeneity in individual incomes and calibrating/estimating macromodels with incomplete insurance markets and heterogeneous agents.
Introduction
Individuals and households face substantial amounts of idiosyncratic labor market risk. Layoffs, health shocks, bonuses, demotions, and time-varying returns to the individual skills valued by the labor market contribute toward fluctuating individual labor incomes. If credit and insurance markets are not functioning perfectly, idiosyncratic labor income risk will affect individual and aggregate welfare.
Two different approaches to modeling individual and household labor income risks currently stand out. The first approach, which has a long-standing tradition, models each individual's income as growing at the individual-specific, deterministic rate, with the level of income affected by a stochastic component with moderate persistence. Since each individual's labor income profile, even in the absence of shocks, is unique, I label this model, following Guvenen (2009) , the heterogeneous income profiles (HIP) model. The second approach models idiosyncratic labor income as the sum of a permanent random-walk component, the shocks to which persist for the entire working lifetime of an individual, and a mean-reverting stationary component, the shocks to which die out quickly. Since this model abstracts from the deterministic growth-rate heterogeneity, I label it the restricted income profiles (RIP) model. Even though variants of the RIP are currently a preferred choice in macromodels, there is no consensus in the labor income processes literature on which income model best fits the earnings data. As Guvenen (2007) concluded, ". . . it is fair to say that this literature has not produced an unequivocal verdict." This paper is a step toward finding a verdict in favor of the RIP model.
I start with a general income model that encompasses the RIP and the HIP models. I then conduct a Monte Carlo study on small unbalanced panels to explore identification of different income processes found in the literature, obtained when certain restrictions on this general process are imposed. Importantly, the samples utilized in the Monte Carlo analysis replicate my empirical sample from the Panel Study of Income Dynamics (PSID), the data set typically used in the literature, in terms of the number of individuals, the number of person-year observations, and the cross-sectional distribution of age by year. I find that if the true income process is the RIP with a permanent random-walk component and an econometrician estimates the misspecified HIP model instead, he will typically find statistically significant amounts of growth-rate heterogeneity, of magnitudes comparable with those in the literature. The results of a Monte Carlo study confirm that the parameters of the general income process, composed of a deterministic growth rate, a permanent random walk, and transitory components, should be precisely recovered using the autocovariance moments of income growth rates. This contrasts with the concern raised recently (see, e.g., Guvenen (2009) ) that the autocovariance moments of income growth rates are not informative enough for identifying the growth-rate heterogeneity in small samples. 1 I then proceed by estimating the model utilizing labor income data for male household heads from the PSID. I find that the estimate of the variance of the deterministic growth-rate component is zero, while the variance of the shock to the random-walk component is significant and substantial. Hence, the data utilized in this paper favor the RIP model with a permanent random-walk component and a mean-reverting persistent process. I also show, for a PSID-sample comprising the same individuals, that the estimated growth-rate heterogeneity falls if the time dimension of the sample is increased.
1 I elaborate on this point in Section 2.2.2. Briefly, the concern is about imprecision of higher-order autocovariances of income growth rates in small samples used to evaluate the hypothesis of the absence of growth-rate heterogeneity in idiosyncratic earnings. In my Monte Carlo samples, the higher-order autocovariances of growth rates are indeed imprecise; however, the minimum-distance procedure utilizing all autocovariance moments recovers precise estimates of the growth-rate heterogeneity in small samples if the income process contains deterministic growth-rate heterogeneity.
This pattern is inconsistent with the HIP, as the distribution of the growth-rate heterogeneity should be the same for a fixed cross section of individuals, regardless of the time dimension of the sample. This pattern, however, is expected if the true model contains a random-walk component and an econometrician estimates the misspecified HIP.
The results of this paper are important as they contribute to understanding a number of issues. They speak to the economists' choices for modeling of household consumption, savings, and wealth. If the correct model for idiosyncratic labor income is the HIP, one needs to model individuals as sequentially learning about their own labor income profiles to jointly fit the features of consumption and income data. Guvenen (2007) is an example of such a model that explains the profile of consumption inequality observed in U.S. microdata, and the co-movement of the life-cycle profiles of earnings and consumption for households with different levels of schooling. If a substantial variation in incomes is due to permanent and persistent shocks, as is found in this paper, an appropriate model for household choices of consumption, savings, and wealth is an incomplete markets model with uninsurable persistent and/or permanent shocks. Castañeda, Díaz-Giménez, and Ríos-Rull (2003) , utilizing such a model, explained the U.S. wealth and earnings inequality; Scholz, Seshadri, and Khitatrakun (2006) explained more than 80% of the 1992 cross-sectional variation of household wealth observed in data from the Health and Retirement Study. Krebs (2003) is an example of a model where permanent idiosyncratic risk, absent in the estimations of the HIP processes but found to be substantial in this and some other papers, 2 reduces economic growth and individual welfare. De Santis (2007) developed a model where log individual consumption is a random walk due to permanent uninsurable idiosyncratic income shocks and showed that such a model can potentially produce large welfare gains from eliminating business cycles.
Further, the idiosyncratic labor income process, which best fits the data utilized in this paper, places restrictions on the models that endogenize labor incomes. A fruitful starting point can be the model in Krebs (2003) , where, in equilibrium, permanent shocks to individual human capital translate into permanent shocks to individual labor incomes.
From a policy perspective, it also matters whether the true income process is the HIP or the RIP. If an objective of the policymaker is to reduce consumption inequality and the true idiosyncratic income process is the HIP with a stochastic component of moderate persistence, the policymaker may want to implement policies that subsidize human capital investments by the disadvantaged; self-insurance will be a sufficient shield against the shocks of moderate persistence. If, however, the true income process is the RIP with substantial permanent shocks, an appropriate policy, in addition to the above-mentioned, is to educate the public about risk-sharing instruments provided by credit institutions, stock, and insurance markets. This paper is also related to recent research that focuses on estimation of the growthrate heterogeneity and the persistence of the shocks to household incomes using data on consumption and income, along with a model of household choices of consumption under incomplete insurance markets (see Guvenen and Smith (2008) ). There is a certain advantage to using just income moments to extract that information from the data as this approach does not require assumptions on the information households have about the shocks or their unique growth rates, as well as the insurance markets against those shocks.
The rest of the paper is structured as follows. In Section 2, I present a small-sample Monte Carlo study of income processes found in the literature, and introduce the HIP and RIP models. I estimate income processes on simulated data, and also discuss identification of the models containing a random walk and deterministic growth-rate components when data used for estimation are in first differences. In Section 3, I describe the empirical data I use and then present the empirical results. Section 4 concludes.
A Monte Carlo study
In this section, I present the income processes estimated in the literature and perform a Monte Carlo study to explore identification of those income processes in small unbalanced panels.
Let the true income process be
where y it is the idiosyncratic log income of individual i with h years of (potential) labor market experience at time t (alternatively, h it may denote individual i's age at time t) 3 ; β i is individual i's growth rate of income; α i is individual i's initial level of income (a fixed effect that also picks up individual i's levels of permanent and transitory components at the start of his work career-p i0 and τ i0 , respectively); p it is the permanent stochastic component of income; ξ it is a mean-zero shock to the permanent component; τ it is the transitory stochastic component of income; ε it is a mean-zero shock to the transitory component; u it me is a mean-zero measurement error; L is the lag operator so that L k x t = x t−k ∀k = 0 ±1 ±2 ; and θ(L) is a moving average polynomial in L. The income process outlined in equations (1)-(3) encompasses most of the income processes estimated in the literature. 4 Hause (1980) , Lillard and Weiss (1979) , and, more recently, Guvenen (2009) estimated the income process that is driven by "deterministic 3 Statistically, it matters little if h it stands for potential experience or age; the two are highly correlated in the data and increase by 1 year annually. My empirical sample comprises heads of household of ages 25-64; in the Monte Carlo simulations, I assume that households enter the labor market at age 24 and accumulate 1 year of experience when they turn 25. Thus, h it = 1 if individual i's age at time t is 25 or if his potential experience is 1 year. 4 To account for time-varying variances and covariances, most of the studies in the literature, allow for time-varying variances of stochastic (transitory and, if present, permanent) disturbances. This is the strategy I adopt in Section 3.2.
effects" α i and β i , an (autoregressive) AR(1) transitory component affected each period by the transitory shock ε it , and measurement error u it me . I label this process the HIP. 5 Pistaferri (2004), Carroll (1992) , and Carroll and Samwick (1997) are examples of the studies that assume the presence of a random walk and transitory components in idiosyncratic income, but assume away (or present some evidence against) the deterministic idiosyncratic growth-rate component. I label this process the RIP. An early description of the income process (1)-(3) can be found in Friedman and Kuznets (1954) , who suggested that individual incomes can be represented by the sum of permanent, quasi-permanent, and purely transitory components. However, they were not specific on the exact models of the components. Clearly, the purely transitory component can be modeled as a serially uncorrelated shock and the quasi-permanent component can be modeled as an (autoregressive moving average) ARMA(p q) process. It is less clear what they had in mind with regard to the permanent component. While the time-invariant permanent component can be modeled as a fixed effect, the permanent component that varies over the life cycle can be modeled as a random walk or/and deterministic growth-rate heterogeneity. Muth (1960) suggested that the decomposition of income into a random walk and a purely transitory shock is consistent with Friedman's ideas on the income process (Friedman (1957) ). Early papers that estimated income processes, such as Lillard and Weiss (1979) and Hause (1980) , were motivated by a simple on-the-job training hypothesis and modeled the permanent component with the deterministic growth-rate heterogeneity. They did not provide reference to the Friedman-Muth decomposition, but Hause (1980) discussed the random-walk alternative and found it inferior to a HIP formulation for his sample of Swedish males. Abowd and Card (1989) and MaCurdy (1982) , using higher-order autocovariances of earnings growth rates in PSID data, rejected the growth-rate heterogeneity in earnings. Baker (1997) and Guvenen (2009) argued that such a test has low power and suggested an unrestricted estimation of the income process using the entire autocovariance matrix. I further discuss these results in Section 2.2.2.
Simulation details
My ultimate goal is to determine whether the process containing random-walk, transitory, and deterministic components can be identified empirically in small samples. To this end, I conduct a Monte Carlo study. I simulate data for a number of individuals "observed" for at most 30 periods using the data generating process of equations (1)-(3). I purposefully do not create a balanced panel data set-to mimic the patterns of PSID data, which I later use in empirical analysis. The PSID may contain at most 30 consecutive records on income for each head of household (from the 1968-1997 waves), but since many heads first enter the labor market and the survey in different years, and because of attrition and nonresponse, they contribute one or more observation(s) on labor income. 6 In each Monte Carlo run, I replicate the PSID sample I use in my empirical analysis in terms of the number of individuals, the number of person-year observations, and the cross-sectional distribution of age in each year.
The details of simulations are as follows. I assume that α i and β i are mean-zero, possibly correlated normally distributed fixed effects with which the head is endowed when he enters the labor market. I further assume that ξ it is an independent and identically distributed (i.i.d.) mean-zero shock to the permanent component of income normally distributed with variance equal to σ 2 ξ ; that ε it ∼ i.i.d. N(0 σ 2 ε ), and that u it me ∼ i.i.d. N(0 σ 2 u me ), and that τ it is a moving average process of order 1, an autoregressive process of order 1, or an ARMA(1 1) process. I use these particular representations of the transitory component of earnings for the following reasons. First, RIP studies, such as Abowd and Card (1989) and Meghir and Pistaferri (2004) , found that the growth rate in male earnings can be represented by a moving average process of order 2, suggesting that the transitory component is a moving average process of order 1. Second, HIP studies, such as Lillard and Weiss (1979) and Guvenen (2009) , modeled the transitory component as an autoregressive process of order 1. The estimated AR(1) process is easy to deal with in computational models featuring incomplete insurance markets and agents with uninsurable earnings risk, as argued in Guvenen (2009) . Third, a moving average process of order 1 with the moving average parameter of a small magnitude is hard to distinguish from an autoregressive process of order 1. 7 Finally, ARMA(1 1) transitory processes encompass the autocovariance structure of pure AR(1) and MA(1) processes, and have been used, for example, in Baker (1997) and Haider (2001) .
In my empirical sample, I observe the age at which each male head first enters the sample and the number of observations he contributes toward the final sample. I restrict my Monte Carlo samples, replicating the number of individuals (1916) , the number of person-year observations (29, 753) , and the age distribution in each year as observed in 6 The Monte Carlo design assumes that attrition is not related to the permanent or transitory shocks, and idiosyncratic growth rates. Fitzgerald, Gottschalk, and Moffitt (1998) , using data from the PSID, found that attrition does not substantially affect the coefficients in a regression of log labor income for male heads on a set of observable variables, such as age, the square of age, and education, used to extract idiosyncratic incomes. Moreover, while they found that attrition is affected by the volatility of individual incomes and income drops, the effects were small so that they concluded that "attrition is mostly noise," unlikely to affect studies using dynamic measures as outcomes. Meghir and Pistaferri (2004) did not find a significant effect of attrition on their estimates of the autoregressive conditional heteroscedasticity (ARCH) effects in the conditional variances of permanent and transitory shocks; Lillard and Panis (1998) , also using data from the PSID, found no evidence of selective attrition for white males based on their permanent unobserved components of income. Guided by these considerations, in my Monte Carlo simulations, I assume that attrition is random.
7 If the true transitory process is τ it = (1 + θL)ε it , it can be represented by an infinite order autoregressive process τ it = θτ it−1 − θ 2 τ it−2 + θ 3 τ it−3 − · · · + ε it and approximated by τ it = θτ it−1 + υ it , where υ it = −θ 2 τ it−2 + θ 3 τ it−3 − · · · + ε it . Galbraith and Zinde-Walsh (1994) showed that low-order autoregressive approximations of an MA(1) process-of order 1 up to order 3-with a moving average parameter of 0.5 and less in absolute value performs the best in terms of minimizing the mean squared error.
my PSID sample. As in my PSID data, the simulated data sets comprise individuals who contribute at least 9 consecutive observations on incomes toward the final sample. 8 For each estimated income model, I report the results based on 100 simulated samples. The models are identified by fitting the theoretical autocovariances to the autocovariances in the simulated data. Estimation is performed using the minimum distance method with the identity weighting matrix. 9 I now turn to estimation results for different simulated income processes.
Identification and results from simulated data
In this section, I present estimation results on simulated data transformed into first differences. I first discuss identification of the processes containing a random-walk component, a transitory component, a deterministic growth-rate component, and measurement error. I present a set of autocovariance moments that can be used to recover the model parameters in large samples. The autocovariance function for the data in first differences can be used to identify the growth-rate heterogeneity and random-walk components if both are present in the data. Permanent shocks contribute only to the diagonal elements of the autocovariance function, that is, the variances, while the growth-rate heterogeneity contributes, in addition, toward all the off-diagonal elements of the autocovariance function. This information can be used to identify all the components as is shown in detail below.
Alternatively, one can use the moments for log incomes in levels to estimate the income process as was done, for example, in Baker (1997) and Guvenen (2009) . In real data, however, the results of estimations based on the moments in levels are affected by specification of initial conditions. Estimations in first differences are not likely to depend on initial conditions as was emphasized, for example, in Pistaferri (2004) and MaCurdy (1982) .
2.2.1 Identification In this section, I provide the intuition behind identification of income processes that contain individual-specific growth rates, a permanent random walk, and mean-reverting transitory components when the data used for estimation are in first differences. In the next section, I show that identification carries over to small unbalanced panels using the minimum distance method, which utilizes all the available information in the autocovariance structure of the data. I present identification for income processes with transitory components modeled as AR(1) or MA(1) processes. As mentioned above, those are the transitory processes commonly used in the HIP and RIP studies. Identification can be achieved for the income processes with a more general class of transitory components modeled as ARMA(p q) processes. 8 The requirement adopted in the literature of having estimation samples with long (and often consecutive) spells of income observations is not necessary for identification of income processes. I use this requirement to be consistent with other studies in the literature such as Meghir and Pistaferri (2004) and Guvenen (2009) .
9 Altonji and Segal (1996) showed that an identity weighting matrix is the best choice for weighting the moments when estimating models of autocovariance structures on microdata with small samples. Most of the papers in the literature, guided by this result, utilize this weighting matrix.
Encompassing model In first differences, the process (1)-(3) is
where ≡ 1 − L. First, assume that the transitory component is a moving average process of order 1, that is, τ it = (1 + θL)ε it . 10 The theoretical autocovariance moments, γ k = E[ y it y it−k ], of this process are
The empirical variance-covariance matrix contains
unique moments, where T is the maximum number of income growth rates observed in the sample. The variance of deterministic growth σ 2 β can be identified from the vector of moments
where 1 is a vector of ones of the row dimension
. Empirical analogs of the moments γ 0 , γ 1 , and γ 2 can be further used to identify the other four parameters: σ 2 ε , σ 2 ξ , σ 2 u me , and θ. The variance of permanent shocks is uniquely identified; to identify the variances of transitory shocks and the moving average coefficient, however, one needs to restrict the variance of measurement error. In particular, the variance of permanent shocks can be identified from the moment
β is estimated using (9). If τ it = (1 − φL) −1 ε it , that is, the transitory component is an AR(1) process, the theoretical autocovariance moments of the income process in first differences are
10 Absent the growth-rate heterogeneity, the income process in first differences is a moving average process of order 2. This is consistent with the results in Abowd and Card (1989) and Meghir and Pistaferri (2004) .
Intuitively, σ 2 β should be identified from higher-order autocovariances-when the contribution of the transitory component toward the autocovariances approaches zero. The parameters for the transitory process can be identified using the set of moments:
The variance of growth-rate heterogeneity σ 2 β can be then identified from the set of moments (12). Empirical analogs of the first two moments, γ 0 and γ 1 , can be further used to uniquely identify the remaining model parameters-the variance of permanent shocks and the variance of measurement error.
If individual incomes contain transitory components modeled as an autoregressive moving average process, identification of the model parameters will be similar to identification of the processes containing moving average and autoregressive processes. In particular, the variance of measurement error and the moving average parameter are not separately identified.
Summarizing, if the income process contains individual-specific growth rates and intercepts, a permanent random-walk component, a mean-reverting transitory component, and measurement error, one can identify the variance of permanent shocks and the variance of the deterministic growth-rate heterogeneity using large-sample data. It is not clear, however, if the model parameters can be recovered using small-sample data. For this purpose, I conduct Monte Carlo experiments, the results of which are discussed in Section 2.2.2.
Misspecified HIP What if the true variance of the growth-rate heterogeneity is zero and the income process contains a random-walk component, but an econometrician estimates the HIP model instead?
In a time series context, the asymptotic variance of the scaled mean of a mean-zero stationary process,
y t ] 2 , will be equal to ∞ k=−∞ γ(k) or to the sum of the variance and twice the sum of the nonzero autocovariances if the autocovariances are absolutely summable. 11 The moment succinctly summarizes all the information contained in the autocovariance structure of the data. For the income model in equation (4) with σ 2 β = 0 and the transitory component modeled as an MA (1), the asymptotic variance of the (scaled) sample mean is 12
The empirical analog of equation (13), for a covariance-stationary process, can be estimated from longitudinal data as
11 See, for example, Hamilton (1994, Chap. 7) for a proof. This moment identifies the long-run variance of { y t }. In the context of longitudinal data, γ k will be zero for k ≥ min{T − 1 H − 1}, where H is the maximum age at which an individual can be observed in the data set and T is the time dimension of the data set. In the following, I assume that H > T ; this assumption is satisfied in the PSID data I use, where h = 1 H = 40 (h = 1 corresponds to age 25 and h = H corresponds to age 64) and T = 30 (years 1968-1997) .
12 In a time series context, if the transitory income component is an AR(1) or ARMA(1 1) process, the moment condition (13) will be the same; it will also identify σ 2 ξ only.
The estimated moment will be closer to σ 2 ξ for a larger time dimension of the data, T . If, however, the random walk is ignored in estimation, the theoretical autocovariance function is nonzero beyond order 2 and is equal to σ 2 β . The moment in equation (13) will be estimated as
ε ,σ 2 u me , andθ differ from their true values. The moment estimated in the data, generated by a model that contains a random walk and no growth-rate heterogeneity, should be replicated by the true and the misspecified models. Equating the two moments, it follows that if the true data generating process consists of a random walk, a persistent moving average component, and measurement error, and an econometrician estimates the (misspecified) HIP instead, the variance of the deterministic growth component will be approximately equal tô
Major microdata sets in the United States have no more than 30 years of consecutive observations on individual labor incomes. Thus, if the true variance of permanent shocks equals 0.02 and T + 1 = 30, the variance of the deterministic growth will be estimated at about 0.0007-within the bounds of the typical estimates of the HIP in the literature.
The same logic holds if the transitory stochastic component of income is an AR(1) process. If the true income process is the RIP with a permanent random-walk component, the empirical analog of the moment in equation (13) estimated from longitudinal data is equal to
If the random walk is ignored and the HIP is estimated instead, the moment will be estimated as
u me . Thus, one should expect, for any mean-reverting transitory process, that the estimated variance of growth-rate heterogeneity is inversely related to the time dimension of the data set and directly related to the variance of permanent shocks, provided the true income process contains a random-walk component but the estimated process is the (misspecified) HIP.
Simulation results
In this section, I present the results of estimations of income processes using small-sample, simulated data transformed into first differences.
In Table 1 , I list the values for the model parameters used in Monte Carlo experiments.
In Table 2 , I estimate the process that contains the individual-specific intercepts and growth rates, a random-walk component, a stationary component modeled as an ARMA(1 1) process, an AR(1) process or a moving average process of order 1, and measurement error. The true values of the parameters in the models are the variance of fixed effects, σ 2 α = 0 03; the variance of the growth-rate heterogeneity, σ 2 β = 0 0004; the variance of permanent shocks, σ 2 ξ = 0 02; the variance of the shocks to the transitory component, σ 2 ε = 0 04; the moving average parameter, θ = 0 50 for a model with the transitory component modeled as an MA (1) process; the autoregressive parameter, φ = 0 50 Table 1 . Monte Carlo simulations for the income process y it = α i + β i h it + p it + τ it + u it me .
Distribution Parameter Values
Heterogeneity:
Measurement error/a purely transitory shock a The true income process is y it = α i + β i h it + p it + τ it + u it me , with (1 − L)p it+1 = ξ it+1 , σ 2 α = 0 03, σ 2 β = 0 0004, σ 2 ξ = 0 02, and σ 2 u me = 0 02. In column 1, the transitory process is modeled as τ it = 1+θL
1−φL ε it , φ = 0 50, θ = −0 20. In column 2, τ it = ε it 1−φL , φ = 0 50. In column 3, τ it = (1 + θL)ε it , θ = 0 50. In all models, the true variance of the shocks to the transitory component is σ 2 ε = 0 04. Prior to estimation, simulated data are transformed to first differences; models are estimated by the equally weighted minimum distance method. Standard errors are given in parentheses and are calculated as the standard deviations of the estimates across 100 model simulations. The goodness-of-fit statistic is based on Newey (1985) .
for a model with the transitory component modeled as an AR(1) process and φ = 0 50, θ = −0 20 for a model with the transitory component modeled as an ARMA(1 1) process; and the variance of measurement error, σ 2 u me = 0 02. 13 The chosen values for the true parameters are within the range of the values estimated in the literature. 14 An individual with a (deterministic) growth rate 1 standard deviation above the mean will have a 2% advantage in income every year relative to an observationally equivalent individual whose income does not grow. A 1 standard deviation in the permanent shock translates into a permanent change in income of about 14%, while a 1 standard deviation in the transitory shock causes income to change by 20% in the current period. Note that when the transitory process contains a moving average component-columns 1 and 3-the variance of measurement error is not identified.
Regardless of the model for the transitory component, the variance of growth-rate heterogeneity σ 2 β and the variance of permanent shocks σ 2 ξ are recovered without any biases and statistically precisely by the equally weighted minimum distance method. 15 In columns 1 and 3, I set the variance of measurement error to the value that equals 25% of the variance of income growth rates. 16 The ratio of the assumed to the true variance of measurement error is about 75%. As a result, in column 1, the autoregressive persistence is estimated at a value close to its true value of 0.50, while the estimated variance of transitory shocks is somewhat larger than its true value. It is possible to identify all the parameters when the transitory component is an autoregressive process of order 1, which is confirmed in column 2. In column 3, the transitory component is modeled as an MA(1) process. Since the variance of measurement error set in estimations differs from its true value, the estimated moving average parameter is somewhat below its true value, while the estimated variance of the shocks to the transitory process is slightly above its true value. 17 The last two rows in Table 2 report the median value of the goodness-of-fit statistics across 100 estimations and the frequency of model rejections at the 1% significance level. The result in the last row is quite important. The size of the χ 2 test is severely distorted: instead of rejecting the true model 1 time out of 100, the test rejects the true model 100% of the time. It appears that the χ 2 test of the model validity is not likely to be useful in empirical applications utilizing unbalanced small-sample panel data. 13 The results presented below are qualitatively similar when more or less persistent transitory processes are chosen in simulations.
14 The variance of fixed effects may seem low, but is comparable to the estimates in Guvenen (2009) and is inconsequential for the results as my focus is on estimation in first differences. The variance of measurement error implies, for example, for the income process with τ it modeled as an AR (1) process, that 35% of the variation in observed income growth rates is due to measurement error. 15 I also verified that the results are robust to other choices for the variance of fixed effects. Table 3 shows that the estimates are largely unaffected when the variance of fixed effects is set to 0.10, the value which is more than three times larger than its value in the original simulations. It is not surprising as the fixed effects are canceled out by first differencing and, therefore, do not effect the moments used for estimation. 16 This is consistent with Meghir and Pistaferri (2004) and findings in the literature on measurement error in longitudinal income data surveyed by Bound, Brown, and Mathiowetz (2001) . 17 If the variance of measurement error was set to its true value in estimations of the models in columns a The true income process is y it = α i + β i h it + p it + τ it + u it me , with (1 − L)p it+1 = ξ it+1 , σ 2 α = 0 10, σ 2 β = 0 0004, σ 2 ξ = 0 02, and σ 2 u me = 0 02. In column 1, the transitory process is modeled as τ it = 1+θL
1−φL ε it , φ = 0 50, θ = −0 20. In column 2, τ it = ε it 1−φL , φ = 0 50. In column 3, τ it = (1 + θL)ε it , θ = 0 50. In all models, the true variance of the shocks to the transitory component is σ 2 ε = 0 04. Prior to estimation, simulated data are transformed to first differences; models are estimated by the equally weighted minimum distance method. Standard errors in parentheses calculated as the standard deviations of the estimates across 100 model simulations. The goodness-of-fit statistic is based on Newey (1985) . Guvenen (2009) , in a simulation exercise, showed that the tests of higher-order autocovariances equal to zero falsely reject the growth-rate heterogeneity even when the true income process contains idiosyncratic growth rates. This test was previously used by MaCurdy (1982) . Table 4 confirms this result. I first create 100 samples generated in accordance with the models in Table 2 , which contain deterministic idiosyncratic growth rates, a permanent random-walk component, and a transitory stochastic process. For each simulated sample, I calculate the empirical autocovariance function. The results in the columns are the averages of the autocovariances of a given order across 100 simulated samples; standard errors, given in parentheses, are calculated as the standard deviations of these estimates across 100 simulated samples. In column 1, the true process contains an ARMA(1 1) component; in column 2, an AR(1) component; in column 3, an MA(1) component. As can be seen from column 3, only autocovariances of orders 0, 1, and 2 are significant. The rest are insignificant, even though the magnitude of the autocovariances of orders 3 and higher are positive and some approach the true variance of the deterministic growth-rate heterogeneity. For the model with AR(1) or ARMA(1 1) transitory processes, the autocovariance function is significant only from order 0 to order 3, inclusive, and the contribution of the transitory component toward the autocovariance function dissipates rather quickly. The minimum distance procedure, however, uses the entire autocovariance function, not only the information contained in higher- , φ = 0 50. In column 3, the transitory process is modeled as τ it = (1 + θL)ε it , θ = 0 50. The true variance of the shocks to the transitory component is σ 2 ε = 0 04. Simulated data are transformed to first differences. Autocovariances of a given order are the averages of the autocovariances in simulated data across 100 simulations. Standard errors are given in parentheses and are calculated as the standard deviations of the estimated autocovariances of a given order across 100 model simulations.
order autocovariances, and its sample variability to uncover correctly and precisely the variance of the deterministic growth-rate heterogeneity- Table 2 , columns 1-3. To summarize, the test for detecting the random-growth component using higher-order autocovariances lacks power and is of little practical guidance when using small-sample unbalanced data as is typical in the literature. The random growth component, however, can be recovered if one estimates the model utilizing the entire autocovariance function of income growth rates.
In Table 5 , the true income process contains the individual-specific intercept, a random-walk component, a transitory component, and measurement error. The true variance of the random-walk shock equals 0.02, while the true variance of deterministic growth-rate heterogeneity equals zero. The process is estimated as the (misspecified) HIP containing a deterministic growth-rate component and an unrestricted ARMA(1 1) process (column 1), AR(1) process (column 2), or MA(1) process (column 3). The variance of the shock to the transitory component is estimated at about 0.05 in columns 2 and 3, and at 0.07 in column 1, while the estimated values of the autoregressive parameter are substantially biased upward (columns 1 and 2). Importantly, when the randomwalk component is ignored in estimation, the long-run persistence of the process is captured instead by the variance of the deterministic growth, with the estimated value sub- a The true income process is y it = α i + p it + τ it + u it me , with (1 − L)p it+1 = ξ it+1 , σ 2 α = 0 03, σ 2 ξ = 0 02, and σ 2 u me = 0 02. In column 1, the transitory process is modeled as τ it = 1+θL 1−φL ε it , φ = 0 50, θ = −0 20. In column 2, τ it = ε it 1−φL , φ = 0 50. In column 3, τ it = (1 + θL)ε it , θ = 0 50. In all models, the true variance of the shocks to the transitory component is σ 2 ε = 0 04. Prior to estimation, simulated data are transformed to first differences; models are estimated by the equally weighted minimum distance method. Standard errors are given in parentheses and are calculated as the standard deviations of the estimates across 100 model simulations. The goodness-of-fit statistic is based on Newey (1985) . stantially and significantly away from its true value of zero. When the model contains a moving average transitory process, this is the estimate one can expect given the time series dimension of 29 periods for income growth rates (see Section 2.2.1). Baker (1997) and Guvenen (2009) estimated models similar to those in Table 5 and considered such specifications as nesting the random-walk and the growth-rate heterogeneity hypotheses. They conjectured that the unit-root hypothesis could be rejected if the estimated autoregressive persistenceφ was below 1 and tightly estimated. The models of Table 5 , however, do not properly encompass the income process with a random walk, a persistent component, and growth-rate heterogeneity. If, for example, a time series is composed of a random walk and an autoregressive component with low or moderate persistence φ, the resulting model with one disturbance is an ARMA(1 1) process in first differences with autoregressive persistence φ. 18 Baker (1997) estimated such a model using PSID data and found low autoregressive persistence and significant variance of the random-growth component. The results in Table 5 indicate that such models are not proper nesting specifications, and can result in significant estimates of the growth-rate heterogeneity and in low to moderate autoregressive persistence-as was 18 If y it = p it + τ it , where p it = p it−1 + ξ it and τ = φτ it−1 + ε it , the income process can be written as
(1−φL) y it = (1−φL)ξ it +(1−L)ε it = (1+θL)u it , where the moving average parameter θ and the variance of u it depend on φ and the variances of the original shocks ξ it and ε it . a The true income process is y it = α i + β i h it + τ it + u it me , with σ 2 α = 0 03, σ 2 β = 0 0004, and σ 2 u me = 0 02. In the second column, the transitory process is modeled as τ it = 1+θL 1−φL ε it , φ = 0 50, θ = −0 20. In the third column, τ it = ε it 1−φL , φ = 0 50. In the last column, τ it = (1+θL)ε it , θ = 0 50. In all models, the true variance of the shocks to the transitory component is σ 2 ε = 0 04. Prior to estimation, simulated data are transformed to first differences; models are estimated by the equally weighted minimum distance method. Standard errors are given in parentheses and are calculated as the standard deviations of the estimates across 100 model simulations. The goodness-of-fit statistic is based on Newey (1985) .
found in Baker (1997) and Guvenen (2009) -when the true model contains a randomwalk component, a transitory component with low persistence, and no growth-rate heterogeneity.
Other experiments For completeness, I also considered models that contain a transitory component and idiosyncratic trends but no random-walk component, while in estimations I allowed for a permanent random-walk component (Table 6 ). Briefly, in Table 6 , the variance of growth-rate heterogeneity is precisely recovered in estimations, while the variance of permanent shocks is small in magnitude and not statistically different from its true value of zero. This result has important implications for empirical analysis: if incomes differ over the life cycle due to deterministic growth-rate heterogeneity and are not affected by the shocks that persist over the entire life cycle, one can expect that the model that allows for both components will recover the true variance of growthrate heterogeneity and a small and imprecise variance of the random-walk shocks.
I also considered models with a random-walk component but no growth-rate heterogeneity, while in estimations I allowed for both components. The results are in Table 7: while the variance of random-walk shocks is tightly estimated, the variance of growth-rate heterogeneity is numerically small and insignificant. Table 8 shows the estimates of misspecified RIP processes when the true income processes contain deterministic growth-rate heterogeneity while the estimated models contain a random-walk component and no idiosyncratic growth rates. The estimated a The true income process is y it = α i + p it + τ it + u it me , with σ 2 α = 0 03, σ 2 ξ = 0 02, and σ 2 u me = 0 02. In the second column, the transitory process is modeled as τ it = 1+θL 1−φL ε it , φ = 0 50, θ = −0 20. In the third column, τ it = ε it 1−φL , φ = 0 50. In the last column, τ it = (1 + θL)ε it , θ = 0 50. In all models, the true variance of the shocks to the transitory component is σ 2 ε = 0 04. Prior to estimation, simulated data are transformed to first differences; models are estimated by the equally weighted minimum distance method. Standard errors are given in parentheses and are calculated as the standard deviations of the estimates across 100 model simulations. The goodness-of-fit statistic is based on Newey (1985) .
variance of permanent shocks is nonnegligible and significant when the transitory component is an AR(1) or an ARMA(1 1) process-see the second and third columns-but small and insignificant when the transitory component is an MA(1) process (last column).
The combined results of Tables 2, 5 , 6, 7, and 8 highlight the importance of estimating an encompassing process to guard against misspecified estimates of either the random-walk or growth-rate heterogeneity components. Table 9 extends the results of Table 2 , allowing for estimation of the persistence of the permanent component. As in a time series context, the estimated persistence is biased downward yet close to unity; the estimated variance of growth-rate heterogeneity is slightly upward-biased, but still statistically significant. The results confirm that testing for a unit root is challenging not only using short time series data, but also using small unbalanced longitudinal data. Table 10 extends the results of Table 2 , modeling the permanent component as an AR (1) process with persistence equal to 0.95. Relative to the results in Table 9 , the estimated persistence of the permanent component is downwardbiased; the parameters of the transitory process are estimated with less precision, and the estimated variance of growth-rate heterogeneity is biased downward and is less precise. It appears that estimation of the income process (1)-(3) in small unbalanced samples will recover the true parameters reasonably well when the true persistence of the permanent component is 1 or very close to unity; estimations will perform relatively worse when the permanent component is less persistent. a The true income process is y it = α i + β i h it + τ it + u it me , with σ 2 α = 0 03, σ 2 β = 0 0004, and σ 2 u me = 0 02. In the second column, the transitory process is modeled as τ it = 1+θL 1−φL ε it , φ = 0 50, θ = −0 20. In the third column, τ it = ε it 1−φL , φ = 0 50. In the last column, τ it = (1+θL)ε it , θ = 0 50. In all models, the true variance of the shocks to the transitory component is σ 2 ε = 0 04. Prior to estimation, simulated data are transformed to first differences; models are estimated by the equally weighted minimum distance method. Standard errors are given in parentheses and are calculated as the standard deviations of the estimates across 100 model simulations. The goodness-of-fit statistic is based on Newey (1985) .
Empirical results
In this section, I estimate time series processes for idiosyncratic labor incomes of male household heads from the PSID. I first describe the data I utilize.
Data
I use income and demographic data from the 1968-1997 waves of the PSID. I select male household heads of ages 25-64. 19 I further drop heads with inconsistent education records and define two education groups. The first group comprises heads who dropped out of high school or just finished high school. The second group includes heads who finished some college, graduated from college, or attained a graduate degree. 20 The measure of income utilized is the head's labor income from all sources, inclusive of the labor part of farm and business income. Income data in the PSID refer to the previous calendar year; I adjust the data appropriately by the consumer price index for all items normalized to 100 in 1982-1984. I set income observations to missing when 19 Age in the PSID does not necessarily change in adjacent surveys since information can be collected at different months of a year. Also, some individuals have inconsistent age series which, among other things, may reflect typing errors by interviewers. I utilize information on the year of birth to construct a cleaner measure of age for those heads who have this information in the individual file. Otherwise, I use an individual's age at the time he first appears as a head in the survey to impute his age in other years. 20 Each education group roughly comprises 50% of the sample. a The true income process is y it = α i + β i h it + p it + τ it + u it me , with σ 2 α = 0 03, σ 2 β = 0 0004, and σ 2 u me = 0 02. In the second column, the transitory process is modeled as τ it = 1+θL 1−φτ L ε it , φ τ = 0 50, θ = −0 20. In the third column,
In the last column, τ it = (1 + θL)ε it , θ = 0 50. p it = φ p p it−1 + ξ it , where φ p = 1 and σ 2 ξ = 0 02. In all models, the true variance of the shocks to the transitory component is σ 2 ε = 0 04. Prior to estimation, simulated data are transformed to first differences; models are estimated by the equally weighted minimum distance method. Standard errors are given in parentheses and are calculated as the standard deviations of the estimates across 100 model simulations. The goodness-of-fit statistic is based on Newey (1985) .
the head reports being a student or self-employed and in the year subsequent to that report. When the head reports being retired, I set his income in that year and all subsequent years to missing. I further drop observations for the years when the percentage change of real labor income in adjacent years is above 500 or below −80. I then drop observations with zero, top-coded, and missing incomes, and select the longest consecutive spell of positive incomes with at least 9 observations. I exclude data for households from the Survey of Economic Opportunity (SEO) subsample, which oversamples the poor. Figure 1 plots the time profile of the variances of log labor income for different PSID samples: the core subsample, the SEO subsample, and the sample comprising those two subsamples. The variances in the core sample-which was representative of the U.S. population in 1968, at the start of the survey-displayed a sharp increase in the beginning of the 1980s. The variances for the SEO subsample follow a somewhat different time pattern: the variance increased in the beginning of the 1980s, but started declining afterward. For this reason, and following most of the literature, I exclude the SEO subsample from my empirical analysis. 21 The final sample contains information for 21 The pattern of the variances in the sample comprising both the SEO and core subsamples is similar to the pattern of variances in Figure 2 of Meghir and Pistaferri (2004) for their whole sample. a The true income process is y it = α i + β i h it + p it + τ it + u it me , with σ 2 α = 0 03, σ 2 β = 0 0004, and σ 2 u me = 0 02. In the second column, the transitory process is modeled as τ it = 1+θL 1−φτ L ε it , φ τ = 0 50, θ = −0 20. In the third column,
In the last column, τ it = (1 + θL)ε it , θ = 0 50. p it = φ p p it−1 + ξ it , where φ p = 0 95 and σ 2 ξ = 0 02. Prior to estimation, simulated data are transformed to first differences; models are estimated by the equally weighted minimum distance method. Standard errors are given in parentheses and are calculated as the standard deviations of the estimates across 100 model simulations. The goodness-of-fit statistic is based on Newey (1985) .
1916 heads with 29,753 person-year observations on labor incomes. Table 11 contains some descriptive sample statistics for selected years of the sample.
The measure of the idiosyncratic head's labor income growth in each year is the head's residual from a cross-sectional regression of the first difference in log labor income on a third polynomial in age, "college" dummy, and interactions between the "college" dummy and the age polynomial. 22 This regression, which specifies the deterministic component of incomes common to all heads, is similar to specifications adopted in the literature and assumes that returns to the head's experience and education are affected by the aggregate state of the economy, that is, they differ by year. Table 12 contains the results of the tests of the autocovariances of a given order being zero in all time periods. One cannot reject the null that the autocovariances of orders 4 and 5 are equal to zero. However, the null that the autocovariances of order 3 and higher or order 4 and higher are all equal to zero can be rejected. The results can be consistent with a model containing an AR(1) or ARMA(1 1) transitory component with a small autoregressive persistence. 23 22 The "college" dummy equals 1 if the head finished some college, graduated from college, or attained a graduate degree. 23 The results are somewhat different from Meghir and Pistaferri (2004) , who found, for their pooled sample, that the autocovariances of orders 3 and 4 are not statistically different from zero, and a p-value of 12% Figure 1 . The variance of log labor income by year. In panel (a), the graph depicts the variances of log labor income for the main sample that includes heads from the core subsample only. In panel (b), the graph depicts the variances of log labor income for a sample that includes heads from the SEO subsample only. In panel (c), the graph depicts the variances of log labor income for a sample that includes heads from the core and the SEO subsamples. All samples include heads with consecutive spells of at least 9 income observations only. Table 13 contains the main results. 24 The models are estimated by fitting the empirical autocovariance function to the theoretical autocovariance function utilizing the identity weighting matrix, that is, by the equally weighted minimum distance method. In column 1, I estimate the HIP process, which ignores the potentially important random-walk component in idiosyncratic labor incomes. The variance of individualspecific growth rates is estimated at 0.0004, which is significant at the 1% level, while the persistence of the transitory component is moderate: the autoregressive parameter is estimated at about 0.70. 25 for the test that the autocovariances of order 3 and higher are all equal to zero. Their results are based on PSID data up to 1993 and a sample that includes the SEO subsample. If I ignore the data after 1993, my results for the tests in Table 12 are similar to those in Table II in Meghir and Pistaferri (2004) . 24 Most of the studies in the literature allow for time-dependent variances of permanent and/or persistent shocks. My estimates of these parameters in Table 13 , columns 1-4 and 6, should be interpreted as the unconditional variances of transitory and permanent shocks. 25 The autoregressive parameter is estimated at about the same value if the transitory component is modeled as an AR (1) process. I choose to report the results for a model with an ARMA(1 1) transitory compo- a The test statistic is distributed as χ 2 with degrees of freedom equal to the number of (zero) restrictions (the number of unique autocovariances of a given order in the estimated variance-covariance matrix).
Results
In column 2, I allow for a random walk and a deterministic growth-rate component in earnings. Monte Carlo results indicated that if both these components are present, the process should be empirically identified in small samples. In column 2, the estimate for the variance of the individual-specific growth rates binds at zero, while the estimate of the variance of the shock to the random-walk component equals 0.015 and is significant at the 1% level. An autoregressive parameter of the transitory process is estimated at about 0.37, capturing the fast decline of the empirical autocovariance function of labor income growth rates beyond the first order. The variance of the shocks to the transitory component, which also comprises the contribution of measurement error, is estimated at about 0.03. nent since its autocovariance function encompasses the autocovariance function of both AR(1) and MA(1) transitory processes. The main result-that the variance of permanent shocks is significant and the estimated variance of the growth-rate heterogeneity is zero-holds for models with transitory components modeled as MA (1) or AR(1) processes. 
a The estimated income process is y it = α i +β i h it +p it + 1+θL 1−φL ε it +u it me , where p it+1 = φ rw p it +ξ it+1 and φ rw denotes the autoregressive coefficient of a more persistent autoregressive process. Models are estimated by the equally weighted minimum distance method. The sample consists of 1916 male household heads with at least eight consecutive observations on labor income growth. Households from the Survey of Economic Opportunity (SEO) subsample are excluded. Standard errors are given in parentheses.
In column 3, I do not restrict the autoregressive parameter of a more persistent process to equal 1. The results are largely similar to those in column 2, but less precise. The estimated variance of growth-rate heterogeneity is still zero, while the autoregressive parameter of a more persistent process is close to 1. 26 Column 4 reports the results of the same model when the variance of growth-rate heterogeneity is set to zero. The results are quantitatively similar to those in column 3, while the parameters are estimated more precisely.
In column 5, I reestimate the model of column 4, allowing for time-varying permanent and transitory variances. I report the time averages of the estimated variances and the time averages of their standard errors. The results are similar to those in columns 2-4. The full sets of transitory and permanent variances, along with their standard errors, are presented in Table 14 .
The off-diagonal elements of the empirical autocovariance matrix contain important information for identification of the variance of the growth-rate heterogeneity. 26 The results of Tables 9 and 10 indicate that the estimated persistence of the permanent component is downward-biased in an unrestricted estimation, while the variance of growth-rate heterogeneity is somewhat upward-(downward-) biased when the permanent component is a random walk (a relatively less persistent autoregressive process). Since the estimated persistence in column 3 of Table 13 is very close to 1 and the estimated variance of growth-rate heterogeneity binds at 0, it is, perhaps, reassuring that the income process in my sample is best modeled as the sum of a random walk, a transitory component with low persistence, and no growth-rate heterogeneity. Table 13 , column 5.
b Variances of permanent shocks are restricted in estimation to be equal in these years.
For example, if the true income process contains a moving average process of order 1, higher-order autocovariances will be informative for identification of the variance of the growth-rate heterogeneity. The number of heads contributing toward the empirical autocovarianceγ k is, in general, smaller the larger is the lag length k, which separates the head's income observation at time t from the income observation at time t + k. Placing an equal weight on all the variances and autocovariances in estimation may bias an estimate of the growth-rate heterogeneity toward zero if higher-order empirical autocovariances are very close to zero and imprecisely estimated as, indeed, is found in empirical data. To take care of this concern, following Guvenen (2009) , I reestimate the model utilizing only the first 10 empirical autocovariances and all the variances in estimationcolumn 6 Table 13 . The main result remains unchanged: the growth-rate heterogeneity is estimated at zero, while the variance of permanent shocks is precisely estimated at about 0.015. Table 13 , column 5. The vertical line is drawn for the survey year 1993, when the PSID switched to the electronic data collection method.
In Figure 2 , I plot the resulting time series of the estimated variances of permanent and transitory shocks. It appears that an increase in the variance of heads' incomes in the early 1980s depicted in Figure 1 was largely due to the increase in the variance of permanent shocks during that period. The pattern of the variances of permanent shocks in the 1980s resembles that in Meghir and Pistaferri (2004) , for their pooled sample that includes heads of household from the SEO subsample. It is also qualitatively similar to the hump-shaped pattern of the permanent volatility of household incomes in the 1980s reported in Blundell, Pistaferri, and Preston (2008) . 27 For robustness, I estimate the income process using separate samples for heads who dropped out from or just finished high school (columns 1 and 2 in Table 15 ) and those who finished some college, graduated from college or have education levels beyond college degree (columns 3 and 4 in Table 15 ). This roughly 50-50 split of the main sample allows precise estimates of the model parameters.
When the random-walk component is ignored in estimation, the variance of the deterministic growth-rate heterogeneity is substantial and statistically significant (columns 1 and 3 in Table 15 ); the estimated AR(1) persistence of the stochastic compo- 27 In 1993, the PSID switched to the electronic data collection method. Presumably, the spike of the variance of transitory shocks in 1993-see the vertical line in Figure 2 -is due to this change in the data collection method. The results are qualitatively similar if I do not use the data after 1992. ε it + u it me , where p it+1 = p it + ξ it+1 . Models are estimated by the equally weighted minimum distance method. In columns 1 and 2, the sample consists of 1011 male household heads with at least eight consecutive observations on labor income growth whose education levels do not exceed high school. In columns 3 and 4, the sample consists of 905 male household heads with at least eight consecutive observations on labor income growth who finished some college or graduated from college. Households from the Survey of Economic Opportunity (SEO) subsample are excluded. Standard errors are given in parentheses. nent is moderate, ranging from about 0.85 for the college sample to 0.59 for high school graduates/dropouts. Similar to the main results, in the model that includes both the growth-rate heterogeneity and the permanent random-walk component, the estimated variance of the growth-rate heterogeneity equals zero (columns 2 and 4). Interestingly, the estimated variance of permanent shocks is higher for more educated heads, while the estimated variance of the shocks to the transitory component is higher for less educated heads.
In this paper I focused on the moments in growth rates. Recently, Heathcote, Perri, and Violante (2010) estimated the income process composed of a random walk and a purely transitory shock, and warned of the inconsistency of the estimates that results from using the moments of log income in levels or differences. In particular, they found that the variance of permanent (transitory) shocks is relatively larger when one uses the moments in differences (levels). To my knowledge, this issue has not been properly addressed in the literature yet. The inconsistency of the estimates in levels and differences can be, for example, due to rare events and/or shocks such as job mobility that affect the moments in differences and levels differently. Low, Meghir, and Pistaferri (2010) , using a model of consumption and employment choices, showed the importance of these rare events for the estimated size of permanent shocks when using the moments in growth rates. I view this issue as separate from my paper and one that deserves future research.
Discussion in Section 2.2.1 suggested that the estimated variance of the growth-rate heterogeneity should be inversely related to the time dimension of the sample size if the true process contains a random-walk component and the income process is estimated as HIP. To support this result, I simulated the model of column 2 in Table 13 for samples with different time dimension but the same group of individuals. a In both columns, the estimated income process is y it = α i + β i h it + 1+θL 1−φL ε it . In column 1, the true process is the same as the estimated process. In simulations, the parameters are taken from column 1 of Table 13 . In column 2, the true process is y it = α i + p it + 1+θL 1−φL ε it , where p it = p it−1 + ξ it . In simulations, the parameters are taken from column 2 of Table 13 . Models are estimated by the equally weighted minimum distance method. Standard errors are given in parentheses and are calculated as the standard deviations of the estimated growth-rate heterogeneity across 100 model simulations.
The estimated (misspecified) HIP model always returns nonzero and significant estimates of the growth-rate heterogeneity-column 2 of Table 16-which are higher for samples with a smaller time dimension. I also performed simulations of the model in column 1 of Table 13 . The results are in column 1 of Table 16 . If the true model is HIP, the variance of growth-rate heterogeneity should not depend on the time dimension of the sample size, as the results in column 1 suggest. If, for the same cross section of heads, an estimate of the growth-rate heterogeneity is found to be systematically different for different time dimensions of the sample, this will present some additional evidence against the hypothesis that heads' idiosyncratic income growth rates systematically and deterministically differ over the life cycle. Figure 3 graphically presents just outlined arguments using PSID data. First, I select a sample of 1157 PSID heads who have at least five consecutive income observations during 1968-1977 and estimate the HIP process for idiosyncratic incomes for that sample. This gives me the first point in the graph in Figure 3 , panel (a). I then extend the time dimension of the initial sample to 1978, keeping the cross-sectional dimension fixed, and estimate the HIP process for that sample. I continue this procedure until I arrive at the sample that spans the period 1969-1997 for those 1157 heads, the longest possible period. 28 The results in Figure 3 are quite telling: it appears that the estimated growthrate heterogeneity is larger for smaller time dimensions of the sample size, even though the samples contain the same group of individuals and one would expect the estimated growth-rate heterogeneity to be the same. Next, on those samples, I perform a series Figure 3 . The variance of growth-rate heterogeneity and the time dimension of the sample, T . In panel (a), the first point on the graph is an estimate of the variance of growth-rate heterogeneity for a sample of 1157 PSID heads with at least five consecutive income observations during 1968-1977; all subsequent points are the estimates of the variance of growth-rate heterogeneity using samples that contain the same heads and income information for 1968 -1978 , 1968 -1979 , all the way up to 1968 -1997 , the same samples are used to estimate the income process that includes a permanent random-walk component and an ARMA(1 1) transitory process. The estimates of the variance of permanent shocks are then divided by the time dimension of the sample size to produce the graph in panel (c).
of estimations, assuming that the true process contains a random walk and the transitory process is modeled as an ARMA(1 1) process. The results are plotted in panel (b) of Figure 3 . One could think that those are the unconditional estimates of the permanent variance for different time dimensions: the average permanent variance will increase if the marginal variance is higher than the average variance and vice versa. In panel (c) of Figure 3 , I divide the estimated permanent variances in the rightmost panel of Figure 3 by the time dimension of the sample utilized for their estimation. Remarkably, the series of the estimated growth-rate heterogeneity in the leftmost graph is quite similar to the series of the variance of permanent shocks scaled by the inverse of the time dimension of the sample, as one would expect if the true process contains a random-walk component and no growth-rate heterogeneity.
There is some evidence, which does not rely on estimation of income processes, interpreted by some researchers as favoring income models with heterogeneous income profiles. Haider and Solon (2006) and Böhlmark and Lindquist (2006) studied the as-sociation between current and lifetime income over the life cycle for U.S. and Swedish samples, respectively. Specifically, they focused on the life-cycle variation in the slope coefficient from the regression y ia = β a V i + ε ia , where y ia is individual i's log income at age a, V i is individual i's log lifetime income, calculated as (the log of ) the annuity value of the discounted sum of annual real incomes observed for individual i, and ε ia is individual i's regression error at age a. Haider and Solon (2006) found that β a is estimated at about 0.20 at age 19, steadily increases afterward, equals 1 at age 34, and levels off for the rest of the life cycle. Böhlmark and Lindquist (2006) , for a much larger Swedish sample, found thatβ a starts at about 0.20 at age 19, crosses 1 at age 34, and peaks at 1.45 at age 48. The latter authors interpreted this result as evidence favoring the presence of heterogeneous income profiles-income is low in the beginning of the life cycle and is well below the lifetime income (which is estimated to be time-invariant by the authors); income then steadily grows until it exceeds the lifetime income in the later part of the life cycle. This result is, however, also true for income processes that contain random walks and do not have deterministic idiosyncratic trends. Using the estimates of the RIP process in this paper, I was able to replicate, in simulations not reported here, the pattern of β a 's found in Böhlmark and Lindquist (2006) . The intuition behind this result is the following. Note thatβ a = cov(y ia V i ) var(V i ) . While the denominator is constant over the life cycle, the cross-sectional covariance between current incomes and lifetime incomes will be growing over the life cycle, since current incomes will accumulate random-walk shocks over the life cycle and will, therefore, co-vary more strongly with lifetime incomes, which aggregate all the permanent shocks to individual incomes over the entire life cycle.
Summarizing, for the samples utilized in this study, it appears that I can reject the HIP model. The RIP model with a permanent random-walk component and a transitory mean-reverting component cannot be rejected.
Conclusion
I estimate idiosyncratic labor income processes on simulated and empirical data. The main results of a Monte Carlo study using unbalanced panel data are the following. It is possible to identify a general process containing all the elements of the HIP and the RIP models. The most important elements are the growth-rate heterogeneity and the variance of a random-walk component. For simulated data in first differences, I show that both these elements, if present, should be recovered precisely in empirical estimations utilizing small unbalanced samples. The results on simulated data confirm another important finding of this paper: if the true income process is the sum of a random walk and persistent components (i.e., the RIP) and the random walk is ignored in estimation, the misspecified HIP model recovers significant and substantial growth-rate heterogeneity and modest persistence.
I use data for male household heads from the 1968-1997 waves of the PSID to estimate idiosyncratic labor income processes. I find that the estimated variance of the deterministic growth-rate heterogeneity is zero, while the estimated variance of the permanent component is significant and substantial.
The results of this paper are important for understanding a number of issues. Among them is the choice of an appropriate model of the heterogeneity in individual and household idiosyncratic incomes used in macromodels. The process, best fitting the data utilized in this paper, also places restrictions on the models that make earnings an endogenous variable.
In this paper, I use only income data to identify the variances of idiosyncratic permanent and transitory shocks. Perhaps more accurate estimates of the variances could be obtained by jointly studying household choices and income data. For recent attempts at this approach, see Blundell and Preston (1998) , Hryshko (2007) , and Blundell, Pistaferri, and Preston (2008) (in the context of RIP), and Guvenen and Smith (2008) (in the context of HIP), who utilized data on household income and consumption choices.
Appendix: Estimation details
In my Monte Carlo simulations, I am assuming that τ it = 0 and p it = 0 if h it = 0, that is, a head with no labor market experience entering the labor market at time t + 1 is "endowed" with zero permanent and transitory components of earnings.
The theoretical autocovariance moments for a model with the transitory component modeled as an AR(1) process are shown in equations (10) ; N 11 is the number of heads contributing toward estimation of the variance in period 1 (t = 1, t = 1); N 12 is the number of heads contributing toward estimation of the first-order autocovariance between periods 1 and 2 (t = 1, t = 2), and so forth. Note that if the head's income is missing, say, in period 1, this head's contributions toward the variance at time 1 and all the sample autocovariances involving this period are zero. The vector of data moments used in estimation is 
