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Product integration is defined for a very general class of bounded-operator- 
valued functions on a Banach space X. Previous assumptions of continuity or 
Riemann-integrability of such functions are not needed. Properties of the 
product integral in the new setting are derived, including material on improper 
product integration. The theory is applied to the study of an equation of evolu- 
tion involving unbounded operators, and a stronger form of a theorem due to 
T. Kato and K. Yosida is obtained. 
This paper is concerned with equations of evolution, that is to say equations 
of the form 
g (x, a> = &4 U(x, 4, U(a, a) = I, (1) 
and the corresponding integral equations 
U(x, a) = I + lx A(s) U(s, a) ds. 
a 
(2) 
In (1) and (2), A(x) d enotes a linear operator on some topological vector space V, 
and I denotes the identity operator on I’. The dependence of A(x) on x may 
or may not be trivial. Equations of type (1) arise in a wide variety of settings. 
For example, in physics the time-dependent Schrodinger equation and the 
heat equation have the form (1). (The operator U(x, a) is customarily applied 
to a vector in V when writing these latter equations. The variable x is interpreted 
as time.) In this introduction we shall give an heuristic discussion of methods 
of solving equations of the above type. 
One fruitful method for analysing equations like (1) and (2) is to iterate 
equation (2) and try to write U(x, a) as a “time-ordered exponential”: 
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This method is known to give correct results in appropriate spaces P- if the 
operator A(x) is for each x continuous (as a function from I’ to V), and if 
its dependence on x is not too pathological. Equation (3) is of great interest 
because it offers a constructive solution of the equations under study, in which 
the role played by the operator A(X) can be seen explicitly. Investigations 
begun by Volterra [7] and subsequently continued by a number of others 
[2, 4, 51 have shown that under suitable conditions there is another way to 
write down a constructive solution of the given equations, which also exhibits 
explicitly the role played by A(x). Briefly (we shall be more precise later) the 
idea is this: to calculate U(x, a), let P = {s,, sr ,..., s,} be a partition of [a, x], 
and let As, = sle - sk-r . Form the ordered product (assuming the exponentials 
to be defined) 
fi e4ahk = eA(s,)As, ... eA(S1)Asl* 
k=l 
(Remark: since the various A(s,) may not commute, the order in this product 
is significant.) Letting p(P) denote the mesh of P, U(x, a) is then obtained as 
The operator nz eA@jds of (5) is called the product integral of A over [a, x]. 
Clearly its definition is formally very similar to the definition of the ordinary 
Riemann integral. This method of solving Eqs. (1) and (2) is worthy of study 
for several reasons. First, because of the strong formal analogy between product 
integrals and ordinary integrals, careful analogical reasoning leads one to 
conjecture properties of product integrals, which usually turn out to be true. 
For instance, if V is a Banach space then 
e II A&) II Ask = ,c;-, I A(Q) I Asx (6) 
k=l 
The inequality (6) leads to the estimate 
analogous to the estimate for ordinary integrals 
(7) 
(8) 
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Thus one has 
The inequality (9) could, of course, be obtained easily from Eq. (3), but the 
argument is not so direct. Second, in some cases formula (5) can make obvious 
a property of U(x, a) which is not at all apparent from Eq. (3). Again we choose 
an example on boundedness: suppose that I’ is a Banach space and that for 
each X, the operator A(x) is bounded and is the infinitesimal generator of a 
contraction semigroup. Formula (5) leads to the estimate 
It is scarcely obvious from Eq. (3) that jj U(x, u)ll < 1. This fact can be derived 
from the integral equation (2), but the product integral proof is much more 
natural. Finally, if I’ is a Banach space and A(x) is unbounded but eAczjdz 
is bounded (as frequently happens in cases of interest), then the use of formula 
(3) will be plagued by difficulties about domains, while formula (5) is free 
from such difficulties. For these reasons, product integral methods have been 
the preferred tools of a number of recent authors [3, 8, 9, 10, 111 wishing to 
establish the existence and properties of solutions of Eqs. (1) and (2). (For 
nonlinear A(x), a definition different from (5) has been used [8, 91.) 
In Volterra’s original conception, the product integral was defined for the 
case in which the underlying vector space v had finite dimension n. A(x) 
could then be considered to be an n x n matrix, concerning which it was 
assumed that each entry was Riemann-integrable on the interval over which 
one proposed to product integrate. Since that time, the concept has been 
variously generalized, especially with regard to the space v. There has not, 
however, been a great improvement in the regularity assumptions on A(x). 
Some sort of continuity or at least Riemann-integrability [4] is normally 
required, and indeed if one adheres rigidly to the definition (5) this is probably 
about as far as one can go. (Birkhoff [2], by means of a scheme involving double 
partitions, did manage to define the product integral of an n x n matrix each 
of whose entries is a bounded Lebesgue integrable function. His paper is 
extremely difficult to read.) However, the time-ordered exponential formula 
(3) does not require such strong assumptions on A(x). For example, if A(x) 
is an n x n matrix-valued function each of whose entries is merely Lebesgue 
integrable, then formula (3) makes sense and provides a solution of the integral 
equation (2). Our underlying idea in this paper is that whenever the time- 
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ordered exponential is defined, the product integral should also be defined 
and give the same result. To implement this idea, we make a minor modification 
of the definition (5) which retains its attractive properties but which allows 
product integration of very general functions (and which, of course, agrees 
with (5) when the functions are suitably restricted). We assume throughout 
that V is a Banach space X. If X has finite dimension n, we will see that any 
n x n matrix with Lebesgue-integrable entries has a product integral. If X 
is a general Banach space and A(x) takes values in the set 9(X) of bounded 
operators on X, then A(x) has a product integral if it is, for instance, Bochner 
integrable. Actually, the concept of Bochner integrability is a little too strong 
for some applications, and our theory covers a more general class of functions 
which suffices for the discussion of strong derivatives and strong integrals of 
@(X)-valued functions. 
In the current papers in which product integration is used, little attention 
is paid to the systematic development of product integration as a theory in 
its own right-frequently only the definition is given, and existence of the 
product integral is verified for the particular case at hand, usually involving 
unbounded (or even nonlinear) operators A(x). However, there is much to be 
gained from the systematic study of product integration for the case in which 
A(x) is a bounded operator. For this reason, and because our setting is new, 
we include in our discussion proofs of a number of useful properties of product 
integrals. Most of these can be found (with some difficulty) in the literature, 
under more restrictive hypotheses on A(x). However, the material on improper 
product integrals seems not to have been covered before. 
If one knows well enough the theory of product integration for bounded 
operators A(x), one is liable to be able to deal better with equations of the 
type (1) and (2) when A(x) is unbounded. In Section III we illustrate this 
point by proving under weaker hypotheses a theorem of Kato [3] and Yosida 
[lo, 111 on the solution of Eq. (1). 
1. INTEGRATION 
Preliminaries. R and C denote the real and complex numbers, respectively. 
Let X denote a Banach space over C. Then g’(X) denotes the set of bounded 
linear operators from X to X. (We shall refer occasionally to the case in which 
X has finite dimension n, in which case g(X) can be identified with the set 
of all n x n matrices with complex entries.) If A E B(X) then 11 A 11 denotes 
the operator norm of A, defined in the usual way. a(X) is itself a Banach 
space with this norm. The identity operator in g’(X) is denoted by 1. An 
operator A E g!(X) will be called nonsingular if and only if A has a two-sided 
inverse in g(X). If A E 99(X), the operator eA E B’(X) is defined by the usual 
power series and is always nonsingular with inverse e-A. We take for granted 
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various familiar facts about analysis in X and g(X). For example, if s E R 
and A E a(X), then the function s H eAs is differentiable (in the norm topology 
of g(X)) and has derivative AeAs = eASA. 
Topologies. Unless explicit mention is made to the contrary, all topological 
statements concerning a Banach space Y are meant in the sense of the norm 
topology on Y. Thus for instance if J is an interval in R and f: / -+ Y is a 
function, then the statement ‘f is continuous” means that f is continuous 
in the sense of the norm topology on Y. In these circumstances we sometimes 
write for emphasis “‘f is norm-continuous.” If Y has been explicitly identified 
as the set a’(X) of bounded operators on a Banach space X, then we distinguish 
as usual between the norm topology (same as above), the strong topology, 
and the weak topology on Y. In any topological statement concerning g(X), 
we shall always specify the sense in which the statement is meant. 
Integration. Throughout the rest of this paper, [a, b] denotes a fixed interval 
in R. We briefly outline here the concept of the Bochner integral of a Banach- 
space valued function over [a, b]. There are various equivalent ways to formulate 
this concept, and we choose the one which is most convenient for our purposes. 
For more details, we refer the reader to any standard treatment of Bochner 
integration [l, 121. 
DEFINITION 1. Let Y be a Banach space. A function F: [a, b] + Y is 
called a step-function if and only if there is a partition P = {s,, , sr ,..., s,} of 
[a, b] such that F is constant on each open subinterval (s+r , sJ. We then 
say that F is associated with P. 
Whenever a partition P has been defined as in Definition 1, we shall write 
As, = s Ic - sk-i . If F is a step-function associated with P, we shall write 
F, for the value of F on (skpl , s k ). In these circumstances we define the Bochner 
integral of F over [a, b] by 
s b F(s) ds = i F, As, . a k=l (11) 
We also define the Bochner norm Ij F lie of F by 
IIFIIB = jb IIF(s)ll ds = f IIFd As,. (12) 
a k=l 
We define two step-functions on [a, b] to be equivalent if they are equal almost 
everywhere. Then the collection of equivalence classes of step-functions 
F: [a, b] + Y, with the norm defined by (12) is a normed vector space. (As 
is customary, we will speak of the elements of this and similar spaces as if they 
were actually functions.) The set of Bochner-integrable functions on [a, b] 
can be regarded as the completion of this space. Namely, just as in the theory 
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of integration of complex-valued functions, it turns out [l] that if {F,} is a 
sequence of step-functions which is Cauchy in the norm (12), then there is a 
subsequence converging almost everywhere on [a, b] to a function F: [a, b] ---f Y. 
Furthermore, the function 11 F,(x) - F(x)jj is (Lebesgue) integrable over [a, b], 
and 
i-2 1” ~1 F,(s) - F(s)11 ds = 0. 
-a 
In these circumstances, the Bochner integral of F over [a, 61 is defined by 
I‘” F(s) ds = $2 1‘” F,(s) ds 
a (c 
(13) 
(14) 
where according to our convention the limit is understood in the sense of 
the norm topology on Y. The collection of all (equivalence classes of) functions 
F obtained in this way is the set of Bochner-integrable functions on [a, b] and 
will be denoted by Ll(a, b; Y). It is by construction a Banach space with the 
norm 
IlF llB = s” II F(s)lI ds. 
a (15) 
DEFINITION 2. A function F: [a, b] + Y is called strongly measurable on 
[a, b] if and only if F is almost everywhere the (norm) limit of a sequence {F,) 
of step-functions on [a, b]. 
A standard fact from the theory of Bochner integration is the following: 
PROPOSITION 1. A function F: [a, b] -+ Y belongs to Ll(a, b; Y) if and only 
if F satisjies these conditions: 
(i) F is strongly measurable on [a, b] (it follows that //F // is measurable 
in the usua2 sense on [a, 61) and 
(ii) We have 
1 
b 
liF(s)ll ds < 00. (16) 
a 
This proposition illustrates how closely the Bochner theory parallels the 
usual Lebesgue theory. Essentially, only the concept of measurability is 
different. If Y has finite dimension n, then Ll(a, b; Y) is (isomorphic to) the 
set of all n-tuples of complex-valued functions each of which is Lebesgue 
integrable over [a, b]. Even if Y is infinite-dimensional, most of the familiar 
results of the Lebesgue theory continue to hold. For example, indefinite 
integrals are absolutely continuous and differentiable almost everywhere, and 
Lebesgue’s dominated convergence theorem is valid. Essentially the only 
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pitfall in the theory is this: an absolutely continuous function need not be 
an indefinite integral [12]. In the sequel, we shall freely use properties of 
Bochner integrals without further comment. 
For the rest of this paper, X denotes a fixed Banach space. We propose 
to define the product integral of a function A: [a, b] + a(X). In order to do 
this, we shall require A to be integrable in some sense. The obvious requirement 
would to be to take A ~Ll(a, b; a(X)), and indeed a theory of product integra- 
tion can be obtained in this way. However, according to Proposition 1 this 
would require the following conditions: 
(i) there is a sequence of step-functions A,: [a, b] -+ 9?(X) such that 
kz II 444 - 441 = 0 a.e. s E [a, b]. (17) 
(ii) A satisfies 
s b /I A(s)I/ ds < co. a 
Condition (i) is rather strong (for instance it implies [12] that A is almost 
countably-valued) and is not satisfied in some cases of interest. Furthermore, 
it is more than we need to establish existence of the product integral. What 
is really needed is only that the X-valued function A(x)v be strongly measurable 
for each v E X. A condition of the type (ii), however, will be of central importance 
to much of our discussion. Intuitively, thinking of A(x) as the “driving term” 
in the differential equation (I), condition (ii) expresses the idea that the total 
effect of this driving term is finite. There is only one point that requires mention: 
if we do not require condition (i) then it does not necessarily follow that 
11 A(x);1 is measurable and so the integral in (18) may not have a sense. It is 
possible, of course, to consider only functions A(x) such that /I A(x)11 is 
measurable, but one then runs into annoying problems: for instance, mea- 
surability of 11 A(x) + B(x)11 does not follow from measurability of 11 A(x)11 
and /I B(x)& We therefore modify condition (ii) by requiring only that the 
upper integral jz I] A(s)lj ds should be finite. We recall that if f is nonnegative 
then the upper integral off over [a, b] is defined by 
[f(s) ds = inf j” I/(S) ds (19) a 
where the i&mum is taken over all Lebesgue integrable functions tj satisfying 
J,!J(~) -3 f(x) on [a, b]. (If there are no such integrable functions, then the 
infimum is by definition co.) If f h as a finite upper integral on [a, b] then [l] 
there is a Lebesgue integrable function g such that g(x) >, f(x) on [a, b] and 
such that the Lebesgue integral of g coincides with the upper integral off 
on [a, b] and on any subinterval of [a, b]. From this one sees that the upper 
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integral off is an absolutely continuous countably additive set function. The 
upper integral of course agrees with the usual integral when both are defined. 
With this preparation, we define the spacel,l(a, b; g(X)) of strongZy integrabZe 
functions as follows: 
DEFINITION 3. Let A: [a, b] -+ .%9(X) be a function. We say that A is 
strongly integrable on [a, b], and write A ~L,l(a, b; g(X)), if and only if the 
following two conditions are satisfied: 
(i) For each v E X, the function A(x)p, is strongly measurable, and 
(ii) // A(x)11 has a finite upper integral on [a, b]. 
If A ~L,l(a, b; g(X)), we define the number // A /iI by 
If A is Bochner integrable (as a function with values in the Banach space 
S?(X)) then the number 1) A /II coincides with the norm I/ A JIB of the function 
A ~Ll(a, b; &Y(X)). If A and B are two functions in L,l(a, b; 9(X)), then 
we shall regard A and B as equiwalent if and only if A(x)p agrees with B(x)9 
almost everywhere for each CJI E X. (The exceptional set can depend on y.) 
We do not, however, identify equivalent functions, since the number defined 
in (20) may not be the same for such functions. Thus the elements of L,l are 
functions, not equivalence classes. We note that L,l(a, b; 9(X)) is a linear space, 
since the sum of strongly measurable functions is strongly measurable and 
i” II 4) + B(s)11 ds < r II A(s)lj ds + f” /j B(s)11 ds. a a *a (21) 
Also it is easy to see that if X has finite dimension n then L,l(a, 6; a(X)) can be 
considered as the collection of all n x 12 matrix-valued functions, each of whose 
entries is Lebesgue integrable over [a, b]. 
Note that if A E L,l(a, b; 9(X)) and y E X then the function A(x)p, is Bochner 
integrable over [a, b]: A(x)? is strongly measurable by hypothesis, and 
J‘” II 4s)~ II ds G jb II 4)ll II 9 II ds = II A Ill II v/l a a 
so that the conditions of Proposition 1 on Bochner integrability are satisfied. 
We can now make 
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DEFINITION 4. If A ~L,l(a, b; g(X)) then si A(s) ds is defined to be the 
strong integral of A over [u, b]. That is, jfi A(s) ds is that unique linear operator J 
on X such that 
h = J‘” 4s)~~ ds 
a 
(23) 
for all v E X. By the inequality (22) we see that si A(s) ds is a bounded operator 
with 
We note that if A and B are equivalent then they have equal integrals. 
We remark that clearly any step-function belongs to L,l(a, b; g(X)). Since 
the space L?(a, b; 9(X)) is somewhat nonstandard, we derive here certain 
of its properties which will be needed in the later discussion. 
PROPERTY 1. Let A: [a, b] -+ 9(X) be a function. Then: 
(a) If A l Ll(u, b; a(X)) then A ~L,l(u, b; SY(X)). 
(b) If A is strongly continuous on [a, b], then A ~L,l(u, b; 9?(X)). 
(c) If A is weakly continuous on [a, b] and X is separable, then A E 
Ly% b; a’(q). 
Proof. Part (a) is obvious from the earlier discussion of Ll(u, b; Y). Naturally 
the strong and Bochner integrals coincide in this case. To prove part (b), 
note that if A is strongly continuous then for any q E X the function A(x)p, 
is (norm) continuous and hence strongly measurable. Also the continuous 
function II A(x)p 11 is bounded on [a, b]. Hence by the uniform boundedness 
principle, /I A(x)11 is bounded on [a, b] and thus has a finite upper integral 
over [a, b]. Thus A eL,l(u, b; g(X)). T o p rove part (c), note that if A is weakly 
continuous then for any 9) E X the function A(x)p, is weakly continuous. 
According to a theorem of Pettis [12], weak continuity (or even “weak 
measurability”) implies strong measurability in the separable case. Also, again 
using the uniform boundedness principle, we find that jl A(x)11 is bounded on 
[a, b]. Thus A ~L,l(u, b; 9(X)). 
From the definition of L,l(u, b; a(X)) it is obvious that if [c, d] C [a, b] 
then A ~L,l(u, b; S(X)) implies A EL,~(c, d; g(X)). It follows that if 
f: [a, b] -+ X is a step-function and A eLS1(u, Zr; g(X)) then the function Af 
is Bochner integrable over [a, b], since this function has the form A(x)f, on the 
Kth subinterval of the partition associated withf. 
The proof of the next property is somewhat unpleasant, but the property 
is vital: 
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PROPERTY 2. (a) If A EL$(~, 6; g(X)) andf: [a, 61 + X is a function which 
is (norm) continuous on [a, b], then Af is Bochner integrable over [a, b]. 
(b) If A ~L,l(a, 6; g(X)) and B: [a, b] - S(X) is strongly continuous, 
then AB and BA belong to L,r(a, b; G?(X)). 
Proof. Part (a): since f is continuous, we can find a sequence {fn} of step- 
functions which converges to f uniformly on [a, 61. Then 
This shows that the sequence {A(x)f,(x)) is Cauchy in the space of Bochner 
integrable functions. Just as in the ordinary Lebesgue theory, it follows that 
a subsequence converges almost everywhere to a function F EL’(u, b; X). 
But {A(x)f,(x)) converges everywhere to A(x)f(x). Hence 
A(x)f(x) = F(x) a.e. (25) 
Thus A(x)f(x) is Bochner integrable over [a, b]. This proves part (a), Part (b): 
AB ~L,l(a, b; g(X)): if v E X then B(x)g, is continuous, so by part (a) it 
follows that A(x) Bye is Bochner integrable, hence strongly measurable. And 
j] B(x)11 is bounded on [a, b] by strong continuity of B, as seen in the proof 
of part (b) of Property 1. Hence finiteness of the upper integral of I/ A(x) B(x)/1 
follows from finiteness of the upper integral of /I A(x) This shows that 
AB ~L,l(u, b; 99(X)). To see that BA ~L$l(u, b; g(X)), first note that it is 
clear by the last argument that the upper integral of I] B(x) A(x)11 over [a, b] 
is finite. Now let q E X. By hypothesis we can find a sequence {g,) of step- 
functions tending to A(x)p, almost everywhere on [a, b]. Now let (B,) be a 
uniformly bounded sequence of step-functions tending strongly to B everywhere 
on [u, b] (such a sequence exists: for example take a sequence of point-value 
approximants (Definition 6) with the mesh of the partitions tending to zero). 
Then B,(x) g,(x) tends to B(x) A(x)? 1 a most everywhere on [a, b]. This shows 
that BA ~L~l(u, b; a(X)) and completes the proof of Property 2. 
We do not wish to enter into a discussion of a topology on L,l(u, b; g(X)), 
as this would not be relevant to our purposes. However, we shall need a notion 
of convergence of sequences, which is the following: 
DEFINITION 5. Let {A,} be a sequence of functions in Lsl(a, b; a(X)) and 
let A EL>(u, 6; g(X)). We say that {A,} converges to A in the L,1 sense and 
write A, -L1s A if and only if the following two conditions hold: 
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(i) For each q E X we have 
(26) 
(that is, A,(x)p, converges to A(x)g, in P(a, 6; X)) and 
(ii) There is a number M > 0 such that 
II A, Ill = s” II A&)II ds < M for n = 1, 2, 3,... (27) a 
We note the following fact: if A, + &Is A then by condition (i) above we have 
for any v E X the relation 
lim f b A,(s)p, ds = j-” A(s)p, ds n-m a a 
Equation (28) is equivalent to the statement: 
s - lim j-” A,(s) ds = j-” A(s) ds. n+m n a 
(28) 
A simple argument using condition (i) above shows that if A, --&la A and 
f: [a, b] -+ X is a step-function then (Anf} converges to Af in Ll(a, b; X). 
We shall need slightly more than this. Namely: 
PROPERTY 3. Suppose that A, --&Is A and thatfi [a, b] 
Then 
so that 
;z s b II A&)fN - A(s)f(~)Il ds = 0 a 
iz lb A,(s)f(s) ds = lb A(s)f(s) ds. 
a a 
In other words, A,f converges to Af in P(a, b; X). 
-+ X is continuous. 
(30) 
(31) 
Proof. Let {fm} be a sequence of step-functions which converges to f 
uniformly on [a, b]. Writing 
4(s) = A,(s) - A(s), (32) 
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we have 
< SUP IIf -f&l SUP I” /I U)ll ds 
s&x, bl 12 a 
+ Jab i: 4h)fm(411 ds. (33) 
Because of the condition (27), given E > 0 we can choose an m so large that 
the first term on the right-hand side of (33) is less than e/2. For this m, the 
second term will be less than C/Z for large enough n becausef, is a step-function. 
This completes the proof. 
Given a function A EL~‘(u, 6; .99(X)), t i is useful to know that there is a 
sequence of step-functions converging to A in theL,l sense. In the next definition 
we associate with each A and each partition P of [a, b] a step-function (or 
sometimes two step-functions) which we will use to obtain convergent sequences: 
DEFINITION 6. Let A ~L~l(a, b; g(X)) and let P = {s,, , s, ,..., s,,} be a 
partition of [a, b]. Then 
(i) The mean-value approximant AP associated to A and P is the step- 
function which takes on the subinterval (sk-r , sk] of P a value & equal to 
the mean value of A on that interval. That is: 
A(s) ds. 
(As a technical point, if K = 1 then (24) g ives the value of &, on the closed 
interval [ss , s,].) 
(ii) If A is strongly continuous we define the point-value upproximant 
A, associated to A and P as the step-function which takes the value A(sk) on 
the interval (slcP1 , sk] (K > 2) and A(s,) on the interval [s,, , si]. 
Various properties of the mean-value approximant are immediate. With 
notation as above, we have 
11 & 111 = i‘” Ii &(s)II ds = i /; I’* A(s) ds 11 
n k=l Sk-1 
(35) 
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Similarly, if v E X then 
We also have clearly that the map A - & is a linear map on L,l(a, b; a(X)). 
Similarly, the map A -+ A, (restricted to strongly continuous A) is linear, 
and one has for this case 
(37) 
Using these facts, we can prove 
PROPERTY 4. Let A ~L,l(a, 6; g(X)) and let {P,} be a sequence of partitions 
of a, b with mesh p(P,) tending to zero. Then 
6) &, dL” A and 
(ii) If A is strongly continuous then A, -+L1s A. n 
Proof. We prove only (i), since the proof of (ii) is very easy. By (35) the 
numbers Ij xPn II1 are bounded, so that the functions & satisfy the second 
condition for L,l convergence. It remains to show that if”v E X then xP (x)p) 
converges to A(x)q~ inLl(a, b; X). Clearly it suffices to show that iffELl(u, b”; X) 
and JP is the mean-value approximant associated with f and P (defined just 
as before for &) then fPm converges to f in Ll(a, b; X). This result is analogous 
to a standard result in the Lebesgue theory, so we only indicate the proof: 
if f is strongly continuous, then it is easy to give the proof using elementary 
estimates. But the strongly continuous functions are dense in Ll(a, b; X) [l], 
and the map f -fP is linear and is a contraction, as shown by the estimate 
analogous to (35). Thus an 43 argument completes the proof. 
In the sequel, we will need a convenient concept of differentiability. The 
idea will be to say that a function is differentiable if it is an indefinite integral. 
If we were discussing ordinary Lebesgue integrable functions, this concept 
would be equivalent to absolute continuity, but, as we have remarked above, 
for Bochner integrable functions the concepts are distinct. We therefore make 
DEFINITION 7. (i) Let A: [u, b] - g(X) be a function. We say that A is 
Lsl-d#ermtiabZe if and only if there is a function B ~L,l(u, b; g(X)) such that 
A(x) = A(c) + j’ B(s) ds for x, c E [a, b] (38) 
c 
B is then called an L,l-derivative of A and written A’. 
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(ii) Let f: [a, b] -+ X be a function. We say that f is L1-dzffeerentiable 
if and only if there is a function 6 ELl(a, b; X) such that 
f(x) = f (4 + Jr d4 ds for x, c E [a, b]. 
c 
g is then called the L1-derivative off and written f ‘, 
Note that if either (38) or (39) holds for one c E [a, b] then it holds for all 
c E [a, b]. Also note that if f is L1-differentiable, then by Eq. (39) and the fact 
that f’ is Bochner integrable, it follows that f is (norm) differentiable a.e. with 
derivative f ‘. This shows that f’ is uniquely determined by f. Thus f is constant 
if and only if f’ = 0. Similarly, if A is L,l-differentiable, then A(x)? is L1- 
differentiable for each v E X so that A’(x)p, is uniquely determined (a.e.) by 
A and v. Thus if C and D are both L,1-derivatives of A, then C and D are 
equivalent L,l functions in the sense explained earlier. The L,l derivative is 
unique only to this extent. In the LS1 sense, the equation A’ = B means: B 
is one of the (equivalent) L,S1 derivatives of A. Finally we remark that if A is 
L,l-differentiable, then A is norm-continuous by the estimate 
II 44 - A(y)i: = /I j-Z A’(s) ds 11 < r /I A’(s)11 ds (y < x). (40) 
Y Y 
Similarly we show that if f is L1-differentiable, then f is continuous. 
If X has finite dimension n, then the L,l-differentiable functions are just 
the n x n matrix-valued functions each of whose entries is absolutely con- 
tinuous. For general X, we do not wish to discuss alternative necessary and 
sufficient conditions forL,l-differentiability. We will come uponL,l-differentiable 
functions in a natural way. To reinforce the reader’s intuition, we remark 
that if A: [a, b] --f B(X) is strongly differentiable with strongly continuous 
derivative, then A is L,l-differentiable with the same derivative. If X is 
separable, then the same statement holds if A is weakly differentiable with 
weakly continuous derivative. These statements can be generalized considerably, 
but they should suffice for illustrative purposes. Similar criteria can be given 
that a function f: [a, b] --f X should be L1-differentiable. 
An important property of our concepts of differentiability is the product 
rule for differentiation: 
PROPERTY 5. Let A: [a, b] + g(X), B: [a, b] --f g(X), and f: [a, b] -+ X 
be functions. Then 
(i) If A and B are L,r-differentiable, then AB is L,l-differentiable and 
(AB)‘(x) = A’(x) B(x) + A(x) B’(x). (41) 
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(ii) If A is L,r-differentiable and f is L1-differentiable then Af is L1- 
differentiable and 
Mf U4 = 44f (4 + 44f ‘(4 (42) 
Proof. We give the proof of (i). The proof of (ii) is similar. If A and B 
are as in (i), then because both A and B are norm-continuous while A’ and B’ are 
in L,l(a, b; g(X)), Property 2 implies that (A’B + AB’) gLsl(u, b; 9(x)). 
Thus the strong integral 
G(x) = j-’ {A’(s) B(s) + A(s) B’(s)} ds 
a (43) 
exists. We wish to show that 
G(x) = A(x) B(x) - A(u) B(a). (44 
To see this, first suppose that A’ and B’ are step-functions. Then A and B 
are piecewise linear, and elementary calculus shows that (44) holds. In the 
general case, let {A’,} and {B’,} be sequences of step-functions tending to A’ 
and B’ in the LS1 sense. The corresponding integrated sequences {A,} and {B,} 
will tend strongly to A and B, uniformly on [a, b]. Equation (44) is then 
established by an obvious limiting process. 
We will need one last property of L,l(a, 6; g(X)): if A E L:(a, 6; S?(X)) 
then the integral equations 
and 
U(x, a) = I + j-’ A(s) U(s, a) ds 
a (45) 
V(x, a) = I - /-” V(s, a) A(s) ds (46) 
are solvable. Before giving the proof, we make some remarks on these equations: 
It is important to keep in mind the exact meaning of (45) and (46). The 
integrals on the right-hand sides of these equations are intended in the strong 
sense. That is, for any p E X, the function A(x) U(x, a)p (or V(T(X, a) A(x)v) 
is to be Bochner integrable, and (45) (or (46)) is to hold when applied to CJJ. 
In either case, it then follows from the equations that U(x, u)p, and V(x, u)cp 
are continuous on [u, b]. Hence any solutions U and V of (45) and (46) are 
strongly continuous operator valued functions on [a, b]. But then Property 2 
implies that the functions A(x) U(x, a) and V(x, a) A(x) belong to Lsl(u, b; g(X)). 
Hence (45) and (46) imply that U(x, a) and V(x, a) are L,1-differentiable, with 
L,l-derivatives A(x) U(x, u) and V(x, a) A(x) respectively. We recall that to be 
L,1-differentiable means to satisfy an integral equation (see (38)). Thus Eqs. (45) 
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and (46) can be regarded as differential equations with derivatives understood 
in the L,l sense. Equation (45), for example, is equivalent to the initial value 
problem 
U’(x, a) = A(x) U(x, a) (~5,~ sense), 
U(a, a) = I. 
(47) 
In Section 2, we shall often make use of this equivalence of integral equations 
and L,l-differential equations. As a final note on (45) and (46), we remark 
that any solutions of these equations must be norm continuous since they are 
L:-differentiable. 
Existence theorems for solutions of equations of the type (45) and (46) are 
of course known. We give a proof because our setting is new. The uniqueness 
of the solutions will follow from our later work on product integration in a 
natural way. 
PROPERTY 6. If A EL,l(a, b; S(X)) th en the integral equations (45) and 
(46) have solutions given by time-ordered exponentials. That is, solutions 
of (45) and (46) can be found by the prescriptions 
U(x, a) = I+ jz A(s,) ds, + j’ A(s,) [jS’ A@,) ds,l ds, + ... (48) 
a a a 
and 
v(X, a) = 1 - ja’ &) 4 + jaz 1 jas’ A@,) ds,l A@,) ds, - ... (49) 
Proof. We discuss only Eq. (45) and the time-ordered exponential (48). 
The analysis of Eq. (46) is similar. Let 
and for n >, 1 let 
Uo(x, a) = I (50) 
Un(x, a) = 1% A(s) U+r(s, a) ds (strong integral). (51) 
a 
We remark that the strong integral defining U1(x, a) is clearly well-defined 
and Ui(x, a) is L,l-differentiable with L,l-derivative A(x). Thus Ul(x, a) is 
norm continuous, and by Property 2 it follows that A(x) U1(x, a) belongs to 
L,l(a, b; S?(X)). Hence Ua(x, a) is well-defined. Proceeding in this way, one 
sees that UJx, a) is well-defined and norm continuous for n 3 0. Now 
11 ulk a>11 = (( jaz 4) ds (1 < 1 (I A(~)11 ds. (52) 
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Let 
We thus have 
II Ul(X, 4 G 
M(x) 
11 
Assuming for induction that 
with n 2 1, we have 
< -’ 11 A(s)11 Mq ds. 
I a 
(53) 
(54) 
(55) 
(56) 
We will show that the right-hand side of (56) is bounded by M(x)“+l/(n + l)!. 
Indeed, let 4 be an integrable function satisfying 
Let 
Then clearly 
Thus 
$44 2 II 44l, x E [a, b]. 
M,(x) = j.’ #(s) ds. 
a 
M&4 3 MM x E [a, b]. 
(57) 
(58) 
(59) 
s -z jj A(s)11 y ds < j-; #(s) qds a = MJI(x>“+~ 
(n + l)! 
(60) 
where the last equality is elementary. Taking the infimum of (60) over all 
integrable 16 satisfying (57), and using the fact that M(x) is by definition the 
infimum of M,(x), we obtain 
5W28/3-4 
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as desired. Hence (55) holds for all n > 1. (Of course it holds also for n m= 0.) 
v I ow 
(x E [a, 4) (62) 
so that 
(x E [a, 4. (63) 
The estimate (63) shows that the series 
U(x, u) = f U&, a) (64) 
TL=O 
converges in the norm topology, uniformly in [a, b]. Since each term is norm 
continuous, U(x, a) is also norm continuous. Hence by Property 2, the function 
A(x) U(x, a) belongs to L,l(u, b; L@(X)) so that the integral in (45) is well- 
defined. Letting 
S&c, u) = i Uk(% 4 (65) 
k=O 
we have clearly 
&+1(x, a) = I+ 1% 4s) $a(~, a> ds. 
a 
(66) 
Letting n - co in (66) and using the uniform convergence of SJX, a), we 
easily establish (45), completing the proof. 
2. PRODUCT INTEGRATION 
In this section we shall define the product integral of any function A E 
L,l(u, b; g(X)). We begin by product-integrating step-functions. It will turn 
out that the product integral for general functions in L,l(a, b; g(X)) is a simple 
extension of this case. 
DEFINITION 8. Let A: [a, b] - g(X) be a step-function associated with the 
partition P = {so , s1 ,..., s,} of [a, 61, and taking the value A, on the subinterval 
(s,+r , sk) of P. Writing as usual As, = sk - sk-r , we define the function 
E,: [a, b] -+ a(X) by 
(67) 
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The function EA(x) will turn out (when we have given the general definition) 
to be the product integral of the step-function A over the interval [a, x]. We 
now establish some simple properties of EA(x) which will be needed in the 
sequel. 
LEMMA 1. Let A: [a, b] -+ B(X) be a step-function. Then 
(i) E,(u) = I. 
(ii) EA(x) is nonsifzgtllar for each x E [a, b]. 
(iii) E,,, and Eil are L,l-d$ferentiuble, and 
EA’@) = A@) E&); (E;l)‘(x) = -E-+) A(x). ((39 
(iv) EA and Eil satisfy the bounds 
II E&II < exp !a II 44ll ds; II &‘(4ll < exp s’ II AWlI ds. (69) a a 
Proof. Part (i) is obvious. Also, EA(x) is nonsingular for x E [u, b] by inspec- 
tion of (67). Note that E;l(x) is obtained by reversing the order of the factors 
in EA(x) and inserting minus signs in the exponents. To prove (iii), one must 
show that the right hand sides of Eqs. (68) are in L,l(u, b; g(X)) and verify 
the integral equations 
E&x) = I + 1% A(s) EA(s) ds (70) a 
and 
E-&v) = I - 
s 
’ E;l(s) A(s) ds. (71) 
a 
Now E, and El1 are norm continuous by inspection, and A is a step-function 
and thus belongs to L,l(a, b; a(X)). Property 2, Section I, thus implies that 
AE, and EilA belong to L,l(u, b; g(X)). Equations (70) and (71) can be 
obtained using a little elementary calculus and the fact that, except at the 
division points of the partition of A, EA and Ei’ are (by inspection) norm- 
differentiable and their derivatives are the integrands in (70) and (71). Part 
(iv) will be proved for EA alone, since the proof for Ejl is so similar. With 
the notation of Definition 8, we assume that x E [sk-i , sk] and find 
i/ EA(x)ll = 11 eAr(2-Sr-1) ... eAldsl 11 
< eb4Ln(z-SL-J ... eaAllldsl = ellALII(2--s~-l)+~~~+IIA111dsl (72) , 
Thus Lemma 1 is proved. 
328 DOLLARD AND FRIEDMAN 
We now proceed to the proof of existence of the product integral for general 
functions A ~L~l(a, b; B(X)). This proof will be based on the fact that we 
already know the integral equations (45) and (46) have solutions. It should 
be remarked that if stronger hypotheses are made on the function A (for instance, 
if A ~Ll(a, b; a(X))) then existence of the product integral can be proved 
without making prior reference to the fact that (45) and (46) are solvable. 
However under the hypothesis A ~L~l(a, 6; a(X)) it seems difficult to give 
such a proof In any case, as will be seen, the proof using our earlier results 
on (45) and (46) is very easy. We recall (Property 4, Section I) that if A E 
L,l(a, b; g(X)) then there is at least one sequence of step-functions {A,) which 
converges to A in the L,l sense. This shows that the following fundamental 
theorem has content: 
THEOREM 1. Let A ~Lsl(a, b; g(X)). Let {A,} be any sequence of step- 
functions such that A, -L’s A. Then the functions E,,(x) converge strongly, 
uniformly on [a, b], to a function which we shall call the (strong) product integral 
of A over [a, x], denoted nz e A(s)ds. This function coincides with any solution 
U(x, a) of Eq. (45). (Hence the solution of (45) is unique.) 
Proof. Let U(x, a) be a solution of Eq. (45). We have already remarked 
that U(x, u) must be L,l-differentiable. Since E;:(x) is also L,r-differentiable, 
the product E,-:(x) U(x, a) is L,l-differentiable and its derivative can be com- 
puted by the product rule (Property 5, Section I). Further, an L,l-differentiable 
function is by definition the integral of its derivative. Thus we immediately 
obtain (cf. (45) and (71)) 
EAT U(x, u) = I + Jrn Eji(s)(A(s) - A,(s)) U(s, a) ds. 
n 
(73) 
Multiplying Eq (73) on the left by E,,(x) we find 
U(x, u) - EA,(x) = EA,(x) 1’ E;:(s)(&) - A,(s)) u(S9 a) ds. (74) 
a 
Now apply (74) to a function g, E X and estimate the norm of the integral 
by the integral of the norm to find 
Il(U(x, a> - EA,(~))P, 11 < iI EA,(x)II Jaz I/ %i(S)I\ l/@(s) - An(s)) u(S, ah 11 ds. (75) 
From the estimates (69) on 11 Es(x)11 and jj Eir(x)Ij we find immediately that 
ON STRONG PRODUCT INTEGRATION 329 
each of these norms is bounded by e 11% Using these estimates in (75) yields 
I/( U(X, a) - EA,(x))q II < e2’!A4n”1 1” a IIW) - AL(s)) w, 4P II ds 
< e211A,lll 
I 
* 
(76) 
\ II(A(s) - 44) u(s, 4~ II ds. a 
The estimate on the right-hand side of (76) is independent of x Further, 
the numbers 11 A, [I1 have a fixed bound by the definition of L,l convergence. 
Finally, we know that U(s, a) is norm continuous, so that U(s, a)~, is continuous. 
Thus by Property 3 of Section I the integral on the right-hand side of (76) 
approaches zero as n -+ 00. This completes the proof. 
COROLLARY 1. If A: [a, b] --+ 9?(X) is a step-function, the92 
ii eAtsjds = EA(x). (77) 
a 
Proof. As seen in the proof of Theorem 1, the operator nt eat8rBs may 
be evaluated using any sequence of step-functions converging to A in the 
L,l sense. To establish (77) we need only take the constant sequence in which 
each function equals A. 
COROLLARY 2. If A is strongly continuous on [a, b] then 
(78) 
where P = {so, s, ,..., s,} is a partition of [a, x] with mesh p(P), and the product 
on the right-hand side of (78) is an ordered product. (See the discussion of Eq. (4).) 
Proof. The function A is strongly continuous on [a, x]. Thus if {P,} is 
any sequence of partitions with mesh tending to zero, then the point-value 
approximants Apn (Definition 6) converge in the L,1 sense to A on [a, x] 
(Property 4). Hence by Theorem 1 applied to the interval [u, x], the operator 
EApn(x) converges strongly to JJt & fsjds. But by its definition the operator 
Eapn(x) is just an ordered product of the type on the right-hand side of Eq. (78). 
This completes the proof. 
COROLLARY 3. Let A EL:(u, b; s(X)) and suppose that A is commutative. 
That is, suppose that there is a set T C [a, b] such that T has measure zero and 
A(s) A(s’) = A(s’) A(s) for s, s’ E [a, b]\T. (79) 
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Then 
Proof. Let {A,} be a sequence of mean-value approximants tending to A 
in the ,!,,I sense. It is easily verified that the finitely many values taken by each 
A, commute with each other (see Eq. (34)). F rom this fact and the definition 
of E,,(x), it is easy to see that actually 
ISA,(x) = exp 1’ A(s) ds, n = 1) 2, 3 ,... . (81) 
a 
Since nI eACsjds is the limit of EA (x), (80) is established. Finally we note that 
equivalent L,l functions have id&tical mean-value approximants and hence 
identical product integrals. 
THEOREM 2. If A ~L,l(a, b; g(X)) then the product integral nz eAcsjds is 
nonsingular for each x E [a, b]. 
Pvoof. Let (A,) be a sequence of step-functions tending to A in the LS1 
sense. Using an argument similar to the argument of Theorem 1, one shows 
that the sequence E>:(x) converges strongly to any solution V(x, a) of Eq. (46). 
(Hence, of course, the solution of (46) is unique.) Since 
-q(X) EA,(X) = E&(X) J%:(X) = 1 
we obtain by taking strong limits 
(82) 
V(x, u) fi eAfsjds = fi eA(S)dsV(x, a) = I. (83) 
a a 
Thus the theorem is proved. 
We have defined product integration from a to x if a < x. It is clear from 
our definition that 
ii 
eAwds = 1. (84) 
a 
If a < x we now define product integration from x to a in precise analogy 
to the way ordinary integration from x to a is defined in the calculus. We need 
only use multiplicative inverses instead of additive inverses: 
DEFINITION 9. Let A E L,l(u, 6; g(X)) and let x E [a, b]. We define 
(85) 
(Note that by (83), jJz eACsjds is the unique solution V(x, a) of Eq. (46).) 
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Suppose that A EL>(u, 15; a(X)). Then A ~L,l(c, d; g(X)) for any [c, d] C 
[a, b]. Thus nt eAcsjds is defined. Combining this result with Definition 9, 
we can say that nz e A(s)ds has been defined for any x, y E [a, b]. We now show 
that product integrals have a multiplicative property analogous to the additive 
property of ordinary integrals: 
THEOREM 3. Let A ~L,l(a, b; BY(X)) and let x, y, z E [u, b]. Then 
fi eAWds 
Y 
fi eAWds = 0 eA(8)dse 
x 
Proof. If x < y < z then (86) can be verified by taking a sequence {A,} 
of mean-value approximants converging to A in the LS1 sense on [x, a], such 
that each function A, has y as a division point of its partition. For other relations 
between X, y and x, Eq. (86) is a consequence of Definition 9. 
We now summarize our information on product integrals and integral equa- 
tions in 
THEOREM 4. Let A E L,l(u, b; 8(X)). For x, y E [a, b] de$ne 
F(x, y) = fi eAfsJds. 
Y 
Then F(x, y) is the~unique solution of either of the integral equations 
F(x, y) = I+ j-’ A(4 F(s, Y> ds 
Y 
(87) 
(88) 
F(x, y) = I + /‘F(x, s) A(s) ds. 
Y 
(89) 
(Note: in (88) we consider y as fixed and x as variable. In (89) we do the 
reverse.) 
Proof. We shall discuss Eq. (88) in detail using the results of Theorem 1. 
Equation (89) can be discussed similarly using the results of Theorem 2. Note 
that if y = a in Eq. (88), then the desired result is already known from 
Theorem 1. For other values of y, we use Theorem 3 to write 
F(x, y) = F(x, 4 F(a, Y) (90) 
Now F(x, a) is known to satisfy (88) with y = a. Inserting this equation in 
(90) we find 
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F(x, y) = qa, Y) + fE 4s) F(s, 4 F(G Y> ds 
a 
= ~(a, y) + 1’ A(s) F(s, 4 dsF(a, Y> + j-' 44 F(s, Y> ds 
a Y 
= ~(a, y) + P(Y, a> - ~>F(Q, Y) + j-= 4W’(s, Y) d 
(91) 
Y 
where we have used the fact that F(y, a) F(a, y) is the identity. Thus we have 
shown that F(x, y) satisfies (88). Similarly, we show that F(x, y) satisfies (89). 
To prove uniqueness of the solution of (88): if G(x, y) is any solution of (88), 
then as in the discussion before Property 6 we find that G(x, y) is L,l-dif- 
ferentiable with respect to x. Using (89), we find that the functionF( y, x) G(x, y) 
is L,l-differentiable with respect to x, and its derivative is easily computed 
to be zero. Thus F(y, x) G(x, y) is constantly equal to the identity (its value 
at x = y) so G(x, y) must equal F(x, y). Uniqueness of the solution to (89) is 
proved in the same way. 
COROLLARY 1. Under the hypotheses of Theorem 4 the function F(x, y) is 
L,1-diSferentiable in either variable. Explicitly, 
fF(x, y> = 4W(x, Y> (LS1 sense) (92) 
and 
;F(x, y) = --F@, Y> 4~) (L: sense). (93) 
Norm continuity of F(x, y) in either variable is an immediate consequence. 
Proof. As in the discussion before Property 6, the integrands of (88) and 
(89) must belong to L,l(a, 6; a(X)). Thus the Corollary is obvious by inspection 
of these equations (note that the minus sign in (93) results from having integrated 
from y to x in (89)). 
We recall that if A is strongly continuous then A ~L~l(a, b; B(X)). In this 
case, the integrands in (88) and (89) are strongly continuous by norm con- 
tinuity of F(x, y). Thus Eqs. (92) and (93) hold everywhere on [a, b] in the 
strong sense. (At a and b the derivatives are of course one-sided.) 
COROLLARY 2. Let A ~L,l(a, b; a(X)) and let U, , V,, E a(X). Let c E [a, b]. 
Then the equations 
H(x) = U, + j-’ A(s) H(s) ds 
c (94) 
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and 
K(x) = V, + j-* K(s) A(s) ds 
c 
c-9 
have the unique solutions 
H(x) = fi eAcsjdsUo 
a 
(96) 
and 
K(x) = V, fi e-A(s)ds. 
2 
(97) 
Proof. It is clear from Theorem 4 that H and K as displayed in (96) and 
(97) do satisfy (94) and (95) respectively. Uniqueness is proved as above, 
using the invertibility of product integrals. 
We now obtain some bounds on product integrals which will be needed 
in the later material on improper product integration. 
THEOREM 5. Let A EL:(a, b; 9(X)) and let x, y E [a, b]. Then 
Proof. For convenience of notation we prove the result for the case x = a, 
y = b. (The general proof is entirely analogous.) Let {A,} be a sequence of 
mean-value approximants converging to A in the L,l sense on [a, 61. Using 
Eq. (35), we have 
j-” II &(4 ds < s” II 44ll ds. a a 
By the estimate (69) on 11 E,.,(x)11 we have 
II E~,,@)ll < exp 1” II A&)ll ds. a (101) 
Since IJi eA(s)ds is the strong limit of EAn(6), the last two equations immediately 
334 DOLLARD AND FRIEDMAN 
imply (98) with x = a and y == b. To prove (99) we use the estimate (69) 
for I/ EA,(x)!i in the integral equation (70) for Es,(x) to find 
(102) 
< exp ( r II 4ll ds) - 1. 
Taking the limit as n --f co in (102) yields (99) with x = a and y = b. This 
completes the proof. 
For later reference we will need the following formula: 
THEOREM 6 (DUHAMEL'S FORMULA). Suppose that A, B ~L,l(a, b; 99(X)). For 
x, y E [a, b] Zet 
F(x, y) = fi eA(sjds (103) 
G(x, y) = fi eB(*)ds. (104) 
Then 
F(x, a) - G(x, a) = j-= G(x, s)@(s) - B(s)) F(s, a) ds. 
a (105) 
Proof. The function 
H(x, a) = G(u, x)F(x, a) (106) 
is I,:-differentiable with derivative G(u, x&4(x) - B(x))F(x, a). And clearly 
H(a, a) is the identity operator. Hence 
f+, a) = I+ j-O G(a, s)(A(s) - B(s)) F(s, a) ds. 
a (107) 
Equation (105) is now obtained by multiplying (107) on the left by G(x, U) 
and using the fact that G(x, a) G(u, S) equals G(x, s). 
Our next theorem is an analogue of the fundamental theorem of the calculus. 
THEOREM 7. Suppose that B: [a, b] -+ 9?(X) is u function satisfying the 
following two conditions: 
(i) B is L,1-dt~erentiuble and 
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(ii) B is nonsingular (that is, B(x) is nonsingular for each x E [u, b]). Let 
LB be a “right logarithmic derivative” of B, that is: 
(LB)(x) = B’(x) B-l(x). WW 
Then for x, y E [a, b] we have 
fi e(LB)(s)ds = B(x) B-l(y) 
I 
(109) 
Proof. Since B is L,l-differentiable, B is norm continuous. Hence B-l 
is norm continuous so that LB ~L,l(a, b; g(X)) by Property 2. Hence the 
product integral on the left-hand side of (109) is defined. Denote the right-hand 
side of (109) by H(x, y). This function is L,l-differentiable with respect to x, 
and H(y, y) is the identity. Thus 
H(x, y) = I + j’ B’(s) B-l(y) ds 
Y 
= I + j”= (LB)(s) H(s, y) ds. 
Y 
By Theorem 4, it follows that H(x, y) is the product integral of LB over [x, y]. 
Thus (109) is established. 
Just as the fundamental theorem of calculus is the starting point for the 
evaluation of definite integrals in the usual theory of integration, formula 
(109) can be used as a starting point for evaluating product integrals. One 
starts from a known function B and learns to product integrate LB. This is 
of course easiest when X has finite dimension R so that B can be taken to be 
an rz x n matrix-valued function. 
The next result can be considered as an analogue of the formula for integration 
by parts in the usual theory of integration, although we shall not stress this 
analogy. The result gives a formula for the product integral of a sum, and is 
very useful in applications. 
THEOREM 8. Let A, B E L,l(a, b; g(X)). Let x, y E [a, b]. Dejne 
F(x, y) = fi eAcsjds. (111) 
2/ 
Then 
2 
n eL4W+B(s))ds = $ TX, Y) ii ef(t/.s)B(s)F(s.?/)ds (112) 
II II 
Proof. Using norm continuity of F, we check in the usual way that 
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F(y, s> B(s) F(s, y) is in L,l(a, b; -@(X>), so that the right-hand side of (112) 
is defined. Denoting the right-hand side of (112) by H(x, y), we have that 
H(y, y) is the identity, and H(x, y) is L:-differentiable with respect to x. 
The derivative is easily computed to be (A(x) f B(x)) H(x, y). Thus b) 
Theorem 4 it follows that H(x, y) equals the left-hand side of (112), and 
Theorem 8 is proved. 
It is sometimes useful to be able to make a similarity transformation on 
the integrand of a product integral. If T is a constant nonsingular operator 
and A ~L~l(a, b; B(X)), one easily verifies the formula 
T-lfi eAWdsT = fi $--lAWTds 
Y 1/ 
(113) 
for x, y E [u, b]. However, as we shall see in Section 3, it may be desirable 
to use a similarity by an operator T which is not constant. The following 
theorem gives a formula for this case. 
THEOREM 9. Let A EL$(u, b; 9’(X)) and let T: [a, b] --f g(X) be ufzmction 
which is LS1-d@m&ble and such that T(x) is nonsingular for each x E [a, b]. 
Then 
T-l(x) fi eA(sjdsT( y) = fi e(T-‘(s)A(s)T(s)-T-*(s)T’(s))ds (114) 
v 1/ 
Proof. Equation (114) can be obtained from Theorems 7 and 8, but it is 
simpler to prove (114) directly: letting H(x, y) denote the right-hand side 
of (114), the function T(x) H(x, y) T-l(y) is L,l-differentiable with respect to x 
and equals I when x = y. Computing the derivative of this last function, 
one finds that it satisfies the same integral equation as nz eAfsjds (Eq. (88)), 
and hence equals IJ: eAcs)ds by Theorem 4. This proves (114). 
If one wishes to study the asymptotic behavior of solutions of differential 
or integral equations, it is useful to have available a concept of improper product 
integration, which we now define: 
DEFINITION 10. Let A: [a, co) + 99(X) be a function. Suppose that 
A ~L~l(u, b; g(X)) for all b >, a. We define 
A(s)dS = s-lim 
b+m 
$ eAWds 
and 
&(s)ds = s-F+? fi eA(s)ds, (116) 
m b 
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provided that the indicated limits exist. These limits, when they exist, are 
called improper product integrals. 
We remark that in general an improper product integral need not be non- 
singular, as simple examples show. (Take A(x) = ---I. Then IJIf: ea(s)ds = 
e-‘tb+) ---f 0 as b + co.) However, if both lJI,” ea(s)as and I-J”, eAcsjds exist, 
then they are inverses of each other, since they are strong limits of operators 
which are inverses of each other. If X is finite-dimensional, then existence 
and nonsingularity of one of the improper integrals above implies existence 
of the other (because the convergence is then norm convergence). However, 
for infinite-dimensional X this is not so. Our main interest is to determine 
conditions under which the limits in both (115) and (116) exist. 
DEFINITION 11. Let A: [a, co) -+ a(X) be a function. We write A E 
L:(a, co; g(X)) if and only if A EL,l(a, b; &Y(X)) for each b 3 a and 
rrn II A(s)I1 ds = F-2 1” /I A(s)11 ds < co. 
a a 
We remark that if X has finite dimension n, so that A is an n x n matrix- 
valued function, then A EL,l(a, co; g(X)) if and only if each entry of A is 
Lebesgue integrable over [a, co). 
THEOREM 10. Let A EL,l(a, co; g(X)). Then I-Jr eAQJds and nz eA(s)ds 
exist. The limits in (115) and (116) exist even in the norm topology. 
Proof. For x, y E [a, b] let 
F(x, y) = fi eAcsJds. 
?I 
(118) 
Then by Theorems 3 and 5 we have for x, y E [a, b], x 3 y, 
I! @,a) - WY 4 = lW(x, Y) - W(Y, 4 
G llF(x,y) - Ill IIJYh 4 (119) 
< exp (( TII 4s)ll ds) - 1) exp s” II &)I1 ds. ?I a 
Now jz II A(s)11 ds is bounded by 7: Ij A(s)11 d s, and the existence of the latter 
upper integral shows that for large enough x and y with x > y, the upper 
integral 7: Ij A(s)]] d s will be as small as desired. Thus F(x, a) has the Cauchy 
property in the norm topology, and hence converges in the norm topology 
as x -+ cc. Applying exactly the same kind of reasoning to F(a, x), we find 
that this operator is also norm-convergent as x + co. This proves the theorem. 
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COROLLARY. Suppose that A and B are functions from [a, CQ) to W(S) such that 
(i) A cL:(a, 6; $l(X)) for all b > a and n,” eatsjds and n”, eatakds exist. 
(ii) B ELsl(a, CO; g(X)). 
Thm n,” e(A(~)+B(s))ds and n”, e(A(s)+B(S))ds exist. 
Proof. For x, y E [a, b] define F(x, y) as in Eq. (118). Then by Theorem 8 
on the product integral of a sum, we have for x > a 
lje 
(A(s)+B(s))ds = ji’@, a) fi eF(a,s)B(sW(s,a)dsa (120) 
a 
Now by hypothesis F(x, a) and F(a, x) converge strongly as .z + co. If 9 E X, 
then the continuous function /I F(x, a)p, /I has a limit as x --f co, and is thus 
bounded on [a, oz). By the uniform boundedness principle, the norm i/F(x, a)11 
is thus bounded on [a, 03). Similarly, 11 F(a, x)1\ is bounded on [a, co). Since 
B EL>(~, co; g(X)) it follows immediately that the function F(s, a) B(s) F(a, s) 
belongs to L,l(a, co; a(X)). Th us by Theorem 10, the second factor in (120) 
has a norm limit as .2: - co. Since the first factor in (120) converges strongly 
as x + 03 by hypothesis, the product of the two factors converges strongly as 
x + o3. Thus JJ,” e(A(s’+B(s”ds exists. The proof for n”, e(A(s)+s(sl)ds is no 
different. 
It is natural to ask whether the hypothesis of Theorem 10 can be weakened. 
Suppose, for instance, that the strong improper integral 
S- j-m A(s) ds E s&fit I” A(s) ds 
n a 
(121) 
exists, while (117) is violated. (This can occur through cancellations, as is 
familiar from the theory of integrals of complex-valued functions.) Does it 
follow that I-I,” eAtsJds exists? If A is commutative (Corollary 3, Theorem 1) 
then the answer is affirmative by Eq. (80). In the general case it is difficult 
to give a complete answer. However, we can prove the following: 
THEOREM 11. Suppose that A: [a, CO) - 9(X) behmgs to L$l(a, b; W(X)) 
for each b > a. Suppose that the norm-improper integral 
?Z- 
s 
m A(s) ds = norm F+z Jb A(s) ds (122) 
a a 
exists. For x 3 a, define H(x) by 
H(x) = n - srn A(s) ds (improper integral). (123) 
3: 
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Note that H is norm-continuous on [a, CO) so that HA EL:(a, b; a(X)) for all 
b 3 a. Further suppose that HA EL>(~, CO; g(X)). That is, suppose that 
s 
-m 11 H(s) A(s)11 ds < CO. 
a 
(124) 
‘J’h n,” eA(s)ds and l--J”, &(8)dS exist. The limits de$nilzg them exist in the norm 
topology. 
Remark. The size of the function H(x) measures the rapidity with which 
the norm-improper integral of A converges. Condition (124) says that this 
convergence should be fast enough so that multiplication of the “improperly” 
integrable function A by H results in a function in L,l(a, co; g(X)). 
Proof of Theorem 11. We first remark that by Theorem 3 it is clearly enough 
to show that ny eAtsIds and n”, eAtsjds exist for some b 3 a. We note that 
by the hypotheses of the theorem 
We now choose b so large that 
H(x) converges in norm to zero as x -+ CO. 
Now let 
II Wx)ll < l/2 for x > b. (125) 
z 
p(x) = fl &(s)ds (126) 
and 
b 
Q(x) = (I+ H(x)) P(x). (127) 
Because of (125), the operator (I + H(x)) is nonsingular for x 3 b. Further, 
the operator (I + H(x))-l converges in norm to I as x + co. By (127), norm 
convergence of P(x) as x -+ co will thus follow from norm convergence of 
Q(x). Note that Q( x is nonsingular on [b, co). By (123), H is LS1-differentiable ) 
on any finite interval [b, c], and hence by the product rule Q is L,r-differentiable 
on any finite interval [b, c] with derivative 
Q’(x) = ---A(x) P(x) + (I+ H(x)) 44 P(x) 
= H(x) A(x) P(x) = B(x) Q(x) 
(128) 
where 
B(x) = H(x) A(x)(l + H(x))-l. (129) 
By Eq. (128), B is clearly the “right logarithmic derivative” of Q, so by 
Theorem 7 we have for x E [b, CO) the equation 
Q(x) = 0 eBcSjdSQ(b). (130) 
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Now by (125) we have 
ll(l$ ww II < 2, x E [b, co). (131) 
Thus by the hypothesis (124) and the definition (129) of B, we have that 
B ~L,l(a, co; a(X)). Th us by Theorem 10 the norm limit of Q exists as 
x -+ co. Thus existence of JJz eAtsjds is established. The proof for I-I”, eAfsJds 
is entirely analogous. Hence the theorem is proved. 
In a later paper we shall apply Theorems 10 and 11 in the case in which 
A(x) is a 2 x 2 matrix to give a simple analysis of the asymptotic behavior 
of solutions of the radial Schrodinger equation. 
We now give an example of the manner in which the material above can 
be used to deal with problems involving unbounded operators. 
3. THE EQUATION OF EVOLUTION WITH UNBOUNDED A 
In this section we study the equation 
for the case in which A(x) is for each x E [a, b] the (possibly unbounded) 
infinitesimal generator of a contraction semigroup on X, and v lies in a suitably 
restricted subset of X. We shall derive earlier results of Kato [3] and Yosida 
[lo, 1 l] under more general hypotheses. We remark that both Kato and Yosida 
used product integral ideas in giving their proofs, but without the background 
of Sections I and II of this paper. 
We begin by recollecting some familiar properties of operators which generate 
contraction semigroups: [6] (Note: --A in this reference corresponds to our A). 
PROPOSITION 2. Let A be the infinitesimal generator of a contraction semigroup 
on the Bunach space X. Then 
(i) A is densely de$ned and closed, the interval (0, co) belongs to the 
resolvent set of A, and 
/I(h - A)-l I/ < h-l for all h > 0. (133) 
Defining the operator A,, for h > 0 by 
A, = hA(h - A)-l (134) 
we have 
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(ii) A, is a bounded operator with norm less than or equal to h, and A, 
generates a contraction semigroup. Also for v in the domain of A we have 
II 4~ II G II 4 II and FT AAp, = AT. + (135) 
(iii) As h -+ 00, the operator h(h - A)-l converges strongly to I. Further, 
we have 
s-p? eAAs = eAs --f (136) 
uniformly for s in any bounded subset of [0, co). 
(iv) If the number zero is in the resolvent set of A, then A, is nonsingular and 
A,l = A-l - l/X. (137) 
We now prove a series of lemmas that will be needed in the proof of the 
theorem to come. 
LEMMA 2. Let A be a step-function on [a, b] associated with the partition 
P = {sO , s1 ,...) s,>. Suppose that for each k, the value A, taken by A on the 
interval (sg- 1 , s,J is the (possibly unbounded) inJinitesima1 generator of a con- 
traction semigroup. For X > 0, let A,, be the step function obtained from A by 
replacing A, with the operator A,, deJned as in (134). Let EA(x) and EAA(x) be 
defined as in Definition 4 for x E [a, b]. Then 
uniformly for x E [a, b]. 
Proof. Uniform convergence for x E [s s, sr] is an obvious consequence of 
the definition of EA (Eq. (67)) and part (iii) of Proposition 2. For other intervals 
[sk-r , sk], the uniform convergence can be deduced from part (iii) of Proposi- 
tion 2 and some elementary facts about strong convergence of bounded families 
of operators. Putting together the results on the various subintervals, we 
establish uniform convergence on [a, b]. 
LEMMA 3. Suppose that A ~L,l(a, b; 95’(X)) and suppose that for almost 
every s in [a, 61, A(s) is the injinitesimal generator of a contraction semigroup. 
Then for x, y E [a, b] with y ,( x (but not necessarily for y > x) we have 
eAWds I! II < 1. (139) 
Remark. This lemma states a fact about integral equations which is more 
difficult to prove by ordinary methods. The lemma need not hold for y > x for 
$30/2813-5 
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the same reason that, if B generates a contraction semigroup, 11 eB@y) 1~ < 1 
need not hold for y > x. 
Proof of Lemma 3. For convenience of notation, we give the proof for 
y = a. (The general case follows immediately.) Let {A,} be a sequence of 
mean value approximants tending to A in the L,l sense on [a, b]. (Property 4, 
Section I.) Then EA,(x) converges strongly to nz eA(s)Bs, o 
It therefore suffices to show that for each n we have 
The definition of EA,(x) shows that to prove (141) it is enough to show that 
each of the finitely many values assumed by A,(x) is the infinitesimal generator 
of a contraction semigroup. We note that a value V, assumed by A, has the 
form 
v, =-&,“” A(s) ds 
k Q--l 
(142) 
Now [6] a densely defined operator B is the infinitesimal generator of a con- 
traction semigroup if and only if (a) B is closed, (b) the range of X, + B is 
all of X for some sequence of positive numbers {h,} tending to co, and (c) 
B is dissipative, which means that for any v in the domain of B and any 1 in 
the dual space X* satisfying 11 I jj = 11 v II and Z(v) = I] g, II2 we have 
Re(Vp)) < 0. (143) 
Now V, of (142) is bounded, so it is closed. And if h > I/ V, 11, then the range 
of h + V, is X, so condition (b) is satisfied. Finally, choosing IJJ and 1 as specified 
above, Eq. (142) immediately shows that V, is dissipative because A(s) is 
dissipative for almost every s E [a, b]. Thus V, is the infinitesimal generator 
of a contraction semigroup, and we are done. 
LEMMA 4. Suppose that A, B EL:(a, b; g(x)), and suppose that for almost 
every s E [a, b], A(s) is the infinitesimal generator of a contra.ction semigroup. 
Then for x, y E [a, b] with y < x we have 
(A(~)+Bw)~~ 11 < exp r /j B(s)11 ds. 
Proof. As in Lemma 3, we prove the result for y = a. We take a sequence 
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of mean value approximants {C,} tending to A + B in the L,l sense on [a, x]. 
As in Lemma 3, it suffices to show that for each n we have 
(145) 
Now a typical value W, of C, has the form 
Wk = Vk + 2, (146) 
where V, is defined in (142) and 
Also 
2, = & j-” B(s) ds. (147) 
k -v-x 
II e wkh I/ = /I eVdss+W, / < @llAs~ (148) 
where the last inequality is a standard consequence (via the Hille-Yosida 
theorem [6]) of the fact that V, is the infinitesimal generator of a contraction 
semigroup. By (147) we have 
(149) 
Now E, (x) is a product of operators of the type eWkdsh where (s,, , S, ,..., s,} 
is a par&ion of [a, x]. Thus the inequalities (148) and (149) immediately imply 
(144), and the lemma is proved. 
We are now in a position to prove 
THEOREM 12. Let A be a function dejned on [a, b] such that 
(i) For each s E [a, b], A(s) is the injinitesimal generator of a contraction 
semigroup. 
(ii) For each s E [a, b], the point 0 is in the resolvent set of A(s). 
(iii) A-l is L,1-dz@entiable on [a, b] with derivative B. 
(iv) The function C = AB belongs to L,l(a, 6; g(X)). 
Then the operators A(s) have a common domain D and there is a unique a(X)- 
valued function U(x, a) define on [a, b] such that U(a, a) = I and 
2 u(x, a)~ = A(x) u(x, u)~ (150) 
for every v E D. (The derivative in (150) is the ordinary derivative (in the norm 
topology) fbr an X-valued function. At a and b, one-sided derivatives are meant.) 
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Discussion. First, we remark that condition (ii) is merely a convenience. 
If it does not hold, then it can be achieved by replacing A(s) by A(s) - 1. 
If V(x, a) is the solution for A(s) - I, then c’(x, a) = e”V(x, a). Second, 
there are several versions of Theorem 12 in the literature. The original version 
is due to Kato [3a]. The hypotheses of this version are rather complicated 
and are difficult to compare with those above, but in fact they are considerably 
stronger. For example (after modification of Kato’s A to satisfy (ii) as just 
explained) Kato’s hypotheses imply that thefunction A-l is strongly dzflerentiable 
with strongly continuous derivative, and that the function C of condition (iv) 
is strongly continuous. There are two versions of the theorem due to Yosida. 
The hypotheses of the first version [lo] are directly comparable to ours. In 
fact, the hypotheses on A are precisely those underlined above. These hypotheses 
are simpler and weaker than Kato’s hypotheses, but the theorem is proved 
only under the additional assumption that X is reflexive. In Yosida’s second 
version [ 11, p. 4261 the assumption of reflexivity is dropped, but the hypotheses 
on A are rather complicated and are stronger than those italicized above. 
Kato [3b] eventually proved the result under the italicized hypotheses without 
assuming reflexivity. The hypotheses of Theorem 12 are weaker than the 
italicized hypotheses, and in Theorem 12 the space X is not assumed to be 
reflexive. 
Proof of Theorem 12. The idea of the proof is to write U(x, a) as the product 
integral of A(s) over [a, x]. Since we have not defined product integration 
for unbounded-operator-valued functions, we pass to the function A,(s) defined 
as in (134) and define U,,(x, a) as the product integral of A,+(S). Letting h - co 
we then show that UA(x, a) converges strongly to an operator U(x, a) satisfying 
(150). The proof is somewhat long, a property shared with proofs of previous 
versions. However, the arguments used are simple applications of facts from 
Section II. 
Step 1. All the operators A(s) have the same domain D and ]I A(x) A-i(y)11 
is uniformly bounded as x and y range through [a, b]: 
Let x, y E [a, b] and consider the function G(x, y) defined by 
G(x, y) = fi e-c(s)ds. 
Y 
(151) 
By Theorem 5 we have 
Ii G(x,r)ll < exp {:I::’ II C(s)11 ds < exp rb II C(s)ll ds 
a 
= ,I’c”l. (152) 
Also G is L,l-differentiable with respect to x. Let 
fJ(x, Y) = A-l(x) G(x, Y). (153) 
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Then H is L,l-differentiable with respect to x, and the product rule for 
differentiation shows that its derivative is zero. Thus 
f&y) = H(Y,Y) = WY). uw 
Hence 
A-‘(y) = A-l(x) G(x, y). (155) 
Since G(x, y) is nonsingular, (155) shows that the ranges of A-l(x) and A-l(y) 
are the same, hence the domains of A(x) and A(y) are the same. Also (155) 
shows that 
44 A-‘(Y) = %Y) (156) 
and the bound (152) shows that 11 A(x) A-l(y)11 is uniformly bounded for 
x, y E [u, b]. We henceforth denote by D the common domain of the operators 
A(+ 
Step 2. Construction and boundedness of UA(x, y) and WA(x, y): For 
h > 0, let AA(s) be defined by 
We have 
A,(s) = hA(s)(h - A(s))-I. (157) 
A,‘(s) = A-l(s) - l/h (158) 
so that by condition (iii) of the theorem, Ai1 is L,l-differentiable, with derivative 
B. Hence A;’ is norm-continuous on [a, b], and as the inverse of a norm- 
continuous function, A,, is also norm-continuous. We define 
C,(s) = A,(s) B(s) = h(h - A(s))-l C(s). (159) 
Note that by the first equality in (159) and Property 2, Section I, C, belongs 
to L,l(a, b; g(X)). By the second equality in (159) and the fact that 
11 h(h - A(s))-l /I < 1, we have 
II Cds)ll G II WI (160) 
From (160) and the fact that Aim,,, X(h - A(s))-l = I, it is easy to see 
via Lebesgue’s dominated convergence theorem that for q E X the integral 
ji /I CA(s)9 - C(s)g, /I ds approaches 0 as X - co. Further, (160) shows that 
the numbers II CA II1 are all bounded by 11 C j/i . Thus C, converges to C in 
the L,l sense as h + 00. We also note that, by an argument entirely analogous 
to our proof of (156) we have 
A,(x) &l(y) = fi e-CA(S)dS. 
?/ 
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Now let x, y E [a, b] with y < x. We define 
UA(X, y) = fi eAAtsjds. (162) 
Since AA(s) is for each s the infinitesimal generator of a contraction semigroup, 
Lemma 3 implies that 
II U*(%Y)ll < 1 (Y < 4 (163) 
We also define for y < x 
WA@, Y> = 44 UA(X7 Y) A?(Y). (164) 
Now apply Theorem 9 of Section 2 with A replaced by A, and T replaced 
by A;l (hence T’ is replaced by B). Then Eq. (114) of Theorem 9 yields 
wA(x, y) = fi eL4AL4A~sm(s))czs 
Y 
(165) 
L4~(s)-cA(s))ds =Qe . 
Lemma 4 and the inequality (160) now yield 
Step 3. Strong convergence of Un(x, a) as h + co: 
Since A,(s) is norm-continuous, its product integral can be evaluated as a 
limit of ordinary “Riemann products” (Corollary 2 of Theorem 1, Eq. (78)). 
In other words: let (Pn} be a sequence of partitions of [u, b] with mesh tending 
to zero. Let {A,,} be the corresponding sequence of point-value approximants 
to A, . (Ahn takes the value AA on a typical interval (skP1 , sk] of the partition 
P, .) Then as rz + 00, EAAa( x converges strongly to UA(x, a), uniformly on ) 
[a, b]. Now for each fixed n, Lemma 2 implies that E,,,(x) also has a strong 
limit as A --+ CO, uniformly on [a, b]. If we can show that for each y E X the 
quantity I/ E,,“(x)p, - UJx, a)~ 11 approaches zero as n --+ co, at Q rate itie- 
pendent of h and x, then it will follow that UJx, a) has a strong limit as h + 00, 
uniformly on [u, b]. 
Let us write for x, y E [a, b] 
UAn(x, y) = fi eAAncSjds. 
Y 
(167) 
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Then (Theorem 1, Corollary 1) 
Also for y < x we have by Lemma 3 
From the last two equations we see that 11 ~AAn(x)II < 1, and we have the same 
estimate for UA(x, a) (Eq. (158)). Thus if we can show that as n + co, 
(( EAAn(x)(p - U,(x, a)p, 1) approaches zero (uniformly in x and A) for each 9) 
in a dense subset of X, the same will follow for all v E X. As our dense subset 
we choose the common domain D of the operators A(s). By Duhamel’s formula 
(Theorem 6) we have 
UA(X, 4 - E.4*,(4 = UA(% 4 - UAn(% 4 
(170) 
= 
r ’ UA& W,(4 - 4,(s)) uds, 4 ds. ‘0. 
We apply this equation to v E D and use the definition of W,, (Eq. (164)) to find 
= s z U&G W,(s) - AA&)) A,‘(s) WA@, 444~ ds. (171) a 
Using the estimates (166) and (169) on W, and U, , we have immediately 
II U&9 4cp - &4,,(4P, II 
< Pii1 II 4(4p, II j-” II(4(4 - A,&)) K1(s)ll ds. 
a (172) 
In the product on the right-hand side of (172), the first factor is independent 
of x and A, and the second is bounded by 11 A(u)p, 11. To analyze the third factor, 
let P = {so, s, ,..., sr} be the partition associated with A,, . Then 
s ob II(M) - A,&)) A?(s)ll d  
(173) 
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Now by (161), Theorem 5 and (160), we have for s E [sLP1 , sir] 
/I I - A,(&) A,l(s)l~ z /I I - fj eCACUJdU /: 
< exp ( .rl* I/ C,(u)li du) - 1 < (exp fS’ I/ C(u)11 du) - 1 
s 
< exp ( IS’ I/ C(u)ll du) - 1 < KJSk II CW du (174) 
Sk-1 Sk-1 
Where K is a constant. (Explicitly, K = ell’Jll will do.) By the absolute con- 
tinuity of upper integrals, given E > 0 there is a 6 > 0 such that jf 1) C(u)11 du < E 
for d - c < 6. Hence if the mesh of P, is less than 6, we find from the last 
two equations that 
s ab II(M) - 4,(s)) A,‘(4 ds 
< i s” KE ds = &(b - u). 
R=l Sk-1 
(175) 
Thus 11 U,(X, a)~ - EAA,(x)p, 11 is as small as desired for large enough n, 
uniformly for h E (0, co) and x E [a, b]. Hence in view of our earlier discussion 
Uh(x, a) converges strongly as h + co, uniformly for x E [a, b]. We denote its 
strong limit by U(X, a). 
Now if y E [a, b], then applying the results just proved to the interval [y, b] 
we see that the strong limit 
exists uniformly for x E [y, b]. Clearly 
U(x, x) = I. (177) 
Also, since /I U,,(x, y)jl < 1 for y < x we have 
II W,Y)II < 1. (178) 
If x, y, x E [a, b] with z < y < X, then the property 
U(x, Y) WY, 4 = U(x, 4 (179) 
follows immediately from the corresponding property of UA(x, y) by taking 
strong limits. Finally, we note continuity properties of U(x, y): the function 
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UA(x, y) is norm-continuous in x on [y, b] and converges strongly to U(i(x, y), 
uniformly on [y, b]. Th us U(x, y) is strongly continuous in x on [y, b]. To 
see that U(x, y) is strongly continuous in y on [a, x], note that because 
I] U(x, y)l] < 1, it suffices to prove continuity of U(x, y)p, for 9) E D. Now if 
q~ E D and x > yz > yr , we have (using (179)) 
II VT Y&P - U(%Y&P II 
= !I U(% YdU(Y2 Y Yl) - o?J II 
< Il(U(y, > Yl) - 09, II = p% Il(UA(Y2 9 Yl> - OP II. 
(180) 
By virtue of its definition (162), U,(y, , yr) satisfies the integral equation 
corresponding to (89), so 
where the last inequality holds because /I U,(y, , s)lj < 1. Now since ‘p E D 
we can write ‘p = A-l(a)+ with $ E X. Then 
II A,(+P II d II 4)~ II = II 4) A-W+ II < II 4s) H4ll II # II (182) 
and by Step 1 the right-hand side of (182) is bounded by some constant M. 
Thus 
Il(UA(Y, > Yd - 4P, II G M(Y2 - rd. (183) 
Combining (180) with (183), we see that U(x, y) is strongly continuous in y 
on [a, x]. (Actually, U(x, y) is jointly continuous on the set (x, y E [a, b] I y < x}, 
but we will not need this result.) 
Step 4. If y E D, then U(x, a)p) satisfies the differential equation (150): 
To establish the differential equation, we begin as usual by establishing 
the corresponding integral equation. We will first need to know that WA(x, a) 
has a limit as h -+ co. Now Duhamel’s formula applied to WA(x, u) and UA(x, a) 
yields (using (162) and (165)) 
wn(x, a) = u&, a> + j-’ u&, 46-CM WA(S, 4 ds. 
a 
(184) 
This equation can be iterated to express kVA(x, a) as an infinite series of integrals 
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involving U, and C,, . The discussion is so similar to the discussion of Property 6, 
Section I, that we do not give it in full. We merely remark that the difference 
between Wn(x, a) and the first n terms of the series is given by an n-fold integral 
involving U,, , C, and WA , and can easily be estimated explicitly using the 
bounds (163) and (166) on U, and WA . The results of the analysis are as follows: 
let 
and for n > 1 let 
upyx, u) = u&t, u) (185) 
uf$, a) = 1” uA(x, +-A(s)) U?-‘)(S, 4 ds. 
“a 
Then Ui”‘(x, u) is norm-continuous. Also 
uw 
where 
MA(x) = r’ 11 C,(s)l; ds. 
0 
uw 
WA(x, a) is then given by the formula 
w&t, a) = f UfyX, a). (189) 
fl=O 
We remark that by (160) we have 
JG4 < I;” II C(s)li ds < II C 111 . (190) 
This estimate together with the bound (187) shows that the series for WA(x, a) 
converges in the norm topology, uniformly for h E (0, co) and x E [a, b]. Thus 
if it can be shown that each term converges strongly as h -+ cc, uniformly 
for x E [a, b] (“the desired convergence property”), then it will follow that 
Wn(x, u) does the same. We already know that U~O’(x, u) has the desired 
convergence property. Assuming for induction that Up)(x, a) has the desired 
convergence property, denote its strong limit by tP(x, a). Then as a uniform 
strong limit of norm-continuous functions, lP)(x, a) is strongly continuous. 
Thus by Property 2, Section I, the function s H U(x, s) C(s) tP)(s, a) belongs 
to L,l(u, x; g(X)). Now let v E X and consider the quantity d,(x, a) defined by 
A&, u) = // Up) G-5 a)p) - JaZ U(& 4(--c(s)) u(%, 49) ds 11. (191) 
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Using the definition of Vp+r’( , ) x a an an obvious estimate, we have d 
4% 4 < I2 II U&9 4 CA(S) U!% + - UC% 4 C(s) U%, 49) II ds (I 
< s az II(Un(x, 4 - u(x, 4) C(s) u(“)(s, 49~ IIds 
+ lax II U&, 4(GW - C(4) U(T> 4~ II ds 
+ j-a= II UA(X, 4 ‘W)(U!%, 4 - U(‘% a))p, II ds 
= A,(-% 4 + 4,(x, a) + 4,(x, a). (192) 
We discuss separately the convergence of the three terms on the right-hand 
side of (192). 
Convergence of d,,(x, a). For each fixed S, we know that Un(x, s) converges 
uniformly to U(z, S) for z E [s, b]. Hence defining 
we have that JA(s) --f 0 as h + co. Now because the norm on the right-hand 
side of (194) is a continuous function of z, we need take the supremum only 
over rational values of z. Denoting by xz the characteristic function of the 
interval [a, .z] we thus have 
JAN = s;PO, x&) IWAG5 4 - UC% 9) C(s) U(% 4v II* (194) 
zratioh 
As the supremum of a countable family of measurable functions, jA is itself 
measurable. Also Jh(s) is bounded for s E [u, b] by the fixed integrable function 
2 II C(s) Vn)(s, a)p) 11. Further, JA(s) clearly d ominates the integrand of d,,(x, u). 
Thus 
where convergence to zero of the last integral follows from Lebesgue’s dominated 
convergence theorem. By (195), convergence to zero of d,,(x, a) is uniform in x. 
Convergence of d&x, a). The integrand of d&x, a) is dominated by 
II - C(s)) UV, 4~ II. Thus 
4,(x, 4 G s,” II(W) - C(s)) U(“)h 4v Il. (196) 
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Now LroZ)(s, a)~ is continuous and C, --tL1s C as h --) co, so by Property 3, 
Section 1, the integral on the right-hand side of (196) approaches zero as h + “c, 
proving uniform convergence of d,,(x, u) to zero. 
Convergence of L&,(X, u). The integrand of d,,(x, a) is dominated by 
I/ C(s)11 ll(U?‘(s, 4 - UYs, 4~ Il. R e ~1 acing x by b to bound the integral 
defining L&,(X, u) we thus obtain 
proving uniform convergence of L&,(X, a) to zero. This completes the proof 
that WA(x, a) converges strongly as h + co, uniformly on [a, b]. We write 
W(x, u) = sali WJX, u). (198) 
Note that as the uniform strong limit of the norm-continuous functions Wn(x, a), 
the function W(x, a) is strongly continuous. 
We now use the integral equation corresponding to (88) for U&c, a) to obtain 
(199) 
= I + j-z Wh(s, a) A,(u) ds. 
a 
Applying this equation to an element F E D and using the facts that A,(a)g, 
converges strongly to A(u)g, and wA(s, a) is uniformly strongly convergent to 
W(s, a), we find 
Since W(s, a) is strongly continuous, Eq. (200) implies that 
g lx, alp, = W(x, 4 A(+ (201) 
On the other hand, using (158) and various facts on convergence already 
established, we have 
qx) W(x, u) A(u)p, = S-p+li A,+) w&x, u) An(u 
(202) 
= SAli u&z, u)g, = U(x, u)p. 
ON STRONG PRODUCT INTEGRATION 353 
This equation shows that for v E D we have U(x, a)? E D and 
wx, 4 4+ = 44 qx, +P 
Comparing (203) and (201), we see that U(x, a)~ satisfies Eq. (150). 
(203) 
Step 5. Uniqueness. Our previous proofs of uniqueness of solutions of 
equations of the type we are studying have been based on invertibility of the 
operator U(i’(x, a) in question. In the present case, U(x, a) need not be invertible, 
so such proofs cannot be used. However, very general arguments given, for 
instance in the book of Yosida [12, p. 4261, show that the solution of (150) 
must be unique. Since these arguments do not illustrate product integral 
methods, we shall not give them. This completes the proof of Theorem 12. 
The applications of theorems of the above type are well-known [6, p. 289 ff.]. 
We close with two simple corollaries giving sufficient conditions for solvability 
in terms of concepts more familiar than L,i-differentiability 
COROLLARY 1 (Kato): In addition to conditions (i) and (ii) of Theorem 12, 
suppose that A-l is strongly dz$Ierentiuble with derivative B. Also suppose that B 
and C = AB are strongly continuous. Then the conclusion of Theorem 12 holds. 
Proof. By the remarks after Definition 7, we know that a strongly dif- 
ferentiable function with strongly continuous derivative is L,i-differentiable. 
Further, any strongly continuous function is in L,l(u, b; 8(X)). Thus the 
hypotheses of Corollary 1 imply the hypotheses of Theorem 12 in an obvious 
way, and the corollary is proved. 
It is sometimes easier to verify conditions on A itself than on A-l. The 
reader can verify without difficulty that the following conditions are equivalent 
to the hypotheses of Corollary 1: Conditions (i) and (ii) of Theorem 12, together 
with (iii’) the operators A(s) all have a common domain D; and (iv’) the 
function A is strongly Cl on the domain D. 
COROLLARY 2. In addition to conditions (i) and (ii) of Theorem 12, suppose 
that X is separable, A-l is weakly dz@rentiable with derivative B, and the functions 
B and C = AB are weakly continuous. Then the conclusion of Theorem 12 holds. 
Proof. By Property 1, Section 1, the hypotheses of the corollary imply 
that B and C belong to L,l(u, b; 3?(X)). A-l is certainly the weak indefinite 
integral of B. Since B ~L~l(a, b; g(X)), the strong integral of B exists 
(Definition 4) and must agree with the weak integral. Thus A-l is the strong 
indefinite integral of B, and thus A-l is L,l-differentiable. Thus the hypotheses 
of Theorem 12 are satisfied, and the corollary is proved. 
Again, Corollary 2 can be reformulated in terms of conditions on the 
differentiability of A. It is only necessary to replace “strongly” by “weakly” 
in condition (iv’) above. 
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