for the visual speech information to influence the perception of the acoustic speech information. There also doesn't seem to be a reaction time cost in terms of processing the illusory McGurk percept as compared to the actual speech token in a speeded classification task (Soto-Faraco et al 2004) . The actual speech token or McGurk percept can equally provide a benefit or interfere with a concurrent syllable categorisation task (using a syllabic interference paradigm). This benefit or interference depends on the perceived syllable and not the actual auditory syllable, suggesting that the integration takes place even if it is costly to the task.
Several studies have examined the integration of auditory and visual speech information using event-related potential (ERP) electroencephalography (EEG) (Colin et al 2002 (Colin et al , 2004 Saint-Amour et al 2007; Kislyuk et al 2008) and event-related magnetoencephalography (MEG) (Sams et al 1991) . These EEG and MEG studies used the well-known electrophysiological component, mismatch negativity (MMN), or its magnetic counterpart (MMNm). The MMN is elicited by a discriminable change in a repetitive aspect of an auditory stimulus (Na« a« ta« nen 1999), can be elicited in the seeming absence of attention (Na« a« ta« nen 1991 (Na« a« ta« nen , 2000 , and has even been elicited in some comatose patients, although the amplitude may be attenuated (Na« a« ta« nen 2000). These EEG and MEG studies show that the illusory acoustic percept produced by the McGurk effect produces the same early response as the actual acoustic token. The MMN has been shown to occur in the absence of attention, and similar MMNs were elicited by the McGurk effect as the actual acoustic token, suggesting that this integration can occur in the absence of attention. Other ERP studies using the N1^P2 complex, another electrophysiological component, have generally reached similar conclusions and argue against many attentional explanations for the modulations of the N1^P2 complex in audiovisual speech perception (van Wassenhove et al 2005; Besle et al 2007 ; although see Pilling 2009 for discussion).
On the other hand, cognition can influence the perception of audiovisual speech. While auditory and visual speech information can still be integrated when the information streams come from talkers of different genders (Green et al 1991; Walker et al 1995) , the susceptibility to this effect decreases with talker familiarity (Walker et al 1995) . Additionally, mismatching talker genders can influence temporal order judgments, making it easier to judge which modality has been presented first when talkers are mismatched (Vatakis and Spence 2007; Vatakis et al 2008) . People are able to match the identity of faces and voices across modalities better than chance (Kamachi et al 2003) , and this combined with a general knowledge of speech and gender can influence how audiovisual speech is integrated.
Whether or not ambiguous stimuli are perceived to be talking faces or voices can influence the strength of the McGurk effect. For example, Munhall et al (2009) have shown that the perception of the McGurk effect is related to the perception of the bistable stimulus. They used a dynamic version of Rubin's vase^face illusion where the vase turns and the faces`speak' a visual vowel^consonant^vowel syllable which is different from the acoustic vowel^consonant^vowel syllable. With the stimuli held constant, significantly more McGurk responses were reported when the faces were the figure percept than when the vase was the figure percept. Perceptually ambiguous replicas of natural speech (sine-wave speech, see Remez et al 1981) have also been shown to be influenced by visual speech information (Tuomainen et al 2005) . This study showed that visual speech information can influence the perception of sine-wave speech (producing a McGurk effect) when participants perceived the audio as speech, but are only negligibly influenced by the visual information when it was not perceived as speech.
Lastly, attentional manipulations have been shown to influence the McGurk effect. This has been shown for concurrent visual, auditory (Alsius et al 2005) , and tactile tasks which addressed the effect of perceptual load on the mechanisms for audiovisual integration. Additionally, directing visual spatial attention to one of two simultaneously presented talkers (Andersen et al 2009) , or directing visual attention to either a face or a concurrently presented leaf (Tiippana et al 2004) has also been shown to reduce the influence of the visual information on the reported percept. However, while the perceptual load and directed attention tasks in these studies have shown a modulation of the McGurk effect, these manipulations have not been able to completely break the integration.
To what extent is it possible to break the McGurk effect by selectively attending to the auditory and visual information? Research with non-speech stimuli has shown that selective attention to either the auditory or visual modality can attenuate multisensory integration (Mozolic et al 2008) . The present research examines the extent to which selective attention to each modality in audiovisual speech can affect the degree of audiovisual integration. Preliminary research on selective attention with speech stimuli has been done looking at the integration of videos of a talker paired with synthetic speech (Massaro 1987, pages 66^74) . Six participants ran in four conditions. Participants were instructed to pay attention to either the audio or the video (and produce one response), to both the audio and the video together (and produce one response), or to both the audio and the video separately (produce two responses, one for the audio and one for the video). This work suggests that it may be easier to pay attention to the visual speech information than the auditory speech information. The current paper seeks to extend the findings by making direct comparisons between the attention conditions and examining whether the effect of attentional instructions can be influenced by weakening the influence of the visual information. Gaze behaviour will be monitored in order to make sure that participants are actually looking at the video, and to examine whether attentional instructions influence gaze behaviour.
In the current paper, selective attention was manipulated by instructing participants to pay attention to either the auditory or the visual speech. An initial baseline condition was run prior to the selective attention conditions, where participants were naive to the McGurk effect, and were told to watch the talker, and report what consonant sound they heard the talker say. Control auditory and visual only conditions were also run to establish unimodal baselines for comparison. In the selective-attention conditions (attend-audio and attend-video conditions) participants were instructed to determine the consonant presented in the selected modality, and ignore the information coming from the competing modality. Although previous research (Liberman 1982) suggests that knowledge of the McGurk effect does not seem to affect how participants observe the McGurk effect, participants were informed about the McGurk effect just prior to the selective-attention conditions. Participants were also informed about the stimulus properties that were manipulated in the experiment in order to give participants the best chance of reducing the influence of the competing speech information. Participants' gaze was monitored with an eye-tracker in order to ensure that participants were watching the screen in all conditions with visual information. Monitoring gaze also provided evidence that in the attend-audio condition participants were adopting an attentional strategy and not simply diverting their gaze away from the screen.
This research further examines the extent to which the instructions to selectively pay attention to either the auditory or the visual information are affected by manipulating the stimulus to produce a weaker McGurk effect. Two stimulus properties that are known to affect the audiovisual integration seen in the McGurk effect are the amount of temporal offset between the auditory and visual stimuli (Munhall et al 1996; Jones and Jarick 2006; van Wassenhove et al 2007) , and the amount of visual information present in the video at different spatial frequencies (Thomas and Jordan 2002; Buchan et al 2005) . It has been shown that audiovisual integration occurs not just for synchronous speech stimuli, but occurs over a range of asynchronies. This`synchrony window' varies depending on task and stimuli; though it tends to be asymmetric with a greater tolerance for visual stimuli leading the auditory stimuli than vice-versa (Dixon and Spitz 1980; Munhall et al 1996; Conrey and Pisoni 2006) , and the integration of auditory and visual information tends to fall off as the amount of asynchrony is increased. Three offsets were chosen for experiment 1. The audio and video were either synchronous (0 ms), or the video led the audio by 175 or 350 ms.
Visual spatial-frequency information present in the stimuli can also affect the observed McGurk effect (Munhall et al 2004) . Around 16 cycles per face (cpf ) seems to contain a considerable amount of spatial-frequency information for the integration of auditory and visual speech. High spatial-frequency information can be removed above a particular cutoff, effectively blurring the image. Although quite blurry, a 16 cpf cutoff still provides enough information to produce approximately the same number of trials showing the McGurk effect as an unfiltered image. High-pass cutoffs below 16 cpf (ie 8 cpf and 4 cpf ) remove enough visual information to noticeably reduce the number of trials showing the McGurk effect (Buchan et al 2005) . For experiment 2, two spatial-frequency cutoffs were selected; a cutoff of 16.1 cpf which should provide approximately as much visual speech information for integration as an unfiltered video, and a cutoff of 4.3 cpf which will provide noticeably less visual speech information for integration.
Additionally, this research examines whether different task instructions alter gaze behaviour used to gather the visual speech information. While stimulus properties affect gaze behaviour (Parkhurst et al 2002; Parkhurst and Neibur 2003) , the locations selected for visual processing are also known to be knowledge driven (Findlay and Gilchrist 2003; Henderson 2003) . The spatial distribution of gaze on an image can be modified depending on the task asked of a subject (Yarbus 1967; Henderson et al 1999) . Task has also been shown to modify gaze behaviour with dynamic speech stimuli in a silent speech reading task (Lansing and McConkie 1999) , and in an audiovisual speech task using sentences (Buchan et al 2007) . In the latter two papers the tasks were either to make speech perception judgments, or to judge intonation (Lansing and McConkie 1999) or to judge emotion (Buchan et al 2007) . The current study examines whether instructing participants to pay attention to the auditory and visual information will influence gaze behaviour. It was noticed in pilot work done without an eye-tracker that there was a reported tendency to look more towards the lower part of the face when specifically trying to pay attention to the visual information. Gaze behaviour will be examined by looking at whether task instructions alter the amount of time spent looking at the lower half of the screen as measured by the number of eye-tracker samples falling on the lower half of the screen. The lower half of the screen corresponds roughly to the lower half of the talker's face (see figure 1) . Eye-tracking data are compared between the three audiovisual instruction conditions as well as the video-only control conditions. Because the stimuli are identical across tasks, image properties known to influence fixations, such as colour and spatial frequency (Parkhurst et al 2002; Parkhurst and Neibur 2003) cannot account for differences found between the different task instructions.
Methods

Subjects
All subjects were native English speakers and reported having normal or corrected-tonormal vision, and no speech or hearing difficulties. The experiments were undertaken with written consent from each subject. All procedures were approved by Queen's University's General Research Ethics Board, and comply with the Canadian Tri-Council Policy Statement on ethical contact for research involving humans, and are in accordance with the World Medical Association Helsinki Declaration.
There were thirty-three participants (eighteen females) with a mean age of 18.6 years (range 17^23 years) in experiment 1. Experiment 2 had thirty-six participants (twentyseven females) with a mean age of 20.5 years (range 19^26 years).
Stimuli
For both experiments, a male volunteer was used as the talker, and was filmed in colour saying the vowel^consonant^vowel nonsense syllables /aba/, /ava/, /ibi/, and /ivi/. The video was edited into clips in Final Cut Pro. For congruent stimuli the auditory and visual tokens were the same. The incongruent stimuli were created to elicit the McGurk effect. These stimuli were created by dubbing a different auditory consonant, but the same auditory vowel as the one articulated in the video, onto the video using custom MATLAB software. An auditory /aba/ was paired with a visual /ava/, an auditory /ava/ was paired with a visual /aba/, an auditory /ibi/ was paired with a visual /ivi/, and an auditory /ivi/ was paired with a visual /ibi/. To maintain the timing with the original soundtrack, the approximate acoustic releases of the consonants in the dubbed syllables were aligned to the acoustic releases of the consonants in the original acoustic syllable. Additionally, there were an equal number of congruent and incongruent trials, and in each of these /b/ and /v/ were equally likely to occur as the auditory token, and the visual token, in the congruent and incongruent trials.
Temporal offsets (experiment 1).
In experiment 1, the strength of the McGurk effect was manipulated by varying the temporal offsets of the auditory and visual streams. Video-leading asynchronies were chosen since they tend to be more naturalistic, and show a greater asynchrony tolerance than auditory-leading speech. The influence of the visual information tends to be strongest when the video leads the audio by 0 ms to 100^150 ms, and generally tends to fall-off fairly steeply after that. However, the influence of the video on the auditory token in a McGurk task has been shown in several studies to extend out to rather large video-leading offsets. For example, Jones and Jarick (2006) showed at a 360 ms offset still produced 45% non-auditory token responses, Munhall et al (1996) showed at a 360 ms offset about 30%^40% non-auditory token responses. Grant et al (2004) and van Wassenhove et al (2007) also showed that while the auditory percept starts to be reported more often than the visually influenced percept (in these cases fusion responses) as the visual-leading offset is increased to somewhere between 200 ms and 350 ms, there is still a noticeable influence of the visual token on response between 333 ms and 467 ms, with about 30%^40% of the responses corresponding to non-auditory token responses.
The offsets were created using custom MATLAB software. To create the 175 ms and 350 ms offsets, the onset of the syllable was offset so that the audio trailed the video by either 175 ms or 350 ms. The beginning of the audio track was zero padded, and the end was cut to make the audio and video of equal duration.
Spatial-frequency filtering (experiment 2).
In experiment 2 in order to reduce the influence of the visual information on the perception of the acoustic syllable, visual information was removed by using spatial-frequency filtering (Gaussian). Two spatialfrequency cutoffs were chosen to provide a condition that would perform similar to an unfiltered video, and one condition in which the visual information would have considerably less influence. Based on previous research using both McGurk tasks (Thomas and Jordan 2002; Buchan et al 2005) and speech-in-noise tasks (Munhall et al 2004) , the 16.1 cpf condition should perform similarly to unfiltered video, whereas 4.3 cpf condition will contain considerably less visual speech information (also see figures 2a and 2b).
Experimental task
The experiments were both carried out as a within-subjects design. Both experiments had three audiovisual conditions: a baseline condition, an attend-audio condition, and an attend-video condition, with the same audiovisual speech used in all three conditions. In addition, audio-only and visual-only control conditions were included to determine how well participants could discriminate between the two consonant tokens in each modality. In both experiments, each participant was first run in the baseline condition, where they were instructed to watch the talker for the entire trial, and respond on the keyboard which consonant sound they heard. Keypress responses were used for all conditions. For the baseline condition, the participants were told that the video might look a bit odd, since in the 350 ms the misalignment of the audio and video is noticeable. Then, in each experiment, a visual-only and an audio-only control condition was run where participants had to report which consonant sound they saw or heard, respectively. The stimuli for the visual-only and audio-only control conditions were identical to the baseline condition, except that they were presented unimodally. The visual-only and audio-only stimuli were presented in separate blocks, since eyetracking data were not gathered from the audio-only condition. Participants were then informed about the McGurk effect, and the stimuli used in this experiment. They were told that there was an equal likelihood that they would be presented with matched or mismatched auditory and visual consonants. They were also told that both /b/ and /v/ were equally likely to appear as an audio token, and equally likely to appear as a video token. They were then asked to determine either which consonant they heard in the attend-audio condition or which consonant sound they saw in the attend-video condition, and to try and ignore information coming from the other modality. Participants were randomly presented with the attend-audio and attend-video conditions, with a cartoon of an ear briefly presented on the screen to cue the participant to attend to the audio, and a cartoon of an eye briefly presented on the screen to cue the participant to attend to the video. In experiment 1, the experiment was broken up into two 1 h sessions. The baseline condition and audio-only and video-only control conditions were run in the first session. The attend-audio and attend-video conditions, as well as a second audio-only and videoonly condition were run in the second session. In experiment 2, the experiment was all run in a single 1 h session, with the baseline condition followed by the video-only and audio-only conditions, and finished off with the attend-audio and attend-video conditions.
Experimental equipment
Both experiments took place in a single walled sound booth. Subjects were seated approximately 57 cm away from a 22 in flat CRT computer monitor (ViewSonic P220f ). Subjects' heads were stabilised with a chin-rest. The audio signal was played from speakers (Paradigm Reference Studio/20) positioned on either side of the monitor. Experiment Builder (SR Research, Osgoode, Canada) was used to present the stimuli and record keypresses.
To ensure that participants were watching the screen, eye position was monitored with an Eyelink II eye-tracking system (SR Research, Osgoode, Canada). See eye-tracking analysis (section 2.6) for further details.
Speech task analysis
While the strength of the McGurk effect is often measured by the proportion of responses that do not correspond to the auditory token, because there are only two possibilities, the strength of the McGurk effect can be inferred by the proportion of auditory responses. On each trial, participants had to make a choice as to whether they heard the consonant`b' or`v'. In order to directly compare the results from each condition, the proportion of trials that correspond to the auditory token was taken as a measure. Because there are only two choices, in the visual-only condition, the proportion of correct responses to the visual token is equal to one minus the proportion corresponding to the auditory token. Congruent and incongruent trials were analysed separately. For experiment 1, participant responses to the speech task were analysed using a 363 (task conditions6temporal offsets) repeated-measures ANOVA. For experiment 2, participant responses to the speech task were analysed using a 362 (task conditions 6spatial-frequency) repeated-measures ANOVA. In instances where there was a violation of sphericity, a Greenhouse^Geisser correction was used. Pairwise comparisons were done with paired samples t-tests with Bonferroni corrections used for multiple comparisons.
A signal detection analysis was also run on the data to look at changes in discriminability of the auditory token. Results of the behavioural tests were used to calculate d H , see table 1 for a classification of the responses, which is based on the classification of responses in Kislyuk et al (2008) . When the proportion of trials corresponding to the Kislyuk et al (2008) . Note that the vowels of the auditory token were always matched with the vowels of the visual token. Only the consonants were mismatched. Kislyuk et al (2008) repeated-measures ANOVAs were used to analyse the d H values. In experiment 1, a 363 (task conditions 6temporal offsets) repeated-measures ANOVA was used, and in experiment 2, a 362 (task conditions6spatial-frequency) repeated-measures ANOVA was used. In instances where there was a violation of sphericity, a Greenhouse^Geisser correction was used. Pairwise comparisons were done with paired t-tests with Bonferroni corrections used for multiple comparisons.
Eye-tracking analysis
Eye-tracking data were analysed for all conditions that showed a video of the talker (ie baseline, attend-audio, attend-video, and video-only control conditions). Eye position was monitored with an Eyelink II eye-tracking system (SR Research, Osgoode, Canada) using dark pupil tracking with a sampling rate of 500 Hz. Each sample contains an x and y coordinate which corresponds to the location of gaze on the screen. A nine-point calibration and validation procedure was used. The maximum average error was 1.0 deg, and maximum error on a single point was 1.2 deg with the exception of the central point which was always less than 1.0 deg. A drift correction was performed before each trial.
Every sample recorded from the onset to the offset of the video was analysed to determine whether it fell on the screen. Custom software was used to determine the average proportion of samples falling on the screen from the total number of samples recorded during the duration of the video. The proportions of samples falling on the screen were quite high (at least 0.96) in each condition. Only samples that fell on the screen were used to calculate the total proportion of samples falling on the lower half of the screen. Research by Pare¨et al (2003) suggests that as long as participants were looking at the screen they would be significantly influenced by the visual information of the talker's face. Any sample falling on the screen, and falling below half of the vertical axis of the screen was deemed to be on the lower half of the screen. The lower half of the screen corresponds roughly to the lower half of the talker's face (see figure 1) . There was very little motion of the talker's head. Two of the videos, /aba/ and /ava/, had been used in a previous experiment where the positions of the nose had been coded for another analysis. The videos for /ibi/ and /ivi/ show similar head movement but had not been coded. Using the data from /aba/ and /ava/ it was determined that the maximum head movement of the talker during the videos in the current experimental setup was 0.3 deg.
The proportion of samples falling on the lower half of the screen for the baseline, attend-audio, attend-video, and video-only tasks were analysed using a one-way repeated-measures ANOVA. Because behavioural performance was not statistically significantly different between the two video-only control condition sessions, the eye-tracking data for the video-only condition were averaged across both sessions. In instances where there was a violation of sphericity, a Greenhouse^Geisser correction was used. Pairwise comparisons were done with paired samples t-tests with Bonferroni corrections used for multiple comparisons.
Task instructions, rather than the offset between the video and the audio stimuli, or the spatial-frequency filtering of the video, appeared to be the major factor in determining the proportion of samples falling on the lower half of the face (see table 2). To examine this question in experiment 1, a further 363 (baseline, attend-video, and attend-audio task conditions6temporal offsets) repeated-measures ANOVA was also run.
A paired samples t-test was also run between the video-only and attend-video at 0 ms conditions. For experiment 2, a further 462 (attention conditions and video-only conditions6spatial-frequency) repeated-measures ANOVA was also run. Where there was a violation of sphericity assumption in the ANOVAs, a Greenhouse^Geisser correction was used. Pairwise comparisons were done with paired samples t-tests with Bonferroni corrections used for multiple comparisons.
3 Results 3.1 Behavioural data 3.1.1 Experiment 1. Participants were very good at discriminating between the consonant sounds in the congruent trials (see figure 3a) . For the congruent trials, there were minor effects of offset and task instructions on the proportion of responses corresponding to the auditory token. The effects of task instructions (F 1X46 46X79 4X54, p 0X025) and offset (F 2 64 5X64, p 0X006) were statistically significant. Performance in both the audioonly and video-only control conditions were not significantly different between sessions ( p 4 0X05), so only the means of the two sessions were used in any further analyses.
In the incongruent trials, the different task instructions affected the proportion of responses corresponding to the auditory token (F 1X51 48X18 21X17, p 5 0X001), suggesting differences in the influence of the visual information on the auditory percept (see figure 3b ). Across the three temporal offsets in the incongruent trials, pairwise comparisons showed significantly more responses corresponding to the auditory token in the attend-audio condition (t 32 À2X88, p 0X021) than the baseline condition, and more auditory token responses in the baseline than the attend-video condition (t 32 5X08, p 5 0X001). The amount of temporal offset in the incongruent trials between the audio and video also significantly affected the proportion of auditory token responses (F 2 64 115X66, p 5 0X001), in line with other research examining the integration of auditory and visual speech information (Conrey and Pisoni 2006) . As can be seen in figure 3b , the overall interaction between task instructions and offset was also significant (F 4 1 20X88, p 5 0X001). Task instructions altered the number of responses corresponding to the auditory token, showing that selective attention to either modality has an effect on the amount of audiovisual integration shown. However, the effect of task instructions was quite modest at 0 ms. In the incongruent condition, the difference between the three task instruction conditions at the 0 ms offset was not significant ( p 4 0X05). The attendvideo condition did diverge from the baseline as offset is increased. However, the difference between the attend-audio and the baseline remains small and fairly constant across the three offsets in the incongruent condition (see figure 3b) . In both the attendaudio and attend-video conditions there seemed to be some interference from the speech information in the to be ignored modality, since performance didn't reach the same levels as the audio-only and video-only control conditions. Participants were slightly better at determining the visual token in the visual-only control condition than in the attend-video condition. Paired samples t-tests using a Bonferroni correction showed a significant difference between the video-only control condition and the attend-video condition at the 0 ms (t 32 20X13, p 5 0X001), 175 ms (t 32 13X23, p 5 0X001), and 350 ms (t 32 9X25, p 5 0X001) offsets. As is quite apparent from a comparison between figures 3b and 3c, participants had a great deal of difficulty determining the auditory token in the attend-audio condition as compared with the audio-only control condition. Paired samples tests also showed a significant difference between the audio-only control condition and the attend-audio conditions at the 0 ms (t 32 À3X42, p 0X012), 175 ms (t 32 À4X73, p 5 0X001), and 350 ms (t 32 À5X45, p 5 0X001) offsets.
The d H values for experiment 1 can be seen in figure 5a. The effects of task instructions (F 1X45 46X49 30X09, p 5 0X001) and offset (F 2 64 78X90, p 5 0X001) are both significant, as is the interaction between those factors (F 4 128 17X48, p 5 0X001). Pairwise comparisons for the task instructions show that the attend-video condition differs significantly from the attend-audio (t 32 À8X15, p 5 0X001) and baseline (t 32 À6X00, p 5 0X001) conditions. Although the d H values are slightly higher in the attend-audio condition as compared with the baseline condition, this difference is not significant ( p 4 0X05). The lack of significance is likely due to the fact that the hit rate was at ceiling in the congruent trials (see figure 3a) , even though there was a significant effect on the correct rejections between the attend-audio and baseline conditions in the incongruent trials (see figure 3b) . Pairwise comparisons for the offsets show that the 0 ms offset differs significantly from the 175 ms (t 32 À5X48, p 5 0X001) and 350 ms (t 32 À11X89, p 5 0X001) offsets. The 175 ms and 350 ms offsets were also significantly different from one another (t 32 À7X42, p 5 0X001). The differences between each of the three task instructions at the 0 ms offset did not reach significance ( p 4 0X05). For comparison with figure 5a, the d H value for combined two sessions of the auditoryonly condition was 3.60 (SE 0.13).
The comparison between the control and the attention conditions in the incongruent trials showed that competing visual speech information seems to be especially difficult to ignore. One possibility is that, because the visual information is somewhat more accurate for determining the speech token than the auditory information in this experiment (see figure 3c) , the visual information is more salient, making it harder to ignore. In experiment 2, some visual information will be removed to see if the visual information becomes easier to ignore compared with the baseline. 3.1.2 Experiment 2. As expected, removing visual information by using spatial-frequency filtering influenced the discriminability of the visual tokens. Visual-only performance was worse in the 4.3 cpf condition than in the 16.1 cpf condition (t 35 4X64, p 5 0X001) (see figure 4c ). It is also worth noting that performance in attend-video condition in the incongruent condition at 4.3 cpf is noticeably worse than performance in the attend-video condition at 0 ms in experiment 1 (compare figures 4b and 3b).
Interestingly, and somewhat unexpectedly, instructions had a noticeable effect on performance in the congruent trials. This is unexpected because the auditory and visual information is redundant in this case. There was a significant effect of instructions (F 1X29 45X16 13X58, p 5 0X001), and spatial frequency (F 1 35 17X04, p 5 0X001), as well as a significant interaction (F 2 70 8X02, p 0X001). As can be seen in figure 4a , the effects of instructions, spatial frequency, and the interaction between these factors was primarily driven by the attend-video condition. Performance in the attend-video condition was significantly lower than in the baseline condition (t 35 4X94, p 5 0X001), and the attend-audio conditions (t 35 3X14, p 0X010). A pairwise-comparison showed that performance in the 4.3 cpf attend-video condition in the congruent trials was significantly lower than performance in the 16.1 attend-video condition (t 35 À4X37, p 5 0X001). Performance in the 4.3 cpf condition was also significantly worse than performance in the audio-only condition (t 35 3X99, p 5 0X001). Better performance in the audio-only condition than the audiovisual congruent condition suggests that participants are somewhat able to ignore useful redundant auditory speech information. For the incongruent trials, there was an overall effect of instructions in experiment 2 (F 2 70 5X30, p 0X007). Pairwise-comparisons show that the significant differences were between the baseline and the attend-audio conditions (t 35 À2X50, p 0X046), and the attend-audio and attend-video conditions (t 35 2X84, p 0X23) (see figure 4b ). As expected, there was an effect of spatial frequency, with significantly more responses corresponding to the auditory tokens in 4.3 cpf condition than the 16.1 cpf condition (F 1 35 67X79, p 5 0X001), but the interaction between instructions and the spatial frequency filtering was not significant (F 2 70 1X62, p 4 0X05).
The d H values for experiment 2 can be seen in figure 5b. Like in experiment 1, there was a significant effect of task instructions (F 2 70 11X63, p 5 0X001). The effect of spatial frequency was also significant (F 1 35 22X95, p 5 0X001); however, there was no significant interaction between task instructions and spatial frequency ( p 4 0X05). Pairwise comparisons for the task instructions show that the attend-video condition differs significantly from the attend-audio (t 32 À4X15, p 0X012) and baseline (t 32 À3X06, p 0X001) conditions. As in experiment 1, although the d H values are slightly higher in the attend-audio condition as compared with the baseline condition, this difference is not significant ( p 4 0X05). For comparison with figure 5b, the d H value for the audio-only condition was 3.76 (SE 0.10).
In order to allow for comparisons between the behavioural results of experiment 1 and experiment 2, the mean of the two video-only sessions in experiment 1 was also compared to the 16.1 cpf video-only condition in experiment 2. There were no significant differences between the video-only condition in experiment 1, and the 16.1 cpf video-only condition in experiment 2 (t 47X5 À0X97, p 5 0X05), suggesting that the 16.1 cpf face video provided a comparably useful amount of visual information available for audiovisual integration. Performance was also compared across the 0 ms baseline condition from experiment 1 and the 16.1 cpf baseline condition from experiment 2. There were no significant differences between those conditions (t 57X3 À1X61, p 4 0X05), showing that both those conditions were as effective at providing visual information that can be integrated with the auditory information to produce the McGurk effect.
Gaze behaviour
In both experiments, in all conditions, participants spent the overwhelming majority of the trial looking at the screen, showing that participants did follow the instructions to watch the screen in every condition.
3.2.1 Experiment 1. Behavioural performance was not statistically significantly different between the two video-only control condition sessions, and in both sessions participants spent roughly the same amount of time looking at the screen. Because of this, the gaze-behaviour data, like the behavioural data, was also averaged across both sessions. Results show that, overall, task instructions did influence gaze behaviour (F 2X04 65X31 27X54, p 5 0X001) even though the video information was the same in all of the conditions (see figure 6a) . Gaze behaviour was similar between the baseline and attend-audio conditions ( p 4 0X05) and the attend-video and video-only conditions ( p 4 0X05). Pairwise comparisons show that participants spent more time looking at the lower half of the screen in the attend-video condition than in the baseline (t 35 6X03, p 5 0X001) or the attend-audio (t 35 6X16, p 5 0X001) conditions. Participants also spent more time looking at the lower half of the screen in the video-only condition compared to the baseline (t 35 7X39, p 5 0X001) and the attend-audio (t 35 6X22, p 5 0X001) conditions. Task instructions, and not the offset between the audio and the video, seems to be responsible for the increase in the proportion of time spent looking at the lower half of the screen in the attend-video and video-only conditions compared with the baseline and attend-audio conditions (see table 2 ). There was no influence of offset on the proportion of samples falling on the lower half of the screen in the audiovisual conditions, nor was there an interaction between task instructions and offset ( p 4 0X05). The video-only condition was also not statistically different from the 0 ms attend-video condition ( p 4 0X05).
Experiment 2.
Gaze behaviour in experiment 2 shows the same patterns as gaze behaviour in experiment 1, despite the different spatial frequencies in the videos. Overall, task had a significant effect on the proportion of time participants spent looking at the lower half of the screen (F 2X42 84X59 24X65, p 5 0X001) (see figure 6b) . Figure 6 . The proportion of eye-tracking samples falling on the lower half of the screen for experiment 1 (a) and experiment 2 (b). The error bars indicate AE1 SE. Table 2 . The mean proportion of eye-tracker samples falling on the lower half of the screen for experiments 1 and 2 by instruction and stimulus condition. Standard errors of the mean (SE) are shown in parentheses. Task instructions, rather than stimulus properties, are to be the main driving force behind the gaze behaviour strategy of looking towards the lower half of the screen in these experiments. Like experiment 1, gaze behaviour was similar between the baseline and attend-audio conditions ( p 4 0X05) and the attend-video and video-only conditions ( p 4 0X05). Pairwise comparisons show that participants spent more time looking at the lower half of the screen in the attend-video condition than in the baseline (t 35 4X78, p 5 0X001) or the attend-audio (t 35 5X68, p 5 0X001) conditions. Participants also spent more time looking at the lower half of the screen in the video-only condition compared to the baseline (t 35 7X39, p 5 0X001) and the attend-audio (t 35 6X50, p 5 0X001) conditions. Task instructions, and not spatial frequency, is primarily responsible for the increase in the proportion of time spent looking at the lower half of the screen in the attend-video and video-only conditions compared with the baseline and attend-audio conditions (see table 2 ). There was no influence of spatial frequency on the proportion of samples falling on the lower half of the screen in the audiovisual conditions, nor was there an interaction between task instructions and spatial frequency ( p 4 0X05).
Discussion
The results of these experiments show that, overall, directing attention to either the auditory or visual information in an audiovisual speech task can have an influence on the integration of audiovisual speech information. However, despite participants being fully informed as to the stimuli in the attention conditions, they were still unable to completely ignore competing information in the other modality. Participants were rather unsuccessful at ignoring the competing visual information in the attend-audio condition. Overall, participants weren't much better at identifying the auditory token when they were trying to specifically attend to the audio and ignore the visual information (attend-audio condition), than when they were just watching the talker and reported what they heard him say (baseline condition). Across both experiments there was a rather large difference in performance when participants were asked to report what they heard when only the acoustic speech information was present (audio-only condition) versus attending to the auditory information when competing visual information was present (incongruent trials, attend-audio condition). Participants were very good at discriminating the speech sounds when just the acoustic speech information was present, but were only moderately successful at the same discrimination when competing visual information was present and they were asked to selectively pay attention to what they heard. In experiment 1, offsetting the auditory and visual speech information allowed participants to diverge their behaviour from the baseline condition in the attend-video condition. While participants were not as influenced by the visual information at 350 ms in the baseline condition compared to the 0 ms condition, they were still able to selectively attend to this information in the attend-video condition. It was somewhat surprising that the difference between baseline and attend-audio conditions did not increase with increasing offset. At the 350 ms offset the asynchrony is quite noticeable, and participants should have had no trouble telling that the video preceded the audio (for example, see Vatakis and Spence 2007 who showed this at a 300 ms offset). Even though participants in the current experiment likely realised that the video led the audio in the 350 ms offset condition, they did not seem to make use of the asynchronies to help them in separating the auditory and visual speech information. This could be because separate processes may underlie the perception of synchrony between the auditory and visual speech, and the perceptual integration of the auditory and visual speech. For example, participants can experience the illusory percepts from the McGurk effect and at the same time make accurate temporal judgments ). An fMRI study has also suggested a dissociation between neural systems involved in the evaluation of cross-modal coincidence and those that mediate the perceptual binding (Miller and D'Esposito 2005) . This dissociation between the synchrony perception and perceptual binding could explain why participants did not seem to use the offset between the auditory and visual stimuli when they were trying to selectively attend to the auditory or visual information. In the case of attending to the auditory information, the difference between the baseline condition and the attend-audio condition remained quite consistent across offsets. In the attend-video condition, while performance did diverge from the baseline condition as the offset was increased, the overall performance in the attend-video condition was very similar across offsets.
In experiment 1, participants were still unable to`break' the McGurk effect and ignore the visual information to an appreciable degree. Participants did respond slightly more often to the auditory token when asked to attend to the audio compared to the baseline. However, the overall sensitivity to the auditory token was not affected by the instructions to attend to the auditory information, as compared to the baseline. This is especially interesting since participants were very good at discriminating the stimuli unimodally. However, this inability to eliminate the McGurk effect is in line with the effects of attentional load (Alsius et al 2005 , directed visual attention tasks (Tiippana et al 2004; Andersen et al 2009) . While those studies showed a modulation of the McGurk effect, the McGurk effect certainly did not go from ceiling in one condition to floor in another.
In experiment 2, removing spatial frequency did not make it easier for participants to selectively attend to the auditory information compared to the baseline when the auditory and visual information were mismatched. Removing visual information did have an influence when the auditory and visual information were matched. In the attend-video condition 4.3 cpf congruent trials, participants were actually performing worse in the audiovisual condition than they were in the audio-only control condition, even though the auditory information was redundant and more reliable than the visual information. However, removing spatial-frequency information may have not only removed visual information useful for disambiguating the consonants, but may have actually made the visual stimuli similar to other consonants that were not used in the experiment. This may have made the 4.3 cpf visual information somewhat misleading when the auditory and visual information were matched. Although the visual 4.3 cpf information was not as informative for the task as the auditory information in experiment 2, a strong influence of the visual information persisted. This could be because generally, on a day-to-day basis, visual speech information is informative. For example, visual information can be useful for disambiguating aurally similar phonemes based on place of articulation (Binne et al 1974) . Previous research on bimodal integration suggests that this integration is relatively optimal, and that information is generally weighted depending on its reliability Alais and Burr 2004; Wozny et al 2008) . However, speech perception is a very over-practised task, and the weighting of the auditory and visual speech information likely reflects a weighting learned over a lifetime. While the fusion of information between senses is not necessarily mandatory (Hillis et al 2002) , the over-practised nature of audiovisual speech perception may help to explain why the visual information was influencing the perception of the auditory speech even when the reliability of the visual speech information was reduced. For instance, this weighting most likely includes some knowledge about how likely the auditory and visual signals are to come from the same sensory event, ie the`unity assumption' (Vatakis and Spence 2007) . Subsequent research will need to test whether the general results found in the current study can be extended to other consonants. If the difficulty in ignoring the visual information is based on the likelihood of the visual and auditory information coming from the same event, then it seems likely that the results will generalise to other consonant pairings used to produce the McGurk effect.
Attentional instructions did influence gaze behaviour. The overall influence of task instructions on gaze behaviour is in line with other eye-tracking research on the effect of task in visual-only (Lansing and McConkie 1999) and audiovisual (Buchan et al 2007) speech perception. The overall gaze strategy remained the same over both experiments, despite differences in visual stimuli. The strategies for gathering visual information from the lower half of the screen in this study seem to be driven primarily by whether they are trying to attend specifically to the visual speech information or not, and not by the properties of the visual stimuli. This is consistent with other eye-tracking research showing cognitive factors, rather than visual stimulus properties, playing a dominant role in active gaze control (Henderson et al 2007) . It is interesting to note that the baseline condition and attend-audio conditions show similar gaze patterns, suggesting similar strategies to gather visual information in those two conditions. Participants in those conditions actually spent less time looking towards the lower part of the screen than when they are attending specifically to the video, suggesting that they may have been attempting to ignore (although not particularly successfully) speech information from the lower half of the face. This is also interesting because despite the contributions of visual speech information to the perception of acoustic speech, the similarities between gaze in the baseline and attend-audio conditions suggest that participants in the baseline condition are treating it like the attend-audio task, at least in terms of gathering visual information.
The differences in gaze between the attend-audio and attend-video conditions suggest that participants have somewhat different goals in terms of gathering visual speech information in the two conditions. While visual speech information occurs mainly in the mouth region (Thomas and Jordan 2004) , it is not strictly limited to the mouth and is more broadly distributed across the face (Beno|ª t et al 1996) . Extra-oral face movements alone (with the mouth digitally removed) do provide some visual speech information (Thomas and Jordan 2004) . The similarities in gaze to the lower part of the face in the baseline and attend-audio conditions, with more time spent looking away from the lower half of the face than in the attend-video and video-only conditions, suggest that the gathering of lip movement information in audiovisual speech may not be the only priority during face-to-face communication. The gaze patterns probably reflect the concurrent gathering of other facial social information, eg location of gaze, emotional information, etc, which is either not available or not confined to the lower part of the face, respectively.
Gaze location is often taken to be an indicator of visual attention (Findlay and Gilchrist 2003) , and in many cases it likely is a good indicator of visual attention. On the other hand, we need not fixate directly on the information in the visual field that we are attending to, and may not direct our eyes to what we are attending to, if there is no benefit in doing so (Posner 1980) . It was only when instructed to pay attention to the visual information, or when only provided with visual information, that participants really seemed to focus their gaze near the visible speech information on the lower half of the face. Direct fixation tends to be necessary for highly detailed visual information (for example in reading tasks), but is not strictly necessary to gather visual information for audiovisual speech perception. Visual speech information can still be gathered without directly fixating on the lower part of the face (Pare¨et al 2003; Andersen et al 2009) . Highly detailed visual information is not necessary for the visual speech information to be acquired and integrated with auditory and visual speech information (MacDonald et al 2000; Munhall et al 2004) , and visible speech information is conveyed across a broad range of spatial frequencies (Munhall et al 2004) . Although spatial-frequency filtering can influence audiovisual speech perception, both distance and face size seem to have fairly negligible effects. At distances of up to 20 m, incongruent visual information can still produce a McGurk effect and visual information in the congruent task allows for better accuracy compared with audio-only performance (Jordan and Sergeant 1998) . The size of the face can be enlarged up to approximately five times life size (Vatikiotis-Bateson et al 1998), or reduced to about 10% of its original size (Jordan and Sergeant 1998) without substantially altering the contribution of visual information to the perception of audiovisual speech. Complementing the findings of the above studies, Pare¨et al (2003) showed that fixating on either the mouth or the eyes seems to provide very similar vantage points in terms of gathering visual information during audiovisual speech processing in a McGurk task. It is not until gaze is fixed beyond 10^20 deg away from the mouth that the influence of the visual information that the McGurk effect is significantly lessened, and some visual speech information persists even at 40 deg of eccentricity.
In summary, the data presented here suggest only a modest role for attentional effects in audiovisual speech perception. Despite the effect of attentional instructions, audiovisual integration, as shown by the McGurk effect, still occurred to some degree under all incongruent stimulus and attentional conditions. The results support the idea that while attentional instructions can modulate the integration of audiovisual speech, the multisensory integration in this well learned task is difficult to voluntarily ignore.
