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 1  Introducción 
 1.1 Visión general del proyecto 
Puesto que el tráfico IP (Internet Protocol) ha crecido exponencialmente durante los últimos 
años las redes de comunicaciones ópticas han evolucionado para adaptarse a los nuevos 
requerimientos de transmisión existentes en la actualidad. Inicialmente, mediante el uso de la 
tecnología de Multiplexación por división de longitud de onda (Wavelength Division Multiplex, 
WDM), una única fibra óptica podía ofrecer varios anchos de banda de Terabits por segundo 
(Tb/s). Posteriormente el progreso tecnológico de los cross-conectores ópticos (Optical cross-
connect, OXC) hizo posible la conmutación de señales de una determinada longitud de onda de 
salida, con independencia de la longitud de onda en la que viajaba la señal a la entrada. Por lo 
tanto, se puede afirmar que en un futuro ideal las redes de transporte de tráfico IP consistirán 
en canales de fibra unidos mediante cross-conectores OXC, ya pueden ofrecer la capacidad de 
transmisión y la flexibilidad que este tipo de tráfico requiere . 
La conmutación de circuitos ópticos (Optical circuit switching, OCS) es una  tecnología 
ampliamente utilizada en las redes ópticas que aporta muchas ventajas en el transporte de 
flujos de tráfico estables y de larga duración. De cualquier manera, no es la opción más 
conveniente para el tráfico de datos a ráfagas. Sin embargo, la tecnología de  conmutación de 
ráfagas ópticas (Optical Burst Switching, OBS) es más conveniente para el transporte de 
ráfagas que se genera con el tráfico IP, pero que no es tan útil para tráficos estables y 
continuados.  
Si nos planteamos un posible debate entre las tecnologías OBS y OCS podemos decir que 
ambos sistemas son complementarios. Idealmente, los flujos largos y continuados, con 
necesidad de calidad de servicio (Quality of Service, QoS), deberían ser transmitidos usando 
OCS para eliminar el overhead de control y el tiempo de procesado. Los flujos pequeños que 
se transportarían como mejor se pudiera (tráfico best-effort) deberían ser transportados 
mediante OBS, para conseguir una mejor utilización de los recursos y para llegar a obtener un 
mejor funcionamiento general de la red. De esta manera, la escalabilidad, que es una de las 
mayores preocupaciones al utilizar el sistema OCS, puede ser solucionada mediante OBS. 
Para transportar de manera efectiva ambos tipos de tráfico, en este proyecto se propone una 
arquitectura de red híbrida, que combina las tecnologías OBS y OCS, para explotar las ventajas 
de ambas y disminuir las limitaciones de cada una por separado. La evaluación de este sistema 
se ha realizado en términos de  probabilidad de pérdida de ráfagas y se ha comparado con la 
probabilidad de pérdida de ráfagas para una arquitectura pura OBS para comparar las ventajas 
y desventajas de la arquitectura de red híbrida propuesta. 
Para realizar este estudio y sus simulaciones correspondientes se ha hecho uso de la 
herramienta de simulación de redes genéricas OMNeT++ [1], la cual hace posible la definición 
de la lógica a utilizar dentro de la simulación en lenguaje C++,  obteniendo así el 
comportamiento de una red hibrida capaz de operar como lo haría una red real que utilizase las 
tecnologías OBS y OCS. Simulando su comportamiento en diferentes situaciones 
pretenderemos dar una visión del comportamiento de este tipo de redes, sobre las cuales no se 
ha estudiado en profundidad hasta la fecha, desaprovechando así lo que podría suponer una 
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 1.2 Objetivos del proyecto 
En este proyecto se ha estudiado las prestaciones de las arquitecturas de red híbridas 
OBS/OCS con el objetivo de encontrar una alternativa de bajo coste y eficiente a las 
tecnologías que usan las arquitecturas de red en la actualidad. Con el objetivo de explorar los 
beneficios que nos pueden aportar las redes híbridas se han procedido de la siguiente manera: 
Fase 1: Estudio de la evolución de las redes ópticas a lo largo de los últimos años teniendo en 
cuenta el proceso de cambio que han sufrido para adaptarse a las nuevas necesidades de 
transmisión de datos, debido al incremento en número y en variedad de los servicios a los que 
deben dar cabida. De esta manera se ha puesto especial atención en el estudio del 
funcionamiento de las tecnologías OBS y OCS que serán la base de nuestra arquitectura. 
Fase 2: Desarrollo e implementación del simulador de la arquitectura de red híbrida a partir del 
estudio previo realizado en la primera fase del proyecto y de la información obtenida en cuanto 
al funcionamiento de las tecnologías OBS y OCS. El simulador deberá adaptarse en la medida 
de lo posible al funcionamiento real de este tipo de arquitecturas, teniendo en cuenta las 
limitaciones que el simulador de redes OMNeT++ puede presentar. 
Fase3: Realización de estudios para evaluar la eficiencia de nuestro simulador en diferentes 
situaciones y comparativa con las prestaciones ofrecidas por una arquitectura de red OBS. La 
comparativa que se hará entre ambas arquitecturas se realizará en cada caso bajo condiciones 
equivalentes que pongan de manifiesto la mejor actuación de una u otra arquitectura en la 
misma situación. 
Fase4: Extracción de conclusiones y análisis del cumplimiento de objetivos con los que se ha 
iniciado este proyecto. 
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 2  Arquitecturas de red de transporte ópticas de nueva 
generación 
 2.1 Evolución de las redes ópticas 
El volumen de tráfico que transportan las redes de telecomunicaciones ha experimentado un 
crecimiento exponencial en los últimos años debido principalmente a la difusión de Internet: hoy 
en día el tráfico de datos supera con creces al tráfico de voz [2].  
A causa de este cambio las redes de telecomunicaciones deberán adaptarse y cambiar la 
tecnología sobre la que están desarrolladas para dar soporte a las futuras redes ópticas, 
evolucionando desde la actual, basada en conmutación de circuitos o canales ópticos, hacía 
una nueva y más parecida a la que existe actualmente en el dominio eléctrico basado en la 
conmutación de paquetes IP pero en este caso deberá actuar directamente en el dominio 
óptico. 
Además de la conmutación de paquetes, la nueva plataforma basada en una única estructura 
que integre datos y voz,  deberá ser capaz de proporcionar servicios de enrutamiento y gestión, 
sin necesidad de que la información se convierta en cada router al dominio eléctrico. 
Dentro de este contexto, las tecnologías de transmisión por fibra óptica han evolucionado 
debido a la creciente demanda de servicios de alta velocidad y gran ancho de banda. Este 
hecho está provocando cambios sustanciales en las arquitecturas de las redes ópticas 
principalmente por las grandes prestaciones alcanzadas por las soluciones de Multiplexación 
por división de longitud de onda (WDM) que han permitido un aumento espectacular en la 
capacidad de las redes ópticas de transporte. En particular, este desarrollo ha conducido a la 
definición de tres niveles en la escala evolutiva de las redes ópticas, en concreto, redes de 
primera, segunda y tercera generación. 
          
 
Figura  2.1: Evolución de las redes ópticas 
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 2.1.1 Redes ópticas de primera generación 
La Figura  2.1 muestra la evolución de las redes ópticas a lo largo de los últimos años y su 
futuro más próximo [3]. En el nivel más bajo del gráfico se puede identificar la primera 
generación de redes ópticas. Este tipo de redes se basan en enlaces ópticos estáticos punto a 
punto que interconectan los distintos nodos de la red. Inicialmente, cada una de las fibras 
ópticas de la red soportaba una única longitud de onda, pero con la aparición de la tecnología 
WDM [4] la capacidad de transmisión de los enlaces aumentó considerablemente. 
Mediante la tecnología WDM, las señales eléctricas modulan n transmisores ópticos, cada uno 
de los cuales emite a una longitud de onda diferente, y se combinan al principio del enlace 
mediante un multiplexor WDM (Figura 2.2). El conjunto de todos los canales se transmite en 
paralelo por el enlace de fibra y cuando llegamos al final del enlace la señal óptica compuesta 
se separa en los n canales ópticos originales mediante un demultiplexor WDM. 
 
Figura 2.2: Sistema de transmisión WDM para n longitudes de onda 
 
Partiendo de la tecnología WDM aparecieron diversas variantes dependiendo del espaciado 
entre las longitudes de onda que se transmiten por la fibra óptica. Por ejemplo, la tecnología de 
Multiplexado por división aproximada de longitud de onda (Coarse-Wavelength Division 
Multiplexing, CWDM) permite la transmisión de un rango de 8 a 16 longitudes de onda por fibra, 
definiendo un espaciado entre canales de 20nm y aporta la ventaja añadida de que se puede 
desarrollar con equipos de bajo coste. Reduciendo aún más el espaciado entre longitudes de 
onda aparece la tecnología de Multiplexación por división de longitudes de onda densa (Dense 
Wavelength Division Multiplexing, DWDM) que proporciona una gran capacidad de transmisión 
al poder transmitir sobre una única fibra más de 160 canales  [5]. Sin embargo, los requisitos 
tecnológicos para desarrollarla son mucho más estrictos que en el caso de CWDM y el coste de 
los equipos es mucho mayor. 
Con independencia de la técnica utilizada para multiplexar la señal, al llegar a cualquier nodo 
de la red la señal debe convertirse del dominio óptico al dominio eléctrico (mediante 
conversores opto-eléctricos, O/E) con el objetivo de procesar la información de enrutamiento, y 
todo el tráfico de salida de los nodos debe ser convertido de nuevo al formato óptico a través 
del correspondiente puerto de salida (conversores E/O).  
Ahora bien, se da el caso que aproximadamente el 85% del tráfico que atraviesa un nodo en 
una red es de tipo “express”, es decir, no va destinado a dicho nodo, por lo que en general la 
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operación de conversión a formato eléctrico va seguida de otra operación de conversión a 
formato óptico que únicamente sirve para realizar un mal uso de los recursos disponibles. Este 
hecho tiende a incrementar el coste de la red, no únicamente debido al gran número de 
transpondedores necesarios, sino también debido al complejo procesado de la señal que se 
debe realizar en los nodos intermedios de la red. Además, también es un factor que limita la 
escalabilidad de la red, ya que la velocidad de procesado en el dominio eléctrico no aumenta al 
mismo ritmo que la velocidad de transmisión en el dominio óptico. 
En resumen, las redes ópticas de primera generación se caracterizan por utilizar la fibra óptica 
únicamente como medio de transmisión de alta capacidad. Como resultado, todo el procesado, 
enrutamiento y conmutación se realiza en el dominio eléctrico. Por este motivo y a fin de 
minimizar los costes de operación en la red se introducen dispositivos de adición-extracción de 
señales, los cuales permiten la extracción del tráfico correspondiente a cada nodo dejando 
pasar el resto del tráfico de la red, evitando el procesamiento innecesario de todo el tráfico en 
los nodos de la red. Este concepto conduce a la definición de las redes ópticas de segunda ge-
neración llamadas también redes de enrutamiento por longitud de onda o redes de 
conmutación de circuitos ópticos. 
 2.1.2 Redes ópticas de segunda generación 
Como se ha mencionado en el apartado anterior, con las redes ópticas de segunda generación 
se pretende realizar funciones adicionales a las de transmisión punto a punto en el dominio 
óptico. En concreto el encaminamiento y la conmutación dentro del dominio óptico son 
funciones que tal y como se ha discutido al final del apartado anterior pueden aportar un 
considerable ahorro en equipos electrónicos dentro de los nodos de las redes que emplean 
transmisión por fibra óptica. El traslado al dominio óptico de otra serie de funciones 
relacionadas con el control, la gestión, la robustez y la protección de la red frente a fallos puede 
aportar también notables ventajas. 
A finales de los años 90 las redes de transporte ópticas estaban formadas por cuatro capas: 
 Capa IP: Permite el transporte de aplicaciones y servicios. Se utiliza por su versatilidad, 
popularidad y compatibilidad. 
  Capa ATM (Asynchronous Transfer Mode [6]): ofrece la Ingeniería de Tráfico que 
permite asignar de forma eficiente y equilibrada el total de los recursos que nos ofrece 
la red. 
 Capa SONET/SDH (Synchronous Optical Network/ Synchronous Digital Hierarchy [7]): 
Provee de los mecanismos de protección y restauración. 
 Capa DWDM: Ofrece la capacidad de multiplexado. 
 
Figura 2.3: Tendencias en la evolución de las redes ópticas 
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En esta arquitectura de cuatro capas, cada una de ellas se administra de forma independiente 
al resto, lo que provoca un solape de funcionalidades. Además, se introduce un gran overhead 
para interconectar las terminaciones de la capa IP (la de mayor nivel). En vista de esto y siendo 
el tráfico IP cada día más predominante en las redes actuales, se hace necesaria una pila de 
protocolos más simple que permita el transporte de datos IP. El objetivo de esta evolución no 
es más que una arquitectura IP/WDM, donde toda la Ingeniería de Tráfico y las funcionalidades 
que poseen las capas ATM y SDH se trasladen al dominio óptico. 
Para poder trasladar estas funciones y otras más que pudieran requerirse en el futuro al 
dominio óptico es necesario establecer una nueva capa dentro del modelo de capas de la red 
cuya misión es precisamente proporcionar una serie de servicios que permitan realizar las 
funciones anteriores de forma óptica. A esta capa, que necesariamente debe ocupar el nivel 
más bajo en la jerarquía de la red se la denomina Red Óptica de Transporte (Optical Transport 
Network, OTN) [8] y proporciona servicios a capas situadas por encima de ella tales como las 
capas SDH, ATM y la capa IP que se pasarán a denominar capas cliente. 
La misión principal de la OTN será proporcionar una serie de circuitos o caminos ópticos a sus 
clientes (SDH, ATM, enrutadores IP, etc.). Un camino óptico se define como una conexión 
extremo a extremo donde la transmisión en los enlaces entre nodos intermedios se realiza 
empleando una longitud de onda. En los nodos intermedios los caminos ópticos son 
encaminados y/o conmutados a otros enlaces de salida pudiendo cambiarse o no la longitud de 
onda dependiendo de si se trata de una red con o sin conversión de longitud de onda. Así, un 
enlace físico de la fibra puede transportar a la vez varios caminos ópticos siempre y cuando no 
empleen la misma longitud de onda.  
 
 
Figura 2.4: Red óptica de segunda generación 
 
La OTN en redes de segunda generación está formada principalmente por dispositivos 
fotónicos. En la  Figura 2.4 se muestra un esquema sencillo de una red de segunda generación 
donde se muestran sus elementos principales y varios caminos ópticos establecidos entre 
usuarios o clientes finales. 
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Observando la figura Figura 2.4 podemos ver tres elementos principales que componen la capa 
óptica: 
 Terminales de línea ópticos (Optical Line Terminal, OLT): Se encargan de finalizar una 
conexión punto a punto para multiplexar o demultiplexar las longitudes de onda que 
conforman los caminos ópticos. También se encargan de la adaptación de las señales 
de la capa cliente a la capa óptica y viceversa. 
 Insertores/Extractores de canales ópticos (Optical Add/Drop Multiplexers, OADM): 
Toman una señal WDM de su puerto de entrada extrayendo de forma selectiva algunas 
longitudes de onda hacia sus puertos locales dejando pasar el resto intacto al puerto de 
salida, reduciendo así los costos de operación de la red. Al mismo tiempo puede 
inyectar selectivamente longitudes de onda desde sus puertos locales hacia el puerto 
de salida. Los OADM permiten la realización de conmutación de circuitos o conmu-
tación de conexiones punto a punto en el dominio óptico, pero su mayor utilización y 
eficacia se encuentra en la formación de arquitecturas de anillos WDM ópticos para 
redes de área metropolitana. 
 Cross-conectores ópticos (Optical Cross-Connectors, OXC): conmutan una longitud de 
onda desde cualquiera de sus puertos de entrada a cualquiera de sus puertos de 
salida. La conmutación puede incluir o no conversión de longitud de onda.  
La base  del encapsulado flexible de las redes OTN es el mecanismo genérico de encapsulado 
GFP( Generic Framing Procedure), especificado por la ITU-T (International Telecommunication 
Union – Telecommunication) [9], el cual permite la ubicación de tipos heterogéneos de tráfico 
sobre tramas OTN. Otra motivación adicional para desarrollar redes OTN en la actualidad es su 
capacidad de corrección de errores (Forward Error Correction, FEC), la cual proporciona una 
mejor capacidad de transmisión para sistemas de muy largo recorrido. 
De esta manera la OTN se convierte en un interesante candidato para soportar de manera 
eficiente comunicaciones extremo a extremo sobre la capa física WDM. No obstante, en las 
redes OTN la asignación y liberación de conexiones se hace de forma centralizada y manual 
desde un Sistema de Gestión de Red (Network Management System, NMS). En tal escenario, 
los tiempos de aprovisionamiento manual de conexión pueden llegar a ser de horas o días, 
además de que este sistema carece de la flexibilidad necesaria para reaccionar de forma 
dinámica a las fluctuaciones de tráfico en la red. 
Para superar las limitaciones de los esquemas de aprovisionamiento manual se introduce un 
plano de control en las redes de transporte OTN, con el objetivo de que la asignación y 
liberación de las conexiones ópticas se realice de forma automática a través del plano de 
control. Estas redes emergentes, llamadas Redes dinámicas de Conmutación de Circuitos 
Ópticos (Dynamic Optical Switching Networks, OCS) o también llamadas Redes dinámicas de 
conmutación de longitud de onda, son un paso adelante en la evolución hacia redes más 
flexibles, como se denota en la Figura  2.1.  
La arquitectura dinámica OCS se basa en la arquitectura ASON (Automatically Switched 
Optical Network) que fue estandarizada por la ITU-T en la recomendación G.8080/ Y.1304 [10]. 
El principal objetivo de ASON es la gestión del plano de trasporte totalmente óptico como en 
OTN. En concreto, ASON define los módulos funcionales y los interfaces relacionados con el 
plano de control, permitiendo funcionalidades como por ejemplo descubrimiento de recursos, 
encaminamiento, señalización, control de llamadas, protección de conexiones y re-
establecimiento. La arquitectura ASON se detallará en el apartado  2.2.2  
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La arquitectura ASON se convierte en un avance considerable hacia el objetivo de una 
arquitectura de red de transporte flexible y fácil de mantener. Como se ha dicho anteriormente 
las redes dinámicas OCS son capaces de establecer automáticamente canales a lo largo de la 
red que dan lugar a conexiones extremo a extremo.  
En esta segunda generación de redes ópticas aparecen también las arquitecturas de red 
dinámicas multi-capa, contempladas por la ITU-T  bajo el término de Redes de transporte 
conmutadas automáticas (Automatic Switched Transport Network, ASTN) [7]. Su principal 
operación es el anidado de flujos de clientes, como los de MPLS (Multi-Protocol Label 
Switching [11]) o SDH, con el objetivo de ocupar las longitudes de onda existentes en la capa 
de servidor. De esta manera, arquitecturas como MPLS/WDM o SDH/WDM permiten una mejor 
utilización de los caminos ópticos que las redes OCS puras. Cabe destacar de cualquier 
manera, que los nodos en estas redes multi-capa además de implementar la operativa de un 
OXC también deben estar equipados con puertos ópticos. Estos puertos serán utilizados para 
agregar los flujos de tráfico de clientes, que provienen de otros nodos, a los caminos ópticos 
que salen del nodo. 
Desde el punto de vista de la arquitectura, el plano de control en redes multi-capa puede seguir 
tres modelos distintos, llamados overlay, augmented y peer. En el modelo tradicional overlay 
(Figura 2.5.a) cada una de las capas tiene un plano de control independiente, mientras que en 
el modelo augmented cada capa posee distintos planos de control pero las capas intercambian 
información con el objetivo de mejorar la asignación de ancho de banda de la red. Finalmente 
en el modelo peer (Figura 2.5.b), todas las capas son controladas por un plano de control 
unificado, y las decisiones se toman teniendo en cuenta la información de la red en su 
totalidad. 
 
Figura 2.5: Modelo overlay (a) y modelo peer (b) 
 
Con el objetivo de mejorar la utilización de los recursos en la red, el modelo peer se convierte 
en la solución óptima. Sin embargo, cabe destacar que su desarrollo requiere cierto nivel de 
confianza entre los distintos dominios de conmutación. Teniendo en cuenta la documentación 
generada en los últimos años, se han realizado muchos estudios referentes a la integración de 
mecanismos de Ingeniería de Tráfico (Traffic Engineering, TE) en redes multi-capa peer. La 
mayoría de ellos asumen un plano de control GMPLS (Generalized Multi-Protocol Label 
Switching [12]),  que es una tecnología prometedora para la gestión de redes peer multi-capa e 
incluso escenarios ASON.  
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 2.1.3 Redes ópticas de tercera generación 
Aunque ya se ha comentado que las arquitecturas de red de transporte dinámicas multi-capa 
deberían ser una realidad a medio-corto plazo, en realidad se han hecho ya numerosas 
pruebas experimentales con ellas.  De cara al futuro, se espera una tercera generación de 
redes ópticas a medio-largo plazo. Los escenarios sobre los que se está trabajando  para el 
desarrollo de estas redes son las tecnologías de Conmutación de paquetes ópticos (Optical 
Packet Switching, OPS) y la tecnología de Conmutación de ráfagas ópticas (Optical Burst 
Switching, OBS). 
 
Figura 2.6: Escenario para redes OPS (a) y OBS (b) 
 
En las redes OPS  [13] los paquetes de datos son totalmente ópticos. Estos paquetes están 
compuestos por una cabecera y unos datos que son estadísticamente multiplexados en la capa 
óptica (DWDM), y cada una de las longitudes de onda de cada enlace de la red es compartida 
por todos los paquetes que se transmiten por la red entre cualquier par origen-destino (Figura 
2.6.a). OPS intenta llevar al dominio óptico la operativa de la conmutación de paquetes que se 
realizaba en el dominio eléctrico.  
Como hemos visto en el apartado  2.1.2 cuando tenemos tráfico altamente dinámico y 
utilizamos OCS el circuito establecido debe ser dimensionado en función de los picos de tráfico 
para no perder paquetes, pero al tener un tráfico muy variable desaprovechamos el ancho de 
banda asignado cuando hay poco tráfico. En este mismo caso, si intentamos establecer y 
liberar los circuitos en función del tráfico en cada instante el retardo de señalización nos 
producirá también infrautilización del ancho de banda. Mediante OPS solucionamos estos 
problemas ya que como la información de la ruta está en la cabecera y se procesa nodo por 
nodo no tenemos retardo de señalización. 
Sin embargo, OPS también plantea algunos problemas (Figura 2.7) que hacen de su 
implementación algo realmente complejo, puesto que tecnológicamente todavía queda un largo 
camino por recorrer [14]: 
 Los conmutadores  no pueden realizar un procesamiento óptico, por lo que es 
necesario pasar la cabecera al dominio eléctrico y tomar electrónicamente las 
decisiones oportunas de encaminamiento.  
 Los paquetes que están esperando a ser conmutados debe ser almacenados (ya sea 
porque la cabecera se está procesando o porque otro paquete está usando esa misma 
línea de salida). En este caso, una opción sería utilizar como memoria óptica líneas de 
retardo (Fiber Delay Line, FDL) que son  trozos de fibra que introducen un retardo entre 
la entrada y la salida. Una mejor opción serían las memorias RAM (Random Access 
Memories) ópticas, pero todavía están por desarrollar.  
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 La sincronización que debemos tener entre cabecera y paquete es también un punto 
delicado en las técnicas de OPS.  
 
Figura 2.7: Procesado de un paquete en un nodo intermedio de una red OPS 
 
Puesto que la implementación de la redes OPS es complicada OBS se convierte en la solución 
más adecuada para la realización de redes totalmente ópticas. Las redes OBS pretenden ser 
una combinación óptima entre las redes OCS y las redes OPS. 
En las redes OBS los paquetes son ensamblados en forma de ráfagas en los nodos fuente y 
posteriormente enviados a través de una red óptica sin la necesidad de utilizar buffers (Figura 
2.6.b). OBS proporciona el beneficio de la multiplexación estadística en el dominio óptico. 
Además, como la cabecera de la ráfaga (Burst Control Packet, BCP) y la ráfaga óptica son 
transmitidas sobre longitudes de onda separadas, la información de control puede ser 
procesada eléctricamente con requisitos menos exigentes que en OPS. En OBS el envío del 
BCP se realiza un tiempo antes que el envío de la ráfaga (offset time), este tiempo debe ser lo 
suficientemente grande como para permitir el procesado del BCP en todos y cada uno de los 
nodos intermedios de la ruta con el objetivo de reservar los recursos necesarios para la 
transmisión de la ráfaga de datos asociada. En el apartado  2.3  se realiza una explicación 









Evaluación de Arquitecturas de Red Híbridas OBS/OCS 
 
23 
 2.2 Conmutación de circuitos ópticos (OCS) 
 2.2.1 Redes dinámicas de conmutación de circuitos ópticos 
Como se ha visto en el apartado  2.1.2  la conmutación de circuitos ópticos consiste en el 
establecimiento de caminos ópticos entre los nodos de la red (Figura 2.8), para a continuación 
encaminar los datos por la longitud de onda correspondiente entre los nodos de entrada y 
salida (par origen-destino). Esto implica reservar una longitud de onda para cada enlace del 
camino entre dos nodos cualesquiera. En este camino no existe conversión entre los dominios 
eléctrico y óptico, lo que permite una elevada velocidad de transmisión. Los caminos ópticos se 
establecen por periodos largos debido a que la sobrecarga de control introducida por el tiempo 
de establecimiento y liberación de conexiones tiene un orden de cientos de milisegundos. Estos 
caminos ópticos se pueden establecer y liberar conforme a las circunstancias cambiantes del 
tráfico y obtener así una mayor adaptabilidad pero como contrapartida perdemos capacidad de 
transmisión debido a los tiempos de señalización que el establecimiento de los circuitos 
requiere. 
 
Figura 2.8: Capa óptica de trasporte de una red OCS 
 
Para que el establecimiento de estos caminos ópticos se realice de una forma automática se le 
añade un plano de control superior a la capa óptica (Figura 2.9). Esta nueva arquitectura se 
basa en la arquitectura ASON. De esta manera, la señalización de los circuitos en el momento 
de ser establecidos se realiza en el plano de control mientras que la transmisión de los datos se 
realiza en la capa óptica sin tener que realizar ninguna conversión electro-óptica para 
encaminar los datos, ya que estos se transmiten por los circuitos previamente  establecidos. 
 
Figura 2.9: Capa óptica de transporte y capa de control de una red OCS 
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 2.2.2 Arquitectura ASON 
La arquitectura ASON, nace con el objetivo de dotar de más flexibilidad a las redes ópticas ya 
que se trata de una arquitectura de red que ofrece una gestión más eficiente  de los recursos 
de red disponibles [15]. ASON requiere una Red Óptica de Transporte y define un conjunto de 
planos con el objetivo de permitir la gestión de las conexiones ópticas tranparentes extremo a 
extremo entre clientes en tiempo real. 
La arquitectura surge por la necesidad de tener un plano de control en el transporte de las 
transmisiones ópticas. Este plano tendrá que permitir las funcionalidades que no son posibles 
bajo las estructuras de red tradicionales como puede ser: ofrecer un ancho de banda bajo 
demanda en los canales de transporte óptico, mayor escalabilidad a un menor coste, mayor 
robustez en el sistema, recuperación más rápida de la conexión y una administración más 
rápida y flexible de los canales ópticos.  
Todas estas funcionalidades serán posibles situando un plano de control más inteligente sobre 
la capa de transporte de esta arquitectura. Este avance permitirá la conmutación de longitudes 
de onda de forma automática y sin necesidad de examinar los flujos de datos. Además, el 
objetivo de ASON es que una vez que estos nodos empiecen a comunicarse entre sí 
(describiendo sus recursos, conectividad y topología de la red a los demás nodos), la red óptica 
pueda tener un encaminamiento inteligente guiando el tráfico de datos a través de los 
conmutadores. 
La red ASON está constituida por varios nodos ópticos. Estos pueden ser Cross-conectores 
Ópticos (OXC), Insertores/Extractores de canales ópticos (OADM) o Insertores/ Extractores de 
canales ópticos reconfigurables (Reconfigurable OADM, ROADM). Los nodos ópticos son 
controlados por un  Controlador de Conexión Óptico (Optical Connection Controller, OCC) el 
cual es responsable  de la creación, mantenimiento y liberación de la conexión. Mientras la 
utilización de una u otra tecnología en los nodos ópticos nos definirá una u otra velocidad de 
transmisión (actualmente DWDM nos ofrece grandes velocidades de transmisión). Los OCC 
serán los que provean a la red de inteligencia. Además, las redes ASON disponen de un  
Sistema de gestión de red (NMS) que dispone de una visión global de la red.    
 2.2.2.1 Planos de la arquitectura ASON 
La arquitectura ASON divide la red en tres planos: 
 Plano de transporte: Plano donde se realiza la transmisión de los datos de la red. La 
capa óptica se encarga también de la detección de errores en los canales ópticos. 
Pertenecen a este plano de la red todos los elementos de la red y dispositivos que 
permiten las conexiones ópticas. 
 Plano de control: Plano que proporciona la inteligencia a la red. Se encarga de la 
gestión de recursos, el encaminamiento y la señalización para la gestión de las 
conexiones. La finalidad de la red ASON es crear un plano inteligente capaz de crear, 
mantener y borrar las conexiones, además de la capacidad de iniciar los diferentes 
mecanismos de recuperación de errores si se detectan errores en la capa física. Este 
plano funciona sobre la  Red de comunicación de datos (Data Communication Network, 
DCN) y puede funcionar sobre la misma capa de transporte óptica (en banda) o a 
través de una u otra red paralela (fuera de banda). 
 Plano de gestión: Se encarga de realizar las peticiones de establecimiento, 
eliminación y modificación de las conexiones, así como de la gestión de los planos de 
control y transporte. 
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 2.2.2.2 Interfaces de ASON 
Con la finalidad de permitir una interacción entre los tres planos definidos por ASON (Figura 
2.10) también se han definido diversos tipos de interfaces: 
 
Figura 2.10: Arquitectura ASON 
 
 UNI (User to Network Interface): La UNI es la interfaz entre el plano de control y el 
dominio del usuario final. Permite crear las llamadas conexiones conmutadas según los 
parámetros solicitados, dar de baja estas conexiones, reconfigurar conexiones 
establecidas y mantener las conexiones activas. 
 I-NNI (Internal Network to  Network Interface): esta interfaz interconecta los diferentes 
OCC que se encuentran dentro de una misma red. Se usa para realizar el intercambio 
de información de señalización y encaminamiento. Los OCC mantienen una base de 
datos con los nodos adyacentes y los enlaces disponibles entre ellos. Una vez que 
cada OCC dispone de esta información la comparte con todos los OCC existentes 
dentro de la red o dentro de su dominio de gestión.  
 E-NNI (External Network to Network Interface): la interfaz E-NNI conecta dos redes 
diferentes o dos dominios administrativos diferentes dentro de una misma red. Mientras 
que la interfaz I-NNI soporta los mismos esquemas de encaminamiento, la interfaz E-
NNI debe ser capaz de soportar los diferentes esquemas de encaminamiento que 
pueden ser usados en los diferentes caminos administrativos o en las diferentes redes. 
 CCI (Connection Controller Interface): La interfaz CCI conecta el plano de control con el 
plano de transporte conectando los nodos ópticos del plano de transporte con los OCC 
del plano de control. Es el responsable de la creación y la liberación de la conexión 
cruzada además del mantenimiento de nodo y de la recogida de las notificaciones 
asíncronas que pueden llegar desde el nodo (las que pueden llegar en caso de fallo). 
 NMI-A (Network Management Interface for ASON Control Plane): La interfaz NMI-A 
conecta el plano de gestión con el plano de control. Se usa para solicitar las llamadas 
conexiones soft-permanent. 
 NMI-T (Network Management Interface for ASON Transport plane): La interfaz NMI-T 
conecta el plano de gestión con el plano de transporte. Se usa para establecer las 
llamadas conexiones permanent, donde el NMS calcula la ruta de origen a destino y 
configura cada nodo óptico a través de esta interfaz. 
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 2.2.2.3 Tipos de conexiones 
Existen tres tipos de conexiones básicas en función de a quien se dirige el usuario para 
establecer la conexión y de los diferentes pasos que la conexión sigue para establecerse: 
 Conexión permanent (Figura 2.11): Este tipo de conexión se configura totalmente en 
el plano de gestión. El NMS calcula la ruta que la conexión tendrá que seguir y 
configura todos los nodos necesarios a través de la interfaz NMI-T. En este tipo de 
conexiones el plano de control no interviene en ningún momento. 
 
     
Figura 2.11: Esquema de conexión permanent 
 Conexión soft-permanent (Figura 2.12): En este tipo de conexiones la petición 
también llega al plano de gestión pero este plano delega la creación de la conexión 
directamente al plano de control comunicándose a través de la interfaz NMI-A con el 
OCC del nodo origen. El NMS informa a este OCC del destino de la conexión y de la 
calidad deseada del servicio. 
 
 
Figura 2.12: Esquema de connexión soft-permanent 
 Conexión conmutada (Figura 2.13): En este caso, la petición de conexión llega desde 
el dominio de usuario a través de la UNI. El plano de control actúa en este caso de la 
misma manera que si se tratase de una conexión soft-permanent. 
 
       
Figura 2.13: Esquema de conexión conmutada 
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 2.2.3 El plano de control de ASON 
El control y la inteligencia de red de transporte residen en el estándar GMPLS [16]. El protocolo 
GMPLS fue desarrollado por la IETF (Internet Engineering Task Force) y fue presentado como 
la tecnología que proporcionaba el plano de control a la arquitectura ASON. 
Las funciones básicas que debe realizar el plano de control de este tipo de redes ópticas son 
las siguientes: 
 Descubrimiento de nodos vecinos: es una función mediante la cual un elemento de la 
red determina de forma automática los detalles de su conectividad con sus vecinos en 
el plano de transporte de datos. Entre estos detalles cabe destacar la identidad de los 
nodos vecinos, terminaciones de enlace, etc. 
 Encaminamiento (Routing): esta función cubre dos aspectos. En primer lugar el 
descubrimiento automático de la topología y los recursos de red disponibles. El 
segundo es el cálculo de rutas. El primer aspecto permite a cada agente de control el 
determinar la conectividad existente en el plano de transporte así como la 
disponibilidad de recursos en toda la red. Este procedimiento se basa en un 
mecanismo de propagación del estado de la conectividad de los enlaces así como los 
recursos disponibles desde un agente de control al resto de los agentes de la red. La 
información que se propaga y como se representa depende del mecanismo de 
encaminamiento. El cálculo de rutas es un procedimiento mediante el cual un agente 
del plano de control determina la ruta para una conexión que se desea establecer en 
función de la información disponible sobre la conectividad y los recursos disponibles. 
 Señalización: se refiere a la sintaxis y semántica de la conmutación entre agentes del 
plano de control para establecer y mantener conexiones. La señalización se basa en el 
empleo de protocolos de comunicación a través de la UNI y la NNI 
 
 2.2.4 Planos de transporte y gestión de ASON 
WDM es la tecnología utilizada para el plano de transporte de las arquitecturas ASON. Como 
se ha visto en el apartado  2.1.1  WDM es una técnica para el transporte óptico de datos 
basada en el hecho de que se puede incrementar el ancho de banda de una conexión de fibra 
óptica transmitiendo diversas longitudes de onda por una única fibra. Para incrementar el WDM 
se utiliza un multiplexor en el emisor para combinar las diferentes longitudes de onda que 
viajan por la misma fibra, y un demultiplexor en recepción que las separa y las envía a cada 
receptor. Actualmente se está utilizando la variante DWDM que ofrece un mayor número de 
longitudes de onda a multiplexar en cada enlace al disminuir el espaciado entre ellas. 
El plano de gestión se encarga de realizar las peticiones de establecimiento, eliminación y 
modificación de las conexiones entre los clientes de la red, tarea que implica la gestión de los 
otros planos de la arquitectura: el de control y el de transporte. 
Todas estas funcionalidades requieren que el NMS se comunique con los elementos de los 
demás planos. Esta tarea se realizará a través del protocolo SNMP  (Simple Network 
Management Protocol)  [17] que como su nombre indica, es un protocolo sencillo que permite la 
configuración y monitorización de los diferentes elementos de una red (OCC’s, ROADM’s o 
OXC’s y equipos cliente). Además, el plano de gestión ha de permitir la configuración de los 
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 2.2.5 Inconvenientes de la conmutación de circuitos ópticos 
El inconveniente asociado con esta técnica de conmutación es que el perfil de tráfico de la 
mayoría de aplicaciones actuales requiere conectividad con una capacidad inferior que una 
longitud de onda completa (granularidad). Para empeorar la situación, además de requerirse 
caudales muy inferiores a los disponibles, las comunicaciones de alta velocidad entre extremos 
habitualmente adoptan un perfil de tráfico de ráfagas de duración muy corta. Esto contrasta con 
la duración media de las conexiones, del orden de varios minutos. 
El hecho de no aprovechar la multiplexación estadística, provoca que la conmutación de 
circuitos ópticos no sea adecuada para soportar tráfico con perfil de ráfagas, ya que no se hace 
un uso eficiente del ancho de banda disponible en la fibra salvo cuando el perfil de tráfico es 
constante y requiera un gran ancho de banda. A esta reducida eficiencia se añade la limitación 
que impone el número de longitudes de onda que puede transportar cada fibra, provocando un 
problema de escalabilidad y flexibilidad, pues cuando la red sea relativamente grande, no será 
posible establecer una topología completamente mallada con caminos ópticos entre todos los 
nodos. 
Una solución parcial al inconveniente del reducido rendimiento de la Conmutación de circuitos 
ópticos en determinadas situaciones es el empleo de la tecnología de Conmutación de ráfagas 
ópticas en la que no se establecen caminos ópticos entre pares origen destino, sino que 
aprovechando la multiplexación estadística de la red, todas las ráfagas transmitidas sobre esta 
comparten los recursos disponibles.  
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 2.3 Conmutación de ráfagas ópticas (OBS) 
 2.3.1 Redes de conmutación de ráfagas ópticas 
Como se explicó en el apartado  2.1.3  OPS es una técnica óptima pero todavía no es aplicable 
en la práctica. En vista de esto podemos preguntarnos si ya que los puntos problemáticos en 
OPS son la conmutación de los paquetes y que la lógica de control tarda demasiado en ser 
configurada, la solución puede ser hacer paquetes más grandes y esperar a transmitirlos 
cuando los conmutadores estén  configurados. Es ahí y en las características del tráfico de 
Internet donde tiene su origen la técnica OBS. 
La idea de la conmutación de ráfagas consiste en encapsular varios paquetes dentro de un 
macro-paquete de varios megabits y enviar éste a un determinado destino como si se tratara de 
un único paquete (Figura 2.14). De manera que como los conmutadores sólo tendrán que leer 
una cabecera se reducirá sustancialmente el número de transformaciones opto-electrónicas y 
el retardo experimentado por los paquetes, ya que es la operación en el dominio eléctrico la 
que contribuye de manera más cuantiosa al retardo global del paquete. 
 
Figura 2.14: Mecanismo de formación de ráfagas 
 
Por otra parte, si conseguimos que la cabecera en donde se encuentra la información de 
direccionamiento sea enviada con antelación, no será necesario que las ráfagas de datos 
esperen en cada nodo a que se realice la configuración correspondiente, ni deberán por tanto 
ser almacenadas o pasadas al dominio eléctrico, ya que el nodo en cuestión habrá sido 
configurado de manera previa a la llegada de dicha ráfaga (Figura 2.15). Esto implica que las 
ráfagas son enviadas a su destino sin ningún retardo, salvo el tiempo inicial (debemos esperar 
a que los nodos estén configurados) y su tiempo de transmisión. 
 
Figura 2.15: Transmisión de ráfagas de datos y procesado de los paquetes de control 
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En este apartado nos centraremos en primer lugar en los extremos de la red, donde se 
estudian las técnicas de ensamblaje y encaminamiento de ráfagas.  
En segundo lugar trataremos las cuestiones referidas al núcleo de la red, entre las que 
destacan: 
 Mecanismos de reserva de recursos para la transmisión de una ráfaga a lo largo de la 
red. Destaca el protocolo JET (Just Enough Time), sobre el que incidiremos 
especialmente.  
 Algoritmos de planificación, según los cuales los nodos intermedios asignan longitudes 
de onda a las ráfagas que se están transmitiendo.  
 Resolución de conflictos entre varias ráfagas que se transmiten simultáneamente y de 
esquemas de prioridades en el tráfico de la red.  
 2.3.2 Ensamblaje de ráfagas 
En una red OBS, el nodo de ingreso  realiza las funciones de intermediario entre el usuario final 
o la red de cliente y la red OBS propiamente dicha. Los nodos de ingreso OBS son los 
responsables de adaptar el tráfico entrante (en forma de paquetes) al formato utilizado en las 
redes OBS. Una vez los datos han sido transmitidos el nodo OBS de salida realiza la operación 
contraria. 
Una de las funciones principales en una red OBS es el ensamblaje de ráfagas. Esta función 
consiste en la identificación de pequeñas unidades de trasporte de datos, los paquetes, y re-
ensamblarlos en unidades de transporte mayores llamadas ráfagas. La transmisión de datos en 
forma de ráfagas en vez de la transmisión en forma de paquetes pretende disminuir la 
variabilidad y dinamismo del tráfico para poder  realizar las operaciones de procesado y 
conmutación mediante una tecnología más simple y más barata. 
En los nodos de ingreso OBS, los datos entrantes son colocados en distintas colas en función 
de cual sea su nodo de destino o del tipo de calidad de servicio (QoS) requerida. Transcurrido 
un tiempo determinado, se extraen un cierto número de paquetes de las colas de ensamblaje y 
son enviados a través de la red en forma de ráfaga. En concreto, los temporizadores en el 
proceso de ensamblaje de ráfagas son dados por el algoritmo de ensamblaje aplicado. Las 
estrategias de ensamblaje de ráfagas más usuales son los algoritmos basados en el tiempo o 
en el tamaño [18]. 
               
Figura 2.16: Algoritmos de ensamblaje basado en tiempo (arriba) y en tamaño de 
ráfagas (abajo) 
 
Evaluación de Arquitecturas de Red Híbridas OBS/OCS 
 
31 
Las estrategias de ensamblaje  de ráfagas basadas en el tiempo (Figura 2.16 arriba) están 
encaminadas a garantizar un tiempo mínimo de espera para los paquetes en el buffer de 
ensamblaje, que es especialmente interesante para el caso de tener tráfico en tiempo real. Esto 
se realiza mediante el establecimiento de un temporizador cuando el primer paquete llega al 
buffer. Cuando este temporizador se acaba, se crea una ráfaga con todos aquellos paquetes 
que han llegado al buffer durante este periodo. Este algoritmo presenta inconvenientes en 
situaciones de alta carga y cuando la carga ofrecida es baja, ya que puede dar lugar a ráfagas 
demasiado grandes (situación de alta carga) o demasiado pequeñas (situaciones de baja 
carga) e incrementar la señalización en la red. 
En cambio, las estrategias de ensamblaje de ráfagas basadas en el tamaño (Figura 2.16 
abajo), aseguran un tamaño mínimo o máximo de las mismas. El principal inconveniente de 
estos algoritmos es que  no limitan el tiempo de espera de los paquetes en los buffers de 
ensamblaje. Para minimizar las limitaciones que presentan cada una de las estrategias, se han 
planteado estrategias híbridas basadas en el tiempo y tamaño. En estas estrategias, si el total 
de los datos almacenados en el buffer de ensamblaje alcanza un determinado valor máximo 
antes de que el temporizador expire, la ráfaga se crea y se envía a través de la red OBS. 
 2.3.3 Reserva de recursos 
Una vez la ráfaga se ha ensamblado ya está lista para ser enviada a su destino. A partir de 
ahora, se deberán reservar los recursos necesarios para la transmisión de dicha ráfaga. 
Existen dos protocolos distintos para realizar la reserva de recursos en OBS: el protocolo TAW 
(Tell-And-Wait) y el protocolo TAG (Tell-And-Go). 
 
 
Figura 2.17: Protocolos de reserva OBS: a) tell-and-wait (TAW); b) tell-and-go (TAG) 
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En el modo de reserva TAW (Figura 2.17.a), cuando un nodo tiene una ráfaga lista para su 
transmisión, se inicia un proceso de reserva de ida y vuelta, como en el proceso de reserva 
seguido en las redes OCS. De esta manera, se envía el correspondiente BCP hacia el nodo 
destino, tratando de reservar los recursos necesarios en cada nodo intermedio. Cada uno de 
los nodos que reciben el BCP trata de reservar el recurso solicitado para un enlace de salida 
específico. Si el proceso de reserva es correcto en todos los enlaces a lo largo de la ruta, se 
enviará un paquete de consentimiento ACK (ACKnowledgement)  de vuelta para informar al 
nodo origen que el proceso de transmisión de la ráfaga puede ser iniciado. Por el contrario, si 
no hay recursos disponibles en cualquiera de los enlaces que componen la ruta, se devuelve 
un paquete de no-consentimiento NACK (No-ACKnowledgement), liberando cualquiera de los 
recursos previamente reservados e informando al nodo de origen que debe esperar un tiempo 
de espera (back-off) determinado para intentar otra vez la reserva de recursos. 
Uno de los mayores inconvenientes del modo TAW es la cantidad de sobrecarga (overhead) 
que se introduce en la red durante el proceso de señalización, que puede llegar a ser mucho 
mayor que el tiempo de transmisión de una ráfaga en las redes OBS. Esta es la principal razón 
por la que la aplicación el modo de reserva TAW parece estar limitada solamente a Redes 
Metropolitanas (Metropolitan Area Networks, MAN) donde el retardo de propagación en los 
enlaces puede considerarse despreciable en comparación con la longitud de las ráfagas [19].  
En el modo de reserva TAG (Figura 2.17.b), el nodo fuente transmite las ráfagas sin realizar 
ninguna reserva de ancho de banda por adelantado, evitando de esta manera cualquier tipo de 
sobrecarga de la red debido a la señalización. De hecho, el BCP se envía un tiempo de offset 
antes de la realización de la carga de la ráfaga. Este tiempo de offset debería compensar el 
tiempo de retardo experimentado por el BCP a lo largo de la ruta. En caso contrario, la ráfaga 
podría alcanzar al BCP al que está asociado, lo que supondría la pérdida de la ráfaga, ya que 
en este caso no se habría realizado aún la configuración de los nodos ópticos necesaria para 
su transmisión sobre los canales de datos. 
Se han propuesto varios algoritmos para el modo de reserva TAG, dependiendo de si la 
asignación y la liberación de recursos es explícita o estimada.  La asignación de recursos es 
explicita cuando los recursos se asignan tan pronto como el BCP se procesa en la unidad de 
control. En cambio, la asignación de recursos es estimada cuando la reserva de los recursos se 
retrasa hasta que la ráfaga asociada llega. La liberación explicita se realiza a través de 
señalización de control específica al final de la transmisión, mientras que la liberación estimada 
puede ser calculada teniendo información sobre la longitud de la ráfaga, la cual puede estar 
contenida en el BCP. 
Por ejemplo, el algoritmo JIT (Just in Time, [20]) utiliza la asignación explicita de recursos 
mientras que la liberación puede ser explícita o estimada. La principal ventaja del algoritmo JIT 
radica en su simplicidad. Sin embargo, la utilización de recursos no es óptima ya los recursos 
son asignados, pero no son usados hasta que la ráfaga llega, lo que empeora el rendimiento 
global de la red (Figura 2.18).  En cambio, en el algoritmo Horizon [21] los recursos son 
asignados y son liberados de manera estimada. En particular, para cada longitud de onda de 
salida, Horizon mantiene el último instante hasta el que la longitud de onda está asignada (el 
horizonte de tiempo).  Tras la llegada de la ráfaga, esta podrá ser transmitida por una 
determinada longitud de onda si su horizonte es menor que el instante de inicio de la ráfaga. 




Figura 2.18: Algoritmos de reserva de recursos JIT y  JET 
 
Finalmente, el algoritmo JET (Just Enough Time, [22]), utiliza tanto el algoritmo JIT como el 
algoritmo Horizon, siendo de hecho el algoritmo de reserva para OBS. En este caso, la 
asignación y liberación de recursos es estimada, y solo se asignan el tiempo correspondiente a 
la duración de la ráfaga. Esto mejora la utilización del ancho de banda en la red. Sin embargo, 
se introduce cierta complejidad adicional para intentar reservar los recursos en las ranuras 
temporales que pueden existir entre distintas reservas. Como se verá en el siguiente apartado, 
estas acciones son conocidas como Algoritmos de planificación (Burst scheduling). 
 2.3.4 Algoritmos de planificación 
Puesto que los nodos de una red OBS tienen capacidad de conversión de longitud de onda, 
pueden decidir cual de las longitudes de onda de salida del nodo es más apropiada para 
transmitir una ráfaga independientemente de la longitud de onda de entrada al nodo. Teniendo 
en cuenta que pueden existir reservas en cada una de las longitudes de onda salientes, se 
hace necesaria la existencia de un módulo que se haga responsable de seleccionar la longitud 
de onda más apropiada. En este contexto, se han propuesto varios algoritmos hasta la fecha 
[23]. Algunos de ellos han sido ilustrados en la Figura 2.19. 
                   
Figura 2.19: Algoritmos de planificación 
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En la figura se observa el comportamiento de los siguientes algoritmos: 
 Algoritmo Horizon: (también llamado Latest Available Unscheduled Channel, LAUC), 
donde solo las longitudes de onda cuyo horizonte precede al tiempo de inicio de la 
ráfaga son tomadas en cuenta como longitudes de onda disponibles. Como resultado 
se obtiene un algoritmo de bajo coste. Sin embargo, el algoritmo Horizon desperdicia 
los vacíos que quedan entre reservas ya existentes.  
 Algoritmo LAUC-VF (LAUC con void-filling): tiene por objetivo minimizar el vacío 
existente entre el tiempo de inicio de una nueva reserva y la reserva que le precede (el 
algoritmo Min-SV actúa de la misma manera pero usando un algoritmo menos 
complejo).   
 Algoritmo Min-EV (Minimum Ending Void): tiene como objetivo minimizar el vacío entre 
el final de la nueva reserva y el inicio de la reserva siguiente.  
 Algoritmo Best Fit: es un algoritmo intermedio entre LAUC-VF y Min-EV y trata de 
minimizar la longitud de los vacios existentes entre reservas.  
Se han realizado numerosos estudios [24] en los que se llega a la conclusión de que los tres 
algoritmos (LAUC-VF, Min-EV and Best Fit) consiguen una utilización del ancho de banda 
similar pero en todo caso, mucho mayor que con el algoritmo Horizon. 
 2.3.5 Estrategias de resolución de contención 
Debido a la multiplexación estadística de longitudes de onda y al algoritmo de reserva TAG 
(explicado en el apartado  2.3.3 las ráfagas que viajan por la red pueden encontrar puertos de 
salida más adecuados que otros en los nodos intermedios de la ruta que deben seguir. Con el 
objetivo de minimizar la pérdida de ráfagas las estrategias de resolución de contención se 
hacen indispensables en las redes OBS [25]. 
Básicamente, las estrategias de resolución de contención en redes OBS se pueden realizar en 
el dominio de las longitudes de onda, el dominio temporal o en el dominio espacial. El 
dispositivo que permite realizar una primera aproximación es el convertidor de longitudes de 
onda. Teniendo los nodos una total capacidad de conversión de longitud de onda (wavelength 
conversión, WC), cualquier longitud de onda de cualquier puerto de entrada puede ser 
conectada con cualquier longitud de onda de cualquier puerto de salida. De esta manera, una 
ráfaga que presente contención para una longitud de onda determinada se puede cambiar a 
otra, solucionando de esta manera el problema de contención. La mayoría de estudios que se 
realizan sobre OBS asumen la total capacidad de conversión de longitud de onda en los nodos 
de la red. Sin embargo, teniendo en cuenta que los conversores de longitud de onda son 
dispositivos muy caros también se pueden utilizar convertidores parciales de longitud onda. 
 
Figura 2.20: Configuraciones de buffer FDL: a) feed-forward; b) feedback 
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La resolución de situaciones de contención en el dominio temporal implica la utilización de 
fibras de retardo (FDL) como buffers ópticos en los nodos OBS. Retardando la ráfaga que se 
encuentra en una situación de contención hasta que el recurso necesario quede disponible 
puede solucionar el problema de contención. Como se observa en la Figura 2.20, se pueden 
dar distintas configuraciones de los buffers FDL.  En una configuración feed-forward, las 
ráfagas son retardadas mediante los buffers FDL mientras viajan entre el puerto de entrada y el 
puerto de salida del nodo. En cambio, con la opción de configuración feed-back las ráfagas se 
colocan en los buffers FDL y se vuelven a enviar a la matriz de conmutación óptica.  La 
principal desventaja de la utilización de fibras de retardo es la dificultad de integración, aunque 
compartiendo estas fibras de retardo con WDM se puede reducir significativamente el tamaño 
de los nodos [26]. 
Finalmente, la resolución de contención en el dominio temporal tiene como objetivo utilizar la 
red como un recurso compartido con el propósito de resolver los problemas de contención. La 
operación fundamental de esta estrategia es enviar la ráfaga que presenta la contención por 
una ruta alternativa hacia el destino, resolviendo de esta manera el problema de contención. 
Esta operación es conocida con el nombre de Deflexión de ruta (Deflection Routing, DR). El 
mayor beneficio del DR es que no se requieren capacidades de almacenamiento en la red, lo 
que se traduce en un menor coste de la red. Por el contrario, las acciones realizadas con la 
técnica de Deflexión de ruta introducen tráfico adicional en la red, ya que las rutas por las que 
se envía una ráfaga después de haber usado la técnica de Deflexión de ruta suelen ser más 
largas que las rutas establecidas antes de la contención, lo que nos puede llevar a degradar el 
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 2.4 Redes Híbridas OBS/OCS 
 2.4.1 Introducción 
Aunque se han implementado las técnicas de contención en las redes OBS la transmisión de 
datos extremo a extremo con una calidad de servicio (QoS) elevada sigue siendo un desafío 
importante. Además, desde un punto de vista económico, una red OBS pura necesita un 
número demasiado elevado puertos de conmutación de ráfagas, llegando incluso a sobrepasar 
los límites tecnológicos existentes. 
Apoyado por estos argumentos, las redes híbridas OBS/OCS se presentan como una solución 
eficiente y asequible económicamente y tecnológicamente hablando, para las infraestructuras 
de redes ópticas de transporte. Este tipo de redes utilizan simultáneamente las tecnologías de 
conmutación OBS y OCS. Por ejemplo, se puede plantear un escenario para la red híbrida 
OBS/OCS en el que OBS juegue un papel destacado en la transmisión de flujos de corta 
duración y tráfico que se deba transmitir de la mejor manera posible pero sin garantías (best-
effort) a ráfagas, mientras que el tráfico de larga duración o aquellas ráfagas que necesitan 
garantías de calidad de servicio se transmiten mediante OCS.  
De esta manera se convierte en trabajo del nodo de ingreso a la red escoger la manera más 
adecuada de transmitir el tráfico entrante, basándose en los requerimientos de calidad de 
servicio o de duración del tráfico. 
 2.4.2 Escenario del proyecto 
Puesto que hay una gran necesidad de disponer de redes que sean altamente dinámicas 
debido al tráfico existente en las redes actuales y teniendo en cuenta que estas redes también 
tienen que ser efectivas desde el punto de vista económico, las arquitecturas de redes híbridas 
OBS/OCS se posicionan como una solución prometedora para un periodo de tiempo no muy 
lejano. Este proyecto se centra en el estudio de esta nueva generación de arquitectura de red. 
La Figura 2.21  ilustra un escenario de red que será usada como marco para el resto de los 
capítulos de este proyecto. 
El escenario híbrido OBS/OCS considerado está compuesto por una capa de transporte 
subyacente ASON/GMPLS y una red de cliente OBS en la parte superior. En este escenario, 
los recursos de la capa de OCS pueden ser dedicados a la construcción de la capa de cliente 
OBS o a soportar el establecimiento de circuitos extremo a extremo entre pares origen destino. 
De esta manera, observando las características del tráfico entrante, el volumen de tráfico entre 
determinadas demandas y sus requisitos de calidad de servicio, el nodo de ingreso a la red 
decidirá cuál de las dos tecnologías de transporte (OBS o OCS) es la más apropiada para 
soportar ese tráfico. 
En nuestra arquitectura se reservarán una parte de recursos de la capa de transporte para el 
establecimiento de circuitos ópticos entre los pares origen destino entre los que el volumen de 
tráfico sea más elevado o requieran una calidad de servicio mayor, mientras que los demás 
recursos estarán dedicados a la construcción de la capa de cliente OBS para soportar las 
transmisiones entre nodos entre los cuales el volumen de tráfico no es tan elevado y las 
transmisiones se pueden realizar de manera best-effort. De esta manera el nodo origen 
decidirá sobre que capa debe transmitir las ráfagas: si la ráfaga se debe transmitir entre un par 
origen destino entre los cuales hay un circuito óptico establecido, esta ráfaga se transmitirá 
sobre OCS. En cambio, si la ráfaga se debe transmitir entre un par origen destino entre los 
cuales no hay circuito establecido sobre la capa de transporte OCS, esta se transmitirá sobre 
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OBS. El nodo origen será capaz de obtener esta información ya que previamente a la 
transmisión de la ráfaga de datos se procesa el paquete de control asociado a la ráfaga (BCP). 
 
 
Figura 2.21: Escenario de proyecto: arquitectura de red híbrida OBS/OCS 
 
En esta arquitectura, el protocolo GMPLS introduce la libertad en el plano de control para estar 
físicamente separado del plano de transporte. En vista de esto, la configuración del plano de 
control de la capa OCS se ha asumido como fuera de fibra. Además como se puede ver en la  
Figura 2.21, la configuración del plano de control es simétrica a la del plano de transporte. En 
este contexto, la arquitectura  del plano de control GMPLS es más apropiada que el escenario 
de un plano de transporte mallado. Este debate, sin embargo no se aplica a la capa OBS. En 
las redes OBS, las ráfagas ópticas y sus correspondientes paquetes de control deben mantener 
una estricta relación temporal con el objetivo de que el método de reserva TAG sea lo más 
viable posible. Por lo tanto, es obligatorio que los planos de control y transporte en OBS 
compartan los mismos recursos y topología. Es por este hecho que se ha escogido la 
configuración del plano de control dentro de fibra y fuera de banda para la capa OBS. 
Teniendo este escenario general en mente, se tratará en otros capítulos de forma más 
específica la gestión de las capas de conmutación en OBS y OCS (apartados  3.4.3  Siendo el 
dinamismo y la facilidad de gestión los principales requerimientos de ASON, una configuración 
automática de recursos parece indispensable. Esto se está convirtiendo cada día en un punto 
más importante, ya que cada vez son necesarios más recursos para soportar el incontrolado 
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crecimiento de Internet, el cual supone que cualquier tipo de configuración manual tienda a 
fracasar.  
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 3 Implementación del Simulador 
 3.1 Topología utilizada 
El incremento del tráfico de información en la sociedad actual requiere la llegada de medios de 
transmisión capaces de transportar grandes volúmenes de datos, mediante un uso eficiente de 
los recursos disponibles. La posibilidad de utilizar fibra óptica combinada con técnicas de 
multiplexación por longitud de onda (WDM) nos permite aprovechar al máximo la capacidad de 
dichas fibras.  
Para analizar este tipo de redes de transporte se va a utilizar la topología básica de referencia 
del modelo de red Pan-Europea [27], que se muestra en la figura (Figura 3.1). Esta topología 
nos permitirá obtener una visión general de los mecanismos de transmisión que se van a 
desarrollar. La red Pan-Europea consta de 28 nodos. En nuestro caso nos centraremos en los 
16 nodos centrales que interconectan las principales ciudades centro-europeas mediante 23 
enlaces bidireccionales con  una topología parcialmente mallada.  
 
 
Figura 3.1: Topología Pan-Europea: 16 nodos centrales 
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Con el objetivo de extraer conclusiones aplicables la red de 16 nodos, realizaremos una 
primera aproximación teniendo en cuenta sólo 6 de los 16 nodos cuyos enlaces formarán un 
anillo (Figura 3.2).  
 
 
Figura 3.2: Topología anillo: 6 nodos 
 
Cada nodo es un Cross-conector óptico (OXC) capaz de conmutar longitudes de onda 
provenientes de fibras de entrada hacia fibras de salida. El modelo de tráfico que se 
considerará incluye demandas de tráfico entre cada par de ciudades o nodos. 
 3.2 Caracterización del sistema 
 3.2.1 Breve introducción a los conceptos OMNeT++ 
Seguidamente se procederá a explicar cual  es el funcionamiento de la arquitectura de red que 
se ha programado. A esta arquitectura de red híbrida la hemos llamada red HOS (Hybrid 
Optical Switching Network). Para explicar su funcionamiento se hará uso de conceptos y 
términos pertenecientes al simulador de redes utilizado (OMNeT++) y conceptos del lenguaje 
de programación con el que se ha trabajado (C++).Por ello a continuación se realizará una 
sucinta explicación aquellos conceptos básicos que permitirán un mejor y mayor entendimiento 
del funcionamiento de la red. Para más información sobre el simulador OMNeT++ se adjunta 
una explicación más amplia a los conceptos del mismo en el Anexo  8.1 . 
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OMNeT++ es una herramienta de simulación de redes basada en un funcionamiento por 
módulos, los cuales tienen una organización de tipo jerárquica. Dentro de esta organización 
jerárquica los módulos se intercomunican por medio de mensajes. Los módulos de menor 
jerarquía reciben el nombre de módulos simples, y son los que contienen la implementación del 
usuario en C++. Los módulos simples pueden ser fácilmente vistos como los elementos de la 
red que generan, reciben o por los que pasa el tráfico aunque puede que también tengan otras 
funciones como veremos a continuación. 
Los módulos (Figura 3.3) que se han programado son los siguientes: 
 OBSNode: son todos y cada uno de los nodos que componen la red. 
 statisticsCollector: se encarga de calcular las estadisticas que se pueden extraer de 
la actuación de la red, por ejemplo la probabilidad de pérdida de ráfagas. 
 networkManagementSystem: se encarga de los procesos relacionados con la gestión 
de los circuitos ópticos (light-paths) que se establecen para la transmisión de ráfagas 
sobre la capa de transporte. 
Cada uno de los módulos tienen definidas sus funciones y sus estructuras de datos propias. 
 
 
Figura 3.3: Módulos de la topología híbrida 
 
Los distintos módulos se comunican entre si mediante mensajes llamados msg. OMNeT++ 
tiene definida una clase llamada cMessage que será el tipo de mensajes que utilizaremos para 
estas comunicaciones. Estos mensajes facilitarán la transferencia de datos (señalización o 
información) entre módulos. 
Para la definición de la red, OMNeT++ define un lenguaje de alto nivel de definición de red, el 
cual recibe el nombre de NED. Gracias a este lenguaje se puede establecer la topología de 
red, la interconexión entre los elementos de la red (módulos), los mensajes a utilizar, los 
canales y sus parámetros, etc. 
Aunque en el fichero NED se da al simulador los datos necesarios para poder realizar las 
simulaciones, OMNeT++ proporciona interfaces gráficas que permiten observar la distribución 
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de los elementos en la red, los canales de comunicación entre los elementos y el tránsito de los 
paquetes por estos canales. 
Los archivos que se utilizan para definir la red son los siguientes: 
 obs_network.ned: en él, se define la topología de la red. Se describen el número de 
nodos , las interconexiones entre ellos y el retardo de propagación. También se definen 
el resto de módulos de la red como podría ser en nuestro caso el statisticsCollector 
(obtención de estadísticas) o el networkManagementSystem (control de la reserva, 
establecimiento, liberación y gestión de circuitos) 
 omnetpp.ini: fichero de inicialización de parámetros de la red. En él se asignan valores 
a los parámetros que es necesario introducir para realizar la simulación de acuerdo con 
las condiciones que en cada caso se quiera imponer. 
 arhcivos.cc: en este tipo de archivos se describe el código propiamente dicho de los 
módulos desarrollados en la simulación. Cada uno de los archivos archivo.cc tiene su 
homónimo archivo.h en la cual se definen las funciones, las variables y las estructuras 
de dicho módulo. 
A parte de este tipo de mensajes, tambien hemos definido el tipo de mensajes llamados burst 
(dentro del simulador) que representa los paquetes de control (BCP) asociados a las ráfagas de 
datos, que circularían por las capas de control (tanto OCS como OBS), y se encargarán de 
emular la transmisión de ráfagas de datos sobre la capa de transporte OCS o de reservar las 
longitudes de onda necesarias en los recursos de la capa de cliente OBS para emular la 
transmisión de las ráfagas de datos. 
Por último diremos que a la transmisión de rafagas sobre los recursos de la capa de transporte, 
los cuales se han reservado para la creación de circuitos virtuales, se le llamara transmisión 
HOS-C (transmisión sobre circuitos virtuales en la red HOS). A la transmisión de ráfagas 
ópticas sobre los recursos destinados a la capa de cliente (OBS) se la llamará transmisión 
HOS-B (transmisión de ráfagas OBS). 
 3.2.2 Generación del tráfico y modelo de colas 
Para simplificar el proceso de llegada de paquetes de nivel superior a los nodos y posterior 
ensamblaje de los mismos en ráfagas de mayor tamaño (como se ha explicado en el apartado  
2.3.2 nuestro simulador no tiene en cuenta este proceso sinó que cada uno de los nodos posee 
una fuente de paquetes de control. Todos los nodos de la red HOS actuan como emisores y 
receptores de ráfagas. El proceso de generación de los paquetes de control en los nodos se 
modela como un proceso de Poisson. 
Cada uno de los circuitos virtuales (caminos ópticos) que se establecen para la transmisión de 
ráfagas sobre OCS, posee un buffer en el que se almacenan las ráfagas que se deben 
transmitir por el circuito. El modelo de colas que se ha utilizado para simularlo el modelo M/M/1 
(según la notación de Kendall). Es decir, para la tranmisión HOS-C de las ráfagas 
dispondremos de un buffer en el que almacenarlas hasta el momento en que el ciruito virtual 
quede disponible.Los ráfagas de las transmisiones HOS-B no disponen de buffer de espera. 
Podemos representar el modelo de servidor y buffer para lás ráfagas que se transmiten sobre 
cada uno de los circuitos virtuales de la siguiente manera (Figura 3.4): 
 
Figura 3.4: Representación del modelo M/M/1 
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El modelo elegido se caracteriza por: 
 Las llegadas al sistema siguen un proceso de Poisson con tasa de llegadas λ. 
(constante: λj=λ).  
 El tiempo de servicio está distribuido de modo exponencial con media 1/µ. (constante: 
µj=µ). 
  En cada nodo hay un único servidor que atiende las peticiones y suponemos que el 
buffer es infinito.  
El diagrama de estados que representa las transiciones entre un estado y otro en el sistema se 
representa a continuación (Figura 3.5). Cada estado representa el número de elementos en un 
sistema de estas características: 
 
Figura 3.5: Representación del diagrama de estados para el modelo M/M/1 
A partir del diagrama de estados y particularizando la fórmula general de probabilidad de 
estado obtenemos la probabilidad de estado del sistema ( es decir, la probabilidad de que en el 
sistema haya un número de elementos igual a k): 
 𝑃𝑘 =
𝜆𝑘−1 ∙ 𝜆𝑘−2 ∙ 𝜆𝑘−3 ∙  …  ∙ 𝜆2 ∙ 𝜆1 ∙ 𝜆0
𝜇𝑘 ∙ 𝜇𝑘−1 ∙ 𝜇𝑘−2 ∙  …  ∙  𝜇3 ∙ 𝜇2 ∙ 𝜇1
∙ 𝑃0 
 









∙ 𝑃0 = 𝜌
𝑘 ∙ 𝑃0 
Nuestra ecuación depende ahora de la probabilidad de que no haya ningún elemento en el 
sistema (P0), por lo que vamos a encontrar el valor de esta: 


















Como podemos ver P0 es una progresión geométrica de razón ρ (factor de ocupación de los 
circuitos), por tanto, como queremos que esta progresión geométrica converja y no tienda a 
infinito el parámetro ρ debe ser menor que 1 (ρ<1). De esta manera llegamos a la conclusión 
que: 











= 1 − 𝜌 
Por lo tanto la probabilidad de que el sistema se encuentre en un estado k es la siguiente: 
𝑃𝑘 = 𝜌
𝑘 ∙  1 − 𝜌  
A pesar de ser una simulación y utilizar modelos que puede que en la realidad no se comporten 
de manera tan adecuada, queremos simular un sistema que se asemeje lo más posible a la 
realidad por lo tanto aunque utilicemos un servidor con un buffer infinito vamos a establecer 
límites con el objetivo de no saturar el nodo. Para ello, vamos a obtener el numero medio  de 
elementos en el buffer en función de ρ para ver a partir de que valor de ρ el nodo se satura. 
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El número medio de elementos en el buffer será igual al número medio de elementos en el 
nodo menos el número medio de elementos en el servidor. Por lo tanto calcularemos primero el 
número medio de elementos en el sistema y luego el número medio de elementos en el 
servidor, para acabar obteniendo el número medio de elementos en el buffer: 
𝑁𝑏𝑢𝑓𝑓𝑒𝑟 = 𝑁𝑛𝑜𝑑𝑜 − 𝑁𝑠𝑒𝑟𝑣𝑖𝑑𝑜𝑟  
El número medio de elementos en el nodo será: 
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 =   1 − 𝜌 ∙ 𝜌 ∙
1
 1 − 𝜌 2
=  
𝜌
 1 − 𝜌 
  
Mientras que el número medio de elementos en el servidor será: 
𝑁𝑠𝑒𝑟𝑣𝑖𝑑𝑜𝑟 = 0 ∙ 𝑃0 +  1 ∙  1 − 𝑃0 = 1 − 𝑃0 = 1 −  1 − 𝜌 = 𝜌 
Asi, obtenemos que el número medio de elementos en el buffer es: 
𝑁𝑏𝑢𝑓𝑓𝑒𝑟 = 𝑁𝑛𝑜𝑑𝑜 −𝑁𝑠𝑒𝑟𝑣𝑖𝑑𝑜𝑟 =  
𝜌
 1 − 𝜌 
 − 𝜌 =  
𝜌2
 1 − 𝜌 
 
Si representamos la expresión obtenida en función del valor de ρ otenemos la Gráfica 1:  
 
Gráfica 1: Número medio de elementos en cola en función del tráfico ofrecido 
 
De esta manera realizaremos las simulaciones de manera que la ocupación de los circuitos 
establecidos para la transmisión HOS-C (plano de transporte) tenga una ocupación menor o 
igual a 0,8 para que los buffers no se saturen y como mucho el número medio de elementos en 
la cola de los nodos sea 3,2. Además, de esta manera disminuimos el tiempo de espera que las 
ráfagas tienen que esperar hasta ser servidas. 
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 3.2.3 Tamaño y destino de las ráfagas 
El tamaño de los ráfagas de datos emuladas está caracterizado por uno de los parámetros de 
inicialización del simulador llamado burstLength. Este es un parámetro definido en Kbytes y 
para nosotros a lo largo de todas las simulaciones será 1250 Kbytes.  Este parámetro no define 
la longitud de las ráfagas de datos ya que la longitud de las ráfagas de datos en nuestras 
simulaciones seguira una distribución exponencial, sinó que nos definirá la longitud media de 
estas. Por lo tanto, la longitud de las ráfagas de datos seguirá una distribución exponencial con 
media 1250Kbytes. La función de densidad de probabilidad de la longitud de las ráfagas de 
datos se muestra a continuación (Gráfica 2): 
𝑓 𝑥 =   
1
1250  ∙ 𝑒
− 1 1250  ∙𝑥      𝑝𝑎𝑟𝑎 𝑥 ≥ 0
0           𝑑𝑒 𝑜𝑡𝑟𝑜 𝑚𝑜𝑑𝑜
  
 
Gráfica 2: Función de densidad de probabilidad para la longitud de las ráfagas  de 
datos 
Respecto a asignación del destino a las ráfagas de datos (cnotenido en el paquete de control 
que se generan en cada uno de los nodos) existen dos maneras de proceder, es decir que 
existen dos modos de decidir cual será el destino de la ráfaga en el momento en que se 
genera. El parámetro que nos permite realizar esta operativa se llama trafficController 
(controlador del tráfico) es uno de los parámetros que se introducen al inicializar la red. Los dos 
modos de asignar el destino son los siguientes: 
 Asignación uniformemente distribuida (trafficController=0): en esta situación, un nodo 
cualquiera de la red asigna a las ráfagas los destinos de manera uniformemente 
distribuida. Es decir, todos los demás nodos de la red tienen la misma probabilidad de 
convertirse en destino de una ráfaga (Figura 3.6.a). 
 Asignación no-uniforme (trafficController≠0): en esta situación, variando el valor del 
parámetro trafficController, podemos decidir que determinados nodos de la red tengan 
más probabilidad de convertirse en destino de las ráfagas que se generan en los 
demás nodos ópticos. Variando el valor del parámetro haremos mayor o menor esta 
probabilidad dependiendo de la situación que querramos simular (Figura 3.6.b). 




Figura 3.6: Asignación uniformemente distribuida (a) y asignación no uniforme (b) 
Asignando distintas probabilidades a las ráfagas de ir dirigidas a un nodo o a otro lo que 
pretendemos conseguir es hacer simulaciones lo más parecidas a la realidad posible, ya que 
usualmente en las redes de transmisión de datos existen enlaces que están más cargados que 
otros y determinados nodos generan más tráfico hacia unos destinos que hacia otros. 
 3.2.4 Simulación y emulación en la transmisión de BCP’s y ráfagas 
Cuando en nuestro simulador se inicia el proceso de generación de bursts (nombre que se da 
dentro del simulador) estamos hablando de los paquetes de control (BCP) que se transmiten 
por las capas de control y que están asociados a las ráfagas de datos emuladas que se 
transmiten por las capas de transporte OCS (transmisión HOS-C) o por la capa de cliente OBS 
(transmisión HOS-B). Estos paquetes de control son los encargados de realizar el proceso de 
reserva de recursos adecuados sobre las capas en las que se emula la transmisión de ráfagas 
de datos. Sobre la topología que hemos definido en el archivo .ned (definido en el apartado  
2.3.1 simulamos el proceso de envio y recepción de los paquetes de control que estan 
asociados a las ráfagas de datos. Por lo tanto, la topología definida en el archivo .ned se 
correspondería con las capas de control descritas en el apartado  2.4.2  
El proceso de simulación de paquetes de control está claro, pero ¿cómo simulamos el proceso 
de transmisión de ráfagas de datos? Pues bién, el proceso de transmisión de ráfagas de datos 
no se simula sinó que se “emula”. Que este proceso se emule quiere decir que no se simula la 
transmisión de una ráfaga de datos asociada al paquete de control sinó que hemos propuesto 
un sistema para que simular esta transmisión no sea necesario y se obtengan los mismo 
resultados que si lo hiciesemos. 
Para emular este proceso creamos unas estructuras de datos que representan los recursos 
destinados a la transmisión HOS-C sobre circuitos virtuales (capa de transporte OCS) y los 
recursos destinados a la transmisión HOS-B de conmutación de ráfagas ópticas (capa de 
cliente OBS). Los dos tipos de estructuras que definimos son las siguientes:  
 Estructura circuitResrvationList (Lista de circuitos virtuales): esta estructura 
representa los recursos que se asignan a la capa de transporte OCS, es decir los 
recursos que se asignan al establecimiento de circuitos virtuales entre pares origen-
destino y que serán sobre los que se “emulará” la transmisión HOS-C de ráfagas de 
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datos. La estructura ciruitReservationList (Figura 3.7) está definida en el módulo 




            Figura 3.7: Representación de la estructura global circuitReservationList 
Como se puede ver en la figura cada uno de los elementos de la lista representa los 
circuitos que se establecen en una simulación (circuit1, circuit2,…, circuitN). Cada uno 
de los circuitos se caracteriza principalmente por su origen y destino (definidos en los 
campos source y destination de cada elemento circuit). El campo ERO (vector) de cada 
circuit representa la lista de puertas de salida de cada nodo que atraviesa el circuito 
hasta llegar al destino. Despues tenemos una lista de reservas, cada una de las cuales 
representará el tiempo que las ráfagas de datos ocuparían el circuito al ser transmitida. 
Esta lista será con la que realizaremos la emulación de la transmisión de ráfagas de 
datos sobre los circuitos ópticos. Cuando un paquete de control se genere y la ráfaga 
de datos asociada a esta se deba transmitir sobre un circuito, el paquete de control nos 
informará de  la longitud de su ráfaga de datos asociada  y por consiguiente, del tiempo 
que debe ocupar esta ráfaga el circuito para transmitirse hacia su destino. Lo que 
haremos para emular la transmisión de la ráfaga de datos será crear una reserva en la 
lista de reservas del circuito correspondiente, equivalente al tiempo que tardaría una 
ráfaga de datos en transmitirse por ella (es decir, emulamos la ocupación de los 
recursos). De esta manera emulamos el proceso de la transmisión de ráfagas de datos 
sobre el circuito virtual si tener que generar realmente esa ráfaga y simular su 
transmisión. 
 Estructura neighbourList (Lista de vecinos): esta estructura se define en cada uno de 
los nodos de la red, por tanto habrá tantas estructuras neighbourList como nodos haya. 
La estructura neighbourList representa los recursos de salida que unen a un nodo con 
sus nodos vecinos, por lo tanto definiendo una estructura para cada uno de los nodos 
acabaremos teniendo toda la topología de red definida en ellas ya que cada una 
representa el entorno del nodo en el que están definidas (Figura 3.8).  
 




         Figura 3.8: Estructura neighbourList de un nodo de la red 
 
El conjunto de estas estructuras representan los recursos que no se han reservado 
para la transmisión sobre circuitos virtuales (HOS-C) y los que se destinaran a la 
emulación de la transmisión de ráfagas sobre la capa de cliente OBS (transmisión 
HOS-B). Aunque también se representan aquellos canales que se han destinado a la 
capa de transporte, estos no se tendrán en cuenta a la hora de emular la transmisión 
de ráfagas de datos, ya que los recursos de la capa de transporte aparecerán en esta 
estructura para tener consciencia de que existen, pero se prohibirá su utilización para 
la transmisión  HOS-B. 
La lista tendrá tantos elementos como nodos vecinos tenga el nodo en el que está 
definida la estructura. Un elemento neighbour representa los recursos que unen al 
nodo con uno de sus nodos vecinos y que se utilizarán para emular la transmisión de 
ráfagas de datos. Cada elemento neighour queda identificado por el campo 
outputGateId (puerta de salida del nodo a través de la cual se llega al nodo vecino) y se 
representarán las 16 longitudes de onda que se pueden utilizar a través de ese enlace 
(interfaceId). El campo ATC (associatedToCircuit) nos indicará esa longitud de onda 
pertenece a la capa de transporte OCS (ATC=1) o si por el contrario es de la capa de 
cliente OBS y puede ser utilizada para la emulación de la transmisión HOS-B (ATC=0). 
Para emular la transmisión de ráfagas de datos entre dos nodos procedemos de la 
siguiente manera: el paquete de control (burst) nos indica el tiempo que una ráfaga de 
datos debería ocupar los recursos de la capa de cliente que unen dos nodos, por tanto 
lo que hacemos es después de procesar la ráfaga de control creamos una reserva en 
una longitud de onda del enlace que une ambos nodos. De esta manera emulamos la 
transmisión de la ráfaga de datos en ese enlace sin la necesidad de simular la 
transmisión de la ráfaga de datos. Procederemos de la misma manera con todos los 
enlaces que unen dos nodos sobre los cuales haya una transmisión de ráfagas HOS-B. 
A continuación se propone un ejemplo gráfico en el que se muestran una hipotética topología 
de red en la cual cierta parte de los recursos se destina a la capa de transporte OCS 
(estableciendo circuitos) y el resto se destina a la capa  de cliente OBS. 
En la Figura 3.9 se muestra una red de cuatro nodos ópticos. En la parte central se observa la 
topología definida en el simulador por la cual se realiza la simulación de transmisión de los 
paquetes de control. En la parte superior se observa la capa cliente sobre la que se emula la 
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transmisión HOS-B de ráfagas de datos y en la parte inferior los recursos destinados a la capa 
de transporte OCS. En este caso los paquetes de control crean reservas en las estructuras 
neighbourList y circuitReservationList para emular la transmisión de las ráfagas de datos. Para 
emular la transmisión de una ráfagas de datos sobre la capa de transporte, cuando se genera 
un paquete de control que indica que su ráfaga de datos asociada se transmite sobre circuitos, 
esta hace una reserva del tamaño de la longitud de la ráfaga sobre el circuito establecido 
previamente y una dinámica parecida se sigue en el caso de transmisión HOS-B pero las 
reservas se crean sobre las esctructuras neighbourList, y en este caso enlace a enlace. 
 
Figura 3.9: Simulación de paquetes de control y emulación de ráfagas de datos 
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Como podemos ver, no estamos simulando la tranmisión de las ráfagas de datos, sino que la 
estamos emulando mediante la creación de reservas en estas estructuras que representan el 
estado de ocupación de los enlaces de la capa de transporte OCS y cliente OBS. La reserva 
creada en una de las longitudes de onda del enlace se mantendrá el tiempo equivalente al que 
ocuparía una ráfaga de datos que se transmitiese sobre ese enlace. 
De esta manera lo que conseguimos es realizar las simulaciones el doble de rápido debido a 
que mediante la simulación del envio de un paquete de control emulamos el envio de su ráfaga 
de datos asociada, así que enviando la mitad de mensajes por simulación obtenemos la 
probabilidad de pérdida de ráfaga que buscamos. Se podría haber implementado la simulación 
del envio de ráfagas de datos asociadas a los paquetes de control pero nuestro objetivo ha sido 
realizar un simulador, en la medida de lo posible, simple y funcional. 
 3.2.5 Estructura de un paquete de control (BCP) 
En nuestro simulador cada paquete de control (BCP) posee un conjunto de campos  que nos 
permiten llevar a cabo la emulación de la transmisión de las ráfagas de datos ya que contienen 
la información necesaria para su encaminamiento. En la Figura 3.10 aparece representada la 
estructura de una de los paquetes de control. 
 
Figura 3.10: Estructura de un paquete de control 
 
Para cada paquete de control (BCP) hemos definido los siguientes campos: 
 
 source: indica el nodo origen de la ráfaga de datos. 
 dest: indica cual es el destino de la ráfaga de datos.  
 class:indica el nivel de calidad de servicio  del tráfico de la red. Si este campo es igual 
a 1 significa que el tráfico se debe transmitir con garantias de calidad (QoS) elevado, 
por tanto este tráfico se transmite sobre la capa de transporte (transmisión HOS-C). Si 
por el contrario vale 0 significa que el tráfico se debe transmitir de la mejor manera 
posible pero sin garantías (best-effort), por lo tanto se transmitirá sobre la red de cliente 
(transmisión HOS-B). 
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 scheduled:parámetro mediante el cual simulamos el tiempo de procesado que 
experimenta un paquete de control en un nodo. Para simular este tiempo de procesado 
cuando el paquete llega al nodo con el parámetro burst->scheduled=0 reenviamos este 
paquete al mismo nodo retardándolo el tiempo de procesado establecido. Una vez 
hecho esto, este campo pasa a valer 1. 
 route: este vector de parámetros contiene en cada posición el  número identificativo de 
las puertas de salida de los nodos (outputGateId’s) por las que la ráfaga de datos, tanto 
las que se transmiten sobre la capa de transporte como sobre  la red de cliente, deben 
ser enrutados para llegar a su destino. 
 nextHopNumber: este campo hace las funciones de indice del campo vector route. 
Este indice apunta a la siguiente posición del vector route y nos indica la siguiente 
puerta de salida por la que debemos enrutar la ráfaga de datos. 
 previousHopId: este campo guarda el identificador del nodo por el que el paquete de 
conntrol pasó antes de llegar al nodo actual. 
 remainingOffsetTime: como hemos visto en el apartado  2.3.1  el tiempo de offset es 
el tiempo que el paquete de control se envia previamente a la emulación de la 
transmisión de la ráfaga de datos. Este tiempo debe ser lo suficientemente grande 
como para que el paquete de control tenga tiempo a reservar los recursos de inicio a fin 
sin que la ráfaga de datos emulada la alcance (en este caso se perdería la 
transmisión). El remainingOffsetTime es este tiempo de offset que el paquete de control 
llega antes que la ráfaga de datos (el cual podemos mantener constante a lo largo de la 
transmisión o irlo acortando). 
 burstLength: longitud media de las ráfagas de datos (visto en  el apartado  3.2.3  
 deflectionCount: número de veces que se ha realizado técnicas de deflexión 
(deflection routing, apartado  2.3.5 En nuestras simulaciones no se utilizarán técnicas 
de deflexión de ruta, por tanto será un campo que no se utilice. 
 numberOfHops: indica el número de saltos (hops) que realiza un paquete de control (y 
por lo tanto también la ráfaga de datos) hasta llegar a su destino. 
 maxHopNumber: número máximo de saltos que puede realizar una ráfaga para llegar 
a su destino (transmisión HOS-B) para evitar que las ráfagas que utiicen técnicas de 
deflexión permanezcan en la red indefinidamente. 
 newlyCreated: indica si el paquete de control ha sido creado en el nodo en el que se 
encuentra o ha sido creado en otro. 
 associatedToCircuit: si este campo vale 1 indica que la ráfaga de datos asociada se 
transmitirá sobre la capa de transporte (transmisión HOS-C). Contrariamente si vale 0 
se transmitirá sobre la capa de cliente (transmisión HOS-B) 
 3.3 Parámetros globales de inicialización 
 3.3.1 Parámetros de caracterización del tráfico 
Los parámetros que caracterizan las simulaciones son los siguientes: 
 
 totalNumberOfReceivedBursts: número de paquetes de control que circulan por la 
red en cada lote de paquetes (batch, este concepto se explicará en el apartado  3.4.7  
de los que está compuesta una simulación. 
 TransientPhase: número de paquetes de control (y por lo tanto de ráfagas) que se 
envían en el periodo de inicio de cada lote durante el cual no se toman estadísticas 
para dar tiempo a la red a estabilizarse y así obtener unos resultados más fiables.  
 offeredLoadPerNode: tráfico oferecido por cada nodo que genera tráfico en la red. 
 burstLength: longitud media de las ráfagas de datos que se emulan en la simulación. 
 burstInterarrivalTime: tiempo que hay entre la generación de dos paquetes de control. 
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 numberOfWavelengths: número de longitudes de onda por enlace. En nuestro caso 
cada enlace dispone de 32 longitudes de onda distintas (16 en un sentido y 16 en 
sentido contrario). 
 linkDataRate: velocidad de transmisión para cada longitud de onda. Este parámetro se 
define en Gbps. 
 3.3.2 Parámetros de configuración de nodos 
Los parámetros que deben ser definidos para una correcta configuración de los nodos se 
presentan a continuación: 
 
 goldBurstsRatio: porcentage de ráfagas generadas de alta prioridad (Gold) en un 
escenario de red heterogéneo. En nuestro estudio se asumirán que todos las ráfagas 
generadas son Gold  
 offsetTimeLimitation: Indica si el recorte del tiempo de offset en los nodos intermedios 
es significativo (offsetTimeLimitation=1) o no (offsetTimeLimitation=0). Este último caso 
se podria conseguir dotando a los puertos de entrada de los nodos ópticos de FDLs 
que retarden la ráfaga de datos exactamente el tiempo que tarda el BCP en procesarse 
en la unidad de control, lo que resulta en un tiempo de offset constante a lo largo de la 
ruta. 
 processingTime: define el tiempo de procesado de un paquete en la unidad de control 
de los nodos de la red. Este parámetro se define en nanosegundos. 
 matrixSwitchingTime: tiempo de configuración de las matrices de conmutación en los 
nodos. 
 3.3.3 Parámetros asociados a técnicas de deflexión de ruta 
A continuación se describen los parámetros relacionados con el algoritmo de deflection routing: 
 
 deflectionRoutingEnabled: habilita (deflectionRoutingEnabled=1) o deshabilita  
(deflectionRoutingEnabled=0) la utilización de la técnica de deflexión en la simulación. 
Para todas nuestras simulaciones la técnica de deflexión de ruta estará deshabilitada 
(deflectionRoutingEnabled=0). 
 deflectionCount: define el número de veces que una ráfaga puede ser objeto de 
técnicas de deflexión con el objetivo de no tener ráfagas indefinidamente en la red sin 
llegar a su destino. 
 goldClassAllowedExtraHops: número de saltos extra (respecto al número de saltos 
que debería realizar una ráfaga en la ruta entre origen y destino con menor número de 
saltos) que una ráfaga puede realizar en caso de aplicarse las técnicas de deflexión. El 
objetivo de este contador es el mismo que el del contador deflectionCount.  
 3.3.4 Parámetros de definición de demandas de tráfico 
Los parámetros de definición de demandas de tráfico son los siguientes: 
 
 nodeId: número entero que identifica cada uno de los nodos de la red (de 1 a 16). 
Cada nodo de la red tiene un nodeId distinto.  
 sourceNodes: vector de enteros que contiene los identificadores de nodo (nodeId) de 
aquellos nodos que actuarán como fuente generadora de ráfagas en la simulación. 
 destNodes: vector de enteros que contiene los identificadores de nodo de aquellos 
nodos que actuarán como receptores de ráfagas en la simulación. 
 circuitList: contiene los nodeId de los nodos entre los que se quiere establecer un 
circuito virtual. Las posiciones pares del vector contienen los nodeId de los nodos 
origen y las posiciones impares los nodeId de los nodos destino. Dos elementos 
consecutivos del vector nos definen el origen y destino de un circuito virtual. 
Evaluación de Arquitecturas de Red Híbridas OBS/OCS 
 
53 
 3.4 Funcionamiento de la Red Híbrida HOS 
 3.4.1 Inicialización de los nodos 
Previamente al inicio del proceso de envio y recepción de ráfagas se realiza la inicialización de 
de los nodos la red. Este proceso de inicialización se realiza dentro de la función initialize() de 
cada uno de los nodos que hayamos definido. A continuación se explicará el proceso de 
inicialización para uno de ellos. La fase de inicialización se divide en 4 fases:  
 Lectura de parámetros de la simulación: Se leen los parámetros de inicialización 
definidos en el fichero omnetpp.ini: identificador de nodo (nodeId), controlador del 
tráfico (trafficController), tráfico ofrecido al nodo (offeredLoadPerNode), longitud media 
de las ráfagas de datos (burstLength), número de longitudes de onda por enlace 
(numberOfWavelengths), velocidad de transmisión para cada longitud de onda 
(linkDataRate), parámetros relacionados con las técnicas de deflexión 
(deflectionRoutingEnabled, deflectionCount), recorte o no del tiempo de offset en nodos 
intermedios (offsetTimeLimitation), tiempo de configuración de las matrices de 
conmutación (matrixSwitching), nodos que actuan como fuente y/o destino ( sourceList, 
destList), tipo de tráfico de la red (goldBurstsRatio) y número extra de saltos permitidos 
(goldClassAllowedExtraHops). 
 Definición de tiempos: Se definen los siguientes tiempos: tiempo de procesado de las 
ráfagas en el nodo (processingTime), tiempo entre llegada de ráfagas 
(burstInterArrivalTime) y tiempo de configuración de las matrices de conmutación 
(matrixSwitchingTime). 
 Inspección del entorno: En la fase de inspección del entorno se realiza la busqueda 
de los nodos vecinos que el nodo tiene al rededor (mediante la función 
createNeighborList()) y se cargan los diferentes campos de la estructura neighborList 
que definen los recursos que unen al nodo con sus vecinos. Accederemos a esta 
estructura cuando debamos emular la transmisión de ráfagas de datos y crearemos las 
reservas adecuadas. A continuación (Figura 3.11) se muestra de manera gráfica la 
estructura neighbourList de uno de los nodos: 
                
Figura 3.11: Estructura neighbourList de uno de los nodos de la red 
 Generación de ráfagas: La última fase de inicialización consiste en poner en marcha 
el proceso de generación de ráfagas lanzando dos mensajes: un mensaje 
(startMessage) que inicia el proceso de generación de paquetes de control (y de 
ráfagas)  y otro (newBurstMessage) que crea la primer BCP (y ráfaga asociada). 
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De esta manera preparamos los nodos de la red para que se pueda iniciar los distintos 
procesos de simulación de transmisión de paquetes de control y emulación de transmisión de 
ráfagas de datos sobre la capa de transporte (HOS-C) y sobre la capa cliente (HOS-B). 
 3.4.2 Establecimiento de recursos para la capa de transporte 
Durante la fase de inicialización se realiza también el establecimiento de recursos de la capa de 
transporte (transmisión HOS-C). La operativa que sigue el simulador es la misma para cada 
uno de los pares origen-destino definidos en el vector circuitList (apartado  3.3.4 Es por ello que 
describiremos el proceso para uno de los pares pero este proceso se repetira tantas veces 
como circuitos se quieran establecer en cada simulación. El usuario decide el número de 
circuitos que se crean, así como su origen y destino. 
Como concepto previo se debe conocer la estructura circuitReservationList (ya explicada en el 
apartado  3.2.4 en la que se guardan los datos de los circuitos virtuales mediante el proceso 
que se definirá en este apartado y sobre la cual mapearemos las reservas para emular la 
transmisión de las ráfagas de datos sobre la capa de transporte.En el diagrama de bloques que 
aparece a continuación (Figura 3.12) se describe el proceso:  
 
Figura 3.12: Diagrama de flujo para establecimiento de recursos en capa transporte  
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Toda la operativa del proceso de reserva de los circuitos que el usuario introduce como 
parámetro se realiza desde el módulo global networkManagementSystem, que es el módulo 
que almacena la estructura circuitReservationCircuitList. 
Inicialmente, una vez hemos leído el vector introducido por el usuario con todos los pares 
origen destino que quiere establecer, se lee el primer par origen-destino del vector circuitList 
para definir cual será el origen y destino de la ruta que queremos establecer y sobre la que se 
definirá el circuito virtual.  
Posteriormente entramos en la función setCircuitTo(), a la que le pasamos como parámetro el 
identificador del nodo origen y el identificador del nodo destino de la ruta. Partiendo del nodo 
origen llamamos a la función unweightedSingleSorthestPath() y calculamos la ruta con menor 
número de saltos entre origen y destino (la más corta).  
Esta función carga en un campo determinado de cada nodo (node->path(0)) la puerta por la 
cual enrutar una ráfaga para a través del camino más corto al destino. Por ello debemos 
recorrer nodo por nodo la ruta, para comprobar la disponibilidad de los enlaces de salida de 
cada uno de los nodos que nos llevan hasta el nodo destino a través de la ruta obtenida por la 
función unweightedSingleSorthestPath(). De esta manera comprobamos que existen longitudes 
de onda disponibles para conectar el origen y el destino.  
Esta información la obtendremos consultando la estructura neighbor de cada uno de los nodos 
de la red mediante la función checkResourcesToCircuit(). Con esta función lo que 
comprobamos es si existen longitudes de onda libres para reservar en el enlace que une el 
nodo en el que nos encontramos con el siguiente, saliendo por la puerta de salida del nodo 
indicada por la función unweightedSingleSorthestPath().  Si existen nos dirigiremos a realizar la 
misma operación en el siguiente nodo al que llegamos a través de la puerta de salida indicada. 
Repetiremos esta misma acción mientras no lleguemos al nodo de destino. Una vez hemos 
llegado al nodo de destino hemos acabado la fase de comprobación de existencia de recursos 
y lo que ahora debemos hacer es reservarlos. 
De nuevo, nos volvemos a situar en el nodo origen y volvemos a recorrer la ruta esta vez 
reservando una longitud de onda de cada enlace, ya que al haber recorrido previamente la ruta 
y comprobado que hay recursos, sabemos con certeza que podremos establecer el circuito 
virtual entre origen y destino sin problemas. Los recursos son reservados mediante la función 
reserveToCircuit() de manera que la longitud de onda reservada para un circuito virtual se 
asigna a la capa de transporte y por tanto no podrá ser utilizada para las transmisiones HOS-B 
de la red de cliente (el campo associatedToCircuit=1 dentro de cada datalink de la estructura 
circuit indicará que la longitud de onda está reservada para las transmisiones HOS-C de la 
capa de transporte). 
Una vez recorrida la ruta y establecidos los recursos para el circuito virtual cargamos los 
campos de la estructura circuit dentro de la lista circuitReservationList, de manera que cuando 
una paquete de control solicite el permiso de transmisión de ráfagas sobre los circuitos virtuales 
deberá consultar esta lista para conocer los datos de la ruta que debe seguir. 
Esta operativa se repetira para todos los pares origen-destino, de manera que al termino de la 
fase de inicialización tengamos correctamente establecidos los circuitos virtuales especificados 
por el usuario y por los que se emulará la tranmisión d las ráfagas de datos. Estos recursos 
reservados serán utilizados exclusivamente por las ráfagas que se transmitan sobre circuitos 
virtuales y no serán liberados hasta el final de la simulación. 
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 3.4.3 Transmisión sobre capa de transporte o sobre la red de cliente 
Como hemos dicho en nuestro simulador podemos transmistir ráfagas de datos sobre los 
circuitos virtuales establecidos en la capa de transporte (transmisión HOS-C) o sobre los 
recursos de la capa de cliente (transmisión HOS-B). La transmisión sobre una capa u otra 
dependerá de la calidad de servicio requerida en cada una de las situaciones. 
El tráfico que se transmiste sobre la capa de transporte es el trafico que requiere una mayor 
calidad de servicio. En nuestro simulador los pares origen destino que intercambien un mayor 
volumen de datos (flujos más largos y continuados) serán los que necesiten mayor calidad de 
servicio, y por lo tanto serán aquellos entre los cuales estableceremos circuitos para que las 
ráfagas de datos se transmistan sobre la capa de transporte. Puesto que cuanto más trafico 
circula por una ruta, mayor puede ser la saturación de recursos y mayor puede ser la 
probabilidad de pérdida, evitamos esta situación con el establecimiento de circuitos virtuales 
dedicados exclusivamente a dichas transmisiones. De esta manera aseguramos estas 
transmisiones y eliminamos la probabilidad de pérdida de ráfagas para estas rutas.  
El tráfico que se transmiste sobre la capa de cliente es el tráfico que se transmiste como mejor 
se pueda pero sin garantías (best effort), es decir, no requiere de calidad de servicio. En 
nuestra red se transmitirán de esta manera las ráfagas que no se transmistan sobre la capa de 
transporte.  
La capa de transporte y la red de cliente se reparten los recursos de transmisión óptica de la 
red (se reparten las longitudes de onda sobre las cuales transmitir). En nuestro caso la capa de 
transporte se encargara de transmisiones exclusivas, tan solo habilitadas en casos necesarios. 
Por lo tanto la mayor parte de los recursos se destinarán a la capa de cliente mientras que una 
pequeña parte de ellos se dedicarán a establecer circuitos virtuales en la capa de transporte. 
En el nodo de ingreso se clasifican los paquetes de control asociados a las ráfagas de datos  y 
se asignan a transmisión HOS-B ( plano de transporte) o HOS-C (red de cliente). El tráfico es 
transportado entonces en ráfagas sobre los recursos compartidos de la capa de cliente o 
transmitido por los circuitos virtuales de la capa de transporte. 
El objetivo de las transmisiones HOS-B es mejorar la utilización de los recursos y el 
funcionamiento general de la red gracias al aprovechamiento de la multiplexación estadística 
de longitud de onda. El objetivo de la utilización de HOS-C es evitar el tiempo de procesado de 
los paquetes de control, las reconfiguraciones de la estructura y la pérdida de ráfagas de datos. 
En lo que ha coste se refiere, sería interesante reutilizar la actual tecnología, la red de control y 
el hardware en la medida de lo posible para limitar la complejidad de la tecnología que se 
debería utilizar en la combinación de las dos tecnologías de conmutación. 
En nuestras simulaciones seremos nosotros los que decidamos entre que pares origen destino 
queremos que se establezca un circuito o no, definiendo el conjunto de pares entre los cuales 
se establecera un circuito, y por lo tanto entre los pares sobre los cuales se garantizará la 
transmisión de las ráfagas. De esta manera, el proceso de asignación de ráfagas a una capa u 
otra se realiza conforme el diagrama de flujo que se presenta a continuación (Figura 3.13): 




Figura 3.13: Diagrama de flujo para la asignación de ráfagas a HOS-C o HOS-B 
 
En la fase de generación de paquetes de control se le asignan entre otros parámetros cuales 
son su origen (el nodo en el que se está generando) y su destino mediante la función 
getDestination(), y por tanto el origen y destino de la ráfaga de datos asociada. Una vez 
conocemos el destino debemos saber si existe un circuito virtual en la capa de transporte pre-
establecido entre ese origen y destino, lo cual es la condición indispensable para realizar la 
transmisión HOS-C. Como esta ráfaga se acaba de generar (NEWLY_CREATED = 1) debemos 
comprobar si existe circuito virtual o no  sobre la capa de transporte. 
Para comprobar si existe circuito virtual establecido llamamos a la función 
circuitTransmissionRequest() a la cual le pasamos el paquete de control y la duración de la 
ráfaga de datos asociada  (que será el tiempo sobre el que necesitaríamos tener reservado un 
circuito en caso de que la transmisión sea HOS-C). La función circuitTransmisiónRequest 
recorre la lista de circuitos virtuales establecidos (circuitReservationList) y si existe un circuito 
con el mismo origen y destino que los del paquete de control y además está disponible durante 
el tiempo que debemos reservarlo para emular la transmisión de la ráfaga de datos,  se toma la 
decisión de emular la transmisión de la ráfaga de datos sobre la capa de transporte (HOS-C). 
Si en el momento en que comprobamos si existe ranura temporal en el circuito virtual está 
ocupado, enviaremos la ráfaga al buffer del circuito virtual hasta que quede libre y podamos 
crear la reserva sobre el recurso. 
Seguidamente lo que hacemos es cargar la ruta especificada en el campo ERO del circuito por 
el que vayamos a transmitir, en el campo route del paquete de control (así sabrá que camino 
deberá seguir). Seguidamente  creamos una reserva en el circuito por el que vamos a emular la 
tranmitsión de la ráfaga de datos y le asignamos un identificador de reserva.Si no hemos 
encontrado un circuito que tenga el mismo origen y destino que los del paquete de control, esta 
transmisión se asigna a la capa de cliente (transmisión HOS-B). 
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 3.4.4 Algoritmo de enrutamiento en la capa de transporte 
Una vez se ha realizado la fase de inicialización tenemos los circuitos virtuales de la capa de 
transporte establecidos y disponibles para ser ocupados por ráfagas de datos de las cuales se 
emula la transmisión HOS-C. Las ráfagas que se transmitirán sobre la capa de transporte serán 
aquellas cuyos origen y destino coincidan el origen y destino de alguno de los circuitos sobre 
esta capa.  
La operativa que sigue el simulador (Figura 3.14) cuando se crea un paquete de control y se 




Figura 3.14: Transmisión de ráfagas sobre la capa de transporte (HOS-C) 
 
Una vez se han establecido los recursos de la capa de transporte podemos empezar a emular 
la transmisión de ráfagas sobre los circuitos virtuales. Cuando se genera un paquete de control 
en un nodo y ha sido asignado a la transmisión HOS-C, sabemos que el programa ha recorrido 
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la lista de circuitos establecidos y ha encontrado uno que tiene el mismo origen y destino que 
los que habían sido asignados la ráfaga.  
Continuando dentro de la función ciruitTransmissionRequest() que es la encargada de la 
asignación del tráfico a una capa de transporte o cliente creamos la reserva dentro de la lista 
de reservas del circuito que debemos ocupar, que emula la transmisión de una ráfaga de datos 
en el intervalo temporal que indica el paquete de control. A esta reserva le asignamos un 
identificador. Además, esta función también carga en el campo route del paquete de control el 
vector ERO (ruta de puertas de salida de los nodos que recorre el circuito virtual establecido 
sobre la capa de transmisión). En el campo del paquete de control associatedToCircuit 
cagamos un 1 que indica que ese paquete de control pertenece a la capa de control de la capa 
de transporte. 
Una vez creada la reserva sobre el circuito elegido la emulación de la transmisión de la ráfaga 
de datos sobre la capa de transporte queda emulada y no necesita ningún tipo de señalización 
más ya que el circuito virtual ha sido establecido en una fase previa. Pero como en nuestro 
sistema conviven la tecnología OCS (transmisiones HOS-C) y OBS (transmisiones HOS-B), el 
paquete de control asociado a esta ráfaga de datos que se transmiste sobre la capa de 
transporte debe ser enrutado hacia su destino sobre la capa de control, únicamente para que 
todos los paquetes de control generados lleguen a su destino, aunque en este caso no sea 
necesario señalizar la ruta que debe seguir la ráfaga de datos emulada mediante este. El 
paquete de control recorrerá sobre la capa de control OCS la ruta que sigue el circuito virtual 
sobre la capa de transporte sin necesidad de ser procesado en los nodos intermedios. 
Una vez dicho esto,  mediante la función processIncomingBurstForCircuit () actualizamos los 
campos del paquete de control  que necesiten ser actualizados y leemos cual es la puerta de 
salida por la que debemos enviarla (primera posición del vector ERO). Una vez hemos 
realizado todas estas acciones se envía el paquete de control al siguiente nodo por la puerta 
indicada hacia el siguiente nodo de la ruta (emulando lo que haría una ráfaga de datos sobre la 
capa de transporte). 
Una vez hemos enviado el paquete de control al siguiente nodo procedemos de la manera 
siguiente: como el paquete no es nuevo (se ha creado en otro nodo) lo primero que hacemos 
es comprobar si es de transmisión HOS-C (mirando el campo associatedToCircuit que en este 
caso vale 1). Una vez comprobado esto, mediante la función processIncomingBurstForCircuit() 
comprobamos si estamos en el nodo destino y si no es así leemos la siguiente posición del 
vector ERO para saber por que puerta de salida debemos enrutar el paquete de control. Una 
vez hecho esto simplemente lo enviamos por la puerta indicada. Al llegar al nodo destino 
eliminaremos el paquete de control y mediante la función createDropMessage() crearemos el 
mensaje de DELETE_CIRCUIT_RESV en el instante en que la reserva del circuito creada por 
este paquete finalizaba. Este mensaje activa la función unallocateCircuitReservation() que 
elimina la reserva de la lista de reservas del circuito. Eliminando esta reserva emulamos el fin 
de la transmisión de la ráfaga de datos sobre el circuito virtual de la capa de transporte. 
Notar que en la transmisión HOS-C no hemos simulado en ningún momento el tiempo de 
procesado que podría experimentar el paquete de control dentro de los nodos ya que los 
paquetes de control que se transmiten sobre HOS-C no tienen la misión de señalizar una ruta, 
ya que esta está señalizada mediante el circuito establecido al inicio. La transmisión de la 
ráfaga de datos habrá durado únicamente el tiempo de transmisión de la misma, sin ningún 
retardo de procesado en los nodos intermedios ya que los recursos ya han sido previamente 
configurados. 
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 3.4.5 Algoritmo de enrutamiento en la red de cliente 
El algortimo de routing utilizado para ráfagas con transmisión HOS-B es el algoritmo Tell-And-
Go (TAG) expuesto en el apartado   2.3.3  Enviamos el paquete de control asociado a una 
ráfaga de datos para que realice la reserva de los enlaces necesarios para realizar 
posteriormente la transmisión de la ráfaga de datos (que en nuestro caso será emulada como 
se explico en el apartado  3.2.4 El paquete de control se transmite un tiempo de offset (que 
consideraremos constante) antes que la ráfaga de datos para tener tiempo a configurar los 
nodos ópticos y poder emular la transmisión de la ráfaga de datos sin retardo de procesado. 
El diagrama de flujo que aparece a continuación (Figura 3.15) muestra el proceso realizado 
transmitir un paquete de control (sobre el plano de control OBS) que se encarga de la 
señalización, y la emulación de la transmisión de su ráfaga de datos asociada sobre la capa de 
cliente. Este esquema se seguirá desde el nodo origen hasta llegar al destino. Todo este 
proceso se realiza dentro de una de las funciones más importantes de la clase OBSNode: la 
función handleMessage(). Su operativa es la siguiente: 
 
Figura 3.15: Transmisión de ráfagas sobre la red de cliente (HOS-B) 
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Inicialmente se genera un paquete de control en un nodo (newlyCreatedBurst). Después de 
haber simulado el tiempo de proceso de este paquete de control en el nodo (mediante el 
reenvio retardado del paquete al mismo nodo) comprobamos que haya sido procesado y si se 
ha creado o no en este nodo. Si se ha creado en este nodo, entramos en la función 
computeRouteFromSource(). Esta función debe descubrir la ruta más corta hasta el destino y 
cargar los parámetros correspondientes en el paquete de control para que este conozca la ruta 
que debe señalizar. 
Conociendo origen y destino de la ruta, lo primero que hacemos es obtener la ruta más corta 
entre origen y destino a partir de la función unweightedSingleShortestPath(). Esta función no 
nos devuelve un vector con los identificadores de nodo de la ruta o las puertas de salida por las 
que debemos enrutar la ráfaga para que esta llegue a su destino (como ya se ha dicho en el 
apartado  3.4.2 sino que carga en un campo de cada nodo la puerta por la cual enrutar la las 
ráfagas para llegar lo antes posible al destino. Por ello debemos recorrer la ruta nodo por nodo 
e ir cargando en el campo correspondiente del paquete de control (route) cada una de las 
puertas por las que la ráfaga debe ser enrutada. 
Esta acción se lleva a cabo mediante la función fillMessageRouteArray(): recorre la ruta nodo 
por nodo y carga en los campos del paquete de control route y routeArraySize las puertas de 
salida por las que enrutarla hasta llegar al destino y el número de saltos de la ruta 
respectivamente. 
Antes de salir de la función computeRouteFromSource() debemos asegurarnos de que 
tenemos recursos disponibles por la puerta de salida del nodo por la que debemos emular la  
transmisión de la ráfaga de datos sobre la capa de cliente. Esta operación la llevamos a cabo 
mediante la función resourceCheck(). En caso de no tener, volvemos a repetir el proceso de 
búsqueda y carga de ruta sin tener en cuenta la puerta de salida del nodo por la que no ha sido 
posible iniciar el proceso de transmisión. En este punto abandonamos la función 
computeRouteFromSource(), habiendo obtenido el camino más corto entre el par origen y 
destino indicado. En caso de no haber obtenido ruta, el paquete de control se elimina y por lo 
tanto se pierde la transmisión de la ráfaga de datos. 
En este instante ya estamos preparados para iniciar el proceso de transmisión del paquete de 
control hacia el siguiente nodo y  después emular la transmisión de la ráfaga de datos sobre la 
capa de cliente. Mediante la función processIncomingBurst() y en caso de no haber llegado al 
nodo destino usamos la función checkAndAllocate() para configurar el nodo óptico y crear una 
reserva en el enlace de la capa de cliente  por el que emularemos la transmisión de la ráfaga 
de datos reservándolo  durante la ranura temporal necesario. En caso de que haya recursos 
actualizamos los campos del paquete de control  que requieren actualización, creamos la 
reserva en la estructura datalink disponible (dentro de la estructura neighbor adecuada) para 
emular el envio de la ráfaga de datos hacia el siguiente nodo de la ruta. Posteriormente 
enviamos la ráfaga de control al siguiente nodo de la red para que empiece el proceso de 
configuración en el siguiente nodo óptico y reservar el siguinete enlace de la ruta. 
En el momento en que lleguemos al instante final para el cual habíamos reservado el enlace en 
la capa de cliente se eliminará la reserva (mediante el envio a este mismo nodo de un mensaje 
de DELETE_RESV) 
En la figura siguiente (Figura 3.16) se muestra estre proceso mediante una hipotética reserva a 
realizar entre los nodos A y B de una red. Se pretende realizar una reserva (reserva 5) en la 
estructura neighbor que representa el enlace que une estos dos nodos y la longitud de onda 
escogida es la número 16 (notar que se puede utilizar para la transmisión HOS-B de ráfagas de 
datos porque el campo ATC es igual a 0). En la figura se muestra la situación el la que la 
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reserva se puede realizar porque hay hueco temporal disponible y la situación en que el hueco 
temporal no es suficientemente grande: 
 
Figura 3.16: Situaciones de posibilidad e imposibilidad de establecimiento de reserva 
 
Si por algún motivo no hay recursos se lleva a cabo otra operativa en el caso de estar 
habilitada la opción de deflectionRouting que se explicará en el siguiente apartado. Cuando el 
paquete de control llega al siguiente nodo óptico (el cual es un nodo intermedio de la ruta) es 
procesado durante un tiempo processingTime y luego se realizan las siguientes operaciones a 
través de la función processIncomingBurst(): se comprueba que no hayamos llegado al nodo 
destino. Si no hemos llegado se comprueba cual es la siguiente puerta de salida de este nodo 
por la que debemos emular el envio de la ráfaga de datos (sabemos que la ruta de 
outputGateId’s está almacenada en el campo route del paquete de control, o sea que lo único 
que se hace es leer la siguiente posición del vector ruta) y se reservan los recursos para el 
siguiente enlace mediante la función checkAndAllocate() de la misma manera que se hizo en el 
caso anterior para emular la transmisión de la ráfaga de datos asociada. Esta misma acción se 
irá repitiendo a lo largo de la ruta hasta que no lleguemos al nodo destino. 
Cuando el paquete de control  llegue al nodo destino la operativa es diferente ya que esta no 
debe ser transmitido de nuevo ya que habremos cumplido el objetivo de llegar al destino. En 
este caso, la función processIncomingBurst() lo unico que hace es incrementar los parámetros 
de toma de estadísticas y eliminar la ráfaga de control ya que ya ha llegado a su destino. 
 3.4.6 Algoritmos de resolución de situaciones de contención 
En el caso de haber obtenido una ruta hacia el destino por el camino con menor número de 
saltos y al empezar el proceso de configuración de los nodos ópticos y reserva de recursos de 
salida mediante los paquetes de control nos damos cuenta que no tenemos recursos libres a 
través de esta ruta, nos encontramos en una situación de contención. Para la resolución de 
estas situaciones de contención utilizamos las técnicas de deflexión de ruta. En el diagrama de 
flujo que aparece a continuación (Figura 3.17) se muestra el desarrollo de una de estas 
técnicas. 
Si en el momento de reservar un enlace, perteneciente a la ruta que hemos cargado en el 
campo route del paquete de control asociado a una ráfaga de datos, no existen recursos 
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disponibles ya que ese enlace ha sido reservado por otro paquete de control con anterioridad y 
no podemos emular la transmisión de la ráfaga de datos asociada (situación vista en el 
apartado  3.4.5 entonces se utiliza la técnica de de deflexión de ruta. Solo podremos utilizar 
esta técnica en nuestro simulador si al inicio de la simulación lo hemos habilitado 
(deflectionRoutingEnabled = 1) y si la técnica de deflexión de ruta no ha sido aplicado sobre la 
transmisión un número superior de veces del que hemos especificado al inicio de la simulación 
(el campo deflectionCount del paquete de control debe ser mayor que 0 ya que se decrementa 
cada vez que utilizamos la deflexión de ruta sobre una transmisión).  
 
 
Figura 3.17: Diagrama de flujo para la aplicación de mecanismos de deflexión 
Una vez comprobado que no tenemos recursos de salida por la puerta indicada, aplicaremos 
deflexión de ruta mediante la función deflectionRoutingTechnique(), la cual deshabilitará el 
enlace que intentábamos reservar para emular la transmisión de la ráfaga de datos y volverá a 
calcular el camino más corto hasta el destino sin tener en cuenta el enlace deshabilitado. Si 
existe una ruta hacia el destino intentará hacer una reserva en el enlace de la nueva puerta de 
salida del nodo. Si es posible realizar la reserva, mediante la función fillMessageRouteArray() 
se cargarán en el paquete de control los nuevos parámetros de la ruta calculada (número de 
saltos, puertas de salida que nos conducen al destino). 
Posteriormente enviaremos el paquete de control hacia el siguiente nodo para que lo configure 
y reserve los recursos de salida. Un tiempo de offset despues se emulará la transmisión de la 
ráfaga de datos mediante la reserva que se realizo. A partir de este punto, el paquete de 
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control seguirá el encaminamiento normal que se ha explicado en el apartado  3.4.5 y volverá a 
utilizar la deflexión de ruta en caso necesario, siempre y cuando sea posible. 
 3.4.7 Extracción de estadísticas 
Uno de los módulos más importantes de nuestro simulador es el statisticsCollector. Este 
módulo es el encargado de realizar la operativa necesaria para calcular la probabilidad de 
pérdida de ráfagas de la red.  
Al extraer estas estadísticas queremos obtener resultados fiables y con el mínimo error posible. 
Por ello no nos podemos limitar a lanzar un número determinado de paquetes de control (y por 
lo tanto de ráfagas de datos emuladas) por simulación y obtener una probabilidad de pérdida, 
ya que el resultado obenido no sería del todo fiable.  
Para obtener resultados con poco error procedemos de la siguiente manera: para la obtención 
de un único resultado (es decir, definido un tráfico ofrecido por nodo obtener la probabilidad de 
pérdida de ráfagas en la red) definiremos un número de lotes (batches) por simulación. Un 
batch es la realización del proceso de envío del número de ráfagas determinado por el 
parámetro totalNumberOfReceivedBursts (apartado  3.3.1 Cada simulación tendrá un número 
de batches (definido en el simulador por la constante NUMBER_OF_BATCHES que en nuestro 
caso será 25) y cada uno de ellos nos dará un resultado (es decir, una probabilidad de 
pérdida). Posteriormente sumaremos las probabilidades de pérdida que hemos obtenido en 
cada batch y las dividiremos por el número de batches que hemos definido para que el error de 
la medida final disminuya gracias al promediado (Figura 3.18). De esta manera cada una de las 
medidas que hayamos obtenido será el resultado de promediar NUMBER_OF_BATCHES 
veces las probabilidades de pérdida obtenidas. 
 
Figura 3.18: Obtención de la probabilidad media de pérdida de ráfagas 
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Para cada uno de estos resultados también calcularemos el intervalo de confianza dentro del 
cual nuestra medida puede variar (desviación típica). Nuestro objetivo será hacer este intervalo 
de confianza cuanto más pequeño mejor con tal de que no haya solapes de resultados para 
dos simulaciones con parametros distintos que le pueda restar fiabilidad a los resultados. 
Además, cada uno de los batches sobre los que calcularemos las probabilidades de pérdida 
parciales (antes de realizar el promediado) tendrán una fase inicial (régimen transitorio) durante 
la cual no se tomarán estadísticas. Esta fase corresponderá al lanzamiento del primer millon de 
paquetes de control (y emulación del primer millón de ráfagas de datos). El objetivo de esta 
fase es estabilizar la red ya que durante el inicio no es interesante empezar a tomar resultados 
de ráfagas perdidas, sino que es más interesante empezar a tomarlos cuando lleguemos a una 
fase más estable (regimen estacionario). Cuando haya pasado este periodo empezaremos la 
toma de resultados. Nos interesa que el número de ráfagas sea elevado para obtener 
resultados más fiables: cuanto más grande sea el número de ráfagas más fiables serán 
nuestras medidas. Pero debemos llegar a un acuerdo entre el tiempo de duración de las 
simulaciones y el número de ráfagas enviadas en cada simulación para no tener simulaciones 
excesivamente largas. 
Para la probabilidad de pérdida de la red híbrida se tendrán en cuenta diferentes situaciones en 
las que un paquete de control (y la ráfaga de datos asociada) se puede perder en las 
transmisiónes HOS-B:  
 Cuando al configurar un nodo óptico y intentar reservar un recurso en un enlace de 
salida para llegar al destino, no existen longitudes de onda libres durante la ranura 
temporal que lo queremos reservar. 
 Cuando, teniendo disponible la opción de defelxión de ruta, al intentar buscar una 
nueva ruta hacia el destino, nos encontramos que tampoco existen recursos 
disponibles. En este caso la transmisión también se pierde. 
 Cuando se supera el numero máximo de saltos que puede realizar una ráfaga de 
controlen la red ( establecido desde un inicio por el usuario) o en el caso de que expire 
el tiempo de offset, es decir que el tiempo de la reserva que se realiza para emular la 
transmisión de una ráfaga de datos se solape con el tiempo en que la ráfaga de control 
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El proceso que sigue el módulo statisticsCollector (Figura 3.19) para calcular la probabilidad de 
pérdida dentro de cada batch de la simulación se muestra en el siguiente diagrama: 
 
Figura 3.19: Toma de datos estadísticos 
 
Como podemos ver en el diagrama el módulo statisticsCollector tiene al inicio de la simulación 
una fase de inicialización en la que se cargan los parámetros necesarios y se inicializan las 
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variables que se utilizarán en el módulo. Posteriormente a este proceso, accederemos al 
módulo statisticsCollector cada vez que se reciba en el destino o se pierda un paquete de 
control (burst) que querrá decir que la transmisión se ha realizado correctamente o que por el 
contrario se ha perdido.  
En el momento en que esto sucede lo primero que se comprueba es que no estemos en la fase 
transmistoria (ya que en esta fase no tomamos valores). Si estamos en el caso de pérdida de 
paquetes de control incrementamos la variable goldDroppedBursts y si estamos en el caso de 
paquete de control recibido incrementamos el número de paquetes recibidos 
(totalReceivedBursts).  Comprobamos que aún no se han transmitido todos los paquetes de 
control del lote que estamos simulando y entoces continuamos esperando el sigueinte paquete 
recibido. En el momento en que se hayan recibido un número de paquetes igual al parámetro 
definido al inicio de la simulación (totalNumberOfReceivedBursts) calculamos la probabilidad de 
pérdida de ráfagas durante este batch de la simulación. Esta probabilidad de pérdida se guarda 
en el vector de resultados averageGoldDropProbValues[ ]. Seguidamente lo que hacemos es 
iniciar el siguiente batch y seguir con la misma operativa. 
Una vez se acaban los batches de ráfagas de la simulación debemos realizar el cálculo de la 
media y la desviación típica entre las probabilidades de pérdida que hemos obtenido en cada 
batch. Para ello realizamos las operaciones descritas en la Figura 3.19, las cuales nos dan el 
valor de la probabilidad media de pérdida de ráfagas y el intervalo de confianza de la medida. 
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 4 Simulaciones y resultados 
 4.1 Introducción 
En el este apartado se realizará la evaluación de la arquitectura de red híbrida propuesta con el 
objetivo de comprobar su eficiencia. A través de diferentes situaciones y la distribución de 
recursos entre la capas de transporte (transmisión HOS-C ) y cliente (transmisión HOS-B) se 
extraerán conclusiones para definir cuales son los escenarios en los que una arquitectura de 
red de estas características se comporta de manera adecuada y supone una mejora respecto a 
otras arquitectras de red no-híbridas. Para ello, trabajaremos sobre dos topologías distintas: la 
primera, una topología de anillo de 6 nodos. La segunda será la red de 16 nodos. Ambas se  
han presentado en el apartado  3.1 En ámbos escenarios se estudiará la manera más eficiente 
de repartir los recursos para obtener el funcionamiento que mejor se adapte a las necesidades 
del tráfico. 
En todos y cada uno de los casos se realizará la comparativa, en cuanto a probabilidad de 
pérdida de ráfagas, entre la arquitectura de red híbrida propuesta en este proyecto y una 
arquitectura de red no híbrida, en este caso OBS, para comprobar la diferencia de 
comportamiento de ambos sistemas en escenarios idénticos. 
 4.2 Evaluación del sistema en una red con topología en anillo 
 4.2.1 Introducción 
Para el estudio que se realizará en este apartado vamos a trabajar sobre una parte concreta de 
la red sobre la que se desarrolla este proyecto. La topología que se utilizará será una topología 
en anillo que unira los nodos de Amsterdam, Hamburgo, Frankfurt, Estrasburgo, París y 
Londres (Figura 4.1) . Estudiaremos el funcionamientode esta topología en el caso de reservar 
recursos (circuitos virtuales) entre pares determinados de la red. En este caso la distribución de 
recursos entre la capa de transporte y la red de cliente puede ser nuestro principal handicap. 
 
Figura 4.1: Esquema de la topología anillo de 6 nodos 
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 4.2.2 Demandas entre nodos consecutivos 
 4.2.2.1 Una demanda entre nodos consecutivos 
En este primer estudio vamos a suponer que la transmisión de datos entre los nodos 1 y 2 
tienen prioridad sobre las demás (Figura 4.2), y por tanto será necesario establecer un circuito 
virtual entre ambos nodos: existirá un enlace bidireccional entre ambos nodos. Para ello 
reservaremos una longitud de onda en el sentido 1->2, y otra en el sentido 2->1. Las ráfagas 
que se transmitan entre estos dos nodos lo harán sobre la capa de transporte (transmisión 
HOS-C). El resto de ráfagas que lo harán sobre la red de cliente (transmisión HOS-B). 
 
 
Figura 4.2: Establecimiento de un circuito entre nodos consecutivos 
 
Teniendo en cuenta esta topología y los parámetros de simulación hemos realizado la 
evaluación del sistema para diferentes valores de carga del circuito virtual reservado entre los 
nodos 1 y 2: desde la situación en que el tráfico entre 1 y 2 es nulo (los recursos dedicados a la 
capa de transmisión no son utilizados), hasta llegar a la situación en que el circuito reservado 
entre ambos nodos está al máximo de su capacidad (como se vio en el apartado  3.2.2 ), 
pasando por todos los estadios intermedios entre estas dos situaciones. 
 
De esta manera estudiaremos cual es la evolución de la probabilidad de pérdida de ráfagas de 
la red HOS y la compararemos con la probabilidad de pérdida de una red OBS. Para que la 
comparativa tenga sentido y ambos escenarios sean lo más parecidos posible, la carga de los 
enlaces en el caso de OBS puro y en el caso de la red HOS es la misma: es decir, en el caso 
de la red HOS iremos aumentando la probabilidad de que los nodos 1 y 2 intercambien ráfagas 
entre ellos de manera que la ocupación del enlace reservado vaya aumentando. En el caso 
OBS iremos aumentando la probabilidad de que los nodos 1 y 2 se transmitan ráfagas entre 
ellos de la misma manera que para el caso de utilizar HOS, pero al no haber enlace reservado 
las ráfagas se transmitirán sobre los mismos recursos que se utilizan para las demás 
transmisiones.  
Los resultados obtenidos en esta simulación son los siguientes: 




Gráfica 3: Comparativa de la probabilidad de pérdida de ráfagas para red HOS (una 
demanda entre nodos consecutivos) vs. OBS  
 
Para los diferentes valores de ocupación de los circuitos se ha obtenido el gráfico de 
probabilidad de pérdida (Gráfica 3). En él, podemos observar que la evolución de la 
probabilidad de pérdida de la red OBS se comporta de manera casi idéntica al caso en que 
tenemos la red HOS. En el caso  HOS, la probabilidad de pérdida disminuye a medida que 
vamos cargando el circuito establecido entre 1 y 2 ya que aseguramos que dicha transmisión 
se realiza de manera correcta y cada vez se pierden menos ráfagas. En el caso OBS, la 
probabilidad de pérdida evoluciona de la misma manera debido a que los enlaces entre nodos 
vecinos son aquellos que tienen una probabilidad de pérdida más baja. Por tanto, si forzamos a 
que cada vez un mayor número de transmisiones de ráfagas se realice entre nodos vecinos, en 
detrimento de aquellas que son entre nodos lejanos, la probabilidad de pérdida disminuye. 
En este caso la probabilidad de pérdida global de la red HOS no mejora la probabilidad de 
pérdida de la red OBS, por ello parece que establecer circuitos entre nodos cercanos no es una 
manera de proceder del todo correcta, o como poco útil,  ya que no se refleja ningún beneficio 
en el resultado final. 
Sin embargo, podemos pensar que en el caso anterior el volumen de tráfico que le hemos 
ofrecido a la capa de transporte en el caso HOS es muy pequeño comparado con el ofrecido a 
la red de cliente (las transmisiones HOS-C representa en el caso más extremo el 32% del 
tráfico generado por los nodos 1 y 2) mientras que el 68% sigue viajando sobre los recursos 
destinados a la capa de cliente (transmisiones HOS-B). Por tanto, quizás no sería el escenario 
ideal para observar si existen mejoras al establecer circuitos entre nodos vecinos. 
 4.2.2.2 Tres demandas entre nodos consecutivos 
Para ver de manera más clara el efecto de la reserva de recursos entre nodos vecinos vamos a 
aumentar el número de demandas. En este caso estableceremos circuitos virtuales entre los 
pares 1-2, 3-4 y 5-6  (Figura 4.3) con el objetivo de comprobar si existirá mejora en la 
probabilidad de pérdida global si establecemos estos circuitos virtuales. En este caso iremos 
aumentado la probabilidad que entre los pares que para el caso HOS hay circuito establecido 
haya transmisión de ráfagas y que la probabilidad de que haya transmisión entre nodos entre 
los cuales no hay circuito establecido disminuya. 




Figura 4.3: Establecimiento de tres circuitos virtuales entre nodos consecutivos 
 
El resultado de la simulación en este caso es el siguiente: 
 
Gráfica 4: Comparativa de la probabilidad de pérdida de ráfagas para red HOS (tres 
demandas entre nodos consecutivos) vs. OBS  
 
En este caso (Gráfica 4) también comprobamos que aunque establezcamos más circuitos entre 
nodos cercanos la probabilidad de pérdida de ráfagas en el caso HOS sigue evolucionando de 
la misma manera que en el caso de la red OBS y seguimos sin observar mejoras. Es más, 
como era de esperar la probabilidad de pérdida en el caso de HOS para ocupación baja de los 
circuitos virtuales establecidos, empeora en comparación con la probabilidad de pérdida que 
hay en el caso de OBS debido a que hemos menguado los recursos de la capa de cliente 
asignándolos a la capa de transporte, pero además los estamos desperdiciando ya que no los 
estamos cargando y no estamos transmitiendo apenas ráfagas a través de ellos. 
Además, si comparamos este caso con la situación del apartado anterior (apartado  4.2.2.1 ), 
nos damos cuenta que la probabilidad de pérdida ha empeorado en general debido a la mayor 
destinación de recursos para la capa de transporte y a la no utilización de los mismos para los 
valores más bajos de carga. En el caso anterior empezábamos con una probabilidad de 
pérdida de 2,9x10
-4
 (para rho=0), y acabábamos obteniendo una probabilidad de pérdida del 





 mientras que en este caso hemos empeorado en todas las situaciones: 




 para la situación de 
ocupación de los circuitos (rho) de 0,8. 
Por tanto, lejos de mejorar, empeoramos la probabilidad de pérdida del sistema y no 
obtenemos mejoras respecto al caso de una arquitectura no-híbrida. 
 4.2.2.3 Seis demandas entre nodos consecutivos 
Para comprobar definitivamente que no existe mejora en la situación en que se reservan 
recursos entre nodos vecinos vamos a realizar la simulación en que cada uno de los nodos 
tiene reservado un circuito virtual hacia sus dos nodos vecinos (Figura 4.4). En este caso, de 
manera que todas las transmisiones de ráfagas entre nodos vecinos se realizarán sobre la 
capa de transporte y las transmisiones de ráfagas entre nodos no consecutivos se realizarán a 
través de la red de cliente.  
 
Figura 4.4: Establecimiento de seis circuitos virtuales entre nodos consecutivos 
 
El resultado obtenido se muestra en la Gráfica 5: 
 
Gráfica 5: Comparativa de la probabilidad de pérdida de ráfagas  para red HOS (seis 
demandas entre nodos consecutivos) vs. OBS  
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En este caso observamos más claramente que en ninguno de los anteriores que el 
establecimiento de circuitos virtuales entre nodos cercanos empeora el funcionamiento global 
en la red HOS ya que hace que la probabilidad de pérdida de ráfagas aumente. En este caso 
incluso nos salimos del rango de probabilidades de pérdida en el que este tipo de arquitecturas 
son viables y su uso es posible: desde la mínima ocupación de los circuitos (cuando la 
probabilidad de que haya transmisión entre nodos vecinos es nula) hasta llegar al caso de una 
ocupación del 0,44 la probabilidad de pérdida de ráfagas de la red HOS es superior a 10
-3
 por 
lo que se hace inviable utilizar este sistema para transmitir información ya que este orden de 
probabilidades de pérdida es demasiado grande, mientras que para una arquitecttura OBS puro 
el la utilización de ese sistema sería viable a partir de rho=0,3. 
Pese a tener en este caso más tráfico asegurado asignado a la capa de transporte observamos 
que es peor el efecto de restarle recursos a la red de cliente que el beneficio que obtenemos al 
asignar el tráfico a la capa de transporte y poder aumentar las transmisiones HOS-C. 
 
 
Gráfica 6: Volumen de tráfico destinado a la capa de transporte y a la red de cliente 
desde cada uno de los nodos de la red  
 
También podemos observar, como es lógico que esta probabilidad de error va disminuyendo 
conforme vamos utilizando los recursos que hemos reservado (Gráfica 5), pero en ningún 
momento mejora la actuación de una red OBS pura. 
Es posible que para ocupaciones de los circuitos virtuales superiores a rho=0,8 la probabilidad 
de pérdida en la red HOS sea menor que la probabilidad de pérdida en una red OBS pura, pero 
no es posible tener ocupación de los circuitos mayores que 0,8 ya que entonces el sistema se 
vuelve inestable (Gráfica 1) y tanto el número de elementos en los buffers de los circuitos 
virtuales, como el tiempo de espera de estos se dispara exponencialmente (apartado  3.2.2 ). 
Por lo tanto, a la vista de estos tres primeros casos en que se han establecido recursos 
dedicados para demandas entre nodos vecinos podemos decir que el establecimiento de 
circuitos virtuales entre nodos vecinos no es útil para hacer disminuir la probabilidad de pérdida 
de ráfagas y mejorar la actuación de una red OBS pura. 
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 4.2.3 Demandas entre nodos semi-lejanos 
 4.2.3.1 Tres demandas entre nodos semi-lejanos 
Como acabamos de comprobar que el establecimiento de circuitos virtuales entre nodos 
vecinos no es una solución que mejore la eficiencia de la red en cuanto a probabilidad de 
pérdida de ráfagas se refiere, vamos a analizar la situación en que las demandas prioritarias, y 
entre las cuales estableceremos circuitos virtuales, no son entre nodos consecutivos sinó que 
serán entre nodos alternos. 
Con esta topología y para el caso de utilizar la arquitectura híbrida HOS vamos a establecer 
circuitos virtuales entre los pares 1-3, 3-5 y 5-1 (Figura 4.5), de manera que las ráfagas que se 
generen en ellos y tengan como destino el nodo con el que están unidos mediante un circuito 
virtual, se enviarán a través de la capa de transporte, mientras que el resto de ráfagas se 
tranmitirán sobre los recursos destinados a la red de cliente. 
En este caso, manteniendo las demandas entre los nodos 1,3 y 5 vamos a estudiar tres casos 
distintos en los cuales vamos a ir aumentendo el número de circuitos virtuales por demanda 
para ver cual es el comportamiento al reservar 1, 2 y 3 circuitos virtuales. 
 
Figura 4.5: Tres demandas entre nodos alternos 
Después de realizar las simulaciones correspondientes a los casos A, B y C los resultados 
obtenidos fueron los siguientes: 
Para el caso A (Gráfica 7): 
 
Gráfica 7: Comparativa de las probabilidades de pérdida para red HOS (con tres 
demandas entre nodos alternos y un circuito por demanda) vs. OBS  y tráfico ofrecido a 
la capa de transporte y la red cliente 
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En este primer caso en el que reservamos un circuito entre demandas podemos observar que a 
medida que aumenta la probabilidad de que haya transmisión de ráfagas entre los nodos 
alternos 1,3 y 5, la probabilidad de pérdida disminuye ya que aseguramos este  tráfico que 
transmitimos por estos circuitos virtuales. Pero no es hasta el caso en que rho=0,6 que la 
probabilidad de pérdida de HOS empieza a ser menor que la probabilidad de pérdida para 
OBS.  
Además la mejora de la probabilidad de pérdida respecto el caso de OBS puro no es 
demasiado considerable, ni siquiera en el caso más favorable para HOS (rho=0,8). Para el 
caso de rho=0,8 el modelo HOS mejora al modelo OBS en un factor 1.64, es decir que no 
reduce la probabiliadad de error ni a la mitad. 
Para el caso B (Gráfica 8): 
 
Gráfica 8: Comparativa de las probabilidades de pérdida  para red HOS (tres 
demandas entre nodos alternos y dos circuitos por demanda) vs. OBS  y tráfico ofrecido 
a capas de transporte y red cliente 
En este caso observamos una tendencia diferente que en el caso anterior: si nos fijamos en la 
probabilidad de pérdida de OBS nos damos cuenta que cuando desbalanceamos el tráfico 
ofrecido por los nodos 1,3 y 5 hacía los nodos (en el caso de HOS) que tienen circuitos 
establecidos entre ellos,  la probabilidad de pérdida empeora. Es decir, cuando desde el nodo 1 
enviamos más ráfagas hacia los destinos 3 y 5 que hacia los demás, y hacemos que la 
probabilidad de que el envio de ráfagas hacia los nodos 2,4 y 6 sea menor, la probabilidad de 
pérdida empieza a aumentar. 
Es en esta situación cuando empezamos a ver que en el caso de la red HOS existe un mejora 
considerable. En el caso de HOS, cuando hacemos que desde el nodo 1 el intercambio de 
ráfagas sea más probable hacia los nodos 3 y 5 (con los que tiene circuitos virtuales 
establecidos) la probabilidad de pérdida disminuye, debido a que oucpamos estos circuitos y 
los aprovechamos más de manera que aseguramos la transmisión de un mayor volumen de 
tráfico. 
En este caso vemos que la probabilidad de pérdidade la red HOS es menor que la de la red 
OBS a partir de rho=0,56 muy cercano al punto en el que el tráfico que los nodos 1,3 y 5 envian 
hacia los nodos sobre los cuales hemos establecido circuito (transmisión HOS-C) es igual al 
tráfico que se envia hacia el resto de nodos (transmisión HOS-B). Además en este caso la 
probabilidad de pérdida para el caso más favorable a la red HOS (rho=0,8) es de 3,12 veces 
menor. 
El inconveniente con que nos encontramos en este caso es que si hacemos una reserva de 
recursos como esta y la probabilidad de que los nodos sean destino de ráfagas es 
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uniformemente distribuida no aprovechamos todo el potencial de esta arquitectura y además 
empeoramos considerablemente la probabilidad de pérdida de ráfagas respecto al caso OBS 
puro. 
Por lo tanto podemos decir que si el tráfico es suficientemente desbalanceado hacía los nodos 
entre los que hemos establecido circuitos virtuales,  en el escenario en el que utilizemos este 
tipo de arquitecturas,se producirá una mejora considerable en la eficiencia de la red y una 
disminución en la probabilidad de pérdida de ráfagas de datos. 
Para el caso C (Gráfica 9): 
Para corroborar el resultado del caso B vamos a realizar la misma simulación pero es este caso 
reservando 3 circuitos virtuales por demanda para ver que sucede. El resultado obtenido se 
muestra en el siguiente gráfico: 
 
Gráfica 9: Comparativa de las probabilidades de pérdida para la red HOS (con tres 
demandas entre nodos alternos y tres circuitos por demanda) vs. OBS  y tráfico ofrecido 
a capas de transporte y cliente 
Después de realizar esta simulación podemos afirmar que la conclusión a la que habíamos 
llegado en el apartado anterior era correcta: cuanto mayores son las demandas de tráfico entre 
los nodos entre los cuales se han establecido circuitos virtuales para la arquitectura híbrida, 
más útil es esta, ya que al forzar que los destinos más probables de los nodos origen de 
circuito sean aquellos destinos con los cuales tienen conexión directa mediante circuito virtual 
la probabilidad de pérdida de ráfagas disminuye. Mientras que si desbalanceamos el tráfico de 
la misma manera para el caso OBS la probabilidad de pérdida aumenta considerablemente, 
debido a que en el caso OBS estamos cargando la transmisión entre pares cuyas rutas tienen 
un salto entre ellos (atraviesan un nodo intermedio) y hay más probabilidad de pérdida que 
para el caso de los enlaces entre nodos consecutivos (apartado  4.2.2 ). 
El punto a partir del cual el sitema HOS empieza a mejorar al sistema OBS puro es 
aproximadamente cuando un nodo que es origen de circuito empieza a transmitir más del 50% 
del tráfico que genera sobre la capa de transporte. 
El inconveniente que en el caso anterior encontrábamos en este caso aparece pero mucho 
más marcado: la probabilidad de pérdida en el caso HOS cuando el tráfico es uniformemente 
distribuido desde un nodo hacia sus posibles destinos es muy elevada. Incluso en este caso 
llegamos a sobrepasar el valor de calidad máximo de la probabilidad de pérdidad para 
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 4.2.3.2 Seis demandas entre nodos semi-lejanos 
En este caso cada uno de los nodos de la red está conectado con sus 2 nodos no consecutivos 
(Figura 4.6) mediante el estableciemiento de circuitos virtuales. Al igual que en el apartado 
anterior estableceremos 1 y 2 circuitos virtuales por demanda pero no llegaremos a establecer 
3 ya que el tráfico que se genera en cada nodo no es lo suficientemente grande como para 
aprovechar todos los recursos que reservaríamos en ese caso y a parte de desaprovechar los 
recursos reservados para la capa de transporte, estaríamos menguando  inecesariamente los 
recursos de la red de cliente, hecho que también provoca el empeoramiento de la probabilidad 
de pérdidad de ráfagas de la red. 
 
Figura 4.6: Establecimiento de seis circuitos virtuales entre nodos alternos 
En ambos casos el tráfico que cada uno de los nodos envia por la capa de transporte 
(transmisiones HOS-C) es el mismo que en los casos  A y B del apartado anterior. La diferencia 
en este caso es que en el apartado anterior solamente habían tres nodos entre los cuales 
existian demandas, en cambio en este caso los seis nodos de la red tienen el mismo 
comportamiento y todos y cada uno de ellos tiene dos circuitos virtuales que lo unen con sus 
dos nodos alternos. Por consiguiente, en este caso habrán más recursos destinados a la capa 
de transporte y más tráfico del generado por los nodos podrá ser transmitido a través de los 
circuitos virtuales. 
Si dedicamos a cada demanda 1 circuito (Caso A) el resultado que obtenemos es el siguiente 
(Gráfica 10): 
 
Gráfica 10: Comparativa de las probabilidades de pérdida para la red HOS (con seis 
demandas entre nodos alternos y un circuitos por demanda) vs. OBS  y tráfico ofrecido 
a la capa de transporte y red de cliente 
 




Si en cambio lo que hacemos es reservar 2 circuitos (Caso B) por demanda se obtiene el 
siguiente resultado (Gráfica 11): 
 
Gráfica 11: Comparativa de las probabilidades de pérdida para la red HOS (con seis 
demandas entre nodos alternos y dos circuitos por demanda) vs. OBS  y tráfico ofrecido 
a la capa de transporte y red de cliente 
Sin lugar a dudas podemos decir que en este caso obtenemos una mejora mucho mayor para 
el caso B, ya que aseguramos mucho más tráfico al tener un mayor número de recursos 
destinados a la capa de transporte. También en este caso comprobamos que la probabilidad de 
pérdida cuando utilizamos la red HOS empieza a mejorar a la del sistema puro OBS cuando el 
tráfico asignado a la capa de transporte por los nodos origen de una demanda supone la mitad 
del tráfico total que genera este. 
 
Gráfica 12: Mejora de la probabilidad de pérdida para arquitecturas HOS respecto a 
OBS en el caso de establecimiento de dos circuitos por demanda 
Si la transmisión de ráfagas entre demandas sobre las cuales se ha establecido circuito es muy 
baja empeoramos bastante la actuación global del sistema, sobretodo si establecemos dos 
circuitos por demanda (llegando a sobrepasar el límite de utilización). Por el contrario, si los 
recursos reservados para las transmisiones HOS-C se aprovechan al máximo tenemos una 
mejora considerable (Gráfica 12), llegando a mejorar la probabilidad de pérdida global de la red 
en un factor 183,3 es decir, para una arquitectura de red híbrida con las condiciones 
adecuadas de tráfico la probabilidad de pérdida puede llegar a ser 183 veces mejor que para 
una arquitectura de red OBS pura. 
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En este caso, a parte de ver la mejora de la probabilidad de pérdida en la red  HOS si las 
condiciones de tráfico son favorables, también hemos comprobado que la probabiliadad de 
pérdida de HOS empieza a ser menor que la probabilidad de pérdida de OBS a partir del punto 
en el que el nodo origen de una demanda sobre la que hay circuito empieza a transmitir, como 
mínimo, la mitad del tráfico generado sobre la capa de transporte, y la otra mitad sobre la red 
de cliente. 
 4.2.4 Demandas entre nodos opuestos 
 4.2.4.1 Una demanda entre nodos opuestos 
En este apartado estableceremos circuitos virtuales para demandas entre nodos opuestos. Los 
nodos opuestos en esta topología son aquellos entre los cuales las ráfagas que se transmiten 
entre ellos tienen rutas con mayor número de saltos, es decir  tiene que atravesar el máximo 
número de nodos. Es en esta situación cuando la probabilidad de pérdida de ráfagas es mayor 
para sistemas OBS puros, ya que aumenta la probabilidad de que una ráfaga al intentar 
reservar recursos a la salida de un nodo intermedio de la red, se encuentre con que en ese 
instante todos los recursos están ocupados y no puede ser enviado hacia su destino. Como 
consecuencia esta ráfaga se perdería en una red OBS. 
 
Figura 4.7: Establecimiento de un circuito entre nodos opuestos 
Para evitar esta situación vamos a reservar circuitos virtuales para la transmisión de aquellas 
ráfagas que se transmitan entre los nodos 1 y 4 (Figura 4.7), de manera que aseguremos que 
una ráfaga que se transmite entre estos dos nodos tenga garantizada su transmisión y no se 
encuentre en una situación de falta de recursos para ser transmitido en medio de una 
tranmisión provocando así la pérdida de la ráfaga. 
En este apartado realizaremos la reserva de recursos entre 1 y 4  comparando 4 casos 
diferentes: en cada caso haremos que el volumen de datos intercambiado entre los nodos 1 y 4 
pueda sea mayor, de manera que cada vez reservaremos más recursos dedicados entre este 








Gráfica 13: Tráfico generado desde los nodos 1 y 4 ofrecido a la capa de transporte 
(transmisión HOS-C) y a la red de cliente (transmisión HOS-B): de izq a dcha: Caso 1, 
Caso 2, Caso 3, Caso 4 
Los graficos anteriores corresponden a la repartición del tráfico entre las capas de transporte y 
la red de cliente para los cuatro casos simulados en este apartado. Cuantos mas circuitos 
establecemos para la demanda 1 y 4, más cantidad de tráfico podremos desviar sobre la capa 
de transporte, y por lo tanto asegurarlo. Mediante la simulación de cada uno de los casos 
comprobaremos hasta que punto es útil el establecimiento de más de un circuito por demanda. 
Las simulaciones realizadas corresponden a las situaciones en que reservamos 1, 2, 3 y 4 
circuitos bidireccionales entre los nodos 1 y 4. Los resultados obtenidos (Gráfica 14) al finalizar 
las simulaciones han sido los siguientes: 
 
Gráfica 14: Comparativa de las probabilidades de pérdida para arquitecturas HOS 
para 1 demanda (de izq a dcha y de arriba abajo: 1,2,3 y 4 circuitos por demanda) vs. 
OBS   
Los gráficos anteriores corresponden a los resultados obtenidos para cada uno de los casos 
dimulados en este apartado manteniendo una demanda entre 1 y 4 y aumentando el número 
de circuitos virtuales entre este par origen destino. A la vista de los resultados podemos decir 
que en  todos los casos a partir de un cierto valor de utilización de los circuitos establecidosen 
la red HOS conseguimos mejorar la actuazión global de la red: rho=0,47 para el caso 1, 
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rho=0,52 para el caso 2, rho=0,54 para el caso 3 y rho=0,56 para el caso 4. En este caso, a 
diferencia de los apartados anteriores, la probabilidad de pérdida mejora incluso antes de 
enviar la mitad del tráfico generado por los nodos 1 y 4 sobre cada una de las capas 
(transporte y cliente). Esto es debido a que la probabilidad de pérdida de los ráfagas que 
circulan entre estos dos nodos es muy elevada, por tanto, con asegurar una pequeña parte de 
este tráfico obtenemos mejoras considerables respecto al caso de una red OBS pura. 
Para la situación de mayor carga de los circuitos reservados (rho=0,8) encontramos el valor 
máximo de mejora en todos los gráficos. Esta mejora varia entre 3,5 y 4,5 para cada uno de los 
caso, por tanto tenemos una mejora bastante constante. En cambio, en las situaciones en que 
los circuitos no se ocupan el empeoramiento es mucho mayor conforme vamos aumentando el 
número de circuitos para la demanda: para rho=0 y un único circuito por demanda el 
empeoramiento es de 2,42 de HOS respecto OBS, pero cuando reservamos 4 circuitos por 
demanda el empeoramiento de HOS respecto OBS para rho=0 alcanza el valor de 37,8. 
También podemos observar que a medida que vamos reservando circuitos para esta demanda 
los valores de la probabilidad total en cada caso para la red HOS va aumentando, ya que para 





, mientras que por ejemplo para el caso de la reserva de 4 circuitos por 





, por lo tanto a parte de no obtener una notable mejora en el caso más 
favorable, empeoramos la probabilidad de pérdida para cualquier situación en comparación con 
el caso de la reserva de un circuito por demanda. 
Por lo tanto para concluir este caso podemos decir que el caso en el que obtenemos unas 
mejoras globales es el caso de reservar un único circuito por demanda ya que nos movemos 
entre unos margenes más bajos de probabilidad de pérdida que para el resto de casos. 
Además las mejoras son aproximadamente iguales al resto de casos en los que reservamos 
más circuitos por demanda y el empeoramiento en el caso más desfavorable es mucho menor 
que en los demás casos. 
 4.2.4.2 Dos demandas entre nodos opuestos 
En este apartado estableceremos circuitos virtuales entre dos pares de nodos opuestos: 2-5 y 
3-6 (Figura 4.8), por lo tanto en este caso tendremos dos demandas. Como en el caso anterior 
iremos aumentando el número de circuitos virtuales entre nodos lejanos para observar la 
evolución de la actuación de nuestra arquitectura de red HOS. 
 
Figura 4.8: Dos demandas entre nodos opuestos 
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En el apartado anterior hemos podido comprobar como una reserva demasiado alta para 
asegurar las comunicaciones entre dos nodos nos llevaba a una situación  de saturación por lo 
que cada vez las mejoras eran menores mientras que el empeoramiento en las situaciones 
menos favorables para una arquitectura híbrida (equiprobabilidad de destino desde un origen) 
cada vez eran mayores. Lo que comprobaremos ahora es si al aumentar el número de recursos 
entre dos demandas afecta de la misma manera que el aumento de recursos para una única 
demanda. 
La carga que cada uno de los nodos desde los cuales se haya establecido un circuito destinara 
a cada una de las capas será la misma que en el caso anterior (Gráfica 13), pero en este caso, 
al haber más nodos que son origen de demanda tendremos más cantidad de tráfico global en 
la red que se cargue sobre la capa de transporte (disminuyendo de esta manera las 
transmisiones HOS-B).  
Los resultados obtenidos al realizar las simulaciones (Gráfica 15) han sido los siguientes: 
 
Gráfica 15: Comparativa de las probabilidades de pérdida para arquitecturas HOS 
para 2 demandas (de izq a dcha y de arriba abajo: 1,2,3 y 4 circuitos por demanda) vs. 
OBS 
Volvemos a observar en este caso que la situación en la que la relación entre beneficios e 
inconvenientes se mantiene más equilibrado es la situación en que reservamos un único 
circuito bidireccional por cada demanda. 
En el caso de reservar un circuito virtual para la demanda entre 2 y 5, y un circuito virtual para 
la demanda entre 3 y 6, cuando nos encontramos en una situación de tráfico balanceado el 
sistema HOS experimenta un empeoramiento de un factor 4,5, mientras que a medida que 
vamos desbalanceando el tráfico y aumentamos el número de transmisiones entre los pares 
entre los que hay circuitos virtuales la situación mejora de un factor 4 con HOS, respecto al 
sistema OBS que sufre un empeoramiento considerable de la probabilidad de pérdida de 
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ráfagas. En este caso en la red HOS, nos mantenemos en unos márgenes óptimos de 





A medida que vamos reservando un mayor número de circuitos virtuales para cada una de las 
dos demandas nos damos cuenta que cada vez nos movemos en unos valores de probabilidad 
de pérdida mayores y para la situación de 3 circuitos (y sobre todo en 4) por demanda ya 
sobrepasamos el margen de utilización en algunos casos. Además la mejoras que 
conseguimos se mantienen bastante constantes ( un factor 6,67 pare 2 circuitos y un factor 
6,36 para 3 circuitos), mientras que el empeoramiento en las situaciones desfavorables (rho=0) 
crece exponencialmente (un factor 27 para el caso de 2 circuitos y un factor 152 para el caso 3 
circuitos por demanda). 
Si observamos el gráfico de la situación extrema (4 circuitos por demanda), nos damos cuenta 
que al asignamos tantos recursos a la capa de transporte que perjudicamos demasiado el resto 
de transmisiones sobre la red de cliente, y aunque aseguramos el tráfico que se transmite 
sobre circuitos, las transmisiones HOS-B resultan demasiado perjudicadas ya que no hay 
suficientes recursos disponibles. En este caso, ni el menor valor de probabilidad de pérdida en 
el caso HOS (rho=0,8) nos permite un funcionamiento correcto de la red, ya que estamos por 
encima del valor humbral de probabilidad de pérdida. 
Por lo tanto, la mejor actuación de la red HOS la encontramos para el caso en el que 
reservamos un circuito por demanda ya que tenemos mejora de la probabilidad de pérdida a 
partir de un valor de carga de los circuitos de rho=0,48, en el caso más favorable obtenemos 
una mejora de un factor 3,91 respecto a una red OBS y además, nos movemos en unos 
órdenes de probabilidad de pérdida de ráfagas muy bajos para cualquier valor de ocupación de 
los circuitos virtuales. 
 4.2.4.3 Tres demandas entre nodos opuestos 
El caso extremo y que podemos suponer que puede ser más beneficioso para nosotros es el 
caso en el que aseguramos todas aquellas transmisiones que se producen entre nodos lejanos. 
Por eso en este apartado vamos a establecer circuitos virtuales para las demandas en las que 
las ráfagas realizan un mayor número de saltos (Figura 4.9) para transmitirse entre su origen y 
destino. Presumiblemente, la probabilidad de pérdida de ráfagas del sistema debe disminuir 
considerablemente ya que estamos asegurando las transmisiones entre nodos lejanos son la 
red HOS, las cuales son más propensas a no realizarse correctamente en una red OBS pura. 
 
Figura 4.9: Establecimiento de tres circuitos entre nodos opuestos 
Los resultados obtenidos (Gráfica 16) al realizar las simulaciones han sido los siguientes: 




Gráfica 16: Comparativa de las probabilidades de pérdida para la red HOS con 3 
demandas entre nodos lejanos (de izq a dcha y de arriba abajo: 1,2,3 y 4 circuitos por 
demanda) vs. OBS 
Como podíamos suponer para uno de los casos de este apartado nos encontramos el caso 
mas favorable: el establecimiento de un circuito por demanda entre nodos lejanos (que tienen 
más probabilidad de que las ráfagas  transmitidas entre ellos se pierdan para una arquitectura 
OBS pura). Como podemos observar en el gráfico anterior para todas las situaciones de carga 





). Además el sistema HOS mejora la actuación del sistema OBS puro a 
partir de una ocupación de los circuitos de rho=0,37, y para el caso más favorable (rho=0,8) 
tenemos una mejora de HOS respecto OBS en un factor 19,4. 
Para el caso de la reserva de 2 circuitos por demanda tenemos una mejora mayor en el caso 
más favorable (rho=0,8) respecto OBS pero en general nos movemos en un rango de 
probabilidades de pérdida más elevadas y no situamos más proximos al umbral de utilización. 
Aún así la actuación de la arquitectura HOS mejora en gran medida la actuación de un sistema 
OBS puro para determinadas situaciones. 
Para los dos últimos casos (3 y 4 circuitos por demanda) claramente saturamos el sistema ya 
que cada vez necesitamos una mayor ocupación de los circuitos para obtener alguna mejora, 
pero esta mejora cada vez es menor y además se encuentra ya fuera del margen de utilización 
del sistema, mientras que las perdidas en el caso más desfavorable (rho=0) crecen 
exponencialmente. 
Después de realizar las simulaciones para este caso podemos afirmar que las mayores 
ventajas que ofrece nuestro sistema HOS en una topología de anillo de 6 nodos las 
encontramos cuando establecemos uno y dos circuitos virtuales entre todas aquellas 
demandas entre nodos opuestos de manera que aseguramos el tráfico, transmitiendolo sobre 
la capa de transporte. En estas situaciones estamos haciendo una reparcición de recursos de 
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entre un 10% - 18% para la capa de transportey entre un 82% - 90% por ciento para para la red 
de cliente. 
 4.3 Evaluación del sistema en una topología mallada 
 4.3.1 Introducción 
De ahora en adelante evaluaremos el funcionamiento de nuestro arquitectura de red híbrida 
sobre la red completa que se presentó en el apartado  3.1 Como se dijo anteriormente la red 
está formada por 16 nodos generadores de tráfico (Figura 4.10), unidos mediante 23 enlaces 
bidireccionales con 16 longitudes de onda disponibles para cada sentido en cada enlace. 
 
Figura 4.10: Esquema de la topología de 16 nodos 
El estudio que realizaremos tendrá que ver con la eficiencia del establecimiento de circuitos 
virtuales en función de la distancia existente entre los nodos de origen y destino ya que como 
hemos visto en la red anillo es el principal factor a tener en cuenta. Nosotros mediremos esta 
distancia en función del número de saltos que hay entre origen y destino. El procesado de los 
BCP en cada nodo óptico y la no existencia de recursos de salida puede ser  el causante de 
que las ráfagas de datos se pierdan y no lleguen a su destino en una arquitectura OBS pura. El 
establecimiento de un circuito virtual entre origen y destino supondrá la eliminación de esta 
probabilidad de pérdida ya que los circuitos viruales estarán establecidos durante toda la 
simulación y estarán dedicados en exclusiva a las comunicaciones entre pares origen destino 
que bajo nuestro criterio necesiten más prioridad y requieran una QoS que el OBS puro no les 
podría ofrecer. 
A priori,  y con las conclusiones que hemos podido extraer del estudio de la red con topología 
de anillo, la probabilidad de pérdida en un sistema OBS puro es mayor cuanto mayor número 
de nodos haya en la ruta a recorrer entre origen y destino, y menor si el número de saltos entre 
origen y destino es más reducido. Por ello sería más conveniente establecer recursos 
dedicados en las rutas que más saltos entre origen y destino relizan. Para comprobar este 
hecho en una red mallada con mayor número de nodos,  vamos a realizar 3 simulaciones 
distintas para nuestro sistema:  
 En la primera situación que comprobaremos será la probabilidad de pérdida de ráfagas 
que se transmite entre nodos adyacentes. En este caso los paquetes de control no son 
procesados por ningun nodo que no sea el de origen o destino y no pasa por nodos 
intermedios. En esta situación es muy probable que el establecimiento de circuitos 
virtuales entre origen y destino no nos aporte una gran mejora debido a que no nos 
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aprevecharíamos de ninguna de las mejoras que se introducen al establecer circuitos 
ópticos dedicados. 
 La situación que estudiaremos en segundo lugar será con rutas de distancia media, 
donde las ráfagas deben realizar entre tres y cuatro saltos entre origen y destino para 
transmitirse corractamente. 
 La tercera consistirá en establecer circuitos virtuales para nodos lejanos. Una ráfaga 
que se transmite por esta ruta realiza 5 saltos, por tanto tiene una gran probabilidad de 
que en alguno de ellos los recursos de salida no estén disponibles y la ráfaga de datos 
se pierda. 
A partir de los tres resultados obtenidos intentaremos sacar conclusiones de cual es la 
situación óptima para establecer circuitos virtuales en función de los saltos que realizan las 
ráfagas que se  transmiten entre origen y destino. 
Para todos y cada uno de los casos que se van a estudiar en este apartado vamos a comparar 
dos probabilidades de pérdida distintas  (OBS puro y HOS) con el objetivo de comprobar la 
mejor de las transmisiones entre nodos sobre los que se establecen circuitos virtuales en la 
capa de transporte, pero también para no empeorar el resto de transmisiones que se tranmiten 
sobre la red de cliente.  
 4.3.2 Evaluación de la red HOS en función de la longitud de los 
circuitos virtuales 
 4.3.2.1 Establecimiento de circuitos virtuales entre nodos cercanos 
En este primer caso cada uno de los nodos de la red va a disponer de circuitos que le conecte 
con uno de sus nodos vecinos (Figura 4.11). De forma que se establecerán 16 circuitos 
bidireccionales a lo largo de la topología de la red.  
 
Figura 4.11: 16 circuitos entre nodos vecinos 
Como en los casos anteriores, para este escenario simularemos dos probabilidades de pérdida 
de ráfagas distintas: 
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 La probabilidad de pérdida de ráfagas cuando utilizamos la red HOS: en este caso 
observaremos cómo evoluciona esta probabilidad de pérdida a medida que el tráfico 
entre los nodos vecinos, entre los cuales se han establecido circuitos virtuales, se hace 
cada vez más grande.  
 La probabilidad de pérdida  de ráfagas cuando utilizamos OBS puro. En este caso 
estudiaremos cual es la evolución de esta probabilidad de pérdida desde el caso en 
que no se envían ráfagas hacia los nodos para los cuales en el caso HOS se han 
establecido circuitos, hasta el caso en que la mayor intensidad de tráfico sea dirigida 
hacia estos nodos. 
Los resultados obtenidos de esta simulación se muestran en las Gráfica 17: 
 
Gráfica 17: Comparativa de las probabilidades de pérdida para arquitecturas HOS vs. 
OBS (16 demandas y 1 circuito por demanda)  
Como podemos observar la tendencia seguida por la probabilidad de pérdida en ambos casos 
es decreciente pero por motivos distintos. 
Si observamos la traza perteneciente a la probabilidad de pérdida de OBS puro observamos 
que conforme vamos incrementando la probabilidad de que los nodos más cercanos sean los 
destinatarios más probables de las ráfagas generadas, la probabilidad de pérdida disminuye. 
Como hemos comprobado en el caso del anillo, las transmisiones entre nodos distantes son 
más propensas a no realizarse correctamente, es decir que las transmisiones de ráfagas entre 
pares origen destino lejanos hacen que la probabilidad de pérdida de la red aumente. Si en 
nuestra simulación aumentamos la probabilidad de que los nodos cercanos sean los 
destinatarios más probables de las ráfagas, estamos disminuyendo la probabilidad de que los 
nodos lejanos sean destino, por tanto, como efecto colateral estamos evitando estas 
transmisiones, y por tanto estamos disminuyendo la probabilidad de pérdida global de la red. 
Este es el motivo por el cual en el caso de OBS puro la probabilidad de pérdida disminuye. 
Si observamos la tendencia del gráfico correspondiente a la probabilidad de pérdida de ráfagas 
para la red HOS a medida que vamos haciendo más probable que los nodos cercanos sean 
destinatarios de las ráfagas generadas por sus vecinos podemos comprobar que la 
probabilidad de pérdida total también disminuye. En este caso esta probabilidad de pérdida 
disminuye por dos motivos distintos: al igual que en el caso anterior porque estamos evitando 
las transmisiones entre nodos lejanos y por lo tanto evitamos aquellas transmisiones más más 
propensas a perderse. Por otro lado, la probabilidad de pérdida también disminuye debido a 
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que cada vez utilizamos más los circuitos virtuales de la capa de transporte, que han sido 
reservados entre nodos vecinos. De esta manera cada vez estamos haciendo una utilización 
más eficiente e inteligente de los recursos que había sido reservados para las transmisiones 
con QoS. 
Si comparamos ambos gráficos vemos que los dos siguen una tendencia similar pero nos 
damos cuenta que en el caso HOS la probabilidad de pérdida de ráfagas es mayor en todas las 
situaciones simuladas que la probabilidad de pérdida de ráfagas en OBS puro. Esto se debe, 
como ya habíamos visto en el apartado  4.2.2 (en el que hemos analizado que sucedía si 
estableciamos circuitos entre nodos cercanos en una topología de anillo) a que el 
establecimiento de circuitos virtuales entre nodos cercanos no nos aporta beneficios en un 
sistema híbrido debido a que las desventajas que ocasiona al restarle recursos a la red de 
cliente, son mayores que las ventajas de asegurar este tráfico entre nodos vecinos. 
Por lo tanto, una una arquitectura de red híbrida se debe evitar en la medida de lo posible el 
establecimiento de circuitos virtuales entre nodos vecinos ya que no nos aportará ningún 
beneficio. Es más, en este caso, más claramente que en la topología de anillo vemos que 
empeora el funcionamiento de la red en cualquier situación: para rho=0 la probabilidad de 
pérdida de ráfagas para la red HOS es 2,7 veces mayor que para OBS y para rho=0,8 la 
probabilidad de pérdida en HOS es 1,6 veces mayour que en OBS. 
 4.3.2.2 Establecimiento de circuitos virtuales entre nodos a media 
distancia 
En este caso establecemos de 16 circuitos virtuales bidireccionales entre pares origen destino 
cuyas rutas tienen entre 2 y 5 saltos (Figura 4.12). De esta manera pretendemos comprobar la 
mejora que experimenta nuestro sistema cuando establecemos recursos dedicados entre 
nodos que se encuentran a una distancia media. Anteriormente en el caso de la topología de 
anillo comprobamos que obteniamos unos resultados óptimos del sistema HOS respecto al 
sistema OBS cuando asignabamos un 10-20% de los recursos a la capa HOS-C, por lo tanto 
en este caso vamos a establecer 16 circuitos, lo que supone la asigranción de un 15,7% de los 
recursos asignados a la capa HOS-C y un  84,3% de los recursos asignados a HOS-B 
 
Figura 4.12: 16 circuitos entre nodos a media distancia 
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En este caso todos los nodos son origen y destino de dos circuitos, por lo tanto, en el caso de 
la red HOS, a medida que la probabilidad de que los nodos entre los cuales hay circuito 
establecido haya más transmisiones que con cualquiera de los demás todos los circuitos se 
cargaran de la misma manera y todos los nodos asignarán a la capa transporte (transmisiones 
HOS-C) la misma cantidad de tráfico para cada una de las situaciones. Como podemos ver en 
la Gráfica 18 el tráfico asignada a la red de cliente (transmisiones HOS-B) irá disminuyendo 
mientras que el tráfico asignado a la capa de transporte incrementará hasta que entre 0,7 y 0,8  
el tráfico asignado a la capa de transporte, y que por tanto aseguramos, será mayor que el 
tráfico asignado a la red de cliente. A partir de este punto, sino antes deberíamos ver las 
mejoras del sistema HOS respectos al sistema OBS puro. Si no fuese así querría decir que 
hemos dedicado demasiados recursos a la capa de circuitos y hemos empeorado demasiado la 
probabilidad de pérdida global de la red. 
 
Gráfica 18: Tráfico ofrecido a capas HOS-C y HOS-B para cuando tenesmo 16 
demandas entre nodos a media distancia 
Los resultados obtenidos de esta simulación se muestran en la Gráfica 19: 
 
Gráfica 19: Comparativa de las probabilidades de pérdida para arquitecturas HOS vs. 
OBS (16 demandas a media distancia y 1 circuito por demanda)  
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Como cabía esperar la arquitectura híbrida mejora el comportamiento del sistema OBS puro. 
Como podemos observar en el gráfico la evolución de la probabilidad de pérdida de la red OBS 
es opuesta a la del sistema HOS: para los casos en que reservamos los recursos para circuitos 
pero no los utilizamos (rho’s pequeñas) la probabilidad de pérdida es elevada (HOS empeora a 
OBS en un factor 356) ya que desaprovechamos recursos de la red, pero cuando los pares 
entre los que hay circuitos virtuales establecidos empiezan a ser las parejas con mayor 
volumen de transmisión de datos (claramente a partir de rho=0,55) la probabilidad de pérdida 
disminuye considerablemente (HOS mejora a OBS en un factor 40). Por el contrario en el caso 
OBS, cuando desbalanceamos el tráfico la probabilidad de pérdida aumenta de manera 
considerable. 
Podemos observar que antes de llegar a la equiprobabilidad de distribución de tráfico entre las 
capas de transporte y cliente (entre 0,7 y 0,8 en la Gráfica 19) el sistema HOS ya tiene una 
mayor calidad que el sistema OBS puro (para rho=0,55), por tanto nuestra nueva arquitectura 
es eficiente incluso antes de desviar la mitad del tráfico sobre la capa HOS-C, como también 
habíamos observado para el apartado  4.2.4.1  para la topología de anillo de 6 nodos. 
En el caso más favorable para la arquitectura HOS, cuando los enlaces que unen los pares 
entre los que hemos establecido circuitos son los más cargados (debido a que son las 
demandas con mayor número de transmisiones entre si) la mejora es de un factor 40 respecto 
al caso de OBS puro, lo que supone una gran mejora respecto a este, ya que para esta 
situación de distribución de tráfico un sistema OBS puro se encontraría al borde de no ser útil 
ya que la probabilidad de pérdida de ráfagas de este está apunto de revasar el margen de 
utilización. 
Como hemos podido comprobar que nuestro sistema es útil para distribuciones de recursos nos 
permite establecer circuitos de distancia media vamos a comprobar si al establecer 16 rutas de 
larga distancia el sistema también se comporta de manera óptima. 
 4.3.2.3 Establecimiento de circuitos virtuales entre nodos lejanos 
En este caso la distribución de circuitos en la red no es uniforme ya que existen nodos más 
aislados que otros y que tienen un mayor número de nodos a más distancia que otros, por lo 
tanto estos nodos serán origen y destino de más circuitos que otros (Figura 4.13). Por ejemplo, 
un nodo interno de la red está mucho más cerca que el resto de los nodos que por ejemplo otro 
que se encuentre en la zona externa, como podrían ser los nodos de London (1), Amsterdam 
(2) o Roma (8). 




Figura 4.13: 16 circuitos establecidos entre pares de nodos lejanos 
 
Por ello, en este caso la distribución del tráfico en la red es la siguiente (Gráfica 20): 
 
 
Gráfica 20: Tráfico ofrecido a capas de transporte y cliente cuando tenemos 16 
demandas entre nodos lejanos (dependiendo del número de circuitos de cada nodo) 
Como podemos ver en las gráficas el nodo 1 llega a desviar la totalidad del tráfico que genera 
sobre la capa transporte, cuando la utilización de los circuitos que le unen con sus nodos más 
lejanos es del 0,8. En este caso aseguramos la totalidad del tráfico que el nodo 1 genera. Los 
nodos de Zagreb, Rome y Paris son origen y destino de tres circuitos y en el caso más extremo 
pueden llegar a transmitir por esos circuitos el 80% del tráfico, asignando a la capa HOS-B 
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únicamente un 20% del tráfico generado. Los nodos de Berlin, Vienna y Lyon son origen y 
destino de 2 circuitos virtuales y como mucho pueden asignar por ellos aproximadamente un 
50% del tráfico que generan. En cambio Los demás nodos que solo disponen de un único 
circuito solo tienen capacidad suficiente para asignar a la capa HOS-C un 32% del tráfico 
generado. 
Los resultados obtenidos de esta simulación se muestran en la Gráfica 21 presentada a 
continuación: 
 
Gráfica 21: Comparativa de las probabilidades de pérdida para red HOS vs. OBS (16 
demandas entre nodos lejanos y 1 circuito por demanda)  
Podemos observar que para las situaciones en que la utilización de los recursos es muy baja el 
sistema HOS empeora considerablemente el comportamiento general de la red ya que 
aumenta en un factor 3718,8 los valores de probabilidad de pérdida que teníamos en el sistema 
OBS puro. Por otro lado, cuando el tráfico es más probable que circule hacia los destinos más 
lejanos, sobre los cueles hemos establecido circuitos virtuales obtenemos una mejora en un 
factor 11 y para el caso de carga de los circuitos de 0,8 tenemos valores de probabilidad de 
pérdida menores de 10
-3
 (margen de utilización), hecho que nos permitiría seguir utilizando esta 
red con una arquitectura híbrida HOS pero no con una OBS pura ya que para este valor de 
carga son el sistema OBS puro obtenemos una probabilidad de error muy cercana ya a 
5,19x10
-3
,por encima del umbral de calidad recomendado. 
También  cabría destacar que la mejora experimentada en este caso es mucho menor que en 
el caso anterior cuando teniamos demandas entre nodos semi-lejanos, pero en cambio en 
condiciones adversas nuestro sistema empeora mucho a un sistema OBS puro. Además el 
rango de probabiliadades de pérdida es mucho más elevado que en simulaciones anteriores ya 




 y en este caso 
nos encontramos entre 10
-2
  y  5x10
-3
. 
Esto es debido a que hemos asignado demasiados recursos a la capa transporte y hemos 
empeorado demasiado la actuación global de la red. Aunque aseguremos gran  parte del tráfico 
(el que se transmite sobre la capa transporte) el tráfico que se transmite sobre la red de cliente 
se pierde con facilidad debido a la carencia de recursos para transmitir las ráfagas y hace que 
la probabilidad de pérdida aumente considerablemente. Es por esto que podemos decir que 
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una dedicación del 15% de los recursos globales de la red para la capa de transporte es 
demasiado grande y quizas sería conveniente realizar una selección más precisa de aquellas 
demandas sobre las cuales establecer recursos dedicados. 
Para comprobar este hecho vamos a ser más selectivos con circuitos virtuales establecidos y 
únicamente vamos a establecer recursos dedicados entre las nueve demandas con mayor 
número de saltos entre origen destino que se exponen al inicio de este apartado. 
Seleccionando estas nueve demandas asignaremos el 11,4% de los recursos a la capa de 
transporte mientras que el 88,6% restante estará destinado a la transmisión sobre la red de 
cliente. 
Si realizamos esta nueva simulación obtenemos los siguientes resultados: 
 
Gráfica 22: Comparativa de las probabilidades de pérdida para redes HOS vs. OBS (9 
demandas entre nodos lejanos y 1 circuito por demanda)  
Como podemos observar la Gráfica 22 en este caso el resultado es mucho mejor que en el 
caso anterior. Para las situaciones en las cuales la arquitectura híbrida mejora a la arquitectura 
OBS encontramos que los resultados son muy favorables. En el caso de ocupar los recursos 
reservados para las transmisiones prioritarias (las primeras 9 demandas de este apartado) nos 
encontramos que la probabilidad global de pérdida de ráfagas de la red disminuye en un factor 
20, es decir que es 20 veces menor usando una red híbrida que con una arquitectura no híbrida 
llegando a valores muy bajos de probabilidad de pérdida para esta situación (1,55x10
-3
). 
Por lo tanto, la reserva selectiva de recursos, y en consecuencia el establecimiento de circuitos 
virtuales, para demandas prioritarias, produce una mejora considerable en la actuación de la 
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 5 Conclusiones 
Una vez llevadas a cabo las simulaciones para evaluar las prestaciones de la arquitectura de 
red híbrida OBS/OCS propuesta en este proyecto (Red HOS) y comparándola con una 
arquitectura de red no-híbrida, en este caso OBS, podemos afirmar que se han cumplido los 
objetivos propuestos al inicio de este proyecto. 
Como se exponía al inicio del proyecto, una arquitectura de red no-híbrida OBS (Optical Burst 
Switching) es ideal para situaciones en las que el tráfico generado por los nodos de una red se 
distribuye uniformemente entre todos los destinos posibles. Sin embargo, en la realidad no 
siempre se produce esta situación, ya que usualmente no todos los nodos generadores de 
tráfico generan el mismo volumen de información, y lo que es más, no siempre el tráfico 
generado se envía uniformemente hacía los posibles destino, sinó que siempre existen unos 
nodos que tienen más probabilidad de convertirse en destinatarios de la información generada 
por determinados nodos. 
Debido a esto se estudiaron las posibles mejoras que se podían realizar y se pensó en las 
arquitecturas de tipo OCS, las cuales reservan circuitos virtuales dedicadas entre pares origen 
destino dentro de una red, sobre las cuales transmitir información sin necesidad de compartir 
estos recursos con el tráfico que se transmite sobre otros pares origen destino y así disponer 
de recursos dedicados que nos aseguran la tranmisión de datos para las demandas sobre las 
cuales existe más flujo de datos o que por determinados motivos son más importantes que 
otras.  
En vista de esta situación se propuso una solución para mejorar la actuación de dicho tipo de 
redes: combinar las tecnologías OBS y OCS obteniendo una arquitectura híbrida que 
aprovechara las ventajas de la compartición de recursos para aquellas transmisiones menos 
prioritarias o menos probables, y las ventajas de la reserva de recursos para demandas más 
probables o que requieren más prioridad o seguridad que otras. 
Inicialmente se desarrolló el algoritmo que nos permitía simular el funcionamiento de una 
arquitectura híbrida: una arquitectura base OBS con la capacidad de establecer y reservar 
recursos entre aquellas demandas sobre las cuales nos interesase tener recursos reservados 
para la transmisión de bursts. Seguidamente se analizó y evaluó la actuación de esta en dos 
topologías: anillo de 6 nodos y red Pan-Europea de 16 nodos. 
Finalmente, tras analizar el funcionamiento del algoritmo propuesto se llegó a las siguientes 
conclusiones:  
Como habíamos supuesto en un principio, las arquitecturas de red híbridas mejoran la 
actuación del sistema y disminuyen la probabilidad de pérdida de ráfagas en la red en 
situaciones similares a la realidad: distribución de tráfico no uniforme entre los nodos de la red. 
La reserva de recursos para transmisiones cuya probabilidad de pérdida de ráfagas es elevada 
y el número de transmisiones es mayor que en otros casos nos ayuda a asegurar aquellas 
transmisiones que mediante una arquitectura no híbrida tenían gran probabilidad de perderse.  
La asignación de recursos y la decisión de la cantidad de recursos que se asignan a cada una 
de las capas es uno de los parámetros más importantes. El hecho de asegurar un mayor 
número de transmisiones no significa que la probabilidad de pérdida del sistema mejore 
indefinidamente ya que sin quererlo, asignando demasiados recursos a la capa de transporte 
(que se encarga de las transmisiones HOS-C con calidad de servicio) podríamos estar 
saturando el sistema y dejenado demasiados pocos recursos para la red de cliente (que se 
encarga de las transmisiones HOS-B, best-effort). Por consiguiente debemos ser selectivos a la 
hora de establecer circuitos virtuales en una arquitectura de red híbrida. Una distribución de 
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recursos adecuada sería: 10% de los recursos dedicados a la transmisión de datos sobre 
circuitos ópticos (capa de transporte) y el 90% de los recursos dedicado a la transmisión de 
ráfagas ópticas (red de cliente). Si tendemos a una repartición más equilibrada, las mejoras 
introducidas por la arquitectura híbrida serán inapreciables e inútiles. 
Teniendo en cuenta que la cantidad de recursos destinados a la capa de transporte OCS 
(transmisiones que se aseguraran) tiene que estar alrededor de un 10% del total existen 2 
situaciones en las que las mejoras son considerables:  
 Opción 1 (Gráfica 23): reforzar mediante recursos dedicados las transmisiones entre 
nodos que se encuentran a media distancia de manera que podremos asegurar un 
mayor número de demandas pero entre nodos no tan lejanos (entre los cuales la 
probabilidad de pérdida de ráfagas no es tan elevada). 
 
Gráfica 23: Disminución de la probabilidad de pérdida de ráfagas para demandas 
entre nodos a media distancia 
 Opción 2 (Gráfica 24): reforzar aquellas demandas entre nodos ópticos más lejanos, 
entre las cuales hay una mayor probabilidad de pérdida de ráfagas debido al elevado 
número de saltos que deben realizar en una arquitectura OBS. Mediante el 
establecimiento de circuitos evitamos estos saltos creando túneles de transmisión de 
datos. En este caso deberemos ser más selectivos con las rutas establecidas ya que al 
ser rutas más largas asignamos más recursos por ruta y la limitación de recursos 
dedicados a la capa de transporte continúa siendo un 10%. 
 
Gráfica 24: Disminución de la probabilidad de pérdida de ráfagas para demandas 
entre nodos lejanos 




El establecimiento de circuitos entre nodos vecinos no nos aporta ventajas (Gráfica 25), sino 
que empeora la actuación global de la red, ya que un circuito es únicamente útil si evita la 
pérdida de ráfagas cuando estos atraviesan los nodos intermedios de la ruta. Al no haber 
nodos intermedios entre nodos vecinos no se aprovechan las ventajas del establecimiento de 
circuitos. 
 
Gráfica 25: Aumento de la probabilidad de pérdida de ráfagas para demandas entre 
nodos vecinos 
 
Para acabar decir que los resultados obtenidos son completamente coherentes con lo que se 
preveía al inicio del proyecto y así se deja una puerta abierta a la implantación de este tipo de 
arquitecturas a corto-medio plazo como alternativa a las arquitecturas no-híbridas. 
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 6 Trabajo Futuro 
Una vez obtenidos los resultados de este proyecto se proponen varias líneas de trabajo para 
continuar profundizando en el estudio de este tipo de arquitecturas. 
Utilización y aplicación de técnicas de contención para disminuir los problemas que pueden 
presentarse en la transmisión de ráfagas sobre la red de cliente y que se vea menos afectada 
por la disminución de recursos debido a la asignación de estos a la capa de transporte. El 
mecanismo está implementado en nuestro simulador aunque no ha sido utilizado ya que no era 
objeto de proyecto el efecto de este tipo de técnicas. 
Dimensionado más realista de la topología: Como es lógico las redes de transmisión de datos 
no están implementadas con recursos uniformemente distribuidos entre sus nodos ópticos. 
Existen nodos que generan más tráfico que otros  u otros que tienen más probabilidad de 
recibir tráfico más que de generar. Por ello para trabajar sobre una topología más realista sería 
conveniente dimensionar la red en función del tráfico que se genera en cada uno de los nodos 
teniendo en cuenta cuales son los enlaces más y menos cargados de la red según los datos de 
volumen de información transmitida existentes. Trabajando en esta misma línea sería 
conveniente crear fuentes de tráfico no uniformes con el mismo objetivo de trabajar sobre 
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 8 Anexos 
 8.1 Herramienta de simulación: OMNeT++ 
 8.1.1 Introducción a OMNeT++ 
Para poder realizar las simulaciones del el proyecto se hizo uso de una herramienta para la 
simulación de redes genéricas llamado OMNeT++, el cual nos posibilita definir la lógica a 
utilizar dentro de la simulación en C++, que es un lenguaje muy utilizado y con amplia cantidad 
de información tanto en libros como en Internet. Debido a su naturaleza de distribución libre 
(solo para fines educativos y de investigación) fue la opción más clara a tomar frente a otras 
herramientas tales como el Opnet, que necesitan licencias para poder funcionar. 
En este capítulo se dará una pequeña introducción al entorno de trabajo (OMNeT++), se 
explicarán las características principales que componen al OMNeT++ y al lenguaje NED 
definido por el simulador. 
OMNeT++ fue creado por András Varga en la Universidad de Tecnología y Ciencias 
Económicas de Budapest en (2003), y como ya se dijo, es un simulador de red genérico que se 
basa en eventos de tipo discreto.  
Hay que destacar que OMNeT++ no solo sirve para simulaciones de redes de comunicaciones 
ópticas, sino que también puede ser utilizado para la realización de muchos otros estudios de 
comportamiento de diversos sistemas como por ejemplo: 
 
 Modelado de tráfico en redes de telecomunicación. 
 Modelado de protocolos 
 Estudio de sistemas basados en colas 
 Evaluación de sistemas multiprocesador y programación distribuida 
 Validación de arquitecturas hardware 
 Evaluación del rendimiento en sistemas software 
OMNeT++ puede ser instalado y utilizado correctamente en muchos sistemas operativos, 
asegurando que los modelos creados en uno de estos sistemas puedan ser correctamente 
utilizados en el otro sin tener que hacer ningún tipo de manipulación de los mismos, 
únicamente hay que reconstruir el archivo de ejecución ya que este varía según sea el caso del 
sistema operativo que se esté utilizando. OMNeT++ puede ser utilizado en Windows, Unix y 
Linux. 
 8.1.2 Funcionamiento de OMNeT++ 
OMNeT++ está basado en un funcionamiento por módulos, los cuales tienen una organización 
de tipo jerárquica (Figura 8.1) en la que estos módulos se intercomunican por medio de 
mensajes. En esta Jerarquía de módulos, el de nivel superior recibe en nombre de módulo de 
sistema. Este módulo contiene submódulos que a su vez pueden contener otros submódulos 
generando la posibilidad de crear una cadena muy larga de módulos encadenados unos con 
otros. Los módulos que contienen submódulos son llamados módulos compuestos. 
Los módulos de menor jerarquía reciben el nombre de módulos simples, y son los que 
realmente contienen las implementaciones del usuario hechas en C++, haciendo uso de las 
librerías para simulaciones de OMNeT++. Los módulos simples pueden ser fácilmente vistos 
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como generadores/receptores de tráfico, como routers, switches o simplemente como cualquier 
elemento dentro de la red por el que pase el tráfico. 
Como ya se explicó con anterioridad, los módulos definidos se comunican entre ellos mediante 
mensajes, debido a que la estructura que posee la red definida en OMNeT++ facilita la 
transferencia de los datos (señalización o información) modelándolos por medio de mensajes 
Para la definición de la red OMNeT++ define un lenguaje de alto nivel de definición de red, el 
cual recibe el nombre de NED. Gracias a este lenguaje se puede establecer la topología de 
red, la interconexión entre los elementos de la red (módulos), los mensajes a utilizar, los 
canales y sus parámetros, etc. 
Aunque en los ficheros NED se da al simulador los datos necesarios para poder realizar las 
simulaciones, OMNeT++ proporciona interfaces gráficas que permiten poder observar la 
distribución de los elementos en la red, los canales de comunicación entre los elementos y el 
tránsito de los paquetes por estos canales. 
Aunque las interfaces gráficas (Tkenv) permiten una depuración del código en un primer 
momento, cuando el código está funcionando a la perfección, es preferible utilizar la simulación 
por línea de comandos (Cmdenv), ya que se realiza en un menor tiempo y permite hacer 
múltiples simulaciones consecutivas, lo que es muy importante para poder extraer los datos 
estadísticos necesarios en el análisis de resultados y de funcionamiento de los algoritmos. 
 
 
Figura 8.1: Jerarquía de módulos 
 
 8.1.3 Definición de una red en OMNeT++ 
Como se ha dicho en el apartado anterior, la modelación de los sistemas se realiza mediante el 
lenguaje NED el cual fue creado para facilitar la descripción por módulos de las redes a 
simular. Toda la topología de red queda descrita mediante la definición de los componentes, 
separando en su totalidad la definición de la disposición de los componentes de la 
implementación de las funcionalidades de los mismos. Esto permite que la implementación de 
los componentes pueda ser utilizada en diferentes topologías de red. 
Los ficheros de descripción de red diferenciados por el sufijo .ned, se pueden leer dinámica o 
estáticamente al lanzar la simulación, esto depende de la forma en la que se definan. 
 8.1.3.1 Componentes de una descripción NED 
Una descripción de tipo NED puede contener los siguientes componentes en número y orden 
arbitrario: 
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 Directivas de importación 
 Definición de canales 
 Definición de módulos simples y compuestos 
 Definición de red 
 
Dentro de la información que posee un fichero .ned podemos encontrar: 
 
1. Canales: Dentro de este parámetro se pueden especificar tres tipos diferentes de 
parámetros, los cuales son:  
 
 Delay (retardo). Este parámetro modela el retardo de propagación que sufre un 
mensaje cuando pasa por el canal en cuestión. Por defecto, este retardo se 
encuentra especificado en segundos, aunque se puede especificar otra unidad 
especificando la unidad de la misma después del valor numérico. La siguiente tabla 
muestra los valores permitidos por el simulador. 
 
 
Figura 8.2: Unidades determinadas para los retardos 
 
 Error (BER). Con este parámetro definimos la Bit Error Rate del canal, el cual se 
utiliza para calcular la probabilidad de error de transmisión del mensaje, la cual es 
almacenada dentro del de un flag del mensaje, y que será utilizada o no por la 
unidad receptora para poder tomar alguna acción en consecuencia. 
 
 Datarate (bps). Este parámetro expresa la capacidad del canal y es expresado en 
bits/seg, aunque puede ser cambiado según la conveniencia del usuario. 
Hay que tener en cuenta que aunque se puedan definir todas estas propiedades para el canal, 
también podemos definir solo alguna o ninguna de las mismas. 
2. Módulos simples: Son los módulos que proporcionan las funcionalidades básicas en 
OMNeT++, y están compuestos por parámetros y accesos. Los primeros, pueden 
ampliar la funcionalidad de los componentes, debido a que al definir calores 
parámetros en estos archivos no podemos ahorrar una recompilación del código para 
valores cambiantes del mismo.  
Los accesos son las vías de entrada y de salida al módulo, y es por donde circulan los 
mensajes de comunicación entre los mismos. 
 Parameters (Parámetros). Son definidos después del identificador parameters, y 
pueden entenderse como variables que pertenecen a este módulo. Al definirlos se 
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debe colocar el nombre del parámetro (iniciando en minúscula) seguidamente se 
su tipo, el cual puede ser cualquiera de la siguiente tabla. 
 
 
Figura 8.3: Tipos permitidos para parámetros 
 Gates (Accesos). son los puntos de entrada/salida de un módulo en específico. En 
OMNeT++ solo están permitidos puertos unidireccionales, por lo que para poder 
tener comunicación en los dos sentidos siempre se tendrán que crear dos puertos 
en el módulo, uno de entrada y otro de salida (in y out). Los accesos son definidos 
siempre con un nombre que debe de comenzar con una letra minúscula como en el 
caso de los parámetros. OMNeT++ permite crear vectores de acceso a los cuales 
se les puede dar un tamaño definitivo en un módulo de nivel superior. 
 
3. Módulos compuestos: Son módulos que integran a otros módulos, ya sean simples o 
compuestos. En esta definición son colocados los parámetros y puertos, así como dos 
nuevos identificadores, el de sub módulos y el de conexiones.   
 Submodules (submódulos). Definen simplemente que módulos van a ser utilizados 
en el módulo compuesto. 
 Connections (Conexiones). Es en donde se especifica cómo se comunican los 
diferentes submódulos entre ellos. La conexión es especificada siempre con una 
flecha que indica el sentido da la conexión y siempre especificando el puerto de 
salida de un módulo, y el puerto de entrada al otro módulo, pudiéndose especificar 
las características del canal anteriormente descritas. 
4. Redes: Por último se debe de definir la red que se va a simular, a la cual se le asocia 
con un módulo anteriormente descrito. Los identificadores para poder hacer esto son: 
network y endnetwork. 
 
 
Figura 8.4:Red de seis nodos 
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 8.1.4 Módulos Simples de OMNeT++ 
En OMNeT++, los eventos ocurren y se generan dentro de los llamados módulos simples, ya 
que estos encapsulan el código en C++ que genera y responde a los mismos. Implementando 
así, el comportamiento del modelo. Para poder realizar esta tarea OMNeT++ proporciona una 
clase llamada cSimpleModule, la cual es parte de la librería una librería de clases llamada 
cModule. 
Si bien es cierto que cSimpleModule tiene algunas funcionalidades relacionadas con la 
simulación, por sí sola no hace nada. Ya que esta clase debe de ser heredada por otra clase 
que implemente sus métodos. Los métodos definidos por la clase cSimplemodule son: 
 void initialize(). Método que inicializa todas las variables que definen el comportamiento 
del módulo. 
 void handleMessage(cMessage * msg). Método que se encarga de tratar cada uno de 
los eventos  (Mensajes) que recibe el módulo.  
 void activity(). Método equivalente al handleMessage, pero que opera en modo thread. 
Este método no se utilizará en el presente proyecto. 
 void finish(). Método que se encarga de finalizar el módulo. Este método es 
normalmente llamado cuando una simulación finaliza de forma correcta. Este método 
es llamado aunque no esté expresamente definido por el usuario, en este caso se 
utiliza el comportamiento por defecto. El uso más típico de finish() es la recolección de 
estadísticas y cálculos finales de la simulación. 
A continuación podemos ver un ejemplo de la implementación de una clase y de los métodos 




















        // Message arrived. 
        ev << "Message " << ttmsg << " arrived after " << ttmsg->getHopCount() << " hops.\n"; 
        bubble("ARRIVED, starting new one!"); 
        delete ttmsg; 
 
        // Generate another one. 
        ev << "Generating another message: "; 
        TicTocMsg10 *newmsg = generateMessage(); 
        ev << newmsg << endl; 
        forwardMessage(newmsg); 
    } 
    else 
    { 
        // We need to forward the message. 
        forwardMessage(ttmsg); 





// This file is part of an OMNeT++/OMNEST simulation example.
//
// Copyright (C) 2003 Ahmet Sekercioglu
// Copyright (C) 2003-2005 Andras Varga
//
// This file is distributed WITHOUT ANY WARRANTY. See the file





// Include a generated file: the header file created from tictoc10.msg.
// It contains the definition of the TictocMsg10 class, derived from
// cMessage.
#include "tictoc10_m.h"




virtual void forwardMessage(TicTocMsg10 *msg);
virtual void initialize();





// Module 0 sends the first message
if (index()==0)
{
// Boot the process scheduling the initial message as a self -message.










Figura 8.6: Ejemplo de implementación de una clase (tomado del tutorial de 
OMNeT++) 
En este ejemplo tomado del tutorial de OMNeT++ se puede observar como la clase Txc10 
hereda a la clase cSimpleModule y se realiza la implementación de los métodos initialize() y 
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handleMessage(cMessage *msg). Por otro lado también se puede ver que dentro de la clase se 
han creado nuevos métodos que pueden interactuar con los heredados. 
 8.1.5 Eventos en OMNeT++ 
Como se ha venido diciendo, OMNeT++ usa mensajes para representar eventos. Cada evento 
es representado por una instancia de la clase cMessage o una de sus subclases. Los mensajes 
son enviados desde un módulo hacia otro, significando que el evento ocurrirá en el módulo de 
destino, y el tiempo en el que ocurre el evento será el de llegada del mensaje. 
La clase cMessage incorpora las funcionalidades básicas que debe tener un mensaje. Los 
atributos son: 
 name. Nombre del mensaje, lo que permite su identificación. 
 kind. Contiene el tipo de mensaje enviado. Su valor es numérico y positivo, ya que los 
valores negativos están reservados para uso interno del OMNeT++. 
 length. Representa el tamaño del mensaje en bits. Sirve para cálculos como el tiempo 
de transmisión en un canal, en el caso de establecerse algún caudal. 
 bitErrorFlag. Este bit es el flag que se activa siempre que en el mensaje se haya 
introducido un error debido a la BER definida para el canal de transmisión del mensaje. 
 priority. Contiene el valor de prioridad del mensaje. 
 timestamp. Es un valor temporal auxiliar, y está pensado para implementaciones en 
que se necesite llevar una medida especial de tiempo. 
Aunque existe este tipo de mensajes con los atributos explicados anteriormente, es posible 
crear un mensaje a la medida de la simulación que se desea hacer (Ver apartado Definiendo 
mensajes propios). Lo único que hay que tener en cuenta es que cuando hadleMessage recibe 
el mensaje, este es de tipo cMessage, por lo que hay que hacer un “cast” (ver dynamic_cast) 
del mensaje para poder utilizarlo como el mensaje definido por nosotros. 
Cada uno de los atributos de un mensaje, ya sea de tipo cMessage o de propia creación son 
leídos y escritos haciendo uso de los métodos get y set respectivamente. 
Existen funciones muy interesantes en relación a los mensajes, ya que nos permiten saber si el 
mensaje fue auto enviado (bool isSelfMessage()), tiempos de creación, envío y recepción de un 
mensaje (simtime_t creationTime(), simtime_t sendingTime(), simtime_t arrivalTime()), o 
funciones para saber la puerta de salida y de llegada de un mensaje (cGate *senderGate(), 
cGate *arrivalGate()), así como algunas otras o derivadas de las anteriores. 
 
 8.1.6 Definiendo mensajes propios 
Si bien es cierto que la clase cMessage ofrece lo mínimo que un mensaje debe de tener, salta 
a la vista que para casi todas las simulaciones faltarían datos básicos. Es por esto que 
OMNeT++ da la posibilidad de crear un mensaje personalizado que al ser compilado, hereda a 
la clase cMessage creando los métodos de get y set para cada uno de los campos creados en 
el mensaje personalizado. 
Un ejemplo de mensaje personalizado es el siguiente: 
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message packet 
{ 
    fields: 
       int type; 
int source; 
    int destination; 
int con_type; 
 int conID; 
 double BW; 
}; 
 
Figura 8.7: Ejemplo de mensaje personalizado 
Este mensaje es el que hemos utilizado para realizar todas las simulaciones del presente 
proyecto final de carrera. 
Como se puede apreciar, el paquete tipo de paquete llamado packet contiene seis campos no 
inicializados (podrían serlo). Al compilar todo el código, se obtienen varios archivos, dentro de 
los cuales se pueden observar dos en especial, packet_m.h y packet_m.cc. El archivo 
packet_m.h contiene la definición formal de la clase packet que hereda a la clase cMessage 
(Ver figura siguiente). 
class packet : public cMessage
{
  protected:
    int type_var;
    int source_var;
    int destination_var;
    int con_type_var;
    int conID_var;
    double BW_var;
    // protected and unimplemented operator==(), to prevent accidental usage
    bool operator==(const packet&);
  public:
    packet(const char *name=NULL, int kind=0);
    packet(const packet& other);
    virtual ~packet();
    packet& operator=(const packet& other);
    virtual cPolymorphic *dup() const {return new packet(*this);}
    virtual void netPack(cCommBuffer *b);
    virtual void netUnpack(cCommBuffer *b);
    // field getter/setter methods
    virtual int getType() const;
    virtual void setType(int type_var);
    virtual int getSource() const;
    virtual void setSource(int source_var);
    virtual int getDestination() const;
    virtual void setDestination(int destination_var);
    virtual int getCon_type() const;
    virtual void setCon_type(int con_type_var);
    virtual int getConID() const;
    virtual void setConID(int conID_var);
    virtual double getBW() const;
    virtual void setBW(double BW_var);
};
 
Figura 8.8: Archivo packet_m.h 
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 8.1.7 Toma de datos estadísticos 
Dentro de las librerías que contiene este simulador se proporciona dos generadores de 
números aleatorios (RNG), uno es un Mersenne Twister  y el otro es generador congruencial 
lineal (LCG), el primero de estos es utilizado por defecto a partir de la versión 3.0 de 
OMNeT++. 
La selección de las semillas para las simulaciones puede hacerse de dos formas diferentes: 
 Automática. Cada vez que el simulador se lanza, OMNeT++ selecciona una semilla 
distinta. 
 Específica. El usuario establece en el fichero de configuración (omnetpp.ini) la semilla a 
utilizar. 
Para la generación de las semillas OMNeT++ proporciona una utilidad llamada seedtool, la cual 
nos da la posibilidad de generar semillas válidas que mantengan baja correlación entre ellas.  
Esto sirve cuando se quieren hacer múltiples simulaciones cada una con una semilla diferente 
para asegurar la aleatoriedad o pseudoaleatoriedad de los valores generados. 
Los diferentes generadores de números aleatorios proporcionan las siguientes funciones de 
generación de números: 
 int intRand(). Devuelve un valor entero entre 0 y el máximo entero posible. 
 int intRandMax(). Devuelve el valor entero máximo que puede devolver la función 
intRand(). 
 int intrand(int n). Devuelve un valor entero en el rango [0, n-1]. 
 double dblrand(). Devuelve un valor real en el rango [0, 1). 
OMNeT++ también da la posibilidad de generar valores que tengan alguna distribución 
aleatoria conocida.  
Estas funciones están basadas en la función dblrand() y utilizan el generador pseudoaleatorio 
indicado en el fichero de inicialización o mediante un parámetro (rng). 
Las funciones que proporciona OMNeT++ para este caso se muestran en la siguiente tabla: 
 




Figura 8.9: Funciones para la generación de variables aleatorias 
 8.1.7.1 Análisis estadístico 
La necesidad de utilizar los datos generados durante la simulación para mostrar resultados 
haciendo uso de herramientas especializadas como Matlab, Excel, etc, hacen que sea 
imprescindible un mecanismo que permita almacenar esta información de diferentes formas. 
OMNeT++ nos proporciona estos mecanismos para poder hacer muestreo de ciertas variables 
de interés durante toda la simulación y también mecanismos de realización de estadísticas. La 
principal clase empleada para poder realizar esto es la cStdDev, la cual permite obtener valores 
estadísticos de una realización tales como: número de muestras, máximo, mínimo, media, 
desviación típica y varianza. 
OMNeT++ también nos proporciona otra manera de guardar los datos obtenidos durante la 
simulación, esta forma es mediante la generación de histogramas, para lo cual se hace uso de 
dos clases de la librería del simulador llamadas: cLongHistogram y cDoubleHistogram. Estas 
clases hacen uso de las funcionalidades de cStdDev pudiendo proporcionar una representación 
de la función de densidad de probabilidad mediante un histograma de barras del mismo 
tamaño. 
Los principales métodos de esta clase son los siguientes: 
 cLongHistogram/cDoubleHistogram(nombre, número de clases). El constructor recibe 
por parámetro el nombre del histograma y el número de clases (barras) de que 
constará el histograma. 
 setRange(mínimo, máximo). Establece el conjunto de valores que se considerarán a la 
hora de generar el histograma. De esta forma se permite la eliminación de outlayers. 
 setRangeAuto(número de muestras, factor de extensión). Establece el rango de valores 
de forma automática una vez se han recogido el número de muestras especificado. El 
rango de valores será el marcado por la muestra recogida, multiplicado por el factor de 
extensión indicado. Por ejemplo, setRangeAuto(100, 1.5) establece el rango una vez se 
han  recogido 100 muestras y multiplica el rango de esas 100 muestras por 1.5 para 
establecer el rango final. 
 cells(). Devuelve el número de clases del histograma. 
 basepoint(int k). Devuelve el punto de inicio de la k-ésima clase. 
 cell(int k). Devuelve el número de muestras que forman la clase número k. 
 cellPDF(int k). Devuelve el valor de la función de densidad de probabilidad para la 
clase k. 
 pdf(x) y cdf(x). Devuelven respectivamente el valor de la función de densidad de 
probabilidad y la función de probabilidad en el punto x. 
 saveToFile(File * fichero). Graba los contenidos del histograma en un fichero. El fichero 
debe estar previamente grabado en modo escritura. 
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 loadFromFile(File * fichero). Lee los contenidos de un histograma previamente grabado 
en un fichero. El fichero debe estar previamente abierto en modo lectura.  
Además de estas clases, existen otras clases de mayor funcionalidad, como la cVarHistogram, 
que permite la generación de un histograma con barras de diferentes tamaños. 
 8.1.8 Volcado de datos 
Existen también formas de guardar la información estadística en ficheros de salida, esto se 
puede realizar desde cualquier módulo simple gracias a la función recordScalar de la clase 
cSimpleModule. 
Es normal que las llamadas a la función recordScalar se realicen en el método finish() de la 
clase y esto normalmente es porque al llegar a este método, estamos seguros que la 
simulación ha terminado y que los valores obtenidos en las variables observadas son los 
correctos. 
Aunque estas clases guardan datos procesados, OMNeT++ también nos da la posibilidad de 
guardar valores sin procesar en forma de vectores temporales. Para poder obtener un vector 
hay que hacer uso de la clase cOutVector. Una variable de este tipo debe de pasar por tres 
etapas; la definición, que se hace dentro de la propia clase; la inicialización, que se realiza 
dentro del método initialize y por último la de almacenamiento de información que suele ser 
realizada dentro del método handleMessage haciendo uso de la función de la clase llamada 
record. Los resultados obtenidos de un vector de datos normalmente se encontrarán guardados 
dentro de un archivo que por defecto lleva el nombre de omnetpp.vec. 
 8.1.9 Fichero de inicialización 
Por último hablaremos del fichero de inicialización que por defecto debe de llevar el nombre de 
omnetpp.ini. 
Este fichero es el encargado de establecer el grupo de simulaciones que se llevarán a cabo, y 
los parámetros que definirán a las mismas simulaciones. Este fichero está compuesto de 
diversas secciones, las cuales abordan temáticas diferentes de una misma simulación: 
parámetros generales, interfaz de usuario, etc. 
Las secciones dentro del fichero de inicialización se distinguen debido al siguiente identificador: 
[nombre_de_sección] detrás del cual se indicarán las opciones referentes a la sección en 
cuestión. 
Dentro de las secciones del fichero de inicialización tenemos: 
1. General. Las partes principales de esta sección son: 
 
 network = nombre_red. Indica la red que se va a simular. 
 sim-time-limit = valor_temporal. Indica la duración máxima de la simulación en 
términos de tiempo de observación. El valor esperado es un valor con unidades 
temporales.  
 cpu-time-limit = valor_temporal. Indica la duración máxima de la simulación en 
términos de tiempo de uso de la cpu. El valor esperado es un valor con 
unidades temporales. 
 output-vector-file = nombre_fichero.vec. Establece el nombre del fichero donde 
se guardarán los datos del muestreo realizado durante la simulación (en caso 
de que se desee realizar dicho volcado). 
 output-scalar-file = nombre_fichero.sca. Establece el nombre del fichero donde 
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se guardarán los datos estadísticos fruto de la simulación (en caso de que se 
deseen guardar dichos datos). 
 rng-class = “nombre del generador pseudoaleatorio”. Establece el tipo de 
generador a utilizar. 
 seed-N-mt =, seed-N-lcg32 =. Establece la semilla del generador número N en 
los simuladores de MersenneTwister (-mt) y congruencial lineal (-lcg32) 
respectivamente. 
2. Parameters: En esta sección podemos dar valor a los parámetros indicados en el 
archivo .ned que no hayan tenido una inicialización. Si se dan valores en esta sección 
tampoco es necesaria una recompilación del código C++, simplemente es necesaria 
una nueva ejecución del ejecutable. 
3. Run N: Gracias a esta sección se nos es permitido realizar múltiples ejecuciones de 
una misma simulación con parámetros distintos, obteniendo así diferentes resultados 
en cada simulación 
4. Cmdenv y Tkenv: Ayudan a establecer si se utilizará la interface gráfica del OMNeT++ 
o la interface en modo texto, la cual nos da la facilidad de obtener varias simulaciones 
simultaneas sin necesidad de consumir recursos de visualización. Para poder hacer 
uso de los dos diferentes modos gráficos, simplemente hay que cambiar algunos 
parámetros en el comando que crea el fichero Makefile.vc (opp_makemake), siendo: 
 Cmdenv: opp_makemake –u Cmdenv  
 Tkenv: opp_makemake –u Tkenv 
Si no se especifica la opción –u la ejecución por defecto será Tkenv. 
 8.1.10 Compilación y linkado 
Los pasos para poder obtener un archivo ejecutable de OMNeT++ son los siguientes, aunque 
los comandos pueden variar un poco dependiendo del sistema operativo que se esté utilizando 
para el simulador. 
1. Crear un directorio donde se contendrán todos los ficheros del simulador 
2. Incluir los ficheros NED donde se definen las redes a simular (pueden incluirse 
múltiples redes a simular). 
3. Incluir los ficheros .h y .cc donde se implementan los distintos módulos utilizados por 
las redes a simular. 
4. Incluir el fichero de inicialización omnetpp.ini que contiene la información sobre el 
conjunto de simulaciones que se van a llevar a cabo. 
5. Ejecutar el comando opp_makemake (unix) u opp_nmakemake (windows). Este 
comando genera un fichero Makefile que realiza las siguientes funciones: 
 Compilación de los ficheros .ned a .h y .cc. Para ello, se ejecutará de forma 
automática el comando nedtool <fichero.ned>. 
 Cálculo de dependencias (.cc y librerías) para la generación del ejecutable que 
será el simulador final. 
6. Compilar y linkar el simulador. Para ello, basta con ejecutar el comando make (unix) o 
nmake –f Makefile.vc (windows). 
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Para los usuarios de Windows es importante tener en cuenta que para poder completar los 
pasos correctamente hay que activar los entornos del Microsoft SDK  (SetEnv.Cmd )y el 
archivo vcvars32.bat del Microsoft visual studio. 
