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TRAFFIC AND PERFORMANCE EVALUATION FOR OPTICAL NETWORKS * 
Charalampos Mouchos 
Abstract 
The convergence of multiservice heterogeneous networks and ever increasing Internet 
applications, like peer to peer networking and the increased number of users and 
services, demand a more efficient bandwidth allocation in optical networks. In this 
context, new architectures and protocols are needed in conjuction with cost effective 
quantitative methodologies in order to provide an insight into the performance aspects 
of the next and future generation Internets. 
This thesis reports an investigation, based on efficient simulation methodologies, in 
order to assess existing high performance algorithms and to propose new ones. The 
analysis of the traffic characteristics of an OC-192 link (9953.28 Mbps) is initially 
conducted, a requirement due to the discovery of self-similar long-range dependent 
properties in network traffic, and the suitability of the GE distribution for modelling 
interarrival times of bursty traffic in short time scales is presented. Consequently, using 
a heuristic approach, the self-similar properties of the GE/G/∞ are being presented, 
providing a method to generate self-similar traffic that takes into consideration 
burstiness in small time scales. A description of the state of the art in optical networking 
providing a deeper insight into the current technologies, protocols and architectures in 
the field, which creates the motivation for more research into the promising switching 
technique of „Optical Burst Switching‟ (OBS). An investigation into the performance 
impact of various burst assembly strategies on an OBS edge node‟s mean buffer length 
is conducted. Realistic traffic characteristics are considered based on the analysis of 
the OC-192 backbone traffic traces. In addition the effect of burstiness in the small time 
scales on mean assembly time and burst size distribution is investigated. A new 
Dynamic OBS Offset Allocation Protocol is devised and favourable comparisons are 
carried out between the proposed OBS protocol and the Just Enough Time (JET) 
protocol, in terms of mean queue length, blocking and throughput. Finally the research 
focuses on simulation methodologies employed throughout the thesis using the Graphics 
Processing Unit (GPU) on a commercial NVidia GeForce 8800 GTX, which was 
initially designed for gaming computers. Parallel generators of Optical Bursts are 
implemented and simulated in “Compute Unified Device Architecture” (CUDA) and 
compared with simulations run on general-purpose CPU proving the GPU to be a cost-
effective platform which can significantly speed-up calculations in order to make 
simulations of more complex and demanding networks easier to develop. 
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Chapter 1 
Introduction 
 
1.1 Introduction 
Recently, an exponential growth in Internet data traffic and specifically over backbone 
optical networks is being experienced. Due to the continuously increasing bandwidth 
and Quality of Service (QoS) requirements, the Optical Networks Performance 
Modelling and Evaluation is deemed extremely important. Several methods have been 
developed to increase the optical networks‘ traffic throughput and balance the load, like 
Wavelength Assignment, Routing and other heuristic algorithms. Furthermore, there is 
need of investigating the Optical Burst size variability, due to IP packet aggregation, as 
the diverse optical network technologies suggest in order to approximate more 
accurately traffic characteristics. Although significant advancement has been made in 
the performance evaluation of Optical Networks, further investigation is required due to 
the complexities of the highly-bursty traffic found at the optical network‘s edge nodes. 
Mainly, the goals of this thesis are i) to devise new methodologies in order to model 
optical network elements such as (Edge nodes, routers, Optical Cross-Connects etc), ii) 
to analyse adverse traffic characteristics of optical networks such as burstiness, 
correlation and self-similarity and, iii) to propose new protocols and algorithms for the 
performance enhancement and improvement of optical networks. One of the main 
motivations for further investigation of traffic burstiness is the lack of Performance 
Evaluation methodologies for self-similar long range dependent traffic. As shown in 
[PAX95b] Markov models based on the Poisson and Exponential distribution chosen by 
researchers due to their attractive analytic solutions fail to properly characterise 
Network Traffic. Although there is an abundance of bandwidth at the backbone core 
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network today, it is important to say that its performance has not reached the potential 
efficiency rates due to lack of adaptability in comparison to other types of networks. 
It is foreseen, that future bandwidth requirements will apply a considerable pressure on 
today‘s telecommunication networks like the Internet and ATM networks, due to the 
appearance of more and more bandwidth intensive applications like the web (WWW), 
java applications, P2P and video-conferencing, as they do not have the capacity to 
handle them efficiently [MUK00]. 
With its potential limitless capacity, fiber-optic technology, offers its massive 
bandwidth, which could exceed 50 Tbps nearly four orders of magnitude higher than 
electronic data rates, its low signal attenuation and distortion, low cost, low power 
requirement and low material usage to tackle these bandwidth requirements [MUK00], 
[AYS03]. 
Lately there are two major strategies in designing and implementing Optical 
Networking. The first approach is guided by a DARPA sponsored project called 
MONET vision which is consisted of three layers. Firstly, the application layer includes 
voice, data, video, multimedia, LAN traffic, image and optical access. Secondly, there 
are electronic-switching layers which will continue to support legacy switches and 
ATM/SONET. Finally, it will include WDM add/drop multiplexers as well as 
wavelength routers and Crossconnects. One major carrier that follows this approach is 
AT&T which identifies certain problems in optical network transparency. AT&T 
believes, that opto-electronic conversion in each optical network element would help 
tackle problems like network engineering problems, fault location and monitoring etc 
[MUK00]. 
Entirely contrary to the previously mentioned approach, the second enables an all-
optical network. Such a network would include elements like optical Crossconnects, 
3 
 
tunable lasers, next generation fiber, wavelength routers and all-optical signal 
processing. An optical carrier that follows this approach is MCI Worldcom, which 
believes in the broadband-enhancement capacity of WDM and they suggest a specific 
architecture for an all-optical network. This architecture suggests that some wavelengths 
will carry IP and others ATM Traffic. It is going to be consisted of interconnected 
optical rings that will interface with ATM and IP traffic with Digital Cross Connects. 
These rings will be connected with Optical Add Drop Multiplexers. Finally 
transparency will be provided by the use of optical regenerators which will include 
optical amplification and dispersion compensation [MUK00]. 
Research on optical network architectures has shown that without in-depth knowledge 
of the architecture and capabilities of devices as well as their limitations, theories and 
architectures may be produced that cannot be realized. 
1.2 Origins of Self-similarity in Teletraffic 
It has been confirmed that the superposition of many ON-OFF sources distributed with 
heavy-tailed distributions (e.g. Pareto) produces aggregated self-similar traffic that 
approaches the fractional Brownian motion [BER95], [CRO96], [LEL93], [PAX94].  
Comprehension of the causes of self-similarity in network traffic is difficult due to the 
fact that self-similarity is because of many diverse physical phenomena. Different 
correlations existent in a self-similar network traffic, which are acting at different 
temporal scales, may arise because of different physical phenomena that manifest 
themselves with characteristics relevant to the specific temporal scale, e.g. information 
organization and retrieval (applications, disk and memory scheduling), user ―think 
time‖ and preference in file transfers (session/activity), effects of caching, TCP, 
Ethernet, and diverse ATM control mechanisms (admission control, congestion control, 
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etc.). All these individual correlations further complicates the process of understanding 
the reasons behind self-similarity. 
For instance, some of the most significant physical phenomena that may give rise to 
LRD of different kinds in network traffic are as follows: 
1.2.1 Data generation, organization and retrieval 
An important reason for the existence of self-similarity is the way data is generated. 
Self-similarity in network traffic usually refers to either the interarrival time 
distributions or the size distributions of requested files and documents. Different 
network applications exhibit various statistic characteristics, however the best example 
is the power-law distributions of the size of the transferred information through the 
network. 
1.2.2 User behaviour  
User traffic behaviour is also another one of the important factors that cause self-
similarity. Although user session requests (e.g. in World Wide Web) could potentially 
be exponentially distributed, they could also show degrees of correlation over various 
time-scales [CRO96], [WIL02]. In addition the various protocols and flow control 
mechanisms which regulate output traffic rate also add to the increased burstiness 
shown in network traffic.  
1.2.3 Traffic aggregation 
It was shown that that traffic self-similarity persists after the aggregation of several 
traffic streams. It was shown [ERR96], that through traffic splitting, merging, queueing, 
policing and shaping self-similarity remains. Moreover, once a particular traffic source 
is mixed with other traffic sources, the resulting aggregation will exhibit LRD 
properties. 
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1.2.4 Network Controls 
Resource limitations in modern networking increase the complexity exhibited in 
Internet teletraffic. This is in addition to the bigger demand for resources for traffic 
control from LRD traffic. Flow control mechanisms add to this complexity, as it is less 
observed in non-flow controlled mechanisms such as UDP. Furthermore, the contention 
for these bounded resources by the various users grows the problem of controlling LRD 
traffic. 
1.2.5 Feedback-based control mechanisms 
Several network controls, influence the characteristics of network traffic (e.g. through 
traffic shaping which could potentially diminish the fractal nature of traffic, but they 
could also enhance it. [ERR96], [PAR00]. This influence caused by network protocols 
and controls add to the already increased complexity of the network traffic.  
1.2.6 Network evolution 
Computer networks and especially the Internet go through constant changes. The 
expansion and the addition of new applications and services for example P2P services, 
increase the burstiness of network traffic [WIL02]. 
Different network layers dominate different time scales. Link layer characteristics seem 
to dominate diminutive time scales [LEL94]. On the contrary, user session requests 
which are usually on the top layers of the network stack, dominate larger time scales 
[CRO96]. 
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1.3 Performance Impacts 
Although it is clear how important it is to understand self-similarity and the reasons 
behind its existence in teletraffic, it is equally important to understand self-similarity‘s 
consequences especially in queueing systems with self-similar LRD incoming traffic 
[ERR96]. 
Packets that enter a Local-Area and Wide-Area Network, which are shown to be LRD, 
enter in batches and bursts. Due to Long-Range Dependence, Self-similarity remains 
even after the aggregation of traffic over longer timescales. 
It is observed that Long-Range Dependence and Self-Similarity affect the various 
performance metrics (throughput, packet loss, response time, buffer occupancy levels) 
[NOR94], [ERR96], [PAR00]. It is shown that the Queue Length distribution decays at 
a slower rate than the exponential decay that was thought to decay with in traditional 
studies. The self-similarity results in longer waiting times for the various packets within 
the network elements. The Hurst effect remains unchanged during the various changes 
in network traffic load when modelled by a fractional Brownian motion.  
Other important effects of LRD are: 
 Packet delays and consequently application level delays have a heavy-tailed 
distribution. 
 Transport layer protocols like TCP estimate the round trip timer values from the 
peer acknowledgements and hence are influenced by it. 
 Congestion situations are unavoidable and they appear as short-lived impulses. With 
increase in load, congestions appear more frequently while maintaining the 
impulsive behaviour 
 Only increasing buffer sizes does not result in significant improvement in packet 
loss behaviour. 
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The main interest is in evaluating the consequences of LRD in the application layer 
quality on an end-to-end basis. The end-to-end delivery is the responsibility of the 
transport layer which encapsulates the manifestations of LRD property at the packet 
level traffic management. The transport layer characteristics are in turn modulated by 
the events occurring at the application layer characteristics are in turn modulated by the 
events occurring at the application layer and the way these events are managed at the 
application layer. It is important to understand and to quantify the effect of network 
controls (e.g. TCP flow control) on application-level parameters since the management 
of the application traffic has requirements that are different from those for the 
management of transport-level traffic. Application-level traffic management occurs by 
decisions on the admission control and resource management hierarchy whereas 
transport and network-level management requires the delivery of implied (e.g. IP) or 
contracted (e.g. ATM) QoS. Thus, in delivering end-to-end guaranteed service it is not 
just important to understand the traffic parameters at the application layer, but also to 
model and to quantify the effects of network control mechanisms on the application-
level parameters. For example, if the application happens to be delivering multimedia 
service, then a stream of video and audio may be delivered to the client where the 
parameters of the video and audio stream are impacted by network congestion and 
recovery mechanisms. By the time the stream arrives at the client node, it may have 
been shaped significantly and the parameters of the stream may have changed 
drastically from the actual parameters negotiated during client-server connection setup. 
The case of interactive multimedia communications is more challenging as the source 
itself shapes the stream based upon feedback from the client. Thus, the issue of effective 
resource and traffic engineering to provide QoS on an end-to-end basis is a difficult 
question and is subject of ongoing and future research. 
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1.4 Thesis Outline 
Chapter 2 introduces definitions and concepts of Self-Similarity, including network 
traffic characteristics and methods to reveal these characteristics from existing 
measurements. Chapter 3 performs traffic characterisation of an OC-192 backbone core 
network link. In Chapter 4 the self-similar properties of the GE/G/∞ systems are 
revealed via a heuristic approach using simulation. Chapter 5 describes current optical 
networking technologies. Using the traffic characteristics revealed in chapter 3, Chapter 
6 performs performance evaluation on optical burst assembly through various strategies. 
A newly proposed OBS protocol is presented in Chapter 7 and a performance 
comparison is performed with other OBS protocols. Chapter 8 Presents simulation 
methodologies used throughout this dissertation and presents the performance 
comparison between a general-purpose CPU and a GPU, a graphics card intended for 
gaming purposes. Chapter 9 presents the conclusions of this dissertation. 
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Chapter 2 
Traffic Self Similarity 
 
Abstract 
This chapter describes the basic concepts in traffic self-similarity. It is about definitions 
of self-similarity, key properties, traffic measurements that reveal these properties, 
models, generation of synthetic traces, ways to reveal specific properties in self-similar 
teletraffic, origins of this phenomenon as well as performance impacts. This chapter is 
included in this thesis to provide an insight into the notions of self-similarity. It contains 
sections based on unpublished work of Professor Adrian Popescu, whose guidance and 
assistance in the writing of this chapter was invaluable. 
 
2.1 Introduction 
In the past decade, the statistical analysis performed on traffic measurements taken from 
a diverse range of packet and telecommunication networks (e.g., Ethernet LANs, 
WANs, CCSN/SS7, ISDN and VBR video over ATM) has revealed the existence of 
self-similar properties in both wide area as well as local area traffic traces [PAR00], 
[WIL96]. This essentially means that the patterns observed on a traffic trace over a 
specific time scale, could be repeated on a scale that is different by many orders of 
magnitude (i.e., ranging from milliseconds to hours). As a consequence some of the 
most basic assumptions that were made by the research community thus far in 
performance evaluation, control, engineering and operations of modern communication 
networks including broadband networks were deemed questionable. Most of the results 
taken by studies that assumed traffic to be Short-Range Dependent (SRD) require re-
evaluation due to the inherent Long-Range Dependency (LRD) of network traffic 
[POP07]. The evidence supporting the existence of LRD in a number of network 
evaluation issues, such as traffic grooming, queueing behaviour, buffer sizing, traffic 
measurements as well as admission and congestion control [DOU03], [PAR00]. Unlike 
traditional packet traffic models, which give rise to exponential tail behaviour in queue 
size distributions and typically result in overly optimistic performance predictions and 
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inadequate resources allocations, LRD traffic models predict hyperbolic or Weibull 
(stretched exponential) queue size distributions and could therefore affect control and 
management of present and future packet networks within an integrated framework of 
end-to-end Quality of Service (QoS) provision [POP07]. This also indicates that 
increasing link capacity could be more effective in improving performance than 
increasing buffer size.  
Although Fractal Dynamics are observed in other fields, like financial economics, 
hydrology and biophysics [DOU03], [WIL96], [WES95], its application on network 
traffic modelling is relatively new. Even today, there are several questions left 
unanswered in the network engineering community, which focuses mainly on 
mathematical modelling and data analysis and characterization, due to the high 
difficulty in tracking analytically self-similarity. Self-similarity implies that a specific 
correlation structure is retained over a wide range of time scales, albeit it may come in 
different forms. Therefore it is essential that the causes of self-similarity in a network 
environment are understood as well as the consequences of having highly correlated 
traffic to be able to properly control such processes. 
Self-similarity is a concept related to fractals and chaos theory.  
2.1.1 Fractals and Self-Similarity 
A self-similar process is approximately or exactly alike one of its parts that it is 
consisted of, i.e., the entire object follows the same pattern as one or more of its parts.  
The structure or pattern is repeating itself over a diverse range of dimensions (e.g., 
geometrical, temporal or structural), and the statistical characteristics of the process do 
not change. Self-similar patterns are observed in nature on many occasions like the 
stock market, coastline shapes, earthquake distributions as well as communication data 
traffic. Therefore, self-similarity could easily be associated with ―fractals‖, whose 
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appearance remains unchanged over several scales. Examples of geometrical fractal 
processes are the Cantor set, Sierpinski triangle, Koch curve, etc. [PEI92]. 
In the case of statistical fractals it is the probability density that repeats itself on every 
scale, like for instance as found in economics (Pareto‘s law), in linguistics (Zipf‘s law) 
and in sociology (Lotka‘s law) [WES95]. On the other hand, a dynamical fractal is 
generated by a low-dimensional dynamical system with chaotic solutions, like in 
biology (Willis law), in medicine (cardiac spectrum, mammalian lung) and in teletraffic 
modelling (chaotic deterministic maps) [POP07]. 
2.1.2 Chaos and randomness 
Concepts like chaos and order although viewed as antagonistic are both integral parts of 
Nature. Natural systems often switch from a chaotic state to an ordered and vice versa. 
Ordered nature simply means that simple laws govern it, whereas in chaos, they no 
longer apply and laws of higher complexity might be required to describe them [PEI92].  
A chaotic system represents a system with an extreme sensitive dependence on initial 
conditions [PEI92]. Minor modifications on the system‘s initial conditions could greatly 
affect its long-term behaviour and state. 
After having been discovered by Meteorologist E. Lorenz in 1960, Chaos started to 
form the Chaos Theory with the Lorenz attractor, interplay between randomness and 
deterministic fractals etc. [PEI92]. It is possible today to find more examples of chaotic 
systems other than the weather. Ecology, Biological population predictions, computer 
sciences and fractal images (Mandelbrot set, Sierpinski triangle, Koch curve), etc are 
just a small example of fields that contain chaotic systems [WES95]. One of the most 
significant and fundamental characteristics of chaotic systems is the fact that what we 
perceive as randomness could create deterministic shapes and trajectories. Therefore 
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things in nature could only seem random due to our inability to fully comprehend the 
laws that govern them. 
2.2 Properties of Fractal Processes 
Since self-similarity and fractal processes are so connected [PEI92]. Some of the fractal 
processes‘ properties like: 
 Self-similarity 
 Long-range dependence 
 Slowly decaying variance 
 Heavy-tailed distributions 
 1/f – noise 
 Infinite moments 
 Fractal dimensions 
Affect self-similar processes as well [POP07]. 
2.2.1 Self-Similarity 
A wide-sense stationary process is considered to be exactly self-similar with parameter 
β )10(   ,if the aggregated versions of the same time series, i.e. 
 kmmkm
m
k XXm
X   ...
1
1
)( , have first- and second-order statistics identical to those 
of the process itself: 𝑉𝑎𝑟 𝑋𝑡
(𝑚)
 =
𝑉𝑎𝑟 𝑋𝑡 
𝑚𝛽
  and 𝑅
𝑋𝑡
 𝑚   𝑘 = 𝑅𝑋𝑡 𝑘 , where 
𝐻 = 1 −
𝛽
2 . On the contrary, a process is called asymptotically self-similar when the 
autocorrelation function of the aggregated processes approach that of the process itself 
for a large degree of aggregation, i.e. 𝑉𝑎𝑟 𝑋𝑡
(𝑚)
 =
𝑉𝑎𝑟 𝑋𝑡 
𝑚𝛽
  and 
)()()( kRkR
t
m
t
XX
 . [RED99], [POP07] 
13 
 
One of the most well-known examples of self-similar processes is the so-called 
fractional Brownian motion (fBm), which is a generalization of the Brownian motion 
(Bm). [BER94]. 
Second-Order Self-Similarity  
X(t) is exactly second-order self-similar with Hurst
*
 parameter 𝛨(
1
2
< 𝛨 < 1) if [25] 
 
𝛾 𝑘 =
𝜎2
2
( 𝑘 + 1 2𝐻 − 2𝑘2𝐻 +  𝑘 − 1 2𝐻) 
(1)  
for all 𝑘 ≥ 1. X(t) is asymptotically second-order self-similar if [25] 
 
lim
𝑚→∞
𝛾 𝑚  𝑘 =
𝜎2
2
  𝑘 + 1 2𝐻 − 2𝑘2𝐻 +  𝑘 − 1 2𝐻    
(2)  
[POP07] 
2.2.2 Long-range Dependence 
Long-range dependence (LRD) is the phenomenon of persistence in a self-similar 
process. LRD is defined by the behavior of its autocorrelation function. A self-similar 
process X is said to be LRD when it has an autocorrelation function that decays 
hyperbolically, i.e. 
 𝐶𝑜𝑣(𝑋𝑛 ,𝑋𝑛+𝑘)~ 𝑘 
−𝛽  (3)  
 
When  𝑘 → ∞ and 0 < β < 1. The parameter β is defined in 𝛽 = 2(1 −𝛨) [POP07]. 
Another definition could be that for fixed 𝑇𝑖 , the autocovariance (or autocorrelation) 
function is non-summable 
 
 𝐶𝑜𝑣 𝑘 = ∞
∞
𝑘=0
 
(4)  
 
                                               
* The degree of self-similarity is indicated by the Hurst parameter H, which has a value range [0.5, 1.0). 
The highest the value of the Hurst parameter indicates high degree of self-similarity in the time series. 
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However, this definition relies only on the sum of the autocorrelation function, whereas 
the first one specifies the behaviour of its tail [POP07]. 
In contrast, short-range dependent (SRD) processes have exponentially decaying 
autocorrelation 
 𝐶𝑜𝑣(𝑋𝑛 ,𝑋𝑛+𝑘 )~𝑎
 𝑘  (5)  
 
as  𝑘 → ∞ and 0 < α < 1. 
The consequence is that a SRD process has summable autocovariance 
 
 𝐶𝑜𝑣 𝑘 = 𝑓𝑖𝑛𝑖𝑡𝑒 < ∞
∞
𝑘=0
 
(6)  
 
In essence, the cumulative effect of the individual Cov(k) values, no matter how small, 
have a greater impact on long-range dependent processes, than short-range dependent 
processes [POP07]. 
2.2.3 Slowly decaying variance 
The sample mean‘s variance decreases at a slower rate for a self-similar process than the 
reciprocal of the sample size 
 𝑉𝑎𝑟 𝑋(𝑚 ) ~𝑚−𝛽  (7)  
 
[POP07] for sufficiently large m. On the contrary, Short-Range Dependent Processes 
have a parameter β equal to 1 
 𝑉𝑎𝑟 𝑋(𝑚) ~𝑚−1 (8)  
 
The slowly-decaying variance property can be detected by plotting 𝑉𝑎𝑟 𝑋(𝑚)  against m 
on a log-log plot (variance-time plot) [POP07] 
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𝑉𝑎𝑟 𝑋(𝑚) =
𝐸 𝑁(𝑚𝑇𝑖) 𝐹 𝑚𝑇𝑖 
𝑚2
 
(9)  
 
According to Beran, slowly-decaying variance causes erroneous measurements of 
standard deviation σ by a factor that tends to infinity as the sample size increases, when 
trying to run statistical tests or calculate confidence intervals [BER94]. 
2.2.4 Heavy-tailed distributions 
A random variable X is said to be heavy-tailed if the complementary cumulative 
distribution function (CCDF) decays as a power-law, i.e., it has the form 
 𝑃𝑟 𝑋 ≥ 𝑥 ~𝑥−𝑎  (10)  
 
as 𝑥 → ∞ and for some 𝑎 > 0. For 0 < 𝑎 ≤ 1 all moments of X are infinite and 
generally the n-th moment is infinite for 𝑛 ≥ 𝑎. The most famous example of heavy-
tailed distribution is the Pareto distribution [STA02] (2.4.1 Single-Source models). 
Although, a heavy-tailed distribution is not a necessary condition for self-similarity, the 
self-similar nature of several traffic traces is caused by many heavy-tailed distributions. 
From traffic traces taken on the client site from both staff and students access networks 
by researchers, it was found that the traffic taken from the staff network could be well 
fitted by a log-normal distribution, whereas from the students‘ network traffic could be 
fitted by a combination of log-normal distribution for the body probability mass and the 
pareto distribution for the tail probability mass [JEN03]. The difference in the fitting 
distributions is because of the diverse content types downloaded by the students in 
comparison to those of the staff. 
2.2.5 Infinite moments 
As a consequence of the property of heavy-tailed distributions, moments above a certain 
order may not exist, i.e., infinite mean and infinite variance [POP07]. 
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2.2.6 1/f – noise 
The Power Spectral Density PSD of LRD processes shows a power-law behaviour near 
the frequency origin 
 
𝑆(𝜔)~
1
 𝜔 𝛾
 
(11)  
 
(Popescu, 2007) when  𝜔 → 0 and 0 < 𝛾 < 1. The parameter γ is related to β by 
 𝛾 = 1 − 𝛽 = 2𝛨 − 1 (12)  
 
For SRD processes the power spectral density remains finite when  𝜔 → 0, i.e., when 
0 . That means that the values of the autocorrelation function R(k) decay sufficiently 
rapidly for large k to form a finite sum [POP07].  
2.2.7 Fractal dimensions 
The fractal dimension d of an object is defined as  
 
𝑑 =
𝑙𝑛𝑁
𝑙𝑛
1
𝑛
 
(13)  
 
Where N is the number of self-similar objects/pieces (versions of itself) to cover a given 
d-dimensional object, and n is the linear scale size of the covering objects [MAN63]. 
Contrary to SRD Processes, LRD Processes could be modelled by processes with 
fractional dimensions. (SRD Processes have a fractal dimension of d = 1) [POP07].  
2.2.8 SRD vs. LRD 
Mathematically, the difference between SRD and LRD processes can be stated as 
follows [COX84]. In the case of SRD processes the following properties are 
representative: 
 𝐸 𝑋𝑛
𝑚   approaches second order pure noise as 𝑚 →  ∞ 
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 𝑉𝑎𝑟[𝑋𝑚 ] is asymptotically of the form 
𝑉𝑎𝑟 [𝑋]
𝑚
 for large m 
  𝐶𝑜𝑣(𝑋𝑛 ,𝑋𝑛+𝑘)
∞
𝑘=0  is convergent 
 Spectrum S(ω) is finite at ω=0 
On the contrary, LRD processes are characterized by the following properties: 
 𝐸 𝑋𝑛
𝑚   does not approach second order pure noise as 𝑚 →  ∞ 
 𝑉𝑎𝑟[𝑋𝑚 ] is asymptotically of the form 𝑚−𝛽  for large m 
  𝐶𝑜𝑣(𝑋𝑛 ,
∞
𝑘=0 𝑋𝑛+𝑘) is divergent 
 Spectrum S(ω) is singular at ω=0 
2.3 Traffic Measurements 
Following the groundbreaking paper “On the Self-Similar Nature of Ethernet traffic” 
[LEL93], [LEL94] there was a general consensus that traffic measurements of various 
packet networks (e.g. Ethernet LANs, WANs, CCSN/SS7, ISDN and VBR video over 
ATM) exhibit self-similar properties in both local as well as wide area traffic traces.  
A short description of the models found to best describe traffic traces suitable for some 
of the most popular applications is as follows: 
2.3.1 Ethernet traffic 
After rigorous analysis it was demonstrated that Ethernet traffic is self-similar. The 
following properties were found in the traffic measurements of Ethernet traffic samples 
[POP07]. Some of the main results reported in these papers are: 
 Poisson (or Markovian) models do not capture reality 
 Aggregate Ethernet LAN traffic is self-similar 
 Burstiness is observed across many time scales 
 The Hurst parameter has values of : 0.7 < H < 0.9 
 The parameter H is larger when network utilization is higher 
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 Traffic do not aggregate well 
 The law of large numbers may not hold 
Confirmation of Ethernet traffic‘s self-similarity was provided by several other research 
groups the groundbreaking papers mentioned above. It was proven, that the 
superposition of several ON- and OFF- sources with heavy-tailed distributions with 
infinite variance, results in self-similar aggregated traffic that tends to fractional 
Brownian motion [WIL97]. 
2.3.2 Wide Area Network Traffic 
In 1994, it was proven that WAN traffic (TCP Traffic, for applications like FTP and 
TELNET), had self-similar properties [PAX94].  
Some of the properties that were discovered were the following: 
 Poisson underestimates the burstiness of TCP Traffic 
 Self-similarity is present in aggregate WAN traffic 
 TELNET connection arrivals appear to be Poisson, but packet arrivals are not 
 FTP connections do not appear to be characterized by poisson, even if FTP 
session arrivals appear to be Poisson. Data connection arrivals however have a much 
burstier arrival and the number of bytes per burst seems to have a heavy-tailed 
distribution. 
2.3.3 Variable Bit Rate video traffic 
Several studies have been published showing the self-similar nature of the digitized 
(VBR) video traffic transmitted over ATM and Internet [GAR94], [BER95].  
Some of the main results are: 
 Video transmission exhibits self- similarity 
 Frame length appears to be Pareto, at least in the tail of the distribution 
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 LRD seems to be an inherent feature of VBR video traffic, irrespective of the 
coding used and the recorded scene.  
2.3.4 World Wide Web Traffic 
Similar research has been conducted on WWW traffic [CRO96].  
Some of the main results reported are: 
 Traffic generated by browsers exhibits self-similarity 
 Every Web browser can be modeled as an ON-OFF source model and the data 
collected fits well the Pareto distribution 
 Files available via the Web over the Internet seem to have a heavy-tailed size 
distribution (bimodal distribution) 
 Attempts have been done to explain the self-similar behavior of the traffic. 
It was discovered that the degree of self-similarity is mainly affected by the degree of 
heavy-tailed file sizes [POP07].  
2.3.5 Signaling System Number 7 traffic 
Analysis conducted and Measurements taken from SS7 network traffic demonstrated 
that Poisson models are inefficient to correctly capture SS7 traffic patterns, as they are 
self-similar [DUF94]. 
2.3.6 WDM and Optical Burst Switching Traffic 
Simple wavelength routing is proven to be inefficient in terms of bandwidth utilization 
if the incoming traffic is self-similar. Since the number of simultaneous lightpaths 
between two network nodes is limited, the use of Optical-Electronic-Optical conversion 
may prove to be necessary. In addition the dynamic allocation of wavelength lightpaths 
is too time consuming for a small-sized optical burst [QIA99]. Therefore, it was 
necessary to turn to other more efficient optical networking protocols.  
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Investigations conducted into the incoming traffic of OBS Networks, showed that the 
traffic that enters the core optical network has self-similar characteristics [GEA00]. 
However it was shown that the self-similarity degree is being shaped due to the burst 
assembly at the optical edge node (c.f. 6.5 Burst Assembly Strategies) 
2.4 Modeling Self-Similar Traffic 
Due to the wide-spread self-similarity in network traffic, traditional traffic modelling, 
was proven inefficient to properly capture network traffic patterns. Therefore, a need 
arose to model and simulate self-similar traffic which led to the creation of many 
methods like fractional Gaussian noise, fractional ARIMA processes, using of shot-
noise processes, renewal reward processes and their superposition etc. [WIL96]. 
2.4.1 Single-Source models 
Due to the Burstiness of Internet sources and the Long-Range Dependent behaviour of 
network traffic in both Local area and Wide Area Networks, the Pareto and the log-
normal distributions proved to be invaluable in modelling the file and messages‘ sizes 
of the client-server paradigm [POP07].  
Pareto distribution 
The Pareto distribution has been observed in many areas, like computer networking, and 
diverse social and physical phenomena [DOU03], [PAX95b]. It is a power curve with 
two parameters, namely the shape parameter a and the lower cutoff parameter β (i.e. the 
minimum value for the random variable x) [POP07]. 
The Pareto cumulative distribution function (cdf) is 
 
𝐹 𝑥 = 1 −  
𝛽
𝑥
 
𝛼
 
(14)  
And the probability density function (pdf) 
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𝑓 𝑥 =
𝑎
𝛽
 
𝛽
𝑥
 
𝛼+1
 
(15)  
 
For x > β and a > 0. On the contrary, for 𝑥 ≤ 𝛽 
 𝑓 𝑥 = 𝐹 𝑥 = 0 (16)  
 
The mean value is  
 
𝐸 𝑋 =
𝑎𝛽
𝑎 − 1
 
(17)  
 
Provided that a > 1. The variance is  
 𝜎2 =
𝛼
 𝛼 − 1 2 𝛼 − 2 
 
(18)  
 
Provided that a > 2 and β = 1 [POP07]. The parameter a determines the moments of X 
in the sense that the n-th moment is infinite for 𝑛 ≥ 𝑎. In other words, the mean and the 
variance of x are determined in the following way: 
 For 𝑎 ≤ 1 the distribution has infinite mean 
 For 1 ≤ 𝑎 ≤ 2 the distribution has finite mean and infinite variance 
 For 𝑎 > 2 the distribution has finite variance 
Furthermore, the parameter a is related to the Hurst parameter by (Rezaul & Grout, 
2007) 
 
𝐻 =
3 − 𝑎
2
 
(19)  
 
The variable  x is obtained from  
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𝑥 =
𝛽
 1 − 𝐹 
1
𝑎
 
(20)  
 
Where uniform distributed random numbers are used for F. 
Generalised Pareto Distribution 
The 3-parameter Generalized Pareto (GP) distribution can be expressed as : 
 
𝐹 𝑥 = 1 −  
𝑎 𝑥 − 𝑐 
𝑏
 
1
𝑎
,𝑎 ≠ 0
𝐹 𝑥 = 1 − 𝑒𝑥𝑝  −
𝑥 − 𝑐
𝑏
 ,𝑎 = 0
 
 
(21)   
where c is a location parameter, b is a scale parameter, a is a shape parameter, and F(x) 
is the distribution function. The probability density function (PDF) of the GP 
distribution is given by [SIN95]: 
 
𝑓 𝑥 =
1
𝑏
 1 −
𝑎(𝑥 − 𝑐)
𝑏
 
1
𝑎
−1
,𝑎 ≠ 0
𝑓 𝑥 =
1
𝑏
exp  −
𝑥 − 𝑐
𝑏
 ,𝑎 = 0
 
(22)   
 
The Pareto distributions are obtained for a<0. The GP distribution reduces to the 2-
parameter GP distribution for c=0, the exponential distribution for a=0 and c=0, and the 
uniform distribution on [0, b] for c=0 and a=1. 
Some important properties of the GP distribution are worth mentioning: By comparison 
with the exponential distribution, the GP distribution has a heavier tail for a < 0 (long-
tailed distribution). When a<0, X has no upper limit; there is an upper bound  xc  
for a>0; and 
a
bxc  . This property makes the GP distribution suitable for the 
analysis of independent cluster peaks [SIN95]. 
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Log-normal distribution 
If the stochastic variable Y = logX has a normal distribution, then the variable X has a 
log-normal distribution. This distribution has two parameters, namely the mean  μ of 
ln(x) (with μ > 0) and the standard deviation σ of ln(x) (with σ > 0), for a range 
0 ≤ 𝑥 ≤  ∞. The log-normal cdf and pdf functions are [POP07] 
 
𝐹 𝑥 =
1
2
 1 + 𝑒𝑟𝑓  
𝑙𝑛𝑥 − 𝜇
𝜎 2
   
(23)  
 
 
𝑓 𝑥 =
1
𝜎𝑥 2𝜋
𝑒
−
(𝑙𝑛𝑥 −𝜇 )
2𝜎2
2
 
(24)  
 
The error function er f(y) is defined as  
 
𝑒𝑟 𝑓 𝑦 =
2
 𝜋
 𝑒−𝑡
2
𝑑𝑡
𝑦
0
 
(25)  
 
The mean and the variance of the log-normal distribution are 
 
𝐸 𝑋 = 𝑒𝜇+
𝜎2
2  
(26)  
 
 𝑉𝑎𝑟 𝑋 = 𝑒2𝜇+𝜎
2
 𝑒𝜎
2
− 1  (27)  
 
The log-normal distribution has applications in many areas like for instance in 
regression modeling and analysis of experimental designs. It is also often used to model 
errors that are product of effects of a large number of factors [POP07]. 
2.4.2 Aggregate traffic models 
In order to model aggregated bursty network traffic in LAN and WAN environments, 
several models had to be created like, the ON-OFF model, the fractional Brownian 
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motion and fractional Gaussian noise models and the fractional ARIMA processes 
[POP07]. 
The ON-OFF model 
This model, originally proposed by Mandelbrot, generates traffic by multiplexing a 
number of independent ON-OFF sources that have heavy-tailed inter-renewal times 
(e.g. Pareto distribution with 1 < a < 2) [POP07]. By multiplexing a great number of 
these sources, this model results in aggregated self-similar traffic that approaches the 
fractional Brownian motion. The self-similarity degree (i.e. the Hurst Parameter) is 
given by 
 
𝐻 =
3 − 𝑎
2
 
(28)  
 
This particular model is one of the few that provide some sort of insight into the self-
similarity of Ethernet traffic. An ON-OFF source could represent an Ethernet 
Workstation, with its ON phase to demonstrate when it is communicating with the 
network and its OFF when it is not. When there is a large number of such ON-OFF 
sources (Ethernet Workstations), the overall aggregated Ethernet traffic would exhibit 
self-similar properties [POP07].  
Fractional Brownian motion 
The Fractional Brownian Motion (fBm) is a generalization of the Brownian Motion 
(Bm), a real random function with independent Gaussian increments. The mean or 
Expected Value of the increment process is zero [MAN63]. 
and the variance is proportional to the time difference [POP07] 
 𝐸 𝐵 𝑡 + 𝜏 − 𝐵 𝑡  = 0 (29)  
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 𝑉𝑎𝑟 𝐵 𝑡 + 𝜏 − 𝛣 𝜏  = 𝜎2 𝜏  (30)  
 
The fBm process 𝐵𝐻(𝑡) is the moving average of 𝑑𝐵(𝑡), where the past increments of 
𝐵(𝑡) are weighted by (𝑡 − 𝜏)𝛨−
1
2 [MAN63]. The Weyl‘s fractional integral of 𝐵(𝑡) can 
express the fBm process [POP07] 
 
𝐵𝐻 𝑡 =
1
𝛤  𝛨 +
1
2
 
   𝑡 − 𝑡 𝐻−
1
2 −  −𝜏 𝛨−
1
2 𝑑𝐵 𝜏 
0
−∞
+   𝑡 − 𝜏 𝛨−
1
2𝑑𝐵(𝜏)
𝑡
0
 
(31)  
 
where the function 𝛤(𝑥) represents the Gamma function. fBm is a continuous zero-mean 
Gaussian self-similar process  𝐵𝐻 𝑡 : 𝑡 ≥ 0  that is defined for the variable t ≥ 0 and 
with the parameter 0.5 ≤ H < 1 (With H being the Hurst Parameter). The value of the 
process at time t can be calculated with 
 𝐵𝐻 𝑡 = 𝑋𝑡
𝐻 (32)  
[POP07] where X is a normally distributed random variable (Gaussian) with zero mean 
and variance 𝜎2. Also, because of self-similarity 
 𝐵𝐻 𝑎𝑡 = 𝑎
𝐻𝐵𝐻(𝑡) (33)  
For H = 0.5, we obtain the Standard Brownian Motion (Bm).  
The main statistical properties of the fBm are shown below [BER94]: 
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 𝐵𝐻(𝑡) is exactly self-similar, perfectly determined by H 
 𝐵𝐻 0 = 0 
 Mean: 𝐸 𝐵𝐻(𝑡) = 0 
 Difference: 𝐵𝐻 𝑡 + 𝜏 − 𝛣𝛨(𝑡) is normally distributed 𝑁(0,𝜎 𝜏 
𝛨) 
 Variance: 𝑉𝑎𝑟 𝐵𝐻 𝑡  = 𝑉𝑎𝑟 𝑋𝑡
𝐻 = 𝜎2𝑡2𝐻  
 Autocorrelation: 𝑅𝐵𝐻  𝑡, 𝜏 = 𝐸 𝐵𝐻 𝑡 𝐵𝐻(𝜏) =
𝜎2
2
 𝑡2𝐻 + 𝜏2𝐻 −  𝑡 − 𝜏 2𝛨  
 Independent and stationary increments: 𝑉𝑎𝑟 𝐵𝐻 𝑡 + 𝜏 − 𝛣𝛨(𝑡) = 𝜎
2 𝜏 2𝛨  
Self-Similar Data traffic simulation uses fBm extensively, in analytical and simulation 
studies for computer systems and telecommunication networks‘ performance 
evaluation. [WIL96]. 
Fractional Gaussian noise 
The (stationary) increment process 𝐺𝐻 of the fractional Brownian motion (fBm) is 
known as the fractional Gaussian noise (fGn) 
 
𝐺𝐻 𝑡 =
1
𝜏
 𝐵𝐻 𝑡 + 𝜏 
− 𝐵𝐻(𝑡)  
(34)  
For t ≥ 0 and τ ≥ 0. [MAN63]  A fractional Gaussian noise (fGn) is a process with a 
Gaussian distribution, with mean μ, variance 𝜎2, and where the variance of the mean 
square increments is proportional to the time differences [POP07]. 
Some of the main statistical properties of the fGn process are [BER94]. 
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 𝐺𝐻 𝑡  is normally distributed 𝑁 0,𝜎 𝜏 
𝛨−1  
 Autocorrelation: 𝑅𝐺𝐻  𝑡, 𝜏 =
𝜎2
2
  𝑡 + 𝜏 2𝐻 −  𝑡 2𝐻 +  𝑡 − 𝜏 2𝛨  
In the case of limit 𝑡 → ∞ 
 𝑅𝐺𝐻 (𝑡)~𝐻(2𝐻 − 1) 𝑡 
2𝐻−2  (35)  
fGn is exactly self-similar when 0.5 < H < 1. Its strict autocorrelation structure 
somehow limits fGn models‘ applicability. There are several methods to generate fGn 
sequences. One of the most popular method is the so-called Norros method [NOR94]. 
According to this method, and for τ = 1 ,  a fGn process can be generated with the help 
of an fBm process X(t) 
 𝐴 𝑡 = 𝑚 +  𝑚𝑎 𝑋 𝑡 + 1 − 𝑋(𝑡)  (36)  
The process A(t) represents the total amount of arrivals in the time interval [t, t+1] 
(cumulative arrival process). X(t) is a normalized fBm process with parameter H 
 0.15.0  H , m is the mean rate, and a is the peakedness (i.e. variance to mean ratio) 
[POP07]. 
2.5 Revealing Self-similarity in teletraffic 
There is a need, when given a large traffic trace sample, to estimate the degree of self-
similarity (i.e. Hurst Parameter) to gain insight into the sample‘s characteristics. Several 
methods exist today to estimate the Hurst parameter in a time series, with the most 
popular to be: analysis of R/S statistics; variance-time analysis; periodogram-based 
analysis; Whittle estimator; and wavelet-based analysis [BER94], [ABR98], [STA02], 
[TAQ98]. 
2.5.1 Rescaled range analysis 
Rescaled Range (R/S) is a dimensionless measure to characterize variability (c.f., 2.1). 
For a given set of observations 𝑋 =  𝑋𝑛 ,𝑛 ∈  𝑍
+  with sample mean 𝑋 (𝑛), sample 
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variance 𝑆2(𝑛), and range 𝑅(𝑛), the rescaled adjusted range or the R/S statistic is given 
by [POP07] 
 
)(
),...,,,0min(,...,,,0max(
)(
)( 2121
nSnS
nR nn   
(37)   
where 
 
𝛥𝑘 =   𝑋𝑖 − 𝑘𝑋 (𝑛) 
𝑘
𝑖=1
 
(38)   
for 𝑘 = 1, 2,… , 𝑛. 
The sample mean over period n is given by 
 
𝑋  𝑛 =
1
𝑛
 𝑋𝑗
𝑛
𝑗=1
 
(39)   
Also, the sample variance is 
 
𝑆2 𝑛 =
1
𝑛
  𝑋𝑖 − 𝑋 (𝑛) 
2
𝑛
𝑖=1
 
(40)   
The R/S statistic [FEL00] can be calculated for a given series of n samples if one divides 
the series into k blocks of size n/k each, and the rescaled and adjusted range
),(/),( mkSmkR ii  is calculated for every lagm with the starting points 
 𝑘𝑖 = 𝑖
𝑛
𝑘
+ 1 (41)  
for 𝑖 = 1,2,…, provided that 
 𝑘𝑖 + 𝑚 ≤ 𝑛 (42)  
When m has a small value, the amount of 𝑅(𝑛)/𝑆(𝑛) values can reach k, while when m 
tends to n, one gets only one sample value. Moreover, it was observed that for LRD 
phenomena [POP07].  
 
𝐸  
𝑅(𝑛)
𝑆(𝑛)
 ~𝑐𝑛𝐻  
(43) 
As 𝑛 → ∞ and c being a finite positive constant independent of n. Taking the logarithm 
of both sides we have 
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(44)  
 
As 𝑛 → ∞. Thus, one can also estimate H (for long-range dependence processes) by 
simply plotting 
𝑙𝑜𝑔  𝐸  
𝑅(𝑛)
𝑆(𝑛)
   versus )log(n  
on a log-log graph, and least-
squares fitting a straight line, 
with slope H, through the 
resulting points [POP07]. 
The R/S method is not 
precise and it provides only 
an estimation of the level of 
self-similarity in a time series. However it can provide a visual method to estimate the 
Hurst parameter of a given time series.  
2.5.2 Variance-time analysis 
Aggregated Self-similar processes exhibit a slowly decaying variance, which the 
variance-time analysis is based on. The variance of an aggregated self-similar process is 
given by 
 
𝑉𝑎𝑟 𝑋(𝑚) =
𝑉𝑎𝑟[𝑋]
𝑚𝛽
 
(45)  
where 
 
𝐻 = 1 −
𝛽
2
 
(46)  
Fig. 2.1 Sample RS Pox Plot of an On/Off Self-Similar Traffic 
Generator with 200,000 On/Off sources, and a Hurst Parameter 
(slope) of 0.8. The two green straight lines mark the minimum 
and maximum value of the Hurst Parameter  
(i.e. 0.5 < Hurst < 1) 
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An aggregated process, usually shows a rapidly decreasing Variance when aggregated 
with different levels of aggregation m (H = 0.5). For self-similar processes however (i.e. 
H > 0.5), the variance shows a decrease according to a power-law [POP07].  
     )log()](log~log )( mXVarXVar m    
Having that 𝑙𝑜𝑔 𝑉𝑎𝑟 𝑋(𝑚)   is a constant independent of m, if one plots 𝑉𝑎𝑟 𝑋  versus 
m on a log-log graph, and by fitting a least-squares line through the resulting points (and 
also ignoring the values for small m), the result should be a straight line with a slope of 
–𝛽 = 2𝐻 − 2. Slope values in-between (−1; 0) suggest self-similarity [POP07]. 
Like the R/S analysis, the variance-time method is only a visual heuristic method. Both 
of these two visual methods, can only be used for self-similarity detection and an 
approximation of the degree of self-similarity, as they are not precise [POP07].  
2.5.3 Periodogram method  
The periodogram method provides a more accurate estimation of self-similarity degree, 
however it is parametric method [POP07]. The periodogram (or ―intensity function‖) 
𝐼𝑁(𝜔) is the estimated spectral density of a stochastic process X(t) defined at discrete 
time instances. 
 
𝐼𝑁 𝜔 =
1
2𝜋𝛮
 𝑋𝑘𝑒
𝑗𝑘𝜔
𝛮
𝑘=1
 
2
 
(47)  
where ω is the frequency, 𝑋𝑘  is the time series, and N is the length of the time series. 
Given that self-similarity affects the behaviour of the spectrum I(ω) when 𝜔 → 0, a 
periodogram of the form 
 𝐼𝑁(𝜔)~ 𝜔 
1−2𝐻 (48)  
should be obtained when 𝜔 → 0. By plotting )](log[ NI  versus )log(  (only for low 
frequencies), and fitting a straight line to the curve, the slope is approximately (1 - 2H). 
Practically, only the lowest 10% of the frequencies should be used for the calculation as 
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this behaviour holds only for frequencies close to zero [TAQ98]. The main drawback of 
this method is that it is computational intensive. However, the estimated value of the 
Hurst parameter is quite precise [POP07]. 
2.5.4 Whittle Estimator 
The Whittle estimator is based on the periodogram and uses a maximum likelihood, 
non-graphical technique [POP07]. A self-similar process that is modelled by an fBm 
with a known spectral Density S(ω, H), can have its parameter H estimated by finding 
the value of H that minimizes the so-called Whittle estimator [BER94], [TAQ98]  
where 𝐼𝑁(𝜔) is the periodogram. The Whittle estimator estimator assumes the behavior 
of the spectral density close to the origin, and then fits it to the measured spectrum by 
the minimization procedure [TAQ88]. 
Assume that the spectral density is approximated with the asymptotic form 
for  𝜔 → 0. Then the Whittle estimator becomes [TAQ98] 
where 𝐼𝑁(𝜔𝑖) is the periodogram and  
The frequencies are summed up to 2πΜ/Ν. N is the number of usable frequency 
coefficients. Replacing G by the estimate 
 
𝑄 𝐻 =  
𝛪𝛮 (𝜔)
𝑆(𝜔,𝛨)
𝑑𝜔 +  𝑙𝑜𝑔𝑆 𝜔,𝛨 𝑑𝜔
𝜋
−𝜋
𝜋
−𝜋
 
(49)  
 𝑆(𝜔,𝛨)~𝐺(𝐻) 𝜔 1−2𝐻 (50)  
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(52)  
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1
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(53)  
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And taking the logarithm, one minimizes the function 
 𝑅 𝐻 = 𝑄 𝐺 ,𝐻 − 1 (54)  
Finally, R(H) is calculated with [TAQ98]  
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(55)  
A confidence interval can be also found as being 1.96σ, where σ is calculated with the 
help of estimated 𝐻  
 
𝜎2 = 4𝜋
𝑅(𝐻 )
𝛮
 
(56)  
It is observed that the obtained value of H is quite precise [POP07]. 
Asymptotically unbiased estimators derived from the Gaussian Maximum Likelihood 
Estimation (MLE) (like the periodogram and the Whittle estimator) show generally 
good statistical performance (estimations of H with confidence intervals), but they have 
the drawback of being parametric estimators that require parameterised model processes 
(for the spectral density) to be known in advance [POP07]. This poses difficulties in 
terms of exact implementation for large data sets because of high computational 
complexity. Furthermore. If the assumed spectral density model is not the correct one, 
then this may result in a biased estimation as well. Because of this risk, these methods 
are not very robust [POP07]. 
2.5.5 Wavelet method 
Although similar to the variance-time analysis, the Wavelet method allows analysis in 
both time as well as frequency domain. It is based on the discrete wavelet transform 
(DWT), which lacks the disadvantages of Maximum Likelihood and aggregation-based 
Estimators [POP07]. The underlying concept of the DWT is the so-called Multi-
Resolution Analysis (MRA), which consists of splitting a sequence X(t) into a (low-
pass) coarse approximation A(t) and a number of (high-pass) details 𝐷𝑗 (𝑡). These are 
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associated with the set of scaling coefficients 𝑠𝑘  and wavelet coefficients 𝜔𝑗 ,𝑘 , 
respectively [ABR98] 
 
𝑋 𝑡 = 𝐴𝐽  𝑡 +  𝐷𝑗 (𝑡)
𝐽
𝑗=1
=  𝑠𝑘2
−𝐽/2𝜑(2−𝐽 𝑡
𝑘
− 𝑘) +   𝜔𝑗 ,𝑘2
−
𝑗
2𝜓
𝑘
(2−𝑗 𝑡 − 𝑘)
𝐽
𝑗=1
 
(57)   
The wavelet coefficients measures the amount of energy in the analysed signal. The 
wavelet analysis is described in great detail in [ABR98]. The focus is placed on details 
that are described by the wavelet coefficients [POP07]. When going from high 
resolution to lower resolution, the MRA gives rise to details at larger time scales. This 
can be interpreted in the frequency domain as band-pass filtering, going from high to 
low frequencies with constant relative bandwidth.  The wavelet constant relative 
bandwidth provides a perfect match. 
Provided that 
 𝑉𝑎𝑟[𝐷𝑗 ]~2
𝑗 (2𝐻−2) (58)   
it is possible to estimate H by performing a linear fitting in a log-log plot 
 
𝑙𝑜𝑔2  
2𝑗
𝑛0
  𝜔𝑗 ,𝑘  
2
𝑘
 =  2𝐻 − 1 𝑗 + 𝑐 
(59) 
where 𝐻  is a semi-parametric estimator of 𝐻, 𝑛0 is the data length and c is finite 
[POP07]. 
This method was proven to be very accurate and efficient under Gaussian assumptions 
[ABR98]. 
2.6 Summary 
This chapter provided some background information on the discovery of self-similarity 
in communication networks. Definitions on Self-Similarity, Long-Range Dependence 
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and various mathematical terms are described. Traffic Measurements for various types 
of network traffic are presented including Ethernet, WAN and WDM. Several 
approaches in modeling Self-Similar Traffic exist. These include single-source models 
employing heavy-tailed distributions and aggregate traffic models like the ON-OFF and 
fGn. Finally revealing self-similarity in teletraffic requires the use of methods like 
rescaled range analysis, variance-time analysis, periodogram method, whittle estimator 
and wavelet method. 
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Chapter 3 
Backbone Core Network Traffic Characterisation  
 
Abstract 
This chapter provides an analysis of the traffic characteristics of an OC-192 link 
(9953.28 Mbps). The IP packet size distribution, burstiness and self-similarity are 
analysed. In addition the Generalised Exponential Distribution (GE) is described and 
its suitability to model interarrival times of bursty traffic is presented.  
 
3.1 Introduction 
As shown in Chapter 2, since 1995 many papers revealed and worked on Internet 
Traffic‘s self-similar characteristics. Since then, the research community employing 
simulations required generators of synthetic traces to match those revealed 
characteristics. It is proven that the traffic load per unit of time (bin) is self similar 
[PAR00], [WIL96]. Nevertheless, little research has been made on how to convert this 
self-similar traffic load into interarrival times for simulation purposes.  
A couple of methods on how to convert Self-Similar traffic load into interarrival times 
are presented in [GEO03a]. However these methods resort to exponentially distributed 
packet arrivals (albeit with various mean rates), underestimating burstiness in the short 
timescales.  
 Some light to this problem was also shed in [KAR04] which introduces the following 
findings: 
 Packet arrivals appear Poisson at sub-second time scales: The packet 
interarrivals follow an exponential distribution. In addition, packet sizes and 
interarrival times appear uncorrelated.  
 Internet traffic exhibits long-range dependence (LRD) at large time-scales: 
In agreement with previous findings, Internet traffic is proven to be LRD at 
scales of seconds and above. 
36 
 
The measurements of the above-mentioned paper were taken on CAIDA monitor 
located at a SONET OC-48 (2488.32 Mbps) link that belongs to MFN, a US Tier 1 
Internet Service Provider (ISP). 
In essence, the general consensus is that although the traffic load is self-similar, traffic 
at the sub-second level could easily be modelled by Poisson or Exponential (for 
interarrival times) distribution, but with different parameters per time slot (usually 1-
second slots). 
3.2 Motivation 
Conveniently, many researchers use the exponential or a fixed-rate arrival to model 
incoming Internet traffic to an optical edge node, taking advantage of the fact that IP 
packet arrivals could be Poisson distributed at sub-second time scales however some 
ignore LRD altogether. A good example is [DEV04]. 
The Poissonian assumption however, remains simplistic, since it doesn‘t take into 
account packets that arrive simultaneously to the switch, i.e. burstiness in the small time 
domain (sub-second). (We consider simultaneous arrivals, packet arrivals that happen 
within one microsecond of each other).  
An investigation into a high-bandwidth backbone core network was required to attempt 
to analyze the packet size distribution and interarrival times. Anonymized traces were 
downloaded from CAIDA of an OC-192 link (9953.28 Mbps) [SHA08].  
The equinix-chicago Internet data collection monitor is located at an Equinix datacenter 
in Chicago, IL, and is connected to an OC192 backbone link (9953.28 Mbps) of a Tier1 
ISP between Chicago, IL and Seattle, WA.  
3.2.1 Hardware 
The infrastructure consists of 2 physical machines, numbered 1 and 2. Both machines 
have a single Endace 6.2 DAG network monitoring card. A single DAG card is 
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connected to a single direction of the bi-directional backbone link. The directions have 
been labelled A (Seattle to Chicago) and B (Chicago to Seattle). Both machines have 2 
Intel Dual-Core Xeon 3.00GHz CPUs, with 8 GB of memory and 1.3 TB of RAID5 
data disk, running Linux 2.6.15 and DAG software version dag-2.5.7.1. In a test 
environment both machines dropped less then 1% of packets with snaplen 48 at 100% 
OC192 line utilization, using a Spirent X/4000 packet generator sending packets with a 
quadmodal distribution, with peaks at 40, 576, 1500 and 4283 bytes.  
3.2.2 Time Synchronization 
Both physical machines are configured to synchronize their hardware clock via NTP. 
The DAG measurement cards have their own internal high-precision clock, that allows 
it to timestamp packets with 15 nanosecond precision. Every time a traffic trace is 
taken, The DAG internal clock gets synchronized to the host hardware clocks right 
before measurement starts. NTP accuracy is typically in the millisecond range, so at 
initialization the clocks on the individual DAG measurement cards can be off by a 
couple of milliseconds relative to each other. The precision (i.e. timing within the 
packet trace) within a single direction of trace data is 15 nanosecond for the DAG files, 
and 1 microsecond for PCAP files.  
3.3 The Generalised Exponential Inter-arrival Time Distribution (GE) 
The GE-type distribution [KOU94] is uniquely determined by 
 𝐹 𝑡 = 𝑃 𝑊 ≤ 𝑡 = 1 − 𝜏𝑒−𝜎𝑡 , 𝑡 ≥ 0 (60)   
where 
1
2
2 

aC
    ,W is the random variable of an inter-arrival time and  
( 2,
1
aC

) are respectively, the corresponding mean and squared coefficient of variation 
 2aC .  The GE distribution is a limited case of the Hyperexponential-2 (H2) distribution 
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and it is composed of two parallel imaginary stages (i=1, 2), one with an exponential 
inter-arrival time with stage selection probability τ and mean 

1
and one with 0 inter-
arrival time with stage selection probability 1-τ (c.f., Fig. 3.1).  
σ
1-τ
τ
 
Fig. 3.1 The GE Distribution 
 
Only one burst is allowed in the facility at any time and this two-stage facility works as 
follows. When both stages are empty, a data burst can enter. Only one of the two stages 
can be chosen by the burst with probabilities 1-τ and τ, respectively. Upon completion 
of an ‗inter-arrival time‘ in the chosen stage, the burst departs and a new burst can enter 
the facility. The fact that ‗some bursts may choose the stage without delay (i.e., zero 
inter-arrival time)‘, can be exploited to represent the simultaneous arrival of data bursts 
(batches) in a system since the inter-arrival time between them is zero (c.f., Fig. 3.2). 
Indeed, the GE distribution has a counting compound Poisson process (CPP) with 
geometrically distributed batch sizes with mean 1/τ [KOU94]. Thus, it may be 
meaningfully used to model the inter-arrival times of bursty traffic represented by 
batches of data bursts (c.f., Fig. 3.2). For illustration purposes, the effect of simulated 
time on the GE-type burst length is shown in Fig. 3.3 and Fig. 3.4 for SCVs 2 and 4, 
respectively. It can be observed that the larger the 2
aC  is, the larger the number of bursts 
within a batch (c.f., Fig. 3.2 to Fig. 3.4).  
The choice of the GE distribution is further motivated by the fact that measurements of 
actual inter-arrival or service times may be generally limited and so only few 
parameters can be computed reliably. Typically only the mean and variance can be 
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relied upon, thus a choice of a distribution which implies least bias (for example 
introduction of arbitrary and therefore false assumptions) is that of the GE type 
distribution. For example in the context of optical networks this model is particularly 
applicable in cases of bursty traffic [DOL01a]. 
 
Exponential Batch Interarrival Times
Arrivals of Data Bursts with Geometrically Distributed Sizes
Time
 
Fig. 3.2 Schematic of arriving batches of data bursts 
 
Fig. 3.3 Number of bursts versus time for 
SCV=2 
 
 
Fig. 3.4 Number of bursts versus time for SCV = 
4 
 
 
 
The analytically tractable and versatile Generalised Exponential Distribution, in 
addition, possesses pseudo-memoryless properties like the Exponential Distribution. In 
fact, with a Squared Coefficient of Variation 𝐶𝑎
2 = 1 the distribution transforms into the 
Exponential Distribution [KOU86]. 
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3.4 CAIDA Traffic Analysis 
3.4.1 IP Packet Size Distribution 
In 2003, official packet size distribution measurements were monitored and recorded 
over standard IP internet traffic on specific dates at specific times [CAI03]. In 
particular, three Cisco routers have been used for this purpose and the measurements 
have been taken at a daily peak on a five minute average on March 2003, whilst another, 
but more reliable, IP packet length distribution has been captured from 39 trace files 
between May 13th 1999 at 19:13:46 PDT and May 19th 1999 at 13:02:20 PDT. The 
latest distribution of IP packet sizes was seen at the NASA Ames Internet Exchange 
(AIX) by CAIDA and since they contain contributions from the different workloads 
carried by the network at different times of day, they should represent more of an 
average picture of the packet size distribution than any other individual trace. However, 
both of the above sources demonstrate very important aspects of internet traffic. 
Specifically, the majority of the packets seen are 40, 576 and 1500 bytes and all the 
internet traffic packets are traced at the range between 23 and 1500 bytes. In Fig. 3.5 
and Fig. 3.6 shows exactly how sizes and packets are distributed at this range. In Fig. 
3.5 the PDF is shown and in Fig. 3.6 the CDF is shown for the traces taken by CAIDA. 
More than 65% of the packet have been traced at a smaller than 576 bytes size and 50% 
of the total byte volume belongs to the 1500 bytes packet size. 
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Fig. 3.5 PDF of IP Packets of measurements 
taken in 2003 
 
 
Fig. 3.6 CDF of IP Packets of measurements 
taken in 2003 
 
The analysis, however, of the data collected by the equinix-chicago Internet data 
collection monitor of an OC192 backbone link (9953.28 Mbps) prove that the IP packet 
size distribution has changed significantly. Although the IP Packet size distribution is 
way too granular to describe in detail, roughly, about 50% of the IP packets appear to 
have a size of around 40 bytes, about 30% of the IP packets appear to have a size of 
roughly 1500 bytes, with the remaining ranging from 40 to 1500 bytes. The actual 
Probability Density and the Cumulative Probability of the Packet Sizes are shown in 
Fig. 3.7 and Fig. 3.8. 
 
Fig. 3.7 Probability Density of IP Packet Sizes 
resulted from the analysis of the OC-192 traffic 
traces 
 
 
Fig. 3.8 Cumulative IP Packet Size Distribution 
resulted from the analysis of the OC-192 traffic 
traces 
 
3.4.2 Burstiness 
As mentioned before there is a probability that a number of packets will arrive 
simultaneously (i.e. with a time difference of less than 1 micro second) forming batches 
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of IP packets arriving. Distribution Fitting using MATLAB revealed that the batch sizes 
throughout the traces‘ duration can be described by the Geometric Distribution: 
kpCDF )1(1   and ,...}3,2,1{,)1( 1   kppPDF k  
 
Fig. 3.9 Simultaneous arrival probability density 
 
 
Fig. 3.10 Burstiness fitting with the Geometric distribution 
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The fitting shown in the image above, was calculated to have 99.98% accuracy (i.e. 
958549998784899.02 R )
*
. The average batch size estimated over the entire trace 
duration is 2.235122.  
3.4.3 Interarrival Times 
Fitting of the Exponential Distribution to the interarrival times has been conducted with 
MATLAB shown below. It was proven that the exponential distribution accurately fits 
the measurements: 
 
Fig. 3.11 Interarrival time fitting with the Exponential distribution 
Distribution fitting was conducted for each 1-second duration slot in the trace duration. 
Below the first 5 seconds‘ fitting is shown in a table with their respective accuracy 
measures. It is obvious that with above 98% accuracy the exponential distribution fits 
the interarrival time distribution albeit with different mean for each 1-second interval.  
 
First 5 Seconds Analysis  
Est. Mean 
Packets/sec 
Accuracy 
λ=0.29 9987.02 R  
λ=0.27 9996.02 R  
                                               
* The coefficient of determination, is a good measure of how well the chosen distribution fits the given 
data. It must lie between 0 and 1, and the closer it is to 1, the better the fit. It is symbolised by 
2R  
(Trivedi, 2002) 
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λ=0.2761 9799.02 R  
λ=0.2832 9899.02 R  
λ=0.2897 9882.02 R  
Table 1. Sample Exponential Distribution fitting along with the coefficient of determination for 
each one 
 
Therefore at sub-second scales we have exponentially distributed batch arrivals, with a 
geometrically distributed batch size.  
These findings suggest that the Generalized Exponential Distribution is ideal to model 
arrival of IP Internet Traffic on a high bandwidth backbone link, at sub-second 
intervals.  
3.4.4 Total Traffic Self-Similarity 
It has been well established in the literature that network traffic load shows self – 
similar traffic characteristics (c.f., 2.3.2 Wide Area Network Traffic and 2.3.4 World 
Wide Web Traffic). It is, therefore, required to analyse the data provided by CAIDA 
[SHA08] for Self-Similarity. 
 
Fig. 3.12 Total traffic (byte load) per second 
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Fig. 3.13 Estimation of the Hurst parameter using the wavelet method for the inferior and superior 
limits of the regression interval (octaves) 2 to 7. 
The cumulative traffic (in Bytes) per second is shown in Fig. 3.12. Over 3700 seconds 
of cumulative traffic were analysed. Using the wavelet method, with linear fitting for 
the octaves 2 through 7, (see 2.5.5 Wavelet method) to estimate the self-similarity 
degree (Hurst  Parameter), resulted in a highly self-similar LRD traffic with Hurst = 
0.935 (95% Confidence Interval [0.876, 0.994] (c.f., Fig. 3.13). 
This confirms previous findings of past research attempts by the community. 
[BER94], [ABR98], [STA02], [TAQ98] 
3.5 General Observations 
Fitting of the exponential distribution on the interarrival times was conducted for each 
1-second duration slot of the trace duration, as well as fitting of the geometric 
distribution for the batch sizes for the same 1-second duration slots. 
The mean arrival rate and the Squared Coefficient of Variation is calculated for each 
second of the entire duration of the backbone traces. The estimations are shown below: 
3.5.1 Arrival Mean Estimation (per slot) 
Each estimation of the mean was calculated with accuracy of above 98%
*
. 
                                               
* With 98.02 R  
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Fig. 3.14 Estimated mean arrival rate per time slot over the entire duration of the trace (packet 
count / second) 
 
In Fig. 3.14 the estimations of the mean arrival rate lambda (measured in Bytes/second) 
that resulted from the exponential distribution fitting is shown for the entire duration of 
the trace. The total traffic load self-similar characteristics require a variable mean rate 
which is proven by the CAIDA traffic trace analysis. Researchers may use this variable 
rate to accurately model the interarrival times of packets for each time slot. However, 
the exponential distribution is not sufficient to model batches of packets arriving at the 
same time.  
3.5.2 Squared Coefficient of Variation (per slot) 
Each estimation of the Squared Coefficient of Variation was calculated with accuracy of 
above 98%
*
. 
                                               
* With 98.02 R  
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Fig. 3.15 Estimated Squared Coefficient of Variation per time slot over the entire duration of the 
trace (value / second). Values of greater than 1, indicate burstiness in the short-time scales 
 
Fig. 3.15 shows the estimations for the Squared Coefficient of Variation 
2
aC , that 
resulted from the Geometric Distribution fitting during the entire duration of the trace. 
The fitting was performed on the average batch size (i.e., simultaneous arrivals
*
) for 
each time slot. 
3.6 Summary 
Traffic Characterisation was conducted on traces taken by CAIDA of an OC-192 
Backbone Core Network. Results have shown that even in the short time scales (sub-
second duration) some burstiness persists. This could be better modelled by the 
Generalised Exponential Distribution as it maintains the analytical tractability of the 
Exponential Distribution but does not underestimate burstiness. For each time slot, the 
estimated Squared Coefficient of Variation is greater than 1, indicating batches of 
simultaneous arrivals in the node. On average over the entire period the value of the 
Squared Coefficient of Variation was estimated at 1.534340. 
                                               
* Arrivals are considered simultaneous if the occur within 1 μsec. 
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Fig. 3.16 Comparison between the measured traffic load versus the traffic load generated by the 
estimated mean and squared coefficient of variation with the GE distribution 
 
To validate the estimation of λ and 
2
aC , Fig. 3.16 shows a comparison between the 
measured traffic from the CAIDA traces and the traffic resulted by the estimation. It is 
obvious that the traffic loads match accurately.  
Multiple aggregated streams arrive to an optical backbone node, converted, 
demultiplexed and transmitted through several wavelengths over the same fiber. 
Potentially this could increase the average batch size of simultaneous arrivals 
significantly. The GE distribution is proven to be ideal for modelling heavier traffic 
loads by simply using higher values for the 
2
aC .    
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Chapter 4 
Immigration-Death Processes 
 
Abstract 
This chapter provides a deeper insight into the infinite source Poisson model (M/G/∞). 
The self-similar properties of the GE/G/∞ queue are being presented using a heuristic 
approach. 
 
4.1 Introduction 
The revealed burstiness in sub-second duration time slots created the need to use the GE 
Distribution, which does not underestimate burstiness in the small time scale. However 
it is required to invent a way of converting the self-similar traffic load into interarrival 
times. This can prove difficult when there is more than one parameter (unlike the 
exponential distribution) that describes the arrival of packets. Even though, it is possible 
to convert self-similar traffic load into GE-distributed interarrival times choosing a 
value for 
2
aC  arbitrarily, a method to synthesise self-similar traces that incorporates 
2
aC  
would potentially be required.  
To this end, a new method of generating self-similar traces is being presented in this 
chapter, validating and estimating the self-similarity degree via a heuristic approach. 
This new method is based on the GE/G/∞ system.  
4.2 Infinite Source Poisson Model (M/G/∞) 
An M/G/∞ system, also called busy-server process, is a system where connection 
arrivals are Poisson distributed, and each connection is serviced by one of an infinite 
number of servers according to a General distribution. The busy server counting process 
(i.e. the number of busy servers per time slot) in the M/G/∞, corresponds to the 
aggregate traffic rate X(t) in the Poisson source model with a single on period [PAR00]. 
If the service times are heavy tailed then the counting process is proven to be 
asymptotically second-order self-similar with parameter 𝐻 = (3 − 𝑎)/2. In its limiting 
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case, Fractional Brownian Motion arises if the Poisson arrival rate and service times are 
properly scaled. The M/G/∞ queue has many attractive analytic qualities [PAR00]. 
According to [SOU06] the most efficient approach to generate an M/G/∞ process is by 
simulating it in discrete time.  
The M/G/∞ queue exhibits the following properties [SOU06]: 
 The process X has a Poisson marginal distribution and mean value: 
  𝜇 ≜ 𝛦 𝛸 = 𝜆 ∙ 𝛦[𝑆] (61)   
 
 Its autocorrelation function is given by: 
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 It exhibits  ][SVarLRD , as it may happen in heavy-tailed service 
distributions. 
It is shown in [PAR00] that this aggregate traffic is long-range dependent. Essentially, 
this model provides an attractive approach in network traffic modelling, based on 
Poisson distributed session arrivals with heavy-tailed sizes and / or durations with 
infinite variance. The aggregate traffic is used often in simulations to generate self-
similar traces, also called synthetic traces. This model results in fractional Brownian 
motion with the proper scaling of the arrival and service distributions [BRI00].  
4.3 GE/G/∞ 
An investigation is being performed on the GE/G/∞ queue via a heuristic approach 
employing simulation, to investigate whether the Busy Server counting process exhibits 
self-similar characteristics as the M/G/∞ queue. The Pareto distribution was chosen for 
the service times, due to its heavy tail and because it is easily simulated.  
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The GE/G/∞ queue, describes a system with an infinite number of servers and 
connection arrivals distributed by the Generalised Exponential Distribution. As 
mentioned before, when the Squared Coefficient of Variation 𝐶𝑎
2 = 1, the queue 
transforms into an M/G/∞, which is well known in the literature for its LRD self-similar 
characteristics (in terms of the busy server counting process) [SOU06], [PAR00]. 
It is worth investigating the effect of higher 𝐶𝑎
2 values will have on the aggregate traffic 
process. This would essentially create a new aggregate traffic process, with a second 
layer of burstiness characterized by the Squared Coefficient of Variation. 
Numerous simulations were performed with various arrival rates and increasing squared 
coefficient of variation values, and the resulting process‘ self-similarity degree 
(expressed by the Hurst parameter) was estimated via the use of the Whittle Estimator 
(2.5.4 Whittle Estimator) and the RS Pox Plot (2.5.1 Rescaled range analysis). 
4.4 Simulation Architecture 
The simulation model used for this investigation is shown in Fig. 4.1. It represents a 
queueing system with an infinite number of servers that have a generic service time 
distribution. The packets‘ arrivals are distributed according to the Generalised 
Exponential Distribution described earlier in this chapter. If the Squared Coefficient of 
Variation parameter of the GE distribution is equal to 1, then the queue transforms into 
an M/G/∞ queue.  
Using a heuristic approach via simulation, it is worth examining whether like the 
M/G/∞ queue the GE/G/∞ queue results in a self-similar aggregate traffic process if the 
Service Time distribution is heavy tailed (e.g. Pareto). In addition it is worth identifying 
the effect of the squared coefficient of variation on self-similarity degree of the 
aggregate traffic process. 
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Fig. 4.1 This figure describes the GE/G/∞ queueing system under investigation 
 
4.5 Numerical Results 
The simulation was written in a combination of frameworks including: C# .NET, 
NVIDIA CUDA and MATLAB. It was run several times with different parameters. The 
resulting traces were stored and analyzed with two different methods which are the 
Rescaled Range Analysis (2.5.1 Rescaled range analysis) which provides a convenient 
graphical way of detecting the self-similarity, and the Whittle Estimator (2.5.4 Whittle 
Estimator) which provides a more accurate estimation of the Hurst parameter. In 
addition the Whittle Estimator allows us to see the effect of the Squared Coefficient of 
Variation on the Hurst parameter more clearly. The Pareto Distribution (2.2.4 Heavy-
tailed distributions) was used as a Service Time distribution in the experiments. 
Below a small sample of the results are shown for demonstration purposes. Additional 
results can be found in Appendix A. 
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Fig. 4.2 RS Pox Plot of a GE/G/∞ queue, with 𝑪𝒂
𝟐 = 𝟏, (i.e. an M/G/∞ queue effectively). It is shown 
that eventually the result converges to a certain slope which provides an indication of the Hurst 
value (or Degree of Self Similarity) 
 
 
Fig. 4.2 shows the Rescaled Range Analysis (RS Pox Plot) of a GE/G/∞ queue, with 
Pareto distributed service times. The Squared Coefficient of Variation value of the GE-
distributed interarrival times is equal to 1, which, as mentioned before, transforms the 
GE distribution into the Exponential distribution and consequently the GE/G/∞ queue 
into the M/G/∞ queue. The two green lines show the inclusive lower and exclusive 
upper bound of the Hurst parameter [0.5, 1).  
It is shown that the sample eventually converges to a certain slope providing an 
indication of the degree of self similarity of the aggregated traffic process.  
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Fig. 4.3 RS Pox Plot of a GE/G/∞ queue, with 𝑪𝒂
𝟐 = 𝟏𝟎. It is shown that the resulting trace 
converges to a self-similarity slope faster than the M/G/∞ queue, and the slope is steeper (higher 
Self-similarity degree) 
 
Fig. 4.3 Demonstrates the Rescaled Range Analysis of a GE/G/∞ queue with a Squared 
Coefficient of variation value of 10. Such a queue results in bursty arrivals of packets 
into the queue, and consequently adds a layer of burstiness on the number of busy 
servers per unit of time. In the above figure, it is shown that the busy servers counting 
process converges to a slope considerably faster than the M/G/∞ queue. Also it is clear 
that the slope is much steeper, resulting in a higher degree of Self-Similarity.  
The results of the same queue are shown with an even higher value of the Squared 
Coefficient of Variation (𝐶𝑎
2 = 50) (c.f., Appendix A). It is shown that the convergence 
is even faster than with a lower value, however the degree of self-similarity is not much 
higher which indicates that there is a limit on the effect of 𝐶𝑎
2 on the Hurst parameter.  
To get a clearer picture of the effect of 𝐶𝑎
2 on the self-similarity degree of the aggregate 
traffic process, the same results were analyzed with the use of the Whittle Estimator. 
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This allowed the creation of charts of the estimated Hurst parameter as a function of the 
Squared Coefficient of Variation. 
The Pareto Distribution has two parameters the shape α and the lower cut-off parameter 
β, which is basically the minimum value the Pareto distribution, will produce (2.4.1 
Single-Source models). Two sets of samples were produced via simulation. The first 
had a low cut-off parameter, while the second had a higher value. Both sets were run 
against several values for the Squared Coefficient of Variation. 
 
Fig. 4.4 Shows the estimated Hurst parameter of the generated traffic aggregated process for a 
Hurst parameter = 0.65, and Squared Coefficient of Variation 𝟏 ≤  𝑪𝒂
𝟐 ≤ 𝟏𝟎 
 
Fig. 4.4 shows the estimations of the Hurst parameter, or degree of self-similarity of the 
resulting counting process of the busy servers in the queueing system. The value 0.65 
refers to the Hurst Parameter value that was used as input to get the shaping parameter 
of the Pareto distribution (𝑎 = 3 − 2𝐻, 2.4.1 Single-Source models). In the chart we 
can see the estimated parameter of the M/G/∞ queue with the same parameters. The 
same generator was used throughout the whole experiment. It is obvious from the chart 
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that as the squared coefficient of variation increases the estimated Hurst parameter gets 
higher too. However, there seems to always be an upper limit to the effect of 𝐶𝑎
2 on the 
estimated self-similarity degree. After a certain value for 𝐶𝑎
2, estimated Hurst values fall 
in [0.75, 0.783] (95% Confidence Interval). 
 
Fig. 4.5 Shows the estimated Hurst parameter of the generated traffic aggregated process for a 
Hurst parameter = 0.8, and Squared Coefficient of Variation 𝟏 ≤  𝑪𝒂
𝟐 ≤ 𝟏𝟎 
 
At higher values of the Hurst parameter that was used to calculate the Pareto 
distribution‘s shaping parameter, the estimation variation was less noticeable. The effect 
of 𝐶𝑎
2 is much smoother, and at Hurst = 0.8 (c.f., Fig. 4.5), it pushes the resulting Hurst 
parameter up to 0.851. The interval of the resulting estimations tends to diminish at 
higher input values of Hurst. Notice that the self-similarity degree estimation of the 
M/G/∞ is much lower than the input value, but the same generator was used throughout 
the whole experiment. 
The M/G/∞ queue produced a process with an estimated Hurst value (0.881) slightly 
less than the input value entered for the Pareto Distribution (0.95 Fig. 4.6). Increasing 
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the Squared coefficient of variation produced an even smoother curve for the estimated 
Hurst values, increasing them up to 0.998. 
 
Fig. 4.6 Shows the estimated Hurst parameter of the generated traffic aggregated process for a 
Hurst parameter = 0.95, and Squared Coefficient of Variation 𝟏 ≤  𝑪𝒂
𝟐 ≤ 𝟏𝟎 
 
Additional experiments were conducted with greater values for the cut-off parameter of 
the Pareto Distribution. This is simply to see how the effect of the squared coefficient of 
variation changes with different values of the Pareto distribution‘s parameters. 
In contrast, increasing the values of the cut-off parameter of the Pareto distribution, 
produces smoother curves and smaller intervals as the 𝐶𝑎
2 increases, even at low Hurst 
input values (0.65) (c.f., Appendix A). It appears when 𝐶𝑎
2 ≥ 7, then the estimated Hurst 
parameter falls in 0.81 ≤ 𝐻𝑢𝑟𝑠𝑡 ≤ 0.85 (with 95 % Confidence Intervals).  
As the input Hurst parameter increased, the resulting traces become smoother and 
sharper. Fluctuations were noticed less for values Hurst > 0.7. Specifically, for extreme 
values (e.g. H=0.95) it appears that only a slight increase in 𝐶𝑎
2 is enough to increase the 
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resulting self-similarity degree of the aggregate traffic process, to the maximum value 
(H=0.999). 
4.6 Conversion to Interarrival Times 
It is known that the traffic load arriving at an Optical Edge Node is self-similar LRD in 
nature. It is, however, necessary to generate long synthetic self-similar long-range 
dependent traces, adequately long to guarantee a statistical precision of the final 
simulation results. These self-similar incoming traffic streams need to be transformed 
into a series of interarrival times in order to be employed in a steady-state simulation of 
queueing models with self-similar input processes.  
In [JEO03] a comparison is conducted between two such mechanisms that transform the 
self-similar incoming traffic load into interarrival-times sequence. These mechanisms 
were the exponential transformation and the inverse transformation. Both these 
mechanisms rely on the Exponential Distribution to generate interarrival times in the 
smaller time scales where traffic is characterised as short-range dependent. This greatly 
underestimates burstiness in the small time-scale which could affect the simulation 
results.  
To this end an alternative solution would be the GE Distribution [KOU94], [KOU86] 
which allows burstiness to be taken into consideration into smaller time scales. 
The self-similar traffic loads generated by the aggregate process of the GE/G/∞ system, 
could easily be converted into interarrival times for simulation purposes. Since the 
Squared Coefficient of Variation 𝐶𝑎
2 is known in advance, as it is used as input, and the 
traffic load is generated by the GE/G/∞ system, it is simple to estimate the last 
remaining parameter required, the mean arrival rate λ.  
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As mentioned in (3.3 The Generalised Exponential Inter-arrival Time Distribution (GE) 
1/τ is the mean of the geometrically distributed batch sizes, with 
1
2
2 

aC
  . Setting 
the traffic load value generated per time slot as a value of σ then it is quite simple to 
come up with the mean value by solving    for λ.  
4.7 Summary 
An investigation into the self-similarity of counting process of the busy servers of the 
GE/G/∞ system is conducted with a heuristic approach via simulation in this chapter. 
The Generalised Exponential Distribution provides an extra layer of burstiness on job or 
packet arrivals into the system. This results in having batches entering the system, and 
thus having a greater number of busy servers per arrival than a normal M/G/∞ queue.  
The investigation was focused on the effect of the Squared Coefficient of Variation 
parameter of the GE distribution on the resulting counting process‘ self-similarity 
degree. It was noticeable, that as burstiness increased (i.e. as 𝐶𝑎
2 increased) so did 
increase the self-similarity degree. It was noted that this increase was steeper and 
smoother when the lower cut-off parameter of the Pareto distribution (used for service 
times) had high values. 
Finally a method of converting the generated self-similar traffic load into interarrival 
times was presented. 
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Chapter 5 
Optical Networks 
 
Abstract 
This chapter presents the state of the art in optical networking providing a deeper 
insight into the current technologies, protocols and architecture in the field.  
 
5.1 Introduction 
Optical networks have been the subject of research of several researchers and 
telecommunications companies, striving to ensure that the bandwidth demands are 
always covered. Siemens, Alcatel, Cisco and Nortel have been leading companies in the 
field.  
Since the bandwidth demands are constantly increasing, new ways of always increasing 
the bandwidth capacity of the network, plus ways of effective utilization of the network 
have to be invented.  
Siemens‘ SURPASS hiT 7540 supports the functionality of distance extension by means 
of transponders and regenerators, the functionality of grooming by means of 
multiplexing transponders and the functionality of protection. All these elements 
provide highly cost effective DWDM solutions in a very compact design. It will allow 
OC-768 signals, over a large number of wavelengths per optical fiber link and 
transmission speeds of 40 Gbits per second per wavelength [SIE05].   
Nortel‘s new optical cross connects HDX and HDXc are also prepared to accommodate 
OC-768 speeds. They are global, scalable multi-service, high-density intelligent optical 
switches which provide fully non-blocking STS-1 cross-connect capability and deliver 
grooming, aggregation, and restoration of SONET/SDH (155 Mbps to 10 Gbps, 40 
Gbps ready), transparent wavelengths and Ethernet services. These platforms also offer 
extensive subtending ring capability for efficient nodal consolidation applications 
[NOR09]. 
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Alcatel‘s 1677 SONET link is Alcatel‘s answer to the same bandwidth demands. It is 
scalable to OC-768 with very high port densities [ALC09]. 
5.2 Literature Review 
A lot of research into performance modelling in the field of optical networks has been 
achieved over the years and various methods and models have been used. A 
characteristic sample of these works is [LUK02].   
This work doesn‘t have a queueing model diagram but it uses an analytical method and 
its system has the following characteristics: 
1. Optical burst switching  
2. Fiber delay lines 
3. Poisson arrival process  
4. Two priorities 
5. Approximate M/M/k/D 
The purpose of this analysis is to prove that there are benefits in the use of fiber delay 
lines. Although it is made clear that Poisson is not appropriate for broadband networks 
this work suggests that this model will give an insight to the problem. In this paper the 
loss probability is calculated and compared with simulation results.  In [XUL03] 
Poisson process is not used but a 2 stage Coxian distribution in order to describe the 
effect of bursty traffic. The throughput, utilization and mean waiting time are calculated 
using both an approximated analytical method and simulation. 
In some other works like [XUL02] different protocols on Optical Burst Switching are 
proposed like Round Robin with Random Selection (RR/R), Round Robin with 
Persistent Service (RR/P), Round Robin with Non Persistent Service (RR/NP), Round 
Robin with Tokens (RR/TOKEN) and Round Robin with Acknowledgement 
(RR/ACK).  
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Also papers like [PIN02] propose for example an alternate routing algorithm that can 
work in a network planning stage. It utilizes graphs of average traffic load against 
average number of hops, utilization and blocking probability. Then it compares the 
number of alternative paths with the minimum number of hops of a link using the 
Erlang loss formula for an M/M/K/K loss system to connect the congestion probability 
in a link with the traffic load. 
Another example of works in optical network is [KUS01]. This paper uses fiber delay 
loop buffer memory as part of a switch. The switch is analysed for its blocking 
performance on incoming packets. The results are for the probability of packet loss vs. 
buffer limit and input packet probability.    
The blocking probability of dynamic lightpath establishment in wavelength-routed 
networks [LUK02] is analysed by using the destination-initiated reservation (DIR) 
method as a case study. Traffic blocking occurring due to insufficient network capacity 
is analysed as well as traffic blocking caused by outdated information. The results are 
justified using simulation. 
A dynamic lightpath configuration method with GMPLS (Generalized multi protocol 
label switching) has been proposed [TAC03] where wavelengths are dynamically 
allocated according to the congestion state of node buffer and are released when no 
packet is in the buffer. They evaluate the performance of the proposed method for 
WDM tandem networks. They model this system as a multiple queueing system and 
derive the wavelength utilisation, throughput, and number of packets in default buffer. 
Numerical examples show how the arrivals rate, the numbers of wavelengths and nodes, 
and threshold affects those performance measures. GMPLS is being developed in 
Internet Engineering Task Force (IETF) to establish lightpaths in (wavelength division 
multiplexed) WDM networks. GMPLS is an extension of MPLS (Multi Protocol Label 
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Switching) which facilitates high-performance transport of IP traffic and it uses a 
wavelength as a label for establishing a lightpath.  
This paper from Nara institute of science and technology in Japan [TAC03], proposes a 
round robin burst assembly and constant burst transmission for optical burst switching.  
They use buffering of packets depending on destination. The traffic is IP and they use a 
Deterministic, M/M/W/W loss model. What they basically analyse is the assembly 
procedure in a node in separation. After that they suggest that the Erlang formula with 
an exponential distribution can represent the traffic from the other nodes. Their 
measurements are blocking probability and throughput.  
The paper by [MOL03] has the benefit that takes realistic assumptions about the traffic 
on the internet. However, instead of analyzing packet switching it analyses circuit 
switching. They use M/G/1 and M/G/N queues to model ‗application flows‘ in a node as 
well as NS-2 simulations.   
5.3 SONET/SDH (Synchronous Optical Networking / Synchronous Digital 
Hierarchy) 
Synchronous Optical Networking, commonly known as SONET, is a standard for 
communicating digital information over optical fiber. It was developed to replace the 
PDH system for transporting large amounts of telephone and data traffic.  
The more recent Synchronous Digital Hierarchy (SDH) standard is built on experience 
in the development of SONET. Both SDH and SONET are widely used today; SONET 
in the U.S. and Canada, SDH in the rest of the world. SDH is growing in popularity and 
is currently the main concern with SONET now being considered as the variation. 
SONET differs from PDH in that the exact rates that are used to transport the data are 
tightly synchronized to network based clocks. Thus the entire network operates 
synchronously. SDH was made possible by the existence of atomic clocks. Both 
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SONET and SDH can be used to encapsulate earlier digital transmission standards, such 
as the PDH standard, or used directly to support either ATM or so-called Packet over 
SONET networking [MAZ06]. 
The basic SONET signal operates at 51.840 Mbit/s and is designated STS-1 
(Synchronous Transport Signal one). The STS-1 frame is the basic unit of transmission 
in SONET. The Synchronous Transport Module level 1 (STM-1) is the basic signal rate 
of SDH. The two major components of the STS-1 frame are the transport overhead and 
the synchronous payload envelope (SPE). The transport overhead (27 bytes) comprises 
the section overhead and line overhead. These bytes are used for signaling and 
measuring transmission error rates. The SPE comprises the payload overhead (9 bytes, 
used for end to end signaling and error measurement) and the payload of 774 bytes. The 
STS-1 payload is designed to carry a full DS-3 frame [HAB06]. 
The entire STS-1 frame is 810 bytes. The STS-1 frame is transmitted in exactly 125 
microseconds on a fiber-optic circuit designated OC-1 (optical carrier one). In practice 
the terms STS-1 and OC-1 are used interchangeably. 
Optical Carrier (OC-n) specifies electronic data rates. It means that the data rate is a 
multiple of 51.84 Mbps with n orders of magnitude higher. Thus, for instance OC-198 
refers to 10 Gbps for example [MUK00].  
Three OC-1 (STS-1) signals are multiplexed by time-division multiplexing to form the 
next level of the SONET hierarchy, the OC-3 (STS-3), running at 155.52 Mbit/s. The 
multiplexing is performed by interleaving the bytes of the three STS-1 frames to form 
the STS-3 frame, containing 2430 bytes and transmitted in 125 microseconds. The STS-
3 signal is also used as a basis for the SDH hierarchy, where it is designated STM-1 
[HAB06]. 
65 
 
Higher speed circuits are formed by successively aggregating multiples of slower 
circuits, their speed always being immediately apparent from their designation. For 
example, four OC-3 or STM-1 circuits can be aggregated to form a 622.08 Mbit/s 
circuit designated as OC-12 or STM-4. Due to the fortuitous similarity in bit rates, 10 
Gigabit Ethernet has been designed with a capability to interoperate with OC-192/STM-
64 equipment. 
 
Optical Carrier Level SDH Level Line Rate (Kbit/s) 
OC-1 - 51 840 
OC-3 SDH-1 155 520 
OC-12 SDH-4 622 080 
OC-24 SDH-8 1 244 160 
OC-48 SDH-16 2 488 320 
OC-96 SDH-32 4 976 640 
OC-192 SDH-64 9 953 280 
OC-768 - 39 813 120 
Table 2. Transmission rates for SONET/SDH [CIS00] 
 
5.4 FDDI (fiber-distributed data interface) 
In computer networking, fiber-distributed data interface (FDDI) is a standard for data 
transmission in a local area network that can extend in range up to 200 km (124 miles). 
The FDDI protocol is based on the token ring protocol. In addition to being large 
geographically, an FDDI local area network can support thousands of users. The 
underlying medium is optical fiber (though it can be copper cable, in which case it may 
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be called CDDI) and the topology is a dual-attached, counter-rotating token ring 
[CIS00].  
An FDDI network contains two token rings, one for possible backup in case the primary 
ring fails. The primary ring offers up to 100 Mbit/s capacities. If the secondary ring is 
not needed for backup, it can also carry data, extending capacity to 200 Mbit/s. The 
single ring can extend the maximum distance; a dual ring can extend 100 km (62 miles) 
[CIS00].  
5.5 TDM (Time-division multiplexing) 
Time-division multiplexing (TDM) is a type of digital multiplexing in which two or 
more apparently simultaneous channels are derived from a given frequency spectrum, 
i.e., bit stream, by interleaving pulses representing bits from different channels 
[GEN03]. 
In some TDM systems, successive pulses represent bits from successive channels, e.g., 
voice channels in a T1 system. In other systems different channels take turns using the 
channels for a group of successive pulse-times (a so-called "time slot") [GEN03]. 
5.6 WDM / DWDM / CWDM (Wavelength Division Multiplexing / Dense 
Wavelength Division Multiplexing / Coarse Wavelength Division 
Multiplexing) 
WDM is a favourite multiplexing technology in optical communication networks 
because it supports a cost-effective method to provide concurrency among multiple 
transmissions in the wavelength domain [MUK00]. Several, communication channels, 
each carried by a different wavelength, are multiplexed into a single fiber strand at one 
end and demultiplexed at the other end, thereby enabling multiple simultaneous 
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transmissions. Each communication channel (wavelength) can operate at any electronic 
processing speed (e.g., OC-192 or OC-768). 
In Dense Wavelength-Division Multiplexing (DWDM), a large number of wavelengths 
are packed densely into the fiber with small channel spacing. DWDM amplifies all the 
wavelengths at once, without first converting them to electrical signals and it has the 
ability to carry signals of different speeds and types simultaneously and transparently 
over the fiber (protocol and bit rate independence) [CIS00], [MUK96]. 
Using WDM, allows the aggregation of several parallel wavelength channels, each of 
which may operate at a much slower speed. WDM and DWDM allow the optical 
network topology to be viewed as a collection of virtual “all-optical lightpaths”, which 
symbolize channels that optical packets traverse from source to destination, over the 
same wavelength if there is no wavelength conversion [MUK96]. 
A lot of research has been performed on the wavelength routing and lightpath topology 
of a WDM/DWDM optical network. The results indicated that it is extremely difficult 
to find the optimal topology for the various lightpath source-destination pairs in order to 
minimize the number of wavelengths required for the good network operation, 
especially since today‘s network topologies become more and more complex. The 
absence or existence of wavelength converters in the network core increases or 
decreases the complexity of this problem respectively [MUK96].  
Additional research is required however on the optical access networks, to which a 
potential solution may be the Passive Optical Network (PON) [VAR08].  
There are three possible solutions to upgrade an existing lightpath to a higher Optical 
Carrier speed (e.g. OC-48 to OC-192). The first solution involves installation of 
additional optical fibers and terminating equipment. The second solution is the usage of 
a WDM multiplexer that combines the several different optical channels in the form of 
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different wavelengths, and the last solution is simply to upgrade the transmitter and 
receiver to the next higher level (i.e. OC-192). It is shown that for small distances (i.e. 
less 50 Km) the least expensive solution is the installation of additional fiber. However, 
for metropolitan and wide-area backbone networks the least expensive solution is 
Wavelength Division Multiplexing [MUK00]. 
Lately a new type of optical fiber was invented that provides a more usable optical 
spectrum, instead of having the conventional 1385 nm “water-peak window”. This is 
called allwave fiber. Also, a new type of amplifier device was invented which uses the 
erbium-doped fiber amplifier (EDFA). By using EDFA the full exploitation of the 
allwave fiber is possible [MUK00]. 
5.7 Optical packet switching 
5.7.1 Packet Switching 
The length of the packet in Packet Switching can be either fixed which are used mainly 
for voice communications, or variable with a given minimum and maximum value used 
mostly in data (computer) communications [QIA00]. Packet switching requires 
buffering in every intermediate node, as each packet needs to be completely assembled 
before it is forwarded to the next node in its path. This assembly process adds 
significant delays to each packet, especially if the packets are of a small fixed size (due 
to large headers). Therefore it is preferred to used variable-sized packets [QIA00].  
5.7.2 Optical Packet Switching 
Optical Packet Switching along with Optical Burst Switching has drawn a significant 
amount of attention in the research community. The data is transmitted in optical 
packets which do not go through an Optical-Electrical-Optical conversion but rather 
stay in the optical domain [XUL01].  
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In contrast to Packet Switching however, Optical Packet Switching faces the problem of 
the lack of an optical version of memory, relying mostly on Fiber Delay Lines which 
offer simply a delay to the optical packet and storage. An added issue is the recognition 
of the header from its payload by the intermediate nodes. A lot of suggestions have been 
made in order to tackle this problem, like send the headers on different channels (i.e. 
wavelengths, so that the node may ―store‖ the payload in an FDL while the header is 
being processed [QIA00] 
Optical Packet Switching has been proposed as a solution to transporting packets over 
an optical network. Optical packet switching is sometimes referred to as ―optical ATM‖, 
since it resembles ATM, but it takes place in the optical domain.  
A WDM optical packet switch consists of four parts, namely, the input interface, the 
switching fabric, the output interface, and the control unit. The input interface is mainly 
used for packet delineation and alignment, packet header information extraction and 
packet header removal. The switch fabric is the core of the switch and it is used for 
switching packets optically. The output interface is used to regenerate the optical signals 
and insert the packet header. The control unit controls the switch using the information 
in the packet headers. Because of synchronization requirements, optical packet switches 
are typically designed for fixed-size packets.  
When a packet arrives at a WDM optical packet switch, it is first processed by the input 
interface. The header and the payload of the packet are separated, and the header is 
converted into the electrical domain and processed by the control unit electronically. 
The payload remains as an optical signal throughout the switch. After the payload 
passes through the switching fabric, it is re-combined with the header, which has been 
converted back into the optical domain, at the output interface [ROU02]. 
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Various optical packet switch architectures have been proposed in the literature. For a 
review of some of these architectures (c.f., 5.16 Optical Switch Architectures)[XUL01]. 
Based on the switching fabric used, they have been classified in the following three 
classes: space switch fabrics, broadcast-and-select switch fabrics, and wavelength 
routing switch fabrics.  
5.8 Optical Burst Switching 
5.8.1 Burst Switching 
In [QIA00], three distinct variations of Burst Switching are mentioned, tell-and-go 
(TAG), in-band-terminator (IBT) and reserve-a-fixed-duration (RFD). 
In a TAG based network, a source initially sends a control packet on a separate control 
channel, to reserve bandwidth for the upcoming burst. The source doesn‘t require an 
acknowledgment to be sent, but simply releases the burst after a specific offset time T. 
After the transmission of the burst, a second control packet is sent to release the 
reserved bandwidth.  
IBT based networks, rely on a special marker at the end of the burst to indicate its end. 
This allows the burst to cut through the intermediate nodes, as the latter can start 
transmitting the burst before its end is received entirely.  
The final variation is RFD. Similarly to TAG, a source node transmits a control packet 
to reserve bandwidth, and transmits the burst after an offset time T. The difference here 
is that the bandwidth is reserved only for a certain period of time, specified by the 
control packet itself. This of course adds the constraint that the upcoming burst will 
have a certain maximum size [QIA99].  
In the same paper, a comparison between the above-mentioned variations is conducted 
in terms of their performance. In general, it was found that RFD is more efficient than 
the other two variations. Although the offset time T may cause a higher end-to-end 
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latency and bandwidth waste, allows the network to work efficiently without the use of 
buffering at the intermediate nodes. 
5.8.2 Optical Burst Switching 
Today‘s technology is not yet mature enough to be able to tackle all the challenges 
imposed by an all-optical backbone Optical Packet Switching Network [VER00].  
OBS is thought to be a valid, plausible IP-over-WDM implementation in the near future 
[AMS00], [QIA00], [YOO01].  
A burst is considered of an intermediate ―granularity‖ switching entity in comparison to 
a call (or session) and an optical packet [QIA99].  
An adaptation of the ITU-T standard for burst switching in ATM, which is also known 
as ATM block transfer (ABT), Optical Burst Switching (OBS) is considered to be the 
next step towards the optical Internet in the near future [XUL01]. 
In OBS, a control packet is sent first to set up a connection (by reserving an appropriate 
amount of bandwidth and configuring the switches along a path), followed by a burst of 
data without waiting for an acknowledgement for the connection establishment. OBS 
allows the switching of the data channels to remain in the optical domain, while doing 
any resource allocation in the electronic domain [VER00], [QIA00]. This distinguishes 
OBS from circuit-switching as well as from other burst-switching approaches using 
protocols such as Reservation/scheduling with Just-In-Time switching (JIT) and tell-
and-wait (TAW), also known in ATM as ABT-DT (Delayed Transmissions), all of 
which are two-way reservation protocols. 
OBS can switch a burst whose length can range from one to several packets to a (short) 
session using one control packet, thus resulting in a lower control overhead per data 
unit. In addition, OBS uses out-of-band signalling, but more importantly, the control 
packet and the data burst are more loosely coupled (in time) than in packet/cell 
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switching. In fact, they may be separated at the source as well as subsequent 
intermediate nodes by an offset time as in the Just-Enough-Time (JET) protocol to be 
described later. Alternatively, an OBS protocol may choose not to use any offset time at 
the source, but instead, require that the data burst go through, at each intermediate node, 
a fixed delay that is no shorter than the maximal time needed to process a control packet 
at the intermediate node.  
Due to the limited ―opaqueness‖ of the control packet, OBS can achieve a high degree 
of adaptation to congestion or faults (e.g. by using deflection-routing), and support 
priority-based routing as in optical cell/packet switching. 
In OBS, the wavelength on a link used by the burst will be released as soon as the burst 
passes through the link, either automatically according to the reservation made or by an 
explicit release packet. In this way, bursts from different sources to different 
destinations can effectively utilize the bandwidth of the same wavelength on a link in a 
time shared, statistical multiplexed fashion [VER00]. 
Fiber-optical delay lines (FDLs) providing limited delays at intermediate nodes, which 
are not mandatory in OBS when using the JET protocol, would help reduce the 
bandwidth waste due to blocked and dropped bursts and improve performance in OBS 
[QIA99]. 
Several variants of OBS have been proposed, such as tell-and-go (TAG), tell-and-wait 
(TAW), Just-Enough-Time (JET) and Just-In-Time (JIT). In the tell-and-go scheme, the 
source transmits the SETUP message and immediately after it transmits the optical 
burst. The tell-and-wait (TAW) scheme is the opposite of TAG [ROU02], [XUL01]. In 
this case, the SETUP message is propagated all the way to the receiving end-device, and 
each OBS node along the path processes the SETUP message and allocates resources 
within its switch fabric. A positive acknowledgment is returned to the transmitting end-
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device, upon receipt of which the end-device transmits its bursts. The burst will go 
through without been dropped at any OBS node. The offset can be seen as being equal 
to the round trip propagation delay plus the sum of the processing delays of the SETUP 
message at each OBS node along the path. In the case of JET and JIT there is a delay 
called offset between the transmission of the control packet and the transmission of the 
burst. The Just-In-Time scheme uses immediate configuration in which the OBS node 
allocates resources to the incoming burst immediately after it processes the SETUP 
message and is simpler to implement [ROU02], [XUL01]. 
According to [YOO97], JET is based on TAG, and the latency is calculated as 
dTHpt  )( , where t is the transmission time of the BHP packet, H is the total 
number of hops, p is the propagation delay for a single hop, and d is the transmission 
time of the data burst. However, in [QIA00], JET is considered to be based on RFD 
instead.  
Offset
IP MAN IP MAN
W Wavelengths
)(s
dT
)( p
dT
)( p
iT
)( p
iT
)()()( s
d
p
d
i
p
iJET TTTOffset 





 
Data Burst BHP
 
Fig. 5.1 A Burst is transmitted after an Offset time has passed since the transmission of the control 
packet (BHP) 
5.9 MPLS and GMPLS (Multi Protocol Label Switching / Generalized Multi 
Protocol Label Switching) 
A number of different technologies were previously deployed with essentially identical 
goals, such as frame relay and ATM. However, MPLS seems to be replacing them, 
mostly because it is better aligned with current and future technology and needs. In 
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particular, MPLS dispenses with the cell-switching and signalling-protocol baggage of 
ATM [SAD03]. MPLS recognizes that small ATM cells are not needed in the core of 
modern networks, since modern optical networks (as of 2001) are so fast (at 10 
Gbits/second and well beyond) that even full-length 1500 byte packets do not incur 
significant real-time queuing delays (the need to reduce such delays, to support voice 
traffic, having been the motivation for the cell nature of ATM) [SAD03].At the same 
time, it attempts to preserve the traffic engineering and out-of-band control that made 
frame relay and ATM attractive for deploying large scale networks. 
MPLS works by encapsulating packets with a very simple MPLS header containing one 
(or more) 'labels' or 'tags', called a label stack, at the start of the packet [SAD03]. These 
MPLS labelled packets are forwarded along an MPLS tunnel, a virtual circuit, based on 
the contents of the labels. MPLS traffic can be carried on legacy ATM hardware, or on 
new hardware which handles MPLS traffic. First an MPLS tunnel (called LSP — Label 
Switched Path) is set up. To set up an MPLS tunnel, dynamic signalling protocols like 
RSVP-TE, LDP, and CR-LDP are used, and in some case tunnels can be set up 
statically by configuration at each hop of the tunnel. Using these signalling methods an 
MPLS tunnel is set up between two routers. Note that LSP‘s are unidirectional; they 
enable a packet to be tag switched through the MPLS network from one endpoint to 
another [SAD03]. The aforementioned dynamic signalling protocols usually set up a 
symmetrical LSP in the other direction to compensate for this. The entry point of an 
MPLS tunnel is called the ingress router, the end point is called the egress router and 
intermediate routers between the ingress and the egress are called transit routers. When 
a tunnel is set up, labels are exchanged between the egress, the transit and the ingress 
routers and with this the tunnel is ready to forward traffic [SAD03]. 
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GMPLS (Generalized Multiprotocol Label Switching), also known as Multiprotocol 
Lambda Switching, is a technology that provides enhancements to Multiprotocol Label 
Switching (MPLS) to support network switching for time, wavelength, and space 
switching as well as for packet switching [SAD03].  
5.10 Gigabit Ethernet 
Gigabit Ethernet is a term describing various technologies for implementing Ethernet 
networking at a nominal speed of one gigabit per second. Gigabit Ethernet is supported 
over both optical fiber and twisted pair cable. While it is currently deployed in high-
capacity backbone network links (for instance, on a high-capacity campus network) its 
speed is largely not yet required for small network installations. 
5.11 10Gigabit Ethernet 
Ten-gigabit Ethernet is considered the most recent (as of 2002) and fastest of the 
Ethernet standards. IEEE 802.3ae defines a version of Ethernet with a nominal data rate 
of 10 Gbit/s, ten times faster than gigabit Ethernet [GEN03]. 
The new 10-gigabit Ethernet standard encompasses seven different media types for 
LAN, MAN and WAN. It is currently specified by a supplementary standard, IEEE 
802.3ae, and will be incorporated into a future revision of the IEEE 802.3 standard. 
Unlike earlier Ethernet systems, 10-gigabit Ethernet (for any nontrivial distance) is so 
far based entirely on the use of optical fiber connections. However, the IEEE is 
developing a standard for 10-gigabit Ethernet over twisted pairs, using Cat-6 or Cat-7 
cable and planned for approval in 2006. Additionally, this developing standard is 
moving away from local area network design, with broadcasting to all nodes, towards a 
system which includes some elements of wide area routing. It is claimed that this 
system has high compatibility with earlier Ethernet and IEEE 802 networks [GEN03]. 
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5.12 Terabit Ethernet 
Bob Metcalfe one of the co-creators of Ethernet, announced the concept of a Terabit 
Ethernet in [MET08]. According to Metcalfe current Ethernet infrastructure could 
potentially accommodate up to 100Gigabit Ethernet. However, as video demands 
increase daily (making network evolution network driven) and considering the fact that 
Ethernet was not designed to carry video, new infrastructure is going to be required to 
accommodate higher speeds. 
Metcalfe suggests in [MET08] that the Internet layer needs to be re-architected and 
revised to accommodate Terabit-Ethernet. Already some breakthrough has been made, 
described in more detail in [GAL09], with the demonstration of error-free 640-to-10 
Gbit/s optical time-division demultiplexing with a 5 cm long chalcogenide waveguide, 
confirming the potential of chalcogenide-based waveguides for super-fast optical signal 
processing. 
5.13 Routing and wavelength assignment 
Recently, optical networks employing Wavelength Division Multiplexing (WDM) have 
gained considerable attention. These networks can connect a large number of nodes 
with only a few wavelengths by taking advantage of wavelength reuse. The objective of 
this research is to explore new and efficient models for optimal Routing and 
Assignment of Wavelength (RAW) in WDM all optical networks. Given a set of 
requests for all-optical connections (or lightpaths), the RAW problem is to (a) find 
routes from the source nodes to their respective destination nodes, and (b) assign 
wavelengths to these routes [MUK00].  
A lightpath is an all-optical communication channel between two nodes in the network, 
and it may span more than one fiber link. A lightpath is required to be on the same 
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wavelength channel throughout its path in the network which is called wavelength 
continuity constraint [MUK00]. 
Each intermediate node in the lightpath, in order to support it, provides an all-optical 
bypass facility. Ideally, an optical network would have enough wavelengths to allow a 
constant lightpath to be maintained between each source – destination pair of nodes. 
However, this is hardly realistic. Although the number of wavelengths per fiber 
increases as time goes by, it is not enough to be able to cater for a network that scales in 
a much faster rate. Under these conditions, there arises a requirement of proper topology 
and routing design so that the maximum lightpath count can be achieved [MUK00].  
5.14 Link protection and restoration 
Since optical signalling operates at the photonic layer, link protection has been added to 
the signalling message. There has been a history of providing protection at this layer in 
the present static systems, and this ability is carried forward. This constraint ensures that 
only facilities that are capable of supporting the link protection type are returned as 
labels. Due to the high traffic rate traversing through a WDM optical network, the 
failure of a network element could result in large data losses and consequently revenue 
losses [MUK00]. 
Fault restoration is mainly based on either dedicating backup resources in advance, or 
on dynamic restoration. Generally dynamic restoration schemes are more efficient in 
utilizing capacity due to the multiplexing of the spare-capacity requirements, and they 
provide resilience against different kinds of failures. On the other hand, dedicated 
restoration schemes have a faster restoration time and provide guarantees on the 
restoration ability [MUK00]. 
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5.15 Optical Physical Layer Limitations 
An optical signal‘s quality degrades while it traverses long distances and passes through 
several switches in its lightpath. Therefore the lightpath that is chosen for each 
transmission may be relied on getting the minimum bit-error rate (BER) or if not the 
minimum, the lightpath that provides a BER that is less than a given threshold, e.g. 
10−12  [MUK00]. In addition, the installation of signal amplifiers in certain strategic 
locations in the network could help alleviate the quality degradation these can be 
categorized in Optical regeneration, Regeneration and Reshaping and Regeneration, 
Reshaping and Reclocking. 
Optical Transparency, i.e. the end-to-end communication of data independent to the bit-
rate or traffic format, is really difficult to achieve in practise. [MUK00]. 
5.16 Optical Switch Architectures 
5.16.1 Optical Circuit Switching 
Qiao and Yoo suggest that circuit switching is consisted of three stages which are, 
circuit connection, data transmission and circuit disconnection. Circuit switching is 
established in a two-way reservation process, where the source node requests a circuit 
connection and waits for an acknowledgment from the destination node [QIA00]. They 
also specify, the delay between the set-up request and the actual data transmission as 
2𝑃 + 𝛥 where 2P is the round trip propagation delay and Δ the total processing time 
required at each intermediate node along the path. 
In Circuit Switching, no buffering of data is required along the path at each intermediate 
node, due to the fact that the circuit remains active for the entire duration of the session 
[QIA00].  
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Fiber and Wavelength Crossconnects 
To create a network of optical fibers with several wavelengths, there is need of 
interconnection devices. These devices fall into three major categories, which are the 
passive star, passive router and the active switch explained below [MUK00]. 
Wavelength routing is the default choice for SONET/SDH connections, while on the 
other hand optical packet and burst switching are much more efficient for directly 
carrying bursty traffic coming from the IP layer [QIA00]. 
Passive Star 
A passive star is a multicasting 
or a broadcasting device on 
which each incoming signal is 
equally divided into all output 
ports, thus having N 
simultaneous transmissions on 
an N x N switch. A collision can occur when two or more input signals arrive 
simultaneously into the star on the same wavelength [MUK00].  
Passive Router 
Utilizing a static non-changeable 
routing matrix, the passive router 
may route one or more 
wavelengths to the same 
wavelength at the destination 
port. Also known as Latin 
Routers or Wavelength Routers, 
these routers are commercially 
available and they can make 𝑁2 
Fig. 5.2 A 4 x 4 passive star 
Fig. 5.3 A 4 x 4 Passive Router (four wavelengths) 
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simultaneous connections on an N x N router [MUK00]. 
Active Switch 
The active Switch, which is also known as the wavelength selective crossconnect 
(WSXC), like the passive router can support 𝑁2 simultaneous transmissions on an NxN 
switch, but with one difference: its routing matrix can be reconfigured on demand. 
Unfortunately the active switch requires power unlike the passive star and router. In 
addition, wavelength conversion can be added on the architecture of this switch, thus 
enabling it to convert an incoming wavelength to another, thus resolving wavelength 
conversion [MUK00]. 
 
Fig. 5.4 A 4 x 4 active switch (four wavelengths) 
 
5.16.2 Optical Packet Switches 
A WDM optical packet switch is consisted of four distinguished parts. These include, 
the input interface, the switching fabric, the output interface and the control unit. 
Typically, an OPS switch is designed to accept fixed-sized packets. 
Upon a packet arrival, the input interface separates the header from the data payload and 
transforms it into the electrical domain. The transformed header is then processed by the 
control unit. During the whole processing phase, the data payload remains in the optical 
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domain and traverses the switching fabric. At the output interface, the header is 
transformed back into the optical domain and is reassembled with the data payload prior 
to transmission [XUL01]. 
Optical Packet Switches face the problem of external blocking, which is the packet loss 
ration due to contention resolution. Three main methods of addressing external blocking 
are mentioned in [XUL01]. These are Optical Buffering, Wavelength Conversion and 
Deflection Routing. 
Optical Buffering 
The lack of adequate buffering in the optical domain remains the main disadvantage of 
an all-optical network. The only way of buffer implementation, which is the use of 
Fiber Delay Lines (FDLs), is not commercially viable yet. In addition the 
transformation to the electrical domain is not a viable solution either, due to the slow 
speeds of electronic memories in comparison to the optical networks‘ [XUL01]. An 
FDL is being used as First-In-First-Out (FIFO) type buffer, that delays a fixed number 
of optical packets for a certain amount of time. These types of buffers are limited by the 
length of the FDL and cannot be easily scaled up. 
Wavelength Conversion 
The process of taking light of one wavelength (colour) and changing it to another 
wavelength (colour). In communications, more data can be transmitted by sending 
multiple wavelengths of light down the same optical fiber. Wavelength conversion 
allows the switching of data from one wavelength to another. The Raman Effect in 
silicon can produce such a wavelength conversion. 
This can be a good way of implementing contention resolution. Conflicting packets may 
be converted and transmitted in different wavelengths to avoid blocking [XUL01]. 
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Deflection Routing 
Deflection routing is used whenever no buffer is available. When a collision occurs, one 
of the two optical packets is deflected (i.e. forwarded) to another port. However, the 
deflected packet will probably end up traversing a longer path until it reaches its 
destination, thus having a larger end-to-end delay. As a result deflection routing 
sometimes causes packets to arrive out of sequence [XUL01].  
5.16.3 Optical Packet Switches 
Three classes of Optical Packet Switches are mentioned. These are Space Switch, 
Broadcast-and-Select and Wavelength Routing. 
Space Switch 
The switch (c.f., Fig. 5.5) has N incoming and N outgoing fiber links each with n 
wavelengths. The switch 
fabric is consisted of the 
optical packet encoder, the 
space switch and the optical 
packet buffer. The optical 
packet encoder is 
responsible for splitting 
each fiber into its 
wavelengths, which are fed into a wavelength converter to be forwarded into an output 
port that is currently available. The output of each wavelength converter is copied and 
forwarded to all N output buffers [XUL01].  
These buffers are consisted of d+1 FDLs, numbered 0 to d. The i
th
 FDL delays an 
optical packet for i slots. Therefore the optical packets are going through another splitter 
to be copied and distributed to the d+1  FDLs of one of the N final output fibers. The 
Fig. 5.5 An architecture with a space switch fabric 
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control unit which possesses information about the entire switch, will decide on which 
wavelength will finally the packet be transmitted [XUL01]. 
Broadcast-and-Select 
Broadcast-and-Select switch fabric lends itself for multicasting. Generally, optical 
packets arriving at all input ports are assembled within the switch and are broadcast to 
all output ports. Packets that are finally transmitted from the switch are chosen by 
Wavelength Selectors [MUK00]. 
KEOPS Switch  
Developed for the KEOPS project, each of N incoming fibers has only one wavelength 
(c.f., Fig. 5.6). The output interface meets the requirements of the output signal, as the 
output ports do not have a fixed wavelength. This switching fabric is consisted of the 
encoder, the buffer and the selector. The encoder is consisted of as many fixed 
wavelength converters as input fibers and a multiplexer. The buffer is consisted of a 
splitter, K FDLs and a space-switching stage. Lastly, the wavelength selector is 
consisted of as many channel selectors as input fibers [XUL01]. 
 
 
Fig. 5.6 The KEOPS switch with a broadcast-and-select fabric 
 
The Wavelength Encoder receives all incoming transmissions and converts them into 
fixed wavelengths which are then multiplexed and forwarded into each of the FDLs of 
the Buffer through a splitter. Each FDL delays the stored packets for a different number 
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of slots. The output signal from each one, goes through a splitter which is responsible 
for distributing them over N different outputs. The selected output signal is fed into a 
demultiplexer, is broken up into N wavelengths, of which one is transmitted out 
[XUL01]. 
Recirculation Buffer 
Like the KEOPS switch, each 
input fiber has only one 
wavelength, and the output 
ports are not set to a fixed 
wavelength (c.f., Fig. 5.7). This 
switch couples the incoming 
signals and forwards them to 
the output ports. In case of 
collision a number of signals are 
being recirculated after a delay of one time slot and are re-enter the coupler. At any time 
M input wavelengths are combined in the switch (M > N), of which only up to N are 
transmitted. 
Wavelength Routing 
Switches with this architecture follow two stages. Initially incoming packets are sent to 
FDLs for contention resolution, and then they are forwarded to the correct output port.  
Input-Buffered Switch 
This switch (c.f., Fig. 5.8) is consisted by a Scheduling Section and a Switching Section. 
Each Wavelength Converter transforms each optical packet so that, when it joins an 
FDL it will be with the appropriate delay. The delay is chosen based on the fact that no 
two packets may appear at the same time slot at the same output port and secondly no 
two packets may appear at the same buffer at the same time slot. The switching section, 
Fig. 5.7 A switch with broadcast-and-select fabric and 
recirculation buffer 
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consisted of an AWG and several converters, assign each packet to its correct 
wavelength and output port [XUL01]. 
 
 
Fig. 5.8 An input-buffered switch 
Input-Buffered with a Distribution Network 
This switch is an altered version of the one above. Similarly, each incoming and 
outgoing fiber has only one wavelength. This switch has two stages which is contention 
resolution and switching (c.f., Fig. 5.9). The Wavelength Converters in the scheduling 
section, decides to which FDL to forward each incoming packet, based on three 
different constraints. Firstly, no two optical packets are forwarded to the same output 
port at the same time slot. Secondly no other optical packet is scheduled to the same 
output port in the same time slot as another one. Finally no optical packet from the same 
input port and to the same output port is scheduled in d‟, with d‟ ≥ d. (d being the length 
of the chosen FDL). The FDL with the shortest delay that also satisfies the above 
constraints  is chosen. 
This switch has also a WDM version, where each input fiber is consisted of multiple 
wavelengths [XUL01]. 
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Fig. 5.9 An input-buffered switch with a distribution network 
 
WASPNET Switch 
The WASPNET switch has the advantage of being able to support optical packet 
priorities. It is consisted 
of two stages. Initially, 
the packets are 
forwarded to an FDL to 
resolve contention, and 
later are routed to the 
correct output port (c.f., 
Fig. 5.10). The 
wavelength converters 
to the left of the AWG, 
are responsible for the 
selection of the output. Those to the right are split into two groups. The first group is 
responsible for selecting the correct FDL for the recirculated packets. The second group 
is used to convert optical packets to the appropriate output wavelength [XUL01]. 
Fig. 5.10 The WASPNET switch 
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5.16.4 Optical Burst Switches  
A couple of switch architectures for Optical Burst Switching Networks are also 
proposed in [TUR99], [ALD03], however they are based on Optical-Electrical-Optical 
conversions, instead of remaining in the optical domain like those mentioned above. 
5.17 Summary 
An overview of the state of the art in the field of Optical Communication Networks was 
provided in this chapter. Initially a brief literature review in the performance evaluation 
of Optical Networking was presented. Optical Networking technologies such as 
SONET, DWDM, OPS, OBS and others were described along with several proposed 
protocols. These kinds of technology still face certain obstacles which usually come 
down to the lack of optical buffers. Finally, several Optical Switch architectures are 
presented originally described in [XUL01].  
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Chapter 6 
Buffer Dimensioning and Optical Burst Assembly at an Optical Burst 
Switching Edge Node 
 
Abstract 
This chapter performs an investigation into the performance impact of various burst 
assembly strategies on an OBS edge node‟s mean buffer length. Realistic traffic 
characteristics are considered based on previous analysis of an OC-192 backbone 
traffic trace. In addition the effect of burstiness in the small time scales on mean 
assembly time and burst size distribution is investigated. 
 
6.1 Introduction 
The analysis of the OC-192 Backbone Link (c.f., 3.4 CAIDA Traffic Analysis) 
[SHA08], revealed that the IP packet size distribution has changed significantly. It is 
important to know the traffic characteristics of an optical network, (optical burst size 
distribution, mean optical burst assembly time and the mean IP buffer length at the edge 
node) in order to simulate it properly. It is important to take into account self-similarity, 
IP packet size distribution, short-time scale burstiness and the optical burst assembly 
strategy. Even though, the OC-192 analysis revealed a 2
aC  (c.f., 3.6 Summary) value, it 
is important to simulate optical burst assembly for greater values, to obtain a deeper 
insight on performance measures with heavier traffic.  
6.2 IP Packet Aggregation at the Optical Edge Node 
Upon arrival at an Optical Edge Node, also called ingress node, and prior entering the 
core optical network, IP packets are assembled into much larger optical packets, bursts 
or streams in order to alleviate switching overhead in the core node inside the optical 
network. As a consequence, arriving IP packets are stored and aggregated according to 
their priority, destination and any other factors set on the network policy and protocol 
they are arriving to [ZHE03], [KLU05].  
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6.3 Self-Similar Incoming Traffic 
Many investigations have been conducted on the kind of impact of the burst assembly 
procedure with respect to inter-departure time and sizes of bursts on the traffic 
characteristics [LAE02], [YUX02a], [DEV04]]. It was shown in [GEA00], [XUE02], 
[HUG03], [YUX04] that LRD of the incoming IP Traffic [WIL02] persists after the 
burst assembly procedure. Nevertheless, a ―shaping effect‖ is applied in the form of 
self-similarity degree reduction (c.f., [IZA02], [YUX02b], [RAJ04]). 
6.4 The OBS Edge Node 
Like SONET/SDH, IP packet aggregation is required on an Optical Burst Switching 
Ingress Node into large optical bursts, so that they can be comparable with the time 
needed to process the optical burst‘s control packet and perform any switching in the 
core optical network [GEA00]. Switching overhead in the core node inside the optical 
network can be quite large, which makes large-sized optical bursts a requirement for its 
alleviation. Consequently, IP packets arriving in the OBS ingress nodes are assembled 
into optical bursts based on destination or priority [ZHE03]. Many investigations were 
conducted on the kind of impact of the procedure of burst assembly with respect to 
inter-departure time and sizes of bursts, on the traffic characteristics [LAE02], 
[YUX02a], [DEV04]. It was shown in [GEA00], [XUE02], [HUG03], [YUX04] that 
long-range dependence of the incoming IP Traffic [WIL02], persists after the burst 
assembly procedure. Nevertheless, a ―shaping effect‖ is applied in the form of self-
similarity degree reduction which was proven in [YUX02b], [IZA02], [RAJ04]. 
An ingress node model with a single buffer was proposed in [HUG06], where arriving 
IP packets are classified based on their destination egress nodes and their priority class. 
The traffic of bursts, which is produced by the assembly procedure, is multiplexed into 
their respective unbounded transmission buffers. This makes the modelling of the 
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ingress node easier to analyse. Note that a more realistic system design would be to 
have dedicated transmission buffers to each wavelength frequency (c.f., Fig. 6.1). 
However, such would require intense computational power. 
 
Assembly Control
Burst
Traffic
Transmission 
Buffers
Channels
Assembly Buffer
IP traffic
 
Fig. 6.1 An ingress node to an optical network 
 
These ingress nodes, assemble and aggregate the incoming IP packets, forming bursts 
that are labeled with a control packet (BHP) that contains information about the source 
of the burst, its destination, offset value etc. For the intents and purposes of this thesis, 
the BHP is transmitted on a separate wavelength channel than the actual optical burst. 
In [GEA00] an algorithm is proposed to keep the load on the control channel under 
control that takes into consideration the maximum size of an optical burst as well as an 
upper bound to the assembly time. This algorithm assumes a buffer for each destination, 
a maximum assembly time T and a minimum size b. Using this algorithm is proven to 
shape traffic and lower significantly the degree of self-similarity in the network‘s 
traffic. 
In [DEV04], an attempt to investigate the limiting behavior of the burst size distribution 
as the number of collected IP packets per burst increases, is performed. However, the 
assumption that in sub-second level the incoming traffic‘s interarrival times are 
exponentially distributed is taken. Based on the Poissonian assumption a comparison of 
burst aggregating strategies is performed. This assumption greatly underestimates 
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burstiness, and smooths out incoming traffic more than would happen if the IP traffic‘s 
burstiness was taken in consideration. 
Additionaly, [DEV04], ignore self-similarity, as burst assembly happens in sub-second 
time scales. The exponential distribution is chosen instead, ignoring the long-term effect 
of self-similarity traffic loads, on the exponential distribution‘s mean rate. 
6.5 Burst Assembly Strategies 
The Burst Assembly strategy presented in [GEA00] is a simple algorithm that manages 
to fulfil the minimum size requirements on optical bursts and implements an upper 
bound on the delay packets experience because of the optical burst assembly. It is also 
demonstrated that this burst assembly provides a shaping effect to the incoming traffic, 
reducing the degree of self-similarity and making it more random. Even though it is 
stated that the traffic generation method was the multiplexing of multiple ON/OFF 
sources, with Pareto distributed ON and OFF sources, which produces self-similar 
traffic, it is not specified how the actual simulation was conducted. It is well known that 
it is the traffic load that is self-similar. Nevertheless, it is required to transform the 
traffic load‘s self-similarity into packet interarrival times.   
When referring to Optical Burst Switching Networks, it is required to discuss about the 
effect of the Offset Time between the control packet and the burst transmission to the 
overall end-to-end delay. Since the offset time, is mainly the time required by all 
intermediate nodes to process the control packet and allocate the required bandwidth, 
offset times do not add to the overall end-to-end delay. In addition, due to the fact that 
bursts cut through the intermediate nodes instead of being stored and forwarded, OBS 
achieves a decrease in the end-to-end delay of the burst transmission [QIA00]. This 
requires taking into account the interarrival times of IP packets as well as the mean 
assembly time of optical bursts and packets. 
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The authors suggest that in prioritized OBS, which adds an extra offset time to the base 
time, to increase the chances of bandwidth allocation for high-priority traffic [QIA00], 
the added offset time increases the end-to-end delay, however not significantly, since 
the benefits outweigh the extra delay. When using both size and time constraints in 
burst assembly, OBS has the flexibility of transmitting a control packet while the burst 
is still being assembled [QIA00]. 
6.6 Assembly Strategy Analysis 
The analysis‘ findings of real traffic data traces (c.f., Backbone Core Network Traffic 
Characterisation) are important as they show that small time scale burstiness is 
underestimated or often ignored. These findings (i.e. interarrival times in the small time 
scale, overall self-similarity degree and IP packet size distribution) will be used to 
investigate the performance of Optical Burst Assembly at an OBS Edge Node. 
These results are taken for three distinct optical burst assembly strategies (Time 
constraint, IP Buffer Length Constraint, Combination of the two). They cover Burst 
Size Distribution, Mean IP Buffer Length and Mean Burst Assembly Time.  
6.6.1 Length Constraint Strategy (Packet Count) 
This strategy assembles Optical Bursts using a length constraint. This means that a burst 
is generated once the required count of IP Packets has been reached. 
6.6.2 Time Constraint Strategy 
This strategy assembles Optical Bursts using a time constraint. This means that a burst 
is generated and transmitted once the maximum allowed assembly time has been 
reached. 
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6.6.3 Time/Length Constraint Strategy (Packet Count) 
This strategy has two parameters, the maximum length (counted in number of IP 
Packets)and Maximum Assembly Time. An Optical Burst is created when one of this 
parameters has been reached. 
6.6.4 Length Constraint Strategy (Amount of Bytes) 
This strategy assembles Optical Bursts using a length constraint. This means that a burst 
is generated once the required amount of Bytes has been reached. 
6.6.5 Time/Length Constraint Strategy (Amount of Bytes) 
This strategy has two parameters, the maximum length (amount of Bytes) and Maximum 
Assembly Time. An Optical Burst is created when one of these parameters has been 
reached. 
6.6.6 Time Constraint Strategy (Amount of Bytes) 
This strategy assembles Optical Bursts using a time constraint. This means that a burst 
is generated once the maximum allowed assembly time has been reached. 
6.6.7 Simulation Results 
Mean IP-Buffer Length (IP Packet Count – Amount of Bytes) 
It is obvious from Fig. 6.2 that the SCV has no effect to the mean IP buffer length. This 
is expected as this assembly strategy generates Optical Bursts only when the required 
amount of IP packets or Bytes has been reached. Therefore there is no fluctuation to the 
IP Buffer Length.  
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Fig. 6.2 Mean IP Buffer Length for various values of 2
aC . The Buffer length is counted in number 
of IP packets (left - Length Strategy (Packet Count)) and amount of Bytes (right – Length Strategy 
(Bytes Amount)) 
 
 
 
Fig. 6.3 Mean IP buffer length employing the Time Constraint Strategy. Left is displayed the mean 
buffer length measured in amount of IP packets and right the mean buffer length measured in 
amount of Bytes 
 
2
aC  seems to increase the mean IP Buffer Length when using the Time Constraint 
Strategy (c.f., Fig. 6.3). This also seems to be the case for the mean IP Buffer Length 
when using the Time/Length Constraint Strategy. Unlike the Time Constraint Strategy, 
however, there is an upper limit to the IP Buffer Length (c.f., Fig. 6.4). 
 
Fig. 6.4 Mean IP buffer length employing the Time - Length Constraint Strategy. Left, the mean 
buffer length measured in amount of IP packets and right, the mean buffer length measured in 
amount of Bytes 
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Mean Burst Assembly Time 
This indicates that results of experiments using simply the Exponential Distribution for 
interarrival times, would underestimate the requirements of IP Buffer Memory. 
The 2
aC  also, decreases the mean optical burst assembly time (c.f., Fig. 6.5 and Fig. 6.7) 
when using the Length Constraint or the Time – Length Constraint strategy. On the 
contrary it seems to increase the mean assembly time when using the Time Constraint 
Strategy (c.f., Fig. 6.6). This would suggest that experiments using the Exponential 
Distribution would produce biased results in terms of optical burst assembly times. 
 
 
Fig. 6.5 Mean optical burst assembly versus different values for 2
aC  employing the IP packet count 
length constraint strategy (left) and the length constraint strategy measured in amount of Bytes 
(right) 
 
On the other hand, the results based on a GE-type distribution provide more reallistic 
estimates, which are pessimistic estimates (i.e., worst case scenario) in comparison to 
the results obtained using a family of Hyperexponential-2 (H2) distributions with the 
same mean and 2
aC  as the GE. 
 
Fig. 6.6 Mean Burst Assembly time for various values of 
2
aC  
for the Time Constraint Strategy 
 
96 
 
 
Fig. 6.7 Mean Burst Assembly Time for various values of 2
aC  for the Time - Length Constraint 
Strategy. Left, the IP packet count is considered and right, the amount of Bytes 
 
Burst Size Distribution 
Under the Length Constraint Strategy (IP Packet Count), bursts are generated once the 
required count of IP Packets has been reached. Burst sizes depend on the variability of 
the IP Packet sizes they are consisted of. There was no distribution that could adequetly 
fit the resulting burst size distribution, which is why the Probability density is shown in 
Fig. 6.8 for two sample values of 2
aC  ( 1
2 aC ) and   ( 7
2 aC ). It is shown that although 
there is a large range of Burst Sizes, most Bursts have sizes of around 7000, 17000 and 
18000 Bytes. Similarly, increased short range burstiness, represented by higher values 
of 2
aC  doesn‘t seem to affect the Burst Size distribution. This is due to the fact that 
under the Length Constraint Strategy bursts are formed based on the number of IP 
packets irrespective of whether they arrive in batches or not.  
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Fig. 6.8 Burst size distribution for 12 aC  and 7
2 aC using the Length Constraint Strategy (IP 
Packet Count). Burstiness in the small time scales did not affect Burst size distribution.  
 
 
 
Fig. 6.9 Burst Size Distribution fitting for 
12 aC  using the Time Constraint Strategy 
(IP Packet Count) 
 
 
Fig. 6.10 Burst Size Distribution for 72 aC  
using the Time Constraint Strategy (IP Packet 
Count) 
 
 
Fig. 6.11 Burst Size Distribution for 12 aC
using the Time - Length Constraint Strategy 
(IP Packet Count) 
 
 
Fig. 6.12 Burst Size Distribution for 72 aC using 
the Time - Length Constraint Strategy (IP Packet 
Count) 
 
In Fig. 6.9 and Fig. 6.10 the Burst Size distribution is presented for Bursts assembled 
using the Time Constraint Strategy (IP Packet Count). Distribution fitting with the 
Gaussian distribution 












 







2
1
2
1
)(

x
erfxF
 
was attempted with high values for 
98 
 
goodness of fit 9933.02 R . Estimations of the coefficients with 95% confidence 
bounds are estimated: 
       μ =  1.067e+004  (1.066e+004, 1.068e+004) 
       σ =  8490  (8477, 8504) 
for 12 aC  
and:  
       μ =  2.777e+004  (2.775e+004, 2.779e+004) 
       σ =  2.383e+004  (2.38e+004, 2.385e+004) 
for 72 aC . 
Similarly, the Burst Size distribution is presented for Bursts assembled using the Time 
Constraint Strategy (Amount of Bytes) in Fig. 6.16 and Fig. 6.17. Again the burst sizes 
are proven to be distributed according to the Gaussian Distribution with estimated 
coefficients:  
μ =  1.636e+004  (1.635e+004, 1.637e+004) 
 σ = 9259  (9250, 9268) 
for 12 aC  
and:  
        μ =   6.45e+004  (6.449e+004, 6.451e+004) 
 σ =  3.567e+004  (3.566e+004, 3.568e+004) 
for 72 aC . 
Therefore, it is reasonable to say with high confidence that burst sizes are distributed 
according to the Gaussian Distribution when assembled using the Time Constraint 
Strategy.  
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Fig. 6.13 Burst Size Distribution for 12 aC  
 and 72 aC using the Length Constraint Strategy 
(Amount of Bytes). Burstiness did not affect burst size distribution. 
 
 
 
 
Fig. 6.14 Burst Size Distribution for 12 aC  
using the Time - Length Constraint Strategy 
(Amount of Bytes) 
 
 
Fig. 6.15 Burst Size Distribution for 72 aC
using the Time - Length Constraint Strategy 
(Amount of Bytes) 
 
 
 
Fig. 6.16 Burst Size Distribution for 12 aC  
using the Time Constraint Strategy (Amount of 
Bytes) 
 
 
Fig. 6.17  Burst Size Distribution for 72 aC
using the Time Constraint Strategy (Amount of 
Bytes) 
 
 
Using the Time-Length Constraint Strategy (Count of IP Packets), the burst size 
distribution differs significantly for different values of 2
aC . For low values (c.f., Fig. 
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6.11) the burst size distribution could potentially be fitted with the Gaussian 
Distribution ( 9919.02 R ) with estimated coefficients:  
 μ =   7227  (7220, 7234) 
 σ =  5433  (5422, 5444) 
However, for higher values of 2
aC  distribution fitting becomes extremely difficult (c.f.,  
Fig. 6.12). Similarly for the remaining strategies, distribution fitting proves to be 
difficult, in which case the probability densities are provided instead (c.f.,  
Fig. 6.13 - Fig. 6.15). The distribution fitting attempts can be found in Appendix B 
6.7 Summary 
The analysis of the OC-192 backbone link, creates the need of investigating the effect of 
burstiness in the small time scale, on burst size distribution, mean IP buffer length at the 
edge node and mean assembly time for various optical burst assembly strategies. 
Experiments have shown that burstiness has significant impact in various forms 
depending on the assembly strategy chosen. The exponential distribution used in the 
field in the past is proven to provide biased results in contrast to using the GE 
distribution which provides more realistic estimates which are also considered as the 
worst case scenario. 
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Chapter 7 
Dynamic OBS Offset Allocation in WDM Networks 
 
Abstract 
A novel optical burst switching (OBS) allocation protocol is proposed, based on the 
offset values of adapting source-destination pairs, using preferred wavelengths specific 
to each destination node. Different traffic demands amongst the nodes of the optical 
network are taken into account and a dynamic updating of the offset is adopted based 
on the occurrence of blocked bursts and successful transmissions. Numerical evaluation 
results based on simulation are devised and favourable comparisons are carried out 
between the proposed OBS protocol and the Just Enough Time (JET) protocol, based on 
the performance metrics of mean queue length, blocking and throughput. 
 
7.1 Introduction 
Optical networks with wavelength division multiplexing (WDM) have recently received 
considerable attention by the research community, due to the increasing bandwidth 
demand, mostly driven by Internet applications such as peer-to-peer networking and 
voice over IP traffic. In this context, several routing and wavelength reservation 
schemes, applicable to present and future optical networks, have been proposed 
[AMS83], [LIS00], [YOO97], [DOL01b].  
More specifically, optical burst switching (OBS) [AMS83] and [LIS00] was proposed 
as an alternative to current schemes like SONET. The main feature of OBS is the 
separation of data burst transmission and the corresponding control information entitled 
Burst Head Packet (BHP). Each burst is preceded by its own BHP, which travels 
slightly ahead, configuring the switches and reserving a wavelength path for the 
upcoming burst. Several OBS protocols define the transmission time delay, called the 
offset, of a data burst following the BHP. A protocol such as the JET (Just Enough 
Time) [YOO97], it appears to outperform the TAG (Tell and Go)-based and JIT (Just in 
Time) protocols [YOO97], [DOL01b]. However, there is still scope for further 
exploration in the OBS realm such as burst loss reduction and quality of service (QoS) 
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provisioning. There is a requirement to develop networking protocols to efficiently use 
the raw bandwidth provided by the WDM optical networks [VER00]. 
In this chapter a novel allocation protocol entitled the dynamic offset control (DOC) 
protocol is proposed in an attempt to tackle efficiently the aforementioned performance 
and QoS issues arising in the context of OBS networks. Similar proposals, that provide 
feedback of the blocking probabilities to adapt the offset time have been proposed in the 
past, like [TAN04]. However, even though [TAN04] mention Long-Range Dependence, 
it is never actually taken into consideration during the experiments. The paper assumes, 
exponentially distributed Optical Bursts arriving into the core optical network, with 
exponential Optical Burst sizes. The interarrival time of Optical Bursts is wrongly 
assumed to be exponentially distributed, as it depends on the number of available 
wavelengths (each of which would have OC-192 traffic Load – i.e. an aggregation of 
OC-192 traffic load per wavelength for each ingress edge node), the aggregation 
strategy employed at each edge node (based on the running protocol), the IP packet 
interarrival time distribution (proven to be GE during the CAIDA analysis in short time 
scales as well as Self-Similar Long-Range dependent, c.f., 3.4 CAIDA Traffic Analysis) 
as well as IP packet size distribution. Having multiple OC-192 traffic streams (multiple 
streams of the CAIDA traces analyse) would definitely cause certain optical bursts to 
arrive into the core optical network simultaneously. This makes the Poissonian 
assumption incorrect. Even though it would be more logical to use GE (albeit with 
different parameters) to model optical burst interarrival in the short time scales than the 
exponential distribution, this chapter makes no assumptions on the bursts‘ interarrival 
times and aggregates and assembles optical bursts based on the measured IP packet 
sizes, the measured IP Packet interarrival times (revealed in c.f., 3.4 CAIDA Traffic 
Analysis) and the aggregation strategy chosen. 
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What [TAN04] accomplishes (with the assumptions it makes), is to achieve fairness in 
the blocking probability for all source-destination pairs, regardless of the amount of 
hops in the light-path. This however, is accomplished at the expense of the lightpaths 
that don‘t have many hops (i.e. it increases the blocking probability in the bursts with a 
small number of hops to achieve fairness). This is accomplished by simply increasing 
offset times for the bursts that need to travel more hops on average, thus achieving less 
blocking. This, however, would have significant impact at the edge nodes‘ buffer 
length, which is not taken into account into the paper‘s analysis. 
The proposed DOC algorithm is extremely hard to model analytically as it makes 
absolutely no assumptions on IP packet sizes, IP interarrival times (even though GE is 
used to model time slots of less than 1 second, traffic is self-similar in the simulation 
experiment). The nature of self-similarity and the proposed feedback algorithm makes it 
extremely difficult to track analytically. 
Other authors have considered to proactively drop bursts at the edge node, also based on 
blocking probability estimates [ZHA04]. However, burst arrivals are assumed to follow 
a Poisson process as well, and the blocking probability estimates are based on the 
Erlang-B formula. Even though [ZHA04] suggests that the blocking probability 
estimates need to use a different method if the arrival process is not Poisson, the paper 
does not provide nor does it investigate realistic traffic. 
A Poissonian model is frequently considered in the literature [YUX02a]. This paper 
makes the first proper attempt to get the characteristics of assembled traffic. It 
investigates several scenarios however the Poissonian assumption is again followed. No 
IP packet arrives at exactly the same time, IP packet interarrival time distribution and a 
fixed IP packet size is assumed. Even in the case where a variable IP packet size is 
considered, it assumes to be exponentially distributed instead of actually using the 
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measured IP packet size distribution (c.f., 3.4.1 IP Packet Size Distribution). Although 
this paper actually considers LRD in certain scenarios it is still affected by incorrect IP 
packet sizes and interarrival times. Realistic IP packet sizes and interarrival times are of 
vital importance when investigating characteristics of optical assembly.   
The proposed algorithm in this chapter does not rely solely on modifying offset times, 
but introduces the concept of having a preferred wavelength per source-destination pair, 
which adapts according to the network performance. Three different network scenarios 
were simulated, an arbitrary complex network, UK‘s educational backbone network 
JANET and the US NSFNET network with significant results.  
7.2 OBS Network Architecture 
An OBS network uses one-way reservation protocols, sending a control packet to 
configure the switches along a path, followed by a data burst without waiting for an 
acknowledgement for a successful connection establishment. Source nodes have an 
offset time depending on the destination node. OBS networks employ several different 
protocols for bandwidth reservation and vary in architectures.  
7.2.1 Just-Enough-Time (JET) 
For illustration purposes, a simple OBS network model with two source and two 
destination nodes is displayed in Fig. 7.1. Source nodes A and B transmit data bursts 
into the network using the OBS JET protocol with random destinations (E and F). Every 
source node transmits data bursts after an offset time since the transmission of 
the control packet (also called Burst Header Packet – BHP).  
In JET no buffering is required at the intermediate nodes, due to the fact that the bursts 
are stored in buffers at the source node, and they are transmitted after an offset time 
large enough to allow the control packet to be processed. 
JET
Offset
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Fig. 7.1 A simple OBS network architecture 
 
Another attractive feature of JET is the delayed reservation. Bandwidth is reserved only 
from the moment the burst arrives till the moment it departs the intermediate node. 
These times are specified in the control packet. In JET the control packet needs to 
include the burst length and the remaining value of the offset time . The 
control packet is timestamped with its arrival time at each intermediate node along with 
its expected transmission. In addition the control packet will carry an up-to-date value 
of  to the next node. 
In case, Fiber Delay Lines exist in the intermediate nodes, they can be entirely utilized 
for the purpose of resolving conflicts instead of waiting for the control packet to be 
processed [QIA00]. 
However, due to the high costs, it is more likely that no buffering will be available in 
the core optical network. Because of the lack of buffering burst dropping is quite 
probable. To tackle this, classifying bursts according to a priority system is suggested in 
JET
Offset
JET
Offset
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[QIA00]. This suggestion involves adding an additional offset time T‟ to the base 
 of the burst of a high-priority class. To completely isolate one priority class 
from another, the authors suggest that the high priority class‘ offset time to have a value 
of a multiple of the lower priority class‘ average burst size. Blocking (or loss) of data 
bursts occurs in node C. 
Under the JET protocol, a fixed offset time is used which is calculated in a manner that 
takes into account the processing delays of the BHP at the intermediate switches. Let 
 be the processing delay of the BHP at an intermediate switch i,  be the 
processing delay of the BHP at the destination switch and denote the time to setup 
and configure the destination switch. Clearly, the  for JET is determined by 
 
𝑂𝑓𝑓𝑠𝑒𝑡𝐽𝐸𝑇 =   𝑇𝑖
(𝑝)
𝑖
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Fig. 7.2 Offset Time Calculation 
 
Let {i} be the set of intermediate switching nodes belonging to a path from a source 
node to a destination node. The offset time calculation for the JET protocol is illustrated 
in Fig. 7.2 for a path that includes two intermediate switching nodes between the source 
and the destination of the data burst. The offset time needs to be long enough to account 
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for the processing time of the BHP at the two intermediate nodes and the destination, 
plus the setup time at the destination [XUL02].  
7.2.2 Routing and the Control Wavelength  
Let‘s assume that every optical fiber link of the network has W wavelengths. One 
wavelength is used for the transmission of BHP and control packets while the (W-1) 
remaining wavelengths are used to transmit bursts.  
The control wavelength uses Time Division Multiplexing (TDM) for every node in the 
network, including the intermediate and destination nodes, in order to avoid collisions 
by assigning a time slot to every node. A source node transmits a BHP containing 
information about the destination address, burst size and offset of the upcoming burst. 
To achieve the wavelength reservation for the upcoming burst, the BHP travels through 
the control wavelength to every intermediate node on its path until it reaches its 
destination.  
7.2.3 Adaptive Routing 
Like [AYS03], two additional thresholds are introduced called and 
that mark the Lowest and Highest permissible blocking rate on the route 
chosen by the source – destination pair (i, j). If the measured loss rate for the source – 
destination pair is higher than  then the preferred route will need to change. 
The lowest margin, is used to inform source nodes, of under-utilized links so that they 
can be considered in case a change needs to be made.  
7.2.4 Incoming Traffic Characteristics 
For each Optical Network Topology considered, all edge nodes act as both ingress and 
egress nodes. This means that all nodes situated at the edge of the optical network, both 
transmit and receive optical bursts. Each node is considered to have 4 incoming and 4 
sdOffset
MIN
sdOffset
MAX
sdOffset
MAX
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output ports. Each port-pair is transmitting and receiving on a separate wavelength. 
Each fiber in the optical network is considered to have 4 wavelengths. 
After the analysis of the CAIDA traffic (c.f., 3.4 CAIDA Traffic Analysis), no 
assumptions are made during the simulation experiments regarding optical burst 
interarrival times. For each ingress edge node, OC-192 traffic is assumed for each 
wavelength. Self-similar traffic load for each wavelength is generated based on the 
traffic measurements, and converted into interarrival times as described in (4.6 
Conversion to Interarrival Times). The IP packets arriving, are assembled into optical 
bursts according to destination, and are stored in electronic buffers (each buffer 
associated with a specific destination node) prior to their conversion into the optical 
domain. The optical burst assembly strategy chosen is using both a time limit as well as 
a burst length limit. After the optical bursts are assembled they are transmitted into the 
core optical network according to the specific OBS protocol. 
7.3 The Dynamic Offset Control (DOC) Allocation Protocol 
Like JET, the Dynamic Offset Control (DOC) Allocation Protocol, possesses the 
qualities that made JET so attractive. DOC requires no buffering at the intermediate 
nodes and it has the delayed reservation feature. However, due to its control packet 
mechanism, no additional information needs to be embedded in the control packet at 
each node on the path.  
Each source node transmits a BHP containing information about the destination address, 
burst size and offset of the upcoming burst. The initial offset at every source node is 
calculated in the same manner as in the JET protocol [YOO97], [DOL01a]. When a 
burst arrives at its destination or when a collision is detected at some intermediate node, 
the destination or intermediate node will, respectively, transmit a control packet in their 
own time slot to the source node with information regarding the arriving or blocked 
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burst. This information includes the burst‘s destination, offset time and size. In this 
fashion, the source node calculates progressively a blocking percentage for every source 
- destination pair. 
7.3.1 Problem Statement 
 
Fig. 7.3 The initial phase of the DOC protocol 
 
Protocol Formulation 
Notation 
Given: 
 
The Blocking Tolerance for the source – destination pair (s, d) 
OffsetStep  This value is used to increment or decrement the Offset Value for 
each Source – Destination Pair  up to its value or 
down to  value. 
Hurst  Self-Similarity Degree 
TopologyInfo Topology information which includes: actual topology, number of 
wavelengths and routing.  
 
Variables: 
 
Blocking Percentage for the source – destination pair (s, d) 
 
The Current Offset value for the source – destination pair (s, d) 
 
The default/initial Offset value for the routing path of the source – 
destination pair (s, d). The initial Offset value is a value between the 
Minimum Offset value and the Maximum Offset value for DOC. In 
the JET protocol, the initial Offset value is also the minimum. 
 
The Minimum Offset value for the routing path of the source – 
destination pair (s, d). The minimum Offset value is the minimum 
time required for all intermediate nodes to process the BHP packets. 
 
The Maximum Offset value for the routing path of the source – 
destination pair (s, d). The maximum is calculated based on the QoS 
requirements of the applications running on the network. 
sdLimPer
sdOffset sdOffsetMAX
sdOffset
MIN
sdBPer
sdOffset
sdOffset
INIT
sdOffset
MIN
sdOffset
MAX
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sdPWave  Describes the preferred wavelength to use to transmit bursts from the 
Source node s to the Destination Node d. This value is adapted 
according to each source – destination pair‘s traffic parameters by the 
DOC protocol. 
 
Objectives: 
 Achieve Higher Throughput 
 Lower Mean Queue Lengths at Source Nodes 
 Higher Utilisation  
7.3.2 Outline of the Algorithm 
A summary relating to the operational aspects of the DOC protocol is presented in a 
stepwise fashion below. 
 
Fig. 7.4 DOC algorithm flowchart 
 
Begin 
Input Data: TopologyInfo, 
sd
LimPer , OffsetStep , Hurst 
Step 1: Calculate initial offset 
sdOffset
INIT , Minimum Offset 
sdOffset
MIN  and Maximum 
Offset 
sdOffset
MAX  at each source node for each destination node as in JET protocol; for 
each node i, i = 1, 2, ... , N. Use the first available wavelength to transmit bursts 
through. 
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Step 1.1: Generate Self-Similar Traffic Load and employ the GE distribution to 
model the interarrival times of data bursts per time slot; 
Step 1.2: Define at each source node initial offset values for each destination 
node; 
Step 1.3: Bursts are transmitted through the preferred wavelengths 
sdPWave
unless they are busy transmitting, in which case the next available one is chosen. 
Step 2: If a data burst arrives successfully at a destination node, then a control packet is 
sent to the source node to update sdBPer ; 
Step 2.1: If sdsd LimPerBPer    
Step 2.1.1: If
sdOffsetsd
MINOffset  , then OffsetStepOffsetOffset sdsd  ; 
otherwise 
sdOffsetsd
MINOffset   
 Step 2.2: else if sdsd LimPerBPer   
  Step 2.2.1: 
sdOffsetsd
INITOffset   
 Step 2.3: else if sdsd LimPerBPer   
Step 2.3.1: If
sdOffsetsd
MAXOffset  , then OffsetStepOffsetOffset sdsd    
otherwise 
Step 2.3.2: 
sdOffsetsd
INITOffset  and set a new preferred wavelength 
sdPWave  
Step 3: If a data burst is blocked at an intermediate node, then a control packet is sent to 
the source node to update sdBPer ; 
 Step 3.1: If sdsd LimPerBPer   
Step 3.1.1: If
sdOffsetsd
MINOffset  , then OffsetStepOffsetOffset sdsd  ; 
otherwise 
sdOffsetsd
MINOffset   
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Step 3.2: else if 
sdsd LimPerBPer   
  Step 3.2.1: 
sdOffsetsd
INITOffset   
Step 3.3: else if 
sdsd LimPerBPer   
Step 3.3.1: If
sdOffsetsd
MAXOffset  , then OffsetStepOffsetOffset sdsd    
otherwise 
Step 3.3.2: 
sdOffsetsd
INITOffset  and set a new preferred wavelength 
sdPWave  
End. 
7.3.3 DOC Algorithm Description 
The key idea of the proposed DOC protocol is to keep the loss rate between the source-
destination pair to the minimum. Optical bursts are assembled and transmitted into the 
core optical network. Should a burst arrive at the destination node, or if a blocked data 
burst at an intermediate node occurs, a control packet will provide new data for the 
source node to calculate the new sdBPer . If the blocking percentage drops under sdLimPer  
in case of a successfully transmitted data burst, it will start decreasing sdOffset  by 
OffsetStep  unless the offset is less than the 
sdOffset
MIN value for the source – destination 
pair. However, if the blocking percentage exceeds sdLimPer  in case of a blocked data 
burst, then the node sets the pair‘s offset value to the initial offset value and increases it 
progressively by OffsetStep  until sdBPer drops again under sdLimPer  or the offset reaches 
sdOffset
MAX . Thus, sdOffset  may be defined by 
 ,
,
sd sd
sd sd
Offset sd Offset sd sd
sd
Offset sd Offset sd sd
INIT Offset MAX if BPer LimPer
Offset
MIN Offset INIT if BPer LimPer
  
 
  
 
(64)  
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The ―delay time to reaction‖ is a well-known problem which accompanies any 
feedback-based algorithm. To tackle this, source nodes in DOC adjust their Offset 
values and Preferred Wavelengths based on percentage values of the performance 
metrics in question and thresholds that are specified as input to the algorithm. These 
percentage values, change according to feedback received and when these values cross 
certain thresholds the algorithm adjusts the offset values and preferred wavelengths. 
This ―slow‖ adaptation prevents sudden reactions to delayed feedback where the 
situation has changed by the time the feedback is received. 
Although increasing the offset between the BHP packet and the burst helps towards 
lowering blocking, it may prove that it is not sufficient to decrease blocking between the 
two nodes. To this end, the source is required to choose an alternate route, which is 
implemented by introducing the concept of Preferred Wavelength.  
7.3.4 Preferred Wavelength 
The network transmits each burst on the first available wavelength through its 
corresponding output port, however, in DOC the concept of Preferred Wavelength is 
introduced. Each Source node maintains a preferred wavelength for each destination 
node. The source node will first attempt to transmit the burst through the specified 
preferred wavelength. If the preferred wavelength is occupied (because of a 
transmission of another burst), the first available is chosen instead in a cyclic round-
robin fashion.  
Initially, the source nodes choose the first wavelength as the preferred for each 
destination node. If changing the offset is not enough to keep the Burst Loss percentage 
sdLimPer to a low value, then a new preferred wavelength sdPWave  
is chosen for this 
destination node. The whole purpose of choosing a preferred wavelength is for the 
various Source-Destination pairs to reach a state of balance that minimizes collisions. 
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7.4 The Simulation 
A event-driven simulator in CUDA (using an NVIDIA 8800 GTX), MATLAB and C# 
.NET was developed for the quantitative analysis of three types of optical network 
topologies, an arbitrary topology, JANET and NSFNET with source nodes transmitting 
towards all others having four wavelengths each and no wavelength conversion 
capabilities. The simulator uses a non approximation methodology which takes into 
account the actual self-similar traffic characteristics of an optical network, and the 
traffic is load was extremely high to demonstrate the effectiveness of the newly 
proposed DOC protocol. The link lengths vary and are specified in each topology 
description. The IP packet traffic load is self-similar and generated for each wavelength 
of each source node. The IP packet interarrival times are distributed according to the GE 
distribution, with mean and squared coefficient of variation calculated on a time-slot 
basis. The Optical Burst Assembly Strategy employed is the Time - Length Constraint 
strategy with the size of the SONET OC-192 frame. Taking advantage of the GPU‘s 
processing power [NVI07] facilitated simulation of the scenarios in high detail and 
speed. 
The simulator generates bursts randomly for the entire duration of the simulation run 
with random destinations and keeps a matrix with the size, the destination and the 
arrival and departure times of every burst on every node of its path. The times are being 
compared for collision detection and measurements are being taken. During the 
simulation, the blocking percentage of every pair, the throughput and the buffer length 
at the source nodes are calculated. 
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7.5 Experimental Results 
7.5.1 Network Topology Scenarios 
Various topologies were used to perform a comparison between the JET and the DOC 
protocol. An arbitrary topology (tested in two modes, a simple mode with three source 
nodes and three destination nodes and a bidirectional mode with all edge nodes being 
source and destination nodes), JANET the UK Education Backbone network and the 
US‘ NSFNET network. 
Arbitrary Topology 
In the arbitrary topology three source nodes were initially considered (shown in Fig. 7.5 
as A, B and C). Each source node had a choice of three destination nodes (shown in Fig. 
7.5 as K, L and M).  
Bidirectional Topology 
The topology shown in Fig. 7.5 was used as the bidirectional topology. In this scenario, 
all edge nodes (A, B, C, K, L and M) were considered as both ingress and egress nodes. 
Each node could transmit bursts towards all other edge nodes. 
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Fig. 7.5 Arbitrary topology used for simulation purposes. This topology was also used in a 
bidirectional mode. 
NSFNET Network Topology  
The NSFNET Topology was also used as a network scenario (c.f. Fig. 7.6). All nodes in 
the network were considered as both ingress and egress nodes.  
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Fig. 7.6 The NSFNET T1 Network Topology 
 
Super JANET 4 Topology 
Similarly to NSFNET, the JANET scenario (c.f., Fig. 7.7) used all nodes as both ingress 
and egress nodes.  
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Fig. 7.7 The UK's Educational Network Super JANET 4 
7.5.2 Overall Blocking and Throughput 
The mean Overall Blocking and Overall Throughput for all Topologies are shown in 
Fig. 7.8 and Fig. 7.9. It is obvious that for every topology scenario considered, the DOC 
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protocol performed considerably better than the JET protocol. In Fig. 7.8 and Fig. 7.9 
the average blocking and average throughput over the entire network are shown. 
 
Fig. 7.8 Overall blocking probability 
comparison between JET and DOC for various 
network topologies 
 
Fig. 7.9 Overall throughput probability 
comparison between JET and DOC for various 
network topologies 
 
7.5.3 Port (Wavelength Utilisation) 
Each source node transmits a burst towards its destination over a specific wavelength 
through an output port. The source ingress nodes, each have 4 ports that transmit the 
bursts. Under the JET protocol, they transmit simply through the first available port. 
Certain wavelengths are over-utlised in comparison to the remaining ones and as a 
consequence there is a higher probability of collision, since a great number of bursts are 
traversing the same wavelengths.  
The newly proposed DOC protocol, achieves fairness in terms of port utilisation by 
using various Preferred Wavelengths for each destination node. It is shown that on 
average most wavelengths will be better utilised under the DOC protocol in all the 
topologies investigated.  
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Fig. 7.10 Simple Topology Wavelength 
Utilisation for source node B 
 
Fig. 7.11 Bidirectional Topology Wavelength 
Utilisation for source node B 
 
Fig. 7.12  NSFNET Topology Wavelength 
Utilisation for the ‘Ann Arbor’ source node 
 
 
Fig. 7.13 JANET Topology Wavelength 
Utilisation for the ‘Leeds’ source node 
 
7.5.4 Mean Queue Length 
Measurements were taken for each network topology scenario on the mean buffer length 
of each source node (measured in IP packet counts) under both protocols investigated in 
order to investigate the effect of the variable Offset values to the edge node buffers. It is 
obvious by the results that under DOC, the mean buffer lengths were not significantly 
affected by the Offset value variability in comparison to JET. The blocking probability 
decrease achieved by DOC and the option of using preferred wavelengths for 
transmission, allows the Offset values to remain at their minimum for the greatest part 
of the simulation duration.  
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Fig. 7.14 Mean Queue Length for source nodes 
in Simple Topology network 
 
Fig. 7.15 Mean Queue Length for source nodes 
in Bidirectional Topology network 
 
Fig. 7.16 Mean Queue Length for source nodes 
in NSFNET Topology network 
 
Fig. 7.17 Mean Queue Length for source nodes 
in JANET Topology network 
7.5.5 Blocking Probability 
Apart from the overall blocking, blocking measurements were taken on a Source – 
Destination pair basis. It is obvious that in most pairs, DOC decreased the blocking 
probability significantly since under DOC, source destination pairs adjust Offset values 
and preferred wavelengths based on performance metrics and feedback from the 
network. 
 
Fig. 7.18 Source - Destination Pair Blocking Probability in Simple Topology Scenario 
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Fig. 7.19 Source-Destination Pair Blocking 
Probability Comparison in Bidirectional topology 
scenario between the JET and DOC protocol 
 
Fig. 7.20 Source-Destination Pair Blocking 
Probability Comparison in NSFNET 
topology scenario for the source node at 
'Boulder' between the JET and DOC 
protocol 
 
Fig. 7.21 Source-Destination Pair Blocking 
Probability Comparison in JANET topology 
scenario for the source node at 'Edinburgh' 
between the JET and DOC protocol 
 
7.5.6 Throughput Probability 
Similarly, throughput measurements on a source-destination pair basis were calculated. 
All the network topologies achieved much higher throughput when running under the 
proposed DOC protocol.  
 
Fig. 7.22 Source - Destination Pair Throughput Probability in Simple Topology Scenario 
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Fig. 7.23 Source-Destination Pair Throughput 
Probability Comparison in NSFNET topology 
scenario for the source node at 'Boulder' between 
the JET and DOC protocol 
 
Fig. 7.24 Source-Destination Pair Throughput 
Probability Comparison in NSFNET topology 
scenario for the source node at 'Boulder' 
between the JET and DOC protocol 
 
Fig. 7.25 Source-Destination Pair Throughput 
Probability Comparison in JANET topology 
scenario for the source node at 'Edinburgh' 
between the JET and DOC protocol 
 
 
7.6 Summary  
The performance of the proposed dynamic offset control (DOC) allocation protocol for 
high performance OBS networks without wavelength converters is investigated. 
Different traffic demands amongst the nodes of the optical network are taken into 
account and a dynamic updating of the offset is adopted based on the occurrence of 
blocked bursts and successful transmissions. Preferred Wavelengths are also chosen on 
a source – destination basis. Quantitative evaluation results based on simulation are 
devised focusing on the performance metrics of mean queue length, blocking and 
throughput. Self-similar traffic was generated for each wavelength of each source node 
in every network topology employed. Moreover, GE interarrival times for IP packets 
with mean arrival rate and squared coefficient of variation calculated every time slot.  
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It was observed from the many measurements taken that overall blocking probability as 
well as blocking probability for each source – destination pair, is greatly decreased 
when using the proposed DOC protocol in comparison to JET. In addition, DOC 
achieves fairness in terms of wavelength utilisation. Moreover, it is experimentally 
shown that the DOC protocol, based on a dynamic control of the offset and preferred 
wavelength, does not increase buffer length requirements in each source node in 
comparison to the JET protocol.   
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Chapter 8 
Simulation Methodology 
 
Abstract 
The results of Optical Edge node simulations, employing the Graphics Processing Unit 
(GPU) on a commercial NVidia GeForce 8800 GTX, which was initially designed for 
gaming computers, are being presented. Parallel generators of Optical Bursts are 
implemented and simulated in “Compute Unified Device Architecture” (CUDA) and 
compared with simulations run on general-purpose CPUs. It is found that the GPU is a 
cost-effective platform which can significantly speed-up calculations in order to make 
simulations of more complex and demanding networks easier to develop. 
 
8.1 Introduction 
Optical Networks and especially OBS networks are extremely difficult to investigate 
analytically, due to their adaptive nature and the feedback requirements. Therefore 
simulations become the methods of choice in the research community [KLU05]. 
8.2 Simulating Optical Networks with Self-Similar Traffic 
8.2.1 Traditional Simulation Problems 
Due to self-similarity‘s high complexity and the associated analytical difficulty, 
simulation became the most favourable tool to evaluate the performance of networks. 
Consequently, many self-similar trace generators were invented towards the creation of 
synthetic traces of network traffic such as On/Off Sources and M/G/∞ (c.f., Section III).  
The inherent complexity of optical networks is an additional obstacle to the speed and 
duration of the simulations. Due to WDM / DWDM, current optical fiber speeds in 
WANs exceed several Tbps, when each wavelength‘s speed is 10 – 40 Gbps. A 
simulation would practically need millions of simulated optical bursts and for each 
optical burst a large number of IP Packets. Therefore, a Uniform Random Number 
Generator with an extended period is necessary. One such huge-period generator was 
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proposed in [MAT98], called Mersenne Twister (MT), which has a massive prime 
period of 1219937 . 
However, the computational requirements remain extremely taxing when running an 
optical network simulation that is fed by self-similar LRD traffic flows on an average 
home computer. Thus, supercomputers and other parallel systems are usually chosen for 
these types of simulations that potentially have very high costs and are not always 
readily available. 
8.2.2 Simulating an Optical Network Edge node on a parallel system 
When simulating optical circuit switching lightpath session arrivals, the task translates 
into generating session inter-arrival times. When the inter-arrival distribution is known 
or selected, this can be a relatively easy problem. Due to WDM, however, there is a 
large number of wavelengths that act as generators of lightpath session arrivals. Each 
wavelength could be modelled as an i.i.d. lightpath generator. It would therefore be 
beneficial if all of these generators could be simultaneously simulated (c.f.,Fig. 8.1).  
 
Burst
Traffic
Transmission Buffers
Channels
Optical Burst
 Transmission
Optical Fiber
 
Fig. 8.1 An ingress node that transmits optical bursts into the core optical network, multiplexed 
from several wavelengths 
 
When dealing with LRD and self similarity, it is shown in [LEL94], [HUG06] that after 
aggregating IP packets into optical bursts, the degree of self-similarity decreases 
slightly due to the shaping of the incoming traffic. Nevertheless, LRD properties persist 
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with different Hurst parameter and/or mean. Each wavelength transmission buffer 
would have its own traffic load with similar LRD characteristics to the incoming IP 
traffic at the node. Moreover, optical packets and bursts are transmitted into the optical 
network core, according to their routing, destination and priority (c.f., Fig. 8.1). Until 
now, many models used only one transmission buffer containing all optical packets and 
bursts as this would make writing a simulation easier, especially since for many years, 
simulations run on single core processor machines (c.f., [HUG06]). When incorporating 
several transmission buffers, however, it is possible for the simulation of each 
wavelength to decompose the overall transmission of the node into several smaller 
transmission generators, provided enough processors or system cores exist to simulate 
each wavelength concurrently and separately (c.f., Fig. 8.2).  
Let the aggregate incoming traffic from various access networks (internet, LANs etc.) 
arrive at the optical edge node with an initial Hurst parameter H. After the traffic 
shaping is conducted at the edge node, the optical bursts leaving the node would also 
have self-similar properties with a Hurst Parameter H‟, H > H‟ (c.f., [HUG03], 
[HUG06]). Similarly, each transmission rate for each channel would have self-similar 
properties and samples could be generated concurrently for each one, assuming the 
exact parameter values have been estimated (c.f., Fig. 8.2). Each generator could run on 
a different processor, thus speeding up the simulation significantly limited only by the 
number of processors available.  
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Fig. 8.2 Ingress node that transmits optical bursts into the core optical network, multiplexing 
several wavelengths (decomposed) 
 
8.3 Generation of Synthetic Self-Similar Traces 
Due to self-similarity‘s high complexity, and the difficulty of tracking it analytically, 
simulation became the most favoured tool to evaluate the performance. Because of this, 
several attempts were made to create efficient self-similar trace generation methods, that 
speed up simulation runs. Although there is a large number of methods for generating 
exact fBm traces, there is still a need for methods that generate good quality 
approximate samples, as usually the generation of long exact samples are too costly in 
processing resources.  
8.3.1 ON-OFF Method 
This method, which is also called aggregation method, generates an asymptotical self-
similar process. Although this method is really demanding in computation resources, as 
it requires a high number of aggregated ON-OFF sources for high degrees of self-
similarity, it can be efficiently implemented on a system with parallel capabilities, due 
to the high number of independent processes.  
8.3.2 Fractional Brownian Motion 
Due to the fact that a lot of traffic samples from a diverse number of networks, can be 
described by a fractional Brownian motion and its incremental process fractional 
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Gaussian noise, it is not surprising that a large number of generation methods was 
developed. They can be categorized in Exact and approximate generation methods. 
These methods include: The Hosking method, the Cholesky method, the Davies and 
Harte, the Circulant matrix embedding method, Lowen‟s circulant method, Direct 
Spectral method, Discretization of the integral in time or spectral domain, Pseudo-
Markovian representation of the process, Aggregation of renewal processes, 
Aggregation of autoregressive processes, Truncated moving average expansion, 
Expansion in a wavelet basis, Random midpoint displacement method. This list is not 
exhaustive, it shows only the major methods of generation of LRD fBm processes 
[DIE04], [BAR02]. 
8.3.3 Norros Method 
By using an fBm process Z(t), an exactly self-similar process can be created by using the 
following  [NOR04] 
 𝐴 𝑡 = 𝑚𝑡 +  𝑎𝑚𝑍(𝑡) (63)  
For −∞ < 𝑡 < ∞. The process A(t) represents the cumulative arrival process, i.e. the 
total amount of traffic arriving until time t. Z(t) is a normalized fBm process with 
parameter H (0.5 < H < 1.0), m is the mean rate, and a is the peakedness (i.e. variance to 
mean ratio, over a unit time interval). 
This method is very popular in spite of the drawback related to the need to generate a 
fBm process. 
8.3.4 M/G/∞ Queue Method 
Assume an M/G/∞ queue with Poisson arrival processes and heavy-tailed service times 
(with infinite variance). Then the process representing the number of busy servers in the 
system is asymptotically self-similar [WIL02]. 
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This method, also known as the infinite source Poisson model, is not easily 
implemented on a parallel machine. In addition, high self-similarity degrees require 
large simulation duration. 
8.3.5 Random Midpoint Displacement (RDM) Method 
The Random Midpoint Displacement (RMD) method is an efficient way for generating 
fBm traces, since its exact generation is impractical due to the large Processing demands 
[LAW95]. According to this method, a self-similar process can be synthesized by 
recursively subdividing an interval (over which a fBm trace is generated) and generating 
the values of the fBm process at the midpoints from the values at the endpoints. At each 
division, a zero-mean Gaussian displacement is used to determine the value of the 
sample path at the midpoint of the interval. Self-similarity comes out by appropriate 
scaling of the variance of the displacement. 
The method is very popular, mainly because it is fast and also because it can be used to 
interpolate a self-similar path between observations made on a larger time scale. This is 
very advantageous for instance in traffic measurements, where relevant traffic 
parameters can be estimated from coarser measurement samples. 
The main drawback of the RMD method is that it only generates an approximate self-
similar process. Particularly, the actual H parameter of the sample paths tends to be 
larger than the target value for 0.5 < H < 0.75 and smaller than the target value for 0.75 
< H < 1.0. 
8.3.6 Wavelet-based Method 
This method is based on the so-called Multi-Resolution Analysis (MRA), which 
consists of splitting a sequence into a (low-pass) approximation and (high-pass) details 
[FLA92]. After, calculating the wavelet coefficients that correspond to a wavelet 
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transform of fBm, they are used with an inverse wavelet transformation to produce fBm 
traces. 
Since the coefficients are not correlated, this method is approximate. However in 
[ABR98] a way to tackle this drawback is proposed. 
8.3.7 FARIMA Method 
An asymptotically self-similar process can be generated by using sample paths from a 
FARIMA process [GAR94]. The main drawback of this method is that it is slow. 
8.3.8 Fast Fourier Transform (FFT) Method 
The Fast Fourier Transform method relies on generating complex numbers 
corresponding to the power spectrum of a fractional Gaussian Noise process. By 
applying the inverse Discrete Time Fourier Transform on the complex numbers the 
time-domain counterpart of this power spectrum is produced. This sequence has the 
autocorrelation properties of a fGn process. 
 The DTFT and its inverse can be easily computed using the FFT algorithm. The main 
advantage of this method is that it is fast. 
8.4 Generating Traffic for OBS 
There are two main approaches in generating traffic for Optical Burst Switching 
networks. The first approach involves generating IP packets according to one of the 
methods mentioned above, that are in turn fed into a burst-assembler algorithm to 
generate the bursts. This method provides more information about the individual IP 
packets that consist the burst, but is extremely time-consuming. The second approach is 
generating optical bursts, which is considerably faster, however provides no information 
about the IP packets the burst is consisted of [KLU05]. 
In [KLU05], an envelope burst generator is proposed. This generator is using the 
ON/OFF method, however it doesn‘t generate IP packets. Instead it uses the state of 
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each ON/OFF source, to calculate when the next burst is going to be generated and what 
its size will be. 
8.5 Simulating on a GPU 
Modern CPUs have multiple cores, which means in essence that more than one 
processor exists within the same chipset. Today, CPUs with four cores have increased 
performance by allowing more processes to be handled simultaneously. However, even 
if the first steps towards multiple processors in one chipset have been made, it is hardly 
enough. 
Alternatively, graphics cards created by NVidia [HUG03] may be employed for the 
simulations to run on, instead of the actual CPU of the system. These Graphics 
Processing Units (GPUs) have proven to be a good cost-effective solution to the lack of 
processing power problem. 
8.5.1 Differences between CPU and GPU 
In the past five years, a lot of progress has been made in the field of graphics 
processing, giving birth to graphics cards that have a large amount of processors as well 
as memory sufficient to allow their use to other fields than simply processing and 
depicting graphics. The processing power (c.f., floating–point operations per second) 
superiority of modern graphics cards (GPUs) to that of the CPU with NVidia‘s GeForce 
8800 GTX reaches almost 340 GFlops whilst newer models like the GeForce GTX 280,  
can reach almost 900 GFlops(c.f., [NVI07]). Nevertheless, even if the GPU appears to 
have significantly more power than the conventional CPU, it is worth noting that the 
CPU is capable of handling different kinds of processes quickly, while the GPU is only 
capable of processing a specific task very fast. This latter task needs to be in the form of 
a problem composed of independent elements, due to the large parallelization of GPUs 
(c.f., [NVI07]). 
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Note that the GeForce 8800 GTX is equipped with 128 scalar processors divided into 16 
groups – called multiprocessors – of 8. The calculation power of such GPU was shown 
in [TRI07] to be clearly superior to the CPU. However, the difference is not that large 
unless this power is efficiently utilized. 
8.5.2 GPU Architecture 
Via the CUDA framework, the GPU is exposed as a parallel data streaming processor, 
which consists of several processing units. CUDA applications have two segments. One 
segment is called ―kernel‖ and is executed on the GPU. The other segment is executed 
on the host CPU and controls the execution of kernels and transfer of data between the 
CPU and GPU [NVI07].  
Several threads that run on the GPU run a kernel. These threads belong to a group called 
block. Threads within the same block may communicate with each other using shared 
memory and may not communicate with threads of another block. There is a 
hierarchical memory structure, where each memory level has different size, restrictions 
and speed [NVI07].  
A disadvantage of the GPU was that it adopted a 32-bit IEEE floating-point numbers, 
which is well lower than the one supported by a general-purpose CPU. However, the 
recently released NVIDIA 280 series supports double precision floating point numbers.  
8.6 Quantitative Results 
Simulating a decomposed optical edge (c.f., Fig. 8.2) node would require separate self-
similar generators for each transmission rate. This transforms optical burst generation 
into a problem that can be parallelized into multiple processor cores. However, running 
each of these self-similar generators on a single CPU, would introduce a significant 
overhead as the self-similar generators can be extremely time-consuming. Assuming the 
133 
 
time required for these generators can be minimized, this would greatly increase the 
efficiency of optical packet/burst generation simulations.  
The aims of the experiments, are to observe whether the use of a GPU for traffic 
generators can improve their efficiency and minimize their time requirements. Three 
types of generators were chosen, a generator based on the GE distribution for lightpath 
session arrivals, an LRD generator based on the M/G/∞ delay system and an LRD 
generator based on On/Off sources. The length of the generated samples was limited 
specifically to reveal potential bottlenecks when running these generators on the GPU 
versus the CPU. 
Simulations of a decomposed optical edge (c.f., Fig. 8.2) node were conducted on an 
NVidia 8800 GTX. For this investigation many different scenarios were considered, in 
order to provide a deeper insight on the GPU‘s capabilities on various test cases. 
Lightpath session arrivals were generated based on the GE-type distribution, so that 
batches of sessions are taken into consideration. A total of 24,002,560 lightpath sessions 
were created, initially on one block on the GPU and on three types of general purpose 
CPUs, single, dual and quad core (c.f., Fig. 8.3). Initially, measurements were taken by 
increasing the number of threads that simultaneously ran on the same block. 
The results showed that by using only one block (i.e., one multiprocessor) on the GPU, 
the overall simulation duration was significantly longer when the thread number was 
lower than 8. As the threads were increasing, the performance improvement was 
significant, surpassing even a Quad core CPU.  
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Fig. 8.3 Simulation duration in milliseconds, of GPU and CPU simulations vs. number of 
simultaneous threads per block 
 
The same experiment was conducted, while increasing the number of blocks processing 
the kernel at the same time. This essentially increased the parallelization of the 
generator, increasing dramatically the performance. To this end, a parallel version of 
Mersenne Twister was employed to allow for simultaneous random number generators 
on each of the 190 wavelengths [FEL00].  
 
 
Fig. 8.4 Performance comparisons between the GPU and different types of CPUs. Graph shows 
duration in milliseconds versus number of blocks 
 
As the number of blocks is increasing, significant performance improvement is 
observed, as more blocks use more multiprocessors (c.f., Fig. 8.4). Note that a total of 
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16 blocks are required for all multiprocessors of the NVidia 8800 GTX to be used and 
up to 32 to be properly utilized for maximum performance. 
However, as mentioned in Section III and IV, the Poisson arrival process and the 
compound Poisson arrival process are not suitable to simulate network traffic for an 
OBS Network. Therefore, self-similarity generators need to be implemented since most 
are computational intensive. The M/G/∞ generator was chosen specifically because it is 
not easily implemented on a parallel system, to allow increased complexity of 
calculations for each wavelength. 
To this end, an optical edge node is being simulated having 190 wavelengths. Each 
wavelength produces streams of optical bursts, with a traffic load that exhibits self-
similar properties. For demonstration purposes the generated samples per wavelength 
were limited to 302084, for a total of 58000128 bursts for the entire node. For each 
wavelength a series of self-similar traces is generated based on simulating individual 
M/G/∞ delay systems. The results shown in (c.f., Fig. 8.5) indicate that the GPU 
performs even better when the complexity of the problem is high in comparison to the 
CPU, provided it has been parallelized enough to efficiently utilize the GPU‘s 
resources. This observation was also validated in [TRI07].  
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Fig. 8.5 Performance comparisons between the GPU and different types of CPUs. Graph shows 
duration in Milliseconds versus number of blocks. Number of blocks start with 1 block using 16 
Threads and continues increasing the blocks employing 128 threads per block 
 
An experiment with On/Off Sources was also conducted. This method is inherently easy 
to implement on a parallel system. It involves generating traffic from each wavelength 
of the fiber independently on a parallel system and then aggregating them into a 
multiplexed stream. Aggregation, however, needs to run on a single core since it 
requires access to all generated traffic streams. Essentially this creates a bottleneck, 
which limits the overall performance of the GPU. To illustrate this, the amount of traffic 
for each wavelength was limited. As shown in Fig. 8.6 by increasing the number of 
threads per block and by using only one block, the GPU eventually surpasses the quad 
core CPU once the number of threads exceeds 128. Nevertheless, the performance 
difference is not that great. This is due to the aggregation overhead.  
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Fig. 8.6 Performance Comparisons between the GPU and different types of CPUs. Graph shows 
duration in Milliseconds versus number of threads per block 
 
Furthermore, it is shown in Fig. 8.7 that by increasing the number of blocks,  no real 
difference in performance, is observed since the number of samples is too small whereas 
the aggregation overhead too great. 
 
 
Fig. 8.7 Performance of GPU while increasing blocks, for a small amount of traffic traces 
 
Increasing the number of samples would actually increase the performance difference 
between the CPU and the GPU, while at the same time diminishing the aggregation‘s 
overhead effect. This leads to the conclusion that without proper parallelization, the 
GPU remains significantly underutilized, thus making the general-purpose CPU the 
main choice for processes that were programmed without considering a parallel system. 
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8.7 Summary 
The method of decomposition of an optical node and the simulation of the various 
segments in parallel are presented. These simulations run on an NVidia 8800 GTX 
graphics card acting as a parallel system. Results showed a GPU can provide 
significantly faster results in comparison to the CPU, provided the optical node 
simulation is decomposed properly and the simulation is designed for a parallel system. 
This allows independent systems based on different wavelengths to be simulated 
simultaneously. However, it is required that simulation designers develop their 
simulations efficiently; otherwise worse performance may be experienced. Simulations, 
need to have high complexity and duration in order to justify the use of a GPU. In the 
future, more and more processing cores are expected to appear and the research 
community needs to create cost-effective algorithms that take advantage of their 
potential. 
In the meantime, a hybrid simulation approach is advised, to allow multithreaded 
segments to be calculated on the GPU and single core bottlenecks on the CPU, in order 
to achieve maximum performance from the current technology.    
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Chapter 9 
Conclusions and Future Work 
 
9.1 Conclusions 
Over the recent years, considerable attention has been devoted in the literature to the 
performance analysis of optical networks with ever increasing volumes of traffic flows. 
Out-of-date traffic characteristics based on measurements taken on old backbone 
network links (OC-48 etc.) and the Poissonian assumption is often still used in the 
research community usually providing biased results. 
Traffic Characterisation was conducted on traces taken by CAIDA of an OC-192 
Backbone Core Network [SHA08]. Results have shown that even in the small time 
scales (sub-second duration) some burstiness still persists. It is shown that this could be 
better modelled by the Generalised Exponential Distribution as it maintains the 
analytical tractability of the Exponential Distribution but does not underestimate 
burstiness, thus providing more realistic traffic. The GE distribution‘s parameters are 
required to be estimated for each time slot (bin) of the generated self-similar LRD 
traffic traces. It was discovered that in an OC-192 backbone network link there are 
batches of simultaneous arrivals in the edge node.  
Modern DWDM optical networks have the bandwidth capacity of multiple OC-192 
traffic streams (usually one per wavelength in the optical fiber). Potentially this could 
increase the average batch size of simultaneous arrivals significantly. The GE 
distribution is proven to be ideal for modelling heavier traffic loads by simply using 
higher values for the 
2
aC .   
The fact that the GE distribution proves to be more suitable in today‘s high-speed 
networks (and perhaps even more so in the future as bandwidth increases) created the 
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need of methods that include the 
2
aC  in their parameters and that generate self-similar 
traces, which are easily converted into interarrival times for simulation purposes. An 
investigation into the self-similarity of counting process of the busy servers of the 
GE/G/∞ system is conducted using a heuristic approach via simulation. It is shown that 
the GE Distribution provides an extra layer of burstiness on job or packet arrivals into 
the system. This results in having batches entering the system, and thus having a greater 
number of busy servers per arrival than a normal M/G/∞ queue. This investigation was 
focused on the effect of the Squared Coefficient of Variation parameter of the GE 
distribution on the resulting counting process‘ self-similarity degree. It was noticeable, 
that as burstiness increased (i.e. as 𝐶𝑎
2 increased) so did increase the generated self-
similarity degree. It was noted that this increase was steeper and smoother when the 
lower cut-off parameter of the Pareto distribution (used for service times) had high 
values. 
The results of the analysis of the OC-192 backbone link, created the need of 
investigating the effect of burstiness in the small time scale, on burst size distribution, 
mean IP buffer length at the edge node and mean assembly time for various optical 
burst assembly strategies. Experiments have shown that short-time scale burstiness has 
a significant impact in various forms depending on the assembly strategy chosen. The 
exponential distribution used in the research community in the past is proven to provide 
biased results in contrast to using the GE distribution which provides more realistic 
estimates which are also considered as the worst case scenario. 
In addition, the performance of a newly proposed dynamic offset control (DOC) 
allocation protocol for high performance OBS networks (using various topologies) 
without wavelength converters was investigated. Different traffic demands amongst the 
nodes of the optical network are taken into account and a dynamic updating of the offset 
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is adopted based on the occurrence of blocked bursts and successful transmissions. 
Preferred Wavelengths are also chosen on a source – destination basis. Self-similar 
traffic was generated for each wavelength of each source node in every network 
topology investigated. GE distributed interarrival times were used for IP packets with 
mean arrival rate and squared coefficient of variation calculated for every sub-second 
time slot of the self-similar traffic load.  
It is observed from the many measurements taken that overall blocking probability as 
well as blocking probability for each source – destination pair, is greatly decreased 
when using the proposed DOC protocol. In addition, DOC achieves fairness in terms of 
wavelength utilisation. Moreover, it is experimentally shown that the DOC protocol, 
based on a dynamic control of the offset and preferred wavelength, achieves lower mean 
buffer length requirements in each source node than the JET protocol. 
The investigation into the performance capabilities of DOC, made no assumptions on 
optical burst traffic. Instead IP traffic was generated for each source node based on the 
actual measurements of backbone traffic. The IP packets were assembled into optical 
bursts for every node and transmitted into the core optical network. This method of 
simulation however, requires extreme computational and processing power. 
To this end, the processing capabilities of Gaming Graphics Cards are leveraged and as 
demonstration the method of decomposition of an optical node and the simulation of the 
various segments in parallel are presented. These simulations run on an NVidia 8800 
GTX graphics card acting as a parallel system. Results showed a GPU can provide 
significantly faster results in comparison to the CPU, provided the optical node 
simulation is decomposed properly and the simulation is designed for a parallel system. 
This allows independent systems based on different wavelengths to be simulated 
simultaneously. However, it is required that simulation designers develop their 
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simulations efficiently; otherwise worse performance may be experienced. Simulations, 
need to have high complexity and duration in order to justify the use of a GPU. In the 
future, more and more processing cores are expected to appear and the research 
community needs to create cost-effective algorithms that take advantage of their 
potential. 
In the meantime, a hybrid simulation approach is advised, to allow multithreaded 
segments to be calculated on the GPU and single core bottlenecks on the CPU, in order 
to achieve maximum performance from the current technology. 
For all simulation experiments in this thesis, a combination of simulation frameworks 
was used, which included NVIDIA CUDA, MATLAB, C# and sometimes native 
C/C++ for added improvement on performance.  
9.2 Future Work 
An entire new framework needs to be created around NVIDIA‘s CUDA [NVI07] to 
allow speeding up self-similar traffic generators for realistic network traffic. In addition 
the self-similarity estimators like the Whittle Estimator and the Rescaled Range 
Analysis (c.f., [FEL00]) as well as the Wavelet method need to be developed under 
CUDA to quicken processing of traces. The GPU‘s processing capacity can allow 
simulation of a more detailed system without making approximations, which can lead to 
more accurate results.   
The DOC protocol could be expanded in a way to take into consideration broken links 
in its topology. Potentially, an added feature could be created on top of the variable 
offset values and the preferred wavelength system. This feature would cause the OBS 
network under DOC to pick a new Preferred Route for each source – destination pair if 
neither the variable Offset values or the Preferred Wavelength managed to keep the 
blocking probability at a low value. Choosing an alternate route may allow a network to 
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adapt to broken links in the network and to bypass them thus achieving higher 
throughput in contrast to other OBS networks. 
In order for maximum efficiency to be achieved in designing an optical network, an 
investigation needs to be conducted on the performance of the switch architectures (5.16 
Optical Switch Architectures) under heavy and realistic traffic conditions. This would 
identify which architecture, or combination of architectures, is better suited for the 
entire design and implementation of an Optical Packet and Burst Switching network. 
Having identified the statistical characteristics of optical bursts after they are formed at 
the ingress node of the network, it is easier to examine the performance metrics of the 
core optical node. 
It is possible to model an optical circuit switching network with the following 
simulation model. The entire core optical network could be considered as a black box. 
Each circuit is occupying a wavelength channel along multiple fiber links. Each 
wavelength then could be considered as the server of a system, processing jobs as they 
enter the system. Assuming that session requests arrive according to the Poisson 
distribution, and they have exponentially distributed durations, then the model comes 
down to an M/M/c/N Markov model. Unfortunately, although such a model would be 
analytically attractive, it is far from accurately modelling an optical circuit switching 
network. A more accurate model would maybe account for burstiness and simultaneous 
session arrivals like the GE distribution. Also session durations would be possibly better 
modelled by a heavy-tailed distribution like Pareto, thus transforming the above 
mentioned model into a GE/Pareto/c/N model. Obviously measurements into the 
session arrivals of an optical circuit switching network and their duration distribution 
would be required prior to suggesting the above-mentioned model.  
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Appendix A 
Chapter 4 Immigration-Death Processes 
 
Hurst 
Parameter 0.6 
Squared Coefficient 
of Variation 
 Hurst Parameter 
0.65 
Squared Coefficient 
of Variation 
0.671 1  0.703 1 
0.681 2  0.723 2 
0.729 3  0.734 3 
0.734 4  0.75 4 
0.75 5  0.74 5 
0.734 6  0.766 6 
0.72 7  0.756 7 
0.781 8  0.782 8 
0.745 9  0.75 9 
0.758 10  0.78 10 
 
Hurst 
Parameter 0.7 
Squared Coefficient 
of Variation 
0.7 1 
0.753 2 
0.771 3 
0.74 4 
0.801 5 
0.789 6 
0.787 7 
0.783 8 
0.805 9 
0.813 10 
 
Hurst Parameter 
0.75 
Squared Coefficient 
of Variation 
0.754 1 
0.724 2 
0.785 3 
0.767 4 
0.796 5 
0.825 6 
0.839 7 
0.81 8 
0.819 9 
0.827 10 
 
 
Hurst 
Parameter 0.8 
Squared Coefficient 
of Variation 
0.753 1 
0.768 2 
0.8 3 
0.784 4 
0.8 5 
0.83 6 
0.82 7 
0.838 8 
0.85 9 
0.851 10 
 
Hurst Parameter 
0.85 
Squared Coefficient 
of Variation 
0.774 1 
0.758 2 
0.813 3 
0.819 4 
0.852 5 
0.857 6 
0.87 7 
0.883 8 
0.866 9 
0.894 10 
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Hurst 
Parameter 0.9 
Squared Coefficient 
of Variation 
0.804 1 
0.857 2 
0.865 3 
0.876 4 
0.888 5 
0.903 6 
0.905 7 
0.92 8 
0.924 9 
0.94 10 
 
Hurst Parameter 
0.95 
Squared Coefficient 
of Variation 
0.881 1 
0.922 2 
0.937 3 
0.948 4 
0.955 5 
0.982 6 
0.974 7 
0.994 8 
0.997 9 
0.998 10 
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Lower cut-off parameter of the Pareto distribution 
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Higher cut-off parameter of the Pareto distribution 
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Appendix B 
Chapter 6 Burst Size Distribution Fitting 
Time Constraint Strategy (IP Packet Count) 
Burst Size Distribution 
12 aC  
28 0.104975 
7525.2 0.35544 
15022.4 0.695798 
22519.6 0.918549 
30016.8 0.988649 
37514 0.999215 
45011.2 0.999974 
52508.4 1 
60005.6 1 
67502.8 1 
75000 1 
 
General model:  













 







2
1
2
1
)(

x
erfxF  
Gaussian Distribution 
Coefficients (with 95% confidence bounds): 
       μ =  1.067e+004  (1.066e+004, 1.068e+004) 
       σ =  8490  (8477, 8504) 
 
Goodness of fit: 
  SSE: 21.71,   R-square: 0.9933,   Adjusted R-square: 0.9933,   
RMSE: 0.02444 
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72 aC  
28 0.122127 
7525.2 0.197733 
15022.4 0.296299 
22519.6 0.412779 
30016.8 0.537552 
37514 0.658709 
45011.2 0.765348 
52508.4 0.850431 
60005.6 0.911965 
67502.8 0.952305 
75000 0.976277 
 
General model: 













 







2
1
2
1
)(

x
erfxF  
Gaussian Distribution 
Coefficients (with 95% confidence bounds): 
       μ =  2.777e+004  (2.775e+004, 2.779e+004) 
       σ =  2.383e+004  (2.38e+004, 2.385e+004) 
 
Goodness of fit: 
  SSE: 69.83 
  R-square: 0.9905 
  Adjusted R-square: 0.9905 
  RMSE: 0.02826 
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Time – Length Constraint Strategy (IP Packet Count) 
Burst Size Distribution 
12 aC  
28 0.0925752 
1825.2 0.160046 
3622.4 0.253513 
5419.6 0.369687 
7216.8 0.499247 
9014 0.628886 
10811.2 0.745276 
12608.4 0.839033 
14405.6 0.906797 
16202.8 0.950741 
18000 0.976309 
 
General model: 
      












 







2
1
2
1
)(

x
erfxF  
Gaussian Distribution 
Coefficients (with 95% confidence bounds): 
       μ =        7227  (7220, 7234) 
       σ =        5433  (5422, 5444) 
 
Goodness of fit: 
  SSE: 11.59 
  R-square: 0.9919 
  Adjusted R-square: 0.9919 
  RMSE: 0.02596 
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Length Constraint Strategy (Amount of Bytes) 
Burst Size Distribution 
12 aC  
Size Probability 
18005.9 0.345348 
18155.8 0.565344 
18305.7 0.697183 
18455.6 0.780862 
18605.5 0.836465 
18755.4 0.874817 
18905.3 0.902107 
19055.2 0.922043 
19205.1 0.936937 
19355 0.948284 
 
General model (Generalized Pareto Distribution): 
a
b
cxa
xF
1
)(
11)( 




 
  
 
Coefficients (with 95% confidence bounds): 
       a =     -0.3247  (-0.3697, -0.2797) 
       b =       298.2  (284.9, 311.6) 
       c =  1.787e+004  (1.787e+004, 1.788e+004) 
 
Goodness of fit: 
  SSE: 5.928,   R-square: 0.9376 
  Adjusted R-square: 0.9375 
  RMSE: 0.06293 
 
 
 
 
However the above can be split into three clear stages: 
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








)(18156,655.30002409.0
)(1815618006,154.50003171.0
)(18006,644.80004868.0
)(
Bytesxx
Bytesxx
Bytesxx
xF  
 
Stage 1 Stage 2 Stage 3 
Linear model Poly1: 
       f(x) = p1*x + p2 
Coefficients (with 95% 
confidence bounds): 
       p1 =   0.0004868  
(0.0004831, 0.0004905) 
       p2 =      -8.644  (-8.71, -
8.577) 
 
Goodness of fit: 
  SSE: 0.0001248 
  R-square: 0.9979 
  Adjusted R-square: 0.9979 
  RMSE: 0.0009376 
Linear model Poly1: 
       f(x) = p1*x + p2 
Coefficients (with 95% 
confidence bounds): 
       p1 =   0.0003171  
(0.0003146, 0.0003196) 
       p2 =      -5.154  (-5.199, -
5.108) 
 
Goodness of fit: 
  SSE: 0.00604 
  R-square: 0.9926 
  Adjusted R-square: 0.9926 
  RMSE: 0.003632 
Linear model Poly1: 
       f(x) = p1*x + p2 
Coefficients (with 95% 
confidence bounds): 
       p1 =   0.0002409  
(0.0002401, 0.0002417) 
       p2 =      -3.655  (-3.67, -
3.641) 
 
Goodness of fit: 
  SSE: 0.008413 
  R-square: 0.9976 
  Adjusted R-square: 0.9976 
  RMSE: 0.003068 
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72 aC  
18005.9 0.352271  
18155.8 0.573116  
18305.7 0.704005  
18455.6 0.78644  
18605.5 0.840913  
18755.4 0.878339  
18905.3 0.904895  
19055.2 0.924256  
19205.1 0.938703  
19355 0.949699  
 
General model: 
a
b
cxa
xF
1
)(
11)( 




 
  
Coefficients (with 95% confidence bounds): 
       a =     -0.3322  (-0.3776, -0.2868) 
       b =       290.2  (276.9, 303.4) 
       c =  1.787e+004  (1.787e+004, 1.787e+004) 
 
Goodness of fit: 
  SSE: 6.055 
  R-square: 0.9359 
  Adjusted R-square: 0.9358 
  RMSE: 0.0636 
 
 
 
 
The above could be broken down in three distinct changes 
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








)(18156,655.30002409.0
)(1815618006,154.50003171.0
)(18006,644.80004868.0
)(
Bytesxx
Bytesxx
Bytesxx
xF  
 
 
Stage 1 Stage 2 Stage 3 
Linear model Poly1: 
       f(x) = p1*x + p2 
Coefficients (with 95% 
confidence bounds): 
       p1 =   0.0004709  
(0.0004672, 0.0004745) 
       p2 =      -8.354  (-8.42, -
8.289) 
 
Goodness of fit: 
  SSE: 0.0001197 
  R-square: 0.9978 
  Adjusted R-square: 0.9978 
  RMSE: 0.0009182 
Linear model Poly1: 
       f(x) = p1*x + p2 
Coefficients (with 95% 
confidence bounds): 
       p1 =   0.0003073  
(0.0003047, 0.0003099) 
       p2 =      -4.969  (-5.016, -
4.921) 
 
Goodness of fit: 
  SSE: 0.006517 
  R-square: 0.9916 
  Adjusted R-square: 0.9915 
  RMSE: 0.003772 
Linear model Poly1: 
       f(x) = p1*x + p2 
Coefficients (with 95% 
confidence bounds): 
       p1 =   0.0002332  
(0.0002324, 0.0002339) 
       p2 =      -3.506  (-3.521, -
3.491) 
 
Goodness of fit: 
  SSE: 0.008501 
  R-square: 0.9974 
  Adjusted R-square: 0.9974 
  RMSE: 0.003084 
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Time – Length Constraint Strategy (Amount of Bytes) 
Burst Size Distribution 
12 aC   
General model: 
a
b
cxa
xF
1
)(
11)( 




 
  
Coefficients (with 95% confidence bounds): 
       a =           2  (fixed at bound) 
       b =  3.478e+004  (3.465e+004, 3.492e+004) 
       c =        2438  (2387, 2489) 
 
Goodness of fit: 
  SSE: 95.01 
  R-square: 0.9025 
  Adjusted R-square: 0.9025 
  RMSE: 0.07113 
 
 
 
72 aC  
1821.5 0.000714505 
3603 0.00219701 
General model Power1: 
       f(x) = a*x^b 
Coefficients (with 95% confidence bounds): 
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5384.5 0.00425753 
7166 0.00681666 
8947.5 0.00982561 
10729 0.0132501 
12510.5 0.0170641 
14292 0.0212469 
16073.5 0.0257815 
17855 0.0306536 
 
       a =   4.54e-079  (-3.013e-079, 1.209e-
078) 
       b =        18.3  (18.13, 18.47) 
 
Goodness of fit: 
  SSE: 78.94 
  R-square: 0.9053 
  Adjusted R-square: 0.9053 
  RMSE: 0.06706 
 
 
 
However if we split it into stages we have: 
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





 

18000,1
18000,
)(
xe
xax
xF
b
cx
b
 
Stage 1 Stage 2 
General model Power1: 
baxxF )(  
Coefficients (with 95% confidence bounds): 
       a =  3.054e-009  (2.957e-009, 3.151e-009) 
       b =       1.647  (1.643, 1.65) 
 
Goodness of fit: 
  SSE: 0.009532 
  R-square: 0.9922 
  Adjusted R-square: 0.9922 
  RMSE: 0.0007706 
General model: 
b
cx
exF


1)(        
Coefficients (with 95% confidence bounds): 
       b =       408.7  (400.5, 416.8) 
       c =  1.783e+004  (1.782e+004, 
1.783e+004) 
 
Goodness of fit: 
  SSE: 6.543 
  R-square: 0.9263 
  Adjusted R-square: 0.9263 
  RMSE: 0.06609 
 
  
167 
 
Time Constraint (Amount of Bytes) 
Burst Size Distribution 
12 aC  
28 0.0388812 
6025.2 0.132188 
12022.4 0.319751 
18019.6 0.571156 
24016.8 0.79589 
30014 0.929859 
36011.2 0.9831 
42008.4 0.997199 
48005.6 0.999684 
54002.8 0.999976 
60000 0.999999 
 
General model: 













 







2
1
2
1
)(

x
erfxF  
Coefficients (with 95% confidence bounds): 
      μ =  1.636e+004  (1.635e+004, 1.637e+004) 
       σ =        9259  (9250, 9268) 
 
Goodness of fit: 
  SSE: 13.64 
  R-square: 0.9975 
  Adjusted R-square: 0.9975 
  RMSE: 0.01742 
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72 aC  
28 0.0353444 
6025.2 0.0505714 
12022.4 0.0706178 
18019.6 0.0962751 
24016.8 0.128201 
30014 0.166821 
36011.2 0.21224 
42008.4 0.264171 
48005.6 0.321895 
54002.8 0.384275 
60000 0.449811 
  
 
General model: 













 







2
1
2
1
)(

x
erfxF  
Coefficients (with 95% confidence bounds): 
       μ =   6.45e+004  (6.449e+004, 6.451e+004) 
       σ =  3.567e+004  (3.566e+004, 3.568e+004) 
 
Goodness of fit: 
  SSE: 29.91 
  R-square: 0.9987 
  Adjusted R-square: 0.9987 
  RMSE: 0.0127 
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Appendix C 
Chapter 7 Dynamic OBS Offset Allocation in WDM Networks 
Simple Topology 
 
 
Simple Topology Port Utilisation for nodes (A, B, C) 
Bidirectional Topology 
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Bidirectional Topology Port Utilisation for nodes (A, B, C, K, L, M) 
NSFNET 
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NSFNET Topology Port Utilisation for all nodes in the network 
JANET 
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JANET Topology Port Utilisation for all nodes in the network 
Simple Topology 
 
Mean Queue Length for source nodes in Simple Topology network 
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Bidirectional Topology 
 
Mean Queue Length for source nodes in Bidirectional Topology network 
NSFNET 
 
Mean Queue Length for source nodes in NSFNET Topology network 
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JANET 
 
Mean Queue Length for source nodes in JANET Topology network 
 
Simple Topology 
 
Source - Destination Pair Blocking Probability in Simple Topology Scenario 
Bidirectional Topology 
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Source - Destination Pair Blocking Probability in Bidirectional Topology Scenario 
 
NSFNET 
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Source - Destination Pair Blocking Probability in NSFNET Topology Scenario 
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JANET 
 
 
 
 
Source - Destination Pair Blocking Probability in JANET Topology Scenario 
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Simple Topology 
 
Source - Destination Pair Throughput Probability in Simple Topology Scenario 
Bidirectional Topology 
 
 
 
Source - Destination Pair Throughput Probability in Bidirectional Topology Scenario 
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NSFNET 
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Source - Destination Pair Throughput Probability in NSFNET Topology Scenario 
JANET 
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Source - Destination Pair Throughput Probability in JANET Topology Scenario 
 
 
