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Abstract: In this paper we focus on the development and implementation of
an implicit finite difference method for solving a complex diffusion differential
equation with applications to noise filtering in images. We give a complete
characterization of the implementation of the fully implicit method, including
the characterization of the derivatives for Newton’s method at each step. In
order to show the feasibility of the method, we compare the implicit method
with the semi-implicit and apply it to both in vivo images of the human retina
by optical coherence tomography (OCT) and standard images (Lena and the
Cameraman). We compute noise removal performance metrics to show the
effect of several parameters in the performance of the method.
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1. Introduction
Complex diffusion is used to characterize several processes in science. They
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are usually governed by a partial differential equation, the Scho¨dinger equation
being probably one of the best known models. However, complex diffusion
has several other applications, including image processing. Besides examples
in inpainting, denoising and stereo vision [5, 8, 19, 20, 21], we are particularly
interested in applications to image denoising and despeckling [4, 7, 11, 15],
especially in the case where complex diffusion is used [4, 7, 14, 10]. Complex
diffusion has been used in noise filtering in specific cases of medical imaging,
such as optical coherence tomography (OCT), showing very good results [4, 9,
13, 12, 14].
The methods for diffusion processes in the image filtering context are usually




(x, t) = ∇ · (D(x, t, u)∇u(x, t)), in Q× [0, T ], (1)
where the solution u(x, t) represents different stages of the filtered image at
time t, x is the spatial coordinate defined in the square Q = [1, N1] × [1, N2]
(the initial image has dimensions N1 × N2), t is the time coordinate defined
in the interval [0, T ] where T is the maximum diffusion time, and the diffusion
coefficient D has to be properly defined in order to avoid blurring effects, e.g.
diffusion across intensity edges in the image. [11] proposed to use a diffusion
coefficient based on the gradient of the image, in order to distinguish between
edges and constant regions. However, in the initial steps of the image where
the noise level is high, the gradient is unstable. To overcome this problem, [7]















where I0 is the initial image, G is a Gaussian and ∗ is the convolution operator.
Therefore, with the evolution of time t the processed image u(., y) tends to a
smoother version of the initial image. In [1, 2] rigorous stability results were
proven for finite difference methods for Equation (1) with a complex diffusion
coefficient. The convergence result was achieved in [3] as well.
Though implicit and semi-implicit finite difference methods are shown to be
unconditionally stable, researchers tend to implement and use explicit methods
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for the diffusion process. The explicit method is easier to implement, but the
time step is limited by the stability condition, leading to the need for a higher
number of time steps. However, since in the initial steps the image is not
smooth (due to noise) it is not clear if a large step in time is advisable anyway,
stressing the common use of explicit methods in the literature. On the other
hand, implicit and semi-implicit methods need to solve a linear system at every
time step, though the number of time steps can be considerably lower, since
there are no stability constraints [1, 2].
In this work we will characterize the implicit method for the given nonlin-
ear complex diffusion process (1) with diffusion coefficient (2), using Newton’s
method for its linearization. Moreover, we will numerically compare the per-
formance of this approach with the performance of the semi-implicit method
both for standard and OCT images in terms of image metrics, complementing
the work in [14] where the explicit and semi-implicit methods were compared.
In addition, for the semi-implicit case, we will consider both Dirichlet and Neu-
mann boundary conditions, in order to illustrate if the boundary condition has
an effect on the denoising of the image. We will illustrate how several parame-
ters of the process (1)-(2) and the numerical discretization influence the filtering
results as well. In this way we will illustrate whether the use of implicit methods
is an advantage for image noise filtering from a performance and computational
time perspective.
2. Mathematical Formulation
Let I0 be the original (noisy) image of size N1 × N2, which will define the
domain Q = [1, N1] × [1, N2] for the complex diffusion Equation (1). In order
to have a well posed problem, Equation (1) must be complemented with the
initial condition of the form
u(x, 0) = I0(x), x ∈ Q, (3)
defined by the original (noisy) image. Moreover, one needs boundary conditions,




(x, t) = 0, x ∈ Γ, t ∈ [0, T ], (4)
which means there is no normal intensity flux, where ν is the unit exterior
normal vector.
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For Dirichlet boundary conditions we consider an artificial domain given by
Q0 = [0, N1 + 1]× [0, N2 + 1] with boundary Γ0 where the
u(x, t) = g(x, t), x ∈ Γ0, t ∈ [0, T ], (5)
which means that the boundaries of the image are defined by some a priori
known function g. In image processing, the value of g is independent of time
and defined in Γ0 as the intensity of the original image in the boundary Γ. This
is due to the fact that the original image is usually affected by noise and this
artificial boundary allows to eliminate noise on the real boundary Γ.
3. Discretization
We consider an equally spaced mesh on Q0, both for the Dirichlet and Neu-
mann case. Since our context is image processing, we let h1 = h2 = 1 be the
mesh intervals in the first and second spatial coordinate directions. The mesh
is therefore defined by the set of points xj,k = (j, k), j = 0, 1, 2, . . . , N1 + 1,
and k = 0, 1, 2, . . . , N2 + 1. Moreover, we consider the time step ht,m which
defines the set of points
tm+1 = tm + ht,m, m = 0, 1, . . . , Nt.
such that tNt = T. Therefore we define a mesh Qh defined by the set of points
(xj,k, tm), j = 0, 1, 2, . . . , N1 + 1, k = 0, 1, 2, . . . ,
N2 + 1, m = 0, 1, . . . , Nt.
We consider a general finite difference method [1] for the differential Equa-
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for j = 1, 2, . . . , N1, k = 1, 2, . . . , N2, m = 0, 1, . . . , Nt − 1 where U
m
j,k is the







and µ ∈ {0, 1}, tm+θ = θtm+1 + (1− θ)tm, θ ∈ [0, 1] and
V m+θj,k = θV
m+1
j,k + (1− θ)V
m
j,k,
for V = U,D. We note that the semi-implicit method is defined by θ = 1 and
µ = 0 and the fully implicit method is defined by µ = θ = 1.
3.1. Semi-Implicit Method
The semi-implicit method is known to be unconditionally stable [1], so one
can choose a fixed step in time ht = T/Nt. For the semi-implicit method,
a linear system needs to be solved at each iteration, since the diffusion term
Dmj,k := D (xj,k, t
m) does not depended on the unknowns Um+1j,k at each time
step m.
Therefore, along with the initial condition
U0j,k = I0(j, k), j = 1, 2, . . . , N1, k = 1, 2, . . . , N2. (7)
and the Dirichlet boundary condition given
Umj,0 = I0(j, 1), U
m
j,N2+1 = I0(j,N1), j = 1, 2, . . . , N1,
Um0,k = I0(1, k), U
m
N1+1,k = I0(N1, k), k = 1, 2, . . . , N2, (8)














N1−1,k, k = 1, 2, . . . , N2, (9)
one gets a determined linear system at each time step, defined by a sparse
matrix.
3.2. Implicit Method
In the case of the fully implicit method, the diffusion term depends on the






































































I(j,k) is the imaginary part of U
m
(j,k). Therefore a linearization approach
is needed, which can be done by applying Newton’s method.
3.3. Newton’s Method
In order to apply Newton’s method, it is necessary to separate the real and



















































where FR(j,k) is the real part of left hand side of (10) and FI(j,k) is its imaginary
part.




FR(1,1), FR(1,2), . . . , FR(N1,N2), ...FI(1,1), FI(1,2), . . . , FI(N1,N2)
]T
,
to which we now apply Newton’s method.
At each step of the finite difference method, we consider the initial iteration
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We now define the Fre´che´t derivative of F , which in this case is the Jacobian

































































The characterization of each derivative is fully described in [10, pp.19–25]. We
note that the Jacobian changes between two different steps of the finite differ-
ence method, since it depends on the approximation Um at the step m.
We now iterate Newton’s method by
{
F ′(xn)h = F (xn),
xn+1 = xn + h.
As stopping criteria, we defined that the Euclidean norm between two different
iterations should be less than some pre-defined tolerance δ, i.g.
‖xn+1 − xn‖2 ≤ δ.
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4. Performance Metrics
In order to compare the performance of the methods, we considered different
metrics. On one hand, noise needs to be removed, on the other hand, important
features should be kept in the image. Therefore we will consider metrics between
appropriate images, that take into account one or both of the previous.


















that measures the difference between the images I and UNt . In addition, we












where 255 is the maximum possible value of the image. We note that if the MSE
goes to zero, the PSNR goes to infinity. Therefore a higher PNSR is related to
higher performance of the noise filter.
Moreover, we considered the Mean Structural Similarity (MSSIM) [18],[17]














where I(Wi,j) (respectively, UNt(Wi,j)) is a window of the original image I (re-
spectively, filtered image UNt(Wi,j)) around the pixel (i, j), and the Structural
Similarity (SSIM) is a local measure given by
SSIM (I1, I2) =








where µk and σk and σ12 are respectively the weighted mean, the weighted














2, k = 1, 2






wij(I1(i, j)− µ1)(I2(i, j)− µ2)




j wij = 1. As in [18], we consider
the weights as a gaussian of standard deviation of 1.5, in a window of 11× 11
pixels. Moreover Ck = (kkL)
2, k = 1, 2 are constants to stabilize the division
by denominators close to zero, where L = 255 is the dynamic range of the
pixel-values, and k1 = 0.01 and k2 = 0.03 as in [18]. The MSSIM checks for the
overall similarity between two images, assuming the value 1 if the images are
equal.
For standard images (Lena and the Cameraman), we added noise with a
uniform distribution. In this way we can compare the noiseless original image
and the filtered image. In this way, we compute the MSE between the original
(noiseless) image I0 and the filtered image U
Nt and the end time T . If the MSE
goes to zero, the method performs well, since the filtered image is close to the
noiseless image. In a similar way, if the PNSR between I0 and U
Nt is high,
the method performs well. In the same way, the MSSIM between these two
images measures the similarity between them, being results close to 1 related
with a good performance of the filtering process without eliminating important
features from the original image.
As for OCT images, no original noiseless image exists, since the acquired
image is already noisy. In this case, we consider two approaches using: a) the
OCT noisy image and the filtered image and b) a synthetic original noiseless
image and added synthetic speckle OCT noise as described in [16] (giving rise
to a initial noisy image), and the filtered image. For a) the meaning of the
metrics is different since there is no ground truth (they are computed between
the initial noisy image and the filtered image), while for b) one can follow the
same procedure as previously mentioned for standard images.
5. Results
In this section we will illustrate the obtained results for both standard image
used in image denoising performance testing (Lena and Cameraman) and OCT
images, which are real medical images in need of image denoising.
For the discretization we considered a step in time ht = 0.025 for standard
images and ht = 0.05 for OCT images, and different values for the final time T
for both semi-implicit and implicit methods. We considered δ = 10−8 for the
stopping criteria of Newton’s method, which was chosen by trial and error. The
experiments for the OCT images were made using a PC machine with Intel r
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Noisy free γ = 10 γ = 50 γ = 100
Figure 1: Standard images with different level of noise.
CoreTMi5 processor running Microsoft Windows 7 and for the standard images
in a Intel r CoreTMi7 running Microsoft Windows 10 both with 8GB RAM
memory, 64 bits and Matlab r R2012b.
5.1. Standard Images (Lena and Cameraman)
We considered 3 different sets of noise for images of size 200x200 pixels. The
noise was added to the original image I to create a noisy image Inoise = I + E,
where E is a 200x200 image with each pixel with random intensity with uniform
distribution with zero mean and range [−γ, γ], with γ = 10, 50, 100, correspond-
ing to three different levels of noise. In this way, E is the noise component of
the noisy image. In Figure 1 we present an example of the original (noiseless)
image and noisy images with the three considered levels of noise.
The dataset of 2000x200 images is constituted by 10 noisy images of Lena for
each noise level (in a total of 30 images) and 10 noisy images of the Cameraman
for each level of noise generated independently. To study the influence of the
image size and resolution, we considered noise images for different sizes as well,
namely 100x100 and 300x300.
The images were filtered by the proposed methods and the results of the
filtering processing will be documented in the following sections.
5.1.1. Influence of the Noise Level
Tables 1, 2 and 3 show metrics for images with the same size (200x200), same
ϑ = pi/180 and κ = 10 and different levels of noise γ = 10, 50, 100 respectively.
These tables illustrate that the optimal final time T changes with the level
of noise. In fact, for γ = 10 the optimal T is around 0.1, while for γ = 50
and γ = 100 it is around 0.3 and 0.5, respectively.
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5.1.2. Influence of the Parameter ϑ
Tables 4, 2 and 5 show metrics for images with the same size (200x200), same
κ = 10, same level of noise γ = 50 and different values of ϑ, namely the
values ϑ = pi/60, pi/180, pi/360.
Results do not show any considerable change in quality with the variation
of ϑ within the given values.
5.1.3. Influence of the Parameter κ
Tables 6, 2 and 7 show metrics for images with same size (200x200), same
ϑ = pi/180, same level of noise γ = 50 and different values of κ = 5, 10, 20.
They show a slight change in quality of the denoised image according to κ.
Therefore, the optimal value of T changes as well, for κ = 5 it seems that the
optimal T is around 0.5 and for κ = 20 around 0.2. It seems to indicate that
the higher the κ the less the diffusion time T should be. This is expected, since
the increase in κ increases the absolute value of the diffusion coefficient (2)
5.1.4. Influence of the Image Size
Tables 8, 2 and 9 show metrics for images with same ϑ = pi/180, same level
of noise γ = 50, same κ = 10 and different sizes of images 100x100, 200x200
and 300x300, respectively. It shows a slight change in quality according to size.
Thus, the optimal value of T changes as well, e.g. for 100x100 T optimal is
around 0.2 and for 300x300 it is around 0.3.
5.1.5. Computational Time
The computational time is presented in Table 10, where the mean times are
presented.
In fact, all the experiments for each diffusion time T had the same compu-
tation times (up to the second). It is clear that the implicit method is slower,
as expected, since at each step several iterations of Newton’s method need to
be computed. In addition, processing time seems not to change according to
ϑ, κ or γ. However, and again as expected, the size of the image influences the
computational time.
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Figure 2: Profile for the middle line of the Lena image for γ = 50,
comparing the three approaches for T = 0.1.
5.1.6. Summary
It is clear that in all cases, the methods are similar in performance. Further-
more, it is clear that in each case the optimal diffusion time T seems to depend
on whether one wants to optimize MSE, PSNR or MSSIM. Therefore the choice
of T must take that into account, and likewise the size of the image and the level
of noise. The implicit method seems to slightly outperform the semi-implicit,
while the Neumann condition seems to perform slightly better than Dirichlet.
However these differences are very slight, and therefore they seem not to be
worth while when taking into account the higher computational cost of the
implicit method.
In Figure 3 we illustrate the filtering result for the implicit method and in
Figure 4 for the semi-implicit method, both with Dirichlet boundary conditions.
Moreover in Figure 2, we illustrate a profile of the images comparing the three
approaches.
5.2. OCT Images
The dataset used to compute the metrics is composed by 4 different B-scan
images from each of 8 OCT volumes, in a total of 32 images with dimension
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Noisy Image T = 0.1 T = 0.3 T = 0.5 Original
Figure 3: Result of filtering using the implicit method with Dirichlet
boundary condition for Lena standard image with γ = 50.
Noisy Image T = 0.1 T = 0.3 T = 0.5 Original
Figure 4: Result of filtering using the semi-implicit method with Dirich-
let boundary condition for Camera standard image with γ = 50.
512x1024 each. Since no ground truth is known, the comparison of the metrics
will be made considering the initial noisy image and the filtered image, therefore
the interpretation of these metrics is slightly different than for the metrics for a
original noiseless image and filtered image. For instance, in this case the MSE
is expected to increase with the diffusion time, since the noise is eliminated.
In addition, we considered 4 B-scans from each of 8 synthetic OCT volumes,
generated following the procedure in [16]. In this way, we have 32 synthetic
images where the synthetic noiseless image is known, and to which synthetic
OCT speckle noise is added to obtain a synthetic noisy OCT image, again
following [16]. All the listed performance metrics can be used for these synthetic
images, since the synthetic ground truth is known.
The filtering process for each image considered a constant κ = 10 and
ϑ = pi/180 for the definition of the diffusion coefficient (2). The results are
shown in Table 12.
We remind that for real OCT images, the performance metrics are computed
between the initial (noisy) image and the filtered version, since no ground truth
is known. It is clear that while MSE increases, the MSSIM does not change
significantly, showing that mostly noise is being eliminate (the main features of
the image remain). However, the MSSIM assumes always low values due to the
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Table 13: Times for semi-implicit and implicit methods for OCT images.

















presence of noise in the original image that is being compared.
This performance is stressed in the synthetic OCT case, where the ground
truth is known. The MSE decreases (and therefore the PNSR increases) while
the MSSIM increases, showing in accordance with [4] that this is a suitable
method for OCT noise filtering. However, it seems that in this case the optimal
diffusion time T might be larger than T = 0.5, since the performance metrics
continue to improve. Moreover, since the images are quite larger than in the
previous section, the influence of the boundary condition seems to fade in the
overall performance.
Computational times are displayed in Table 13.
We illustrate the effects of the filter in Figure 5 for real OCT and in Figure
6 for synthetic OCT.
6. Discussion and Conclusion
In this work, we proposed the development and implementation of an implicit
finite difference method for solving a complex diffusion differential equation
with applications to noise filtering in images of the human retina by OCT.We
have made an extensive comparison of the performance of the semi-implicit
and the implicit methods (ours) for complex diffusion, in the context of noise
filtering. We were able to illustrate that several aspects (noise level, image
size and method’s parameters) influence the noise removal performance. In
fact, all methods are similar in performance. However, in each case the optimal
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Figure 5: Real OCT image (left) and filtered image after T = 0.5
(right).
Figure 6: Synthetic Noisy OCT image (left), filtered image after T = 0.5
(center) and noiseless synthetic image (right).
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diffusion time T seems to depend on whether one wants to optimize MSE, PSNR
or MSSIM. Furthermore, the size of the image and the level of noise influence
the choice of the optimal T . In addition, different values for the ϑ parameter
did not show any considerable change in quality. However, the κ parameter
showed a slight change in denoising quality, thus contributing to the optimal
T .
As illustrated, though the implicit method has a few benefits in terms of
noise removal, it is more arduous to implement and has more computational
cost. As a by-result of this study, there is now available a complete characteri-
zation of the Jacobian associated with the linearization of the implicit step by
the use of Newton’s method [10, pp.19–25].
As illustrated in a previous work [14], it is clear that the boundary condition
has little influence on the performance, though the Neumann condition seems
to slightly outperform the Dirichlet case for relatively small images. For large
images this effect fades out. Finally, this method is shown to be adequate for
OCT filtering, and therefore it is expected to perform well for similar medical
images as for instance, ultrasound.
In the future we will consider the tuning of parameters regarding the size of
the image and noise level, since the optimal diffusion time seems to be dependent
on that. In general, an adaptive proper choice of the parameters of the diffusion
coefficient is still an open problem, though some advances have been made for
OCT [4].
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