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ABSTRACT
In this thesis, parameter-uniform numerical methods are constructed and analysed for non-
linear singularly perturbed ordinary differential equations. In the case of first order prob-
lems, several classes of nonlinear problems are examined and various types of initial layers
are identified. In the case of second order boundary value problems, singularly perturbed
quasilinear problems of convection-diffusion type are studied. Problems with boundary turn-
ing points and problems with internal layers are examined. For all problems, the numerical
methods consist of monotone nonlinear finite difference operators and appropriate piecewise-
uniform Shishkin meshes. The transition points in the Shishkin meshes are constructed based
on sharp parameter-explicit bounds on the singular components of the continuous solution.
Existence and uniqueness of both the continuous and discrete solutions are established using
the method of upper and lower solutions. Numerical results are presented to both illustrate the
theoretical error bounds and to display the performance of the numerical methods in practice.
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throughout the thesis.
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1
x i+1−x i (Z
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+−D−)Z N (x i ).
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xiii
Sometimes we write ‖ f ‖when the domain Ω is obvious.
Generic or arbitrary positive constants independent of " or N will be denoted by
C , C ′, C1, C2.
Throughout the thesis, we frequently assume that " is sufficiently small and N is sufficiently
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C1−C2("+N−1)> 0.
We preserve the symbol x ∗ as notation indicating Howes’ point as defined in (4.2.5) which is an
approximation to the location of an interior layer for convection diffusion problems.
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CHAPTER: 1
INTRODUCTION
1.1: BACKGROUND
Singularly perturbed differential equations are typically characterised by the presence of a
small parameter, denoted throughout the thesis by ", multiplying the highest derivative term
in the differential equation. This small parameter is referred to as the singular perturbation
parameter. The solution of any differential equation, if it exists, depends on the problem data.
Specifically, the magnitude of the derivatives of the solution of a singularly perturbed problem,
are inversely proportional to the singular perturbation parameter. As the perturbation param-
eter " becomes arbitrary small, the derivatives of the solution become arbitrary large. For this
reason, singularly perturbed differential equations are problematic to solve numerically. Sin-
gularly perturbed problems arise in numerous areas of engineering and science. For example,
they appear in such diverse areas as Mathematical Biology ([14]), Financial Mathematics ([3]
and references therein), Combustion Modelling and Control Theory ([13]) and Fluid Dynamics
([21]).
1.2: KEY ISSUE IN NUMERICALLY SOLVING SINGULARLY PERTURBED
PROBLEMS
Let us consider a very simple linear singularly perturbed initial value problem. Find a function
y" satisfying
("y ′" +αy")(x ) = 0, x ∈ (0, 1], y"(0) = 1, α> 0, 0< " 1, (1.2.1)
where α is a constant. This problem is easily solved and it is unnecessary to approximate the
solution numerically. However it is a convenient problem for us to demonstrate the issues
raised by the presence of the singular perturbation parameter. The solution has the following
properties
y"(x ) = e−αx/" , y (k )" (x ) = (−1)k α
k
"k
e−αx/" , k = 1, 2, . . . . (1.2.2)
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Observe the fact that
y"(0) = 1 and y"(x )¶ " if x ¾
"
α
ln

1
"

. (1.2.3)
From (1.2.3), we see that near the initial point, the solution is O(1) and outside a neighbourhood
of x = 0, the solution is O("). Also, the derivatives are bounded outside a neighbourhood of
x = 0. That is
|y (k )" (x )|¶C if x ¾ k "α ln
1
"
.
Finally, we observe that
|y"(x )|¶C N−1 if x ¾ "
α
ln(N ), (1.2.4)
where N is a discretisation parameter. We say that there is an initial layer of width O(") in the
solution y"(x ).
To numerically approximate the solution of (1.2.1), we use the following backward Eular finite
difference operator on a uniform mesh ΩN :
("D−Y N" +αY N" )(x i ) = 0, x i ∈ΩN \ {0}, Y N" (x0) = 1, (1.2.5a)
Ω
N
:=
¨
i h, h =
1
N
 0¶ i ¶N« , (1.2.5b)
D−Y N" (x i ) := (Y N" (x i )−Y N" (x i−1))/h i , h i = x i −x i−1 = h. (1.2.5c)
To find the difference between the numerical solution Y N" and the solution y" at each mesh
point x i ∈ΩN , (i.e. the pointwise error), we use the fact that at each mesh point x i > 0 we have
"D−Y N" (x i )+αY N" (x i ) = "y ′"(x i )+αy"(x i ), x i ∈ΩN \ {0}.
Hence, the error E N" := Y
N
" − y" satisfies the discrete initial value problem:
"D−E N" (x i )+αE N" (x i ) = "(y ′" −D−y")(x i ), x i ∈ΩN \ {0}, E N" (0) = 0. (1.2.6)
We refer to τN := "(y ′" −D−y") as the truncation error which is given by the explicit expression
τN (x i ) = "(y ′" −D−y")(x i ) = 1h i
∫ x i
x i−1
∫ x i
t
y ′′" (s ) d s d t .
Using (1.2.2), we can bound the truncation error as follows
α2
2
e−αx i /" h i
"
¶τN (x i )¶
α2
2
e−αx i−1/" h i
"
. (1.2.7)
To bound the error E N" , we can solve the discrete problem (1.2.6) exactly to find
E N" (x i ) =
i∑
j=1
h i
"
τN (x i )
i∏
k=j

1+α
hk
"
−1
. (1.2.8)
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Using the bounds in (1.2.7) and the inequality 1+ t ¶ e t , t > 0 with the expression (1.2.8) we
have
α2
2
i∑
j=1
e−(2αx i /")

h j
"
2
¶ E N" (x i )¶
α2
2
i max
j¶i

h j
"
2
. (1.2.9)
In fact, it suffices to examine the error at the first internal mesh point x1 to demonstrate a key
issue in numerically solving singularly perturbed problems. The error at the first mesh point x1
is bounded above and below by
α2
2
e−(2αh/")h
"
¶ E N" (x1)¶
α2
2
h
"
. (1.2.10)
Ideally, we would like these upper and lower bounds to tend to zero for increasing N (de-
creasing h). In particular, a necessary condition for convergence is that the lower bound in
(1.2.10) tends to zero as h → 0. At this stage, we have reached a key issue that manifests itself
throughout the error analysis associated with singularly perturbed problems - controlling the
magnitude of the quantity h
"
i.e. the mesh spacing divided by the singular perturbation pa-
rameter. The only way the bounds in (1.2.10) will shrink for increasing N (decreasing h) is if
h/" = "−1N−1 tends to zero. Hence, for the pointwise error to decrease (with increasing N ) at
the first mesh point, we would need the magnitude of N−1 to be smaller than "−1. For example,
suppose " = 10−6 and we required an error of magnitude 10−2. To guarantee this, we would
require N to have a magnitude of at least 108. That is, split [0, 1] into 108 subintervals. This
would be a highly impractical numerical method. Ideally the only factor in choosing the value
of the mesh parameter N should be the desired bound on the error and not the value of the
perturbation parameter.
There are two potential remedies to this issue:
1. Select a different finite difference operator; or
2. Select an alternative mesh to the uniform mesh.
1.3: LINEAR VERSUS NONLINEAR PROBLEMS
The simple problem (1.2.1) considered in §1.2 was of course linear. There is an extensive body
of literature existing for linear singularly perturbed problems [7],[29]. In general, nonlinear
problems are considerably more difficult to analyse than linear problems. We outline some
differences involved in analysing linear and nonlinear problems below.
To bound the solution of a linear problem, we typically use a maximum principle, which is rela-
tively easy to establish (e.g. see Th
m
3.2.1, pg. 62). The technique of using a maximum principle
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is highly convenient, since finding a barrier function that satisfies the maximum principle gen-
erates an upper and lower bound on the solution (e.g. see (3.2.4), pg. 63). This is in stark con-
trast to bounding the solution of a nonlinear problem. To establish a maximum principle for a
nonlinear problem, we would require a bound on the solution to the problem itself. Hence the
technique of a maximum principle is not directly applicable to nonlinear problems. Instead,
we use the technique of upper and lower solutions ([16]), as demonstrated in Chapters 2 and 3.
We bound the solution of a nonlinear problem from above and below separately by construct-
ing an upper and lower solution respectively. Immediately, we have an extra step in bounding
solutions of nonlinear problems. Moreover, for a nonlinear problem, due to the nature of the
nonlinearity, it may be easy to construct an upper solution. However, this has no bearing on
the difficulty in constructing a lower solution or vice versa.
Establishing upper and lower bounds on a solution implies that a solution to the problem exists
but does not imply that the solution is unique. In the case of linear problems, as soon as a so-
lution is shown to exist, a relatively simple argument can be applied to prove uniqueness. That
is, suppose a solution to the differential equation L"y = q , y = g (x ) on a boundary Ω, exists,
whereL" is any linear differential operator of any order. If v1 and v2 are two particular solutions
then ∆v := v1 − v2 satisfies L"(∆v ) = 0, ∆v = 0 on Ω. Hence ∆v ≡ 0 and thus the solution is
unique. This simple argument cannot be directly applied in the case of nonlinear problems. In
general, proving uniqueness of a solution to a nonlinear problem is not a straightforward task.
Another difference in the numerical analysis between linear and nonlinear problems is the ef-
fect of the initial\boundary conditions. In general, the boundary conditions of a linear problem
have no effect or influence on the existence of a solution. This can be demonstrated easily us-
ing a maximum principle. However, that is not the case with nonlinear problems. The nature
of the nonlinearity may mean we can only establish existence of a solution for a restricted set
of boundary conditions. Additional restrictions can also arise in the analysis, due to the need
for sharp upper and lower solutions, as we will see in Chapter 3.
In general, once a maximum principle and a sufficiently sharp barrier function has been estab-
lished to bound the solution of a linear problem, they can be ultimately used to bound the error
between the numerical solution and the continuous solution. In a sense, a sharp barrier func-
tion can be recycled throughout the analysis. Later in §1.5, we discuss boundary and interior
layers. However, to obtain information about the character of the solution within the layers,
we split the solution into the sum of two components - a regular component and a layer com-
ponent. Thus for a linear problem, the two components satisfy an analogous linear problem,
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for which a suitably sharp barrier function established to bound the solution of the problem,
can be re-used to bound the regular and layer components. This is not the case with nonlinear
problems where novel upper and lower solutions must be constructed to bound the regular
and layer components. Each of these components may satisfy a nonlinear equation not en-
countered previously in the analysis of their sum.
A further difference between using a maximum principle for a linear problem and using upper
and lower solutions for a nonlinear problem is that a barrier function is explicitly constructed
to bound the solution of the linear problem. This is in contrast to a nonlinear problem where
an upper or lower solution may be difficult or impossible to construct. Instead a solution to an
alternative problem is proven to be an upper or lower solution. The solution to this alterna-
tive problem is then bounded using upper and lower solutions. This then provides an upper or
lower bound for the solution of the main problem under consideration. An example of this will
be seen in Chapter 3.
These examples are differences that arise in the analysis of the continuous problem. When
we begin to analyse the discrete problem, all these differences manifest themselves again in a
discrete manner, i.e., discrete maximum principle versus discrete upper and lower solutions,
uniqueness of a solution to a discrete linear scheme versus a discrete nonlinear scheme etc.
In conclusion, wide classes of linear problems can be studied using the same analytical tech-
niques. However, for nonlinear problems, due to the particular nonlinearity and due to the
boundary conditions and\or problem data, a generalised approach is not available and classes
of nonlinear problems are studied on a case-by-case basis.
Note that we are mainly concerned with nonlinear problems in this thesis.
Further note that when we present and analyse a finite difference scheme for a nonlinear prob-
lem, the finite difference scheme itself is nonlinear and thus cannot be explicitly solved. This
is in contrast to a linear finite difference scheme. To solve a nonlinear finite difference scheme,
we may use a variety of methods. In this thesis we use Newton’s Method, solving the scheme
exactly where possible (e.g. a quadratic nonlinearity) and the Continuation Method. We will
describe these methods in more detail as they appear in the thesis.
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1.4: PARAMETER UNIFORM CONVERGENCE AND FITTED METHODS
To formalise the idea in §1.2 of choosing the mesh parameter N solely for the desired error
bound and not based on the singular perturbation parameter, we cite the following definition.
Definition 1.4.1. ([20, pg. 12]) Consider a family of mathematical problems family parametrised
by a singular perturbation parameter ", where " lies in the semi-open interval 0< " ¶ 1. Assume
that each problem in the family has a unique solution denoted by u" , defined on the interval Ω,
and that each u" is approximated by a sequence of numerical solutions {(U N" , ΩN )}∞N=1 where
U N" is defined on the mesh Ω
N
and N is a discretisation parameter. Let U " denote the piecewise
linear interpolant overΩ
N
of the discrete solution U N" . Then, the numerical solutions U
N
" are said
to converge "-uniformly to the exact solution u" , if there exist a positive integer N0, and positive
numbers C and p , where N0, C and p are all independent of N and ", such that for all N ¾N0
sup
0<"¶1
‖U N" −u"‖Ω ¶C N−p (1.4.1)
Here p is called "-uniform rate of convergence and C is called the "-uniform error constant.
Note that Def
n
1.4.1 is a slightly modified version of the orginal ([20, pg. 12]) whereby we
require a bound on the globally defined quantity ‖U N" − u"‖Ω of the form (1.4.1) as opposed
to on the pointwise defined quantity ‖U N" − u"‖ΩN of the same form required in the original
definition.
Remark: The "-uniform error constant referred to in Def
n
1.4.1, in general, depends on the prob-
lem data in the problem class. Through careful analysis, this constant could be determined ex-
plicitly for any of the problems looked at in this thesis. However, we do not examine this issue in
this thesis.
We always aim to establish parameter-uniform convergence for any proposed numerical
method. However, this may not be possible for certain classes of singularly perturbed prob-
lems, as we will see in Chapter 2.
Returning to the ‘remedies’ mentioned in §1.2, we mentioned altering the finite difference op-
erator. Fitted operator methods (where a mesh function, referred to as a ‘fitting factor’, is in-
cluded into the finite difference operator) have been used with success for some linear prob-
lems [29]. However, this method is not appropriate for nonlinear problems. In [9], the authors
show that it is impossible to find a frozen (constant) fitting factor to generate a parameter-
uniform numerical method for the following class of nonlinear problems:
"u ′′(x )−b (u (x ))u (x ) = 0, x ∈ (0, 1), u (0) = 1, u (0) = 0, (1.4.2a)
b (u (x ))¾β > 0, x ∈ [0, 1], (1.4.2b)
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if one uses a uniform mesh. For these reasons, we choose the other remedy mentioned earlier
- altering the mesh. We refer to such methods as fitted mesh or layer-adapted mesh meth-
ods. A popular option is the relatively recent Shishkin mesh method [30]. A Shishkin mesh
consists of fine and coarse uniform meshes. The fine meshes are located in the layer regions
and the coarse meshes outside. The fine and coarse meshes are joined at appropriately chosen
transition points. These transition points are chosen analytically before the mesh is explicitly
defined.
We quickly illustrate how a Shishkin mesh is a convenient remedy to the issue raised in §1.2. We
choose the transition point σ= "
α
ln(N ) based on the inequality (1.2.4). In essence, this means
the boundary layer function is negligible beyond the transition pointσ for sufficiently large N .
The Shishkin mesh is then defined as
Ω
N
=

x i |x i = 2σ
N
, 0¶ i ¶ N2 , x i =
2(1−σ)
N
, N2 < i ¶N

, σ=min

1
2
,
"
α
ln(N )

,
whereby we place half of the N mesh intervals within the boundary layer at x = 0 and the
transition point σ (the fine mesh). The remaining mesh intervals are located outside the layer
in the interval [σ, 1] (the coarse mesh). The error (1.2.9) is then bounded on the fine mesh
x i ∈ [0,σ]∩ΩN" , for sufficiently small ", as
|E N" (x i )|¶ α
2
2
N
2

1
α
2
N
ln(N )
2
=N−1(ln(N ))2, x i ∈ [x0,x N
2
].
To bound the error on the coarse mesh x i ∈ [σ, 1]∩ΩN" , we can solve and bound the discrete
solution of (1.2.5) on the fine mesh exactly as
0¶ Y N" (x i )¶ 1, 0¶ i ¶N , Y N" (x i ) =

1+
αh i
"
−i
¶ 2e−αx i /" , 0¶ i ¶ N
2
,
and hence from (1.2.5) we have Y N" (x i+1) ¶ Y N" (x i ). Thus for all x i on the coarse mesh area
(σ, 1], we have
|(Y N" − y")(x i )|¶ |Y N" (σ)|+ |y"(σ)|¶ 3N−1, x i ∈ [x N2 , 1].
We can continue the argument to finally establish the corresponding parameter-uniform global
error bound
‖Y N" − y"‖[0,1] ¶C N−1(ln(N ))2,
where Y
N
" is the linear interpolant of Y
N
" .
Again, this was a very basic linear example just to illustrate difficulties appearing due to the
presence of the singular perturbation parameter. An alternative fitted mesh method was orig-
inally proposed by Bakhvalov in [2]. Like Shishkin’s mesh, it is comprised of fine and coarse
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parts. The suitable transition point is not as easily determined though as it may be described
as the solution of a nonlinear equation (see [7, §3.1], [29, §2.4.1] for more details). In general,
the construction and the discrete analysis pertaining to a Shishkin mesh is simpler than that
for a Bakhvalov-type mesh.
Our modus operandi when analysing the various classes of problems considered in this the-
sis will be establishing parameter-uniform convergence of numerical methods using Shishkin
meshes as a layer-adaptive mesh method.
1.5: BOUNDARY AND INTERIOR LAYERS
For a singularly perturbed problem, if a layer appears at an end-point of the domain, then it
is called a boundary layer. As mentioned in §1.3, to perform the numerical analysis, we split
the solution of a problem into two components - a regular component and a layer component
- for which their sum satisfies the problem under consideration. The location of the layer and
the layer width is determined from tight bounds on the layer component of the solution. This
information can suggest a suitable choice for the transition point(s) for the Shishkin mesh. For
a boundary layer problem, since the layer location is known, there is no ambiguity as to where
to locate the fine mesh. However, for an interior layer problem, the solution exhibits a layer not
at the boundary, but somewhere in the interior of the problem interval, at a location that may
be unknown. In the linear case e.g. a linear turning point problem, it is a known co-efficient in
the problem that generates the interior layer and thus the location can be deduced from this
co-efficient. However, in the nonlinear case, estimating the location of the interior layer is a
difficult task. The interior layer location is crucial as this is where we would centre a fine mesh
in the numerical method.
1.6: NONLINEAR SINGULARLY PERTURBED CONVECTION-DIFFUSION
INTERIOR LAYER PROBLEM
A particular problem class of interest in this thesis is a class of nonlinear singularly perturbed
interior layer problems of convection-diffusion type (second order problem with a first deriva-
tive term present). Namely, problems with the fundamental form of a Burgers’ type equation
with an interior layer;
"y ′′− y y ′−by =q , b (x )¾ 0, x ∈ (0, 1), y (0)> 0> y (1). (1.6.1)
In general, the exact location of the interior layer is unknown. In [12], Howes establishes an
explicit point in the domain [0, 1] where an interior layer of width O(") occurs. We aim in this
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thesis to examine parameter uniform convergence of numerical approximations generated on
a Shishkin mesh centred at this Howes point. A further issue in the numerical approximation
of (1.6.1) is the choice of finite difference operator. In [27], Osher presents a finite difference
operator to numerically solve (1.6.1) and establishes the stability of the scheme but no error
estimate is given. In [19], Lorenz shows that the Osher scheme for " = 0 generates first order
approximations to the discontinuous limiting solution consisting of the left and right reduced
solutions joined at the Howes point. Note the first order approximations hold true except for
at most two mesh points around the Howes point. Collectively, this is ample motivation to ap-
proximate the solution of (1.6.1) using an Osher’s type finite difference operator on a Shishkin
mesh centred at the Howes point. An obstacle is that it has not been established if the Howes
point is a root of the solution y of (1.6.1). We believe that this unknown root is the optimal
location to centre a Shishkin mesh.
In [31], Shishkin considers (1.6.1) and presents an approximation to the interior layer location
that equates to Howes’ point. He presents a numerical method based on approximating the
solution to (1.6.1) with boundary turning point problems defined to the left and right of his
approximation. Furthermore, in [32], Shishkin presents a technical algorithm to numerically
solve a class of time dependent interior layer problems that includes a time dependent version
of problem (1.6.1). The algorithm outlined in [32] is cumbersome to implement. We describe
in detail and implement this algorithm in Chapter 6. Both algorithms ([31] and [32]) are not
immediately parameter uniform in areas around the approximations of the interior layer. We
will describe this in more detail in Chapter 6.
We note in passing that Kopteva has examined nonlinear singularly perturbed problems with
interior layers (e.g. [15]). However, the interior layer problems in [15] are of reaction-diffusion
type. This thesis will not examine nonlinear reaction-diffusion problems.
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1.7: OUTLINE OF THESIS
This thesis examines a set of problem classes related to the problem class (1.6.1). For all
problem classes analysed, we conduct numerical experiments to demonstrate the convergence
rates established theoretically.
Chapter 2
We examine a set of nonlinear initial value problems which include;
"y ′+ y n = f (x ), y (0) = A, x ∈ (0, 1]. (1.7.1)
We show that the layer widths depend on the value of n , widening for larger n . This influences
the choice of transition point for the Shishkin mesh. We then examine the following class of
nonlinear initial value problems
"y ′ = k (x , y ) := a (x )(y − g 1)(y − g 2)2, y (0) = A, x ∈ (0, 1],
a (x )¶−α< 0, g 1 6= g 2.
We consider either g 1 or g 2 as stable reduced solutions. Their respective multiplicities of 1 and
2 correspond to the values n = 1, n = 2 in (1.7.1). We consider ∂
n k
∂ y n > 0 in regions around the
stable reduced solution. We see that in this case, the layer widths again widen with increasing
n . To bound the solution in this case, sharp upper and lower solutions are required and restric-
tions are placed on the behaviour of the surrounding unstable reduced solutions.
Moreover we examine the case where the initial condition is within " of an unstable reduced
solution. In this case, the solution exhibits a ‘delayed layer’. In [13, pg. 69], O’Malley examines
a similar problem with the same type of initial condition. However, due to the nonlinearity, the
‘delayed layer’ effect is exacerbated in [13] and the solution exhibits an interior layer.
Finally, we examine the classical Dahlquist knee problem [13, pg. 46]. This is a classical prob-
lem that highlights some of the failings of standard mathematical software packages in solving
singularly perturbed problems. There are intersecting reduced solutions which cause a switch
in stability between these reduced solutions. We will show there exists a weak layer in the solu-
tion at the point of intersection of the reduced solutions that requires the use of a fine mesh.
The main results in this chapter appear in [25].
10
Chapter 3
We examine a linear boundary turning-point problem of the form
("y ′′+a "y ′−by )(x ) =q (x ), x ∈ (0, 1), y (0) = 0, y (1)> 0, (1.7.2a)
b (x )¾ 0, a "(x )≈C (1− e−αx/"). (1.7.2b)
Note that the convection co-efficient exponentially approaches zero at the boundary x = 0.
This problem acts as a model for the corresponding nonlinear boundary turning-point prob-
lem:
("u ′′+u u ′−b u )(x ) =q (x ), b (x )> 0, x ∈ (0, 1), u (0) = 0, u (1)> 0.
The convection co-efficient is the solution u itself, which is zero at the boundary point x = 0.
The solution u is shown to have the same character as the co-efficient a " in (1.7.2).
Note, the main contents of this chapter have appeared in [24].
Chapter 4
We utilise the results from Chapter 3 to investigate if nonlinear interior layer problems, having
the fundamental structure (1.6.1) and with certain restrictions placed on the boundary con-
ditions, can be suitably approximated with a left and right boundary turning point problem
‘joined’ together at some point. It transpires that this interface point is required to be within a
fine mesh point of the unknown root of the solution. Since our only approximation to the layer
location, as far as this author knows, is the Howes point [12], this numerical method may not
be valuable. The results from this chapter indicate that an interior layer problem is not akin to
solving two boundary turning point problems.
Note, the main contents of this chapter have been published in [23].
Chapter 5
As in Chapter 3, we consider a linear interior layer problem to act as a model for the corre-
sponding nonlinear interior layer problem. The problem we consider is;
("u ′′+a u ′−b u )(x ) =q (x ), x ∈ (0, 1), u (0)> 0> u (1),
b (x )≥ 0, |a (x )| ≥C tanh

α
"
|x −d |

, d ∈ (0, 1).
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The convection co-efficient has an interior turning point of exponential form and the solution
exhibits an interior layer at x = d . A similar problem, in which the convection co-efficient
is discontinuous and changing sign in the interior was examined in [8]. However, we study
the above problem as it is a more suitable model for the corresponding nonlinear problem in
which the convection co-efficient is continuous. Furthermore, the ‘optimal’ point to centre a
fine Shishkin mesh is the point where the linear convection co-efficient vanishes. We investi-
gate how far away from this point we can centre the fine mesh and maintain parameter uniform
convergence. The results are encouraging. It transpires that a practical and reasonable distance
of O(") suffices. This does not mean that that the same result will apply to the corresponding
nonlinear problem. However it is further motivation in centring a fine mesh at the Howes point
when seeking an approximation to (1.6.1).
Note, the main contents of this chapter have appeared in [26].
Chapter 6
We experiment with the Shishkin algorithm outlined in [32]. The algorithm, as written, is some-
what vague and ambiguous in places. The user is left to decide on how to implement the
required theoretical steps. We propose certain choices in these cases and slight alternatives
purely so that the algorithm is implementable.
This chapter is purely computational. However, as far as the author knows, there is no equiva-
lent Howes’ point type approximation for a time-dependent interior layer problem. This chap-
ter demonstrates that such an approximation is computable. Furthermore, analysis in [32]may
assist in any of our future analysis of Burgers’-type problems.
The contents of this chapter have been submitted to the proceedings of the Fifth Conference
on Numerical Analysis and Applications, June 15-20, 2012, Lozenetz, Bulgaria, (to appear in
Lecture Notes in Computer Science, Springer).
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CHAPTER: 2
NONLINEAR INITIAL VALUE PROBLEMS
2.1: INTRODUCTION
In this chapter we study several classes of singularly perturbed nonlinear initial value problems.
We start in §2.2, by considering the singularly perturbed initial value problem
"y ′ = f (x , y ), y (0) given,
with a restriction placed on the y -derivatives of f and on the initial condition. We will see that
under this restriction on the nonlinearity, the character of the problem is close in nature to the
singularly perturbed nonlinear problem "y ′ + y n = 0, n ∈ N, y (0) > 0. We perform a careful
analysis of the truncation error to establish an error bound on numerical approximations of
the form (1.4.1) with p = 1/n .
In §2.3, we consider an extension of the problem class studied in [22], the Riccati problem:
"u ′+a (u 2− g 2) = 0, x > 0, u (0)+γ> 0,
a , g ∈C 1(0, 1], a (x )≥α> 0, g (x )≥ γ> 0, x ≥ 0.
In this chapter, the constraint u (0)+γ> 0 from [22], which limits how close the initial condition
can be to the unstable root−g (x ), is relaxed to u (0)+g (0)> 0. This allows initial conditions u (0)
to be close to −g (0) and allows −g ′(x ) > 0. Furthermore, we study the cases where the stable
root has multiplicity two and the initial condition is arbitrary close to an unstable reduced
solution. The following problem class is examined:
"u ′(x )+a (x )
p∏
j=1
(u (x )− g j (x )) = 0, g i (x )< g j (x ) if i < j ,
"u ′(x )+a (x )
p∏
j=1
(u (x )− g j (x ))2 = 0, g i (x )< g j (x ) if i < j .
The conditions on the initial condition u (0) for a stable initial layer to form are identified. We
construct upper and lower solutions which indicate that the character of a stable initial layer
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function in the vicinity of a double root of the reduced problem is different to the standard
layer structures appearing in the neighbourhood of a single root. Note that our main aim in
this chapter is to establish parameter uniform convergence for any stated initial value prob-
lem class; however, such a bound is not established in the case where the initial condition is
arbitrary close (within ") to an unstable reduced solution. In this case, we present a parameter
explicit error bound and present results of numerical experiments which confirm the parame-
ter explicit bound.
In §2.4, we present results for the problem
"z ′(x )+a (x )(z (x )−β )(z (x )− g (x )) = 0, β constant,
g ′(x )¶ 0, x ∈ [0, 1], g (d ) =β , d ∈ (0, 1),
where a layer arises in the vicinity of the point where the two reduced solutions β , g (x ) inter-
sect.
In §2.5, we present results of numerical experiments to test the adequacy of the parameter
uniform bounds established in earlier sections. We also present results from using some in-
built MATLAB functions to solve initial value problems when applied to our sample problems.
These results display the inadequacy of employing standard packages to solve singularly per-
turbed problems.
In §2.6, we casually discuss two nonlinear problems that are similar to, but not contained
within the classes of problems studied in the previous sections of this chapter.
2.2: A GENERAL NONLINEAR INITIAL VALUE PROBLEM
2.2.1 The Continuous Problem
Consider the nonlinear singularly perturbed initial value problem: find y" ∈C 1(Ω) such that
"y ′"(x ) = f (x , y"(x )), x ∈Ω := (0, 1], y"(0) = A, (A")
where the data f and A satisfy Assumption 2.2.1 set out below.
2.2.1.1 Reduced Solutions
For the problem (A"), a reduced solution is a solution r˜ of the zero order equation
f (x , r˜ (x )) = 0, x ∈Ω.
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A reduced solution r˜1 is stable on the interval (a 1,b1) ⊂ Ω if it satisfies f y (x , r˜1(x )) < 0, ∀ x ∈
(a 1,b1). If on the interval (b1, c1) ⊂ Ω, another reduced solution r˜2 is stable where r˜1(b1) =
r˜2(b1), then we may refer to the changeover of r˜1 to r˜2 satisfying f y < 0 as a switch in stability
from r˜1 to r˜2 at x = b . Moreover a reduced solution r˜3 is stable from above if f y (x , r˜3(x )) = 0,
f y y (x , r˜3(x )) ¶ 0 and r˜ ′3(x ) ¶ 0, x ∈ Ω. Furthermore a reduced solution r˜4 is stable from below
if f y (x , r˜4(x )) = 0, f y y (x , r˜4(x )) ¾ 0 and r˜ ′4(x ) ¾ 0, x ∈ Ω. A similar definition of stability can be
constructed for a reduced solution r˜5 satisfying ∂ j f /∂ y j (x , r˜5(x )) = 0, ∀ j < n for n ¾ 2.
Assumption 2.2.1. Assume f ∈C n [Sδ(r ),R] for n ¾ 1 and that there exists r ∈C 1[Ω,R] such that
∂ j f
∂ y j
(x , r (x )) = 0 ∀ 0¶ j < n , x ∈Ω, (2.2.1a)
∂ n f
∂ y n
(x , y )¶−m < 0, m > 0, (x , y )∈Sδ(r ), (2.2.1b)
for n ¾ 2 : A ¾ r (0) and r ′(x )¶ 0, (2.2.1c)
where
Sδ(r ) := {(x , y ) | x ∈Ω, (r −δ1)(x )¶ y ¶ (r +δ2)(x )};
if n = 1, δ1(x )>min{0, (A − r (0))e−m x/"} and δ2(x )>max{0, (A − r (0))e−m x/"};
if n ¾ 2, δ1(x )> 0 and δ2(x )> (A − r (0))(1+θm x/")−1/(n−1), θm < (A − r (0))n−1m (n −1)/n !
for all x ∈Ω.
We will see below that (2.2.1c) is merely convenient when n is odd and is necessary when n
is even so that r acts as a lower solution. Furthermore, for n ¾ 2, if A ¶ r (0) and r ′ ¾ 0 then
analogous results hold throughout when the inequalities in (2.2.1b) are reversed.
2.2.1.2 Existence and Uniqueness
For the problem (A"), a function y ∈C 1[Ω,R] is a lower solution of (A") if
"y ′ ¶ f (x , y ) for x ∈Ω and y (0)¶ A.
An upper solution is defined analogously. We use the concept of lower and upper solutions to
prove existence of a solution to (A") in the closed set S = {(x , t ) | x ∈Ω, y (x )¶ t ¶ y (x )}.
Theorem 2.2.1. ([16]) Let y , y ∈C 1[Sδ(r )] be lower and upper solutions of (A") such that y ¶ y
on Ω and f ∈C 0[S,R]. Then there exists a solution y" of (A") such that y (x )¶ y"(x )¶ y (x ) on Ω.
Theorem 2.2.2. Under Assumption 2.2.1 and for " sufficiently small, there exists a unique solu-
tion y" to (A") satisfying
|(y" − r )(x )|¶ |A − r (0)|+C"1/n , x ∈Ω.
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Proof. Using
f (x ,α)− f (x ,β ) = (α−β )
∫ 1
t=0
f y (x ,β + t (α−β )) d t , (2.2.2)
we can show inductively ∀ n ∈N that
f (x ,α)− f (x ,β )−
n−1∑
i=1
1
i !
(α−β )i ∂ i f
∂ y i
(x ,β ) = (α−β )nT ( f ;α,β , n ), where (2.2.3a)
T ( f ;α,β , n ) :=
∫ 1
t1=0
t n−11
∫ 1
t2=0
t n−22 . . .
∫ 1
tn=0
∂ n f
∂ y n
(x ,β +(α−β )
n∏
j1=1
t j1 )
n∏
j2=1
d tn+1−j2 . (2.2.3b)
If we define ` := y"−r then using (A"), Assumption 2.2.1 and (2.2.3) we can show that ` satisfies
the problem
"`′(x )−T ( f ; (`+ r )(x ), r (x ), n )(`(x ))n =−"r ′(x ), x ∈Ω, `(0) = A − r (0). (2.2.4)
Consider the solution to the problem
"`
′
(x )+
m
n !
(`(x ))n = "‖r ′‖, x ∈Ω, `(0) = A − r (0). (2.2.5)
Using an expansion of ((α−β )+β )n and with R" := ( n !m ‖r ′‖")
1
n , we can express the equation in
(2.2.5) as
"`
′
(x )+
m
n !
(`−R")n +m
n !
n−1∑
i=1
1
i !
( Pn i )R"
n−i (`−R")i = 0. (2.2.6)
Consider the solution to the problem "ψ′+(m/n !)(ψ−R")n = 0,ψ(0) = A − r (0)which is
ψ(x ) = (A − r (0)−R")e−m x/" +R" , if n = 1,
ψ(x ) = (A − r (0)−R")

1+(A − r (0)−R")n−1 (n −1)m
n !
x
"
−1/(n−1)
+R" , if n ¾ 2.
Since A−r (0)> 0 for n ¾ 2 and supposing A−r (0)> 0 if n = 1 (the case of n = 1 and A−r (0)< 0
is proved analogously) then using (2.2.6) we can show, assuming " is sufficiently small, that ψ
is an upper solution of (2.2.5). Then using Assumption 2.2.1 and (2.2.5) we can show that ` is an
upper solution of (2.2.4). Also note that 0 (when n ¾ 2) or −R" (when n = 1) is a lower solution
for (2.2.4). Hence the existence of ` is established, which in turn establishes the existence of
y" = `+ r .
Now suppose y1 and y2 are two solutions to (A"). Noting that f ∈C 1[Sδ(r ),R], then∆y := y1−y2
is the solution of the problem
"(∆y )′ = (∆y )
∫ 1
t=0
f y (x , y2+ t (∆y ))d t , x ∈Ω, (∆y )(0) = 0.
Hence
(∆y )(x ) = (∆y )(0)exp
 ∫ x
s=0
∫ 1
t=0
f y (s , u 2+ t (∆y ))d t d s
!
≡ 0.
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Remark: Note that for all odd n, if we did not assume that r ′ ¶ 0 then −R" would be a lower
solution for (2.2.4).
2.2.1.3 Regular and Layer Components
Express the solution y" as the sum of two components v" and w" , where the regular component
v" is defined as the solution to the problem
"v ′" = f (x , v"), x ∈Ω, v"(0) = r (0). (2.2.7)
From Theorem 2.2.2, this problem has a unique solution v" satisfying
min{r (x )}¶ v"(x )¶max{r (x )}, x ∈Ω.
The unique layer component w" = y" −v" satisfies the problem
"w ′" =

f (x , y")− f (x , v")
y" −v"

w" , x ∈Ω, w"(0) = (y" −v")(0). (2.2.8)
Theorem 2.2.3. Under Assumption 2.2.1, if v" is the solution of (2.2.7) and w" is the solution of
(2.2.8) then for sufficiently small " we have
‖v" − r ‖¶

n !
m
‖r ′‖"
1/n
and ‖v ′"‖¶ Cm ‖r
′‖; (2.2.9a)
|w"(x )|¶ |w"(0)|e−m x/" , n = 1; (2.2.9b)
|w"(x )|¶ |w"(0)|

1+ |w"(0)|n−1 m (n −1)
n !
x
"
−1/(n−1)
, n ¾ 2, x ∈Ω. (2.2.9c)
Proof. If we define χ := v" − r , then from the proof in Theorem 2.2.2 we have
|(v" − r )(x )|¶R" :=

n !
m
‖r ′‖"
1/n
, n = 1, 0¶ (v" − r )(x )¶R" , n ¾ 2, x ∈Ω. (2.2.10)
Furthermore, using Assumption 2.2.1 and (2.2.3) we can show that
|v ′"(x )|= 1" | f (x , (r +χ)(x ))|¶
1
"
‖v" − r ‖n 1
n !
∂ n f∂ y n
¶ Cm ‖r ′‖.
Using (2.2.3) we can expand the equation (2.2.8) for the layer component in the following way
"w ′" = f (x , y")− f (x , v") = T ( f ; y" , v" , n )w n" +
n−1∑
i=1
1
i !
∂ i f
∂ y i
(x , v")w i" . (2.2.11)
Note that when n = 1 the summation term in (2.2.11) is zero. For n ¾ 2 and i < n we can use
Assumption 2.2.1, (2.2.3) and (2.2.10) to show that
∂ i f
∂ y i
(x , v") =
∂ i f
∂ y i
(x , v")− ∂
i f
∂ y i
(x , r )−
n−1∑
j=i+1
1
(j − i )! (v" − r )
(j−i ) ∂ j f
∂ y j
(x , r )
= (v" − r )(n−i )
∫ 1
t1=0
t n−i−11 . . .
∫ 1
tn−i=0
∂ n f
∂ y n
(x , r +(v" − r )
n−i∏
j1=1
t j1 )
n−i∏
j2=1
d tn−i+1−j2 ¶ 0. (2.2.12)
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Hence if A − r (0)> 0 in the case of n = 1, then for all n ∈Nwe can show that the solution w to
"w ′+m
n !
w n = 0, w (0) =w"(0), x ∈Ω,
is an upper solution and that w = 0 is a lower solution of (2.2.11). If n = 1 with A−r (0)< 0 then
the layer component is bounded in the same manner. By explicitly solving for w , the bounds
in (2.2.9) follow.
2.2.2 The Discrete Problem
Consider the discrete nonlinear problem: find a mesh function Y N" such that
"D−Y N" (x i ) = f (x i , Y N" (x i )), x i ∈ΩNn , Y N" (0) = A, (A N" )
where D−Y N" (x i ) := 1h i (Y
N
" (x i )−Y N" (x i−1)), h i = x i − x i−1. As illustrated in [7], when the layer
component is bounded by an "-dependent decaying exponential of the form e−θx/" then we
have e−θx/" ¶ 1N if x ¾
"
θ
ln N . This motivates the choice of "
θ
ln N as a transition point between
a fine initial mesh and a coarse outer mesh. For n ¾ 2, similarly we solve for w"(x )¶ 1/Φ(N ), for
some positive function Φ decreasing in N which we choose momentarily, and take a transition
point of the form n !"m (n−1)Φ(N )n−1. Define the mesh ΩNn as follows
ΩNn :=
¨
x i
x i = 2σN i , 0¶ i ¶ N2 , x i =σ+ 2(1−σ)N

i − N
2

,
N
2
< i ¶N
«
, (2.2.13a)
σ :=min

1
2
,
µn n !"
m
L n (N )

, µ1 = 1, µn >
1
n −1 ∀ n ¾ 2, (2.2.13b)
where L 1(N ) := ln N and L n (N ) = Φ(N )n−1 :=N
n−1
n ∀ n ¾ 2. (2.2.13c)
We explain the motivation for this choice of Φ(N ) in the following. Suppose σ< 12 , when i ¶
N
2
we require h i "−1 =O(N−1Φ(N )n−1)→ 0 as N →∞ and when i > N2 we require 1/Φ(N )→ 0 as
N →∞. If Φ(N ) is of the form Φ(N ) = N p , p > 0, then p (n − 1)− 1 < 0 ⇐⇒ p < 1n−1 . Thus a
choice of p = 1n suffices to guarantee convergence as N increases when Φ(N ) =N
p .
The next theorem provides for the existence of a discrete solution via the existence of discrete
lower and upper solutions. The proof of this theorem is an obvious extension of the proof in
[22, pg. 377] to the problem (A N" ).
Theorem 2.2.4. Suppose there exists two mesh functions Y
N
and Y N such that Y
N
(0)¾ y"(0)¾
Y N (0), Y
N ¾ Y N and "D−Y N − f (x i , Y N )¾ 0¾ "D−Y N − f (x i , Y N ) onΩNn then there is a solution
Y N" to (A N" ) satisfying Y N ¶ Y N" ¶ Y N , x i ∈ΩNn .
For (A N" ), we establish the existence of a solution by bounding the discrete regular and layer
components in the decomposition Y N" = V
N
" +W
N
" . The discrete regular component V
N
" is
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defined as the solution of
"D−V N" (x i ) = f (x i , V N" (x i )), x i ∈ΩNn , V N" (0) = v"(0). (2.2.14)
The discrete layer component W N" is defined as the solution of
"D−W N" (x i ) =

f (x i , Y N" (x i ))− f (x i , V N" (x i ))
Y N" (x i )−V N" (x i )

W N" (x i ), x i ∈ΩNn , W N" (0) =w"(0). (2.2.15)
We show the existence of a solution to (A N" ) in the following theorem.
Theorem 2.2.5. If V N" and W
N
" are the discrete solutions of (2.2.14) and (2.2.15) respectively
then the solution to (A N" ) is unique and satisfies Y N" = V N" +W N" . For sufficiently small " and
sufficiently large N and µ> 1 we have the following bounds
|(V N" − r )(x i )|¶ ‖r
′‖
m
", n = 1, 0¶ (V N" − r )(x i )¶

n !‖r ′‖
m
"
1/n
, n ¾ 2, x ∈ΩNn . (2.2.16a)
|W N" (x i )|¶µ|w"(0)|e−m x i /" +C N−1, x i ∈ΩNn , n = 1, (2.2.16b)
|W N" (x i )|¶ |w"(0)|

1+
|w"(0)|n−1m (n −1)
µn !
x i
"
−1/(n−1)
+C N−1/n , x i ∈ΩNn , n ¾ 2. (2.2.16c)
Proof. Define ΓN := V N" − r . As in the proof of Theorem 2.2.2 we can use discrete upper and
lower solutions to show that ΓN exists and satisfies 0¶ ΓN (x i )¶ R" for n ¾ 2 and |ΓN (x i )|¶ R"
for n = 1 for all x i ∈ΩNn , where R" := (n !‖r ′‖"/m )1/n .
As in the proof of Theorem 2.2.3, we expand the equation for the discrete layer component as
follows
"D−W N" (x i ) = T ( f ; (V N" +W N" )(x i ), V N" (x i ), n )W N" (x i )
n +
n−1∑
j=1
1
j !
∂ j f
∂ y j
(x i , V N" (x i ))W
N
" (x i )
j
.
(2.2.17)
Note that when n = 1 the summation term in (2.2.17) is zero. For n ¾ 2 and i < n we can use
Assumption 2.2.1, (2.2.3) and (2.2.16a) to show that ∂
i f
∂ y i
(x i , V N" )¶ 0.
We first considerσ< 1/2. If n = 1, suppose that A− r (0)> 0 and consider the discrete function
W
N
(x i ) :=w"(0)
i∏
j=1

1+m
h j
"
−1
0< i ¶ N
2
, W
N
(x0) :=w"(0). (2.2.18)
We state a few useful inequalities that we use occasionally throughout the thesis:
︸ ︷︷ ︸
t>0
e (1−t /2)t ¶ 1+ t ¶
t∈[0,0.5]︷ ︸︸ ︷
e t ¶ 1+2t (2.2.19a)
e−(1+t )t ¶ 1− t ¶ e−t ¶ 1− t /2, t ∈ [0, 0.5], (2.2.19b)
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Using (2.2.19) for sufficiently small " and sufficiently large N , we can show that W
N
(x i ) ¶
µw"(0)e−m x i /" for i ¶ N /2 for some µ > 1. Then using Assumption 2.2.1 and (2.2.16a) we can
show, using upper and lower solutions, that 0¶W N" (x i )¶W
N
(x i ) for i ¶N /2. At i =N /2, us-
ing (2.2.13) with (2.2.18), we have W
N
(σ)¶C N−1. Thus we can show through upper and lower
solutions that 0 ¶ W N" (x i ) ¶ C N−1 for i > N /2. The proof of the case n = 1 and A − r (0) < 0
follows the same argument.
For n ¾ 2, where we have w"(0)> 0, consider the functionω such that
ω(x )n−1 =w"(0)n−1

1+θ
x
"
−1
, θ =
1
µn !
w"(0)n−1(n −1)m , µ> 1, x ∈Ω. (2.2.20)
Note that
0¾ω(x i )n−1−ω(x i−1)n−1 ¾−C h i "−1ω(x i−1)n−1, x i ∈ΩNn \ {x0}.
Using (2.2.13) we have µω(x i )n−1 −ω(x i−1)n−1 ¾ 0 for i ¶ N /2 for µ > 1 and for sufficiently
large N . Clearly, we also haveω(x i−1)>ω(x i ). Under Assumption 2.2.1, we have −T ( f ; (V N" +
ω)(x i ), V N" (x i ), n )¾m/n !. Using a factorisation of αn−βn and using the notationωni :=ω(x i )n
we can show that
"D−ωi +θw"(0)1−n
ωn−1i ωn−1i−1∑n−2
k=0ω
n−2−k
i ω
k
i−1
= 0.
Using (2.2.17) with the notation T + =−T ( f ; (V N" +ω)(x i ), V N" (x i ), n ) and using the inequalities
in the previous paragraph, we can show that
"D−ωi +T +ωi n −
n−1∑
j=1
1
j !
∂ j f
∂ y j
(x i , V N" (x i ))ωi
j ¾ T +ωi n −θw"(0)1−n ω
n−1
i ω
n−1
i−1∑n−2
k=0ω
n−2−k
i ω
k
i−1
¾ωi

T +ωn−1i − θw"(0)
1−n
n −1 ω
n−1
i−1

¾ m
µn !
ωi

µωi
n−1−ωi−1n−1¾ 0.
Thus ω is an upper solution and since 0 is a lower solution we have 0 ¶ W N" (x i ) ¶ ω(x i ) for
i ¶ N /2. At i = N /2, using (2.2.13) with (2.2.20), we have ω(σ) ¶ C N− 1n . Thus we can show
through upper and lower solutions that 0¶W N" (x i )¶C N−
1
n for i >N /2.
The proof of the case σ = 1/2 is analogous to the case σ < 1/2 and i ¶ N /2, where we use
(2.2.13) to show that h i "−1 ¶C N−1L n (N ), ∀ 0¶ i ¶N for all n ¾ 1.
Therefore Y N" = V
N
" +W
N
" exists and satisfies "D
−Y N" (x i ) = f (x i , Y N" (x i )), x i ∈ ΩNn , Y N" (0) = A.
To prove uniqueness, suppose Y N1 and Y
N
2 are two solutions of (A N" ) then (∆Y )N := Y N1 −Y N2
satisfies "D−(∆Y )N (x i ) = f (x i , Y N1 (x i ))− f (x i , Y N2 (x i )), (∆Y )N (x0) = 0. Hence using Assumption
2.2.1 we have
(∆Y )N (x i ) = (∆Y )N (x i−1)
 
1− h i
"
∫ 1
t=0
f y (x i , (Y N2 + t (∆Y )
N )(x i )
!−1
≡ 0.
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We establish a bound on the error (Y N" − y")(x i ) in the following theorem.
Theorem 2.2.6. Under Assumption 2.2.1, if y" is the solution to (A") and Y " is the piecewise
linear interpolation of Y N" , the solution to (A N" ), then for sufficiently small " and sufficiently
large N we have
‖Y N" − y"‖[0,1] ¶
 C N−1 ln N , n = 1,C N−1/n , n ¾ 2.
Proof. Considerσ< 1/2. We first bound the truncation error for i ¶N /2. That is,
τN (x i ) := "(D−y" − y ′")(x i ) = h−1
∫ x i
x i−1
"y ′"(t )− "y ′"(x i )d t , h := x i −x i−1, i ¶N /2.
Using (2.2.3), for any 0¶ t ¶ x we have
f (x , y"(t ))− f (x , y"(x )) (2.2.21a)
=
n−1∑
j=1
1
j !
∂ j f
∂ y j
(x , y"(x ))(y"(t )− y"(x ))j +T ( f ; y"(t ), y"(x ), n )(y"(t )− y"(x ))n . (2.2.21b)
Note that when n = 1 the summation term in (2.2.21) is zero. For n ¾ 2, we can show in the same
manner as (2.2.12) that ∂
j f
∂ y j
(x , y"(x )) ¶ 0, j < n . Using Assumption 2.2.1, (2.2.3) and Theorem
2.2.3 we have
"y ′"(x ) = f (x , y (x )) = (y (x )− r (x ))nT ( f ; y" , r, n )¶ 0.
That is y ′" ¶ 0 and ‖y ′"‖ ¶ C"−1. Using Assumption 2.2.1 we have T ( f ; y"(t ), y"(x ), n ) ¶ −m/n !.
Using these inequalities we can bound the truncation error for all n ∈N as follows
−C
h + n−1∑
j=1
1
j !
∂ j f∂ y j (x i , y"(x i ))
h j "−j +hn"−n
¶τN (x i )¶C h. (2.2.22)
For all n ∈ N, x i ∈ ΩNn and for any σ ¶ 1/2 we can bound the truncation error for the regular
component using "|(D−v" −v ′")(x i )|¶C max h i ¶C N−1.
Now we bound the error E N := Y N" − y" for i ¶N /2. At all mesh points x i ∈ΩNn , from (A") and
(A N" ), we have
"D−Y N" (x i )− "y ′"(x i ) = f (x i , Y N" (x i ))− f (x i , y"(x i )).
Using expansions as before, we see that the error E N satisfies
("D−E N +τN )(x i ) = T ( f ; Y N" (x i ), y"(x i ), n )E N (x i )
n +
n−1∑
j=1
1
j !
∂ j f
∂ y j
(x i , y"(x i ))E N (x i )
j
, E N (0) = 0.
(2.2.23)
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For n = 2, recalling that ∂
j f
∂ y j
(x i , y"(x i )) ¶ 0 and using (2.2.22) we can show that E
N
(x i ) :=
C h"−1(1+x i ) is an upper solution of (2.2.23).
Writing
"D−Y N" (x i )− "y ′"(x i ) =−( f (x i , y"(x i ))− f (x i , Y N" (x i ))),
expanding ( f (x i , y"(x i ))− f (x i , Y N" (x i ))) and using Theorem 2.2.5 to show that
∂ j f
∂ y j
(x i , Y N" (x i )) ¶ 0, j < n , we can rewrite (2.2.23) and show that −E N is a lower solution. For
n = 1 we can similarly show that |E N (x i )|¶C h"−1 for i ¶N /2. Therefore, ∀ n ∈N and i ¶N /2,
we have |(Y N" − y")(x i )|¶C h"−1 ¶C N−1L n (N ).
We now bound the error E N for i ¾N /2. First we bound the error E Nv :=V N" −v" for all x i ∈ΩNn
and for allσ¶ 1/2. As with the error E N , and using the notation τNv (x i ) := "(D−v" −v ′")(x i ), we
can show that E Nv satisfies
("D−E Nv +τNv )(x i ) = T ( f ; V N" (x i ), v"(x i ), n )E Nv (x i )
n +
n−1∑
j=1
1
j !
∂ j f
∂ y j
(x i , v"(x i ))E Nv (x i )
j
, E Nv (0) = 0.
(2.2.24)
As before, for all n ¾ 2 we can show that ∂ j f
∂ y j
(x , v"(x i ))¶ 0 and ∂
j f
∂ y j
(x , V N" (x i ))¶ 0, j < n . Hence,
for all n ∈ N we can establish that E N±v = ±(n !/m‖τv ‖)1/n are upper and lower solutions re-
spectfully. Thus ∀ n ∈N we have |(V N" − v")(x i )|¶C N− 1n , x i ∈ΩNn , σ¶ 1/2. Thus using (2.2.13)
and Theorems 2.2.3 and 2.2.5, for i ¾N /2 we have that
|(Y N" − y")(x i )|¶ |(V N" −v")(x i )|+ |(W N" −w")(x i )|¶C N−1/n + |W N" (x i )|+ |w"(x i )|¶C N−1/n .
The proof of the case σ = 1/2 is analogous to the case σ < 1/2 and i ¶ N /2, where we note
that h"−1 ¶ C N−1L n (N ), for all n ¾ 1. The global error bound can be established in the same
manner as in [22, pg. 381].
2.3: A PARTICULAR CLASS OF NONLINEAR PROBLEMS
2.3.1 The Continuous Problem
Consider the following nonlinear singularly perturbed initial value problem: find u" ∈ C 1(Ω)
such that
"u ′" = k (x , u"(x )) :=−a (x )
p∏
j=1
(u"(x )− g j (x ))n j , x ∈Ω := (0, 1], u"(0) = A,
n j ∈N, a ∈C 0[Ω,R], g i ∈C 1[Ω,R], γi :=minx∈Ω g i (x ), γi :=maxx∈Ω g i (x ), 1¶ i ¶ p , (B")
g i (x )< g j (x ), 1¶ i < j ¶ p , a (x )¾α> 0, x ∈Ω.
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Note that the inequality g i (x ) < g j (x ) above is strict, implying that the reduced solutions are
all distinct.
2.3.1.1 Stability of the Reduced Solutions
From §2.2.1.1, each function g i in (B") is a reduced solution. Suppose the given initial condi-
tion satisfies g q (0)< u"(0)< g q+1(0) for some q ∈ {1, 2, . . . , p −1}, then note the following:
(1) If
∑p
j=q+1 n j is even then we only examine the cases of either (a) nq = 1 or (b) nq = 2 and
g ′q ¶ 0 on [0, 1].
(2) If
∑p
j=q+1 n j is odd then we only examine the cases of either (a) nq+1 = 1 or (b) nq+1 = 2 and
g ′q+1 ¾ 0 on [0, 1].
(3) Furthermore, if u"(0)< g 1(0) then we only consider
∑p
j=1 n j odd and the cases (a) n 1 = 1 or
(b) n 1 = 2 and g ′1 ¾ 0. On the other hand, if u"(0) > g n (0) then we only consider the cases (a)
n p = 1 or (b) n p = 2 and g ′p ¶ 0.
These restrictions are used to show that g q in case (1), g q+1 in case (2) or g 1 or g p in case (3)
are stable, all according to the discussion in §2.2.1.1. Hence, for any u"(0), there is a reduced
solution g s , 1 ¶ s ¶ p , that satisfies one of the stability definitions. To ease notation, we refer
to this g s as the stable reduced solution of (B") associated with u"(0) but we explicitly state the
value of n s and the sign of g ′s when required. It follows that:
If n s = 1 then
p∑
j=s+1
n j is even. (2.3.1a)
If n s = 2 and g s is stable from above then
p∑
j=s+1
n j is even. (2.3.1b)
If n s = 2 and g s is stable from below then
p∑
j=s+1
n j is odd. (2.3.1c)
In the case of n s = 1, we consider both the initial condition bounded away from an unstable
reduced solution and the initial condition arbitrary close to an unstable reduced solution i.e.
(a) u"(0) = g s−1(0) +λ" or (b) u"(0) = g s+1(0)−λ", λ > 0. In such cases, we pose the following
restrictions
If u"(0) = g s−1(0)+λ" then g s is a constant function, g s−1(0) = γs−1 and n s−1 = 1. (2.3.2a)
If u"(0) = g s+1(0)−λ" then g s is a constant function, g s+1(0) = γs+1 and n s+1 = 1. (2.3.2b)
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2.3.1.2 Existence and Uniqueness
Since k ∈C 1(Ω), uniqueness is established by Theorem 2.2.2. Referring to §2.2.1.2, we establish
the existence of a solution to (B") by the construction of lower and upper solutions. In Theo-
rem 2.3.1, we establish the existence of a solution when the initial condition is sufficiently close
to the stable reduced solution. In Theorem 2.3.2, existence is established for initial conditions
which are not sufficiently close to the stable reduced solution.
We introduce two parametersµ andµ, independent of ", with 0<µ,µ< 1. Define the constants
As := γs−1+µ(γs −γs−1), s > 1, As := γs+1−µ(γs+1−γs ), s < p , (2.3.3)
where particular choices for µ and µ are taken in the proof of Theorem 2.3.4 below. Since
g i < g j , 1¶ i < j ¶ p in (B") and from the bounds onµ andµ, the strict inequality for 1< s < p
follows
g s−1(x )< As < g s (x )< As < g s+1(x ), x ∈ [0, 1]. (2.3.4)
The following theorem considers As ¶ u"(0)¶ As , 1< s < p or the equivalent for s = 1, p .
Theorem 2.3.1. Let g s be the stable reduced solution of (B") associated with u"(0). Let As and
As be any constants satisfying (2.3.4) for 1 < s < p or the equivalent for s = 1, p . If As ¶ u"(0) ¶
As , 1< s < p (or −∞< u"(0)¶ As if s = 1 or As ¶ u"(0)<∞ if s = p ) then there exists a unique
solution u" to (B") satisfying min{u"(0),γs }¶ u"(x )¶max{u"(0),γs }, x ∈Ω.
Proof. Using (2.3.1) and the restrictions on the sign of g ′s in the respective cases, we can easily
show that the stated bounds on u" are lower and upper solutions of (B").
The above constant lower and upper solutions suffice for our analysis when the initial con-
dition is sufficiently close to the stable reduced solution associated with u"(0). In the next
theorem, we present more informative lower and upper solutions in the case where g s−1(0) <
u"(0) < As for s > 1 or As < u"(0) < g s+1(0) for s < p . Note that for n s = 1, the sub cases
g s−1(0) < u"(0) ¶ γs−1 and g s+1(0) > u"(0) ¾ γs+1 of the latter two cases respectively, were not
considered in [22]. The theorem presents a restriction, ((2.3.6) below), on g ′s−1 which can be
interpreted as a condition to prevent u"(t ) = g s−1(t ) at some t > 0.
Theorem 2.3.2. Let g s be the stable reduced solution associated with u"(0), where
g s−1(0)< u"(0)< As , As as in (2.3.3).
(a) If n s = 1 or if n s = 2 and g s is stable from below with g ′s ¾ 0 then u = γs or u = g s are upper
solutions of (B") respectively. Moreover, assuming (2.3.2), if n s = 1 and u"(0) = g s−1(0)+λ" then
u = g s−1(0) is a lower solution of (B").
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(b) If n s = 1 or if n s = 2 and g s is stable from below and u"(0)− g s−1(0) ¾ C > 0, then let
u (x ) := As − (As −u"(0))e−θx/" and assume that the parameter θ satisfies
0<θ ¶
α s−2∏
j=1
(u"(0)−γj )n j (u"(0)− g s−1(0))n s
p∏
j=s
(γ
j
−As )n j
/As −u"(0) . (2.3.5)
If
u ′(x )> g ′s−1(x ) on

0,
"
θ
ln

As −u"(0)
"

, (2.3.6)
then for sufficiently small ", u is a lower solution of (B").
(c) Furthermore, the solution u" to (B") is unique and for sufficiently small "
min
x∈Ω
{(u" − g s−1)(x )}¾min{u"(0)− g s−1(0),ς} (2.3.7)
for any ς< As −γs−1.
Proof. a) Noting (2.3.1)-(2.3.2), the proof is analogous to the proof of Theorem 2.3.1.
b)Note that u = As − " when x = ζ := "θ ln

(As −u"(0))/"

. Consider x ∈ [0,ζ], where from
(2.3.6) we have (u − g s−1)(x )¾ (u"− g s−1)(0). From (2.3.1) it can be checked that k (x , u )> 0 for
x ∈Ω and we bound k (x , u ) from below on [0,ζ] as follows.
k (x , u )¾α
s−2∏
j=1
(u"(0)−γj )n j (u"(0)− g s−1(0))n s−1 (γs −As )n s
p∏
j=s+1
(γ
j
−As )n j .
Using (2.3.1) it can be checked that this lower bound is positive. Similarly bounding "u ′ from
above by θ (As −u"(0)) shows that the inequality "u ′ ¶ k (x , u ) follows from (2.3.5).
Consider x ∈ [ζ, 1]. On this interval "u ′ ¶ "θ and u −As =O("). Thus by (2.3.1) and (2.3.3) we
have "u ′−k (x , u )≡O(")−k (x , As )< 0 for sufficiently small ". Hence u is a lower solution for
(B").
c)The proof of uniqueness is analogous to Theorem 2.3.1. Consider the solution u" on [0,ζ].
We have u" − g s−1 ¾ u − g s−1 ¾ (u" − g s−1)(0). Next consider u" on (ζ, 1]. We have
u" − g s−1 ¾ As − "−γs−1 =µ(γs −γs−1)− " > ς,
for sufficiently small " and for any ς<µ(γ
s
−γs−1).
A corresponding Theorem and proof to the above can be presented for the case where As <
u"(0)< g s+1(0) for s < p , for As as in (2.3.3).
Remark: The inequality in (2.3.6) is satisfied when g ′s−1(x )<θ on 0¶ x ¶ "θ ln

(As −u"(0))/"

.
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2.3.1.3 Regular and Layer Components
Express the solution u" as the sum of two components v" and w" , where the regular component
v" is defined as the solution of the initial value problem
"v ′"(x ) = k (x , v"(x )), x ∈Ω, v"(0) = g s (0). (2.3.8)
Since this problem corresponds to the general problem in §2.2, the next theorem is implied.
Theorem 2.3.3. Let g s be the stable reduced solution of (B") associated with u"(0). There exists
a unique solution v" to (2.3.8) satisfying
γ
s
¶ v"(x )¶ γs , ‖v" − g s ‖¶C ("‖g ′s ‖)1/n s , ‖v ′"‖¶C‖g ′s ‖, x ∈Ω.
The unique layer component w" is defined as the solution of
"w ′" =

k (x , u")−k (x , v")
u" −v"

w" , x ∈Ω, w"(0) = u"(0)− g s (0). (2.3.9)
In the next theorem, we establish bounds on the layer component and its first derivative.
Theorem 2.3.4. Let g s be the stable reduced solution of (B") associated with u"(0) and w" be
the layer component satisfying (2.3.9). Let i = 0, 1 then ∀ 1¶ j ¶ p , j 6= s we have;
(a) If n s = 1 and min{|u"(0)− g j (0)|}¾C > 0 then
|w (i )" (x )|¶C"−i |u"(0)− g s (0)|e−C x/" , x ∈Ω.
(b) If n s = 1 and min{|u"(0)− g j (0)|}=λ", then, assuming (2.3.2),
|w (i )" (x )|¶C"−i

1+C"e C x/"
−1
, x ∈Ω.
(c) If n s = 2 and min{|u"(0)− g j (0)|}¾C > 0, then
|w (i )" (x )|¶C |u"(0)− g s (0)|"−i

1+C |u"(0)− g s (0)|x
"
−1
, x ∈Ω.
Proof. Define the function K as follows
K (y ; s , j ) := (y − g s )n s−j
p∏
i=1
i 6=s
(y − g i )n i , n s ¾ j ¾ 0. (2.3.10)
Note that∏p
i=1 (u" − g i )n i −
∏p
i=1 (v" − g i )n i
u" −v"
= K (u" ; s , 1)+ (v" − g s )

K (u" ; s , 1)−K (v" ; s , 1)
u" −v"

(2.3.11a)
= K (u" ; s , 1)+ (v" − g s )

K (u" ; s , 2)+ (v" − g s )

K (u" ; s , 2)−K (v" ; s , 2)
u" −v"

, (2.3.11b)
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where (2.3.11a) is valid when n s ¾ 1 and (2.3.11b) is valid when n s ¾ 2.
(a) Consider n s = 1. By using (2.3.1) and Theorems 2.3.1 and 2.3.2, a positive lower bound b
for a K (u" ; s , 1) is as presented in (2.3.20) below. Note that lower bounds in the three cases are
used as mesh constants and thus we avoid repetition by stating these in (2.3.19)-(2.3.20) below.
Using (2.3.11a), (2.3.20) and Theorem 2.3.3 we have
−

k (x , u")−k (x , v")
u" −v"

¾b −C" > κ, (2.3.12)
for sufficiently small ". Consider w := |u"(0)−g s (0)|e−κx/" . Using (2.3.12) it can be easily shown
that w is an upper solution and similarly that w =−w is a lower solution for (2.3.9). It follows
from (2.3.9) that
|w (p )" (x )|¶ |w"(0)|(C p +1)"−p e−κx/" , p = 0, 1. (2.3.13)
(b) Next suppose u"(0) = g s+1(0)−λ", λ > 0 and assume (2.3.2) (which means n s = n s+1 = 1
and v" ≡ g s ). Express (2.3.11a) as
K (u" ; s , 1)+0=
p∏
j=1
j 6=s
(u" − g j )n j = (w" +v" − g s+1)
p∏
j=1
j 6=s , s+1
(y − g j )n j .
Using this expression we can write (2.3.9) as
"w ′" − B1(x , u")(w" − B2(x , v"))w" = 0, w"(0) = g s+1(0)−λ"− g s (0), (2.3.14)
where B1(x , u") :=−a
p∏
j=1
j 6=s ,s+1
(u" − g j )n j (x ) and B2(x , v") := (g s+1−v")(x ).
Using Theorems 2.3.2 and 2.3.3 we can establish that B1 ¾ κ1 and B2 ¾ κ2 where κ1 and κ2 are
presented in (2.3.19). Using these bounds and (2.3.2), it can easily be checked that the solution
to the problem "w ′ − κ1(w − κ2)w = 0, w (0) = w"(0), is an upper solution to (2.3.9). We can
then bound w ′" as required. The proof of the case where u"(0) = g s−1(0) +λ" with n s−1 = 1 is
analogous to the above. Hence, in both cases, we have the bounds
|w (p )" (x )|¶ (C p +1)"−pκ2

1+
λ"
κ2−λ" e
κ1κ2x/"
−1
, p = 0, 1. (2.3.15)
(c) Finally, consider n s = 2 and g s stable from above. From (2.3.11b) it follows that∏p
i=1 (u" − g i )n i −
∏p
i=1 (v" − g i )n i
u" −v"
=w"
n∏
j=1
j 6=s
(u" − g j )n j +(v" − g s )2K (u" ; s , 2)+ (v" − g s )Ky (ξ; s , 2) , (2.3.16)
27
for some well defined min{u" , v"} ¶ ξ ¶ max{u" , v"}. It can easily be established that the
bounds b as defined in (2.3.20), applicable to the value of u"(0), are a lower bound for
a K (u" ; s , 2). Using (2.3.9) and (2.3.16) we write an equation for w" as follows
"w ′" +a K (u" ; s , 2)(w" +(v" − g s )(2+(v" − g s ) Ky (ξ; s , 2)K (u" ; s , 2) ))w" = 0, w"(0) = (u" − g s )(0). (2.3.17)
Consider the problem "w ′ + b w 2 = 0, w (0) = w"(0). Using Theorem 2.3.3 it can easily be
checked that for sufficiently small ", w is an upper solution to (2.3.17) and w = 0 is a lower
solution. We can solve for w explicitly and it follows from (2.3.9) that
|w (p )" (x )|¶ (C p +1)"−p

bx
"
+
1
|u"(0)− g s (0)|
−1
, p = 0, 1. (2.3.18)
The proof of the case where n s = 2 and g s is stable from below is analogous to the above.
Remark: Depending on whether n s = 1 or n s = 2, or whether the distance between the initial
condition and an unstable reduced solution is "-dependent or not, the layer component has
a different character, which influences our choice of mesh in the following section. A graph is
shown in Figure 2.4 displaying the difference in the layer structure for the two cases considered
when n s = 1. Note that a graph for the case n = 2 of the general problem (A") is shown in Figure
2.1. We also note from the proof of Theorem 2.3.4 that for case (b) above, we have
|w ′"(0)| ¶ "−1 B1(0, u")|w"(0)− B2(0, u")|w"(0) ¶ Cλ(g s+1(0)− g s ).
Hence |w ′"(0)| is bounded independently of ", implying the layer may be somewhat delayed away
from x = 0. An example of this delay is seen in Figure 2.4.
2.3.2 The Discrete Problem
The Discrete Problem is described as follows: find a mesh function U N" such that
"D−U N" (x i ) = k (x i ,U N" (x i )), x i ∈ΩN , U N" (0) = u"(0). (BN" )
The piecewise uniform mesh ΩN is as described in (2.2.13), but with a different choice for the
transition point σ. As in subsection 2.2.2, we choose our transition point motivated by Theo-
rem 2.3.4 as follows;
σ :=min

1
2
,
"
κ1κ2
ln

N
"

in case B, (2.3.19a)
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where κ1 and κ2 are defined as
κ1 :=

α
∏s−1
j=1 (g s −γj )n j
∏p
j=s+2 (γj − g s+1(0))n j if u"(0) = g s+1(0)−λ",
α
∏s−2
j=1 (g s−1(0)−γj )n j
∏p
j=s+1 (γj − g s )n j if u"(0) = g s−1(0)+λ",
(2.3.19b)
κ2 :=

g s+1(0)− g s if u"(0) = g s+1(0)−λ",
g s − g s−1(0) if u"(0) = g s−1(0)+λ".
(2.3.19c)
In the other cases,
σ :=min

1
2
,
"
κ
L(N )

, κ<b , L(N ) := ln (N ) in case A or L(N ) :=N
1
2 in case C (2.3.20a)
where in both cases the parameter b is defined as
b :=

b1 if As < u"(0)< g s+1(0), 1¶ s < p ,
b2 if g s (0)< u"(0)¶ As , 1¶ s < p , or if g n (0)< u"(0), s = n ,
b3 if As ¶ u"(0)< g s (0), 1< s ¶ p , or if u"(0)< g 1(0), s = 1,
b4 if g s−1(0)< u"(0)< As , 1¶ s < p ,
(2.3.20b)
b1 :=α
s−1∏
j=1
(γ
s
−γj )n j min{g s+1(0)−u"(0),ς}n s+1
p∏
j=s+2
(γ
j
−u"(0))n j ; (2.3.20c)
b2 :=α
s−1∏
j=1
(γ
s
−γj )n j
p∏
j=s+1
(γ
j
−max{u"(0),γs })n j ; (2.3.20d)
b3 :=α
s−1∏
j=1
(min{u"(0),γs }−γj )n j
p∏
j=s+1
(γ
j
−γs )n j ; (2.3.20e)
b4 :=α
s−2∏
j=1
(u"(0)−γj )n j min{u"(0)− g s−1(0),ς}n s−1
p∏
j=s+1
(γ
j
−γs )n j ; (2.3.20f)
where As , As as in (2.3.3) where we choose As = γs−1+ 12 (γs −γs−1) and As = γs+1− 12 (γs+1−γs )
and for any ς < 12 (γs −γs−1) and ς < 12 (γs+1−γs ). Note that we can choose specific values of ς,
ς and κ in section 5.
The discrete equivalent of the lower and upper solutions constructed in Theorems 2.3.1 and
2.3.2 can be shown to hold for (BN" ). As before, since k ∈ C 1, uniqueness can also be estab-
lished.
2.3.2.1 Error Analysis
Throughout this section, we refer to the case where n s = 1 and u"(0) is not within O(") of an
unstable reduced solution as case A otherwise as case B and the case where n s = 2 as case C. In
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all the cases, the transition pointσ of the mesh ΩN is of the form
σ=min

1
2
, M"L(N )

, where (2.3.21a)
M =
1
κ
and L(N ) = ln N in case A; (2.3.21b)
M =
1
κ1κ2
and L(N ) = ln
N
"
in case B; (2.3.21c)
M =
1
κ
and L(N ) =
p
N in case C. (2.3.21d)
We express the discrete solution U N" as the sum of V
N
" and W
N
" , where V
N
" is a solution of the
problem
"D−V N" (x i ) = k (x i , V N" (x i )), x i ∈ΩN , V N" (0) = g s (0). (2.3.22)
From §2.2, the following can be established.
Theorem 2.3.5. If V N" is the solution of (2.3.22) then
γ
s
¶V N" (x i )¶ γs , |(V N" − g s )(x i )|¶C ("‖g ′s ‖)1/n s and |(V N" −v")(x i )|¶C N−1/n s , x i ∈ΩN .
The discrete layer component satisfies
"D−W N" (x i ) =

k (x i ,U N" (x i ))−k (x i , V N" (x i ))
U N" (x i )−V N" (x i )

W N" (x i ), x i ∈ΩN , W N" (0) =w"(0). (2.3.23)
We bound the discrete layer component in the following.
Theorem 2.3.6. Let g s be the stable reduced solution of (B") associated with u"(0) and W N"
be the discrete layer component satisfying (2.3.23). Then on the meshes (2.3.19)-(2.3.20) and ∀
1¶ j ¶ p , j 6= s we have;
(a) If n s = 1 and min{|u"(0)− g j (0)|}¾C > 0 then
|W N" (x i )|¶ 2|w"(0)|e−κx i /" , i ¶ N2 (if σ< 12 ), i ¶N (if σ= 12 ), (2.3.24a)
|W N" (x i )|¶C N−1, N2 ¶ i ¶N (if σ< 12 ). (2.3.24b)
(b) If n s = 1 and min{|u"(0)− g j (0)|}=λ", then, assuming (2.3.2),
|W N" (x i )|¶ 2κ2

1+
λ"
κ2−λ" e
κ1κ2x i /"
−1
, i ¶ N2 (if σ<
1
2 ), i ¶N (if σ=
1
2 ), (2.3.25a)
|W N" (x i )|¶C N−1, N2 ¶ i ¶N (if σ< 12 ). (2.3.25b)
(c) If n s = 2 and min{|u"(0)− g j (0)|}¾C > 0, then
|W N" (x i )|¶ 2

1
|w"(0)| +
bx i
"
−1
, i ¶ N2 (if σ<
1
2 ), i ¶N (if σ=
1
2 ), (2.3.26a)
|W N" (x i )|¶C N−1/2, N2 ¶ i ¶N (if σ< 12 ). (2.3.26b)
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Proof. Considering case A, analogously to case (a) in Theorem 2.3.4 we can establish through
discrete upper and lower solutions that
|W N" (x i )|¶ |w"(0)|

1+κ
h
"
−i
, for i ¶ N
2
, (2.3.27a)
|W N" (x i )|¶ |w"(0)|

1+κ
h
"
−N2 
1+κ
H
"
−(i−N2 )
, for i >
N
2
. (2.3.27b)
For i ¶ K where K =N /2 ifσ< 1/2 and K =N ifσ= 1/2 we have h i = h and h/" ¶C N−1 ln(N ).
Thus using (2.2.19) with (2.3.27) for sufficiently large N , we have
|W N" (x i )|¶ |w"(0)|

1+κ
h
"
−i
¶ |w"(0)|exp

−

1− κ
2
h
"

κ
hi
"

¶|w"(0)|exp(C (h/")2i ))exp(−κx i /")
¶|w"(0)|exp(C N−1 ln2(N ))exp(−κx i /")¶ 2|w"(0)|e−κx i /" .
Ifσ< 1/2, then for i ¾N /2, using (2.3.20) and (2.3.27b), we have |W N" (x i )|¶C N−1.
Considering case B, analogously to case (b) in Theorem 2.3.4, we can establish through upper
and lower solutions that
0¶W N" (x i )¶ κ2

1+
λ"
κ2−λ"

1+κ1κ2
h
"
i−1
, for i <
N
2
, (2.3.28a)
0¶W N" (x i )¶ κ2
 
1+
λ"
κ2−λ"

1+κ1κ2
h
"
N
2

1+κ1κ2
H
"
i−N2 !−1
, for i ¾ N
2
, (2.3.28b)
where h := 2N−1σ, H := 2N−1(1−σ). Again, for i ¶ K where K = N /2 if σ < 1/2 and K =
N if σ = 1/2 we have h i = h and h/" ¶ C N−1 ln(N /"). Thus using (2.2.19) with (2.3.28) for
sufficiently large N , we have
1+
λ"
κ2−λ"

1+κ1κ2
h
"
i
¾1+ λ"
κ2−λ" exp(−0.5(κ1κ2)
2(h/")2i )exp(κ1κ2x i /")¾
1
2

1+
λ"
κ2−λ" e
κ1κ2x i /"

.
The bound in (2.3.25) follows after using (2.3.19) with (2.3.28b).
Considering case C, analogously to case (c) in Theorem 2.3.4 we can rewrite problem (2.3.23)
in the form
"D−W N" +a K (U N" ; s , 2)

W N" +(V
N
" − g s )

2+(V N" − g s ) Ky (ξ; s , 2)K (U N" ; s , 2)

W N" = 0. (2.3.29)
Since w"(0)> 0, a lower solution to the problem is W N ≡ 0. For i ¶ K where K =N /2 ifσ< 1/2
and K =N ifσ= 1/2, consider the problem
"D−W N (x i )+µb W N (x i )W N (x i−1) = 0, 0<µ< 1, 0< i ¶ K , W N (0) =w"(0),
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for which the solution can be solved exactly as W
N
(x i ) = w"(0)(1+w"(0)µbx i /")−1. For suffi-
ciently large N , we can easily show that µW
N
(x i )¶W
N
(x i−1) and we can use this to show that
W
N
is an upper solution of (2.3.29) for i ¶ K . If σ < 1/2, then at i = N /2, using (2.3.20), we
have W
N
(xN /2)¶C N−
1
2 and this is easily shown to be a constant upper solution of (2.3.29) for
N /2¶ i ¶N . Take µ= 1/2, to obtain the bound in (2.3.26)
The following theorem establishes global uniform convergence.
Theorem 2.3.7. Assuming (2.3.2), if u" is the solution to (B") and U N" is the piecewise linear
interpolation of U N" , a solution to ((BN" ), (2.3.19)-(2.3.20)), then for 1 ¶ j ¶ p , j 6= s and for
sufficiently small " we have
‖U N" −u"‖[0,1] ¶C N−1 ln N , if n s = 1 and min{|(u" − g j )(0)|}¾C > 0,
‖U N" −u"‖¶C min

1,
N−1
"p
ln

N
"

, p > 1, if n s = 1, min{|(u" − g j )(0)|}=λ", σ< 12 ,
‖U N" −u"‖¶C N−0.9, if n s = 1, min{|(u" − g j )(0)|}=λ", σ= 12 ,
‖U N" −u"‖¶C N− 12 , if n s = 2, and min{|(u" − g j )(0)|}¾C > 0.
Proof. .
We first identify a range of values around g s (0)where, if the initial value u"(0) lies within, the re-
sults of Theorem 2.2.6 apply. Considering n s = 1, from §2.3.1.1, for 1< s ¶ p , ky (x , g s−1(x ))¾ 0
and ky (x , g s (x )) < 0. Thus ∃ ξ1(x ) satisfying g s−1 < ξ1 < g s and ky (x ,ξ1(x )) = 0 on [0, 1]. Sim-
ilarly for 1 ¶ s < p ∃ ξ1(x ) satisfying g s < ξ1 < g s+1 and ky (x ,ξ1(x )) = 0 on [0, 1]. In an anal-
ogy with Assumption 2.2.1, we can choose δ+,δ− > 0 such that ky (x , y˜ ) ¶ −m˜1 < 0, ∀ y˜ s.t.
maxξ
1
+δ+ ¶ y˜ ¶ minξ1 −δ−, where m˜1 > 0 is independent of ". Similarly, if n s = 2, s < p
and g s is stable from above then ∃ ξ2(x ), g s+1 >ξ2(x )> g s such that ky y (x , y˜ )¶−m˜2 < 0 ∀ y˜ ¶
minξ2−δ−. Hence if maxξ1+δ+ ¶ u"(0)¶minξ1−δ− for n s = 1 or g s (0)¶ u"(0)¶minξ2−δ−
for n s = 2 then the conditions required to apply Theorem 2.2.6 hold. By constructing a similar
statement when s = 1 or s = p for n s = 1, 2 or n s = 2 and g s is stable from below, we have
‖U N" −u"‖¶C N−1L(N ). Note this argument applies only to the subcases of case A and case C.
We now examine the situation where the argument in the previous paragraph cannot be di-
rectly applied; that is where n s = 1 and u"(0) /∈ [maxξ1 +δ+, minξ1 −δ−] (applicable to case
B and to a sub case of case A) or n s = 2 and g s is stable from above with u"(0) >minξ2 −δ−
or g s is stable from below with u"(0) satisfying an analgous inequality (a subcase of case C).
We first consider n s = 1 and u"(0) > minξ1 − δ− or n s = 2, g s is stable from above and
u"(0)>minξ2−δ−.
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First, suppose σ < 1/2. Considering outside the layer region (σ ¶ x i ¶ 1) and using (2.3.19)-
(2.3.20) with (2.3.13), (2.3.15) and (2.3.18) and Theorems 2.3.5 and 2.3.6, we have in all three
cases
|(U N" −u")(x i )|¶ |W N" (xN /2)|+ |w"(σ)|+C N−1/n s ¶C N−1/n s .
Now considering inside the layer region (0¶ x i ¶σ) for which in all three cases we have h i /" ¶
C N−1L(N ). To bound the error E N :=U N" −u" on 0 ¶ i ¶ N /2 we follow the method of proof
used in [22, pg. 379]. By using (B") and (BN" ), the error E N satisfies
"D−E N" (x i ) =

k (x i ,U N" (x i ))−k (x i , u"(x i ))
U N" (x i )−u"(x i )

E N" (x i )+τ
N (x i ), E N" (x0) = 0, (2.3.30)
whereτN is the truncation errorτN := "(u ′"−D−u"). We can show that this expressions equates
to
E N" (x i ) =
i∑
j=1
h
"
τN (x i )
i∏
s=j

1−ky (x i ,ζ(x i ))h
"
−1
. (2.3.31)
for some well defined ζ s.t. min{U N" (x i ), u"(x i )} ¶ ζ(x i ) ¶ max{U N" (x i ), u"(x i )}. In all three
cases, as in Theorem 2.2.6, we can show that the truncation error satisfies |τN (x i )| ¶ C h/" ¶
C N−1L(N ). Below, we will show that their exists an integer J < N /2 such that ky (x i ,ζ(x i )) <
−m˜ < 0 for i ¾ J . Hence, once established, the problem (2.3.30) with the new initial condition
E N" (x J ), can be examined in the same manner as in Theorem 2.2.6, to find that
|E N" (x i )|¶C N−1L(N )+ |E N" (x J )|, ∀ J < i <N /2. (2.3.32)
We now establish the existence of such an integer J < N /2. In all three cases, from Theorems
2.3.3-2.3.4 and Theorems 2.3.5-2.3.6 and (2.3.21), we can solve
max{U N" (x i ), u"(x i )}¶minξ1−δ− ⇔ x i ¾M"q :=M"qA\B\C , where (2.3.33a)
qA = ln
 
2w"(0)
minξ1−δ−1 −γs
!
, in case A; (2.3.33b)
qB = ln
 
κ2−λ"
λ"
 
2κ2
minξ1−δ−1 −γs
−1
!!
, in case B; (2.3.33c)
qC =

2
minξ2−δ−−γs −
1
w"(0)

, in case C. (2.3.33d)
This means, we have qA = ln(C ), qB = ln(C/") and qC = C . For sufficiently large N , we have
q = qA\B\C < L(N ) (recall L(N ) = ln (N /") in case B). Hence max{U N" (x i ), u"(x i )}¶minξ1−δ−
for x i ¾ x J for some mesh point x J within the fine mesh satisfying
M"q ¶ x J = J h ¶M"q +h < x N
2
. (2.3.34)
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This means we have
M"q/h ¶ J ¶M"q/h +1. (2.3.35)
Hence, using (2.3.31) for all i ¶ J we have
|E N" (x i )|¶C (h/")2(J )

1−‖ky ‖h
"
−J
. (2.3.36)
Note the following inequalities, which can be established using (2.2.19); for any t ¶ 1/2 and
q > 0 we have
(1+ t )−q/t ¶ e−q e qt /2, (1− t )−q/t ¶ e q e qt . (2.3.37)
Thus using (2.3.21), (2.3.33), (2.3.35), (2.3.36) and (2.3.37), for each case A, B, C, we have
|E N" (x i )|¶CqA\B\C N−1L(N )

1−‖ky ‖h
"
−qA\B\C "M/h
=CqA\B\C N−1L(N )

1−‖ky ‖h
"
−P
, P =
qA\B\C ‖ky ‖M
‖ky ‖h/"
¶CqA\B\C N−1L(N )exp(qA\B\C ‖ky ‖M )exp(qA\B\C ‖ky ‖2M h/")
¶CqA\B\C N−1L(N )exp(qA\B\C ‖ky ‖M )exp(CqA\B\C N−1L(N )).
Hence, in cases A and C, since qA\C ¶ C , for sufficiently large N , we have |(U N" − u")(x i )| ¶
C N−1 ln(N ) in case A and |(U N" −u")(x i )|¶C N− 12 in case C for all 0¶ i ¶ J . However, in case B,
where qB = ln(C/"), we have
|E N" (x i )|¶C ln(1/")N−1 ln(N /")e ln(1/")‖ky ‖θ ¶C"−‖ky ‖/(κ1κ2) ln(1/")N−1 ln(N /"). (2.3.38)
We then obtain the required bounds over [x J ,x N
2
) in all cases by using (2.3.32).
The case where σ = 1/2 is dealt in the same way as i ¶ N /2 when σ < 1/2 and we obtain
identical error bounds. Note that when σ = 1/2, we have 1/" ¶ C L(N ). Furthermore, we can
easily establish the inequality
ln(x )¶ x
p
p
, x ¾ 1, p > 0. (2.3.39)
Applying (2.3.39) to (2.3.38) whenσ= 1/2 (whereby we choose suitably small p ’s that are inde-
pendent of " in (2.3.39)), we can obtain the "-uniform bound
|E N" (x i )|¶C N−0.9, i ∈ [0, N ].
in case C.
The proof of the case where u"(0) < maxξ1 + δ
+ in case A, u"(0) = g s−1(0) + λ" in case B or
where g s is stable from below in case C is analogous to the above. The global bound follows as
in [22, pg. 381].
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2.4: STABILITY SWITCH IN A CLASS OF NONLINEAR PROBLEMS
In problem (B"), the reduced solutions are bounded away from each other. In this section we
consider a problem where the reduced solutions intersect at one point.
Consider the following problem: find z " ∈C 1(Ω) satisfying
"z ′"(x ) =q (x , z ") :=−a (x )(z " −β )(z " − g )(x ), x ∈Ω := (0, 1], z "(0) = A,
β constant, g ∈C 1(Ω), a ∈C 0(Ω), a (x )¾α, g ′(x )¶ 0 x ∈ [0, 1],
g (x ) =β at only one point x = d ∈Ω, where d is independent of ".
(C")
For convenience we consider z "(0) ¾ g (0) and through lower and upper solutions it follows
that max{g (x ),β} ¶ z "(x ) ¶ z "(0) for x ∈ Ω. Uniqueness of a solution is established as in the
previous sections. Referring to §2.2.1.1, g is stable on [0, d ) and β is stable on (d , 1] and there
is a switch in stability from g to β at x = d .
We consider the problem (C") on three separate subintervals as follows:
"z ′j (x ) =q (x , z j ), x ∈X j , z j (inf{X j }) = A j , j = 1, 2, 3, (2.4.1a)
X1 := (0, d ∗], X2 := (d ∗, d ], X3 := (d , 1], (2.4.1b)
A1 = z "(0), A2 = z 1(d ∗), A3 = z 2(d ), (2.4.1c)
where d ∗ < d but neither d ∗ nor d −d ∗ is of order O("). As before, we decompose each z j into
the sum z j = v j +w j where v j is the solution to
"v ′j (x ) =q (x , v j ), x ∈X j , v j (inf{X j }) = g (inf{X j }), j = 1, 2, 3, (2.4.2)
and w j , j = 1, 2, 3, is the solution to
"w ′j (x ) =

q (x , z j )−q (x , v j )
z j −v j

w j (x ), x ∈X j , w j (inf{X j }) = A j − g (inf{X j }). (2.4.3)
The discrete solutions Z Nj and the discrete regular and layer components V
N
j and W
N
j are de-
fined in the same manner.
For ((2.4.1), j = 1), through lower and upper solutions we have g (x ) ¶ z 1(x ) ¶ z "(0) for x ∈
[0, d ∗] which can be used to show that qy (x , z 1(x )) ¶ −m1 := −α(g (d ∗)−β ) < 0 and thus the
results of section 1 hold, giving g (d ∗)¶ z 1(d ∗)¶ g (d ∗)+C" and ‖Z N1 − z 1‖¶C N−1 ln N .
For ((2.4.1), j = 2), through lower and upper solutions we have g (x ) ¶ z 2(x ) ¶ z 1(d ∗). Since
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0 ¶ w2(d ∗) ¶ C" it can easily be shown that 0 ¶ w2(x ) ¶ w2(d ∗) and ‖w ′2‖ ¶ C . Thus in ef-
fect there is no layer in this region. However we show below that the regular component, v2,
displays an "-dependent layer for which we should adopt a mesh.
Theorem 2.4.1. If v2 is the solution to ( (2.4.2), j = 2 ) then for x ∈ [d ∗, d ]we have
0¶ (v2− g )(x )¶ 1
2
−(g (x )−β )+p(g (x )−β )2+4‖g ′‖"/α , |v ′2(x )|¶ Cp" , x ∈ [d ∗, d ].
Proof. If χ = v2− g then using ((2.4.1), j = 2), χ satisfies
"χ ′+aχ2+a (g −β )χ + "g ′ = 0, x ∈ (d ∗, d ], χ(d ∗) = 0.
Clearly 0 is a lower solution and it can be easily checked the solution χ of the following differ-
ential equation is an upper solution:
"χ ′+αχ2+α(g −β )χ −‖g ′‖" = 0, x ∈ (d ∗, d ], χ(d ∗) = 0.
By factoring the last three terms we have the equation
"χ ′+α(χ −R−)(χ −R+) = 0, x ∈ (d ∗, d ], χ(d ∗) = 0, (2.4.4a)
R∓ := 12
−(g −β )∓p(g −β )2+4‖g ′‖"/α . (2.4.4b)
Since R∓′ ¾ 0 we have
R−(d ∗)¶R−(x )¶−p‖g ′‖"/α and 0<R+(d ∗)¶R+(x )¶p‖g ′‖"/α.
Thus we have R− < R+ implying the problem (2.4.4) is in a subclass of the problem (B") with
s = p = 2 and since R+′ ¾ 0, R+ is an upper solution and 0 is a lower solution. From ((2.4.1),
j = 2) we have |v2′(x )|¶C R+(x )"−1 ¶C"−1/2, x ∈ [d ∗, d ].
Remark: The quantity R+ can be written as
R+ =
2‖g ′‖"/α
(g −β )+p(g −β )2+4‖g ′‖"/α .
We can see that if g −β ¾C > 0 then R+ is of order O("), but when g −β is of order O(p"), R+ is of
order O(
p
"). Thus for small ", R+ switches in magnitude from O(") to O(
p
") in an "-dependent
neighbourhood of x = d . Hence R+, in a sense, displays a ‘weak-layer’.
Choosing Φ2(N ) later, we note that
R+ ¾
p
"
Φ2(N )
⇐⇒ x ¾ d −
p
"
α
Φ2(N ).
Thus choosing a transition point of the form σ2 =min{d−d ∗2 ,
p
"
α
Φ2(N )} we construct a mesh,
consisting of a fine mesh and coarse mesh, in the usual manner which we specify later. Since
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‖w ′2‖¶C , we have ‖D−w2−w ′2‖¶C N−1 and from Theorem 2.4.1 we have ‖z 2′‖¶C"−1/2. From
((2.4.1), j = 2), since z 1(d ∗)¾ z 2(x )¾ g (x ), we have z 2′ ¶ 0. Note that qy (x , z 2) =−a (2z 2− g −
β )(x )¶ 0 on x ∈ [d ∗, d ]. Similarly, we can show that qy (x ,Z2)¶ 0. Expanding q (x , z ) in the same
way as Theorem 2.2.6, we can show that at any mesh point x i , with h i := x i −x i−1, we have
−C (N−1+h i 2"−1+h i "−1/2) ¶ "(D−z 2− z 2′)(x i ) ¶ C N−1.
We choose Φ2(N ) such that h i "−1/2 =O(N−1Φ2(N ))→ 0 in the fine mesh and Φ2(N )−1 → 0 in
the coarse mesh as N →∞. As in §2.2.2, we choose Φ2(N ) =N−1/2. Using the same methods as
in Theorem 2.2.6, we can show that ‖Z N2 − z 2‖¶C N− 12 .
For ((2.4.1), j = 3), through lower and upper solutions we have β ¶ z 3 ¶ z 2(d ) where z 2(d ) ¶
β +C
p
". We can then easily show that z =β +(α(x −d )/"+1/(z 3(d )−β ))−1 is a tighter upper
solution. Using the same analysis as with ((2.4.1), j = 2), we can derive that ‖Z N3 −z 3‖¶C N− 12 .
In conclusion we describe the discrete problem corresponding to (C") as: find Z N" satisfying
"D−Z N" (x i ) =q (x i ,Z N" (x i )), x i ∈ΩNd , Z N" (0) = z "(0), (C N" )
where the mesh ΩNd is defined as
ΩNd =

x i

x i = 4σ1N i , i ¶
N
4 ,
x i =σ1+
4(d−σ2−σ1)
N (i − N4 ), N4 < i ¶ N2 ,
x i = d −σ2+ 8σ2N (i − N2 ), N2 < i ¶ 5N8 ,
x i = d +
8σ3
N (i − 5N8 ), 5N8 < i ¶ 3N4 ,
x i = d +σ3+
4(1−d−σ3)
N (i − 3N4 ), 3N4 < i ¶N ,

σ1 =min{d ∗2 , "α(g (d ∗)−β ) ln N },
σ2 =min{d−d ∗2 ,
p
"
α
N
1
2 },
σ3 =min{ 1−d2 ,
p
"
α
N
1
2 },
d ∗ =ρd for any 0<ρ < 1.
(2.4.5)
Note, in the next section, we choose d ∗ = d /2. We summarise the bound on ‖Z N" − z "‖ estab-
lished above in the following.
Theorem 2.4.2. If z " is the solution of (C") and Z N" is the linear interpolation of Z N" , the solution
of (C N" ), then for sufficiently small " and for sufficiently large N we have
|(Z N" − z ")(x i )|¶
 C N−1 ln N i ¶ N3 ,C N− 12 i > N3 , x i ∈ΩNd , (2.4.6a)
‖Z N" − z "‖[0,1] ¶C N− 12 . (2.4.6b)
37
2.5: NUMERICAL EXAMPLES
In the following examples we solve the problems from each of the classes (A"), (B") and (C").
Unless otherwise stated, we use Newton’s method to solve the nonlinear finite difference
schemes (A N" ), (BN" ) and (C N" ) as outlined in the following:
Newton’s Method: space
For each t , solve for U N (t ) where D−U N (t ) = g (t ,U N (t )), U N (0) = u 0 by linearising as follows:
evaluate the sequence {U N ,k (t )}where
D−U N ,k (t ) = g (t ,U N ,k−1(t ))+ g u (t ,U N ,k−1(t ))(U N ,k −U N ,k−1)(t ), U N ,k (0) = u 0
using an initial condition U N ,1(t ) until maxt |(U N ,j −U N ,j−1)(t )| is less than a prescribed toler-
ance for some j > 1. Take U N ,j (t ) as the approximation for U N (t ).
We use a tolerance of 10−9 and we use the appropriate stable reduced solution of the problem as
the initial guess unless otherwise stated. In the following examples we present the differences
and rates defined by
DN" := max0¶i¶N
|U N
",σN (x i )−U 2N",σN (x2i )|, DN :=max" DN" , (2.5.1a)
RN" := log2
DN"
D2N"
and RN := log2
DN
D2N
. (2.5.1b)
Here, U N
",σN
is the numerical solution obtained using N mesh points and U 2N
",σN
is the numerical
solution obtained using 2N mesh intervals, but both using the transition point,σN , defined for
N mesh points.
Also in the following examples, we present the results from using the built-in MATLAB o.d.e.
functions. We will observe an exacerbation of ‘technical problems’ relating to the built-in func-
tions as the singular perturbation becomes smaller. Admittedly, we are using the MATLAB
functions employing all the default options or settings. The MATLAB documentation details
a number of extra options or settings. However, it is felt that these details are advanced for
the non-expert. It could be argued that one needs to manually change and customize the de-
fault settings for smaller values of the perturbation parameter. However, in our opinion, that is
an unsatisfactory argument in itself since we would prefer numerical methods that work for a
range of small values of the perturbation parameter.
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Example 2.1
In this example from the class (A"), examined in §2.2, we consider 1¶ n ¶ 4 in the problem
"y ′"(x ) = f (x , y"(x )) :=−(y" − ( 110 cos (10x )−1))(y" − (1− x 22 ))n , y"(0) = A. (2.5.2)
If A = 2 > r (x ) = 1− x 2/2, then r is stable for all n ∈ N. We can show that ∂ n f
∂ y n (x , y") ¶ −m :=
−1.4n !. In (2.2.13), we choose the practical value of µn = 1/(n − 1) for n ¾ 2. Figure 2.1 shows
the numerical solutions for this example for 1¶ n ¶ 4 in the layer region.
0 0.003 0.0061
2
 
 
n=1
n=2
n=3
n=4
Figure 2.1: Plot of the layer structures in the numerical solutions of (2.5.2), computed
using Newton’s Method (pg. 38) on the mesh (2.2.13), over x i ∈ [0, 0.006]
for 1¶ n ¶ 4 where " = 10−4 and N = 1024.
Tables 2.1 and 2.2 show the computed rates RN" for some sample values of " ¾ 2−20. The rates
are in line with the theoretical rates of N−1 ln N for n = 1 (see [7, Table 8.4] which illustrates the
ln N effect on the rates as N increases) and 1/n for n ¾ 2 established in Theorem 2.2.6.
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RN"
@
@
@
@"
N
25 26 27 28 29 210 211 212 213 · · · 217 218
n= 1
20 0.95 0.98 0.99 0.99 1 1 1 1 1 · · · 1 1
2−1 0.91 0.95 0.98 0.99 0.99 1 1 1 1 · · · 1 1
2−2 0.84 0.91 0.95 0.98 0.99 0.99 1 1 1 · · · 1 1
2−3 0.57 0.68 0.74 0.94 0.98 0.99 0.99 1 1 · · · 1 1
2−4 0.57 0.68 0.74 0.79 0.82 0.85 0.87 0.88 0.89 · · · 1 1
2−5 0.58 0.68 0.74 0.79 0.82 0.85 0.87 0.88 0.89 · · · 0.92 0.92
2−6 0.58 0.68 0.74 0.79 0.82 0.85 0.87 0.88 0.89 · · · 0.92 0.92
...
...
...
...
...
...
...
...
...
... · · · ... ...
2−20 0.58 0.68 0.74 0.79 0.82 0.85 0.87 0.88 0.89 · · · 0.92 0.92
RN 0.58 0.68 0.74 0.79 0.82 0.85 0.87 0.88 0.89 · · · 0.92 0.92
n= 2
20 0.92 0.96 0.98 0.99 0.99 1 1 1 1 · · · 1 1
2−1 0.87 0.93 0.96 0.98 0.99 0.99 1 1 1 · · · 1 1
2−2 0.78 0.87 0.93 0.96 0.98 0.99 1 1 1 · · · 1 1
2−3 0.64 0.79 0.88 0.93 0.96 0.98 0.99 1 1 · · · 1 1
2−4 0.28 0.37 0.79 0.88 0.93 0.96 0.98 0.99 1 · · · 1 1
2−5 0.28 0.35 0.38 0.42 0.88 0.93 0.96 0.98 0.99 · · · 1 1
2−6 0.28 0.36 0.38 0.41 0.43 0.46 0.93 0.96 0.98 · · · 1 1
2−7 0.28 0.36 0.38 0.41 0.43 0.45 0.46 0.48 0.96 · · · 1 1
2−8 0.28 0.36 0.38 0.41 0.43 0.45 0.46 0.47 0.48 · · · 1 1
2−9 0.28 0.36 0.38 0.41 0.43 0.45 0.46 0.47 0.48 · · · 0.99 1
2−10 0.28 0.36 0.38 0.41 0.43 0.45 0.46 0.47 0.48 · · · 0.49 0.51
2−11 0.28 0.36 0.38 0.41 0.43 0.45 0.46 0.47 0.48 · · · 0.49 0.50
...
...
...
...
...
...
...
...
...
... · · · ... ...
2−20 0.28 0.36 0.38 0.41 0.43 0.45 0.46 0.47 0.48 · · · 0.49 0.50
RN 0.28 0.36 0.38 0.41 0.43 0.45 0.46 0.47 0.48 · · · 0.49 0.50
Table 2.1: Computed rates of convergence RN" and R
N (as defined in (2.5.1)), mea-
sured from the numerical solutions of (2.5.2), calculated using Newton’s
Method (pg. 38) on the mesh (2.2.13), for n = 1 and n = 2.
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RN"
@
@
@
@"
N
25 26 27 28 29 210 211 212 213 · · · 217 218
n= 3
20 0.9 0.94 0.97 0.99 0.99 1 1 1 1 · · · 1 1
2−1 0.84 0.9 0.95 0.97 0.99 0.99 1 1 1 · · · 1 1
2−2 0.74 0.84 0.91 0.95 0.97 0.99 0.99 1 1 · · · 1 1
2−3 0.52 0.75 0.84 0.91 0.95 0.97 0.99 0.99 1 · · · 1 1
2−4 0.2 0.31 0.75 0.84 0.91 0.95 0.97 0.99 0.99 · · · 1 1
2−5 0.2 0.19 0.23 0.64 0.84 0.91 0.95 0.97 0.99 · · · 1 1
2−6 0.2 0.19 0.23 0.26 0.39 0.84 0.91 0.95 0.97 · · · 1 1
2−7 0.2 0.19 0.23 0.26 0.24 0.27 0.71 0.91 0.95 · · · 1 1
2−8 0.2 0.19 0.23 0.26 0.24 0.27 0.27 0.45 0.91 · · · 0.99 1
2−9 0.2 0.19 0.23 0.26 0.24 0.27 0.27 0.28 0.29 · · · 0.99 0.99
2−10 0.2 0.19 0.23 0.26 0.24 0.27 0.27 0.28 0.29 · · · 0.97 0.99
2−11 0.2 0.19 0.23 0.26 0.24 0.27 0.27 0.28 0.29 · · · 0.81 0.97
2−12 0.2 0.19 0.23 0.26 0.24 0.27 0.27 0.28 0.29 · · · 0.31 0.49
2−13 0.2 0.19 0.23 0.26 0.24 0.27 0.27 0.28 0.29 · · · 0.31 0.32
...
...
...
...
...
...
...
...
...
... · · · ... ...
2−20 0.2 0.19 0.23 0.26 0.24 0.27 0.27 0.28 0.29 · · · 0.31 0.32
RN 0.2 0.19 0.23 0.26 0.24 0.27 0.27 0.28 0.29 · · · 0.31 0.32
n= 4
20 0.88 0.93 0.96 0.98 0.99 1 1 1 1 · · · 1 1
2−1 0.8 0.88 0.94 0.97 0.98 0.99 1 1 1 · · · 1 1
2−2 0.7 0.81 0.89 0.94 0.97 0.98 0.99 1 1 · · · 1 1
2−3 0.41 0.71 0.81 0.89 0.94 0.97 0.98 0.99 1 · · · 1 1
2−4 0.17 0.24 0.71 0.81 0.89 0.94 0.97 0.98 0.99 · · · 1 1
2−5 0.17 0.13 0.15 0.67 0.81 0.89 0.94 0.97 0.98 · · · 1 1
2−6 0.17 0.13 0.15 0.16 0.5 0.81 0.89 0.94 0.97 · · · 1 1
2−7 0.17 0.13 0.15 0.16 0.18 0.32 0.81 0.89 0.94 · · · 1 1
2−8 0.17 0.13 0.15 0.16 0.18 0.19 0.18 0.76 0.89 · · · 0.99 1
2−9 0.17 0.13 0.15 0.16 0.18 0.19 0.18 0.2 0.56 · · · 0.98 0.99
2−10 0.17 0.13 0.15 0.16 0.18 0.19 0.18 0.2 0.2 · · · 0.97 0.98
2−11 0.17 0.13 0.15 0.16 0.18 0.19 0.18 0.2 0.2 · · · 0.94 0.97
2−12 0.17 0.13 0.15 0.16 0.18 0.19 0.18 0.2 0.2 · · · 0.61 0.94
2−13 0.17 0.13 0.15 0.16 0.18 0.19 0.18 0.2 0.2 · · · 0.22 0.39
2−14 0.17 0.13 0.15 0.16 0.18 0.19 0.18 0.2 0.2 · · · 0.22 0.22
...
...
...
...
...
...
...
...
...
... · · · ... ...
2−20 0.17 0.13 0.15 0.16 0.18 0.19 0.18 0.2 0.2 · · · 0.22 0.22
RN 0.17 0.13 0.15 0.16 0.18 0.19 0.18 0.2 0.2 · · · 0.22 0.22
Table 2.2: Computed rates of convergence RN" and R
N (as defined in (2.5.1)), mea-
sured from the numerical solutions of (2.5.2), calculated using Newton’s
Method (pg. 38) on the mesh (2.2.13), for n = 3 and n = 4.
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We present some results from using the built-in o.d.e. solvers in MATLAB. In the MATLAB doc-
umentation, the following solvers are prescribed for non-stiff systems of first order equations:
ode45, ode23 and ode113. In Table 2.3, we present the number of mesh intervals on [0, 1] each
solver uses to numerically solve (2.5.2). We see that the number of mesh intervals used, in-
creases proportionally to the inverse power of the perturbation parameter.
ode45 ode23 ode113
" n=1 n=2 n=1 n=2 n=1 n=2
10−1 56 52 19 18 30 30
10−2 236 72 82 25 158 44
10−3 2236 132 741 41 1176 69
10−4 22156 324 7327 87 11451 15841
10−5 221344 780 73187 133860 114229 188881
Table 2.3: Number of mesh intervals on [0, 1] used by MATLAB solvers to approximate
the solution to (2.5.2).
In the MATLAB documentation, the following solvers are prescribed for stiff systems of first or-
der equations: ode15s, ode23s, ode23t and ode23tb. In Figures 2.2 and 2.3, graphs of numerical
approximations of the solution of (2.5.2) are displayed. Note that in (2.5.2), the stable reduced
solution is 1− x 22 and the unstable reduced solution is 110 cos(10x )−1. Furthermore, from §2.2,
the solution to (2.5.2) is bounded below by 1− x 22 . We see in Figure 2.2, the solution breaks this
bound ‘mildly’. We say ‘mildly’ here as it could be argued that we know from the theory that
the solution is within O(") of the reduced solution outside the layer region. Thus we are mainly
concerned with approximating the solution in the layer region. However, as shown in Figure
2.2, the ode23s algorithm breaks a theoretical bound on the solution, albeit close to the end
of the layer region, but nevertheless, within the layer region. In Figure 2.3 we see the graphs
of nonsensical numerical solutions, returned by the ode15s, ode23t and ode23tb solvers, which
approach the unstable reduced solution.
42
0 e−5 2e−5 3e−5
1−e−6
1
 
 
0 1
1
2
 
 
Numerical Solution using ode23s
Stable Reduced Solution
Figure 2.2: Plot of the numerical solution of (2.5.2), computed using the MATLAB
solver ode23s, with n = 1 and " = 10−7.
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Figure 2.3: Plots of the numerical solution of (2.5.2), computed using the MATLAB
solvers ode15s, ode23t and ode23tb, with n = 2 and " = 10−8.
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Example 2.2
From the problem class (B"), we consider n s = 1 and g s+1−u"(0)¾C > 0 in the problem
"u ′" +2e x (u" − ( 110 cos 10x ))(u" − (2+2(x − 12 )2))(u" − (4+ 110 sinx )) = 0, u"(0) = A. (2.5.3)
If A = 2.05 then g 1 = 110 cos 10x is the stable reduced solution. Furthermore ku (0, u"(0)) > 0
and g s+1(0)> u"(0)> γs+1, which is a case not examined in [22]. For the mesh (2.2.13, 2.3.20),
we choose the practical values of κ = b = 1.52, ς = 12 (γs − γs−1) and ς = 12 (γs+1− γs ). Table 2.4
shows the computed rates RN" which are in agreement with the rate associated with the bound
N−1 ln N established in Theorem 2.3.7.
RN"
@
@
@
@"
N
32 64 128 256 512 1024 2048 4096 8192
20 0.96 1 0.99 1 1 1 1 1 1
2−1 0.74 0.8 0.96 1 1 1 1 1 1
2−2 0.7 0.83 0.84 0.86 0.87 0.88 0.89 0.9 0.91
2−3 0.33 0.62 0.78 0.82 0.84 0.98 1 1 1
2−4 0.32 0.6 0.78 0.82 0.84 0.86 0.87 0.88 0.89
2−5 0.31 0.59 0.78 0.82 0.84 0.86 0.87 0.88 0.89
...
...
...
...
...
...
...
...
...
...
2−20 0.31 0.58 0.78 0.82 0.84 0.86 0.87 0.88 0.89
RN 0.33 0.62 0.78 0.82 0.84 0.86 0.87 0.88 0.89
Table 2.4: Computed rates of convergence RN" and R
N (as defined in (2.5.1)), mea-
sured from the numerical solutions of (2.5.3), calculated using Newton’s
Method (pg. 38) on the mesh (2.3.20), for u"(0) = 2.05.
Example 2.3 (Arbitrarily close to an unstable root)
In this example from the class (B") we consider n s = 1 and u"(0)− g s−1(0) = " in the problem
"u ′" +(5+1/(x +0.5))(u" − cos 10x )(u" −2) = 0, u"(0) = A. (2.5.4)
If A = 1+ " then g 2 = 2 is the stable reduced solution. We can solve the difference scheme
exactly, and for the mesh (2.2.13, 2.3.19), we calculate κ1 = α = 17/3 and κ2 = 1. Table 2.5
shows the differences DN" and rates R
N
" for sample values of " ¾ 2−40. We can see that although
the rates behave well, as " → 0, the computed differences, DN" , steadily increase. This is in
agreement with the "-dependent rate associated with the bound of max{C ,"−p N−1 ln (N /")},
p > 1, established in Theorem 2.3.7. Note that as "→ 0 the initial condition tends to an unstable
value.
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DN"
@
@
@
@"
N
64 128 256 512 1024 2048 4096 8192 16384
2−4 0.024 0.013 0.007 0.004 0.002 0.001 0.001 0 0
2−8 0.104 0.054 0.028 0.015 0.008 0.004 0.002 0.001 0.001
2−12 0.230 0.116 0.059 0.031 0.016 0.008 0.004 0.002 0.001
2−16 0.392 0.198 0.101 0.052 0.027 0.014 0.007 0.004 0.002
2−20 0.579 0.299 0.151 0.077 0.040 0.020 0.010 0.005 0.003
2−24 0.770 0.413 0.211 0.107 0.055 0.028 0.014 0.007 0.004
2−28 0.908 0.535 0.280 0.142 0.073 0.037 0.019 0.010 0.005
2−32 0.995 0.654 0.354 0.182 0.093 0.047 0.024 0.012 0.006
2−36 0.998 0.757 0.435 0.226 0.115 0.058 0.030 0.015 0.008
2−40 0.999 0.847 0.516 0.273 0.140 0.071 0.036 0.018 0.010
RN"
@
@
@
@"
N
64 128 256 512 1024 2048 4096 8192 16384
2−4 0.860 0.880 0.880 0.890 0.900 0.910 0.910 0.920
2−8 0.95 0.93 0.92 0.92 0.93 0.93 0.93 0.93
2−12 0.99 0.96 0.95 0.94 0.94 0.94 0.94 0.94
2−16 0.98 0.98 0.96 0.95 0.95 0.95 0.95 0.95
2−20 0.95 0.98 0.97 0.96 0.96 0.96 0.96 0.96
2−24 0.90 0.97 0.97 0.97 0.97 0.96 0.96 0.96
2−28 0.76 0.94 0.97 0.97 0.97 0.97 0.97 0.97
2−32 0.61 0.89 0.96 0.98 0.97 0.97 0.97 0.97
2−36 0.40 0.80 0.95 0.97 0.98 0.97 0.98 0.97
2−40 0.24 0.71 0.92 0.97 0.98 0.97 1.01 0.83
Table 2.5: Computed differences DN" and computed rates of convergence R
N
" (as de-
fined in (2.5.1)), measured from the numerical solutions of (2.5.4), solved
exactly using the numerical method ((BN" ), (2.3.19)), for u"(0) = 1+ ".
The delayed structure of the layer is shown in Figure 2.4 which shows the numerical solution
of the problem in this example compared with the numerical solution of the same problem
except with the initial condition sufficiently close to the stable reduced solution.
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Figure 2.4: Plot of the layer structures in the numerical solution of (2.5.4), solved ex-
actly using the numerical method ((BN" ), (2.3.19)), over x i ∈ [0, 3"] for
u"(0) = 1.5 and u"(0) = 1+ " where " = 10−4 and N = 1024.
Even though the difference scheme can be solved exactly, we still present some results when
the built-in MATLAB ode functions are used to approximate the solution of (2.5.4). In Table 2.6,
we present the number of mesh intervals on [0, 1] the solvers ode45, ode23 and ode113 use to
numerically solve (2.5.4). As in Example 2.1, we observe that the solvers use a number of mesh
intervals that is inversely proportional to the perturbation parameter.
" ode45 ode23 ode113
10−1 168 53 76
10−2 1516 504 777
10−3 15032 4969 7827
10−4 150192 49622 77136
Table 2.6: Number of mesh intervals on [0, 1] used by MATLAB solvers to approximate
the solution to (2.5.4).
In Figure 2.5, graphs of numerical approximations of the solution of (2.5.4) are displayed. Note
that in (2.5.4), the stable reduced solution is 2 and the unstable reduced solution is
cos(10x )− 1. Furthermore, from §2.2, the solution to (2.5.4) is bounded below by A = 1+ ".
In Figure 2.5, we see nonsensical numerical solutions that break this bound and approach the
unstable reduced solution.
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Figure 2.5: Plot of the numerical solution of (2.5.4), solved exactly using the numerical
method ((BN" ), (2.3.19)) with N = 1024, and also computed using various
MATLAB inbuilt functions, all with " = 10−5.
Example 2.4 (Double root example)
In this example from the class (B") we consider n s = 2 in the problem
"u ′" +a (x )(u" − ( 110 cos 8x )(u" − (2− ln (x +1)))2(u" − (4+ 110 cos 12x ))2 = 0, u"(0) = A, (2.5.5)
where a (x ) = 1.5+ tanh (x −0.5). If A = 3.1 then g 2(x ) = 2− ln (x +1) is the stable reduced
solution and ku u (0, u"(0)) > 0. For (2.2.13, 2.3.20), we choose the practical values of κ = b ,
ς = 12 (γs − γs−1) and ς = 12 (γs+1 − γs ) and b is calculated as b = 1.13. We use g 2(x ) + (A −
g 2(0))(1+ (A − g 2(0))px/")−1 for the initial condition. Table 2.7 shows the computed rates RN"
which are in agreement with the asymptotic rate of 12 established in Theorem 2.3.7.
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RN"
@
@
@
@"
N
32 64 128 256 512 1024 2048 4096 8192
20 0.96 0.98 0.99 1 1 1 1 1 1
2−1 0.94 0.96 0.98 0.99 1 1 1 1 1
2−2 0.87 0.93 0.96 0.98 0.99 0.99 1 1 1
2−3 0.74 0.86 0.93 0.96 0.98 0.99 0.99 1 1
2−4 0.37 0.58 0.86 0.93 0.96 0.98 0.99 0.99 1
2−5 0.37 0.34 0.42 0.69 0.93 0.96 0.98 0.99 0.99
2−6 0.37 0.34 0.42 0.41 0.45 0.76 0.96 0.98 0.99
2−7 0.37 0.34 0.42 0.41 0.45 0.46 0.47 0.79 0.98
2−8 0.37 0.33 0.42 0.41 0.45 0.46 0.47 0.48 0.49
...
...
...
...
...
...
...
...
...
...
2−20 0.37 0.33 0.42 0.41 0.45 0.46 0.47 0.48 0.49
RN 0.37 0.33 0.42 0.41 0.45 0.46 0.47 0.48 0.49
Table 2.7: Computed rates of convergence RN" and R
N (as defined in (2.5.1)), mea-
sured from the numerical solutions of (2.5.5), calculated using Newton’s
Method (pg. 38) on the mesh (2.3.20), for u"(0) = 3.1.
Example 2.5
In this example from the class (C") examined in section 4, we consider the problem
"z ′(x )+ (3+ ln (x +1))(z −β )(z − g )(x ) = 0, z (0) = A, (2.5.6)
where g (x ) = 5+tanh (5(0.5−x )),β = 5 and g (d ) =β at d = 0.5. For the mesh (2.4.5), we choose
d ∗ = d2 = 0.25. We can solve the difference scheme exactly. Table 2.8 shows the computed rates
RN" and R
N for some sample values of " ¾ 2−20. We consider A = 6.25> g (0) for which the error
in the initial layer is dominant and A = g (0) for which there is no initial layer and the error in
the layer near the point d dominates. Note that the calculation of DN" in (2.5.1) is done as in the
previous examples where for each N we solve the problem numerically using N mesh points
and the layer widths (σN1 , σ
N
2 , σ
N
3 ) defined in (2.4.5). We compare the resulting numerical
solution to that obtained using 2N mesh intervals, but using the same layer widths defined for
using N mesh points i.e. the σNi ’s. The computed rates are in agreement with the asymptotic
rates established in Theorem 2.4.6.
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RN"
@
@
@
@"
N
32 64 128 256 512 1024 2048 4096 8192
z(0) = 6.25> g(0)
20 0.94 0.96 0.98 0.99 1.00 1.00 1.00 1.00 1.00
2−1 0.88 0.94 0.97 0.98 0.99 1.00 1.00 1.00 1.00
2−2 0.85 0.92 0.96 0.98 0.99 0.99 1.00 1.00 1.00
2−3 0.81 0.89 0.94 0.97 0.99 0.99 1.00 1.00 1.00
2−4 0.56 0.65 0.84 0.94 0.97 0.99 0.99 1.00 1.00
2−5 0.56 0.65 0.72 0.78 0.82 0.85 0.86 0.88 0.89
2−6 0.56 0.65 0.72 0.78 0.82 0.85 0.86 0.88 0.89
RN 0.56 0.65 0.72 0.78 0.82 0.85 0.86 0.88 0.89
z(0) = g(0)
20 0.94 0.96 0.98 0.99 0.99 1.00 1.00 1.00 1.00
2−3 0.81 0.89 0.94 0.97 0.99 0.99 1.00 1.00 1.00
2−6 0.70 0.68 0.88 0.92 0.97 0.98 0.99 1.00 1.00
2−9 0.23 0.53 0.36 0.78 0.91 0.95 0.98 0.99 0.99
2−12 0.23 0.44 0.35 0.44 0.48 0.49 0.86 0.97 0.98
2−15 0.23 0.44 0.35 0.44 0.44 0.46 0.47 0.51 0.51
2−18 0.23 0.44 0.35 0.44 0.44 0.46 0.47 0.48 0.49
RN 0.81 0.89 0.92 0.95 0.97 0.98 0.99 0.99 1.00
Table 2.8: Computed rates of convergence RN" and R
N (as defined in (2.5.1)), mea-
sured from the numerical solutions of (2.5.6), solved exactly using
the numerical method ((C N" ), (2.4.5)), for z (0)> g (0) and z (0) = g (0).
Figure 2.6 displays a numerical solution to this problem for " = 10−5. Figure 2.6 also includes
a plot of the numerical solution around the point at which there is a switch in stability, which
evidences the change in magnitude of the bound established in Theorem 2.4.1.
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Figure 2.6: Plots of the numerical solution of (2.5.6), solved exactly using the
numerical method ((C N" ), (2.4.5)), over x i ∈ [0, 1] and over x i ∈ [0.49, 0.51],
around d = 0.5 (switch in stability), for u"(0) = 6.25 where " = 10−5 and
N = 1024.
Again, even though the difference scheme can be solved exactly, we present some results when
the built-in MATLAB ode functions are used to approximate the solution of (2.5.4). The built-in
solvers ode45, ode23 and ode113 display the same behaviour as in Examples 2.1 and 2.3 whereby
the number of mesh intervals used to approximate the solution is inversely proportional to the
perturbation parameter. In Figure 2.7, graphs of numerical approximations of the solution of
(2.5.6) are displayed. We see that the solvers return oscillatory approximations and in the case
of ode23tb, do not capture the switch in stability between the two reduced solutions. We also
see that in the case of ode23s, the approximation to the solution captures the switch in stabil-
ity but only ‘switches’ at a considerable distance past the point of intersection of the reduced
solutions.
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Figure 2.7: Plots of the numerical solution of (2.5.6), solved exactly using the
numerical method ((C N" ), (2.4.5)) for N = 1024, and also computed using
various MATLAB inbuilt functions, all with " = 10−7.
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2.6: FURTHER PROBLEMS AND FUTURE WORK
In this section, we casually discuss two problems that may be worthy of consideration in the
future. Note that this discussion did not appear in [25].
2.6.1 A Combustion Problem
In [13, pg. 69], O’Malley analyses the following problem, originally presented in [28], as a model
of a class of trimolecular reactions: find z˜ such that
z˜ ′(t ) = z˜ 2(1− z˜ )(t ), t > 0, z˜ (0) = "˜, (2.6.1)
where "˜ is a small parameter representing a disturbance of the pre-ignition state. The reduced
solutions are 0 (unstable) and 1 (stable). If we consider the transform x˜ = "˜t , then we obtain
the singularly perturbed problem
"˜z ′(x˜ ) = z 2(1− z )(x˜ ), x˜ > 0, z (0) = "˜. (2.6.2)
This is a problem from the class (B"), however we only considered the unstable root to have
multiplicity 1 as in (2.3.2a), in such a case. For (2.6.1), O’Malley establishes that a layer occurs at
a O(1/"˜) location in the problem domain. This motivates us to consider the transform x = "˜2t ,
" = "˜2 on (2.6.1) to obtain
"y ′ = y 2(1− y ), x > 0, y (0) =p", (2.6.3)
where we expect a layer in a O(
p
") neighbourhood of x = 0. Using upper and lower solutions,
we can establish that a solution to (2.6.3), y , exists satisfying
0¶ 1− y (x )¶

1+
p
"
1−p" e
x/
p
"
−1
, x ¾ 0. (2.6.4)
Hence from (2.6.3), we have
0¶ y ′(0)¶ 1−p" ¶ 1, and |y ′(x )|¶ 1
"

1+
p
"
1−p" e
x/
p
"
−1
¶ 1
"
. (2.6.5)
Thus the solution exhibits a ‘delayed-layer’ effect at x = 0. We choose an appropriate transition
point for a numerical scheme by solving the inequality
1− y (x )¶N−1 ⇔ x ¾p" ln

Np
"

.
In an attempt to solve the problem numerically on [0, 1], we consider the scheme
"D−Y N (x i ) = Y N (x i )2(1−Y N (x i )), x i ∈ΩN \ {0}, Y N (0) =p", (2.6.6a)
ΩN :=

x i |x i = 2σ
N
i , i ¶ N2 , x i =
2(1−σ)
N
i , i > N2

, σ :=min

1
2
,
p
" ln

Np
"

. (2.6.6b)
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Using upper and lower solutions, and (2.2.19) for sufficiently large N , we can establish that
0¶ 1−Y N (x i )¶


1+
p
"
1−p" (1+
hp
"
)i
−1
, i ¶N /2
1+
p
"
1−p" (1+
hp
"
)
N
2 (1+ Hp
"
)i−N2
−1
, i >N /2
¶


1+
p
"
1−p"µe x/
p
"
−1
, i ¶N /2 (σ< N2 ), i ¶N , (σ=
1
2 )
2N−1, i ¾N /2 (σ< 12 ),
where h = 2σ/N and H = 2(1−σ)/N and µ ∈ (0.5, 1) is arbitrary. In an attempt to bound the
error, we have forσ< 1/2
|(Y N − y )(x i )|= |1− y (x i )+Y N (x i )−1|¶ 3N−1. (2.6.7)
We can use (2.6.3)-(2.6.5) to bound the truncation error
"|( dd x −D+)y (x i )|=
1
x i −x i−1

∫ x i
x i−1
"(y ′(x i )− y ′(t )) d t
¶ 5h i "−1.
However, note that, in the fine mesn, h i /" = h/" ¶ (C/
p
")N−1 ln(N /p") and thus, we cannot
attempt to repeat the same error analysis as in Theorem 2.3.7. Thus we are left to ask - is our
analysis tight enough or is it possible to establish uniform convergence for the cases when the
initial condition is arbitrary close an unstable reduced solution?
We will solve (2.6.6) using Newtons’ Method (pg. 38) to generate numerical approximations
U N . We will use the constant 1 at all the mesh points for an initial condition, except at the first
mesh point, where we use the value y (0) =
p
". Table 2.9 presents the computed differences DN"
and DN and Table 2.10 presents the computed rates of convergence RN" and R
N defined by
DN" := max
x i∈ΩN"
|(U N" −U 2N" )(x i )|, DN :=max" DN" , (2.6.8a)
RN" := log2
DN"
D2N"
and RN := log2
DN
D2N
, (2.6.8b)
where U
2N
" is the interpolation of U
2N
" , the numerical solution using 2N mesh intervals.
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DN"
@
@
@"
N
25 26 27 28 29 210 211 212 213 214 215
2−2 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
2−3 0.006 0.003 0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000
2−4 0.021 0.011 0.005 0.003 0.001 0.001 0.000 0.000 0.000 0.000 0.000
2−5 0.066 0.033 0.016 0.008 0.004 0.002 0.001 0.001 0.000 0.000 0.000
2−6 0.192 0.093 0.045 0.022 0.011 0.006 0.003 0.001 0.001 0.000 0.000
2−7 0.534 0.250 0.116 0.058 0.028 0.014 0.007 0.004 0.002 0.001 0.000
2−8 0.346 0.650 0.246 0.143 0.070 0.035 0.017 0.009 0.004 0.002 0.001
2−9 0.035 0.864 0.423 0.241 0.128 0.068 0.037 0.020 0.010 0.005 0.003
2−10 0.034 0.024 0.931 0.405 0.215 0.116 0.061 0.033 0.017 0.009 0.005
2−11 0.027 0.039 0.956 0.698 0.328 0.192 0.102 0.054 0.029 0.015 0.008
2−12 0.020 0.033 0.040 0.976 0.543 0.299 0.164 0.089 0.047 0.025 0.013
2−13 0.014 0.025 0.040 0.983 0.946 0.448 0.261 0.142 0.075 0.040 0.021
2−14 0.010 0.018 0.032 0.044 0.990 0.664 0.397 0.224 0.119 0.063 0.033
2−15 0.007 0.013 0.023 0.039 0.033 0.993 0.575 0.329 0.185 0.099 0.052
2−16 0.005 0.009 0.017 0.030 0.045 0.995 0.741 0.472 0.282 0.154 0.081
2−17 0.003 0.006 0.012 0.022 0.037 0.045 0.997 0.665 0.406 0.234 0.126
DN 0.534 0.864 0.956 0.983 0.990 0.995 0.997 0.665 0.406 0.234 0.126
Table 2.9: Computed differences DN" and D
N (as defined in (2.6.8)), measured from
the numerical solutions of the combustion problem (2.6.3), calculated us-
ing Newton’s method (pg. 38) on the mesh (2.6.6b).
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RN"
@
@
@
@"
N
25 26 27 28 29 210 211 212 213 214
2−2 0.98 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
2−3 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
2−4 1.01 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
2−5 1.00 1.02 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
2−6 1.05 1.04 1.02 1.01 1.00 1.00 1.00 1.00 1.00 1.00
2−7 1.09 1.10 1.02 1.02 1.01 1.00 1.00 1.00 1.00 1.00
2−8 -0.91 1.40 0.78 1.03 1.02 1.01 1.00 1.00 1.00 1.00
2−9 -4.61 1.03 0.81 0.91 0.91 0.89 0.85 1.00 1.00 1.00
2−10 0.49 -5.27 1.20 0.91 0.89 0.92 0.91 0.92 0.92 0.92
2−11 -0.56 -4.60 0.45 1.09 0.77 0.90 0.92 0.92 0.92 0.93
2−12 -0.74 -0.26 -4.62 0.85 0.86 0.87 0.89 0.92 0.92 0.93
2−13 -0.81 -0.67 -4.62 0.06 1.08 0.78 0.88 0.92 0.93 0.93
2−14 -0.85 -0.78 -0.50 -4.48 0.58 0.74 0.83 0.91 0.92 0.93
2−15 -0.88 -0.84 -0.73 0.24 -4.92 0.79 0.81 0.83 0.91 0.93
2−16 -0.90 -0.87 -0.81 -0.61 -4.46 0.43 0.65 0.74 0.87 0.92
2−17 -0.91 -0.89 -0.86 -0.77 -0.28 -4.48 0.59 0.71 0.80 0.89
RN -0.70 -0.15 -0.04 -0.01 -0.01 -0.00 0.59 0.71 0.80 0.89
Table 2.10: Computed rates RN" and R
N (as defined in (2.6.8)), measured from the
numerical solutions of the combustion problem (2.6.3), calculated using
Newton’s method (pg. 38) on the mesh (2.6.6b).
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We see from the table that it appears, for any small ", we must have sufficiently large N to ob-
serve convergence. The pattern of increasing computed differences in Table 2.9 and negative
rates in Table 2.10 is easily explained with a graph. Figure 2.8 displays the numerical approxi-
mations for " = 2−12 and N = 32, 64, . . . as used to compute the Tables.
0 0.01 0.020
1
 
 
N=32
N=64
N=128
N=256
N=512
N=1024
N=2048
N=4096
N=8192
Figure 2.8: Plots of the numerical solutions of (2.6.3), computed using Newton’s
Method (pg. 38) on the mesh (2.6.6b), over x i ∈ [0, 0.02] for N = 32, 64, . . .
and " = 2−12.
We can see from the graph, that for this given value of ", the numerical approximations are
sequentially poor for lower values of N and improve for increasing N . Note the diagram may
appear to suggest that the initial condition we use is unsuitable. In experiments, when we used
the lower bound for y in (2.6.4) as the initial condition, we found that the approximations for
lower values of N where equally as poor.
2.6.2 Switch in stability between distinct reduced solutions.
Recall that the problem in (C") involved two intersecting reduced solutions where, one lost,
and the other gained, stability at the point of intersection. We did not examine the case where
the reduced solutions are distinct. For (B"), when the multiplicity n s of the stable reduced
solution g s is 2 and the initial condition A is such that A < g s , we restrict our analysis to the
case of g ′s ¾ 0. We set this restriction because if g ′s (x ) ¾ 0 on [0, 1], then g s is globally stable
from below. However, if g ′s (x )¾ 0 on 0¶ x ¶ d < 1 but g ′s < 0 for x > d , then g s is not a stable
reduced solution beyond d and there is a possibility that the actual solution exhibits an interior
layer as it ‘tends to the next stable reduced solution above g s ’. As an example, let us consider
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the problem
"y ′ = (y − r (x ))2(1− y ), x ∈ (0, 1], r (x ) = 0.5− (x −0.5)2, y (0) = A < r (0) = 0.5. (2.6.9)
For (2.6.9), we have that r is stable from below on [0, 0.5] and the constant reduced solution 1 is
globally stable. Using upper and lower solutions, we can show A ¶ y ¶ 1 and so y ′ ¾ 0. In Figure
2.9, graphs of numerical approximations of (2.6.9) using Newton’s method on a fine uniform
mesh with N = 16384 and with the initial condition r , for sample values of " are displayed
along with the reduced solutions.
0 0.5 10
1
 
 
reduced solution 1: stable from below on [0, 0.5]
reduced solution 2: globally stable
ε = 2−6
ε = 2−8
ε = 2−10
ε = 2−12
ε = 2−14
Figure 2.9: Plots of the numerical solutions of (2.6.9), computed using Newton’s
Method (pg. 38) on a fine uniform mesh with N = 16384 for " =
2−6, 2−8, 2−10, 2−12 and 2−14.
Using (2.6.9), we can loosely detail the magnitudes of y ′ as follows:
If Then
r − y ¾C > 0 y ′ =O( 1
"
)
r − y =O(p") y ′ =O(1)
r − y =O(") y ′ =O(")
y = r y ′ = 0
y − r =O(") y ′ =O(") (])
y − r =O(p") y ′ =O(1) ([)
y − r ¾C > 0 y ′ =O( 1
"
)
Notice the similarities between the cases (]) and ([) and the problems (2.6.1) and (2.6.2) where
the initial condition is " and
p
" above a reduced solution with multiplicity 2, all respectively.
This would motivate us to analyse (2.6.9) under the transform x˜ = "x in anticipation that the
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actual solution of the transformed problem is negligibly close to the reduced solution 1 outside
an O(") neighbourhood of x˜ = 0 (i.e. that there is/are O(") layer(s) of some character in an O(")
neighbourhood of x = 0). In such a case we would aim to establish a numerical method using
a Shishkin mesh at x˜ = 0 only. Using such a transform, we obtain
"∗y ′ = (y − r

x/
p
"∗

)2(1− y ), x ∈ (0, 1], y (0) = A, (2.6.10)
where "∗ = "2. We will solve (2.6.10) using Newtons’ Method (pg. 38) on the mesh (2.6.6b), but
using the transition point
p
"∗ ln(N ), to generate numerical approximations U N . We will use the
constant 1 at all the mesh points for an initial condition, except at the first mesh point, where
we use the value y (0) = A. Table 2.11 presents the computed rates of convergence defined in
(2.6.8).
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RN"∗
HHHHHHHH"
∗
N
25 26 27 28 29 210 211 212 213
2−0 0.96 0.98 0.99 1.00 1.00 1.00 1.00 1.00 1.00
2−1 1.13 1.07 1.03 1.02 1.01 1.00 1.00 1.00 1.00
2−2 0.93 0.97 0.99 0.99 1.00 1.00 1.00 1.00 1.00
2−3 0.90 0.97 0.98 0.99 1.00 1.00 1.00 1.00 1.00
2−4 0.86 0.97 0.97 0.99 0.99 1.00 1.00 1.00 1.00
2−5 0.74 0.98 0.95 0.98 0.99 1.00 1.00 1.00 1.00
2−6 0.75 0.69 0.90 0.97 0.99 0.99 1.00 1.00 1.00
2−7 -0.31 0.45 0.54 0.90 0.98 0.99 1.00 1.00 1.00
2−8 0.77 0.65 0.81 0.73 0.81 0.77 0.85 1.00 1.00
2−9 1.32 0.29 0.72 0.82 0.79 0.83 0.85 0.87 0.88
2−10 -0.64 0.96 0.71 0.68 0.81 0.84 0.85 0.87 0.88
2−11 -0.82 0.08 0.49 0.77 0.80 0.84 0.85 0.87 0.88
2−12 -0.39 1.47 0.54 0.88 0.76 0.83 0.86 0.87 0.88
2−13 -3.59 0.90 0.98 0.84 0.76 0.84 0.86 0.87 0.88
2−14 0.78 0.32 1.27 0.83 0.71 0.82 0.87 0.87 0.88
2−15 -4.16 0.81 1.05 0.97 0.75 0.87 0.86 0.88 0.89
2−16 -0.24 -4.41 1.24 1.08 0.90 0.86 0.88 0.88 0.89
2−17 -0.42 -0.14 -4.63 1.93 0.91 0.81 0.88 0.89 0.89
2−18 -0.48 -0.49 -3.12 -1.58 2.26 0.94 0.79 0.90 0.89
2−19 -0.50 -0.57 -0.50 -4.66 1.84 0.83 0.87 0.88 0.89
2−20 -0.52 -0.60 -0.63 -0.29 -4.70 2.21 0.84 0.83 0.90
RN -0.15 -0.13 -0.08 -0.06 -0.02 2.21 0.84 0.83 0.9
Table 2.11: Computed rates RN"∗ and R
N (as defined in (2.6.8)), measured from the nu-
merical solutions of the (2.6.10), calculated using Newton’s method (pg.
38) on the mesh (2.6.6b) with the transition pointσ=
p
"∗ ln(N ).
Again, the pattern in the Table can be explained by poor numerical approximations for lower
values of N .
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CHAPTER: 3
LINEAR AND NONLINEAR BOUNDARY
TURNING POINT PROBLEMS
3.1: INTRODUCTION
In this chapter, we consider linear and nonlinear boundary turning point problems. We are
mainly concerned with nonlinear convection-diffusion problems of the form
("u ′′+u u ′−b u )(x ) =q (x ), b (x )> 0, x ∈ (0, 1), u (0) = 0, u (1)> 0, (3.1.1)
where the coefficient of the first derivative, the solution u , is zero at the boundary. We will see
that the solution has a boundary layer in the vicinity of x = 0. Problems of the above form have
been analysed by Vulanovic´ in [34] and more recently in [35]. In [34] the numerical approxi-
mations U N , of the proposed numerical method, satisfy an "-dependent error bound on the
constructed mesh ΩN , of the form
‖u −U N ‖¶C ("+N−1 ln N ).
Thus this method is suitable for sufficiently small values of " such that " ¶N−1. Analysis in [34]
involves integrating the above equation, and establishing that the solution of the resulting first
order problem is within O(") of the singularly perturbed Riccati problem studied in [22].
In this chapter, we present a direct numerical method (3.1.1), whose numerical approximations
satisfy the parameter-uniform error bound
‖U N −u ‖¶C N−1 ln N .
In Vulanovic´’s more recent paper [35], a generalised form of the homogeneous problem corre-
sponding to (3.1.1) is examined and a parameter-uniform error bound of the form
‖U N −u ‖¶C N−1(ln N )3
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is established. The analysis and numerical method presented in [35] are different to what is
given in this chapter. In passing, we note that the same problem class as in [35] was examined
in earlier papers ([33],[36]), where parameter-uniform convergence in the L 1 norm was estab-
lished for schemes involving a uniform mesh.
Nonlinear boundary value problems of the above form, with the boundary conditions
u (0), u (1) > 0, have been studied in [10] and [18] using monotone finite difference operators
on piecewise-uniform Shishkin meshes. If the boundary conditions u (0) and u (1) are strictly
positive, the nature of the solution of (3.1.1) is strongly related to the linear problem
("u ′′+a u ′−b u )(x ) =q (x ), x ∈ (0, 1), a (x )≥α> 0, x ∈ [0, 1].
The reciprocal of α, which is the strictly positive lower bound on the coefficient of the first
derivative, appears throughout the analysis of these numerical methods. Thus if α≡ 0, as is in
the problems examined in this chapter, then the analysis in [10] and [18] is not directly appli-
cable. Linear boundary turning point problems of the form
"u ′′(x )+x p (b u ′− c u )(x ) = x p q (x ), x ∈ (0, 1), u (0) = 0, u (1)> 0, (3.1.2a)
b (x ), c (x )> 0, p ≥ 0. (3.1.2b)
have been studied in [17]. The coefficient of the first derivative is zero valued at the boundary
point x = 0. In [17], it is shown that the width of the boundary layer depends on p . The nature
of the layers in the nonlinear problem (3.1.1) is different to the layers in the linear boundary
turning-point problem (3.1.2). In the first part of this chapter, we examine a linear boundary
turning-point problem of the form
("u ′′+a u ′−b u )(x ) =q (x ), x ∈ (0, 1), u (0) = 0, u (1)> 0, (3.1.3a)
b (x )¾ 0, a (x )¾C (1− e−αx/"). (3.1.3b)
It transpires that the width of the layer in the linear problem (3.1.3) is the same as the nonlinear
problem (3.1.1). The analysis of the linear problem is useful when we come to construct and
analyse a parameter-uniform numerical method for the nonlinear problem (3.1.1). The second
part of this chapter, presents a numerical method and the associated numerical analysis for a
nonlinear class of problems containing (3.1.1).
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3.2: LINEAR PROBLEM
3.2.1 Continuous Problem
Consider the following problem class on the unit interval Ω := (0, 1). Find y" such that
L"y"(x ) :=

" d
2
d x 2 +a "
d
d x −b

y"(x ) =q (x ), x ∈Ω, y"(0) = A, y"(1) = B ,
a "(0) = 0, a "(x )> 0, x ∈ (0, 1],
a " ∈C 2(0, 1)∩C 0[0, 1], b ,q ∈C 2[0, 1], b (x )¾ 0, x ∈Ω.
(D")
Our primary interest is in the nonlinear problem (3.1.1). To this end, we place some restrictions
on the function a " so that this linear problem, (D"), has some features of the nonlinear problem
(3.1.1).
Assumptions on the coefficient a " in (D")
For all x ∈Ω, define the limiting function a 0 as
a 0(x ) := lim
"→0 a "(x ), x > 0 and a 0(0) := limx→0 a 0(x ). (3.2.1a)
Assume the following conditions on a " for x ∈ [0, 1];
a "(x )¾α"(x ) := θ (1− e−r x/"), r ¾ 2θ > 0, (3.2.1b)∫ x
t=0
a ′"(t )d t ¶C , (3.2.1c)
ϕ"(x ) := (a 0−a ")(x ) satisfies |ϕ"(x )|¶ |ϕ"(0)|e−θx/" , (3.2.1d)
a 0 ∈C 2[0, 1]. (3.2.1e)
Note that (3.2.1b) implies a 0(x ) ¾ θ , ∀ x ∈ Ω. The differential operator L" defined in problem
(D") satisfies the following minimum principle.
Theorem 3.2.1. Let L" be the differential operator defined in (D") and z ∈ C 2(Ω) ∩C 0(Ω). If
min{z (0), z (1)}¾ 0 and L"z (x )¶ 0 for x ∈Ω, then z (x )¾ 0 for all x ∈Ω.
Proof. The proof is by contradiction. Assume that there exists a point p ∈Ω such that z (p )< 0.
It follows from the hypotheses that p /∈ {0, 1}. Define the auxiliary function
u = z exp( 12"
∫ x
t=0
α"(t )d t ) and note that u (p )< 0. Choose s ∈ Ω such that u (s ) =min u (x )< 0.
Therefore, from the definition of s , we have u ′(s ) = 0 and u ′′(s )¾ 0. But then
L"z (s ) =

"u ′′+

α"
2"
(a " −α"/2)+ α
′
"
2
+b

(−u )

(s )exp

− 1
2"
∫ s
t=0
α"(t )d t

> 0
which is a contradiction.
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We decompose the solution y" into the sum of a regular component, v" , and a layer component,
w" . If a " satisfied the bound a " ¾ C > 0 for all x ∈ [0, 1], then we would simply define the
regular component as the solution ofL"v" =q with suitable boundary conditions and the layer
component as the solution ofL"w" = 0, w"(0) = (y"−v")(0), w"(1) = 0. Since a " does not satisfy
such a bound, we study the problem
L∗v"(x ) :=

" d
2
d x 2 +a 0
d
d x −b

v"(x ) =q (x ), x ∈Ω, v"(0) = (v0+ "v1)(0), v"(1) = B , (3.2.2a)
where v" = v0+ "v1+ "2v2 and v0, v1, v2 satisfy
(a 0v ′0−bv0)(x ) =q (x ), x ∈ [0, 1), v0(1) = B , (3.2.2b)
(a 0v ′1−bv1)(x ) =−v ′′0 (x ), x ∈ (0, 1), v1(1) = 0; v1(0) := limt ↓0 v1(t ), (3.2.2c)
L∗v2(x ) =−v ′′1 (x ), x ∈Ω, v2(0) = v2(1) = 0. (3.2.2d)
Note that in problem (3.2.2), the coefficient a " , of the first derivative term, has been replaced
by a 0 (defined in (3.2.1a)). We incorporate the error (L" −L∗)v" into the layer component w" ,
which is, noting (3.2.1d), defined as the solution of
L"w"(x ) = (ϕ"v ′")(x ), x ∈Ω, w"(0) = (y" −v")(0), w"(1) = 0. (3.2.3)
Lemma 3.2.1. If v" is the solution of (3.2.2) and w" is the solution of (3.2.3) then for k = 0, 1, 2,
we have the following bounds on the derivatives of v" and w" :
|v (k )" (x )|¶C (1+ "2−k ) and |w (k )" (x )|¶C"−k e−(θ/2)x/" , x ∈Ω.
Proof. The solution of (3.2.2b) can be solved exactly. Also (3.2.2b) is independent of " and
since a 0, b , q ∈ C 2[0, 1] we can easily show that ‖v (k )0 ‖ ¶ C for k = 0, 1, 2, 3. For (3.2.2c), under
the same argument, we can show ‖v (k )1 ‖¶C for k = 0, 1, 2. For (3.2.2d), consider the functions
ψ±(x ) = ‖v
′′
1 ‖
θ
(1−x )±v2(x ), x ∈Ω, (3.2.4)
where θ is defined in (3.2.1b). From (3.2.2d), we have min{ψ±(0),ψ±(1)}= 0 and
L∗ψ±(x ) =−a 0(x )‖v
′′
1 ‖
θ
−b ‖v
′′
1 ‖
θ
(1−x )∓v ′′1 (x )¶−‖v ′′1 ‖∓v ′′1 (x )¶ 0, x ∈Ω.
Hence, using Theorem 3.2.1, we have ‖v2‖ ¶ ‖v ′′1 ‖θ . Note that Theorem 3.2.1 holds for the oper-
ator L∗, the proof of this can be easily repeated by replacing α" in the proof by θ . Integrating
(3.2.2d) over [0,η] for any η∈Ω, we have
"v ′2(η)− "v ′2(0) =
∫ x
0
(bv2)(t ) d t −

a 0v2|x0 −
∫ x
0
(a ′0v2)(t ) d t

−
∫ x
0
v ′′1 (t ) d t .
Thus we can bound the left hand side as
"|v ′2(η)−v ′2(0)|¶ (‖b‖+ ‖a 0‖+ ‖a ′0‖)‖v2‖+ ‖v ′′1 ‖=: C1‖v2‖+ ‖v ′′1 ‖. (3.2.5)
63
From the mean value theorem, ∃ξ∈ (0,") s.t. v2(")−v2(0) = "v ′2(ξ)hence "|v ′2(ξ)|¶ ‖v2(")‖¶C2.
Thus letting η = ξ in (3.2.5), we have "|v ′2(0)| ¶ C1‖v2‖+ ‖v ′′1 ‖+C2 and hence for any x ∈ Ω,
we have "|v ′2(x )| ¶ 2(C1‖v2‖+ ‖v ′′1 ‖) +C2. From (3.2.2d), we have ‖v ′′2 ‖ ¶ C"−2. Hence using
v" = v0+ "v1+ "2v2, we can retrieve the required bounds on v
(k )
" for k = 0, 1, 2. To bound w" ,
consider the functions
ψ±(x ) = |w"(0)|exp

− 1
2"
∫ x
t=0
α"(t )d t

±w"(x ), x ∈Ω,
which are nonnegative at x = 0, 1. Using (3.2.1), we can easily check that
1
2
α"(x )2+ "α′"(x )¾
θ 2
2
.
Thus for " sufficiently small, we have
L"ψ±(x )¶− 1
2"

1
2
α"
2+ "α′"

(x )−2"|ϕ"(0)|‖v ′"‖

e−(θ/2)x/" ¶ 0.
Use (3.2.1) and the minimum principle in Theorem 3.2.1 to obtain
|w"(x )|¶ |w"(0)|exp

− 1
2"
∫ x
t=0
α"(t )d t

¶C e−(θ/2)x/" . (3.2.6)
We now bound the derivatives of w" . Integrating (3.2.3) over [η, 1] for any η > 0 and recalling
w"(1) = 0, from (3.2.1) we have
"|(w ′"(η)−w ′"(1))|¶ (‖a "‖+ ‖b‖)|w"(η)|+ Cθ |ϕ"(0)|"e
−(θ/2)η/" +C e−(θ/2)η/" . (3.2.7)
Using the mean value theorem and (3.2.6), there exists a point z ∈ (1−", 1) such that "|w ′"(z )|¶
|w"(1− ")| ¶ C e−(θ/2)/" . Letting η = z we have "|w ′"(1)| ¶ C e−(θ/2)η/" . Letting η = x ∈ Ω then
similarly we have "|w ′"(x )|¶C e−(θ/2)x/" . Complete the proof by using (3.2.3) to bound w ′′" .
Remark: We will see below that a bound on the third derivative of v" and w" is not required in
the truncation error analysis in Lemmas 3.2.2 and 3.2.4.
3.2.2 The Discrete Problem and Error Analysis
Consider the following finite difference method. Find Y N" such that
L"N Y N" (x i ) := ("δ
2+a "D+−b )Y N" (x i ) =q (x i ), x i ∈ΩN" , Y N" (0) = A, Y N" (1) = B , (DN" )
where
D+Z (x i ) :=
Z (x i+1)−Z (x i )
h i+1
, δ2Z (x i ) :=
D+(Z (x i )−Z (x i−1))
(h i+1+h i )/2
, h i := x i −x i+1,
and ΩN" is the piecewise-uniform fitted mesh described by
Ω
N
"
:=
(
x i
x i = 2σiN , 0¶ i ¶ N2 , x i =σ+ 2(1−σ)(i − N2 )N , N2 < i ¶N
)
, (3.2.8a)
σ :=min

1
2
,
2"
θ
ln(N )

, ΩN" =Ω
N
" \ {x0,xN }. (3.2.8b)
The finite difference operator L"N satisfies the following discrete minimum principle.
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Theorem 3.2.2. Let L"N be the difference operator defined in (DN" ) and Z N be a mesh function
on Ω
N
" . If min{Z N (x0),Z N (xN )} ¾ 0 and L"N Z N (x i ) ¶ 0 for x i ∈ ΩN" , then Z N (x i ) ¾ 0 for all
x i ∈ΩN" .
Proof. Suppose that Z N (xk ) =mini Z N (x i ). If follows from the hypotheses that k /∈ {0, N } and
xk ∈ ΩN" . Since Z N (xk ) is the minimum value we have D+Z N (xk ) ¾ 0 and δ2Z N (xk ) ¾ 0. To
avoid a contradiction we must have L"N Z N (xk ) ¶ 0 but if b (xk ) > 0 then L"N Z N (xk ) > 0 or if
b (xk ) = 0 then Z N (xk−1) =Z N (xk ) =Z N (xk+1)< 0. Repeating this argument will eventually lead
us to conclude that either L"N Z N (xk )> 0 or Z N (xN )< 0 which is a contradiction.
As in the continuous case, we decompose the solution Y N" into the sum of a discrete regular
component, V N" , and a discrete layer component, W
N
" . We define the regular component as
the solution of the following problem
L∗N V N" (x i ) := ("δ2+a 0D+−b )V N" (x i ) =q (x i ), x i ∈ΩN" , V N" (0) = (V N0 + "V N1 )(0), V N" (1) = B ,
(3.2.9a)
where V N" =V
N
0 + "V
N
1 + "
2V N2 and V
N
0 , V
N
1 , V
N
2 satisfy
(a 0D+−b )V N0 (x i ) =q (x i ), x i ∈ΩN" \xN , V N0 (xN ) = B , (3.2.9b)
(a 0D+−b )V N1 (x i ) =−δ2V N0 (x i ), x i ∈ΩN" , V N1 (xN ) = 0; V N1 (x0) :=V N1 (x1) (3.2.9c)
L∗N V N2 (x i ) =−δ2V N1 (x i ), x i ∈ΩN" , V N2 (x j ) = 0, j = 0, N . (3.2.9d)
We present bounds on V N" , D
+V N" and on the error V
N
" −v" in the following lemma.
Lemma 3.2.2. If v" is the solution of (3.2.2) and V N" is the solution of (3.2.9) then we have the
following bounds
|V N" (x i )|¶C , |(V N" −v")(x i )|¶C N−1, x i ∈ΩN" , |D+V N" (x i )|¶C , x i ∈ΩN" \xN .
Proof. If Z N is a mesh function on Ω
N
" then we can easily prove the following by contradiction
in the same manner as Theorem 3.2.2:
if Z N

xN
¾ 0 and (a 0D+−b )Z N ΩN" \xN ¶ 0 then Z N ΩN" ¾ 0. (3.2.10)
Using the mesh functions ΨN±(x i ) = B + ‖q‖θ (1−x i )±V N0 (x i ) with (3.2.9b) and (3.2.10) we can
show |V N0 (x i )|¶C , x i ∈ ΩN" . Thus, clearly from (3.2.9b), we have |D+V N0 (x i )|¶C , x i ∈ ΩN" \xN .
Using (3.2.9b), we have
D+V N0 (x i )−D+V N0 (x i−1)
=

1
a 0(x i )
− 1
a 0(x i−1)

(b V N0 +q )(x i )+
1
a 0(x i−1)

(b V N0 +q )(x i )− (b V N0 +q )(x i−1)

=h i

−(D−a 0(x i )) (b V
N
0 +q )(x i )
a 0(x i )a 0(x i−1)
+
1
a 0(x i−1)

(b D−V N0 )(x i )+V N0 (x i−1)D−b (x i )+D−q (x i )

.
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Note that for any z ∈C 1[0, 1]we have
|D−z (x i )|= 1
h i

∫ x i
x i−1
z ′(t ) d t
¶ maxt∈(x i−1,x i ) |z ′(t )|.
Hence, for x i ∈ΩN" , we have
|δ2V N0 (x i )|=
 2(D+−D−)V N0 (x i )h i+h i+1 ¶ 2h ih i +h i+1 C max{‖a ′0‖,‖b ′‖,‖q ′‖, maxi |D−V N0 (x i )|}¶C . (3.2.11)
Note, we can bound V N1 in the same manner as V
N
0 .
For (3.2.9d), using the functions
ΨN±(x i ) =
1
θ
max
x i∈ΩN"
{|δ2V N1 (x i )|}(1−x i )±V N2 (x i ), (3.2.12)
which are nonnegative at x i = 0, 1, with Theorem 3.2.2, we can show |V N2 (x i )| ¶ C for x i ∈ ΩN" .
We can repeat [7, §3.5, Lemma 3.14] and obtain "|D+V N2 |¶C and thus it follows that
|V N" (x i )|¶C on x i ∈ΩN" and |D+V N" (x i )|¶C for x i ∈ΩN" \xN . (3.2.13)
We now bound the error E N := V N" − v" . The errors E N0 := V N0 − v0, E N1 := V N1 − v1, where the
vi ’s satisfy (3.2.2), are defined as the solutions of
(a 0D+−b )E N0 (x i ) = a 0(v ′0−D+v0)(x i ), x i ∈ΩN" \xN , E N0 (xN ) = 0, (3.2.14a)
(a 0D+−b )E N1 (x i ) = (a 0(v ′1−D+v1)+τN0 )(x i ), x i ∈ΩN" , E N1 (xN ) = 0,
τN0 (x i ) := (v
′′
0 −δ2V N0 )(x i ); E N1 (0) :=V N1 (x0)−v1(0),
(3.2.14b)
L∗N E N (x i ) = (L∗−L∗N )v"(x i ), x i ∈ΩN" , E N (0) = (E N0 + "E N1 )(0), E N (xN ) = 0. (3.2.14c)
Note the following truncation error bound
|"(δ2v" −v ′′" )(x i )|¶ 2"h i+1+h i
i+1∑
j=i
1
h j

∫ x j
t=x j−1
∫ t
s=x i
v ′′" (s )−v ′′" (x i ) d s d t
. (3.2.15)
Using standard local truncation error estimates and using (3.2.2), (3.2.9), (3.2.11), (3.2.13),
(3.2.15) and Lemma 3.2.1 and recalling that a 0, b , q ∈C 2[0, 1], we can show that
max
¦|(v ′0−D+v0)(x i )|, |(v ′1−D+v1)(x i )|, |(L∗−L∗N )v"(x i )|©¶C N−1, x i ∈ΩN" , (3.2.16a)
|τN0 (x i )|¶
 C N−1, i 6= N2 ,C , i = N2 . (3.2.16b)
Thus for (3.2.14a), it is easily shown using (3.2.10) that |E N0 (x i )|¶C N−1(1−x i ), x i ∈ΩN" . Rewrite
(3.2.14b) as
E N1 (x i ) =

E N1 (x i+1)−

(v ′1−D+v1)+ 1a 0τ
N
0

(x i )h i+1

1+ ba 0 (x i )h i+1
−1
.
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Since (1+ ba 0 (x i )h i+1)> 1 and using (3.2.16a) it can be shown that
|E N1 (xN−j )|¶C N−1+C
j∑
k=1
|τN0 (xN−k )|hN−k+1.
Thus using (3.2.16b) we can show that if j ¶N /2−1 then |E N1 (xN−j )|¶C N−1 and if N /2¶ j <N
then
|E N1 (xN−j )|¶C N−1+ |τN0 (xN /2)|hN /2+1+C N−1 ¶C N−1.
At the meshpoint x0, we have
|E N1 (x0)|= |V N1 (x1)−v1(x1)+v1(x1)−v1(0)|¶C N−1+(|x1|)‖v ′1‖¶C N−1.
Complete the proof by using Theorem 3.2.2 with (3.2.14c) and (3.2.16a) and the barrier func-
tions
ΨN±(x i ) =
1
θ
C N−1(1−x i )±E N (x i ).
We incorporate the error (L"N −L∗N )V N" into the discrete layer component, W N" , defined as the
solution of the following finite difference method
L"N W N" (x i ) = (L∗N −L"N )V N" (x i ) = (ϕ"D+V N" )(x i ), x i ∈ΩN" , W N" (k ) =w"(k ), k = 0, 1.
(3.2.17)
A bound on W N" is now given in the following lemma.
Lemma 3.2.3. If W N" is the solution of (3.2.17) then W
N
" satisfies
|W N" (x i )|¶
 C e−(θ/2)x i /" +C N−1, 0¶ i ¶N (if σ= 12 ), 0¶ i ¶ N2 , (if σ< 12 )C N−1, N2 ¶ i ¶N , (if σ< 12 ).
Proof. Using (3.2.1), we first establish a few inequalities. Using ((2.2.19), pg. 19), define and
bound the mesh function Wˆ N as follows
Wˆ N (x0) := 1, Wˆ N (x i ) :=
i∏
j=1

1+
α"(x j )
2
h j
"
−1
¾ exp(−(θ/2)x i /"), 1¶ i ¶N . (3.2.18)
When h i is such that h i+1 = h i = h and h/" ¶C N−1 ln N then for sufficiently large N we have
1
2
α"(x i )α"(x i+1)+ "D+α"(x i )¾
1
2
α"(x i )2+ "α′"(x i+1)¾
θ 2
2
. (3.2.19)
Whenσ< 1/2, for i ¾N /2 we have
|ϕ"(x i )|¶ |ϕ"(0)|e−(θ/2)x N2 /" ¶ |ϕ"(0)|N−1 and α"(x i )¾ θ (1− e−2θx N2 /")¾ θ/2. (3.2.20)
Consider the mesh functions
ΨN±(x i ) = |w"(0)|Wˆ N (x i )+ 2
θ
|ϕ"(0)|max
ΩN"
{|D+V N" (x i )|}N−1(1−x i )±W N" (x i )
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which are nonnegative at x i = 0, 1. Using (3.2.18)-(3.2.20) and Lemma 3.2.2, for meshpoints
x i ∈ [x1,xK−1], where K = N if σ = 1/2 and K = N /2 if σ < 1/2, we have h i+1 = h i = h and
h/" ¶C N−1 ln N . Thus for sufficiently large N we have
L"NΨN
±(x i )
¶− |w"(0)|
2"

α"(x i )α"(x i+1)
2
+ "D+α"(x i )

Wˆ N (x i+1)+ |ϕ"(0)|max
ΩN"
{|D+V N" (x i )|}e−(θ/2)x i /"
¶− 1
"
 |w"(0)|
8
θ 2− "|ϕ"(0)|max
ΩN"
{|D+V N" (x i )|}

e−(θ/2)x i /" ¶ 0.
For all other meshpoints i.e. x i ∈ [xK ,xN−1], when K =N /2, we have
L"NΨN
±(x i )
¶− 2
θ
|ϕ"(0)|max
ΩN"
{|D+V N" (x i )|}N−1α"(x N2 )+ |ϕ"(0)|maxΩN" {|D
+V N" (x i )|}e−(θ/2)x N2 /" ¶ 0.
Using Theorem 3.2.2 we have |W N" (x i )|¶C Wˆ N (x i )+C N−1.
We finish the proof by establishing an upper bound on Wˆ . Note the Rectangle Rule for Numer-
ical Integration: Partition the interval [a ,b ] into N ∗ subintervals with width h∗ = 1/N ∗, where
t j = a + j h∗. Then ∫ b
a
f (s ) d s = h∗
N ∗∑
j=1
f (t j )+O((b −a )h∗2‖ f ′′‖). (3.2.21)
Using this rectangle rule with Wˆ N (x i ) for x i ¶σwhenσ< 12 or for x i ¶ xN whenσ=
1
2 we have
θ
2"
i∑
j=1
e−r x j /"h ¶ θ
2"
∫ x i
0
e−r s/" d s +C h
2
"2
¶C +C N−2(ln(N ))2.
Hence using ((2.2.19), pg. 19) and (3.2.1b), for the same values of x i , we have
Wˆ N (x i )¶
i∏
j=1
exp

−α"(x j )2
8

h
"
2
exp

−α"(x j )
2
h
"

(3.2.22a)
¶ exp(C (N−1 ln(N ))2N )exp (−(θ/2)x i /")exp
 θ
2"
i∑
j=1
e−r x j /"h
¶C e−(θ/2)x i /" .
(3.2.22b)
Finally, since Wˆ N is monotone decreasing, then using (3.2.8) with (3.2.22), we have Wˆ N (x i ) ¶
C N−1 for i ¾ N2 whenσ<
1
2 .
A bound on the error Y N" − y" is given in the following lemma.
Lemma 3.2.4. If y" is the solution of (D") and Y "N is the linear interpolation of Y N" , the solution
of (DN" ), then
‖Y "N − y"‖[0,1] ¶C N−1 ln N .
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Proof. First, ifσ< 1/2 then for i ¾N /2, using Lemmas 3.2.1-3.2.3 and (3.2.8), we have
|(Y N" − y")(x i )|¶ |W N" (xN /2)|+ |w"(σ)|+ |(V N" −v")(x i )|¶C N−1.
We now need to examine the error over all meshpoints x i ∈ [0,xK ] where K =N if σ= 1/2 and
K =N /2 ifσ< 1/2. The error E N (x i ) := (Y N" − y")(x i ) is defined as a solution of the following
L"N E N (x i ) = (L" −L"N )y" , x i ∈ (0,xK ), E N (0) = 0, |E N (xK )|¶C N−1. (3.2.23)
For x i ∈ (0,xK ) we have h i+1 = h i = h and h/" ¶ C N−1 ln N . Using (3.2.1), (3.2.3) and Lemma
3.2.1, observe that for any s ∈ [x i−1,x i+1] ⊂ [0,xK ) we have a bound on |"w ′′" (s )− "w ′′" (x i )| as
follows‖b ′‖‖w"‖[x i−1,x i ]+ ‖b‖+∫ x i+1
ξ=0
a ′"(ξ) dξ
!
‖w ′"‖[x i−1,x i ] + ‖a "‖‖w ′′" ‖[x i−1,x i ] (3.2.24a)
+ ‖ϕ"‖‖v ′′" ‖+
 
‖a ′0‖+
∫ x i+1
ξ=0
a ′"(ξ)dξ
!
‖v ′"‖
 |s −x i |¶C h(1+ "−2e−(θ/2)x i−1/"). (3.2.24b)
Thus using Lemma 3.2.1 with standard local truncation error estimates and using (3.2.24) with
(3.2.1c) and (3.2.15) we have
|(L" −L"N )y"(x i )|¶C h(1+ "−2e−(θ/2)x i−1/"). (3.2.25)
Using (3.2.18) and (3.2.19), consider the mesh functions
ΨN±(x i ) =C h"−1Wˆ N (x i )+C h(1−x i )±E N (x i )
which are nonnegative at x i = x0,xK . Using the bound in (3.2.25) we have
L"NΨN
±(x i )¶−C ′h"−2e−(θ/2)x i /" −C hα"(x i )+C h +C h"−2e−(θ/2)x i /" .
Note that for k ∗ = (4"/θ ) ln (1/")we have the inequalities
1+ "−2e−(θ/2)x/" ¶ 2"−2e−(θ/2)x/" , x ¶ k ∗, (3.2.26a)
1+ "−2e−(θ/2)x/" ¶ 2, x > k ∗, α"(x i )¾ θ/2, x i ¾ k ∗−h. (3.2.26b)
Either there exists an integer T ¶ K −1 that is the largest integer s.t. xT ¶ k ∗ (]) or k ∗ > xK−1 ([).
Using (3.2.26), on meshpoints x i ∈ [x1,xK−1] in case ([) or on meshpoints x i ∈ [x1,xT ] in case
(]), we have the bound
L"NΨN
±(x i )¶−(C ′−C )h"−2e−(θ/2)x i /" ¶ 0.
In case (]), if T < K −1 then on meshpoints x i ∈ [xT+1,xK−1]we have
L"NΨN
±(x i )¶−C2hα"(k ∗−h)+C h ¶ 0.
Complete the proof using Theorem 3.2.2. The global bound follows as in [22, pg. 381].
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3.3: NONLINEAR PROBLEM
3.3.1 Continuous Problem
Consider the following problem class on the unit interval Ω= (0, 1). Find y" such that
("y ′′" +(F (y"))′−by")(x ) =q (x ), x ∈Ω, y"(0) = 0, y"(1) = B > 0,
b ,q ∈C 2[0, 1], b (x )¾ 0, x ∈Ω, F ∈C 3[0, 2(B +p‖q‖)]. (F")
We consider this problem for F and B satisfying
B 2−2(B‖b‖+max
x∈Ω {0,q (x )})>γ2, γ> 0. (3.3.1a)
F ′(s ) =: f (s )¾ s , s ∈ [0, 2(B +p‖q‖)]. (3.3.1b)
Note that a Burger’s type equation of the form ("˜y ′′ + αy y ′ − b˜ y )(x ) = q˜ (x ), for any α > 0, is
contained in the problem class (F")-(3.3.1), which can be seen be dividing all terms by α.
Consider the class of general quasilinear problems of the form
"z ′′" (t ) =H (t , z " , z ′") = c (t , z ")z ′"(t )+d (t , z "), t ∈ J = (j1, j2), (3.3.2a)
z (j1) =b1, z (j2) =b2, (3.3.2b)
where c , d ∈ C [J × R,R]. For this problem, we define lower and upper solutions and the
Nagumo condition as follows.
Definition 3.3.1. A function z ∈C 1(J ) is a lower solution of (3.3.2) if "z ′′(t )¾H (t , z , z ′) on (j1, j2)
and z (j i )¶b i , i = 1, 2. An upper solution z ∈C 1(J ) is defined analogously, with both inequalities
reversed. Let p ,q ∈C [J ,R]with p (t )¶q (t ) on J . Suppose that for s satisfying p (t )¶ s (t )¶q (t ),
t ∈ J and s ′ ∈Rwe have
|H (t , s , s ′)|¶ h(|s ′|) (3.3.3)
where h ∈C [[0,∞], (0,∞)]. If ∫ ∞
λ
ξ
h(ξ)
dξ>max
t∈J q (t )−mint∈J p (t ), (3.3.4)
where λ(j2− j1) =max{|p (j1)−q (j2)|, |p (j2)−q (j1)|}, then we say that H satisfies Nagumo’s con-
dition on J relative to p ,q.
Note from (3.3.2), for any bounded s , p and q s.t p (t )¶ s (t )¶q (t ) on J , we have
|H (t , s , s ′)|¶ max
p (t )¶s (t )¶q (t )
|c (t , s )||s ′(t )|+ max
p (t )¶s (t )¶q (t )
|d (t , s )|.
Thus if z and z are any bounded lower and upper solutions of (3.3.2) with z (t )¶ z (t ) on J then
by taking h(ξ) :=C (1+ξ) in (3.3.3) where C depends on c , d , z and z , we can easily show that
F satisfies Nagumo’s condition on J relative to z , z .
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Lemma 3.3.1. [5, §1.5, Thm 1.5.1] Let z , z ∈ C 1[J ,R] be, respectively, lower and upper solutions
of (3.3.2) on J such that z (t ) ¶ z (t ) on J . Suppose further that H (t , z " , z ′") satisfies Nagumo’s
condition on J relative to the pair z , z . Then, for any z (j1) ¶ b1 ¶ z (j1), z (j2) ¶ b2 ¶ z (j2), the
problem (3.3.2) has a solution z " ∈C 2[J ,R]with z (t )¶ z "(t )¶ z (t ).
Remark: For any problem from the class (3.3.2), it suffices to construct a lower and upper solution
of the problem to show existence of a bounded solution.
Lemma 3.3.2. Assuming (3.3.1), there exists a unique solution y" ∈C 2[0, 1] of the problem (F")
satisfying
α"(x ) := γ(1− e−(γ/2)x/")¶ y"(x )¶ B +
p‖q‖(2−x ), x ∈Ω. (3.3.5)
Proof. Consider the function y (x ) = B +
p‖q‖(2−x ). Using (3.3.1b), we have
"y ′′+ f (y )y ′−b y −q =−p‖q‖ f (y )−b y +q ¶−‖q‖+ ‖q‖= 0.
Thus, y is an upper solution of (F"). Consider the singularly perturbed Riccati problem: Find
y : [0, 1]→R such that
"y ′+ 12 (y 2− g 2) = 0, y (0) = 0, (3.3.6a)
g (x ) :=
q
B 2−2(B‖b‖+max
x∈Ω {0,q (x )})(1−x ). (3.3.6b)
Note that g ′(x )¾ 0 and using (3.3.1a) we have g (x )¾ g (0)> γ> 0. This is the problem studied
in [22], with the result that B ¾ y (x )¾ α"(x ) where α" is as defined in (3.3.5). Using (3.3.6a) we
have "y ′′+y y ′ = g g ′ = B‖b‖+maxx∈Ω {0,q (x )}. Thus we can show that y is a lower solution of
(F") and the bound in (3.3.5) follows. Hence from Lemma 3.3.1, (F") has a solution y" ∈C 2[0, 1]
satisfying y ¶ y" ¶ y .
Suppose y1 and y2 are two solutions of (F"). Then y ¶ y1, y2 ¶ y and∆y := y1− y2 satisfies
"(∆y )′′+ f (y1)(∆y )′+

y ′2
∫ 1
0
f ′(y2+ t (∆y )) d t −b

(∆y ) = 0, (∆y )(0) = (∆y )(1) = 0. (3.3.7)
Clearly 0 is both a lower and an upper solution of (3.3.7). Thus using Lemma 3.3.1, the solution
of (F") is unique.
Comparing the bound in (3.3.5) with the condition (3.2.1b) in the linear problem, motivates us
to follow the analysis used in the linear problem for this nonlinear problem.
We decompose the solution y" into the sum of a regular component and a layer component.
The regular component is defined as the solution of
("v ′′" +(F (v"))′−bv")(x ) =q (x ), x ∈Ω, v"(0) = (v0+ "v1)(0), v"(1) = B , (3.3.8a)
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where v" = v0+ "v1+ "2v2 and v0, v1, v2 satisfy the nonlinear problems
((F (v0))′−bv0)(x ) =q (x ), x ∈ [0, 1), v0(1) = B , (3.3.8b)
( f (v0)v ′1+(v ′0T1−b )v1)(x ) =−v ′′0 (x ), x ∈ (0, 1), v1(1) = 0; v1(0) := limt ↓0 v1(t ), (3.3.8c)
("v ′′2 + f (v")v ′2+(v ′0+ "v ′1)(T1+T2v1+ "T2v2)v2−bv2)(x ) =−(T1v1v ′1+v ′′1 )(x ),
x ∈ (0, 1), v2(0) = v2(1) = 0.
(3.3.8d)
T1 :=
∫ 1
0
f ′(v0+ "v1t ) d t , T2 :=
∫ 1
0
t
∫ 1
0
f ′′(v0+ "v1t + "2v2s ) d s d t . (3.3.8e)
Note that the equations in (3.3.8) were derived using ((2.2.2), pg 16). The layer component is
defined as the solution of the problem
("w ′′" + f (y")w ′" +

v ′"
∫ 1
0
f ′(v" + t w") d t −b

w")(x ) = 0,
x ∈Ω, w"(0) =−v"(0), w"(1) = 0.
(3.3.9)
Bounds on both components and their derivatives are given in the following lemma.
Lemma 3.3.3. Assuming (3.3.1) and the conditions on the problem data in (F"), for k = 0, 1, 2, 3,
the solutions v" and w" of (3.3.8) and (3.3.9) respectively, uniquely exist and satisfy the bounds
‖v (k )" ‖¶C (1+ "2−k ) and |w (k )" (x )|¶C"−k e−(γ/2)x/" , x ∈Ω.
Proof. Using a suitable transform, we can easily extend the definition of upper and lower so-
lutions of initial value problems (see §2.2.1.2, pg. 15) to the case of terminal value problems.
Using (3.3.1b) and (3.3.6b), we can show that v (x ) = B +
p‖q‖(2−x ) and v (x ) = g (x ) are upper
and lower solutions of (3.3.8b). Thus (3.3.8b) has a solution v0 with
γ< g (0)¶ v0 ¶C . (3.3.10)
Since b ,q ∈ C 2[0, 1] and f ∈ C 2[0, 2(B +p‖q‖)], the bounds ‖v (k )0 ‖ ¶ C , k = 1, 2, 3, follow from
(3.3.8b).
For (3.3.8c), in the same manner as (3.3.8b), we can show using the upper and lower solutions,
v and -v respectively, that ‖v (k )1 ‖¶C , k = 0, 1, 2, where
v :=
‖v ′′0 ‖
‖v ′0‖‖ f ′‖+ ‖b‖+1

exp

1
γ
(‖v ′0‖‖ f ′‖+ ‖b‖+1)(1−x )

−1

.
Before examining (3.3.8d), we can bound v" . Note that using (3.3.1a) and (3.3.10), for suffi-
ciently small ", we have
v"(0) = (v0+ "v1)(0)¾ g (0)−C" ¾ γ. (3.3.11)
Again, consider the problem (3.3.6), but with y (0) = γ. Since g (x ) > γ, it is easily checked that
γ is a lower solution of (3.3.6). Thus, in the same manner as in Lemma 3.3.2, we can show that
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there is a unique solution of (3.3.8a) satisfying
γ¶ y ¶ v" ¶ B +2
p‖q‖. (3.3.12)
For (3.3.8d), using f (v")¾ v" ¾ γ, we can show for sufficiently small " that v s.t.
v :=C3

exp

4
γ

(‖v ′0‖+ "‖v ′1‖)(‖ f ′‖+ ‖v1‖‖ f ′′‖)+ ‖b‖+1

(1−x )

−1

C3 :=
3(‖v ′′1 ‖+ ‖v1‖‖v ′1‖‖ f ′‖)
(‖v ′0‖+ "‖v ′1‖)(‖ f ′‖+ ‖v1‖‖ f ′′‖)+ ‖b‖+1
and −v are upper and lower solutions respectivley. Hence ‖v2‖¶C . We bound the derivatives
of v2 in the same manner as in Lemma 3.2.1. Using the mean value theorem and (3.3.8d), there
exists a point z ∈ (0,") such that "|v ′2(z )|¶ ‖v2‖. Integrating (3.3.8d) over [0,η] for any 0<η¶ 1,
we have
"|v ′2(η)−v ′2(0)|¶C max{‖ f ‖,‖ f ′‖,‖ f ′′‖,‖v ′0‖,‖v1‖,‖v ′1‖,‖v ′′1 ‖,‖v2‖,‖b‖}.
Thus letting η = z , we find the bound |"v ′2(0)| ¶ C , then letting η = x ∈ (0, 1) we obtain the
bound |"v ′2(x )| ¶ C . Retrieve the bound "‖v ′′2 ‖ ¶ C/" using (3.3.8d). Use v" = v0 + "v1 + "2v2
to bound v ′" and v ′′" and complete the proof for the regular component by establishing the
required bound on v ′′′" using (3.3.8a).
To prove the bound on the layer component, consider the function
w (x ) =w"(0)exp

− 1
2"
∫ x
t=0
α"(t ) d t

,
where α" is as defined in (3.3.5). Note that w"(0) = −v"(0) ¶ −γ thus w (x ) < 0. We can show
that
"α′"(x )+
1
2
α2"(x )¾
3γ2
8
.
Moreover, we have v ′" ∫ 10 f ′(v" + t w ) d t −b ¶ ‖v ′"‖‖ f ′‖+ ‖b‖¶C .
Thus using f (y")¾ y" ¾α" and (3.3.9), for sufficiently small ", we have
"w ′′+ f (y")w ′+

v ′"
∫ 1
0
f ′(v" + t w ) d t −b

w ¾ 12" ((α2"/2+ "α′")−C")(−w )¾ 0.
Hence w is a lower solution of (3.3.9) and since 0 is an upper solution, using (3.3.5), we have
|w"(x )|¶ |w"(0)|exp

− 1
2"
∫ x
t=0
α"(t ) d t

¶C |w"(0)|e−(γ/2)x/" , x ∈Ω. (3.3.13)
Bounds on the derivatives of w" may be established in the same manner as with the layer com-
ponent in Lemma 3.2.1.
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3.3.2 The Discrete Problem and Error Analysis
We consider the following nonlinear finite difference scheme. Find Y N" such that
("D+D−Y N" +D+F (Y N" )−b Y N" )(x i ) =q (x i ), x i ∈ΩN" , Y N" (0) = 0, Y N" (1) = B , (FN" )
where, assuming (3.3.1a), ΩN" is the piecewise-uniform fitted mesh described in the same man-
ner as (3.2.8) but with the transition point
σ :=min

1
2
,
2"
γ
ln N

. (3.3.14)
Note that in the discrete nonlinear problem (FN" ), we use a different approximation to the
second derivative term to what we used in the discrete linear problem (DN" ). This is related to
the fact that the continuous problem (F") may be written in the form ("y ′+ F (y ))′−by =q .
Note also, that using (2.2.2), we can express D+F (Y N" (x i )) as
D+F (Y N" (x i )) =
∫ 1
0
f (t Y N" (x i+1)+ (1− t )Y N" (x i )) d t

D+Y N" (x i ). (3.3.15)
We will suggest a method for solving the nonlinear scheme ((FN" ), (3.3.14)) in §3.4 later, how-
ever we mention that the expression above suggests a choice for linearising the scheme.
Consider a discrete nonlinear problem of the form
N N Z N (λi ) := "D+[D−Z N + J (λi ,Z N (λi ))](λi ) = K (λi ,Z N ), (3.3.16a)
λi ∈ΛN , Z N (0) =b0, Z N (1) =b1, (3.3.16b)
where J ∈ C 0,1[S, R], Jy (x , y ) ¾ 0 for (x , y ) ∈ S ×R ; K ∈ C 0,0[R,R]; ΛN is an arbitrary mesh and
S, R ⊆R. For this problem, we define discrete lower and upper solutions as follows.
Definition 3.3.2. A mesh function Z N on ΛN is a discrete lower solution of (3.3.16) if
N N Z N (λi )¾ K (λi ,Z N (λi )) on ΛN and Z N (i )¶b i , i = 0, 1. A discrete upper solution Z N on ΛN is
defined analogously, with both inequalities reversed.
We now show that existence of upper and lower solutions implies existence of a solution to
(3.3.16). The proof of [11, Thm 5.2] is easily tailored to prove the next lemma.
Lemma 3.3.4. Let Z N and Z
N
onΛN be discrete lower and upper solutions of (3.3.16) respectively
such that Z N (λi ) ¶ Z
N
(λi ) for λi ∈ ΛN and Z N , Z N ∈ R. Then (3.3.16) has a solution Z with
Z N ¶Z N ¶Z N on ΛN .
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Proof. Let LN1 , L
N
2 ∈ R be two discrete lower solutions of (3.3.16). Define the mesh function LN3
on all λi ∈ ΛN by LN3 (λi ) :=max{LN1 (λi ), LN2 (λi )}. At any mesh point λi where LN3 (λi ) = LN1 (λi ),
we have
D+[J (λi , L 3(λi )]−D+[J (λi , L 1(λi )] =D+[(L 3− L 1)(λi )
∫ 1
0
Jy (λi , (L 1+ t (L 3− L 1))(λi )) d t ]
=λ−1i+1[(L 3− L 1)(λi+1)
∫ 1
0
Jy (λi+1, (L 1+ t (L 3− L 1))(λi+1)) d t −0]¾ 0
Likewise for any mesh point λi where LN3 (λi ) = L
N
2 (λi ). Thus it is easily shown that L
N
3 is a
discrete lower solution on ΛN and the remainder of the proof follows that in [11, Thm 5.2].
Remark: The discrete nonlinear problems we will see below are contained within the problem
class (3.3.16) with S = Ω and R = [0, 2(B +
p‖q‖)]. Hence, to bound a solution to a discrete
problem below, it suffices to construct discrete lower and upper solutions Z N (x i ) and Z
N
(x i ) that
satisfy 0¶Z N (x i ), Z
N
(x i )¶ 2(B +
p‖q‖).
Lemma 3.3.5. Assuming (3.3.1), if Y N" is the solution to (FN" ) then
AN" (x i ) := γ
1− i∏
j=1

1+
γ
2
h j
"
−1¶ Y N" (x i )¶ B +p‖q‖(2−x i ), x i ∈ΩN" . (3.3.17)
Proof. Consider the mesh function Y
N
(x i ) = B +
p‖q‖(2− x i ), x i ∈ ΩN" . Using (3.3.1b) and
(3.3.15), we have
("D+D−Y N +D+F (Y N )−b Y −q )(x i )
¶− ∫ 1
0
f (t Y
N
(x i+1)+ (1− t )Y N (x i )) d t
p‖q‖+ ‖q‖
¶− 1
2

Y
N
(x i+1)+Y
N
(x i )
p‖q‖+ ‖q‖¶−‖q‖+ ‖q‖= 0.
Thus Y
N
is a discrete upper solution of (FN" ).
Consider the discrete Riccati problem
"D−Y N (x i )+ 12 (Y N (x i )2− g (x i )2) = 0, x i ∈ΩN" , Y (0) = 0, (3.3.18)
where g is as defined in (3.3.6b). From the results in [22], we have AN" ¶ Y N ¶ B , where AN" is
as defined in (3.3.5). Note that we use the fact that the mesh (3.3.14) is identical to that used
in [22]. Thus we can use the results in [22] directly. If the meshes were not identical, we would
possibly have to perform a more fuller discrete analysis on (3.3.18) to establish bounds on the
solution. Using (3.3.18) we have
"D+D−Y N (x i )+ 12 D+Y N (x i )2 =
1
2 D
+g (x i )2 = B‖b‖+max
x∈Ω {0,q (x )}. (3.3.19)
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Since g ′ ¾ 0, we can easily check that g is a discrete upper solution (see Thm 2.2.4, pg. 18) for
(3.3.18). Thus D+Y N (x i )¾ 0. Hence, using (3.3.1b) and (3.3.15), we have
D+F (Y N (x i )) =
∫ 1
0
f (t Y (x i+1)+ (1− t )Y N (x i )) d t

D+Y (x i )
¾ 12

Y N (x i+1)+Y N (x i )

D+Y N (x i ) = 12 D
+[Y N (x i )2]
We can then use this to show that Y N is a discrete lower solution for (FN" ).
As in the continuous case, we decompose the discrete solution into the sum of a discrete reg-
ular component, V N" , and a discrete layer component, W
N
" . The discrete regular component is
defined as the solution of the problem
("D+D−V N" +D+F (V N" )−b V N" )(x i ) =q (x i ), x i ∈ΩN" , V N" (0) = v"(0), V N" (1) = B. (3.3.20)
The discrete layer component is defined as the solution of
"D+D−W N" +D+
h∫ 1
0
f (t Y N" +(1− t )V N" ) d t

W N"
i−b W N"  (x i ) = 0, (3.3.21a)
x i ∈ΩN" , W N" (0) =w"(0) =−v"(0), W N" (1) =w"(1) = 0. (3.3.21b)
Lemma 3.3.6. Assuming (3.3.1), if V N" is the solution of (3.3.20) and W
N
" is the solution of
(3.3.21) then for sufficiently small ", we have
γ¶V N" (x i )¶ B +
p‖q‖(2−x i ), x i ∈ΩN . (3.3.22a)
|W N" (x i )|¶
 C e−(γ/2)x i /" +C N−1, 0¶ i ¶N (σ= 12 ), 0¶ i ¶ N2 , (if σ< 12 )C N−1, N2 ¶ i ¶N , (if σ< 12 ). (3.3.22b)
Proof. The bound in (3.3.22a) can be proved by repeating the proof of Lemma 3.3.5 with Y (0) =
γ¶ v"(0), in (3.3.18), for sufficiently small " and using (3.3.11).
Clearly 0 is a discrete upper solution of (3.3.21). Consider the mesh function W N satisfying
"D+D−W N +D+
h∫ 1
0
f (t Y N" +(1− t )V N" ) d t

W N
i
(x i ) = 0, W N (0) =w"(0), W N (1) = 0.
This means W N satisfies
"D−(W N (x i )−W N (1))+
∫ 1
0
f (t Y N" +(1− t )V N" ) d t

W N (x i ) = 0, W N (0) =w"(0). (3.3.23)
Using (3.3.1b) with the bounds in Lemma 3.3.5 and (3.3.22a) we have∫ 1
0
f (t Y N" +(1− t )V N" ) d t ¾
∫ 1
0
t Y N" +(1− t )V N" d t = 12 (Y N" +V N" )¾ γ/2.
Hence, we can show that
W N (x i ) :=w"(0)
i∏
j=1

1+
γ
2
h j
"
−1
, W N (x0) :=w"(0),
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and 0 are respectively, discrete lower and upper solutions of (3.3.23), which can then be shown
to be, in turn, a discrete lower solution of (3.3.21). The bounds in (3.3.22b) can be established
in the same manner as in Lemma 3.2.3.
We present bounds on the error V N" −v" in the following lemma.
Lemma 3.3.7. Assuming (3.3.1a), if v" is the solution of (3.3.8) and V N" is the solution of (3.3.20)
then
|(V N" −v")(x i )|¶C N−1, x i ∈ΩN" .
Proof. The error E N (x i ) :=V N" −v" is defined as the solution of
"D+D−E N +D+
h∫ 1
0
f (t V N" +(1− t )v") d t

E N
i−b E N (x i ) =τN (x i ), , (3.3.24a)
τN := "( d
2
d x 2 −D+D−)v" +( dd x −D+)F (v"), x i ∈ΩN" , E N (0) = E N (1) = 0, (3.3.24b)
Using the notation h i = x i −x i−1, and recalling F ∈C 3[0, 2(B +p‖q‖)] by standard local trun-
cation error estimates and Lemma 3.3.3 we have
τN (x i ) = ("( d
2
d x 2 −D+D−)v" +( dd x −D+)F (v"))(x i )
= ("( dd x −D+)v ′" +D+( dd x −D−)v" +( dd x −D+)F (v"))(x i )
¶C"h i+1‖v ′′′" ‖+ "D+(v ′" −D−v")(x i )+C h i+1 max{‖F ′′‖, ‖F ′‖, ‖v ′"‖, ‖v ′′" ‖}
¶C N−1+ "D+(v ′" −D−v")(x i ) :=C N−1+ "D+τN1 (x i ).
Consider the mesh function E
N
satisfying E
N
(0) = E
N
(1) = 0 and
"D+D−E N +D+
h∫ 1
0
f (t V N" +(1− t )v") d t

E
N
i
(x i ) =−C N−1+ "D+τN1 (x i ).
This means E
N
satisfies E
N
(0) = 0 and
"D−(E N (x i )−E N (1))+
∫ 1
0
f (t V N" +(1− t )v") d t

E
N
(x i ) =C N−1(1−x i )+ "(τN1 (x i )−τN1 (1)).
(3.3.25)
Using Lemma 3.3.3 and (3.3.22a) we have (V N" + v")/2 ¾ γ and |τN1 | ¶ C N−1. Then it is eas-
ily checked that the quantities −" 2
γ
C N−1 and 2
γ
C N−1 are respectively, discrete lower and up-
per solutions of (3.3.25), which can then be shown to be, in turn, a discrete upper solution
of (3.3.24). We construct a discrete lower solution in an analogous manner to complete the
proof.
Lemma 3.3.8. Assuming (3.3.1), if y" is the solution of (F") and Y "N is the linear interpolation
of Y N" , the solution of (FN" ), then
‖Y N" − y"‖[0,1] ¶C N−1 ln N .
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Proof. First, ifσ< 1/2 then for i ¾N /2, using Lemmas 3.3.3, 3.3.6 and 3.3.7, we have
|(Y N" − y")(x i )|¶ |W N" (xN /2)|+ |w"(σ)|+ |(V N" −v")(x i )|¶C N−1.
We now need to examine the error over all meshpoints x i ∈ [0,xK ], where K =N ifσ= 1/2 and
K =N /2 ifσ< 1/2. The error E N (x i ) := Y N" − y" is defined as a solution of
"D+D−E N +D+
h∫ 1
0
f (t Y N" +(1− t )y") d t

E N
i−b E N (x i ) =τN (x i ), x i ∈ΩN" (3.3.26a)
τN := "( d
2
d x 2 −D+D−)y" +( dd x −D+)F (y"), E N (0) = 0, |E N (xk )|¶C N−1. (3.3.26b)
For x i ∈ (0,xK )we have h i+1 = h i = h and h/" ¶C N−1 ln N . Using Lemma 3.3.3 we have
( dd x −D+)F (y"(x i )) =
1
h i+1
∫ x i+1
x i
F (y"(x i ))− F (y"(t )) d t
¶C‖ f ‖h max
t∈[x i ,x i+1]
|y ′"(t )|¶C h(1+ "−1e−(γ/2)x i /")
For any s ∈ [x i−1,x i+1], using (F") and Lemma 3.3.3, we have
"|y ′′" (s )− y ′′" (t )|¶ [‖q ′‖+ ‖b ′‖‖y"‖+ ‖b‖maxs |y ′"(s )|+ ‖ f ‖maxs |y ′′" (s )|+ ‖ f ′‖maxs y ′"(s )2]|s −x i |
¶C h(1+ "−1e−(γ/2)x i−1/" + "−2e−(γ/2)x i−1/" + "−2e−(γ/2)x i−1/")¶C h(1+ "−2e−(γ/2)x i−1/").
Hence using ((2.2.19), pg. 19), (3.2.15) and e−(γ/2)h/" ¶C we have
|τN (x i )|¶C h(1+ "−2e−(γ/2)x i /")¶C h

1+ "−2

1+
γ
2
h
"
−i
=C h −C h 2
γ
"−1D+

1+
γ
2
h
"
−(i−1)
=: C h −C h"−1D+T N (x i ).
Consider the mesh function E
N
satisfying E
N
(0) = 0, E
N
(1) =C N−1 and
"D+D−E N +D+
h∫ 1
0
f (t Y N" +(1− t )y") d t

E
N
i
(x i ) =−C h +C h"−1D+T N (x i ).
This means E
N
satisfies E
N
(0) = 0 and
"D−(E N (x i )−E N (xK ))+
∫ 1
0
f (t Y N" +(1− t )y") d t

E
N
(x i ) (3.3.27a)
= C h(xk −x i )+C h"−1(T N (x i )−T N (xK ))+
∫ 1
0
f (t Y N" +(1− t )y") d t

E
N
(xK ). (3.3.27b)
We now construct a discrete upper solution of (3.3.27), but establish a few inequalities before
doing so. Since h/" ¶C N−1 ln N , we have, for sufficiently large N ,
1
2
AN" (x i )A
N
" (x i−1)+ "D−AN" (x i )¾
1
4
AN" (x i )
2+ "D−AN" (x i )¾
γ2
4
. (3.3.28a)
Using ((2.2.19), pg. 19), define and bound the mesh function Yˆ N as follows
Yˆ N (x i ) :=
i∏
j=1

1+
AN" (x j )
2
h
"
−1
¾ e−(γ/2)x i /" . (3.3.28b)
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For sufficiently small " and sufficiently large N , the integer k in the interval
(2" ln( 4
γh ), 2" ln(
4
γh )+1) satisfies k < K . Using (3.3.28b) and ((2.2.19), pg. 19), it follows
Yˆ N (xk )¾ e−(γ/2)(h/")k ¾
1
4
e−(γ/2)h/" ¾ 1
8
, (3.3.28c)
AN" (xk )¾ γ

1−

1+
γ
2
h
"
−2"/(γh) ln 4
¾ γ
2
. (3.3.28d)
Using (3.3.1b) with Lemmas 3.3.5 and 3.3.5 and ((2.2.19), pg. 19), we have∫ 1
0
f (t Y N" +(1− t )y") d t ¾
∫ 1
0
t Y N" +(1− t )y" d t
= 12 (Y
N
" + y")¾
1
2 (A
N
" +α")¾
1
2 (A
N
" +A
N
" ) = A
N
" .
Consider the mesh function Eˆ N :=C h"−1(κ1AN" Yˆ N +κ2) where we choose the κ′i s later. Using
((2.2.19), pg. 19) and (3.3.28), we have
"D−Eˆ N (x i )+AN" Eˆ N (x i )−C h"−1− "D−Eˆ N (xK )−C Eˆ N (xk )
¾

κ1
γ2
4
e−(γ/2)x i /" +κ2AN" (x i )−1

C h"−1 ¾ 0,
if κ1 ¾ 64/γ2 and κ2 ¾ 4/γ. Using (3.3.5) and (3.3.5) with ((2.2.19), pg. 19), we have 12 (Y N" +
y") ¾ AN" . Thus we can show that 0 and Eˆ are respectively, discrete lower and upper solutions
of (3.3.27), which can then be shown to be, in turn, a discrete upper solution of (3.3.26). We
construct a discrete lower solution in an analogous manner to complete the proof. The global
bound follows as in [22, pg. 381].
Remark: The analysis throughout §3.3 can be easily extended to the following problem class on
the unit interval Ω= (0, 1). Find y" such that
("y ′′" +(F (y"))′)(x ) =G (x , y"(x )), x ∈Ω, y"(0) = 0, y"(1) = B > 0,
where G satisfies |G (x , y )|¶C , 0¶ x ¶ 1, y ∈R; and ∂ i+j G∂ x i ∂ y j (x , y )
¶C , 1¶ i + j ¶ 2; Gy (x , y )¾ 0, F ′(y ) = f (y )¾αy , α> 0
for all 0¶ x ¶ 1, |y |¶ 2(B + 1
α
p‖G ‖).
Define the parameter ζ as
Gy (x , y )¶ ζ, (x , y )∈ [0, 1]× [0, B + 2
α
p‖G ‖].
The condition (3.3.1a) can now be replaced by
B 2− 2
α
(Bζ+max
x∈Ω {0,G (x , 0)})¾ γ2∗ > 0. (3.3.29)
Under these assumptions, Lemmas 3.3.1 - 3.3.8 all hold with the updated γ∗ defined in (3.3.29).
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3.4: NUMERICAL EXAMPLES
We can solve for the numerical scheme ((DN" ), (3.2.8)) exactly. For the nonlinear problem (F"),
in [1], Osher presents a difference scheme with which to approximate the solution of the non-
linear problem
"y ′′− (G˜ (y ))′−b (x , y ) = 0, x ∈ (0, 1), y (0) = y0, y (1) = y1,
by (x , y )¾β > 0, G˜ ∈C 1(R), b ∈C 1(R2).
The scheme can be written as follows; find a mesh function Y N that satisfies
N (Y N (x i )) :=
2h i
(h i+1+h i )
D−["D+Y N (x i )− g (Y N (x i+1), Y N (x i ))]−b (x i , Y N (x i )) = 0, (3.4.1a)
x i ∈ΩN , Y N (0) = A, Y N (1) = B , on the grid ΩN = {x i }Ni=1, h i = x i −x i−1, (3.4.1b)
where g (u , v ) ∈ C 1(R2) satisfies certain monotonicity conditions. The operator D− applied to
g is defined as
D−g (Y N (x i+1), Y N (x i )) = (3.4.1c)
D− [
∫ Y N (x i )
0
B(G˜ ′(s )¾ 0)G˜ ′(s ) d s ] + (h i+1/h i )D+ [
∫ Y N (x i )
0
B(G˜ ′(s )< 0)G˜ ′(s ) d s ], (3.4.1d)
where B is a Boolean function such that B(I ) = 1 or 0 if the Boolean I is true or false respec-
tively. Osher establishes stablility for implicit and explicit schemes associated with (3.4.1) of
the form
Implicit: N (Y N (x i , t j )) =D−t Y N (x i , t j ),
Explicit: N (Y N (x i , t j )) =D+t Y
N (x i , t j ),
j = 1, 2, 3, . . . k = t j − t j−1, Y N (x i , 0) =U N (x i ), x i ∈Ω,
where U N is the initial condition and where the CFL condition (Courant-Friedrichs-Lewy con-
dition) is assumed for the explicit scheme, which can be summarised by the following bound
"k
2 min h i
2 ¶C .
Note that the CFL condition is a condition required for the convergence of explicit difference
schemes. On the Shishkin mesh (3.3.14), the required CFL condition is overly restrictive be-
cause we would require
k
C"N−2 ln2(N )
¶C .
To solve the implicit scheme we are required to linearise the nonlinear difference operator N .
Osher suggests Newton’s method, but owing to the requirement of a sufficiently close initial
condition, we linearise the scheme ((FN" ), (3.3.14)) based on the expression (3.3.15). To ap-
proximate the solution of (F"), we use the following Numerical Scheme
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Numerical Scheme 3.1. Find Y N" (x i , t j ) such that
("D+x D
−
x Y
N
" + F˜ D
+
x Y
N
" −b Y N" )(x i , t j ) = (q +D−t Y N" )(x i , t j ),
F˜ (x i , t j−1) :=
∫ 1
0
f (t Y N" (x i+1, t j−1)+ (1− t )Y N" (x i , t j−1)) d t

x i ∈ΩN" , t0 = 0, k j := t j − t j−1, j = 1, 2, 3, . . .
Y N" (x i , 0) = some positive initial condition, x i ∈ΩN" ,
Y N" (0, t j ) = 0, Y
N
" (1, t j ) = B , t j ¾ 0,
where b (x i , t j ) = b (x i ) and q (x i , t j ) = q (x i ) where b and q are as in (F") and ΩN" is the mesh
described in (3.3.14).
The number of iterations that we compute could be decided by the traditional method where
by we compute Y N" (x i , t1), Y
N
" (x i , t2), Y
N
" (x i , t3), . . . until the first time an integer J is observed
satisfying
max
x i∈ΩN"
|Y N" (x i , t J )−Y N" (x i , t J−1)|¶ t ol , (3.4.2)
where t ol is some prescribed tolerance. We would then take Y N" (x i , t J ) as the approximation to
the solution of (F"). However, we will choose to implement a time step manipulation routine
as outlined in [7, pg. 196] which is inspired by the wish for the Numerical Scheme 3.1 to reach
a steady state. The routine is outlined as follows.
Algorithm 3.1. empty text field
#1: Suppose the initial time step is k1 = k ∗. At time t j1 , compute Y N" (x i , t j1+1), Y N" (x i , t j1+2),
Y N" (x i , t j1+3), . . . using the time step k j = k j1 . At each iteration, calculate
d (j ) = max
x i∈ΩN"
|D−t Y N" (x i , t j )|= 1k j maxx i∈ΩN"
|Y N" (x i , t j )−Y N" (x i , t j−1)|.
#2: Continue computing the iterates until one of the following occurs:
a) There is a first instance where an integer J ¶ 90 is observed such that
d (J )¶ t ol . (3.4.3)
In this case, take Y N" (x i , t J ) as the approximation to the solution of (F").
b) There is a first instance where an integer Jtemp < 90 is observed such that
d (Jtemp)> d (Jtemp−1).
In such a case, we recompute Y N" (x i , t j ) for j = Jtemp repeatedly, using the time step
k nJtemp = 2
−n k Jtemp on the n-th re-computation, until the first re-computation such that
d (Jtemp)¶ d (Jtemp−1),
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say after the r -th re-computation. Record Y N" (x i , t j ) = Y
N
" (x i , t Jtemp ) for j = Jtemp and
return to step #1 with t j1 = t Jtemp and k j1 = k
r
Jtemp
.
c) You have computed Y N" (x i , t90). In such a case, discard all the computed iterates and
return to step #1 with t j1 = t1 and redefine k1 =
1
2 k
∗.
In the next two examples, we compute numerical approximations U N" of (D") and (F") using
the Numerical Scheme ((DN" ), (3.2.8)) and the Numerical Scheme 3.1 with Algorithm 3.1 respec-
tively. We will present tables displaying the computed rates of convergence RN" and R
N defined
by
DN" := max
x i∈ΩN"
|(U N" −U 2N" )(x i )|, DN :=max" DN" , (3.4.4a)
RN" := log2
DN"
D2N"
and RN := log2
DN
D2N
. (3.4.4b)
where U
2N
" is the interpolation of U
2N
" , the numerical solution using 2N mesh intervals.
Experimentally, we found that Algorithm 3.1’s success and execution time is sensitive to the
given initial guess, much more so than when using the traditional method (3.4.2). To construct
Table 3.2, we use the following initial conditions to compute the numerical approximation U N" :
if " = 1, then use g as defined in (3.3.6b) as the initial condition; (3.4.5a)
if " ¶ 12 , then use U
N
2" as the initial condition. (3.4.5b)
We use a tolerance of 10−10.
Example 3.1 (Linear Case)
In this example we consider a linear problem from the class (D") with
a "(x ) = 2 tanh(4x/"), b (x ) = 1− cos(3x ), q (x ) = 12 −x and A = B = 1. (3.4.6)
It can be easily shown that 2 tanh( 4
"
x )¾ 2(1− e−4x/"). Thus, in (3.2.8), we take
σ =min{ 12 ," ln N }. Table 3.1 displays the computed rates of convergence RN" and the uniform
rates of convergence RN . The computed rates are in line with the theoretical rates of conver-
gence established in Lemma 3.2.4.
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RN"
" N=32 N=64 N=128 N=256 N=512 N=1024
20 0.97 0.98 0.99 1.00 1.00 1.00
2−1 0.94 0.97 0.98 0.99 1.00 1.00
2−2 0.89 0.94 0.97 0.99 0.99 1.00
2−3 0.50 0.89 0.94 0.97 0.98 0.99
2−4 0.69 0.70 0.77 0.80 0.84 0.80
2−5 0.68 0.71 0.77 0.80 0.84 0.86
2−6 0.68 0.71 0.77 0.80 0.84 0.86
2−7 0.68 0.72 0.77 0.80 0.84 0.85
2−8 0.68 0.72 0.77 0.80 0.84 0.85
. . . . . . .
. . . . . . .
2−20 0.68 0.72 0.77 0.80 0.84 0.85
RN 0.68 0.72 0.77 0.80 0.84 0.85
Table 3.1: Computed rates of convergence RN" and R
N (as defined in (3.4.4)), mea-
sured from the numerical solutions of (D") with the problem data (3.4.6),
solved exactly using the numerical method ((DN" ), (3.2.8)).
Example 3.2 (Nonlinear Case)
In this example we consider a nonlinear problem from the class (F"). We consider this problem
with
F (y ) = y 2− 110 cos(5y 2), b (x ) = 14 (1+ sin(x )), q (x ) = 12 cos(3x ), A = 0, B = 2.1, γ= 1. (3.4.7)
For such an F , we have
F ′(y ) = f (y ) = 2y + y sin(5y 2)¾ y ,
and we can easily compute the term F˜ in the Numerical Scheme 3.1. We generate numerical
approximations using the Numerical Scheme 3.1 with the time step Algorithm 3.1 using a toler-
ance of 10−8. Table 3.2 displays the computed rates of convergence RN" and the uniform rates of
convergence RN . The computed rates are again in line with the theoretical rates of convergence
given in Lemma 3.3.8. blank
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RN"
@
@
@
@"
N
64 128 256 512 1024 2048
2−0 0.98 0.99 0.99 1.00 1.00 1.00
2−1 0.97 0.99 0.99 1.00 1.00 1.00
2−2 0.96 0.98 0.99 0.99 1.00 1.00
2−3 0.95 0.96 0.98 0.99 0.99 1.00
2−4 1.02 0.94 0.96 0.98 0.99 1.00
2−5 0.79 0.73 0.74 0.80 0.77 0.84
2−6 0.78 0.79 0.70 0.79 0.83 0.85
2−7 0.77 0.72 0.75 0.80 0.83 1.94
2−8 0.77 0.72 0.75 0.80 0.83 0.85
2−9 0.77 0.72 0.75 0.80 0.83 0.85
2−10 0.76 0.72 0.75 0.80 0.83 0.85
. . . . . . .
. . . . . . .
2−20 0.76 0.72 0.75 0.80 0.83 0.85
RN 1.01 0.72 0.75 0.80 0.79 0.84
Table 3.2: Computed rates of convergence RN" and R
N (as defined in (3.4.4)), mea-
sured from the numerical solutions of (F") with the problem data (3.4.7),
approximated using the Numerical Scheme 3.1 (with Algorithm 3.1 and
(3.4.5)).
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CHAPTER: 4
NONLINEAR INTERIOR LAYER PROBLEM
4.1: INTRODUCTION
In this chapter, we examine nonlinear singularly perturbed problems of the form
("u ′′−u u ′−b u )(x ) = 0, b (x )¾ 0, x ∈ (0, 1), u (0)> 0> u (1). (4.1.1)
We will show that solutions to (4.1.1) can exhibit an interior layer centred around a unique
point d " ∈ (0, 1). However, the exact location of this point d " is not explicitly determined and
we construct a finite difference scheme based on an approximate location of the point given in
[12].
In [31], Shishkin examines a problem class containing (4.1.1). A numerical scheme is con-
structed that uses a classical approach when " ¾ C N−2/5. When " ¶ C N−2/5, Shishkin derives
an approximation d ∗ to d " and considers left and right boundary turning point problems on
(0, d ∗) and (d ∗, 1) respectively to approximate the global solution u of (4.1.1). Numerical ap-
proximations to the solutions of these left and right problems are generated and used to con-
struct a global approximation U N for (4.1.1). The error bounds presented in the paper can be
described as follows:
‖U N −u ‖¶C N−1/5, in a neighbourhood outside d ∗, (4.1.2a)
‖U N − u˜ ‖¶C N−1/5, in a neighbourhood around d ∗, (4.1.2b)
where u˜ (t ) = u (t + (d " − d ∗)) is a transformation of u . However, since d " remains unknown,
this is a theoretical transformation. In [32], Shishkin uses the same basis to examine the time
dependent problem corresponding to (4.1.1). However, the algorithm is considerably more
intricate mainly due to the fact that the location of the internal layer needs to be accurately
determined at all time levels. In Chapter 6, we experiment with this algorithm and describe the
algorithm in [31] for the steady state problem (4.1.1). Below we confine our discussion to the
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steady-state problem (4.1.1).
In §4.4, we present numerical results for a monotone scheme on a piecewise-uniform Shishkin
mesh which suggest that this method is essentially first order convergent when applied to
(4.1.1). However we do not provide any numerical analysis for this scheme in this chapter.
4.2: CONTINUOUS PROBLEM
Consider the following problem class: Find y" such that
("y ′′" − (F (y"))′−by")(x ) =q (x ), x ∈Ω := (0, 1), y"(0) = A > 0, y"(1) = B < 0,
b ,q ∈C 2[0, 1], b (x )¾ 0, x ∈Ω, F ∈C 3[−2(|B |+p‖q‖), 2(A +p‖q‖)]. (G")
We consider this problem for the boundary conditions A, B and the function F satisfying
A2−2(A‖b‖+ max
x∈[0,1]{0,q (x )})>γ
2
L , γL > 0, (4.2.1a)
|B |2−2(|B |‖b‖+ | min
x∈[0,1]{0,q (x )}|)>γ2R , γR > 0, (4.2.1b)
F ′(s ) =: f (s ), f (s )> 0, s > 0, f (0) = 0, f (s )< 0, s < 0, (4.2.1c)
| f (s )|¾ |s |, ∀ s ∈ [−2(|B |+p‖q‖), 2(A +p‖q‖)]. (4.2.1d)
We place an additional restriction on f below in (4.2.6) so that the solution to (G") exhibits an
interior layer. Since the problem (G") is contained within the problem class ((3.3.2), pg. 70),
the definition’s of upper and lower solutions and Nagumo’s condition hold as in (Def
n
3.3.1,
pg. 70). Hence it suffices to construct upper and lower solutions to establish the existence of a
solution to (G") (see Lemma 3.3.1, pg. 71).
Lemma 4.2.1. Assuming (4.2.1), there exists a unique solution y" ∈ C 2[0, 1] of the problem (G")
satisfying
B −2p‖q‖¶ y"(x )¶ A +2p‖q‖, x ∈Ω. (4.2.2)
Proof. Consider the function y (x ) = B−p‖q‖(2−x ). Clearly y < 0 and y ′ ¾ 0. Using (4.2.1), we
have
"y ′′− f (y )y ′−b y −q ¾−y y ′−‖q‖¾ (|B |+p‖q‖)p‖q‖−‖q‖¾ 0.
Thus, y is a lower solution of (G"). We can similarly establish that the function y (x ) = A +p‖q‖(1+x ) is an upper solution of (G"). Establish uniqueness in the same manner as in Lemma
3.3.2 to complete the proof.
From (G"), the left and right reduced solutions, rL and rR respectively, satisfy
(F (rL\R ))′(x )+b rL\R (x ) =−q (x ), rL(0) = A, rR (1) = B. (4.2.3)
86
The following Lemma establishes that both reduced solutions are bounded away from zero.
Lemma 4.2.2. Assuming (4.2.1), the reduced solutions of (G") defined by (4.2.3) uniquely exist
and satisfy
0<γL < rL(x )¶ A +2
p‖q‖, 0>−γR > rR (x )¾ B −2p‖q‖, x ∈Ω. (4.2.4)
Proof. Recall the definition of upper and lower solutions for initial value problems in (§2.2.1.2,
pg. 15). Note, that using a suitable transform, we can easily extend the definition to the case
of terminal value problems. We can easily establish that r (x ) = A +
p‖q‖(1+ x ) is an upper
solution for ((4.2.3); rL). Consider the function
r (x ) =
p
A2−2(A‖b‖+max{0,q (x )})x ,
which, by noting (4.2.1), is strictly positive. We find that
r r ′ =−(A‖b‖+max{0,q (x )})< 0.
Thus we can show that
f (r )r ′+b r +q ¶ r r ′+ ‖b‖A +max{0,q (x )}¶ 0.
Hence, from (4.2.1), we have rL >γL > 0. In the same manner, we can show that the functions
r (x ) = B −p‖q‖(2−x ) and r (x ) =p|B |2−2(|B |‖b‖+ |min{0,q (x )}|)(1−x )
are lower and upper solutions of ((4.2.3); rR ) respectively. We can establish uniqueness in the
usual manner.
From the analysis in [12], Howes presents sufficient conditions for the occurrence of an interior
layer in the solution of (G") are: if
rL(x )> 0, for x ∈ [0,xL], 0< xL < 1, (4.2.5a)
rR (x )< 0, for x ∈ [xR , 1], 0< xR < 1, (4.2.5b)
xR < xL , and J (x ) :=
∫ rL (x )
rR (x )
f (s ) d s has a zero at x ∗ ∈ [xR ,xL], (4.2.5c)
then an "-width interior layer occurs around the point x ∗. In our case, from (4.2.4), we have
xL ≡ 1 and xR ≡ 0. At this point, we place an additional restriction on f as follows; for f in ((G"),
(4.2.1)), assume there exists x ∗ satisfying
∃ x ∗ ∈ (0, 1) such that
∫ rL (x ∗)
rR (x ∗)
f (s ) d s = 0. (4.2.6)
Note that we refer to x ∗ as Howes’ point.
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4.2.1 Split the problem into left and right problems
From Lemma 4.2.1, we have y" ∈C 2[0, 1], hence there is a smallest point d " ∈ (0, 1) s.t.
y"(d ") = 0. (4.2.7)
We split the problem (G") into left and right problems defined either side of d " as follows
y"(x ) = yL(x ), x ¶ d " ; y"(x ) = yR (x ), x ¾ d " ;
("y ′′L − f (yL)y ′L −byL)(x ) =q (x ), x ∈ (0, d "), yL(0) = A, yL(d ") = 0, (GL)
("y ′′R − f (yR )y ′R −byR )(x ) =q (x ), x ∈ (d " , 1), yR (d ") = 0, yR (1) = B. (GR )
These are boundary value problems from the problem class (F") examined in §3.3.1, Chapter
3, pg. 70. Using those results under the assumptions (4.2.1), we can find that the solutions to
(GL) and (GR ), yL and yR respectively, uniquely exist and satisfy
0¶ γL(1− e−(γL/2)(d "−x )/")¶ yL(x )¶ A +2
p‖q‖, x ∈ [0, d "], (4.2.8a)
B −2p‖q‖¶ yR (x )¶−γR (1− e−(γR/2)(x−d " )/")¶ 0, x ∈ [d " , 1]. (4.2.8b)
Hence
y"(x )≡ yL(x ), x ∈ [0, d "] and y"(x )≡ yR (x ), x ∈ [d " , 1].
Note the implication that d " is the only zero of y" in [0, 1]. We decompose each yL\R into a
regular component vL\R and a layer component wL\R . The regular components satisfy
("v ′′L\R − f (vL\R )v ′L\R −bvL\R )(x ) =q (x ), x ∈ (0, d ")\(d " , 1), (4.2.9a)
vL(0) = A, vL(d ") = v ∗L , vR (d ") = v ∗R , vR (1) = B , (4.2.9b)
where v ∗L and v ∗R are chose appropriately so that we may bound the derivatives of vL\R uni-
formly. The layer components are defined as the solutions of the problems
("w ′′L\R − f (yL\R )w ′L\R +

v ′L\R
∫ 1
0
f ′(vL\R + t wL\R ) d t −b

wL\R )(x ) = 0 , (4.2.10a)
x ∈ (0, d ")\(d " , 1), (4.2.10b)
wL(0) = 0, wL(d ") =−vL(d "), wR (d ") =−vR (d "), , wR (1) = 0. (4.2.10c)
Lemma 4.2.3. Assuming (4.2.1), for k = 0, 1, 2, 3 the solutions vL , wL , vR and wR of (4.2.9)-
(4.2.10), uniquely exist and satisfy the bounds
‖v (k )L ‖¶C (1+ "2−k ), |w (k )L (x )|¶C"−k e−(γL/2)(d "−x )/" , x ∈ (0, d "),
‖v (k )R ‖¶C (1+ "2−k ), |w (k )R (x )|¶C"−k e−(γR/2)(x−d " )/" , x ∈ (d " , 1).
Proof. Using (4.2.1), we can proof this Lemma in the same manner as Lemma 3.3.3 in Chapter
3, pg. 72.
Note that the location of the point d " has not been determined.
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4.2.2 Alternative Problem
We now consider an alternative problem to simulate an interior layer at a known point p ∗, close
to d " ; Find z " such that
z "(x ) := z L(x ), x ¶ p ∗; z "(x ) := z R (x ), x ¾ p ∗;
("z ′′L − f (z L)z ′L −b z L)(x ) = 0, x ∈ (0, p ∗), z L(0) = A, z L(p ∗) = 0, (HL)
("z ′′R − f (z R )z ′R −b z R )(x ) = 0, x ∈ (p ∗, 1), z R (p ∗) = 0, z R (1) = B. (HR )
The problems (HL) and (HR ) are analogues of (GL) and (GR ). We decompose z L into a regu-
lar component νL and a layer component ωL and similarly z R = νR + ωR . Bounds on these
components and their derivatives are given in the following lemma.
Lemma 4.2.4. Assuming (4.2.1), for k = 1, 2, 3, if z L = νL +ωL and z R = νR +ωR are the decom-
positions into a regular and layer component of z L and z R respectively then for sufficiently small
", we have
0¶ γL(1− e−(γL/2)(p ∗−x )/")¶ z L(x )¶ A +2
p‖q‖, x ∈ [0, p ∗],
B −2p‖q‖¶ z R (x )¶−γR (1− e−(γR/2)(x−p ∗)/")¶ 0, x ∈ [p ∗, 1].
νL(x )¾ γL > 0 x ∈ [0, p ∗] and νR (x )¶−γR < 0 x ∈ [p ∗, 1],
‖ν (k )L ‖¶C (1+ "2−k ) and |ω(k )L (x )|¶C"−k e−(γL/2)(p ∗−x )/" , x ∈ (0, p ∗),
‖ν (k )R ‖¶C (1+ "2−k ) and |ω(k )R (x )|¶C"−k e−(γR/2)(x−p ∗)/" , x ∈ (p ∗, 1).
Proof. The first two bounds can be established in the same manner as in Lemma 3.3.2 and the
remaining bounds in the same manner as in Lemma 3.3.3.
We now present a bound on the difference between y" and z " under the assumption
|d " −p ∗|¶C". (4.2.11)
Lemma 4.2.5. Assuming (4.2.11), if y" is the solution of (G") and z " is the solution of (HL)-(HR )
then
|(y" − z ")(x )|¶ C
"
|d " −p ∗|, x ∈Ω.
Proof. Without loss of generality, assume that d " ¶ p ∗. We will examine the difference χ" :=
z " − y" over the intervals [0, d "], [d " , p ∗] and [p ∗, 1] separately. On each interval, using (G") and
(HL)-(HR ), we can show that χ" satisfies
("χ ′" −
 ∫ 1
0
f (t z " +(1− t )y") d t
!
χ")′(x )−bχ"(x ) = 0. (4.2.12)
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Considering χ" over [0, d "] we have χ"(0) = 0 and using Lemma 4.2.4 and (4.2.11), we have
χ"(d ") = z L(d ")−0> 0 and
χ"(d ") = z L(d ") = z L(d ")− z L(p ∗) =
∫ d "
p ∗
z ′L(t ) d t ¶ (p ∗−d ") maxx∈[d " ,p ∗] |z
′
L(t )|
¶C (1+ "−1)(p ∗−d ") max
x∈[d " ,p ∗]
|e−(γL/2)(p ∗−x )/" |¶C (p ∗−d ")"−1.
Clearly χ = 0 is a lower solution for (4.2.12) over (0, d "). Consider the function χ that satisfies
("χ ′−
 ∫ 1
0
f (t z " +(1− t )y") d t
!
χ)′(x ) = 0, χ(0) = 0, χ(d ") =C"−1(p ∗−d "). (4.2.13)
That means χ satisfies
"(χ ′(x )−χ ′(0))−
 ∫ 1
0
f (t z " +(1− t )y") d t
!
χ(x ) = 0, χ(d ") =C"−1(p ∗−d "). (4.2.14)
Using upper and lower solutions with (4.2.14), we can show that 0 ¶ χ ¶ C"−1(p ∗ − d ") and
hence we can use (4.2.13) to show that χ is an upper solution of (4.2.12). Hence 0 ¶ χ"(x ) ¶
C"−1(p ∗−d ") for x ∈ [0, d "]. We can bound χ"(p ∗), and hence χ" , equivalently on [d " , p ∗] and
[p ∗, d "] to complete the proof. Note that the case where d " > p ∗ mirrors the above.
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4.3: THE DISCRETE PROBLEM AND ERROR ANALYSIS
To numerically approximate the solution of (G") we consider the following discretisation of
(HL), (HR ): Find Z N" such that
Z N" (x i ) :=Z
N
L (x i ), i ≤ N2 ; Z N" (x i ) :=Z NR (x i ), i > N2 ;
D+["D−Z NL − F (Z NL )]−bZ NL (x i ) = 0, 0< x i < x N2 , Z NL (0) = A, Z NL (p ∗) = 0, (H NL )
D−["D+Z NR − F (Z NR )]−bZ NR (x i ) = 0, x N2 < x i < 1, Z NR (p ∗) = 0, Z NR (1) = B. (H NR )
on a piecewise-uniform mesh ΩN" . Motivated by Lemma 4.2.4, the mesh Ω
N
" is defined as
x i ∈ΩN" : x i =

4(p ∗−σ0)
N i , 0¶ i ¶
N
4 ,
p ∗−σ0+ 4σ0N (i − N4 ), N4 < i ¶ N2 ,
p ∗+ 4σ1N (i − N2 ), N2 < i ¶ 3N4 ,
p ∗+σ1+ 4(1−p
∗−σ1)
N (i − 3N4 ), 3N4 < i ¶N ,

(4.3.1a)
σj :=min
¨
p ∗+(1−2p ∗)j
2
,
2"
γj
ln N
«
, γ0 = γL , γ1 = γR , j = 0, 1. (4.3.1b)
Again, the problems (HL), (HR ) and (H NL ), (H NR ) are from the class of problems studied in
§3.3.2 of Chapter 3 and the next Lemma follows.
Lemma 4.3.1. Assuming (4.2.4), if z " is the solution of (HL), (HR ) and Z N" is the solution of
(H NL ), (H NR ) then
|(Z N" − z ")(x i )|¶C N−1 ln N , x i ∈ΩN" .
Finally, we can establish a bound on y" −Z N" in the following Lemma.
Lemma 4.3.2. Assuming (4.2.4), if y" is the solution of (G") and Z N" is the solution of (H NL ),
(H NR ) then
|(y" −Z N" )(x i )|¶ C" |d " −p
∗|+C N−1 ln N , x i ∈ΩN" .
Proof. Combine lemmas 4.2.5 and 4.3.1.
Observe that if the point p ∗ was within O(") of the point d " , then Lemma 4.3.2 would not suffice
to guarantee convergence.
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4.4: NUMERICAL EXAMPLE
The numerical algorithm described in §4.3 solves two boundary turning point problems joined
together at p ∗. The algorithm involves a nonlinear finite difference operator and a Shishkin
mesh centred about an unspecified point p ∗. In this final section, we present an algorithm
which linearises this discrete problem using a continuation method and q := x ∗ with x ∗ as in
(4.2.6). At each new time level in the continuation method, we do not determine where the
discrete approximation Y¯ (x i , tk ) = 0. Hence, we employ a scheme, motivated by the discussion
in §3.4, pg. 80.
In this example we consider a problem from the class (G") as follows
("u ′′−u u ′−b u )(x ) = 0, x ∈ (0, 1), u (0) = A = 2.1, u (1) = B =−2.15, b (x )≡ 1/4. (4.4.1a)
We choose γL\R in (4.2.1) with the values
γL = 1.8, γR = 1.75. (4.4.1b)
In such a case, we find that the reduced solutions defined in (4.2.3) can be solved exactly as
rL(x ) = A −bx > 0, rR (x ) = B +b (1−x )< 0. (4.4.1c)
Hence, we can solve the integral in (4.2.6) exactly as∫ rL (x ∗)
rR (x ∗)
f (s ) d s =
1
2
(rL + rR )(rL − rR )(x ∗) = 0⇔ rL(x ∗) = rR (x ∗)⇔ x ∗ = 1
2b
(A + B +b ) = 0.4.
(4.4.1d)
We numerical approximate the solution of (4.4.1) with the following numerical scheme.
Numerical Scheme 4.1. Find Y N" (x i , t j ) such that
("D−x D+x Y N" − α2 Y
N ,−
" D
−
x Y
N
" −b Y N" )(x i , t j ) =D−t Y N" (x i , t j ), if Y N" (x i , t j−1)¾ 0
("D+x D
−
x Y
N
" − α2 Y
N ,+
" D
+
x Y
N
" −b Y N" )(x i , t j ) =D−t Y N" (x i , t j ), if Y N" (x i , t j−1)¾ 0
Y N ,−" (x i , t j ) = (Y N" (x i , t j−1)+Y N" (x i−1, t j−1)), Y N ,+" (x i , t j ) = (Y N" (x i+1, t j−1)+Y N" (x i , t j−1)),
x i ∈ΩN" , Y N" (0, t j ) = A, Y N" (1, t j ) = B ,
where ΩN" is the mesh described in (4.3.1) with p
∗ = x ∗ (as in 4.4.1d) and α= 1.
Note that ΩN" remains fixed with p
∗ := x∗ at all time levels.
As per the discussion in §3.4, we wish to use the time step manipulation routine described in Al-
gorithm 3.1 with the Numerical Scheme 4.1. However, experimentally, we found that this Algo-
rithm’s success and execution time is somewhat more sensitive to the given initial guess in the
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Numerical Scheme 4.1 that to the initial guess in the Numerical Scheme 3.1. So much so that
we found that the routine of generating initial conditions described in (3.4.5) was unsuccessful
(that is, we observed Algorithm 3.1 performing an inordinate number of re-computations). To
construct Table 4.1, we generate initial conditions as follows:
To generate Y N",pow , the final time iterate of using the Numerical Scheme 4.1 with the Algorithm
3.1 with a prescribed tolerance t ol = 10−pow , pow ¾ 1, we follow the steps
Compute Y N",pow j , for pow j = 0, 1, . . . pow , where; (4.4.2a)
if pow j = 1, then use (4.4.2b)
g (x i ) :=
§
rL(x i ) if x i < x ∗, 0 if x i = x ∗, rR (x i ) if x i > x ∗
ª
(4.4.2c)
as the initial condition where rL and rR are as defined in (4.2.4); (4.4.2d)
if 2¶ pow j ¶ pow , then use Y N",pow j−1 as the initial condition. (4.4.2e)
We compute numerical approximations U N" using the Numerical Scheme 4.1 using Algorithm
3.1 and (4.4.2) with a tolerance of 10−5. Table 4.1 displays the computed rates of convergence
RN" and the uniform rates of convergence R
N defined in 3.4.4. The computed rates are tending
to first order for sufficiently small ".
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RN"
@
@
@
@"
N
N=32 N=64 N=128 N=256 N=512 N=1024 N=2048
2−0 0.43 1.12 1.11 0.91 1.07 0.99 0.99
2−1 -0.79 1.49 0.76 0.78 1.16 0.97 0.98
2−2 2.20 0.34 1.52 1.45 1.28 0.95 0.94
2−3 1.29 1.12 -0.59 0.04 1.06 -0.92 0.18
2−4 0.34 0.95 1.07 1.46 0.97 0.96 0.62
2−5 0.58 0.70 0.76 0.81 1.00 1.29 0.15
2−6 0.58 0.70 0.77 0.80 0.51 1.85 0.71
2−7 0.58 0.70 0.76 0.60 0.92 1.80 0.26
2−8 0.58 0.70 0.76 0.60 0.86 1.62 0.94
2−9 0.58 0.70 0.76 0.60 0.82 1.65 0.94
2−10 0.58 0.70 0.76 0.59 0.82 1.66 0.94
2−11 0.58 0.70 0.76 0.59 0.80 1.67 0.94
. . . . . . . .
. . . . . . . .
2−20 0.58 0.70 0.76 0.59 0.80 1.67 0.94
RN 0.34 0.95 0.77 0.21 1.06 -0.92 0.18
Table 4.1: Computed rates of convergence RN" and R
N (as defined in (3.4.4)), mea-
sured from the numerical solutions of the Numerical Scheme 4.1 using Al-
gorithm 3.1 and (4.4.2) with the problem data (4.4.1).
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CHAPTER: 5
LINEAR INTERIOR LAYER PROBLEM
5.1: INTRODUCTION
Interior layers exhibiting a hyperbolic tangent profile can arise in solutions of singularly per-
turbed quasilinear problems of the form
("u ′′−u u ′−b u )(x ) =q (x ), x ∈ (0, 1), b (x )≥ 0, u (0)> 0, u (1)< 0. (5.1.1)
Asymptotic expansions can be used to locate the interior point d " , where u (d ") = 0, to within
an O(")neighbourhood of some known point x ∗. That is, d " ∈ (x ∗−C",x ∗+C") (see Howes [12]).
Note that Howes deals with nonlinear problems like (5.1.1) in non-conservative form. Any fu-
ture extension of our analysis for the linear problem studied here to the quasilinear problem
(5.1.1) could rely on [12, Thm 5.5] to locate the O(") layer region. This is the motivation for
studying the problem class (I") where the differential equation is in non-conservative form.
In this chapter, we examine numerical methods for a class of linear problems associated with
the above nonlinear problem. For example, problems of the form
"y ′′(x )−2 tanh

d −x
2"

y ′(x )− y (x ) =q (x ), x ∈ (0, 1), y (0)> 0> y (1), d ∈ (0, 1), (5.1.2)
will be studied. For such a problem, an interior layer forms around the interior point d . A
parameter-uniform numerical method, based on an upwind finite difference operator and a
piecewise-uniform Shishkin mesh, will be constructed and analysed for these type of problems.
We will also consider the effect of centring the piecewise-uniform mesh at some point d N ∈
(d − C" ln N , d + C" ln N ). The resulting numerical analysis may prove useful in any future
examination of the nonlinear problem (5.1.1), where the point p is only known to lie within
some interval (d ∗−C", d ∗+C").
Singularly perturbed turning point problems of the form
−"y ′′(x )−a (x )y ′(x )+b (x )y (x ) =q (x ), x ∈ (0, 1), a (d ) = 0, d ∈ (0, 1), b > 0,
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have been studied by several authors (Farrell [6], Berger et al.[4]). In this case, where the con-
vective coefficient a is independent of ", the nature of any interior layer is different to the prob-
lem being considered here. The quantity b (d )/a ′(d ) determines the existence and character of
an interior layer in the vicinity of the point d . Also, the restriction |a ′(x )| ¾ 12 |a ′(d )|, x ∈ (0, 1)
is placed on this problem, whereas in (5.1.2), the convective coefficient a˜ := 2 tanh(d−x2" ) only
satisfies |a˜ ′(x )|¾ 12 |a˜ ′(d )| on an O(")-neighbourhood around x = d .
Exponential interior layers can be generated by considering linear problems with discontinu-
ous coefficients of the form
"y ′′(x )−a (x )y ′(x )−b (x )y (x ) =q (x ), x ∈ (0, d )∪ (d , 1)
a (x )≥α> 0, x < d , a (x )≤−α< 0, x > d , a (d+) 6= a (d−).
Interior layers of exponential type form in the vicinity of the point of discontinuity in the coef-
ficient a (Farrell et al. [8]). The numerical analysis associated with such problems relies heavily
on the fact that the coefficient a is strictly bounded away from zero in the interval (0, d )∪(d , 1).
In §5.4, the interior layer in the solution of a problem with a discontinuous convection co-
efficient is shown to be different to the interior layer generated from the problem class (I")
examined below.
In §5.2 we state the class of problems examined in this chapter and derive a priori bounds on
the derivatives of the solutions. In §5.3, we construct and analyse a set of numerical methods
for this class of problems. The numerical methods consist of an upwind finite difference op-
erator on piecewise uniform meshes, which are fine in the vicinity of the interior layer. In the
final section, some numerical results are presented to illustrate the theoretical error bounds.
5.2: CONTINUOUS PROBLEM
Consider the following problem class on Ω= (0, 1). Find y" ∈C 2(Ω) such that
L"y"(x ) := ("y ′′" −a "y ′" −by")(x ) =q (x ), x ∈Ω, y"(0) = y0 > 0, y"(1) = y1 < 0,
a " ,b ,q ∈C 2((0, 1) \ {d })∩C 0[0, 1], b (x )¾ 0, x ∈Ω,
a "(x )> 0 for x ∈ [0, d ), a "(d ) = 0, a "(x )< 0 for x ∈ (d , 1].
(I")
We will show that the solution to (I") exhibits an interior layer in a neighbourhood of the point
d . Additional restrictions on the function a " are listed in (5.2.1) below.
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Assumptions on the coefficient a" in (I")
Denote Ω− := (0, d ), Ω+ := (d , 1) and Ω± as the closures of Ω±. Define the limiting functions a−0
and a+0 as
a−0 (x ) := lim"→0 a "(x ), x ∈ [0, d ), a+0 (x ) := lim"→0 a "(x ), x ∈ (d , 1], a±0 (d ) := limx→d±a
±
0 (x ). (5.2.1a)
Assume the following conditions on a " ;
|a "(x )|> |α"(x )|, x 6= d , α"(x ) := θ tanh (r (d −x )/"), θ > 2r > 0, x ∈Ω, (5.2.1b)∫ x
0
a ′"(t )d t ¶C , x ∈Ω, (5.2.1c)
ϕ±" (x ) := (a±0 −a ")(x ) satisfies |ϕ±" (x )|¶ |ϕ±" (d )|e± θ2" (d−x ), x ∈Ω±. (5.2.1d)
Note that (5.2.1b) implies a−0 (x )¾ θ , x ∈Ω− and a+0 (x )¶−θ , x ∈Ω+.
The differential operatorL" defined in problem (I") satisfies the following minimum principle.
Theorem 5.2.1. Let L" be the differential operator defined in (I") and z ∈ C 2(Ω) ∩C 0(Ω). If
min{z (0), z (1)}¾ 0 and L"z (x )¶ 0 for x ∈Ω, then z (x )¾ 0 for all x ∈Ω.
Proof. The proof is by contradiction. Assume that there exist a point p ∈ Ω such that z (p )< 0.
It follows from the hypotheses that p /∈ {0, 1}. Define the auxiliary function
u = z exp( 12"
∫ d
x
α"(t )d t ) and note that u (p ) < 0. Choose s ∈ Ω such that u (s ) =min u (x ) < 0.
Therefore, from the definition of s , we have u ′(s ) = 0 and u ′′(s )¾ 0. But then, using α2" > 2"α′"
and noting "α′"(d ) =−rθ < 0, we have the following contradiction:
L"z (s ) = ["u ′′+
1
4"
(α"(2a " −α")−2"α′" +4"b )(−u )](s )exp
 
− 1
2"
∫ d
x
α"(t )d t
!
> 0.
Theorem 5.2.2. Assuming (5.2.1), there exists a unique solution, y" , of (I") such that
|y (k )" (x )|¶C"−k , k = 0, 1, 2, x ∈Ω.
Proof. Define the two barrier functions
ψ±(x ) := ‖q‖
2θ r
[(x −d )α"(x )+θ ]+max{|y0|, |y1|}± y"(x ),
which are nonnegative at x = 0, 1. From (5.2.1) we have
"α′′" −a "α′"
 ¾¶ "α′′" −α"α′" = (2rθ −1)α"α′"
 ¾ 0, x ¶ d ,¶ 0, x ¾ d , , (5.2.2a)
2"α′" −a "α" ¶ 2"α′" −α2" = (2rθ −1)α
2
" −2θ r ¶−2θ r, x ∈Ω. (5.2.2b)
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Using the definition of the problem (I") and the inequalities (5.2.2), we can deduce that
L"ψ± ¶
‖q‖
2θ r
[(x −d )("α′′" −a "α′")+ (2"α′" −a "α")]+ ‖q‖¶ 0.
Thus a solution to (I") exists and is unique.
Using (5.2.1c), the derivatives of y" can be bounded in the same manner as in [7, Lemma 3.2].
We split the problem (I") into left and right problems around x = d as follows. Define the left
and right problems by
y"(x ) = yL(x ), x ¶ d ; y"(x ) = yR (x ), x ¾ d ;
L"yL(x ) =q (x ), x ∈Ω−, yL(0) = y0, yL(d ) = y"(d ), (IL)
L"yR (x ) =q (x ), x ∈Ω+ yR (d ) = y"(d ), yR (1) = y1. (IR )
From §3.2.1 in Chapter 3, we have the existence of a unique yL and yR s.t. ‖y (k )L\R‖ ¶ C"−k ,
k = 0, 1, 2. We decompose each yL\R into the sum of a regular component, vL\R , and a layer
component, wL\R . If a " satisfied the bound a " ¾C > 0 for all x ∈ (0, d ), then, as in [8], we would
simply define the left regular component as the solution of L"vL = q with suitable boundary
conditions and the left layer component as the solution of L"wL = 0, wL(0) = 0, wL(1) = (y" −
vL)(d ). Since a " does not satisfy such a lower bound, we study the problem
L−vL(x ) := ("v ′′L +a−0 v ′L −bvL)(x ) =q (x ), x ∈Ω−, vL(0) = y0, vL(d ) = (v0+ "v1)(d ), (5.2.3a)
where vL = v0+ "v1+ "2v2 and the subcomponents v0, v1, v2 satisfy
(a−0 v ′0+bv0)(x ) =−q (x ), x ∈ (0, d ], v0(0) = y0, (5.2.3b)
(a−0 v ′1+bv1)(x ) = v ′′0 (x ), x ∈ (0, d ), v1(0) = 0; v1(d ) := limt ↑d v1(t ), (5.2.3c)
L−v2(x ) =−v ′′1 (x ), x ∈Ω−, v2(0) = v2(d ) = 0. (5.2.3d)
Note that in problem (5.2.3a), the coefficient a " , of the first derivative term, has been replaced
by the strictly positive a−0 defined in (5.2.1). We incorporate the error (L"−L−)vL into the layer
component wL , which is, noting (5.2.1d), defined as the solution of
L"wL(x ) =ϕ−" v ′L(x ), x ∈Ω−, wL(0) = 0, wL(d ) = (y" −vL)(d ). (5.2.3e)
Similarly vR and wR satisfy
L+vR (x ) := ("v ′′R +a+0 v ′R −bvR )(x ) =q (x ), x ∈Ω+, vR (d ) = v ∗, vR (1) = y1, (5.2.4a)
L"wR (x ) =ϕ+" v
′
R (x ), x ∈Ω+, wR (d ) = (y" −vR )(d ), wR (1) = 0, (5.2.4b)
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where v ∗ is chosen in an analogous fashion to vL(d ) so that we may bound the derivatives of
vR uniformly. The following Lemma establishes bounds on the regular and layer components.
Lemma 5.2.1. If vL and wL are the solutions of (5.2.3) and vR and wR are the solutions of (5.2.4)
and θ is given in (5.2.1b) then for k = 0, 1, 2, we have the following bounds:
|v (k )L (x )|¶C (1+ "2−k ) and |w (k )L (x )|¶C"−k e−(θ/2)(d−x )/" , x ∈Ω−,
|v (k )R (x )|¶C (1+ "2−k ) and |w (k )R (x )|¶C"−k e−(θ/2)(x−d )/" , x ∈Ω+.
Proof. The proof is analogous to the proof of Lemma 3.2.1. For this proof, we establish a re-
quired inequality in the following. Note that∫ d
x
α"(t ) d t =
"θ
r
ln(cosh ( r
"
(d −x ))),
thus we can use (5.2.1) and the inequality cosh t ¾ 12 e t , t > 0, to show that
e−(θ/2)(d−x )/" ¶ exp
 
− 1
2"
∫ d
x
α"(t )d t
!
¶ 2θ/2r e−(θ/2)(d−x )/" . (5.2.5)
5.3: THE DISCRETE PROBLEM AND ERROR ANALYSIS
Given the bounds in Lemma 5.2.1 on the solution y" of ((I"), (5.2.1)), it is natural to refine the
mesh in the vicinity of the point d . We examine such a mesh below. In addition, we consider
the effect of centring the mesh at some other point d N near the point d .
Consider the following finite difference method. Find Y N" such that
L"N Y N" (x i ) := ("δ2−a "D −b )Y N" (x i ) =q (x i ), x i ∈ΩN" , Y N" (0) = y0, Y N" (1) = y1,
D :=
 D− if a "(x i )¾ 0D+ if a "(x i )< 0 , δ2Z N (x i ) := D+(Z N (x i )−Z N (x i−1))(h i+1+h i )/2 , h i := x i −x i−1,
(I N" )
where D± are the standard forward and backward finite difference operators. We define the
piecewise uniform mesh, ΩN" , with a refined mesh centred at d
N by
|d N −d |< pσ, p ¶ 12 , µ := 12 min{d N , 1−d N }, σ :=min{µ, "r ln N }, (5.3.1a)
H0 := 4N (d
N −σ), h := 4Nσ, H1 := 4N (1−d N −σ), (5.3.1b)
Ω
N
"
:=
x i

x i =H0i , 0¶ i ¶ N4 ,
x i = x N
4
+h(i − N4 ), N4 < i ¶ 3N4 ,
x i = x 3N
4
+H1(i − 3N4 ), 3N4 < i ¶N .
 , ΩN" :=ΩN" \ {x0,xN }. (5.3.1c)
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Note, if d N = d then set p = 0. If d N 6= d , then the mesh is not aligned to the point d .
To ease notation, we may write any mesh function Z N (x i ) as Z Ni .
To prove the existence of a discrete solution to (I N" ), we construct discrete analogues of the
barrier functions used in Theorem 5.2.2. However, in place of α" in these barrier functions, we
will construct and use a discrete analogue AN" .
We identify the nearest mesh point to the left of d in this non-aligned mesh as xQ . That is
xQ :=max{x i | x i ¶ d }. (5.3.2)
Note from (5.3.1), that xQ is a mesh point within in the refined mesh. Define the following mesh
functions
SN (x i ) := (1+ρ)Q−i − (1−ρ)Q−i , C N (x i ) := (1+ρ)Q−i +(1−ρ)Q−i , (5.3.3a)
T N (x i ) :=
SN (x i )
C N (x i )
, ρ = r h"−1, 0¶ i ¶N . (5.3.3b)
The mesh functions SN , C N and T N can be thought of as discrete analogues of the continuous
functions 2 sinh, 2 cosh and tanh centred at xQ respectfully. Note that from (5.3.1), we have
ρ ¶ C N−1 ln N → 0 as N →∞, ∀ ". Some properties of these mesh functions are given in the
following Lemma.
Lemma 5.3.1. For sufficiently large N , the mesh functions SN and C N defined in (5.3.3) satisfy:
SN (x i−1)>SN (x i ), ∀i ; SN (x i )> 0, i <Q ; SN (xQ ) = 0; SN (x i )< 0, i >Q ; (5.3.4a)
C N (x i−1)>C N (x i ), i <Q ; C N (x i−1)<C N (x i ), i >Q ; C N (x i )¾C N (xQ ) = 2, ∀i ; (5.3.4b)
i ¶Q −2, C N (x i )1+ρ
Q −1¶ i , C N (x i )
¶C N (x i+1)¶
 C N (x i ), i <QC N (x i )
1−ρ , Q ¶ i
; (5.3.4c)
i ¶Q , C N (x i )
Q < i , (1−ρ)C N (x i )
¶C N (x i−1)¶
 (1+ρ)C N (x i ), i <QC N (x i ), Q ¶ i ; (5.3.4d)
T N (x i )> 0, i <Q ; T N (xQ ) = 0; T N (x i )< 0, i >Q ; (5.3.4e)
|T N (x i )|< 1, |T N (x i )− tanh
r
"
(Q − i )h

|¶C Nρ2, ∀i ; (5.3.4f)
min
n
T N (x N
4
), |T N (x 3N
4
)|o¾ 1−Cρ > 12 . (5.3.4g)
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Proof. Clearly C Ni ¾ 2, ∀ i and SNi ¾ 0, i ¶ Q , SNi ¶ 0, i ¾ Q . Use SNi − SNi−1 = −ρC Ni and
C Ni −C Ni−1 = −ρSNi to establish the bounds in (5.3.4a) and (5.3.4b). For (5.3.4c), we can show
C Ni−1 =C Ni +ρSNi . We can use
C Ni <S
N
i <C
N
i (5.3.5)
to show that (1−ρ)C Ni < C Ni−1 < (1+ρ)C Ni . Combine these with (5.3.4b) to establish (5.3.4c).
For (5.3.4d), we can show that C Ni+1 =
1
1−ρ2 (C Ni − ρSNi ). Thus from (5.3.5), we have C Ni+1 <
1+ρ
1−ρ2 C Ni =
1
1−ρC Ni . Similarly C Ni+1 >
1
1+ρC
N
i . Combine these with (5.3.4b) to establish (5.3.4d).
The expressions in (5.3.4e) follow from (5.3.4a) and (5.3.4b). The bound in (5.3.4f) follows from
(5.3.5). Using ((2.2.19), pg. 19) we can show that for any sufficiently small ρ > 0 and 0¶ j ¶N ,
we have
(1−C Nρ2)sinhρ j −C Nρ2 ¶ 12 [(1+ρ)j − (1−ρ)j ]¶ (1+C Nρ2)sinhρ j +C Nρ2, (5.3.6a)
(1−C Nρ2)coshρ j ¶ 12 [(1+ρ)i +(1−ρ)i ]¶ coshρ j . (5.3.6b)
With a change of variables, we can prove the bound in (5.3.4g) using (2.2.19), (5.3.6) with (5.3.3)
for sufficiently large N . Note that using (5.3.1) and (5.3.2), for sufficiently large N we have
xQ −x N
4
¾ (1−p )σ ⇒ Q − N4 ¾ (1−p )N4 , (5.3.7a)
x 3N
4
−xQ ¾ (1−p )σ ⇒ 3N4 −Q ¾ (1−p )N4 . (5.3.7b)
For i = N4 and for sufficiently large N , using (5.3.7), we can write C
N
i ¶ (1+Cρ)(1+ρ)Q−
N
4 and
SNi ¾ (1−Cρ)(1+ρ)Q−N4 . Hence SNi /C Ni ¾ 1−Cρ > 12 . We can write a similar statement for
i = 3N4 .
Define the difference operators
D−h Z (x i ) := 1h (Z (x i )−Z (x i−1)), D+h :=D−h Z (x i+1), δ2h := 1h [(D+h −D−h )Z (x i )]. (5.3.8)
Observe that in the fine mesh; D−h = D− and in the coarse mesh; D−h 6= D−. The purpose of
defining such operators is for convenience. We present identities and inequalities that result
when these operators are applied to the mesh function T N in the following Lemma.
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Lemma 5.3.2. Assuming (5.2.1), then for sufficiently large N , the operators in (5.3.8) and the
mesh function T N defined in (5.3.3) satisfy:
D−h T N (x i )< 0, 0< i ¶N , D+h T N (x i )< 0, 0¶ i <N , (5.3.9a)
1+ρ
1−ρD
−
h T
N (x i )¶D+h T N (x i )¶D
−
h T
N (x i ), 0< i <Q , (5.3.9b)
D+h T
N (xQ ) =D−h T N (xQ ), (5.3.9c)
1+ρ
1−ρD
+
h T
N (x i )¶D−h T N (x i )¶D+h T N (x i ), Q < i <N , (5.3.9d)
|T N (x i )−T N (x N
4
)|¶Cρ, i < N4 , |T N (x i )−T N (x 3N4 )|¶Cρ, i > 3N4 , (5.3.9e)
max{"|D+h T N (x N4 )|, "|D−h T N (x 3N4 )|}¶ 5rθN−2(1−p ), when σ= "r ln N , (5.3.9f)
"δ2h T −θT D−h T ¾ 0, 0< i <Q , "δ2h T −θT D+h T ¶ 0, Q < i <N , (5.3.9g)
T N (x i )T N (x i−1)− "θ (D−h +D+h )T N (x i )¾ 2r, 0< i ¶Q , (5.3.9h)
T N (x i+1)T N (x i )− "θ (D−h +D+h )T N (x i )¾ 2r, Q < i <N . (5.3.9i)
Proof. Using (5.3.3) with (5.3.8), we can show that
D−h T N (x i ) =
r
"
(T Ni T
N
i−1−1) = −4r /"(1−ρ
2)Q−i
C Ni C
N
i−1
, δ2h T
N (x i ) =
r
"
T Ni (D
++D−)T Ni . (5.3.10)
Use Lemma 5.3.1 and (5.3.10) to establish (5.3.9a), (5.3.9c) and (5.3.9e). For (5.3.9b), using
Lemma 5.3.1 we have
C Ni+1C
N
i ¾
1
(1+ρ)2
C Ni C
N
i−1.
Thus
D+h T
N (x i ) =
−4r /"(1−ρ2)Q−(i+1)
C Ni+1C
N
i
¾ (1+ρ)
2
1−ρ2
−4r /"(1−ρ2)Q−i
C Ni C
N
i−1
=
1+ρ
1−ρD
−
h T
N (x i ).
Also, from Lemma 5.3.1 and (5.3.10) we have δ2h T
N (x i )¶ 0, i ¶Q . Thus using (5.3.8), we have
D+h T
N (x i )¶D−h T N (x i ), i ¶Q .
Verify (5.3.9d) in the same manner. For (5.3.9f), when i = N4 then using Lemma 5.3.1 and (5.3.3)
we have
C Ni+1C
N
i ¾C Ni+1
2 = [(1+ρ)Q−(i+1)+(1−ρ)Q−(i+1)]2 ¾ (1+ρ)2(Q−(i+1)). (5.3.11)
Using (5.3.7), (5.3.11), ((2.2.19), pg. 19) and assumingσ= "r ln N , we have
D+h T
N (x i ) =
−4r"−1(1−ρ2)Q−(i+1)
C Ni+1C
N
i
¾−4r"−1 (1+ρ)Q−(i+1)(1−ρ)Q−(i+1)
(1+ρ)2(Q−(i+1))
=−1+ρ
1−ρ 4r"
−1

1−ρ
1+ρ
Q−N4
¾−5r"−1e−2ρ(Q−N4 ) =−5r"−1N−2(1−p ).
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Use (5.3.9a) to bound D+h T
N (x i ) from above. Bound D−T N (x 3N
4
) in the same manner. For the
first inequality in (5.3.9g), using (5.2.1), (5.3.10) and (5.3.9b) with Lemma 5.3.1 and (5.3.9a) for
i <Q , we have
"δ2h T
N
i −θT Ni D−h T Ni = T Ni (r (D++D−)ANi −θD−h T Ni )¾ T Ni

2r
(1−ρ) −θ

D−h T Ni ¾ 0.
The second inequality in (5.3.9g) is established in the same manner. For (5.3.9h) on 0< i ¶Q ,
using (5.2.1), Lemma 5.3.1, (5.3.9a) and (5.3.10) we have
T Ni T
N
i−1− "θ (D
−
h +D
+
h )T
N
i ¾ T Ni T Ni−1− 2"θ D
−
h T
N
i =
2r
θ
+

1− 2r
θ

T Ni T
N
i−1 ¾
2r
θ
.
The bound (5.3.9i) is established in the same manner.
We now define the discrete function AN" which will replace α" in discrete analogues of the bar-
rier functions in Theorem 5.2.2. We distinguish between the cases σ < µ (σ ≡ C" ln N ) and
σ=µ (σ≡C ). Whenσ<µ, we define AN" as follows
AN" (x i ) :=

AN" (x N4 )+ (x
N
4
−x i ) 5r2µN−(1−2p ), 0¶ i < N4 ,
θT N (x i ), N4 ¶ i ¶
3N
4 ,
AN" (x 3N4 )− (x i −x 3N4 ) 5r2µN−(1−2p ), 3N4 < i ¶N .
(5.3.12a)
Whenσ=µ, we consider the case µ= 12 (1−d N ) (where H0 ¾ h =H1) and define AN" as follows
AN" (x i ) :=
 AN" (x N4 )+ H0h θ (T (x i )−T (x N4 )), 0¶ i < N4 ,
θT N (x i ), N4 ¶ i ¶N .
(5.3.12b)
When µ = d
N
2 (where H0 = h ¶ H1) we can define AN" in the same manner. We prove conver-
gence of AN" to α" in the following Lemma.
Lemma 5.3.3. For sufficiently large N , the value p defined in (5.3.1), the function α" defined in
(5.2.1) and the mesh function AN" defined in (5.3.12) satisfy:
|(α" −AN" )(x i )|¶C N−1(ln N )2+C N−(1−2p ).
Proof. First, using (5.3.1), (5.3.2) and the identity
tanh (X +Y ) =
tanh(X )+ tanh(Y )
1+ tanh(X ) tanh(Y )
we have
tanh(r (xQ −x i )/") = tanh[r (d −x i )/"+ r (xQ −d )/"]
=
tanh(r (d −x i )/")+ tanh(r (xQ −d )/")
1+ tanh(r (d −x i )/") tanh(r (xQ −d )/")
¶ tanh(r (d −x i )/")+ρ
1−ρ ¶ tanh(r (d −x i )/")+Cρ.
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Construct a corresponding lower bound to give
| tanh(r (d −x i )/")− tanh(r (xQ −x i )/")|¶Cρ ¶C N−1 ln N , ∀i . (5.3.13)
Consider values for i ∈S where
S :=


N
4 ,
3N
4

, if σ<µ,
N
4 , N

, if σ= 12 (1−d N ),
0, 3N4

, if σ= d
N
2
∩Z.
Using (5.3.1), we have
xQ −x i = x N
4
+h(Q − 3N4 )−x N4 −h(i − 3N4 ) = (Q − i )h.
Now using Lemma 5.3.2 we have |AN" (x i )−θ tanh( r" (xQ −d ))|¶C Nρ2. For all other i /∈S, using
Lemma 5.3.2 and (5.3.12) we have
|ANi −θ tanh(r (xQ −x i )/")|¶ θ |T NN
4 ,
3N
4
+C N−(1−2p )+C |T Ni −T NN
4 ,
3N
4
| −θ tanh(r (xQ −x i )/")|
¶C |T NN
4 ,
3N
4
−1|+C N−(1−2p )+Cρ+C |1−θ tanh(r (xQ −x i )/")|
¶Cρ+C N−(1−2p )+Cρ+C |1−θ tanh(r (xQ −x N
4 ,
3N
4
)/")|
¶Cρ+C N−(1−2p )+C |1−θ tanh(r (Q − (N4 , 3N4 ))h/")|
¶Cρ+C N−(1−2p )+C |1−T NN
4 ,
3N
4
|+C |T NN
4 ,
3N
4
−θ tanh(r (Q − (N4 , 3N4 ))h/")|
¶Cρ+C N−(1−2p )+Cρ+C Nρ2.
Thus, ∀ i , we have
|AN" (x i )−θ tanh
r
"
(xQ −x i )

|¶Cρ+C N−(1−2p )+C Nρ2 ¶C N−(1−2p )+C N−1(ln N )2. (5.3.14)
Combine (5.3.13) and (5.3.14) to complete the proof.
By the assumption (5.2.1b), and assuming N is sufficiently large, we have
|a "(x i )|¾ |AN" (x i )|, x i ∈ΩN" .
The finite difference operatorL"N satisfies the following discrete minimum principle, the proof
of which is standard.
Theorem 5.3.1. Let L"N be the difference operator defined in (I N" ) and Z be a mesh function on
Ω
N
" . If min{Z (x0),Z (xN )}¾ 0 and L"N Z (x i )¶ 0 for x i ∈ΩN" , then Z (x i )¾ 0 for all x i ∈ΩN" .
Theorem 5.3.2. There exists a unique solution, Y N" , of (I N" ) such that
|Y N" (x i )|¶C , x i ∈ΩN" .
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Proof. We first establish the following list of inequalities;
"δ2AN" (x i )−AN" (x i )D−AN" (x i )¾ 0, 0< i <Q , (5.3.15a)
"δ2AN" (x i )−AN" (x i )D+AN" (x i )¶ 0, Q < i <N , (5.3.15b)
AN" (x i )A
N
" (x i−1)− 2"h i+1+h i (h i D
−+h i+1D+)AN" (x i )¾ θ r, 0< i ¶Q , (5.3.15c)
AN" (x i+1)A
N
" (x i )− 2"h i+1+h i (h i D
−+h i+1D+)AN" (x i )¾ θ r, Q < i <N , (5.3.15d)
which are discrete counterparts to the inequalities (5.2.2). Recall from the assumption (5.2.1)
that θ > 2r . We first consider the case whereσ<µ. Using (5.3.12a) we can show that
D−AN" (x i ) =− 5r2µN
−(1−2p ), 0< i ¶ N4 ,
3N
4 < i ¶N ; D
−AN" (x i ) = θD−h T Ni , N4 < i ¶
3N
4 ; (5.3.16a)
δ2AN" (x i ) =

0, max{i , N − i }< N4 ,
2(D+−D−)(ANi )
h+H0,1
, i = N4 ,
3N
4 ,
θδ2h T
N
i ,
3N
4 < i <N .
(5.3.16b)
For (5.3.15a), the result is trivial for 0 < i < N4 . For i =
N
4 , using Lemma 5.3.2 and (5.3.16), for
sufficiently large N , we have
("δ2−ANi D−)ANi = ( N"2d N +A
N
i )(−D−ANi )+ N2d N "D
+ANi
¾ 5rθ
4µ
N−(1−2p )− N
2d N
(5rθN−2(1−p ))¾ 0.
For N4 < i <Q , use (5.3.9g). Bound (5.3.15b) in the same manner. For (5.3.15c), for 0 < i ¶
N
4 ,
using (5.3.9), for sufficiently large N , we have
ANi A
N
i−1− "h i+1+h i (h i D
−+h i+1D+)ANi ¾ ANi ANi−1 ¾ ANN
4
2 ¾ (1−Cρ)2θ 2 ¾ 12θ 2 >θ r.
For N4 < i ¶Q , use (5.3.9g). The bound (5.3.15d) is established in the same manner.
Next, consider the case whereσ=µ= 12 (1−d N ). Using (5.3.12b) we can show that
D−AN" (x i ) = θD−h T (x i ), 0< i ¶N ,
δ2AN" (x i ) =
h
H0
θδ2h T
N
i , i <
N
4 ; δ
2AN" (x i ) =
2h
H0+h
θδ2h T
N
i , i =
N
4 ; δ
2AN" (x i ) = θδ
2
h T
N
i , i >
N
4 .
Using Lemma 5.3.2 and H0 ¾ h =H1, we can prove (5.3.15a)-(5.3.15d), in the same manner as
the caseσ<µ. The caseσ=µ= d
N
2 follows suit.
Define the discrete barrier functions
ψ±(x i ) :=
‖q‖
θ r
[(x i −xQ )AN" (x i )+ max
x i∈ΩN"
{(x i −xQ )AN" (x i )}]+max{|A |, |B |}±Y N" (x i ), (5.3.18)
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which are nonnegative at x = 0, 1. Using (5.3.12a) and Lemma 5.3.2 we have
D±[(x i −xQ )AN" (x i )] = (x i −xQ )D±AN" (x i )+AN" (x i±1)
 ¾ 0, i ¶Q ,¶ 0, i ¾Q .
Using this and the bounds in (5.3.15), we can show that L"Nψ±(x i )¶ 0 for x i ∈ΩN" . Thus using
Theorem 5.3.1, we have |Y N" |¶C on ΩN" . Existence and uniqueness follow from (5.3.18).
Akin to the continuous problem (I"), we split the discrete problem (I N" ) into left and right
discrete problems centred around x = xQ (5.3.2) as follows. Define the discrete left and right
problems by
Y N" (x i ) =
¦
Y NL (x i ), x i ¶ xQ , Y NR (x i ), x i ¾ xQ ,
©
L"N Y NL (x i ) =q (x i ), x i ∈ΩN" ∩ (0,xQ ), Y NL (0) = y0, Y NL (xQ ) = Y N" (xQ ), (I NL )
L"N Y NR (x i ) =q (x i ), x i ∈ΩN" ∩ (xQ , 1), Y NR (xQ ) = Y N" (xQ ), Y NR (1) = y1. (I NR )
We decompose each Y NL\R into the sum of a regular component, V NL\R , and a layer component,
W NL\R . We define V NL as the solution of
L−,N V NL (x i ) := ("δ2+a−0 D−−b )V NL (x i ) =q (x i ), x i ∈ΩN" ∩ (0,xQ ),
V NL (0) = y0, V
N
L (xQ ) = (V
N
0 + "V
N
1 )(xQ ),
(5.3.19a)
where V NL =V
N
0 + "V
N
1 + "
2V N2 and V
N
0 , V
N
1 , V
N
2 satisfy
(a−0 D−+b )V N0 (x i ) =−q (x i ), x i ∈ΩN" ∩ (0,xQ ], V N0 (0) = y0, (5.3.19b)
(a−0 D−+b )V N1 (x i ) =δ2V N0 (x i ), x i ∈ΩN" ∩ (0,xQ ), V N1 (0) = 0; V N1 (xQ ) :=V N1 (xQ−1), (5.3.19c)
L−,N V N2 (x i ) =−δ2V N1 (x i ), x i ∈ΩN" ∩ (0,xQ ), V N2 (0) =V N2 (xQ ) = 0. (5.3.19d)
We incorporate the error (L"N − L−,N )V NL into the discrete layer component, W NL , which is,
noting (5.2.1d), defined as the solution of the following discrete problem
L"N W NL (x i ) =ϕ
−
" D
−V NL (x i ), x i ∈ΩN" ∩Ω−, W NL (0) = 0, W NL (xQ ) = (Y NL −V NL )(xQ ). (5.3.19e)
Similarly V NR and W
N
R satisfy
L+,N V NR (x i ) := ("δ
2+a+0 D
+−b )V NR (x i ) =q (x i ), x i ∈ΩN" ∩ (xQ , 1), (5.3.20a)
V NR (xQ ) =V
∗, V NR (1) = y1, (5.3.20b)
L"N W NR (x i ) =ϕ
+
" D
+V NR (x i ), x i ∈ΩN" ∩ (xQ , 1), (5.3.20c)
W NR (xQ ) = (Y
N
R −V NR )(xQ ), W NR (1) = 0. (5.3.20d)
where V ∗ is defined analogously to V NL (xQ ) in (5.3.19). We now determine bounds on V NL\R ,
W NL\R , D±V NL\R and on the error |V NL\R − vL\R |. But first we present a mesh function that we will
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use in the barrier functions for the layer component, along with some of its properties, in the
following Lemma.
Lemma 5.3.4. For sufficiently large N , the mesh function Wˆ N defined below satisfies
Wˆ N (x i ) :=
Q∏
j=i+1

1+
α"(x j )
2
h j
"
−1
, 0¶ i <Q , Wˆ N (xQ ) := 1,
Wˆ N (x i )¾ (1−Cρ)e−(θ/2)(d−x i )/" , 0¶ i ¶Q ,
Wˆ N (x i )¶C e−(θ/2)(d−x i )/" , N4 ¶ i ¶Q (σ<µ), 0¶ i ¶Q (σ=µ),
|Wˆ N (x i )|¶C N−(1−p ), i ¶ N4 (σ<µ).
Proof. We can easily bound Wˆ N from below using (5.2.1), (5.3.1), ((2.2.19), pg. 19) and (5.3.7)
as follows
Wˆ N (x i )¾
Q∏
j=i+1
exp

−α"(x j )
2"
h j

= exp
− 1
2"
Q∑
j=i+1
α"(x j )h j
¾ exp
− θ
2"
Q∑
j=i+1
h j

= exp

− θ
2"
(xQ −x i )

= exp

− θ
2"
(xQ −d )

exp

− θ
2"
(d −x i )

¾ (1−Cρ)exp

− θ
2"
(d −x i )

.
Using (5.3.7) with the rectangle rule (3.2.21) on N4 ¶ i ¶Q when (σ < µ) or on 0 ¶ i ¶Q when
(σ=µ), we have
1
2"
Q∑
j=i+1
α"(x j )h j ¾
1
2"
∫ xQ
x i
α"(t ) d t −C (h/")2 ¾ 1
2"
∫ xQ
x i
α"(t ) d t −C N−2(ln N )2. (5.3.22)
Using ((2.2.19), pg. 19) with (5.2.1), (5.2.5), (5.3.1), (5.3.7) and (5.3.22), for sufficiently large N ,
we have
Wˆ N (x i )¶
Q∏
j=i+1
exp

−α"(x j )
2"
h j

exp

1
2

α"(x j )
2"
h j
2
¶ exp

C N (N−1 ln N )2

exp
− 1
2"
Q∑
j=i+1
α"(x j )h j

¶C exp
 
− 1
2"
∫ xQ
x i
α"(t ) d t
!
¶C exp
 
− 1
2"
∫ d
x i
α"(t ) d t
!
¶C exp

− θ
2"
(d −x i )

.
Finally, we have
Wˆ N (x i )− Wˆ N (x i−1) = α"(x i )h i
2"
Wˆ N (x i )> 0.
Thus for i ¶ N4 when (σ<µ), using (5.2.1) and (5.3.7) we have
Wˆ N (x i )¶ Wˆ N (x N
4
)¶C e−(θ/2)(d−xN /4)/" ¶C N−(1−p ).
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Lemma 5.3.5. If vL , wL are the solutions of (5.2.3), vR , wR are the solutions of (5.2.4), V NL , W
N
L
are the solutions of (5.3.19) and V NR , W
N
R are the solutions of (5.3.20) then we have the bounds
|D−V NL (x i )|¶C , x i ∈ΩN" ∩ (0,xQ ]; |(V NL −vL)(x i )|¶C N−1x i , x i ∈ΩN" ∩ [0,xQ ],
|D+V NR (x i )|¶C , x i ∈ΩN" ∩ [xQ , 1); |(V NR −vR )(x i )|¶C N−1(1−x i ), x i ∈ΩN" ∩ [xQ , 1],
|W NL (x i )|¶
 C e−(θ/2)(d−x i )/" +C N−(1−p ), N4 ¶ i ¶Q (if σ<µ), 0¶ i ¶Q (if σ=µ),C N−(1−p ), 0¶ i ¶ N4 (if σ<µ),
|W NR (x i )|¶
 C e−(θ/2)(x i−d )/" +C N−(1−p ), Q ¶ i ¶ 3N4 (if σ<µ), Q ¶ i ¶N (if σ=µ),C N−(1−p ), 3N4 ¶ i ¶N (if σ<µ).
Proof. The bounds on the components vL\R and VL\R can be proved analogously to Lemma
3.2.2.
To bound the layer component W NL , we first establish a few inequalities. Using
1
2 e
t ¶ cosh t ¶
e t , t > 0 and using (5.2.1), (5.3.7) and Lemma 5.3.2, boundϕ−" and a " for sufficiently large N as
follows
Wˆ N (x i−1)¾ exp

− θ
2"
(d −x i +h)

¾ 1
2
e−(θ/2)(d−x i )/" ,
N
4 < i <Q (if σ<µ), 0< i <Q (if σ=µ),
α"(x i )¾
θ
2
, 0¶ i ¶ N4 , (if σ<µ) |ϕ−" (x i )|¶N−(1−p ), 0¶ i ¶ N4 (if σ<µ).
By constructing suitable barrier functions, we complete the proof in an analogous manner as
Lemma 3.2.3.
A bound on the error Y N" − y" is given in the following lemma.
Theorem 5.3.3. If y" is the solution of (I" , (5.2.1)) and Y N" is the solution of (I N" , (5.3.1)), then
‖Y N" − y"‖[0,1] ¶C N−1(ln N )2+C N−(1−p ),
where |d N −d |< pσ and p ¶ 12 is defined in (5.3.1) and Y N" is the linear interpolation of Y N" .
Proof. First, if σ < µ then for i ¶ N4 , using Lemma 5.2.1, Lemma 5.3.5 and (5.3.1), (5.3.7) we
have
|(Y N" − y")(x i )|¶ |W NL (x i )|+ |wL(x i )|+ |(V NL −vL)(x i )|¶C N−(1−p ).
Similarly, for i ¾ 3N4 , we have |(Y N" − y")(x i )|¶C N−(1−p ).
We now need to examine the error over all mesh points x i ∈ [xL ,xR ] where xL = 0 if σ = µ
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or xL = x N
4
if σ < µ and xR = 1 if σ = µ or xR = x 3N
4
if σ < µ. Note the implication that for
any x i ∈ (xL ,xR ), we have h i /" ¶ C N−1 ln N . The error E N (x i ) := (Y N" − y")(x i ) is defined as a
solution of the following
L"N E N (x i ) = (L" −L"N )y" , x i ∈ΩN" ∩ (xL ,xR ), |E (xL\R )|¶C N−(1−p ).
For any s ∈ [x i−1,x i+1] ⊂ [xL ,xR ] ∩ΩN" , using (I"), (5.2.1) and Theorem 5.2.2, we can bound
"|y ′′" (s )− y ′′" (x i )| as follows
"|y ′′" (s )− y ′′" (x i )|¶ (‖a "‖‖y ′′" ‖+(‖b‖+
∫ x i+1
0
a ′"(ξ) dξ)‖y ′"‖+ ‖b ′‖‖y"‖+ ‖ f ′‖)|s −x i |¶C h i"2 .
(5.3.24)
Thus using (5.3.24) with (3.2.15) we have
|(L" −L"N )y"(x i )|¶C h i "−2 ¶C"−1N−1 ln N , x i ∈ΩN" ∩ (xL ,xR ).
Hence, using the barrier functions in (5.3.18) we can show that
|E (x i )|¶C"−1N−1 ln N [(x i −xQ )AN" (x i )+ max
x i∈ΩN" ∩[xL ,xR ]
{(x i −xQ )AN" (x i )}]+C N−(1−p )
¶
 Cσ" N−1 ln N +C N−(1−p ) ¶C N−1(ln N )2+C N−(1−p ), σ<µ,C
"
N−1 ln N +C N−(1−p ) ¶C N−1(ln N )2+C N−(1−p ), σ=µ.
The global bound follows as in [22, pg. 381].
5.4: NUMERICAL EXAMPLES
Example 5.1
In this example, we consider the problem class (I") with
a "(x ) = (2.25+x 2) tanh ( 1.1" (0.6−x )), b (x ) = e−5x , (5.4.1a)
q (x ) = cos(3x ), A = 2, B =−3, d = 0.6. (5.4.1b)
We choose r = 1 and θ = 2.1. We consider various values for the parameter p in (5.3.1a).
To generate a value of d N associated with some p , we start with
a scale factor of κ= 0.99 and reduce by 0.01 until
d N = d ±κp min{ 12 min (d , 1−d ), "r ln N } satisfies |d −d N |< pσ.
(5.4.2)
We solve the scheme ((I N" ), (5.3.1)) exactly to generate numerical approximations U N" . We
consider p = 0, p = 0.5 and p = 1 and using (5.4.2) we centre the mesh at d N = d , d N ≈ d−0.5σ
and d N ≈ d −σ (test case). Figure 5.1 contains plots of Numerical Solutions, for these three
cases, of (I N" ) for this example. Note, the fine mesh locations are superimposed onto the graph.
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Figure 5.1: Plot of the numerical solutions of (I") with the problem data (5.4.1),
solved exactly using the numerical method ((I N" ), (5.3.1), (5.4.2)), over
x i ∈ [0.588, 0.626] for d N = d , d N ≈ d−0.5σ and d N ≈ d−σwhere " = 10−3
and N = 64 including superimpositions of fine mesh locations.
We compute the approximate errors
E˜ N" = maxΩN" ∪Ω8192"
|U N" −U 8192" | (5.4.3)
where U
N
" is the interpolation of U
N
" , the numerical solution of (I N" ) using N mesh intervals,
onto the mesh ΩN" ∪Ω8192" . Table 5.1 displays the approximate errors E˜ N" and the uniform errors
E˜ N =max" E N" , using (5.4.3) . Shifting the mesh off-centre within the limit of p ¶
1
2 has little
to no effect on the differences. We further test for an effect of the value of p by producing the
computed rates of convergence RN" and the uniform rates of convergence R
N (as defined in
((3.4.4), pg. 82)), presented in Table 5.1. The N−(1−p ) factor established in Theorem 5.3.3 is not
evident for p ¶ 12 . However, for p = 1 we see a collapse in the computed rates of convergence.
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dN = d dN ≈ d+0.5σ dN ≈ d+σ
@
@
@"
N
32 64 128 256 512 32 64 128 256 512 32 64 128 256 512
E˜N"
2−0 0.004 0.002 0.001 0 0 0.005 0.002 0.001 0 0 0.006 0.003 0.001 0.001 0
2−2 0.085 0.044 0.022 0.011 0.005 0.15 0.076 0.038 0.019 0.009 0.181 0.092 0.046 0.023 0.011
2−4 0.218 0.116 0.059 0.03 0.014 0.245 0.133 0.07 0.036 0.018 0.95 0.421 0.21 0.104 0.051
2−6 0.241 0.147 0.087 0.05 0.027 0.29 0.157 0.086 0.049 0.027 2.603 1.805 0.992 0.441 0.211
2−8 0.243 0.147 0.087 0.05 0.027 0.311 0.167 0.09 0.049 0.027 3.711 3.274 2.628 1.808 0.983
2−10 0.244 0.147 0.087 0.05 0.027 0.317 0.171 0.092 0.049 0.027 4.136 3.953 3.648 3.172 2.492
2−12 0.244 0.147 0.087 0.05 0.027 0.318 0.172 0.092 0.05 0.027 4.269 4.176 4.029 3.765 3.407
2−14 0.244 0.147 0.087 0.05 0.027 0.319 0.172 0.093 0.05 0.027 4.306 4.252 4.154 3.981 3.686
2−16 0.244 0.147 0.087 0.05 0.027 0.319 0.172 0.093 0.05 0.027 4.326 4.275 4.181 4.073 3.904
2−18 0.244 0.147 0.087 0.05 0.027 0.319 0.172 0.093 0.05 0.027 4.328 4.292 4.232 4.135 3.969
2−20 0.244 0.147 0.087 0.05 0.027 0.319 0.172 0.093 0.05 0.027 4.34 4.307 4.248 4.151 3.986
EN 0.244 0.147 0.088 0.05 0.028 0.319 0.172 0.093 0.05 0.027 4.34 4.307 4.248 4.151 3.986
RN"
2−0 0.99 0.99 0.99 1 1 1.06 1.01 1 1 1 1.11 1.01 1 1 1
2−2 0.84 0.92 0.96 0.98 0.99 0.84 0.91 0.96 0.98 0.99 0.84 0.91 0.95 0.98 0.99
2−4 0.72 0.85 0.92 0.96 0.98 0.71 0.82 0.89 0.94 0.97 0.85 0.85 0.89 0.94 0.97
2−6 0.36 0.57 0.61 0.75 0.8 0.84 0.85 0.69 0.73 0.79 -0.24 0.36 0.94 0.89 0.91
2−8 0.4 0.58 0.61 0.75 0.8 0.85 0.88 0.78 0.77 0.78 -0.74 -0.54 -0.22 0.35 0.9
2−10 0.41 0.58 0.61 0.75 0.8 0.85 0.88 0.79 0.81 0.78 -0.85 -0.74 -0.66 -0.52 -0.21
2−12 0.41 0.58 0.61 0.75 0.8 0.85 0.88 0.79 0.82 0.78 -0.8 -0.64 -0.65 -0.67 -0.64
2−14 0.41 0.58 0.61 0.75 0.8 0.84 0.88 0.79 0.82 0.78 -0.46 -0.43 -0.42 -0.49 -0.59
2−16 0.41 0.58 0.61 0.75 0.8 0.84 0.88 0.79 0.82 0.78 -0.17 -0.32 -0.23 -0.24 -0.33
2−18 0.41 0.58 0.61 0.75 0.8 0.84 0.88 0.79 0.82 0.78 -0.09 -0.28 -0.16 -0.12 -0.13
2−20 0.41 0.58 0.61 0.75 0.8 0.84 0.88 0.79 0.82 0.78 -0.07 -0.27 -0.14 -0.08 -0.06
RN 0.72 0.62 0.61 0.63 0.87 0.84 0.88 0.76 0.82 0.79 -0.11 -0.05 -0.02 0 0
Table 5.1: Approximate errors E˜ N" (as defined in (5.4.3)) and computed rates of con-
vergence RN" and R
N (as defined in ((3.4.4), pg. 82)), measured from the
numerical solutions of (I") with the problem data (5.4.1), solved exactly us-
ing the numerical method ((I N" ), (5.3.1), (5.4.2)) for d N = d , d N ≈ d −0.5σ
and d N ≈ d −σ.
Example 5.2
In [8], the following problem class was studied: Find z ∈C 1(0, 1) such that
("z ′′− a˜ z ′)(x ) =q (x ), x ∈ (0, 1) \d , z (0) = z 0, z (1) = z (1), (5.4.4a)
a˜ (x )> α˜> 0, x < d˜ , a˜ (x )<−α˜, x > d˜ . (5.4.4b)
The convection coefficient a˜ has a discontinuity at x = d˜ . Note that we have transformed the
problem in [8] with x = 1− xˆ . The Scheme analysed in [8] with which to numerically solve
(5.4.4) can be written as follows
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Numerical Scheme 5.1 ([8]). Find a mesh function Z N such that
("δ2Z N + a˜ D˜Z N )(x i ) = q˜ (x i ), x i ∈ΩN \ {x N
2
}, Z N (0) = z 0, Z N (1) = z 1, (5.4.5)
D−Z N (x N
2
) =D+Z N (x N
2
), (5.4.6)
D˜ :=
 D− if i < N2D+ if i > N2 (5.4.7)
where ΩN is described as
x i ∈ΩN" : x i =

4(d−σ0)
N i , 0¶ i ¶
N
4 ,
d −σ0+ 4σ0N (i − N4 ), N4 < i ¶ N2 ,
d + 4σ1N (i − N2 ), N2 < i ¶ 3N4 ,
d +σ1+
4(1−d−σ1)
N (i − 3N4 ), 3N4 < i ¶N ,

(5.4.8a)
σj :=min

d +(1−2d )j
2
,
"
α˜
ln N

, j = 0, 1. (5.4.8b)
We compare numerical solutions (Z N" ), generated from the Numerical Scheme 5.1, with numer-
ical solutions (U N" ), generated from the Numerical Scheme ((I N" ), (5.3.1)) when we choose a "
s.t. a "→ a˜ as "→ 0. We consider (I") and (5.4.4) with
d = d˜ = 0.6, a "(x ) = 2.25 tanh ((0.6−x )/"), (5.4.9a)
a˜ (x ) = 2.25, x < d , a˜ (x ) =−2.25, x > d , (5.4.9b)
b (x ) = 0, q (x ) = q˜ (x ) = cos(3x ), A = z 0 = 2, B = z 1 =−3. (5.4.9c)
We choose r = 1 and θ = 2.1.
We solve both problems numerically for various values of " and N . In Table 5.2, we present the
maximum pointwise differences defined by
E˜ N" := max
x i∈ΩN"
|Z N" −U N" |, (5.4.10)
where Z
N
" is the interpolant of Z
N
" .
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E˜N"
@
@
@
@"
N
N=32 N=64 N=128 N=256 N=512 N=1024 N=2048
10−1 0.3573 0.3894 0.4259 0.4457 0.4534 0.4557 0.456
10−2 0.3518 0.4 0.4288 0.4389 0.4423 0.4442 0.445
10−3 0.338 0.3881 0.4212 0.4342 0.4395 0.4424 0.4437
10−4 0.3364 0.3866 0.4199 0.4332 0.4387 0.4418 0.4433
10−5 0.3363 0.3864 0.4198 0.4331 0.4386 0.4417 0.4432
10−6 0.3363 0.3864 0.4198 0.4331 0.4386 0.4417 0.4432
Table 5.2: Maximum pointwise differences E˜ N" (as defined in (5.4.10)), between the
Numerical Solutions of ((I"), with convection coefficient a "), approxi-
mated by solving the Numerical Scheme ((I N" ), (5.3.1)) exactly and the Nu-
merical Solutions of ((5.4.4), with convection coefficient a˜ ), approximated
by solving the Numerical Scheme 5.1 exactly, all with the problem data
(5.4.9), where lim"↓0 a " = a˜ .
Remark: In the nonlinear problem (1) the convection coefficient u of u ′ is C 1. In an attempt to
mimic the analysis of the linear problem in studying the nonlinear problem (1), it is felt that
analysing the linear problem with a continuous convection coefficient rather than the discontin-
uous coefficient is more appropriate. Table 5.2 indicates that even though a "(x )→ a˜ (x ) for small
", the solutions to (I") and (5.4.4) are distinct and the character of the interior layer is different
in both solutions.
Example 5.3 (Equivalent time-dependent problem associated with (I"))
In this example, we consider the following finite difference scheme:
Numerical Scheme 5.2. Find Y N" such that
LN ,M" Y
N
" (x i , t j ) := ("δ
2−a "Dx −b −D−t )Y N" (x i , t j ) =q (x i , t j ),
x i ∈ΩN , t j ∈ ΓM = {t j = T j /M , 0¶ j ¶M },
Y N" (0, t j ) = A, Y
N
" (1, t j ) = B , t j > 0, Y
N
" (x i , 0) = g (x i ), x i ∈ΩN
Dx := {D−x , a "(x i , t j )¾ 0, D+x , a "(x i , t j )< 0},
where ΩN is as defined in (5.3.1) and a " , b and q as in (I").
This scheme is the scheme (I N" , (5.3.1)) with the addition of time dependence. We consider
113
the Numerical Scheme 5.2 with
a "(x , t ) = (2.25+x 2) tanh ( 1.1" (0.6−x )), b (x , t ) = e−5x , (5.4.11a)
q (x , t ) = cos(3x ), A = 2, B =−3, d = 0.6, g (x ) = Bx +A(1−x ). (5.4.11b)
We choose 2< θ < 2.25 and r = 1. We let p = 0 and center the mesh at d and we also consider
p = 0.5 and centre the mesh at d N ≈ d + 0.5σ (|d N − d | < 0.5σ). Note that, apart from zero
order, we do not set any compatibility conditions here. Table 5.3 shows the computed rates of
convergence RN" and R
N defined by
E N" (x i , t j ) = |(Y N ,N" −Y 2N ,2N" )(x i , t j )|, DN" := max
(x i ,t j )∈ΩN×ΓN
E N (x i , t j ), (5.4.12a)
DN :=max
"
DN" , R
N
"
:= log2
DN"
D2N"
and RN := log2
DN
D2N
, (5.4.12b)
where Y
2N ,2N
" is the bilinear interpolation of Y
2N ,2N
" , a numerical solution of the Numerical
Scheme 5.2 using 2N mesh intervals in both space and time.
RN"
p= 0 p= 0.5
HHHHHH"
N
N=8 N=16 N=32 N=64 N=128 N=256 N=8 N=16 N=32 N=64 N=128 N=256
2−0 0.48 0.71 0.71 0.82 0.90 0.95 0.68 0.72 0.72 0.82 0.90 0.95
2−1 0.49 0.75 0.85 0.91 0.95 0.97 0.88 0.74 0.85 0.92 0.96 0.98
2−2 0.53 0.72 0.83 0.92 0.96 0.98 0.36 0.67 0.82 0.91 0.95 0.98
2−3 0.41 0.64 0.79 0.88 0.93 0.97 0.07 0.45 0.65 0.84 0.90 0.95
2−4 0.48 0.32 0.68 0.81 0.89 0.94 0.09 0.44 0.64 0.77 0.86 0.92
2−5 0.45 0.42 0.56 0.65 0.72 0.74 -0.06 0.52 0.70 0.69 0.76 0.89
2−6 0.42 0.40 0.53 0.60 0.68 0.78 -0.14 0.47 0.67 0.72 0.74 0.80
2−7 0.41 0.39 0.50 0.56 0.64 0.72 -0.19 0.44 0.66 0.69 0.71 0.75
2−8 0.41 0.39 0.49 0.54 0.60 0.63 -0.21 0.42 0.65 0.67 0.69 0.71
2−9 0.41 0.38 0.49 0.52 0.56 0.59 -0.22 0.42 0.64 0.66 0.67 0.67
2−10 0.42 0.38 0.48 0.52 0.54 0.56 -0.22 0.41 0.64 0.65 0.65 0.63
2−11 0.42 0.38 0.48 0.51 0.53 0.55 -0.22 0.41 0.64 0.65 0.65 0.61
2−12 0.42 0.38 0.48 0.51 0.52 0.54 -0.22 0.41 0.63 0.65 0.64 0.60
. . . . . . . . . . . . .
. . . . . . . . . . . . .
. . . . . . . . . . . . .
2−20 0.42 0.38 0.48 0.51 0.52 0.53 -0.23 0.41 0.63 0.65 0.64 0.59
RN 0.42 0.38 0.48 0.51 0.52 0.53 -0.23 0.41 0.63 0.65 0.64 0.59
Table 5.3: Computed rates of convergence RN" and R
N (as defined in (5.4.12)), mea-
sured from the numerical solutions of the numerical method 5.2, with the
problem data, including q , as in (5.4.11).
We repeat this example except we chose q so that compatibility conditions at the corners are
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satisfied i.e. ("g x x −a "g x −b g − g t )(c , 0) =q (c ), for c = 0, 1. An example of such a q is
q (x ) = (5a "(0)−2b (0))cos pi2 x +(5a "(1)+3b (1))sin pi2 x . (5.4.13)
RN"
p= 0 p= 0.5
HHHHHH"
N
N=8 N=16 N=32 N=64 N=128 N=256 N=8 N=16 N=32 N=64 N=128 N=256
2−0 0.57 0.74 0.85 0.92 0.96 0.98 0.53 0.73 0.84 0.92 0.96 0.98
2−1 0.53 0.73 0.88 0.94 0.97 0.98 0.43 0.71 0.86 0.93 0.97 0.98
2−2 0.39 0.66 0.83 0.91 0.95 0.98 0.47 0.55 0.78 0.89 0.94 0.97
2−3 1.06 0.57 0.77 0.87 0.93 0.96 1.06 0.36 0.63 0.78 0.89 0.94
2−4 1.06 0.58 0.66 0.82 0.90 0.95 1.03 0.49 0.61 0.76 0.87 0.93
2−5 0.73 0.92 0.77 0.66 0.71 0.74 0.63 0.78 0.63 0.66 0.77 0.91
2−6 0.65 0.85 0.94 0.65 0.71 0.82 0.48 0.82 0.63 0.75 0.78 0.84
2−7 0.61 0.82 0.95 0.71 0.70 0.81 0.46 0.83 0.64 0.76 0.78 0.84
2−8 0.59 0.81 0.94 0.75 0.69 0.80 0.45 0.82 0.67 0.76 0.78 0.84
2−9 0.58 0.80 0.93 0.77 0.69 0.79 0.44 0.81 0.68 0.76 0.78 0.83
2−10 0.57 0.80 0.93 0.78 0.69 0.79 0.44 0.80 0.69 0.75 0.78 0.83
. . . . . . . . . . . . .
. . . . . . . . . . . . .
. . . . . . . . . . . . .
2−20 0.57 0.80 0.92 0.79 0.68 0.78 0.43 0.80 0.69 0.75 0.78 0.83
RN 0.57 0.80 0.92 0.79 0.68 0.78 0.43 0.80 0.69 0.75 0.78 0.83
Table 5.4: Computed rates of convergence RN" and R
N (as defined in (5.4.12)), mea-
sured from the numerical solutions of the numerical method 5.2, with the
problem data (5.4.11) except with q as in (5.4.13).
Furthermore, Figures 5.2-5.5 display contour plots of the computed error,
|(Y 1024,1024" − Y 2048,2048" )(x i , t j )|, for " = 2−15, but with computing the scheme 5.2 with either q
defined in (I") or in (5.4.13). Note that the graphs in Figures 5.3 and 5.5 are the same graphs
that are shown in Figures 5.2 and 5.4 only on a finer interval on the x -axis.
Observe the significant influence of the compatability condition (5.4.13) on the distribution
of the error. When there is only minimal compatibility imposed, the errors are largest along
the characteristics emanating from the corners. When additional compatibility is imposed, the
largest error is at the interior layer.
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Figure 5.2: Contour plot of the computed error E 1024" (x i , t j ) (as defined in (5.4.12))
over (x i , t j )∈ [0, 1]×[0, 1], computed using the numerical method 5.2, with
the problem data, including q , as in (5.4.11), with d = 0.6 and " = 2−15.
Figure 5.3: Contour plot of the computed error E 1024" (x i , t j ) (as defined in (5.4.12))
over (x i , t j )∈ [d−9", d+9"]×[0, 1], computed using the numerical method
5.2, with the problem data, including q , as in (5.4.11), with d = 0.6 and
" = 2−15.
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Figure 5.4: Contour plot of the computed error E 1024" (x i , t j ) (as defined in (5.4.12))
over (x i , t j )∈ [0, 1]×[0, 1], computed using the numerical method 5.2, with
the problem data (5.4.11), except with q as in (5.4.13), with d = 0.6 and
" = 2−15.
Figure 5.5: Contour plot of the computed error E 1024" (x i , t j ) (as defined in (5.4.12))
over (x i , t j )∈ [d−9", d+9"]×[0, 1], computed using the numerical method
5.2, with the problem data (5.4.11), except with q as in (5.4.13), with d = 0.6
and " = 2−15.
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CHAPTER: 6
SHISHKIN ALGORITHM
6.1: INTRODUCTION
In [32] Shishkin presented a computational algorithm that is parameter-uniform for a class of
time-dependent quasilinear singularly perturbed differential equations, whose solutions con-
tain an internal shock layer. The algorithm is intricate, mainly due to the fact that the location
of the internal layer is tracked at all time levels and the path of the inflexion point is approxi-
mated by a sufficiently smooth curve in time. No numerical experiments were presented in [1]
to illustrate the details of the algorithm in practice.
The established error bounds in [32] cannot immediately be described as parameter-uniform.
The error bounds can be described in the same manner as (4.1.2, §4.1) whereby a uniform con-
vergence rate is established in an area away from the smooth curve and a uniform convergence
rate is also established in an area around the smooth curve, but which is reliant on an insuf-
ficiently known transformation. We describe this error bound below before presenting some
numerical experiments.
6.2: OUTLINE OF THE SHISHKIN ALGORITHM
We describe the algorithm applied to a sub-class of the problem class considered in [32]. We
make minor modifications below for practical purposes to ease implementation. In the case
of a notable modification, a remark is included to inform the reader. Consider the following
problem class on the domain G =Ω× (0, T ], Ω= (0, 1), Γ= (0, T ); Find y" such that
" ∂
2
∂ x 2 −2y" ∂∂ x −b − ∂∂ t

y"(x , t ) =q (x , t ), (x , t )∈G ,
y"(0, t ) = A > 0, y"(1, t ) = B < 0, t ∈ [0, T ],
y"(x , 0) = u"(x ; d ), x ∈Ω, b (x , t )¾ 0, (x , t )∈G ,
(J")
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where u"(0; d ) = A, u"(d ; d ) = 0 and u"(1; d ) = B for some d ∈ (0, 1). On either side of d , the
initial condition can be decomposed into a regular component v and a layer component w .
On the interval [0, d ], u" = vL +wL and on [d , 1], u" = vR +wR where vL , vR and a sufficient
number of their derivatives are bounded independently of ". Also it is assumed
|w (k )L(R)(x )|¶C"−k e−C
|d−x |
" , 1¶ k ¶ 5, x ∈ [0, d ] ([d , 1]).
For a sample initial condition, we take u" = u L , x ¶ d and u" = u R , x > d where u L and u R are
the solutions of the linear singularly perturbed b.v.p.’s:
"
d 2
d x 2
−a L d
d x
−bL

u L(x ) =qL(x ), x ∈ (0, d ), u L(0) = A, u L(d ) = 0, (6.2.1a)
"
d 2
d x 2
+a R
d
d x
−bR

u R (x ) =qR (x ), x ∈ (d , 1), u R (d ) = 0, u R (1) = B , (6.2.1b)
a L(x )¾αL > 0, x ∈ [0, d ], a R (x )¶−αR < 0, x ∈ [d , 1]. (6.2.1c)
Note that we consider left and right problems to ensure u"(d ) = 0. Denote N and M as the
space and time discretisation parameters respectively. For convenience, we define the follow-
ing Shishkin meshes
Ω¯N ,d ,θL =
 x i x i = 2(d−σd )N i , 0¶ i ¶ N2 ,x i = d −σd + 2σdN (i − N2 ), N2 < i ¶N ,
 , (6.2.2a)
Ω¯N ,d ,θR =
 x i x i = d + 2σ1−dN i , 0¶ i ¶ N2 ,x i = d +σ1−d + 2(1−d−σ1−d )N (i − N2 ), N2 < i ¶N ,
 , (6.2.2b)
σµ =min
§
µ
2
,θ" log N
ª
, ΩN ,d ,θL\R = Ω¯
N ,d ,θ
L\R \ {x0,xN }. (6.2.2c)
We define the numerical approximation U N" (x ; d ), of the initial condition u" , as the solution of
the following discretisation of (6.2.1):
U N" (x i ; d ) =U
N
L (x i ), x i ∈ Ω¯
N
2 ,d ,αL
L , U
N
" (x i ; d ) =U
N
R (x i ), x i ∈ Ω¯
N
2 ,d ,αR
R , (6.2.3a)
("δ2−a LD−−bL)U NL (x i ) =qL(x i ), x i ∈Ω
N
2 ,d ,
1
αL
L , U
N
L (0) = A, U
N
L (d ) = 0, (6.2.3b)
("δ2+a R D+−bR )U NR (x i ) =qR (x i ), x i ∈Ω
N
2 ,d ,
1
αR
R , U
N
R (d ) = 0, U
N
R (1) = B. (6.2.3c)
If " > (N−2/5+M−2/5) then we discretise the parabolic problem (J") on a uniform grid as fol-
lows: Find Y N" such that
("D−x D+x Y N" −D−x (Y N" )2−b Y N" −D−t Y N" )(x i , t j ) =q (x i , t j ), (x i , t j )∈G N ,M ,
Y N" (0, t j ) = A, Y
N
" (1, t j ) = B , t j ∈ ΓM , Y N" (x i , 0) = U¯"(x i ; d ), x i ∈ΩN ,
(J N" )
where Ω
N
= Ω ∩ {x i |x i = iN , i = 0, . . . , N }, ΩN = Ω ∩ ΩN , ΓM = Γ ∩ {t j |t j = jM , j = 0, . . . , M },
ΓM = Γ∩ΓM , G N ,M = ΩN ×ΓM , G N ,M =G ∩G N ,M and U¯" is the linear interpolant of {U NL ,U NR }
119
(6.2.3) onto Ω.
If " ¶ (N−2/5+M−2/5) then we follow the algorithm outlined below. There exists a function s (t )
for which y"(s (t ), t ) = 0, (s (t ), t ) ∈ G . A transition layer appears in the vicinity of s (t ) for all
t ∈ [0, T ]. Consider the following reduced left and right boundary initial value problems:
−2yL ∂
∂ x
−b − ∂
∂ t

yL(x , t ) =q (x , t ), (x , t )∈ ((0, d ]× (0, T ])∩G , (6.2.4a)
yL(0, t ) = A, t ∈ [0, T ], yL(x , 0) = vL(x ), x ∈ (0, d ]∩Ω, (6.2.4b)
−2yR ∂
∂ x
−b − ∂
∂ t

yR (x , t ) =q (x , t ), (x , t )∈ ([d , 1)× (0, T ])∩G , (6.2.4c)
yR (x , 0) = vR (x ), x ∈ [d , 1)∩Ω, yR (1, t ) = B , t ∈ [0, T ]. (6.2.4d)
Define
y (η, t ) =

yL(x , t ) η< d ,
(yL + yR )(d , t ) η= d ,
yR (x , t ) η> d .
The leading term of the asymptotic expansion of s (t ) in " is the solution, s0, of the nonlinear
initial value problem
s ′0(t ) = y (s0(t ), t ), t ∈ (0, T ], s0(0) = d . (6.2.5)
We wish to discretise (6.2.4)-(6.2.5), but first we construct a global approximation V NL to vL by
interpolation and extrapolation as follows:
V NL (η) =
 U¯ NL (η), 0¶η¶ x N4 ,pL(η) =αη2+βη+γ, x N
4
<η¶ d ,
, x N
4
∈ Ω¯
N
2 ,d ,
1
αL
L ,
where U¯L is the linear interpolant of U NL and α, β and γ are chosen so that pL(x N4 ) =U
N
L (x N4 ),
D−pL(x N
4
) = D−U NL (x N4 ) and δ
2pL(x N
4 −1) = δ
2U NL (x N4 −1). We construct V
N
R in an analogous
manner.
Discretising (6.2.4), we solve the following reduced left and right discrete boundary initial value
problems:
(−2Y NL D−x −D−t −b )Y NL (x i , t j ) =q (x i , t j ), (x i , t j )∈ ((0, d ]× (0, T ])∩G N ,M ,
Y NL (0, t j ) = A, t j ∈ ΓM , Y NL (x i , 0) =V NL (x i ), x i ∈ (0, d ]∩ΩN ,
(−2Y NR D+x −D−t −b )Y NR (x i , t j ) =q (x i , t j ), (x i , t j )∈ ([d , 1)× (0, T ])∩G N ,M ,
Y NR (x i , 0) =V
N
R (x i ), x i ∈ [d , 1)∩ΩN , Y NR (1, t j ) = B , t j ∈ ΓM .
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Define
Y N (η, t j ) =

Y NL (x i , t j ) η∈ [x i ,x i+1)⊂ΩN , η< d , t j ∈ ΓM
(Y NL +Y
N
R )(d , t j ) η= d , only if d ∈ΩN , t j ∈ ΓM ,
Y NR (x i , t j ) η∈ [x i ,x i+1)⊂ΩN , η> d , t j ∈ ΓM
and discretise (6.2.5) and solve for SM/2, the discrete approximation to s0, using M/2 uniform
mesh intervals with the following Runge Kutta scheme
ħh = 2 T
M
, SM/2(τ0) = d , SM/2(τj ) =SM/2(t2(j−1))+
ħh
6
(k1+2k2+2k3+k4), (6.2.6a)
k1 = Y N (SM/2(t2(j−1)), t2(j−1)), k2 = Y N (SM/2(t2(j−1))+ k12 , t2j−1), (6.2.6b)
k3 = Y N (SM/2(t2(j−1))+ k22 , t2j−1), k4 = Y N (SM/2(t2(j−1))+k3, t2j ). (6.2.6c)
j = 1, . . . , M/2, τj ∈ ΓM2 , t l ∈ ΓM , l = 0, . . . , M . (6.2.6d)
Note The algorithm in [32] states that a backward Eular scheme can be used to discretise (6.2.5),
however for higher accuracy, we choose to use a Runge Kutta (RK) scheme. Note also, that we
approximate SM/2 on M/2+ 1 mesh points since the RK scheme requires evaluation of Y N on
the mid-points of the uniform mesh used in the RK scheme, which is possible because Y N is
evaluated on a uniform mesh in time with M+1 mesh-points, all either overlapping of lying half
way between the RK mesh-points. An alternative method is to use M +1 mesh points with the RK
scheme to solve for SM and use interpolation to approximate Y N at the midpoints, however we
did not desire any extra error, however small.
Note Later, for practical purposes, we need to define SM/2 beyond T . We extend Y N to Y¯ N s.t
Y¯ N (η, t j ) = Y N (η, t j ), t j ¶ T, t j ∈ ΓM and Y¯ N (η, t ) = Y (η, T ), t > T,
which is suitable assuming Y NL and Y
N
R have reached steady-state by time T . We can then con-
tinue to solve iteratively for SM/2 beyond T as far as required on the extended mesh
Γ¯+ =Γ
M
2 ∪{τi+M2 = ħhi |i = 1, 2, 3, . . .}.
The algorithm now performs a “smoothing” routine on SM/2 to retrieve a continuous function
s ∗(t ). Construct the piecewise constant function s¯ as follows
s¯ (η) =
 d , η¶ 0SM/2(τj ), η∈ (τj−1,τj ]⊂ Γ¯+. (6.2.7)
The algorithm requires the construction of a “piecewise-quadratic, nonnegative, compactly
supported function”, ω, with support on the set [−L, L], L = 1p
M
, with ω ∈ C 1(−L, L) and
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∫ L
−Lω(χ) dχ = 1 where M is the time discretisation parameter. An example of such a func-
tion is
ω(χ) =

2
L3 (χ + L)
2, χ ∈ [−L,− L2 ),
− 2L3χ2+ 1L , χ ∈ [− L2 , L2 ),
2
L3 (χ − L)2, χ ∈ [ L2 , L].
The function s ∗ is then constructed as follows
s ∗(t ) =
∫ t+L
t−L
s¯ (η)ω(η− t ) dη. (6.2.8)
Note that s ∗(0) 6= d . The integral in s ∗(t ) and in it’s derivative s ∗′(t ) can be solved exactly by
integrating over seperate intervals according to (6.2.7).
Note The reason why we extend the definition of SM/2 is so that s ∗(T ) and s ∗′(T ) are well defined.
Applying the transform
ξ(x , t ) = 12 (1+µ(x , t )(x − s ∗(t ))), µ(x , t ) :=
 1s ∗(t ) , for x ¶ s ∗(t ),1
1−s ∗(t ) , for x > s ∗(t ),
(6.2.9)
to the domains G and Ω, the problem (J") is transformed to the following problem (J˜"):
1
κ21
h
" ∂
2
∂ ξ2
+κ1(κ2s ∗′(t )−2y˜ ±" ) ∂∂ ξ
i− b˜ − ∂
∂ t

y˜ ±" (ξ, t ) = q˜ (ξ, t ),
(ξ, t )∈ G˜±, κ1 = κ(s ∗(t )), κ2 = κ(ξ), κ(λ) =
 2λ, ξ< 12 ,2(1−λ), ξ> 12 , ,
G˜+ = ((0, 12 )× [0, T ])∩G˜ , G˜− = (( 12 , 1)× [0, T ])∩G˜ ,
y˜ −" (0, t ) = A, y˜ −" ( 12 , t ) = 0, y˜ +" (
1
2 , t ) = 0, y˜
+
" (1, t ) = B , t ∈ [0, T ],
(J˜")
where G˜ is the transformed domain ξ(G ) and g˜ (ξ, t ) = g (x−1(ξ, t ), t ) where g is any of the
functions b , q or u" .
Note The transformation proposed in [32] is ξ(x , t ) = 12 (1+ x − s ∗(t )) i.e. with µ(x , t ) = 1 which
maps s ∗(t ) 7→ 12 for all t . However, this transformation does not result in a rectangular domain
when applied to G¯ which would be ideal to solve the corresponding discrete problem, hence we
modify the original prescribed transformation.
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We discretise (J˜") as follows:
1
κ21
h
"DS1ξ D
−S1
ξ Y˜
±,N
" +κ1

κ2s ∗′(t j )DS2ξ Y˜
±,N
" −DS1ξ (Y˜ ±,N" )2
i− b˜ −D−t Y˜ ±,N"  (ξi , t j )
= q˜ (ξi , t j ), (ξi , t j )∈ G˜ N2 ,M±, DS1ξ =
 D−ξ , ξi ¶ 12 ,D+ξ , ξi > 12 , , DS2ξ =D
sgn(κ1κ2s ∗′(t j ))
ξ ,
G˜
N
2 ,M+ = G˜+ ∩ (ΩN2 , 12 ,θL ×ΓM ), G˜ N2 ,M− = G˜− ∩ (Ω
N
2 ,
1
2 ,θ
R ×ΓM ),
θ > 15‖yL − yR‖, κ1 = κ(s ∗(t j )), κ2 = κ(ξi ),
Y˜ −,N" (0, t j ) = A, Y˜ ±,N" ( 12 , t j ) = 0, Y˜
+,N
" (1, t j ) = B , t j ∈ ΓM ,
Y˜ ±,N" (ξi , 0) =U ∗,N (ξi ) = U¯ N" (ξi ; s ∗(0)), ξi ∈Ω
N
2 ,
1
2 ,θ
L\R .
(J˜"N )
In [32], U ∗,N is not necessarily the discrete initial condition U N" under the transform ξ but is
prescribed as any function “somehow constructed” such that |(U ∗ − u˜")(ξi )| ¶ C (N−1 +M−1).
We propose to take
U ∗,N (ξi ) = U¯ N" (ξi ; s ∗(0)) (6.2.10)
where U¯ N" (ξi ; s
∗(0)) is the interpolant of U N" (ξi ; s ∗(0)) onto [0, 1] where U N" (ξi ; s ∗(0)) is the so-
lution of (6.2.3) centred at s ∗(0). Note that ξ(s ∗(0), t ) = 12 and so Y˜
±,N
" (
1
2 , t j ) = 0 for all t j ∈ ΓM .
From the definition of s ∗ in (6.2.8), s ∗(0)→ d as M →∞ since L→ 0 and hence ω tends to the
δ-function as M →∞. In this experiment, we do not establish the rate, in terms of N and M , at
which U N" (ξi ; s
∗(0)) converges to u"(x ; d ).
Note If x˜ i ∈Ω is such that x˜ i = ξ−1(ξi ) and Z N is the inverse transform of Y˜ ±,N" , that is
Z N (x˜ i , t j ) = Y˜
±,N
" (ξ−1(ξi ), t j ), then the error bounds presented in [32] for " ¶ (N−2/5+M−2/5) can
be described as follows. For all x˜ i ∈Ω such that |x˜ i − s ∗(t )|¾C > 0, the following pointwise error
bound holds:
|(y" −Z N )(x˜ i , t j )|¶C (N−1/5(ln N )1/2+M−1/5(ln M )1/2). (6.2.11)
For all x˜ i ∈Ω such that |x˜ i − s ∗(t )|¶C , the following error bound holds:
|y"(x˜ i +(s (t )− s ∗(t )), t j )−Z N (x˜ i , t j )|¶C (N−1/5(ln N )1/2+M−1/5(ln M )1/2). (6.2.12)
The error bound in (6.2.12) can be interpreted as meaning that if the solution y" is transformed
using the map y"(x ) 7→ y"((x + (s − s ∗)(t )) then Z N is a uniform approximation for the solution
y" under this transform. However, since s and hence s − s ∗ is not sufficiently approximated,
we would view this numerical method as theoretical rather than practical for sufficiently small
values of ".
Note In [31], Shishkin examines a class of problems containing the steady state problem corre-
sponding to (J"): Find u" such that
("u ′′" −2u"u ′" −b )(x ) =q (x ), x ∈ (0, 1),
u"(0) = A > 0, u"(1) = B < 0, b (x )¾β > 0.
(K")
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The algorithm details mirror those outlined above for (J") and we will only briefly explain the
algorithm in [31] below. If " > N−2/5 then discretise (K") on a uniform mesh. If " ¶ N−2/5 then
approximate s ∈ (0, 1) such that u"(s ) = 0 as follows. Consider the following reduced initial and
terminal value problems:
(−2u ′L\R u L\R −b u L\R )(x ) =q (x ), x ∈ (0, 1]\[0, 1), (6.2.13a)
u L(0) = A, u R (1) = B. (6.2.13b)
An approximation for s is taken as s0, the solution of (u L + u R )(s0) = 0. Note that this means
s0 is identical to Howes’ point in this case. Continue and complete the algorithm using s0 in the
same manner as s ∗(t ) is used to complete the algorithm outlined in the above section. Analogous
bounds as (6.2.11) (for mesh points away from s0) and (6.2.12) (for mesh points near s0) are
presented. Hence, we would view the algorithm as more theoretical rather than practical.
6.3: NUMERICAL EXAMPLE
Example 6.1
In this example we solve ((J N" ), (6.2.3)) and ((J˜"N ), (6.2.3)) with
a L , a R ≡ 2, bL(x ) =bR (x ) = 1+ cos(3x ), qL(x ) =qR (x ) = sin(3x ), b ≡ 1, (6.3.1a)
f (x , t ) = cos(4x ), A = 2, B = 3, d = 0.4 and T = 1. (6.3.1b)
We choose θ = 12 |A−B | in (J˜"N ). A graph of a numerical solution of (J˜"N ) with the transform ξ
reversed is displayed in Figure 6.1. In Figure 6.2, we see a plot of SM/2 and s ∗. We solve for Y N ,M"
where
Y N ,M" (x i ) =

Y N" (x i ), x i ∈ΩN , " > (N−2/5+M−2/5),
Y˜ −,N" (x i ), x i ¶ 12 , " ¶ (N−2/5+M−2/5),
Y˜ +,N" (x i ), x i >
1
2 , " ¶ (N−2/5+M−2/5),
where Y N" is the solution of (J N" ) and Y˜ ±,N" (x i ) are the numerical solutions of (J˜"N ), all using
N and M mesh intervals in space and time respectively. Note, we linearise the nonlinear term
D−ξ (Y˜
+,N
" )2(ξi , t j ) in (J˜"N ) by replacing it with
(Y˜ +,N" (ξi , t j−1)+ Y˜ +,N" (ξi−1, t j−1))D−ξ Y˜ +,N" (ξi , t j ).
We linearise D+ξ (Y˜
−,N
" )2(ξi , t j ) analogously. We compute differences DN" and rates R
N
" for vari-
ous values of N and " presented in Table 6.1 where
DN" := max
(x i ,t j )∈G˜
N
2 ,N−∪G˜
N
2 ,N+
|(Y N ,N" − Y¯ 2N ,N" )(x i )|, DN :=max" DN" , (6.3.2a)
RN" := log2
DN"
D2N"
and RN := log2
DN
D2N , (6.3.2b)
where Y¯ 2N ,N" is the interpolation of Y
2N ,N
" onto the grid G˜
N
2 ,N−∪G˜
N
2 ,N+.
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Figure 6.1: Plot of the numerical solution of ((J"), (6.2.1)), with the problem data as in
(6.3.1), computed using the numerical method ((J˜"N ), (6.2.2)), under the
reverse of transform ξ (defined in (6.2.9)), for " = 2−10 and N =M = 64.
0.398 0.399 0.4 0.4010
0.5
1
 
 
Solution of RK Scheme
’Smoothed’ Version
Figure 6.2: Plot of t versus SM/2 where SM/2 is the solution of the Runge-Kutta scheme
(6.2.6) with the problem data (6.3.1) and a plot of t versus s ∗(t ) (where
s ∗(t ) is the associated “smoothed” continuous function defined in (6.2.8))
for M = 1024 over t ∈ [0, T ]
empty
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RN"
" N=32 N=64 N=128 N=256 N=512 N=1024 N=2048
2−0 1.03 1.01 1.01 1.00 1.00 1.00 1.00
2−1 1.01 1.01 1.01 1.01 1.00 1.00 1.00
2−2 1.01 1.02 1.03 1.02 1.01 1.01 1.00
2−5 0.31 0.90 0.74 0.91 0.97 0.33 1.10
2−6 0.32 0.45 0.38 0.37 0.77 0.56 1.00
2−7 0.35 0.46 0.38 0.58 0.64 0.41 0.85
2−8 0.37 0.47 0.38 0.58 0.64 0.41 0.85
2−9 0.38 0.47 0.38 0.58 0.64 0.40 0.84
2−10 0.39 0.47 0.38 0.57 0.64 0.40 0.84
2−11 0.39 0.47 0.38 0.57 0.64 0.40 0.84
2−12 0.39 0.47 0.38 0.57 0.64 0.40 0.84
2−13 0.39 0.47 0.38 0.57 0.64 0.40 0.84
2−14 0.40 0.47 0.38 0.57 0.64 0.40 0.84
2−15 0.40 0.47 0.38 0.57 0.64 0.40 0.84
2−16 0.41 0.47 0.38 0.57 0.64 0.40 0.84
2−17 0.43 0.47 0.38 0.57 0.64 0.40 0.84
2−18 1.19 0.47 0.38 0.57 0.64 0.40 0.84
2−19 3.43 0.47 0.38 0.57 0.64 0.40 0.84
2−20 3.43 0.47 0.38 0.57 0.64 0.40 0.84
RN 2.88 0.90 0.50 0.39 0.77 0.45 0.84
Table 6.1: Computed rates of convergence RN" and R
N (as defined in (6.3.2)), mea-
sured from the numerical solutions of ((J"),(6.2.1)) and ((J˜"),(6.2.1)), with
the problem data as in (6.3.1), approximated using the numerical methods
((J N" ), (6.2.3), (6.2.2)) and ((J˜"N ), (6.2.3), (6.2.10), (6.2.2)) respectively, for
sample values of N and ".
Note that in Table 6.1, the rows for " = 2−3, 2−4 have been excluded, because over this param-
eter range of (", N ), two separate numerical algorithms are implemented either side of the
constraint " =N−0.4. It is difficult to interpret the significance of the two mesh differences DN" ,
when two distinct algorithms are being utilized in the computation of DN" .
The computed rates of uniform convergence RN oscillate in Table 6.1, but overall they indicate
a uniform rate of convergence of 0.4 or greater for this particular test example.
Example 6.2
In this example, we compare numerical approximations generated from the Numerical
Methods 4.1 and ((J˜"N ), (6.2.3), (6.2.10), (6.2.2)). We consider the two schemes for the problem
data
" = 2−10, α= 2, a L = a R ≡ 1, b =bL =bR ≡ 1, (6.3.3a)
q =qL =qR ≡ 0, A = 1.5, B =−1.4, x ∗ = 0.6. (6.3.3b)
Note, from (3.3.29), we choose γL and γR in (4.3.1) as
γL = γ∗L = 0.85 (<
Æ
A2− 2
α
A‖b‖= 0.866), γR = γ∗R = 0.74 (<
Æ
A2− 2
α
A‖b‖= 0.748). (6.3.3c)
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For this value of ", we consider the approximations Y N generated from the Numerical Method
4.1 for N = 32, 64, 128, 256, 512, 1024. For each of these values of N , we generate approxima-
tions U N using the method ((J˜"N ), (6.2.3), (6.2.10), (6.2.2)) for times T = 1, 2, 3, . . . , 20 using N
space mesh intervals and M =N T time mesh intervals. For the latter approximations, we only
consider the value of the approximations at the final time T . Figures 6.3-6.5 display all these
approximations for each value of N . Note that all approximations, for all N and T , are plotted
over the interval [0.585, 0.64]. From the graphs, we can see that the approximations obtained
from the Shishkin algorithm (outlined in this chapter above) do not reach a steady state, at least
for T = 20. Ideally, to compare the algorithms, we would choose a final time and take the value
of the approximation using the Shishkin algorithm at that time and compare to an approxima-
tion generated using the Numerical Method 4.1, over a range of " and N . However, the final
time value we choose remains an open question. Table 6.2 displays the maximum pointwise
differences defined as
max
τi∈ΩS∪ΩO |(Y
N −U NT )(τi )| (6.3.4)
where ΩS is the mesh used in the scheme ((J˜"N ), (6.2.3), (6.2.10), (6.2.2)), ΩO is the mesh used
in the numerical scheme 4.1, Y
N
is the linear interpolant of Y N and U
N
T is the linear interpolant
of U N at the final time T = 5.
@
@
@
@"
N
N=32 N=64 N=128 N=256 N=512 N=1024
2−8 0.6573 0.4758 0.2858 0.1640 0.0907 0.0482
2−10 0.7208 0.4610 0.2702 0.1499 0.0762 0.0342
2−12 0.7121 0.4508 0.2591 0.1400 0.0670 0.0265
2−14 0.6758 0.4081 0.2211 0.1034 0.0378 0.0295
Table 6.2: Computed global maximum point wise errors (as defined in (6.3.4)) cal-
culated from the numerical approximations generated by the Numerical
Schemes 4.1 and ((J˜"N ), (6.2.3), (6.2.10), (6.2.2)) at the final time value T = 5
using M =N T time mesh intervals, where all approximations are computed
using the problem data (6.3.3) and N = 32, 64, . . . space mesh intervals.
In conclusion, it remains unknown as to when the Shishkin algorithm reaches a steady state.
However, in these numerical experiments, approximations obtained from the Numerical
Scheme 4.1 based on centring a Shishkin mesh at Howes’ point 4.2.6 appear to converge to
approximations obtained from the algorithm outlined in this chapter. Hence, before we can
make a more solid claim, more experimentation is needed.
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Figure 6.3: Black-dot plots of the numerical approximations generated by the Nu-
merical Scheme 4.1 and coloured plots of the numerical approximations
generated by ((J˜"N ), (6.2.3), (6.2.10), (6.2.2)) at the final time values T =
1, 2, 3, . . . , 20 using M =N T time mesh intervals, where all approximations
are computed using the problem data (6.3.3) and (a) N = 32 and (b) N = 64
space mesh intervals.
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(a) N = 128
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Figure 6.4: Black-dot plots of the numerical approximations generated by the Nu-
merical Scheme 4.1 and coloured plots of the numerical approximations
generated by ((J˜"N ), (6.2.3), (6.2.10), (6.2.2)) at the final time values T =
1, 2, 3, . . . , 20 using M = N T time mesh intervals, where all approxima-
tions are computed using the problem data (6.3.3) and (c) N = 128 and
(d) N = 256 space mesh intervals.
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Figure 6.5: Black-dot plots of the numerical approximations generated by the Nu-
merical Scheme 4.1 and coloured plots of the numerical approximations
generated by ((J˜"N ), (6.2.3), (6.2.10), (6.2.2)) at the final time values T =
1, 2, 3, . . . , 20 using M = N T time mesh intervals, where all approxima-
tions are computed using the problem data (6.3.3) and (c) N = 512 and
(d) N = 1024 space mesh intervals.
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CONCLUSIONS
In Chapter 2, we examined nonlinear initial value problems. Under certain restrictions on the
nonlinearity, a wide range of nonlinear problem classes can be examined. These restrictions
assist in the analysis where by the problems can, in a sense, be linearised. When these restric-
tions are removed, then it appears that such wide classes of problems cannot be analysed as
easily and we consider these problem classes on a case-by-case basis.
The issue of whether it is possible to establish parameter uniform convergence for initial value
problems where the initial condition is arbitrary close to an unstable reduced solution remains
unresolved.
Furthermore, our approximations to functions y that satisfy a fundamental character such that
"y ′+ y n = 0, y (0)> 0, produce convergence rates that deteriorate with n , as confirmed exper-
imentally. Clearly, increasing n does ‘increase’ the non-linearity of the problem. However, it
hardly adds to any exoticism of the problem that it should cause such a considerable slump in
convergence rates. We are left to ask if there is a remedy to this undesirable anomaly?
In Chapter 3, we examine linear and nonlinear boundary turning point problems. Analysis of
the linear problem aides in the analysis of the nonlinear problem more subtly than transpar-
ently whereby it acquaints us with using a bound of the convection co-efficient of the form
C (1− e−C x/").
The original analysis for the nonlinear problem, as published in [24], was for the Burgers’ prob-
lem "y ′′+ y y ′−by = q . The analysis was subsequently updated, to examine the more general
problem "y ′′ + f (y )y ′ −by = q , f (s ) ¾ s , using the same routine as for the Burgers’ problem.
This inspires the idea, that even though our mantra regarding nonlinear problems is to study
them case-by-case, it may help to ‘strip’ a nonlinear problem down to its related fundamental
problem to assist in the analysis.
Furthermore in Chapter 3, we see another difficulty when analysing linear over nonlinear prob-
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lems as alluded to in the introduction - the effect of the boundary conditions. The analysis in
Chapter 3 immediately covers a problem such as "y ′′ +py y ′ − y = 0, y (0) = 0, y (1) = B1 =
0.5 because
p
s ¾ s on [0, 2B1](≡ [0, 1]). However, the analysis does not cover the problem
"y ′′ +py y ′ − y = 0, y (0) = 0, y (1) = B2 = 0.51 since ps 6¾ s for all s ∈ [0, 2B2] where the only
difference is that the boundary condition has been slightly changed.
In Chapter 4, we consider approximating the solution to a Burgers’-type problem using two
boundary turning point problems. It appears that we would need to be ’super-close’ (within
O("2)) to the unknown root for such a method to be effective. Until such an approximation
is found, this method is viewed as highly impractical. We are convinced that successfully
analysing and constructing a parameter-uniform numerical method for Burgers equation with
an interior layer, crucially depends on knowledge of the location of the zero of the solution.
In chapter 5, we consider a linear interior layer problem. A finite difference scheme is applied
to the problem on the global domain. We consider ‘off-centring’ the Shishkin mesh from its
ideal location. A limit on the distance of the new centring point from the ideal centring point is
C". Supposing this method could be replicated for a nonlinear difference scheme considered
on its global domain, then it would be a considerably more practical method than that exam-
ined in Chapter 4 as we would only need to be within O(") of the unknown root for the method
to be effective.
Hence, the next step in this research is to mimic the numerical analysis performed in Chapter
5 for the nonlinear Burgers’ equation problem. That is, consider centring the mesh at some
other point p , and identify in the analysis how close p needs to be to the root in order to pre-
serve parameter-uniform convergence. The construction of a parameter-uniform numerical
method to solve the steady-state Burgers’ problem with an interior layer remains an open ques-
tion.
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