Stabilisation de la formule des traces tordue VI: la partie géométrique de cette formule by Moeglin, Colette & Waldspurger, Jean-Loup
Stabilisation de la formule des traces tordue VI: la
partie ge´ome´trique de cette formule
Colette Moeglin, Jean-Loup Waldspurger
To cite this version:
Colette Moeglin, Jean-Loup Waldspurger. Stabilisation de la formule des traces tordue VI: la
partie ge´ome´trique de cette formule. 132 pages in french. 2014. <hal-01003031>
HAL Id: hal-01003031
https://hal.archives-ouvertes.fr/hal-01003031
Submitted on 9 Jun 2014
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Stabilisation de la formule des traces tordue VI : la
partie ge´ome´trique de cette formule
C. Moeglin, J.-L. Waldspurger
9 juin 2014
Introduction
Le but ultime de notre travail est la stabilisation de la formule des traces tordue. Le
pre´sent article e´nonce les re´sultats que l’on a en vue concernant la partie ge´ome´trique de
cette formule. Ce sont les ge´ne´ralisations au cas tordu des the´ore`mes e´nonce´s par Arthur
dans son premier article sur la stabilisation ([A1]), du moins de ceux qui concernent
cette partie ge´ome´trique. Nous ne de´montrons pas ici les re´sultats en question. Ils seront
de´montre´s plus tard en reprenant les me´thodes des deux autres articles d’Arthur sur le
sujet. On doit dire que ge´ne´raliser au cas tordu les constructions d’Arthur pose certains
proble`mes techniques, mais aucun proble`me conceptuel. C’est-a`-dire que l’essentiel est
duˆ a` Arthur lui-meˆme.
La premie`re section pre´sente le cadre global dans lequel on se place. On conside`re
un corps de nombres F , un groupe re´ductif connexe G de´fini sur F , un espace tordu
G˜ sous G et un caracte`re ω de G(A) trivial sur G(F ), ou` A est l’anneau des ade`les de
F . On de´finit les inte´grales orbitales ponde´re´es globales, certaines de leurs variantes et
on e´nonce les formules de descente qui les relient a` leurs avatars locaux. La section 2
e´nonce la partie ge´ome´trique de la formule des traces tordue ω-e´quivariante. On e´nonce
cette formule d’une fac¸on un peu plus abstraite qu’Arthur. Il est traditionnel et naturel
de l’e´crire comme une somme avec coefficients d’inte´grales orbitales IG˜(γ, ω, f) ou plus
ge´ne´ralement d’inte´grales orbitales ponde´re´es ω-e´quivariantes IG˜
M˜
(γ, ω, f). La pre´sence
du caracte`re ω perturbe de´ja` la situation : les avatars locaux des inte´grales IG˜(γ, ω, f)
ne de´pendent pas seulement de la classe de conjugaison de γ mais bien du point base γ
choisi. Surtout, comme on le sait, les coefficients dont sont affecte´s ces inte´grales ne sont
a` ce jour pas connus explicitement (ils sont connus si γ est fortement re´gulier, mais pas
si γ contient une partie unipotente). On a choisi de regrouper les inte´grales IG˜(γ, ω, f),
affecte´es de leurs coefficients, selon la classe de conjugaison a` laquelle appartient la partie
semi-simple de γ. On obtient ainsi des distributions note´es AG˜(V,O, ω) de´pendant d’un
ensemble fini assez grand V de places du corps de base F et d’une classe de conjugaison
semi-simple O dans G˜(F ). On e´nonce en 2.3 leur de´finition. Ces distributions sont les
ingre´dients globaux de la partie ge´ome´trique de la formule des traces. Elles ve´rifient une
formule de descente qui les rame`ne au cas basique ou` G˜ = G n’est pas tordu et ou` O est
simplement la classe {1} (dans ce cas, AG˜(V,O, ω) est exactement la ”partie unipotente”
de la formule des traces). Dans la section 3, on pre´sente la the´orie de l’endoscopie dans
le cadre global. La diffe´rence essentielle avec le cas local de´veloppe´ en [I] est que, dans
le cas global, pour une donne´e endoscopique G′ relevante, il y a un facteur de transfert
canonique. La situation tordue pose ici un proble`me technique. Usuellement, la de´finition
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d’un tel facteur utilise un point δ ∈ G˜′(F ), assez re´gulier, qui se transfe`re en un e´le´ment
γv ∈ G˜(Fv) pour toute place v de F . Dans le cas non tordu, un tel point existe si G
′
est relevante. Ce n’est plus vrai dans le cas tordu. On dit que G′ est relevante si et
seulement G˜′(F ) 6= ∅ et la donne´e locale G′v est relevante pour toute place v. On a pose´
cette de´finition parce que c’est la seule notion que l’on sache controˆler. Or cela n’assure
pas l’existence d’un δ ∈ G˜′(F ) ve´rifiant les proprie´te´s ci-dessus. Il est possible que les
donne´es G′ pour lesquelles il n’existe pas de tel δ puissent eˆtre e´limine´es du processus de
stabilisation mais cela ne nous paraˆıt pas clair. On a plutoˆt choisi de donner une de´finition
du facteur de transfert global sous la seule hypothe`se de relevance telle que de´finie ci-
dessus. D’abord, en inspectant les de´finitions de Kottwitz-Shelstad ou de Labesse, on
voit que l’on n’a pas vraiment besoin d’un δ comme ci-dessus. Il suffit qu’il existe un
sous-tore tordu maximal T˜ ′ de G˜′, de´fini sur F , de sorte que, pour toute place v, il
existe un e´le´ment δv ∈ T˜
′(Fv) assez re´gulier qui se transfe`re en un e´le´ment γv ∈ G˜(Fv).
Meˆme cette proprie´te´ moins forte n’est pas assure´e par notre hypothe`se de relevance.
Mais on peut plonger G˜ et G˜′ dans des espaces plus gros qui satisfont cette proprie´te´. On
de´finit alors le facteur de transfert comme la restriction a` notre couple (G˜′, G˜) du facteur
de transfert de´fini sur ces espaces plus gros. Cela est fait au paragraphe 3.9. Dans la
section 4, on de´finit les avatars stables et endoscopiques des inte´grales orbitales ponde´re´es
invariantes. On e´nonce le re´sultat principal en 4.5, a` savoir qu’une inte´grale orbitale
ponde´re´e endoscopique est en fait une inte´grale orbitale ponde´re´e (ω-e´quivariante) tout
court. Ce re´sultat se de´duit des analogues locaux e´nonce´s en [II] et [V], qui restent a`
de´montrer. La section 5 e´nonce la version stable de la partie ge´ome´trique de la formule des
traces. Les distributions AG˜(V,O, ω) sont remplace´es par des distributions SAG˜(V,O), ou`
cette fois,O est une classe de conjugaison stable dans G˜(F ). Ces distributions doivent eˆtre
stables. Le the´ore`me 5.4 exprime que les coefficients initiaux AG˜(V,O, ω) se re´cupe`rent
comme somme de transferts de tels coefficients SAG
′
(V,OG
′
), ou` G′ de´crit les donne´es
endoscopiques de (G, G˜, a) qui sont elliptiques, relevantes et non ramifie´es hors de V .
Le the´ore`me principal 5.10 exprime que la partie ge´ome´trique de la formule des traces
ω-e´quivariante se re´cupe`re de meˆme comme somme de parties ge´ome´triques de formules
des traces stables associe´es a` ces meˆmes donne´es G′. Dans la section 6, on montre que
ce dernier the´ore`me re´sulte des autres. Il s’agit ici d’une reprise du paragraphe 10 de
l’article [A1]. Il y a deux ingre´dients. D’une part, la proposition combinatoire 6.5 qui
fournit deux expressions a priori tre`s diffe´rentes d’une double somme sur des donne´es
endoscopiques G′ et sur des ”Levi”M′ deG′. D’autre part, une proposition d’annulation
6.6 qui permet dans le paragraphe suivant de faire disparaˆıtre les termes apparaissant
dans les formules de traces stables des donne´es endoscopiques qui ne correspondent a` rien
du coˆte´ de l’espace initial G˜. La de´monstration de cette proposition 6.6 est un amusant
exercice base´ sur les proprie´te´s des facteurs de transfert globaux.
1 Les de´finitions
1.1 Groupes et espaces tordus
Soit F un corps de nombres. On note V al(F ) l’ensemble de ses places, V al∞(F )
le sous-ensemble des places archime´diennes, V alf(F ) celui des places finies et AF son
anneau d’ade`les. On fixe une cloˆture alge´brique F¯ de F . Il est commode de supposer
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tacitement que, pour toute place v ∈ V al(F ), on a choisi un prolongement v¯ de v a` F¯ .
Ainsi, on peut de´finir le sous-groupe de de´composition ΓFv ⊂ ΓF comme le fixateur de
v¯. De meˆme, pour une varie´te´ X de´finie sur F , on a une application X(F¯ ) → X(F¯v)
obtenue en identifiant F¯ a` un sous-corps de F¯v graˆce a` la place v¯.
Soient G un groupe re´ductif connexe de´fini sur F et G˜ un espace tordu sous G.
On utilise les de´finitions des quatre premiers paragraphes de [I]. Soit a un e´le´ment de
H1(WF ;Z(Gˆ))/ker
1(WF ;Z(Gˆ)), ou` ker
1(WF ;Z(Gˆ)) est le noyau (fini) de l’homomor-
phisme de localisation
H1(WF ;Z(Gˆ))→
∏
v∈V al(F )
H1(WFv ;Z(Gˆ)).
Cet e´le´ment a de´termine un caracte`re ω de G(A), trivial sur G(F ). L’application a 7→ ω
est bijective. On impose les hypothe`ses analogues a` celles de [I] 1.5 :
• G˜(F ) 6= ∅ ;
• θ∗ est d’ordre fini, ou` ici θ∗ est la restriction de adγ a` Z(G) pour n’importe quel
e´le´ment γ ∈ G˜.
On impose de plus
• ω est unitaire.
On pourrait ajouter la condition
• ω est trivial sur Z(G;AF )
θ,
faute de laquelle la the´orie devient vide. Mais, pour des raisons de re´currence, il vaut
mieux ne pas l’imposer de`s le de´part.
Pour prouver une assertion concernant (G, G˜, a), on raisonne par re´currence sur
dim(GSC), ou` GSC est le reveˆtement simplement connexe du groupe de´rive´ de G, cf.
[II] 1.1. Si (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure, on suppose connues toutes
les assertions concernant des triplets (G′, G˜′, a′) quasi-de´ploye´s et a` torsion inte´rieure tels
que dim(G′SC) < dim(GSC). Si (G, G˜, a) n’est pas quasi-de´ploye´ et a` torsion inte´rieure, on
suppose connues toutes les assertions concernant des triplets (G′, G˜′, a′) quasi-de´ploye´s et
a` torsion inte´rieure tels que dim(G′SC) ≤ dim(GSC) et on suppose connues toutes les as-
sertions concernant des triplets (G′, G˜′, a′) quelconques tels que dim(G′SC) < dim(GSC).
Quand une assertion est relative a` un espace de Levi M˜ de G˜, on suppose connues
toutes les assertions concernant le triplet (G, G˜, a) relatives a` un espace de Levi L˜
contenant strictement M˜ . Au paragraphe 1.16, nous introduirons la notion de K-triplet
(KG,KG˜, a). Quand on travaille avec un tel triplet, on suppose connues toutes les as-
sertions concernant des triplets (G′, G˜′, a′) quasi-de´ploye´s et a` torsion inte´rieure tels que
dim(G′SC) ≤ dim(GSC) et on suppose connues toutes les assertions concernant des K-
triplets (KG′, KG˜′, a′) tels que dim(G′SC) < dim(GSC).
Revenons a` notre triplet (G, G˜, a). Pour toute place v ∈ V al(F ), on de´duit par
localisation de (G, G˜, a) un triplet (Gv, G˜v, av) sur Fv, qui ve´rifie les hypothe`ses de [I]. On
note Vram, ou plus pre´cise´ment Vram(G˜, a), le plus petit ensemble de places v contenant
les places archime´diennes et tel que, pour v 6∈ Vram, on ait :
- G et a sont non ramifie´s en v et G˜(Fv) posse`de un sous-espace hyperspe´cial ;
- en notant p la caracte´ristique re´siduelle de Fv et ev = [Fv : Qp], on a p > 5 et
p > N(G)ev + 1, ou` N(G) est l’entier de´fini en [W2] 4.3.
On fixe une paire parabolique (P0,M0) de G de´finie sur F et minimale. On en de´duit
une paire parabolique (P˜0, M˜0) de G˜.
Soit V un ensemble fini de places contenant Vram et tel que G et G˜ puissent eˆtre
de´finis sur l’anneau oV des e´le´ments de F qui sont entiers hors de V . Fixer des structures
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de G et G˜ sur oV permet de de´finir les ensembles G(ov) et G˜(ov) pour tout v 6∈ V , ou`
ov est l’anneau d’entiers de Fv. Pour tout v 6∈ Vram, on fixe un sous-groupe compact
hyperspe´cial Kv de G(Fv) et un sous-espace hyperspe´cial K˜v de G˜(Fv) associe´ a` Kv. On
impose que Kv = G(ov) et K˜v = G˜(ov) pour presque tout v. Cette condition ne de´pend
ni du choix de V , ni de celui des structures sur oV . Elle implique que, pour γ ∈ G˜(F ), on
a γ ∈ K˜v pour presque tout v. Pour v ∈ Vram, on fixe un sous-groupe compact maximal
Kv de G(Fv), spe´cial si v est non archime´dienne. On impose
- pour toute place v ∈ V al(F ), Kv est en bonne position relativement a` M0.
C’est possible puisque, pour v 6∈ Vram, tout sous-groupe compact hyperspe´cial est
conjugue´ par un e´le´ment de G(Fv) a` un tel sous-groupe en bonne position relativement a`
M0. Pour v 6∈ Vram, on note 1K˜v la fonction caracte´ristique de K˜v dans G˜(Fv) et on appelle
mesure canonique sur G(Fv) la mesure de Haar sur ce groupe telle que mes(Kv) = 1
(elle est en effet canonique car tous les sous-groupes compacts hyperspe´ciaux ont meˆme
mesure).
Pour un espace de Levi M˜ de G˜, on utilise les notations d’Arthur P(M˜), L(M˜) etc...
Les e´le´ments de ces ensembles sont des espaces paraboliques, resp. des espaces de Levi
etc... de´finis sur F . Pour M˜ ⊃ M˜0 et v ∈ V al(F ), on pose K˜
M˜
v = K˜v ∩ M˜(Fv). Ces
donne´es ve´rifient les meˆmes conditions que celles pour G˜.
Rappelons que l’on note AG˜ le plus grand sous-tore de´ploye´ contenu dans le sous-
groupe d’invariants Z(G)θ
∗
. On note AG˜ = X∗(AG˜) ⊗Z R. On dispose de l’homomor-
phisme habituel HG˜ : G(AF ) → AG˜. On de´finit une application H˜G˜ : G˜(AF ) → AG˜ par
les conditions suivantes :
H˜G˜(γ˙) = 0 pour tout γ˙ ∈ G˜(F ) ;
H˜G˜(xγ) = HG˜(x) + H˜G˜(γ) pour tous x ∈ G(AF ) et γ ∈ G˜(AF ).
Soit V un ensemble fini de places de F . On pose FV =
∏
v∈V Fv et on note A
V
F le
sous-anneau des ade`les dont les composantes sur Fv sont nulles pour tout v ∈ V . On
pose
C∞c (G˜(FV )) = ⊗v∈V C
∞
c (G˜(Fv)).
On de´finit de la meˆme fac¸on l’espace I(G˜(FV ), ω).
Remarque. On adopte cette de´finition par commodite´. On pourrait aussi bien utili-
ser un espace un peu plus gros en regroupant les places archime´diennes. C’est-a`-dire en
remplac¸ant la partie archime´dienne
⊗v∈V ∩V∞(F )C
∞
c (G˜(Fv))
du produit tensoriel ci-dessus par
C∞c (
∏
v∈V ∩V∞(F )
G˜(Fv)).
Conside´rons le cas ou` V ⊃ Vram. Dans ce cas, on peut identifier C
∞
c (G˜(FV )) a` un sous-
espace de C∞c (G˜(AF )) en comple´tant un produit ⊗v∈V fv en le produit 1K˜V ⊗(⊗v∈V fv), ou`
1K˜V = ⊗v 6∈V 1K˜v . . On peut aussi identifier Mes(G(FV )) a` Mes(G(AF )) en prolongeant
toute mesure sur G(FV ) par les produit sur v 6∈ V des mesures canoniques sur G(Fv).
Pour tout v ∈ V al(F ), notons G˜v l’espace G˜ vu comme un espace sur Fv. En [II] 1.6, on a
de´fini l’ensemble A˜G˜v de la fac¸on suivante. On note G(Fv)
1 le noyau et AG˜v,Fv l’image de
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l’homomorphisme HG˜v : G(Fv) → AG˜v . Alors le sous-groupe AG˜v,Fv agit naturellement
sur G(Fv)
1\G˜(Fv). On pose
A˜G˜v = (G(Fv)
1\G˜(Fv))⊗AG˜v,Fv AG˜v .
C’est un espace affine sous AG˜v . On note H˜G˜v : G˜(Fv) → A˜G˜v l’application naturelle.
Pour v 6∈ Vram, l’image de K˜v par H˜G˜v est re´duite a` un point et on identifie A˜G˜v a` AG˜v
en identifiant ce point a` 0. Posons
A˜G˜V =
∏
v∈V
A˜G˜v .
On de´finit une application
p˜V : A˜G˜V → AG˜
de la fac¸on suivante. Fixons γ˙ ∈ G˜(F ). Tout e´le´ment X˜ ∈ A˜G˜V s’e´crit X˜ = (H˜G˜v(γ˙) +
Xv)v∈V , ou` Xv ∈ AG˜v . On pose
p˜V (X˜) = (
∑
v∈V
Xv,G˜)− (
∑
v 6∈V
(H˜G˜v(γ˙))G˜),
ou` les indices G˜ de´signent les projections orthogonales sur l’espace AG˜. Cette de´finition
ne de´pend pas du point γ˙ choisi. On de´finit une application
H˜G˜V : G˜(FV )→ AG˜
par H˜G˜V ((γv)v∈V ) = p˜V ((H˜G˜v(γv))v∈V ).
On introduit le sous-espace C∞c (G˜(FV ), K) de C
∞
c (G˜(FV )) forme´ des fonctions qui,
en toute place archime´dienne v ∈ V , sont Kv-finies a` droite et a` gauche. On note
I(G˜(FV ), K, ω) son image dans I(G˜(FV ), ω).
Conside´rons le cas de deux ensembles finis de places S ⊃ V ⊃ Vram. On pose F
V
S =∏
v∈S−V Fv. On peut identifier C
∞
c (G˜(FV )) a` un sous-espace de C
∞
c (G˜(FS)) en comple´tant
un produit⊗v∈V fv en le produit 1K˜VS ⊗(⊗v∈V fv). De meˆme, on peut identifier I(G˜(FV ), ω)
a` un sous-espace de I(G˜(FS), ω). On peut aussi identifier Mes(G(FV )) a` Mes(G(FS)).
1.2 Remarque sur les hypothe`ses
On va montrer
(1) il existe un groupe alge´brique non connexe G+ de´fini sur F et re´ductif, de com-
posante neutre G, de sorte que G˜ s’identifie a` une composante connexe de G+ munie des
actions de G par multiplication a` droite et a` gauche.
Preuve. Fixons γ ∈ G˜(F ), posons θ = adγ . Parce que l’on suppose θ
∗ d’ordre fini,
il existe un entier n ≥ 1 tel que θn soit un automorphisme inte´rieur de G. Il existe
donc x ∈ GSC(F¯ ) tel que θ
n = adx. Parce que θ est de´fini sur F , adx l’est aussi. Donc
σ(x) ∈ xZ(GSC) pour tout σ ∈ ΓF . Parce que θ commute a` θ
n, donc a` adx, on a aussi
θ(x) ∈ xZ(GSC). Notonsm le nombre d’e´le´ments de Z(GSC). Posons N = mn et y = x
m.
Alors θN = ady et on a y ∈ GSC(F ) et θ(y) = y. Notons G
+ l’ensemble des e´le´ments
(g, θi) avec g ∈ G et i ∈ {0, ..., N − 1}. On de´finit la multiplication par
(g, θi)(g′, θj) =
{
(gθi(g′), θi+j), si i+ j ≤ N − 1,
(gθi(g′)y, θk), si i+ j = N + k avec k ≥ 0.
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On obtient un groupe re´ductif non connexe de´fini sur F . L’application (g, θ) 7→ gγ
identifie la composante Gθ de G+ a` G˜. 
Cette remarque ne nous servira pas directement. Mais elle nous permet d’appliquer a`
notre espace G˜ les re´sultats de´montre´s dans la litte´rature pour les groupes non connexes.
1.3 Mesures sur les espaces AM˜
Soit M˜ un espace de Levi de G˜. On aura besoin d’une mesure sur l’espace AM˜ . On
a choisi d’e´viter autant que possible de normaliser les mesures. Logiquement, on devrait
faire de meˆme pour la mesure sur cet espace. Toutefois, cela conduirait a` des formulations
par trop inhabituelles des formules de descente. On fixe donc sur tout espace AM˜ une
mesure de Haar, a` laquelle on impose quelques conditions e´videntes ; par exemple, si M˜
et M˜ ′ sont conjugue´s par un e´le´ment g ∈ G(F ), on suppose que les mesures sur AM˜ et
AM˜ ′ se correspondent par cette conjugaison. Si M˜ ⊂ L˜ sont deux espaces de Levi, on
munit AL˜
M˜
de la mesure pour laquelle la de´composition AM˜ = A
L˜
M˜
⊕AL˜ est compatible
aux mesures.
Il y a au moins deux fac¸ons de de´finir ces mesures. IdentifionsAM˜ a`Hom(X
∗(M)ΓF ,θ,R),
ou` X∗(M) est le groupe des caracte`res alge´briques de M . Notons AM˜,Z le re´seau
Hom(X∗(M)ΓF ,θ,Z). On peut imposer que ce re´seau est de covolume 1. C’est la norma-
lisation de la the´orie des mesures de Tamagawa. Elle a l’inconve´nient de se comporter
assez mal vis-a`-vis des suites exactes. Une autre me´thode est la suivante. Conside´rons la
paire de Borel e´pingle´e E∗ = (B∗, T ∗, (E∗α)α∈∆) de G, munie de l’action galoisienne quasi-
de´ploye´e. Posons A¯T ∗ = X∗(T
∗) ⊗Z R. On munit cet espace vectoriel re´el d’une forme
quadratique de´finie positive invariante par l’action galoisienne quasi-de´ploye´e, par celle
du groupe de Weyl W et par l’automorphisme θ associe´ a` E∗. C’est possible puisque le
groupe d’automorphismes de A¯T ∗ engendre´ par ces actions est fini. Soit M˜ un espace de
Levi de G˜. En choisissant un e´le´ment P˜ ∈ P(M˜), on peut identifier AM˜ a` un sous-espace
de A¯T ∗ . Alors AM˜ se retrouve muni de la restriction de la forme quadratique pre´ce´dente.
Les invariances impose´es a` cette dernie`re impliquent que cette restriction ne de´pend pas
du choix de P˜ . On munit AM˜ et plus ge´ne´ralement tout sous-espace de AM˜ de la mesure
euclidienne associe´e a` cette forme quadratique.
En tout cas, on suppose fixe´es les mesures sur ces espaces, d’une fac¸on ou d’une autre.
De meˆme, si v est une place de F et M˜v est un espace de Levi de G˜v, on suppose fixe´e
une mesure de Haar sur AM˜v . Notons qu’on n’impose pas de relation entre les mesures
”locales” et les mesures ”globales”. Par exemple, si G est de´ploye´ et si M˜ est un espace
de Levi de G˜, on a l’e´galite´ AM˜ = AM˜v , mais on ne demande pas que les mesures sur ces
espaces soient les meˆmes.
Notons GQ le groupe sur Q de´duit de G par restriction des scalaires et, comme
toujours, AGQ le plus grand tore de´ploye´ central dans GQ. On note AG la composante
neutre topologique de AGQ(R). Notons que AGQ est aussi le plus grand tore de´ploye´ dans
le groupe sur Q de´duit de AG par restriction des scalaires. On en de´duit des inclusions
AG ⊂ AG(F∞) ⊂ AG(AF ) ⊂ G(AF ),
ou` F∞ =
∏
v∈V al∞(F )
Fv. L’espace AG est invariant par θ. On note AG˜ le sous-espace des
invariants par θ. La restriction a` AG de l’homomorphisme HG : G(AF ) → AG est un
isomorphisme qui permet d’identifier AG a` AG et AG˜ a` AG˜. On munit l’espace AG˜ de la
mesure telle que ce dernier isomorphisme pre´serve les mesures.
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1.4 Formule de descente des (G˜, M˜)-familles
Soient M˜ un espace de Levi de G˜ et V un ensemble fini non vide de places de F .
Rappelons que, pour v ∈ V , on note G˜v, M˜v etc... les espaces G˜, M˜ etc... vus comme des
espaces sur Fv. Pour tout v, soit R˜
v un espace de Levi de M˜v de´fini sur Fv. On a mis v en
exposant pour e´viter une possible confusion : R˜v n’a pas de raison d’eˆtre issu d’un espace
R˜ de´fini sur F . Soit (cv(S˜
v; Λ))S˜v∈P(R˜v) une (G˜v, R˜
v)-famille (la variable Λ appartient a`
iA∗
R˜v
). On en de´duit une (G˜, M˜)-famille de la fac¸on suivante. Pour P˜ ∈ P(M˜) et v ∈ V ,
on choisit S˜v ∈ P(R˜v) tel que S˜v ⊂ P˜v. L’espace iA
∗
M˜
se plonge dans iA∗
R˜v
. Pour
Λ ∈ iA∗
M˜
, on pose
c(P˜ ; Λ) =
∏
v∈V
cv(S˜
v; Λ).
Cela ne de´pend pas du choix des S˜v et la famille (c(P˜ ; Λ))P˜∈P(M˜) est une (G˜, M˜)-famille.
Pour P˜ ∈ P(M˜ ), on note ∆P˜ l’ensemble des restrictions a` AM˜ de racines simples relati-
vement a` P . A toute racine α ∈ ∆P˜ , on associe une coracine αˇ ∈ AM˜ (la normalisation
pre´cise de αˇ n’importe pas, la demi-droite qu’elle porte e´tant de´finie sans ambigu¨ıte´).
On note Z(∆ˇP˜ ) le re´seau de A
G˜
M˜
engendre´ par ces coracines. On de´finit la fonction
me´romorphe
ǫG˜
P˜
(Λ) = mes(AG˜
M˜
/Z[∆ˇP˜ ])
∏
α∈∆P˜
< Λ, αˇ >−1
sur le complexifie´ A∗
M˜,C
. On de´duit de la (G˜, M˜)-famille une fonction
cG˜
M˜
(Λ) =
∑
P˜∈P(M˜)
c(P˜ ; Λ)ǫG˜
P˜
(Λ).
D’autre part, pour v ∈ V et Q˜v = L˜vU˜Qv ∈ F(R˜
v), on de´duit de (cv(S˜
v; Λ))S˜v∈P(R˜v)
une (L˜v, R˜v)-famille (cv(S˜
v; Λ))S˜v∈P(R˜v);S˜v⊂Q˜v , puis une fonction c
Q˜v
v,R˜v
(Λ). Posons R˜V =
(R˜v)v∈V et notons L(R˜
V ) l’ensemble des familles L˜V = (L˜v)v∈V ou` L˜
v ∈ L(R˜v) pour tout
v ∈ V . Pour une telle famille, on pose
AL˜V = ⊕v∈VAL˜v , A
G˜
L˜V
= ⊕v∈VA
G˜
L˜v
ou` AG˜
L˜v
est l’orthogonal dans AL˜v de l’image naturelle de AG˜ (notons que cette image
est incluse dans AG˜v mais l’inclusion peut eˆtre stricte : G˜ peut eˆtre plus de´ploye´ sur Fv
que sur F ). L’espace AG˜
R˜V
contient AG˜
L˜V
comme sous-espace. Il contient aussi l’espace
∆V (A
G˜
M˜
) ou` ∆V est le plongement diagonal. On de´finit le coefficient d
G˜
R˜V
(M˜, L˜V ). Il est
nul sauf si
AG˜
R˜V
= ∆V (A
G˜
M˜
)⊕AG˜
L˜V
.
Si cette e´galite´ est ve´rifie´e, c’est le rapport entre la mesure sur le membre de droite et
celle sur le membre de gauche. Pour tout L˜V tel que ce nombre soit non nul, Arthur
de´finit, au moyen d’une donne´e auxiliaire, une famille (Q˜v)v∈V telle que Q˜
v ∈ P(L˜v)
pour tout v ∈ V . On a alors la formule
(1) cG˜
M˜
(Λ) =
∑
L˜V ∈L(R˜V )
dG˜
R˜V
(M˜, L˜V )
∏
v∈V
cQ˜
v
v,R˜v
(Λ).
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Cf. [A2] proposition 7.1.
On appliquera souvent cette formule a` la famille R˜V = (M˜v)v∈V . On note M˜V cette
famille.
1.5 Caracte`res ponde´re´s
Soient M˜ ∈ L(M˜0) et V un ensemble fini de places de F . Rappelons que, pour une
place v ∈ V al(F ), on a de´fini en [W1] 2.5 la notion de ω-repre´sentation de G˜(Fv). A
toute telle ω-repre´sentation π˜ est associe´e une repre´sentation sous-jacente π de G(Fv).
On note A˜∗
G˜v
l’espace des applications affines λ˜ : A˜G˜v → R. A tout λ˜ ∈ A˜
∗
G˜v
est associe´e
une forme line´aire λ sur AG˜v . Si π˜ est une ω-repre´sentation de G˜(Fv) et λ˜ ∈ A˜
∗
G˜v
, on
de´finit la ω-repre´sentation π˜λ˜ par π˜λ˜(γ) = e
<λ˜,H˜G˜v (γ)>π˜(γ), ou` on note < λ˜, H˜G˜v(γ) >
l’e´valuation de λ˜ au point H˜G˜v(γ). Pour une ω-repre´sentation π˜ admissible et de longueur
finie de M˜(Fv), on a de´fini, a` la suite d’Arthur, le caracte`re ponde´re´ f 7→ J
G˜v
M˜v
(π˜, f). Dans
la suite de ce paragraphe, on va globaliser cette de´finition.
Pour tout v ∈ V , soit π˜v une ω-repre´sentation de M˜(Fv), admissible et de longueur
finie. Posons π˜V = ⊗v∈V π˜v. Fixons P˜ ∈ P(M˜), introduisons la repre´sentation induite
IndG˜
P˜
(π˜) de G˜(FV ), que l’on re´alise dans son espace habituel que l’on note Vπ,P . Suppo-
sons dans un premier temps que π˜ est en position ge´ne´rale de sorte que les ope´rateurs
d’entrelacement qui vont apparaˆıtre soient bien de´finis et inversibles. Pour Q˜ ∈ P(M˜),
l’ope´rateur JP |Q(π)JQ|P (π) est un automorphisme de Vπ,P . Notons µQ|P (π) son inverse.
Pour Λ ∈ iA∗
M˜
, posons
M(π; Λ, Q˜) = µQ|P (π)
−1µQ|P (πΛ/2)JQ|P (π)
−1JQ|P (πΛ).
La famille (M(π; Λ, Q˜))Q˜∈P(M˜) est une (G˜, M˜)-famille a` valeurs ope´rateurs. On en de´duit
un ope´rateurMG˜
M˜
(π; Λ). On poseMG˜
M˜
(π) =MG˜
M˜
(π; 0). Le caracte`re ponde´re´ est la forme
line´aire sur C∞c (G˜(FV ), K) de´finie par
J G˜
M˜
(π˜, f) = trace(MG˜
M˜
(π)IndG˜
P˜
(π˜, f)).
On ve´rifie que cette de´finition ne de´pend pas de l’espace parabolique P˜ choisi. Au moins
si π˜ est tempe´re´e, on peut supprimer la condition de K-finitude et de´finir J G˜
M˜
(π˜, f) pour
tout f ∈ C∞c (G˜(FV )).
En utilisant la formule de descente du paragraphe pre´ce´dent applique´e a` M˜V et
l’inde´pendance de l’espace parabolique que l’on vient d’indiquer, on montre que l’on
a l’e´galite´
(1) J G˜
M˜
(π˜, f) =
∑
L˜V ∈L(M˜V )
dG˜
M˜V
(M˜, L˜V )
∏
v∈V
J L˜
v
M˜v
(π˜v, fv,Q˜v,ω).
Levons l’hypothe`se que π˜ est en position ge´ne´rale. L’ensemble ⊕v∈V A˜M˜v est un espace
affine sous ⊕v∈VAM˜v , lequel se projette naturellement sur AM˜ . On note A˜M˜ le quotient
de ⊕v∈V A˜M˜v par le noyau de cette projection. C’est un espace affine sous AM˜ . On note
encore A˜∗
M˜
l’espace des fonctions affines sur cet espace, et A˜∗
M˜,C
son complexifie´. Pour
λ˜ ∈ A˜∗
M˜,C
, on note λ ∈ A∗
M˜,C
la forme line´aire sous-jacente a` λ˜. Pour π˜ quelconque et
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pour λ˜ ∈ A˜∗
M˜,C
en position ge´ne´rale, π˜λ˜ est en position ge´ne´rale et l’ope´rateur M
G˜
M˜
(πλ)
comme la forme line´aire f 7→ J G˜
M˜
(π˜λ˜, f) sont bien de´finis. Ces termes sont me´romorphes
en λ˜. S’ils sont re´guliers en λ˜ = 0, on note MG˜
M˜
(π) et f 7→ J G˜
M˜
(π˜, f) leurs valeurs en
λ˜ = 0.
Proposition. Si π˜ est unitaire, les termes ci-dessus sont re´guliers en λ˜ = 0.
Preuve. La formule (1) nous ramene au cas local, qui est traite´ par Arthur ([A4],
proposition 2.3). 
Evidemment, la formule (1) s’e´tend au cas ou` tous les termes de la formule sont
de´finis.
1.6 L’application φM˜
Pour toute place v ∈ V alf (F ), on note C
∞
ac (G˜(Fv)) l’espace des fonctions f : G˜(Fv)→
C telles que :
(1) pour toute fonction b ∈ C∞c (A˜G˜), la fonction γ 7→ b(H˜G˜v(γ))f(γ) appartient a`
C∞c (G˜(Fv)) ;
- il existe un sous-groupe ouvert compact H de G(Fv) tel que f soit biinvariante par
H .
Pour toute place v ∈ V al∞(F ), on note C
∞
ac (G˜(Fv)) l’espace des fonctions f : G˜(Fv)→
C qui ve´rifient (1). On note C∞ac (G˜(Fv), Kv) le sous-espace des e´le´ments Kv-finis a` droite
et a` gauche de C∞ac (G˜(Fv)).
On note Iac(G˜(Fv), ω) le quotient de C
∞
ac (G˜(Fv)) par le sous-espace des f ∈ C
∞
ac (G˜(Fv))
telles que IG˜v(γ, ω, f) = 0 pour tout e´le´ment γ ∈ G˜reg(Fv) (on rappelle que l’on note
ainsi l’ensemble des e´le´ments semi-simples et fortement re´guliers de G˜(Fv)). Si v est
archime´dienne, on de´finit de meˆme la variante Iac(G˜(Fv), ω,Kv).
Soient M˜ un espace de Levi de G˜ et V un ensemble fini de places de F . Pour
v ∈ V , on de´finit une application line´aire φM˜v : C
∞
ac (G˜(Fv)) → Iac(M˜(Fv), ω). Elle
est de´finie en [W1] 6.4 dans le cas ou` v est non-archime´dienne, en [V] 1.2 dans le cas
ou` v est archime´dienne. Dans ce dernier cas, l’application se restreint en une appli-
cation line´aire C∞ac (G˜(Fv), Kv) → Iac(M˜(Fv), ω,Kv), cf. [W1] 6.4. On definit comme
en 1.1 les espaces C∞ac (G˜(FV )) et Iac(G˜(FV ), ω) (avec la variante Iac(G˜(FV ), ω,K) si V
contient des places archime´diennes). Comme dans le paragraphe pre´ce´dent, on applique
les de´finitions du paragraphe 1.2 a` la famille M˜V = (M˜v)v∈V . On de´finit une application
φM˜ : C
∞
ac (G˜(FV ))→ Iac(M˜(FV ), ω) par
(2) φM˜(f) =
∑
L˜V ∈L(M˜V )
dG˜
M˜V
(M˜, L˜V )
(
⊗v∈V φ
L˜v
M˜v
(fv,Q˜v,ω)
)
pour une fonction f = ⊗v∈V fv ∈ C
∞
ac (G˜(FV )).
Cette de´finition de´pend a priori d’une donne´e auxiliaire puisque les Q˜v en de´pendent.
Pour qu’elle soit loisible, on doit montrer qu’en fait, elle n’en de´pend pas. Pour cela, on
utilise la caracte´risation de [W1] 6.4(5). Fixons pour tout v ∈ V une ω-repre´sentation
tempe´re´e M-irre´ductible π˜v de M˜(Fv). Fixons aussi Xv ∈ A˜M˜v . On a de´fini une forme
line´aire ϕv 7→ I
M˜v(π˜v, Xv, ϕv) sur Iac(M˜(Fv), ω), cf. [W1] 6.4 et [V] 1.2. Quand π˜v et
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Xv varient, ces formes line´aires se´parent les e´le´ments de Iac(M˜(Fv), ω). Il suffit donc de
prouver que la valeur sur le membre de droite de (2) de la forme line´aire
⊗v∈V ϕv 7→
∏
v∈V
IM˜v(π˜v, Xv, ϕv)
est bien de´finie. Cette valeur est∑
L˜V ∈L(M˜V )
dG˜
M˜V
(M˜, L˜V )
∏
v∈V
IM˜v(π˜v, Xv, φ
L˜v
M˜v
(fv,Q˜v,ω)),
ou encore ∑
L˜V ∈L(M˜V )
dG˜
M˜V
(M˜, L˜V )
∏
v∈V
J L˜
v
M˜v
(π˜v, Xv, fv,Q˜v,ω).
Par de´finition, on a pour tout v ∈ V une e´galite´
J L˜
v
M˜v
(π˜v, Xv, fv,Q˜v,ω) = cv
∫
iA∗
M˜v,Fv
J L˜
v
M˜v
(π˜v,λ˜v , fv,Q˜v,ω)e
−<λ˜v,Xv>dλv
(les deux fonctions que l’on inte`gre de´pendent de λ˜v ∈ iA˜M˜v ; leur produit se descend
en une fonction sur iA∗
M˜v,Fv
; cv est une constante de´pendant seulement des mesures de
Haar). Il suffit donc de prouver que, pour toute famille (λ˜v)v∈V ∈ ⊕iA˜
∗
M˜v
, le terme
∑
L˜V ∈L(M˜V )
dG˜
M˜V
(M˜, L˜V )
∏
v∈V
J L˜
v
M˜v
(π˜v,λ˜v , fv,Q˜v,ω)
est bien de´fini. Quitte a` remplacer π˜v par π˜v,λ˜v , il suffit de conside´rer∑
L˜V ∈L(M˜V )
dG˜
M˜V
(M˜, L˜V )
∏
v∈V
J L˜
v
M˜v
(π˜v, fv,Q˜v,ω).
La formule 1.5(1) dit que cette expression est e´gale a` J G˜
M˜
(π˜, f), ou` π˜ = ⊗v∈V π˜v. Ce terme
ne de´pendant d’aucun parame`tre auxiliaire, cela de´montre l’assertion.
1.7 Une proprie´te´ globale de l’application φM˜
La situation est la meˆme que dans le paragraphe pre´ce´dent, mais on suppose que V
contient Vram. On se rappelle l’application H˜G˜V : G˜(FV )→ AG˜ de 1.1. L’espace C
∞(AG˜)
des fonctions C∞ sur AG˜ ope`re sur C
∞
c (G˜(FV )) : a` b ∈ C
∞(AG˜) et f ∈ C
∞
c (G˜(FV )), on
associe la fonction produit f(b◦H˜G˜V ). L’espace C
∞(AG˜) ope`re de meˆme sur C
∞
ac (G˜(FV )).
Ces actions se descendent en des actions sur I(G˜(FV ), ω) et Iac(G˜(FV ), ω). Notons
C∞ac,glob(G˜(FV )) le sous-espace des f ∈ C
∞
ac (G˜(FV )) tels que f(b◦H˜G˜V ) ∈ C
∞
c (G˜(FV )) pour
tout b ∈ C∞c (AG˜). Notons Iac,glob(G˜(FV ), ω) l’image de cet espace dans Iac(G˜(FV ), ω).
Lemme. L’homomorphisme φM˜ envoie C
∞
ac,glob(G˜(FV )) dans Iac,glob(M˜(FV ), ω).
Preuve. Soient f ∈ C∞ac,glob(G˜(FV )) et b ∈ C
∞
c (A˜M˜). On doit montrer que φM˜(f)(b ◦
H˜M˜V ) appartient a` I(M˜(FV ), ω). Soit b
′ ∈ C∞c (A˜G˜) qui vaut 1 sur la projection dans AG˜
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du support de b. Alors b ◦ H˜M˜V = (b ◦ H˜M˜V )(b
′ ◦ H˜G˜V ). Il re´sulte de la de´finition de φM˜
que φM˜(f)(b
′ ◦ H˜G˜V ) = φM˜(f(b
′ ◦ H˜G˜V )). D’ou`
φM˜(f)(b ◦ H˜M˜V ) = φM˜(f(b
′ ◦ H˜G˜V ))(b ◦ H˜M˜V ).
Quitte a` remplacer f par f(b′ ◦ H˜G˜V ), on est ramene´ au cas ou` f ∈ C
∞
c (G˜(FV )). En
conside´rant la formule (1) du paragraphe pre´ce´dent, on voit qu’il nous suffit de fixer
L˜V ∈ L(M˜V ) tel que d
G˜
M˜V
(M˜, L˜V ) 6= 0 et de prouver que la fonction
(1)
(
⊗v∈V φ
L˜v
M˜v
(fv,Q˜v,ω)
)
(b ◦ H˜M˜V )
appartient a` Iac,glob(M˜(FV ), ω). On rele`ve chaque terme φ
L˜v
M˜v
(fv,Q˜v,ω) en un e´le´ment de
C∞ac (M˜(Fv)). Notons Ξv l’image de son support dans A˜M˜v par l’application H˜M˜v . Parce
que fv est maintenant a` support compact, on sait que l’on peut supposer que la pro-
jection naturelle de Ξv dans A˜L˜v est compacte. Notons Ξ l’image du support de la
fonction (1) dans A˜M˜V par l’application
∏
v∈V H˜M˜v . Pour que la fonction (1) appartienne
a` Iac,glob(M˜(FV ), ω), il suffit que Ξ soit compact. Or Ξ est le sous-ensemble des e´le´ments
de
∏
v∈V Ξv dont l’image par p˜V appartient au support compact de la fonction b. En
fixant des points bases de nos espaces affines, qui permettent d’identifier A˜M˜V a` AM˜V ,
on est ramene´ a` la situation suivante. On a un sous-ensemble ferme´ Ξ ⊂ AM˜V dont la
projection dans AL˜V est compacte et dont l’image par l’application
pV : AM˜V → AM˜
(Hv)v∈V 7→
∑
v∈V Hv,M˜
est compacte. On doit montrer que ce sous-ensemble est compact. Il suffit que l’inter-
section des noyaux de pV et de la projection dans AL˜V soit re´duite a` 0. Ou encore que
la somme de AL˜V et de l’orthogonal du noyau de pV soit l’espace AM˜V tout entier. Cela
re´sulte de la condition dG˜
M˜V
(M˜, L˜V ) 6= 0 puisque l’orthogonal du noyau de pV est l’espace
AM˜ plonge´ diagonalement dans AM˜V . 
On a la variante suivante : φM˜ envoie C
∞
ac,glob(G˜(FV ), K) dans Iac,glob(M˜(FV ), ω,K).
1.8 Espaces de distributions
Soient M˜ un espace de Levi de G˜ et V un ensemble fini de places de F . Pour tout
v ∈ V , on a de´fini l’espace de distributions Dge´om(M˜(Fv), ω) en [I] 5.1 et 5.2. C’est celui
des distributions ω-e´quivariantes supporte´es par un nombre fini de classes de conjugaison.
Supposons v archime´dienne. On a de´fini en [V] 1.3 et 2.1 les sous-espaces
Dorb(M˜(Fv), ω) ⊂ Dtr−orb(M˜(Fv), ω) ⊂ Dge´om(M˜(Fv), ω) ⊃ Dge´om,G˜−e´qui(M˜(Fv), ω).
L’espaceDorb(M˜(Fv), ω) est engendre´ par les inte´grales orbitales ordinaires (ω-e´quivariantes).
L’espace Dge´om,G˜−e´qui(M˜(Fv), ω) est le sous-espace des e´le´ments de Dge´om(M˜(Fv), ω)
dont le support est forme´ d’e´le´ments de M˜(Fv) qui sont G˜-e´quisinguliers. L’espace
Dtr−orb(M˜(Fv), ω) est de´fini par re´currence. Il est engendre´ par Dorb(M˜(Fv), ω) et par les
images par transfert des espaces Dtr−orb(M
′
v) pour les donne´es endoscopiques elliptiques
11
M′v de (Mv, M˜v), avec la restriction M
′
v 6= Mv si (Mv, M˜v, av) est quasi-de´ploye´ et a`
torsion inte´rieure.
Remarque. Si on applique les meˆmes de´finitions pour une place v non-archime´dienne,
on a l’e´galite´ Dorb(M˜(Fv), ω) = Dtr−orb(M˜(Fv), ω) = Dge´om(M˜(Fv), ω).
On poseDge´om(M˜(FV ), ω) = ⊗v∈VDge´om(M˜(Fv), ω). On de´finit les sous-espaces Dorb(M˜(FV ), ω),
Dtr−orb(M˜(FV ), ω) etDge´om,G˜−e´qui(M˜(FV ), ω) en remplac¸ant, pour toute place archime´dienne
v ∈ V , l’espace Dge´om(M˜(Fv), ω) par Dorb(M˜(Fv), ω) etc...
1.9 Inte´grales orbitales ponde´re´es
Soient M˜ ∈ L(M˜0) et V un ensemble fini de places de F . Pour tout g = (gv)v∈V ∈
G(FV ), Arthur de´finit une (G˜, M˜)-famille (vP˜ (g; Λ))P˜∈P(M˜), d’ou` une fonction v
G˜
M˜
(g; Λ).
On pose vG˜
M˜
(g) = vG˜
M˜
(g, 0).
Soit γ = (γv)v∈V ∈ M˜(FV ). On pose Mγ =
∏
v∈V Mv,γv que l’on peut conside´rer
comme un groupe de´fini sur l’anneau FV . On de´finit de meˆme Gγ, ZM(γ) etc... Si ω n’est
pas trivial sur Mγ(FV ), on pose J
G˜
M˜
(γ, ω, f) = 0 pour tout f ∈ C∞c (G˜(FV )). Supposons
dans la suite que ω est trivial sur Mγ(FV ). On fixe des mesures de Haar sur G(FV ) et
Mγ(FV ). Supposons d’abord que γ soit G˜-e´quisingulier, c’est-a`-dire que Mγ = Gγ . Pour
f ∈ C∞c (G˜(FV )), on pose
J G˜
M˜
(γ, ω, f) = DG˜(γ)1/2
∫
Mγ(FV )\G(FV )
ω(g)f(g−1γg)vM˜(g) dg.
Pour γ quelconque, Arthur de´finit J G˜
M˜
(γ, ω, f) par un proce´de´ de limite. Nous allons le
rappeler brie`vement, tout en le modifiant. Soit v ∈ V et av ∈ AM˜v(Fv). On a de´fini
en [II] 1.5 une (G˜v, M˜v)-famille (rP˜ (γv, av; Λ))P˜∈P(M˜v), pourvu que av soit en position
ge´ne´rale. Plus pre´cise´ment, notons ηv la partie semi-simple de γv. Il suffit que av ve´rifie
α(av) 6= ±1 pour toute racine α de AMv,ηv dans Gv,ηv pour que les fonctions pre´ce´dentes
soient de´finies. Signalons que la de´finition de ces fonctions est le´ge`rement diffe´rente de
celle d’Arthur. Soit maintenant a = (av)v∈V ∈ AM˜(FV ). Si a est en position ge´ne´rale, les
av ne sont pas ve´ritablement ”en position ge´ne´rale” car le tore AMv,ηv est en ge´ne´ral plus
gros que le localise´ de AM˜ , mais ils ve´rifient la condition pre´cise ci-dessus. Comme en 1.3,
on de´duit alors des (G˜v, M˜v)-familles ci-dessus une famille produit (rP˜ (γ, a; Λ))P˜∈P(M˜).
On en de´duit une fonction rG˜
M˜
(γ, a; Λ) et on pose rG˜
M˜
(γ, a) = rG˜
M˜
(γ, a; 0). Conside´rons
l’expression ∑
L˜∈L(M˜)
rL˜
M˜
(γ, a)J G˜
L˜
(aγ, ω, f).
Tous les termes sont bien de´finis puisque Maγ = Gaγ pour a en position ge´ne´rale. Arthur
montre que cette expression a une limite quand a tend vers 1 ([A5] the´ore`me 5.2). La
modification que l’on a apporte´e aux de´finitions n’affecte pas cette proprie´te´. On note
J G˜
M˜
(γ, ω, f) cette limite.
Remarque. La de´finition est globale : les (G˜, M˜)-familles intervenant sont indexe´es
par des espaces paraboliques de´finis sur F . Meˆme dans le cas ou` V est re´duit a` une seule
place v, les inte´grales orbitales ponde´re´es ci-dessus ne co¨ıncident pas en ge´ne´ral avec
leurs similaires locales relatives au corps de base Fv. La relation entre les deux objets
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est donne´e par la formule (1) suivante. La meˆme remarque s’appliquera aux inte´grales
orbitales ponde´re´es ω-e´quivariantes de´finies au paragraphe suivant.
En utilisant plusieurs fois la formule 1.4(1), on montre que, pour f = ⊗v∈V fv, on a
l’e´galite´
(1) J G˜
M˜
(γ, ω, f) =
∑
L˜V ∈L(M˜V )
dG˜
M˜V
(M˜, L˜V )
∏
v∈V
J L˜
v
M˜v
(γv, ω, fv,Q˜v,ω).
Comme dans le cas local, on peut formaliser les de´finitions ci-dessus et les rendre
inde´pendantes de tout choix de mesures en de´finissant J G˜
M˜
(γ, f) pour γ ∈ Dorb(M˜(FV ), ω)⊗
Mes(M(FV ))
∗ et f ∈ C∞c (G˜(FV ))⊗Mes(G(FV )). Signalons que ces inte´grales de´pendent
tout de meˆme de la mesure fixe´e sur AG˜
M˜
.
On aura besoin d’une variante de la formule (1). Supposons V re´union disjointe de
deux sous-ensembles V1 et V2. Pour i = 1, 2, soient γi ∈ Dorb(M˜(FVi), ω)⊗Mes(M(FVi))
et fi ∈ C
∞
c (G˜(FVi))⊗Mes(G(FVi)). Posons γ = γ1 ⊗ γ2 et f = f1 ⊗ f2. Supposons que,
pour tout Q˜ = L˜U˜Q ∈ F(M˜), l’inte´grale orbitale ponde´re´e J
L˜
M˜
(γ1, f1,Q˜,ω) ne de´pende que
de L˜. On a alors l’e´galite´
(2) J G˜
M˜
(γ, f) =
∑
L˜∈L(M˜)
J L˜
M˜
(γ1, f1,Q˜,ω)J
G˜
L˜
(γL˜2 , f2),
ou` Q˜ est un e´le´ment quelconque de P(L˜) et ou` γ L˜2 est l’induite de γ2 a` L˜(FV2).
1.10 Syste`me de fonctions B
Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Rappelons que dans ce cas,
on supprime le caracte`re trivial ω des notations. Pour une place v de F , on a de´fini
en [II] 1.9 la notion de syste`me de fonctions B sur G˜(Fv). Pour globaliser cette notion,
on va en donner une de´finition un peu diffe´rente. Fixons une paire de Borel (B∗, T ∗)
de G de´finie sur F . Notons T˜ ∗ l’ensemble des γ ∈ G˜ tels que adγ conserve cette paire.
Pour η ∈ T˜ ∗, notons ΣGη(T ∗) l’ensemble des racines de T ∗ dans gη. L’ensemble Σ
Gη(T ∗)
est un sous-ensemble de l’ensemble Σ(T ∗) des racines de T ∗ dans g. Pour tout sous-
ensemble Σ′ ⊂ Σ(T ∗), conside´rons l’ensemble des η ∈ T˜ ∗ tels que ΣGη(T ∗) = Σ′. C’est
un sous-ensemble alge´brique de T˜ ∗ que l’on de´compose en composantes connexes. En
faisant varier Σ′, on obtient une de´composition de T˜ ∗ en re´union disjointe finie de sous-
ensembles alge´briques connexes. On note Ω cet ensemble de sous-ensembles alge´briques.
Pour Ω ∈ Ω, on note Σ(Ω) l’ensemble ΣGη(T ∗) pour un e´le´ment quelconque η ∈ Ω. Le
groupe de Weyl W agit sur T˜ ∗. Pour w ∈ W et η ∈ T˜ ∗, l’e´le´ment w de´finit une bijection
w : ΣGη(T ∗)→ ΣGw(η)(T ∗). Le groupe de Galois ΓF agit aussi et, pour σ ∈ ΓF et η ∈ T˜
∗,
on a aussi une bijection σ : ΣGη(T ∗)→ ΣGσ(η)(T ∗). Il en re´sulte que les actions de W et
ΓF sur T˜
∗ permutent les e´le´ments de Ω.
On se donne pour tout Ω ∈ Ω une fonction BΩ : Σ(Ω) → Q>0. On suppose ve´rifie´es
les conditions (1) et (2) suivantes pour tout Ω ∈ Ω :
(1) pour toute composante irre´ductible Σ′ du syste`me de racines Σ(Ω), ou bien BΩ
est constante sur Σ′, ou bien la fonction β 7→ BΩ(β)
(β,β)
est constante sur Σ′, ou` (., .) est
une forme quadratique de´finie positive et invariante par le groupe de Weyl sur l’espace
X∗(T ∗)⊗Z R ;
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(2) pour w ∈ W , σ ∈ ΓF et β ∈ Σ(Ω), on a les e´galite´s Bw(Ω)(w(β)) = Bσ(Ω)(σ(β)) =
BΩ(β).
A ces conditions, on dit que les fonctions BΩ forment un ”syste`me de fonctions B”
sur G˜. Fixons un tel syste`me. Il convient d’e´largir l’ensemble Vram de 1.1 de sorte que
(3) soit v ∈ V al(F ) − Vram, notons p la caracte´ristique re´siduelle de v ; alors, pour
tout e´le´ment Ω ∈ Ω, les valeurs de BΩ sont premie`res a` p.
C’est possible puisque l’ensemble Ω est fini.
Soit η ∈ T˜ ∗(F¯ ). Il existe un unique Ω ∈ Ω tel que η ∈ Ω(F¯ ). On pose Bη = BΩ. Plus
ge´ne´ralement, pour un e´le´ment semi-simple η ∈ G˜(F¯ ), fixons une paire de Borel (B, T )
de G conserve´e par adη. On de´finit comme ci-dessus le syste`me de racines Σ
Gη(T ). On
fixe un e´le´ment x ∈ G(F¯ ) tel que adx(B, T ) = (B
∗, T ∗). Alors adx identifie Σ
Gη(T ) a`
ΣGadx(η)(T ∗). En transportant la fonction Badx(η) par cet isomorphisme, on obtient une
fonction Bη sur Σ
Gη(T ), qui ne de´pend pas de l’e´le´ment x choisi.
Soit v une place de F et soit η un e´le´ment semi-simple de G˜(F¯v). Le meˆme proce´de´
permet de de´finir une fonction Bη sur le syste`me de racines de Gη. La restriction de ces
fonctions aux e´le´ments η ∈ G˜(Fv) est un syste`me de fonctions B sur G˜(Fv), au sens de
[II] 1.9.
Soient M˜ un espace de Levi de G˜, V un ensemble fini de places de F et γ = (γv)v∈V ∈
M˜(FV ). Pour v ∈ V , on a de´fini en [II] 1.9 des (G˜v, M˜v)-familles (rP˜ (γv, av, B; Λ))P˜∈P(M˜v).
En utilisant ces familles dans les constructions du paragraphe pre´ce´dent, on de´finit
l’inte´gale orbitale ponde´re´e J G˜
M˜
(γ, B, f). Elle co¨ıncide avec J G˜
M˜
(γ, f) dans le cas ou`
Mγ = Gγ.
1.11 Inte´grales orbitales ponde´re´es ω-e´quivariantes
Soient M˜ ∈ L(M˜0) et V un ensemble fini de places de F . Soit γ ∈ M˜(FV ). On fixe
encore des mesures de Haar sur G(FV ) et Mγ(FV ). Pour f ∈ C
∞
c (G˜(FV )), on de´finit
l’inte´grale orbitale ponde´re´e ω-e´quivariante par la formule de re´currence
IG˜
M˜
(γ, ω, f) = J G˜
M˜
(γ, ω, f)−
∑
L˜∈L(M˜),L˜ 6=G˜
I L˜
M˜
(γ, ω, φL˜(f)).
Remarque. Comme souvent, certaines proprie´te´s de ces termes sont suppose´es connues
pour les donne´es (G′, G˜′, a′) similaires a` (G, G˜, a) telles que dim(G′SC) < dim(GSC).
Les proprie´te´s utilise´es ici est que IG˜
M˜
(γ, ω, f) ne de´pend que de l’image de f dans
I(G˜(FV ), ω) et que la de´finition s’e´tend a` f ∈ C
∞
ac (G˜(FV )). Graˆce a` ces hypothe`ses,
les termes I L˜
M˜
(γ, ω, φL˜(f)) sont bien de´finis pour L˜ 6= G˜. La formule (1) ci-dessous, qui se
de´duit de la simple formule de de´finition ci-dessus, rame`ne la ve´rification des hypothe`ses
de re´currence aux proprie´te´s des inte´grales analogues locales, pour lesquelles on renvoie
a` [II] et [V].
Pour f = ⊗v∈V fv, on a l’e´galite´
(1) IG˜
M˜
(γ, ω, f) =
∑
L˜V ∈L(M˜V )
dG˜
M˜V
(M˜, L˜V )
∏
v∈V
I L˜
v
M˜v
(γv, ω, fv,L˜v,ω).
Comme en 1.9, on peut formaliser les de´finitions ci-dessus et en particulier les rendre
inde´pendantes de tout choix de mesures en de´finissant IG˜
M˜
(γ, f) pour γ ∈ Dorb(M˜(FV ), ω)⊗
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Mes(M(FV ))
∗ et f ∈ C∞c (G˜(FV )) ⊗Mes(G(FV )), ou f ∈ I(G˜(FV ), ω) ⊗Mes(G(FV )).
Ces inte´grales de´pendent tout de meˆme de la mesure fixe´e sur AG˜
M˜
.
Supposons V = V1 ⊔ V2. Pour i = 1, 2, soient γi ∈ Dorb(M˜(FVi), ω)⊗Mes(M(FVi))
∗
et fi ∈ I(G˜(FVi), ω)⊗Mes(G(FVi)). Posons γ = γ1 ⊗ γ2 et f = f1 ⊗ f2. On a la formule
de scindage
(2) IG˜
M˜
(γ, f) =
∑
L˜1,L˜2∈L(M˜)
dG˜
M˜
(L˜1, L˜2)I
L˜1
M˜
(γ1, (f1)L˜1,ω)I
L˜2
M˜
(γ2, (f2)L˜2,ω).
Conforme´ment aux re´sultats de [V], on peut de´finir le terme IG˜
M˜
(γ, f) dans le cas ou` γ
appartient a` Dge´om,G˜−e´qui(M˜(FV ), ω)⊗Mes(M(FV ))
∗ : on le de´finit par la formule (1). Si
(G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure, ou si l’on suppose ve´rifie´e l’hypothe`se
(Hyp) de [V] 2.5 en toute place archime´dienne de V , on peut aussi le de´finir dans le cas ou`
γ appartient a` Dtr−orb(M˜(FV ), ω)⊗Mes(M(FV ))
∗. Les proprie´te´s ci-dessus s’e´tendent
a` tous les cas ou` les termes sont de´finis.
1.12 Une proprie´te´ de support
Soient M˜ ∈ L(M˜0) et V un ensemble fini de places de F contenant Vram.
Lemme. Soit Ξ ⊂ AM˜ un ensemble compact et soit f ∈ C
∞
ac,glob(G˜(FV )). Alors il existe
un sous-ensemble compact C˜V de M˜(FV ) tel que, pour tout γ ∈ M˜(FV ) ve´rifiant les
deux conditions :
- H˜M˜V (γ) ∈ Ξ,
- IG˜
M˜
(γ, ω, f) 6= 0,
γ soit conjugue´ a` un e´le´ment de C˜V par un e´le´ment de M(FV ).
Preuve. On choisit une fonction b ∈ C∞c (AG˜) qui vaut 1 sur la projection de Ξ dans
AG˜. On a alors l’e´galite´ I
G˜
M˜
(γ, ω, f) = IG˜
M˜
(γ, ω, f(b ◦ H˜G˜V )) pour tout γ ∈ M˜(FV ) tel
que H˜M˜V (γ) ∈ Ξ. Cela nous permet de remplacer f par f(b ◦ H˜G˜V ). En oubliant cela,
on peut supposer f a` support compact. On utilise la de´finition donne´e en 1.9. Pour que
IG˜
M˜
(γ, ω, f) soit non nul, il faut que J G˜
M˜
(γ, ω, f) soit non nul ou qu’il existe L˜ ∈ L(M˜)
avec L˜ 6= G˜ tel que I L˜
M˜
(γ, ω, φL˜(f)) soit non nul. Dans le premier cas, γ est conjugue´ par
un e´le´ment de M(FV ) a` un e´le´ment du support de f et la conclusion s’ensuit. Dans le
deuxie`me cas, le lemme 1.7 nous dit que φL˜(f) appartient a` Iac,glob(M˜(FV ), ω). Puisque
L˜ 6= G˜, on peut appliquer le lemme par re´currence, d’ou` encore la conclusion. 
1.13 Le cas non ramifie´
Soit V un ensemble fini de places de F . Contrairement a` l’habitude, on suppose
ici V ∩ Vram = ∅. En particulier, les places dans V sont finies. Soit M˜ ∈ L(M˜0). On se
de´barrasse des espaces de mesures en fixant sur G(FV ) etM(FV ) les mesures canoniques.
On de´finit une forme line´aire rG˜
M˜
(., K˜V ) sur Dge´om(M˜(FV ), ω) par
rG˜
M˜
(γ, K˜V ) = J
G˜
M˜
(γ, 1K˜V )
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pour tout γ ∈ Dge´om(M˜(FV ), ω). Remarquons que, pour tout espace parabolique Q˜ =
L˜UQ ∈ L(M˜0) et tout v ∈ V , on a l’e´galite´ (1K˜v)Q˜,ω = 1K˜L˜v . Pour γ = ⊗v∈V γv, la formule
de descente 1.8(1) donne donc
rG˜
M˜
(γ, K˜V ) =
∑
L˜V ∈L(M˜V )
dG˜
M˜V
(M˜, L˜V )
∏
v∈V
rL˜
v
M˜v
(γv, K˜
L˜v
v ),
ou` les derniers facteurs sont les termes locaux de´finis en [II] 4.1.
1.14 Inte´grales orbitales ponde´re´es invariantes et syste`mes de
fonctions B
On suppose (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Fixons un syste`me de fonc-
tions B comme en 1.9. Soient M˜ ∈ L(M˜0), V un ensemble fini de places et γ ∈ M˜(FV ).
De la meˆme fac¸on que dans le paragraphe 1.10, et modulo des choix de mesures de Haar,
on de´finit l’inte´grale orbitale ponde´re´e invariante IG˜
M˜
(γ, B, f) pour f ∈ C∞c (G˜(FV )). Elle
ve´rifie les meˆmes proprie´te´s qu’en 1.10 et 1.11.
Lemme. Supposons que V contienne Vram. Soit γ˙ ∈ M˜(F ), notons γ son image naturelle
dans M˜(FV ). Alors on a l’e´galite´
IG˜
M˜
(γ, B, f) = IG˜
M˜
(γ, f)
pour tout f ∈ C∞c (G˜(FV )).
Preuve. On ve´rifie que le proce´de´ de limite utilise´ pour de´finir les inte´grales orbitales
ponde´re´es s’e´tend aux inte´grales invariantes. On a donc
IG˜
M˜
(γ, f) = lima→1
∑
L˜∈L(M˜)
rL˜
M˜
(γ, a)IG˜
L˜
(aγ, f)
pour tout f ∈ C∞c (G˜(FV )), ou` a parcourt les e´le´ments de AM˜(FV ) en position ge´ne´rale.
De meˆme,
IG˜
M˜
(γ, B, f) = lima→1
∑
L˜∈L(M˜)
rL˜
M˜
(γ, a, B)IG˜
L˜
(aγ, f).
Rappelons que, pour a en position ge´ne´rale, l’e´le´ment aγ est G˜-e´quisingulier donc IG˜
L˜
(aγ, B, f) =
IG˜
L˜
(aγ, f) pour tout L˜. Rappelons que les termes rL˜
M˜
(γ, a) et rL˜
M˜
(γ, a, B) sont issus de
(G˜, M˜)-familles (rP˜ (γ, a; Λ))P˜∈P(M˜) et (rP˜ (γ, a, B; Λ))P˜∈P(M˜). De´finissons une (G˜, M˜)-
famille (cP˜ (γ, a, B; Λ))P˜∈P(M˜) par
cP˜ (γ, a, B; Λ) = rP˜ (γ, a, B; Λ)rP˜ (γ, a; Λ)
−1.
Pour tout L˜ ∈ L(M˜), on a la formule de de´composition
rL˜
M˜
(γ, a, B) =
∑
R˜∈L(M˜),R˜⊂L˜
cR˜
M˜
(γ, a, B)rL˜
R˜
(γ, a).
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D’ou`
IG˜
M˜
(γ, B, f) = lima→1
∑
R˜∈L(M˜)
cR˜
M˜
(γ, a, B)
∑
L˜∈L(R˜)
rL˜
R˜
(γ, a)IG˜
L˜
(aγ, f).
En utilisant la formule de descente 1.4(1) et [II] 1.7(12), on voit que pour tout R˜, la
somme inte´rieure a une limite quand a tend vers 1. Cette limite est IG˜
R˜
(γR˜, f), ou` γR˜
est la distribution induite a` R˜(FV ) de l’inte´grale orbitale dans M˜(FV ) associe´e a` γ. Pour
prouver le lemme, il suffit de prouver la relation
lima→1c
R˜
M˜
(γ, a, B) =
{
1, si R˜ = M˜,
0, si R˜ 6= M˜
pour tout R˜ ∈ L(M˜). Un tel R˜ e´tant fixe´, on peut remplacer l’espace ambiant G˜ par R˜.
Cela nous rame`ne a` prouver la relation
(1) lima→1c
G˜
M˜
(γ, a, B) =
{
1, si G˜ = M˜,
0, si G˜ 6= M˜
Le cas G˜ = M˜ est e´vident. On suppose de´sormais M˜ 6= G˜.
Rappelons la construction de nos (G˜, M˜)-familles. Ecrivons γ˙ = uη, ou` η ∈ M˜(F )
est semi-simple et u ∈ Mη(F ) est unipotent. On introduit les ensembles Σ
Gη(Z(Mη)
0)
et Σ(AM˜) de racines de Z(Mη)
0 dans gη, resp. de AM˜ dans g. On a une application de
restriction
ΣGη(Z(Mη)
0) → Σ(AM˜ )
α 7→ αM˜
Posons Z = X∗(Z(M)
0)⊗Z R. On a AM˜ ⊂ Z. Puisque Z est muni d’une forme quadra-
tique de´finie positive (cf. 1.3), on a aussi une inclusion d’espaces duaux A∗
M˜
⊂ Z∗. Fixons
v ∈ V et α ∈ ΣGη(Z(Mη)
0). En [II] 1.4, on a de´fini un e´le´ment de Z, note´ alors ρ(α, u).
Sa de´finition de´pend a priori de la place v, notons-le plutoˆt ρv(α, u). Soient P˜ ∈ P(M˜),
a = (av)v∈V ∈ AM˜(FV ) et Λ ∈ iA
∗
M˜
. Il re´sulte des de´finitions que l’on a l’e´galite´
(2) rP˜ (γ, a; Λ) =
∏
v∈V
∏
α∈ΣGη (Z(Mη)0);αM˜>P 0
|α(av)− α(av)
−1|
<Λ,ρv(α,u)>/2
Fv
,
ou` le symbole >P de´signe la positivite´ relative a` P .
Fixons une paire de Borel (B, T ) de G conserve´e par adη et telle que M soit standard
pour cette paire. Introduisons l’ensemble ΣGη(T ) des racines de T dans gη. On a introduit
en [II] 1.8 l’ensemble ΣGη(T,Bη) forme´ des Bη(α)
−1α pour α ∈ ΣGη(T,Bη) (on conside`re
ces e´le´ments comme des formes line´aires sur t). On note ΣGη(Z(Mη)
0, B) l’ensemble des
restrictions a` z(Mη) d’e´le´ments de Σ
Gη(T,Bη). Fixons v ∈ V et α
′ ∈ ΣGη(Z(Mη)
0, B).
En [II] 1.4, on a de´fini un e´le´ment de Z, note´ alors ρ(α′, u, B), qu’il convient de noter
plutoˆt ρv(α
′, u, B). Soient P˜ ∈ P(M˜), a = (av)v∈V ∈ AM˜(FV ) et Λ ∈ iA
∗
M˜
. Un e´le´ment
α′ ∈ ΣGη(Z(Mη)
0, B) se restreint a` aM˜ en un e´le´ment α
′
M˜
= qβ, ou` q ∈ Q>0 et β ∈
Σ(AM˜ ). On dit que α
′
M˜
>P 0 si et seulement si β >P 0. D’autre part, l’e´le´ment a e´tant
suppose´ proche de 1, on peut e´crire av = exp(Hv) pour tout v ∈ V , ou` Hv ∈ aM˜(Fv)
est proche de 0. On pose α′(av) = exp(qβ(Hv)). Il re´sulte alors des de´finitions que l’on a
l’e´galite´
(3) rP˜ (γ, a, B; Λ) =
∏
v∈V
∏
α′∈ΣGη (Z(Mη)0,B);α′
M˜
>P 0
|α′(av)− α
′(av)
−1|
<Λ,ρv(α′,u,B)>/2
Fv
.
17
Notons Σind(AM˜ ) l’ensemble des e´le´ments indivisibles de Σ(AM˜ ). Un e´le´ment α in-
tervenant dans (2) se restreint en un e´le´ment αM˜ qui est un multiple entier positif d’un
unique e´le´ment β ∈ Σind(AM˜). On regroupe les α selon cet e´le´ment β et on obtient une
de´composition en produit
rP˜ (γ, a; Λ) =
∏
β∈Σind(AM˜ ),βM˜>P 0
rβ(γ, a; Λ).
Un e´le´ment α′ intervenant dans (3) se restreint en un e´le´ment α′
M˜
qui est un multiple
rationnel positif d’un unique e´le´ment β ∈ Σind(AM˜). On regroupe les α
′ selon cet e´le´ment
β et on obtient une de´composition en produit
rP˜ (γ, a, B; Λ) =
∏
β∈Σind(AM˜ ),βM˜>P 0
rβ(γ, a, B; Λ).
Fixons β ∈ Σind(AM˜). On peut introduire une coracine βˇ ∈ AM˜ , normalise´e par la
condition < β, βˇ >= 2. Il resulte des constructions de [II] 1.4 que, si α est un e´le´ment de
ΣGη(Z(Mη)
0) tel que αM˜ est un multiple entier de β, alors, pour tout v ∈ V , la projection
orthogonale de ρv(α, u) sur AM˜ est coline´aire a` βˇ. Il en re´sulte que
< Λ, ρv(α, u) > /2 =< β, ρv(α, u) >< Λ, βˇ > /2.
De meˆme, il re´sulte des constructions de [II] 1.8 que, si α′ est un e´le´ment de ΣGη(Z(Mη)
0, B)
tel que α′
M˜
est un multiple rationnel de β, alors, pour tout v ∈ V , la projection orthogo-
nale de ρv(α
′, u, B) sur AM˜ est coline´aire a` βˇ. Il en re´sulte que
< Λ, ρv(α
′, u, B) > /2 =< β, ρv(α
′, u, B) >< Λ, βˇ > /2.
De´finissons une fonction cβ(γ, a, B; x) d’une variable re´elle x par l’e´galite´
(4) cβ(γ, a, B; x) =
∏
v∈V

 ∏
α′∈ΣGη (Z(Mη)0,B);α′
M˜
∈Q>0β
|α′(av)− α
′(av)
−1|
ix<β,ρv(α′,u,B)>/4
Fv



 ∏
α∈ΣGη (Z(Mη)0);αM˜∈Z>0β
|α(av)− α(av)
−1|
−ix<β,ρv(α,u)>/4
Fv

 .
On obtient alors l’e´galite´
cβ(γ, a, B;−i < Λ, βˇ >) = rβ(γ, a, B; Λ)rβ(γ, a; Λ)
−1.
D’ou` l’e´galite´
cP˜ (γ, a, B; Λ) =
∏
β∈Σind(AM˜ ),β>P 0
cβ(γ, a, B;−i < Λ, βˇ >).
Cela montre que la famille (cP˜ (γ, a, B; Λ))P˜∈P(M˜) est de la forme particulie`re e´tudie´e par
Arthur en [A6]. Le lemme 7.1 de cette re´fe´rence calcule explicitement cG˜
M˜
(γ, a, B) : c’est
une combinaison line´aire de produits des de´rive´es c′β(γ, a, B; x) des fonctions cβ(γ, a, B; x)
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e´value´es en x = 0. Pour prouver (1), il suffit de fixer β ∈ Σind(AM˜) et de prouver la
relation
lima→1c
′
β(γ, a, B; 0) = 0.
Fixons β et conside´rons la formule (4). Notons Σ
Gη
ind(Z(Mη)
0) l’ensemble des e´le´ments in-
divisibles de ΣGη(Z(Mη)
0). Pour αind ∈ Σ
Gη
ind(Z(Mη)
0), de´finissons une fonction cα(γ, a, B; x)
par une formule analogue a` (4), ou` on se restreint aux α qui sont multiples entiers po-
sitifs de αind et aux α
′ qui sont multiples rationnels positifs de αind. On obtient une
de´composition
cβ(γ, a, B; x) =
∏
αind∈Σ
Gη
ind(Z(Mη)
0),αind,M˜∈Z>0β
cαind(γ, a, B; x).
Il nous suffit de fixer αind ∈ Σ
Gη
ind(Z(Mη)
0) et de prouver la relation
lima→1c
′
αind
(γ, a, B; 0) = 0.
Fixons donc un e´le´ment de Σ
Gη
ind(Z(Mη)
0). Pour la commodite´ de l’e´criture, notons-le
simplement α. On a vu en [II] 1.8 que l’ensemble Σ
Gη
ind(Z(Mη)
0, B) posse´dait beaucoup des
proprie´te´s des syste`mes de racines. En particulier, l’ensemble des α′ ∈ Σ
Gη
ind(Z(Mη)
0, B)
qui sont des multiples rationnels positifs de α posse`de un unique e´le´ment minimal, notons-
le simplement α′. Les autres e´le´ments de cet ensemble sont des multiples entiers positifs
de α′. Posons alors
(5) Xα(γ, a) =
∑
v∈V
∑
n≥1
log(|α(av)
n − α(av)
−n|Fv)ρv(nα, u),
(6) Xα′(γ, a, B) =
∑
v∈V
∑
n≥1
log(|α′(av)
n − α′(av)
−n|Fv)ρv(nα
′, u, B),
ou`, par convention, les termes ρv(nα, u) et ρv(nα
′, u, B) sont nuls si nα 6∈ ΣGη(Z(Mη)
0),
resp. nα′ 6∈ ΣGη(Z(Mη)
0, B). On calcule
c′α(γ, a, B; 0) =
i
4
< β,Xα′(γ, a, B)−Xα(γ, a) >,
ou` β est l’unique e´le´ment de Σind(AM˜) tel que αM˜ soit un multiple entier positif de β. Il
nous suffit de prouver l’e´galite´
(7) lima→1(Xα(γ, a)−Xα′(γ, a, B)) = 0.
On a besoin de deux re´sultats pre´liminaires. D’abord
(8) pour tout n ≥ 1, les termes ρv(nα, u) et ρv(nα
′, u, B) sont inde´pendants de v ∈ V .
Preuve. C’est clair si nα 6∈ ΣGη(Z(Mη)
0), resp. nα′ 6∈ ΣGη(Z(Mη)
0, B). Soit n ≥
2, supposons que nα ∈ ΣGη(Z(Mη)
0). Soit v ∈ V . Notre terme ρv(nα, u) de´pend du
groupe ambiant Gη, notons-le ici ρ
Gη
v (nα, u). On a introduit en [II] 1.4 un sous-groupe
Gη,nα de Gη. On a l’e´galite´ ρ
Gη
v (nα, u) = ρ
Gη,nα
v (nα, u). L’hypothe`se n ≥ 2 implique
que dim(Gη,nα,SC) < dim(Gη). En raisonnant par re´currence sur cette dimension, on
peut supposer que ρ
Gη,nα
v (nα, u) est inde´pendant de v. Donc ρ
Gη
v (nα, u) aussi. Le meˆme
raisonnement vaut pour ρ
Gη
v (nα′, u, B), en utilisant le groupe Gη,nα′ de [II] 1.8 (ce n’est
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plus un sous-groupe de Gη mais peu importe). L’assertion e´tant de´montre´e pour n ≥ 2,
il nous suffit pour conclure de prouver que les sommes∑
n≥1
ρv(nα, u) et
∑
n≥1
ρv(nα
′, u, B)
sont inde´pendantes de v. D’apre`s [II] 1.8(6), ces deux sommes sont e´gales. D’apre`s la
de´finition de [II] 1.4, elles valent le terme ρArtv (α, u)αˇ de´fini primitivement par Arthur
en [A5] paragraphe 3. Rappelons brie`vement sa de´finition. Fixons une extension finie F ′v
de Fv sur laquelle Gη est de´ploye´e. A α est associe´ un Levi Mη,α de Gη qui contient
strictement Mη et qui est minimal parmi les Levi ve´rifiant cette proprie´te´. Le terme
ρArtv (α, u)αˇ relatif au groupe ambiant Gη est e´gal a` celui relatif a` Mη,α. On ne perd rien
a` supposer Gη = Mη,α. Fixons P = MηUP ∈ P(Mη), notons P¯ = MηUP¯ le parabolique
oppose´ et notons U l’orbite de u pour la conjugaison par Mη. Fixons un poids ω de
AMη qui est dominant pour P , fixons une repre´sentation alge´brique irre´ductible Λω de
Gη dans un espace Vω, de plus haut poids ω. Fixons un vecteur extre´mal φω ∈ Vω, de
poids ω. Pour a ∈ AMη en position ge´ne´rale et pour π = nν ∈ UUP¯ , avec n ∈ U et
ν ∈ UP¯ , introduisons l’e´le´ment ν(a, π) ∈ UP¯ tel que aπ = ν(a, π)
−1anν(a, π). On pose
ϕ(a, π) = Λω(ν(a, π)
−1)φω. Arthur montre en [A4] page 238 que ϕ est une application
rationnelle sur AMη × UUP¯ , a` valeurs dans Vω, et qu’il existe un unique entier k ∈ Z tel
que la fonction
(a, π) 7→ (α(a)− α(a)−1)kϕ(a, π)
soit re´gulie`re et non nulle sur {1} × UUP¯ . Une coracine αˇ e´tant fixe´e, ρ
Art
v (α, u) est
l’unique re´el tel que k = ω(αˇ)ρArtv (α, u). Fixons une extension finie F
′ de F telle que
Gη soit de´ploye´ sur F
′. La construction ci-dessus e´tant de nature alge´brique, on peut la
refaire sur le corps de base F ′. On obtient un nombre re´el ρArt(α, u) inde´pendant de la
place v et il est clair que ρArtv (α, u) = ρ
Art(α, u) pour tout v. Cela prouve (8).
Supprimons de´sormais les indices v des termes ρv(nα, u) et ρv(nα
′, u, B). Comme on
l’a dit dans la preuve ci-dessus, il re´sulte de [II] 1.8(6) que
(9)
∑
n≥1
ρ(nα, u) =
∑
n≥1
ρ(nα′, u, B).
Soit β ∈ ΣGη(T ) telle que α′ soit la restriction de Bη(β)
−1β a` Z(Mη)
0. Posons b =
Bη(β) et soit m ≥ 1 tel que la restriction de β soit mα. Alors α
′ = m
b
α. L’e´le´ment a
e´tant suppose´ proche de 1, on e´crit av = exp(Hv) pour tout v ∈ V , ou` Hv ∈ aM˜(Fv)
est proche de 0. Pour n ≥ 1, on a α′(av)
n = exp(nm
b
< α,Hv >). Donc l’expression
log(|α′(av)
n − α′(av)
−n|Fv)− log(|α(av)− α(av)
−1|Fv)− log(|
nm
b
|Fv) tend vers 0 quand a
tend vers 1. Posons
Yα′(γ, a, B) =
(∑
v∈V
log(|α(av)− α(av)
−1|Fv)
∑
n≥1
ρ(nα′, γ, B)
)
+
(∑
n≥1
ρ(nα′, γ, B)
∑
v∈V
log(|
nm
b
|Fv)
)
.
En se reportant a` l’expression (6), on voit que Xα′(γ, a, B) − Yα′(γ, a, B) tend vers 0
quand a tend vers 1. On a suppose´ que V contenait Vram. Donc b est une unite´ en toute
place v ∈ V al(F )− V . Le meˆme calcul que dans la preuve du lemme [II] 1.9 montre que
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les seuls premiers pouvant diviser les nombres n et m intervenant ci-dessus sont 2, 3 et
5. Ces nombres sont donc eux-aussi des unite´s hors de V . La formule du produit entraˆıne
alors ∑
v∈V
log(|
nm
b
|Fv) = 0.
La de´finition de Yα′(γ, a, B) se simplifie en
Yα′(γ, a, B) =
∑
v∈V
log(|α(av)− α(av)
−1|Fv)
∑
n≥1
ρ(nα′, γ, B).
Un calcul analogue vaut pour Xα(γ, B). Si on pose
Yα(γ, a) =
∑
v∈V
log(|α(av)− α(av)
−1|Fv)
∑
n≥1
ρ(nα, γ),
on a lima→1(Xα(γ, a)− Yα(γ, a)) = 0. Mais (9) entraˆıne que Yα(γ, a) = Yα′(γ, a, B). On
en de´duit la relation (7), ce qui ache`ve la preuve. 
.
1.15 Variante avec caracte`re central
On suppose (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. On suppose donne´e une
extension
1→ C1 → G1 → G→ 1
ou` C1 est un tore induit central, et une extension compatible G˜1 → G˜, encore a` torsion
inte´rieure. On fixe un caracte`re λ1 de C1(AF ), automorphe c’est-a`-dire trivial sur C1(F ).
Notons V1,ram (ou plus pre´cise´ment Vram(G˜1, λ1)) le plus petit ensemble de places de F
contenant Vram(G˜1) et tel que λ1,v soit non ramifie´ pour v 6∈ V1,ram.
On doit fixer pour tout v 6∈ V1,ram un sous-espace hyperspe´cial K˜1,v de G˜1(Fv), soumis
aux conditions de 1.1. On suppose que K˜1,v se projette sur K˜v. Le groupe KC1,v =
C1(Fv) ∩K1,v est le plus grand sous-groupe compact de C1(Fv).
Pour toute place v, on a de´fini en [I] 2.4 l’espace C∞c,λ1(G˜1(Fv)). Pour v 6∈ V1,ram, on
note 1K˜1,v,λ1 l’unique e´le´ment de cet espace a` support dans C1(Fv)K˜1,v qui vaut 1 sur
K˜1,v. On note C
∞
c,λ1
(G˜1(AF )) le produit tensoriel restreint des C
∞
c,λ1
(G˜1(Fv)) relativement
a` ces e´le´ments 1K˜1,v,λ1. Pour un ensemble fini V de places de F , on de´finit
C∞c,λ1(G˜1(FV )) = ⊗v∈V C
∞
c,λ1(G˜1(Fv)).
Dualement, on de´finit de meˆme l’espaceDge´om,λ1(G˜1(FV )) et ses sous-espacesDorb,λ1(G˜1(FV ))
etc... Les constructions des paragraphes pre´ce´dents s’e´tendent a` cette situation. En parti-
culier, soit M˜ ∈ L(M˜0). Notons M˜1 son image re´ciproque dans G˜1. On a l’e´galite´ A
G˜1
M˜1
=
AG˜
M˜
et on munit le premier espace de la mesure pour laquelle cette e´galite´ pre´serve les
mesures. Pour γ ∈ Dorb,λ1(M˜1(FV ))⊗Mes(M(FV ))
∗ et f ∈ C∞c,λ1(G˜1(FV ))⊗Mes(G(FV )),
on de´finit l’inte´grale orbitale ponde´re´e J G˜1
M˜1,λ1
(γ, f) et son avatar invariant IG˜1
M˜1,λ1
(γ, f).
Supposons que V ∩ Vram = ∅. On de´finit une forme line´aire r
G˜1
M˜1,λ1
(., K˜1,V ) sur
Dge´om,λ1(M˜1(FV )) par
rG˜
M˜,λ1
(δ, K˜1,V ) = J
G˜
M˜
(δ, 1K˜V ,λ1).
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Elle ve´rifie une formule de descente analogue a` celle de 1.13.
Conside´rons d’autres donne´es
1→ C2 → G2 → G→ 1, G˜2 → G˜, λ2
et des sous-espaces hyperspe´ciaux K˜2,v de G˜2(Fv) pour v 6∈ V2,ram, ve´rifiant les meˆmes
hypothe`ses. On note G12 le produit fibre´ de G1 et G2 au-dessus de G et G˜12 le produit
fibre´ de G˜1 et G˜2 au-dessus de G˜. On suppose donne´ un caracte`re automorphe λ12 de
G12(AF ) tel que la restriction de λ12 a` C1(AF ) × C2(AF ) soit λ1 × λ
−1
2 . Notons V12,ram
le plus petit ensemble de places de F contenant V1,ram et V2,ram et tel que λ12 soit non
ramifie´ hors de V12,ram.
Pour un ensemble fini V de places de F , notons λ12,V la restriction de λ12 a` G12(FV ).
Fixons une fonction λ˜12,V sur G˜12(FV ) telle que
(1) λ˜12,V (xV γV ) = λ12,V (xV )λ˜12,V (γV )
pour xV ∈ G12(FV ) et γV ∈ G˜12(FV ). On de´finit un isomorphisme
C∞c,λ1(G˜1(FV )) → C
∞
c,λ2
(G˜2(FV ))
f1 7→ f2
par la formule
f2(γ2) = λ˜12(γ1, γ2)f1(γ1)
pour tous (γ1, γ2) ∈ G˜12(FV ). Cet isomorphisme se dualise en un isomorphisme
Dge´om,λ1(G˜1(FV )) ≃ Dge´om,λ2(G˜2(FV )).
On ve´rifie que les inte´grales orbitales ponde´re´es et leurs avatars invariants se recollent
selon ces isomorphismes. C’est-a`-dire, soit M˜ ∈ L(M˜0) et soient, pour i = 1, 2, γ i ∈
Dorb,λi(M˜i(FV )) ⊗Mes(M(FV ))
∗ et fi ∈ C
∞
c,λi
(G˜i(FV )) ⊗Mes(G(FV )). Supposons que,
par les isomorphismes pre´ce´dents, γ1 et γ2 se correspondent, ainsi que f1 et f2. Alors on
a l’e´galite´
J G˜1
M˜1,λ1
(γ1, f1) = J
G˜2
M˜2,λ2
(γ2, f2).
Si V contient V12,ram, il y a une fonction λ˜12,V canonique construite de la fac¸on
suivante. Pour v 6∈ V12,ram, on de´finit une fonction λ˜12,v sur G˜12(Fv) par les conditions :
- λ˜12,v vaut 1 sur G˜12(Fv) ∩ (K˜1,v × K˜2,v) ;
- pour x ∈ G12(Fv) et γ ∈ G˜12(Fv), λ˜12,v(xγ) = λ12,v(x)λ˜12,v(γ).
On de´finit une fonction λ˜12 sur G˜(AF ) par les conditions :
- λ˜12 vaut 1 sur G˜(F ) ;
- pour x ∈ G12(AF ) et γ ∈ G˜12(AF ), λ˜12(xγ) = λ12(x)λ˜12(γ).
Il existe alors une unique fonction λ˜12,V sur G˜12(FV ) de sorte que, pour γ = γV
∏
v 6∈V γv ∈
G˜12(AF ), on ait l’e´galite´
λ˜12(γ) = λ˜12,V (γV )
∏
v 6∈V
λ˜12,v(γv).
Evidemment, elle ve´rifie (1).
Si V ∩ V12,ram = ∅, il y a aussi une fonction λ˜12,V canonique : le produit des λ˜12,v ci-
dessus pour v ∈ V . Les formes line´aires rG˜1
M˜1,λ1
(., K˜1,V ) et r
G˜2
M˜2,λ2
(., K˜2,V ) se correspondent
par l’isomorphisme
Dge´om,λ1(M˜1(FV )) ≃ Dge´om,λ2(M˜2(FV ))
de´duit de cette fonction λ˜12,V .
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1.16 K-espaces
On utilise dans ce paragraphe les notations usuelles pour divers ensembles de cohomo-
logie : H1(F ;G), H1(Fv;G), H
1(AF ;G) etc... Par exemple H
1(F ;G) = H1(ΓF ;G(F¯ )).
On renvoie a` [Lab] pour des de´finitions comple`tes.
On rappelle que l’on note π : GSC → G la projection naturelle ainsi que les applica-
tions qui s’en de´duisent fonctoriellement. Ainsi, on a une application π : H1(F ;GSC)→
H1(F,G). D’autre part, pour r ∈ G˜(F ), l’application adr de´finit naturellement un au-
tomorphisme de H1(F ;G) qui ne de´pend pas de r. On le note θ. On note V alR(F )
l’ensemble des places re´elles de F .
Lemme. L’application naturelle
π(H1(F ;GSC)) ∩H
1(F ;G)θ →
∏
v∈V alR(F )
π(H1(Fv;GSC)) ∩H
1(Fv;G)
θ
est bijective.
Peuve. On commence par prouver que l’application
(1) π(H1(F ;GSC))→
∏
v∈V alR(F )
π(H1(Fv;GSC))
est bijective. La surjectivite´ re´sulte de celle de l’application
H1(F ;GSC)→
∏
v∈V alR(F )
H1(Fv;GSC),
cf. [Lab] the´ore`me 1.6.9. Soient p, p′ ∈ H1(F ;GSC) tels que π(p) et π(p
′) aient meˆme
image par l’application (1). Alors π(p) et π(p′) ont meˆme image dans H1(AF ;G) (les
images aux places non re´elles sont triviales). Parce qu’ils proviennent deGSC, les e´le´ments
π(p) et π(p′) ont aussi une image nulle dans H1ab(F ;G), cf. [Lab] 1.6 pour la de´finition
de ce groupe. D’apre`s le the´ore`me 1.6.10 de [Lab], ces deux proprie´te´s entraˆınent π(p) =
π(p′). D’ou` l’injectivite´ de (1).
Il est imme´diat que l’application (1) est e´quivariante pour les actions naturelles de θ.
La bijectivite´ de (1) entraˆıne donc celle de l’application obtenue en remplac¸ant les espaces
de de´part et d’arrive´e par leurs sous-espaces d’invariants par θ. Cette application n’est
autre que celle de l’e´nonce´. 
On devra a` diverses occasions travailler non pas avec les donne´es (G, G˜, a) de 1.1,
mais avec une collection finie de telles donne´es, que l’on appellera un K-espace. On
a de´fini (apre`s Arthur) cette notion en [I] 1.11 dans le cas local. La de´finition s’e´tend
au cas global. Rappelons-la. On conside`re une famille finie (Gp, G˜p)p∈Π ou`, pour tout
p, Gp est un groupe re´ductif connexe de´fini sur F et G˜p est un espace tordu sur Gp.
On suppose donne´es des familles (φp,q)p,q∈Π, (φ˜p,q)p,q∈Π et (∇p,q)p,q∈Π. Pour p, q ∈ Π,
φp,q : Gq → Gp et φ˜p,q : G˜q → G˜p sont des isomorphismes compatibles de´finis sur F¯ et
∇p,q : ΓF → Gp,SC(F¯ ) est un cocycle. On suppose les hypothe`ses (1) a` (5) ve´rifie´es pour
tous p, q, r ∈ Π et σ ∈ ΓR :
(1) φp,q◦σ(φp,q)
−1 = ad∇p,q(σ) et φ˜p,q◦σ(φ˜p,q)
−1 = ad∇p,q(σ) (ce dernier automorphisme
est l’action par conjugaison de ∇p,q(σ) sur G˜p) ;
(2) φp,q ◦ φq,r = φp,r et φ˜p,q ◦ φ˜q,r = φ˜p,r ;
23
(3) ∇p,r(σ) = φp,q(∇q,r(σ))∇p,q(σ) ;
(4) G˜p(F ) 6= ∅ ;
(5) la famille (∇p,q)q∈Π s’envoie bijectivement sur π(H
1(F ;Gp,SC)) ∩H
1(F ;Gp)
θ.
Sous ces hypothe`ses, on de´finit le K-groupe KG comme la re´union disjointe des Gp
pour p ∈ Π et le K-espace KG˜ comme la re´union disjointe des G˜p.
Comme dans le cas local, les paires de Borel e´pingle´es des diffe´rents Gp s’identifient
et les Gp ont un L-groupe commun, que l’on note
LG. La donne´e supple´mentaire d’un
e´le´ment a ∈ H1(WF ;Z(Gˆ))/ker
1(WF ;Z(Gˆ)) de´termine un caracte`re de chaque Gp(AF ),
que l’on note simplement ω.
Pour tout p ∈ Π, on fixe une paire parabolique (Pp,0,Mp,0) de Gp de´finie sur F et
minimale. Pour toute place v ∈ V al(F ), on fixe une paire parabolique (Pp,v,0,Mp,v,0) de
Gp de´finie sur Fv et minimale, de sorte que Pp,v,0 ⊂ Pp,0 et Mp,v,0 ⊂Mp,0. Soulignons que
ces inclusions peuvent eˆtre strictes : le groupe Gp peut eˆtre plus de´ploye´ sur Fv que sur
F . Il se de´duit de ces paires des paires d’espaces (P˜p,0, M˜p,0) et (P˜p,v,0, M˜p,v,0).
Soit v une place de F finie ou complexe. Alors H1(Fv;Gp,SC) = {1} pour tout p.
Fixons un e´le´ment p′ ∈ Π. On peut fixer pour tout p ∈ Π un e´le´ment xp ∈ Gp′,SC(F¯v)
tel que ∇p′,p(σ) = x
−1
p σ(xp) pour tout σ ∈ ΓFv . De´finissons φ
′
p′,p = adxp ◦ φp′,p et φ˜
′
p′,p =
adxp ◦ φ˜p′,p. Alors φ
′
p′,p : Gp → Gp′ et φ˜
′
p′,p : G˜p → G˜p′ sont des isomorphismes de´finis
sur Fv. Quitte a` multiplier xp a` gauche par un e´le´ment de Gp′,SC(Fv), on peut supposer
que φ′p′,p envoie (Pp,v,0,Mp,v,0) sur (Pp′,v,0,Mp′,v,0) et que φ˜p′,p envoie (P˜p,v,0, M˜p,v,0) sur
(P˜p′,v,0, M˜p′,v,0). Les diffe´rents espaces I(G˜p(Fv), ω) s’identifient graˆce a` ces isomorphismes
φ˜′p′,p a` l’espace I(G˜p′(Fv), ω), que l’on peut noter simplement I(G˜(Fv), ω). Notons que,
bien que les φ˜′p′,p de´pendent du choix des xp, les isomorphismes qui s’en de´duisent entre
les espaces I(G˜p(Fv), ω) ne de´pendent pas de ce choix.
Puisque les diffe´rents espaces G˜p s’identifient sur Fv pour toute place finie, les en-
sembles Vram(G˜p, a) sont les meˆmes, on les note Vram(G˜, a), ou simplement Vram. Pour
l’e´le´ment p′ fixe´ ci-dessus et pour toute place v 6∈ Vram, on choisit un espace hyperspe´cial
K˜p′,v de G˜p′(Fv) de sorte que les conditions de 1.1 soient ve´rifie´es. Pour p ∈ Π, on note
K˜p,v l’image de K˜p′,v par (φ˜
′
p′,p)
−1. Alors les fonctions caracte´ristiques 1K˜p,v de K˜p,v, pour
p ∈ Π, ont meˆme image dans I(G˜(Fv), ω). On peut noter 1K˜v cette image.
Les choses sont plus complique´es en une place re´elle. Soit v une telle place. Pour
p, q ∈ Π, notons ∇p,q,v la restriction de ∇p,q a` ΓFv . Disons que p et q sont v-e´quivalents si
et seulement si π(∇p,q,v) est cohomologiquement trivial. On ve´rifie que c’est une relation
d’e´quivalence. Fixons un ensemble Πv ⊂ Π de repre´sentants des classes de v-e´quivalence.
On voit que la famille (Gp,v, G˜p,v)p∈Πv , munie des familles (φp,q)p,q∈Πv , (φ˜p,q)p,q∈Πv et
(∇p,q,v)p,q∈Πv , de´finit un K-espace sur Fv, au sens de [I] 1.11. Soit p ∈ Π. Notons p
′
l’unique e´le´ment de Πv tel que p soit v-e´quivalent a` p
′. On peut fixer xp ∈ Gp′(F¯v) tel
que π(∇p′,p,v) = x
−1
p σ(xp). Les applications φ
′
p′,p = adxp ◦ φp′,p et φ˜
′
p′,p = adxp ◦ φ˜p′,p
sont encore des isomorphismes de´finis sur Fv. Quitte a` multiplier xp a` gauche par un
e´le´ment de Gp′(Fv), on peut supposer que φ
′
p′,p envoie (Pp,v,0,Mp,v,0) sur (Pp′,v,0,Mp′,v,0)
et que φ˜p′,p envoie (P˜p,v,0, M˜p,v,0) sur (P˜p′,v,0, M˜p′,v,0). De´composons xp en π(xp,sc)zp, ou`
xp,sc ∈ Gp′,SC(F¯v) et zp ∈ Z(Gp′; F¯v). De´finissons la cochaˆıne ∇p : ΓFv → Gp′,SC par
∇p(σ) = xp,sc∇p′,p(σ)σ(xp,sc)
−1. C’est un cocycle a` valeurs dans Z(Gp′,SC) et le couple
(∇p, zp) de´finit un e´le´ment de H
1,0(Fv;Z(Gp′,SC) → Z(Gp′)) = Gp′,ab(Fv), que l’on note
hp. On sait que a de´finit un caracte`re de ce groupe. On note ω(hp) sa valeur en hp. On
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de´finit un homomorphisme
C∞c (G˜p(Fv)) → C
∞
c (G˜p′(Fv))
f 7→ f ′
par f ′ ◦ φ˜′p′,p(r) = ω(hp)f(r) pour tout r ∈ G˜p(Fv). C’est un isomorphisme qui se quo-
tiente en un isomorphisme de I(G˜p(Fv), ω) sur I(G˜p′(Fv), ω). On ve´rifie que ce dernier
isomorphisme ne de´pend pas des choix de xp et xp,sc.
Soit V un ensemble fini de places contenant les places re´elles. Graˆce au lemme ci-
dessus et aux diffe´rents isomorphismes que l’on vient de construire, on obtient un iso-
morphisme
⊕p∈ΠI(G˜p(FV ), ω) ≃
(
⊗v∈V −V alR(F )I(G˜(Fv), ω)
)
⊗
(
⊗v∈V alR(F )
(
⊕p′∈ΠvI(G˜p′(Fv), ω)
))
.
On note I(KG˜(FV ), ω) le membre de gauche. On a e´videmment des isomorphismes duaux
pour les espaces de distributions.
Les diffe´rents groupes Gp e´tant formes inte´rieures l’un de l’autre, les espaces de me-
sures de Haar Mes(Gp(Fv)) s’identifient pour toute place v a` un espace commun que
l’on note Mes(G(Fv)). De meˆme, les espaces AG˜p s’identifient a` un espace commun AG˜.
Comme dans le cas local, pour un triplet (G, G˜, a) comme en 1.1, on peut construire un
K-espace dont G˜ soit une composante connexe, cf. [I] 1.11.
1.17 K-espaces de Levi
On poursuit avec les meˆmes donne´es que dans le paragraphe pre´ce´dent. Notons
(B∗, T ∗) la paire de Borel commune des groupes Gp et ∆ l’ensemble de racines simples
associe´. Le groupe ΓF et l’automorphisme θ agissent sur ∆. Toute paire parabolique
(Pp,Mp) de Gp de´termine un sous-ensemble ∆
Mp ⊂ ∆. Ainsi, aux paires (Pp,0,Mp,0) et
(Pp,v,0,Mp,v,0), pour v ∈ V al(F ), sont associe´s des sous-ensembles ∆
Mp,0 et ∆Mp,v,0 de ∆.
Ils sont invariants par l’action de θ. L’ensemble ∆Mp,0 est invariant par l’action de ΓF
et l’ensemble ∆Mp,v,0 est invariant par l’action de ΓFv . Pour une place v re´elle, on a vu
que notre K espace de´terminait un K-espace sur Fv = R. En [I] 3.5, on lui a associe´
un sous-ensemble ∆min ⊂ ∆, qu’il convient de noter ∆min,v. Il est invariant par θ. Le
lemme de cette re´fe´rence dit que ∆min,v ⊂ ∆
Mp,v,0 pour tout p et que cette inclusion est
une e´galite´ pour au moins un p. La meˆme construction vaut pour une place complexe ou
non-archime´dienne. On re´fe`re pour ce cas a` [A 10] lemme 2.1. Pour une telle place, on
de´finit donc un sous-ensemble ∆min,v ⊂ ∆. Puisque, pour une telle place, les groupes Gp
sont tous isomorphes sur Fv, on a simplement ∆min,v = ∆
Mp,v,0 pour tout p. On vient
de voir que, pour une place v quelconque, il existait p ∈ Π tel que ∆min,v = ∆
Mp,v,0. Le
lemme du paragraphe pre´ce´dent renforce ce re´sultat en e´changeant les quantificateurs :
(1) il existe p ∈ Π tel que ∆min,v = ∆
Mp,v,0 pour tout v.
Notons ∆′min = ∪v∈V al(F )∆min,v et ∆min le plus petit sous-ensemble de ∆ qui contient
∆′min et qui est invariant par l’action de ΓF . Puisque les actions de ΓF et θ commutent,
∆min est invariant par θ.
Lemme. On a l’inclusion ∆min ⊂ ∆
Mp,0 pour tout p. Cette inclusion est une e´galite´
pour p ve´rifiant (1).
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Preuve. Pour tout p ∈ Π et toute place v, on a l’inclusion ∆Mp,v,0 ⊂ ∆Mp,0 . Donc
∆Mp,0 contient ∆′min. Puisqu’il est invariant par ΓF , il contient ∆min. Fixons p ve´rifiant
(1), posons G = Gp, M0 = Mp,0 et Mv,0 = Mp,v,0 pour tout v. Introduisons une forme
quasi-de´ploye´e G∗ de G et un torseur inte´rieur ψ : G → G∗ de sorte que (B∗, T ∗)
s’identifie a` une paire de Borel de G∗ de´finie sur F . Puisque ∆min est invariant par
ΓF , il existe une paire parabolique (P
∗,M∗) de G∗, de´finie sur F , contenant (B∗, T ∗),
de sorte que ∆min = ∆
M∗ . Soit v une place de F . Puisque ∆min est invariant par ΓFv
et que ∆Mv,0 ⊂ ∆min, la paire (P
∗,M∗) se transfe`re en une paire parabolique de G
de´finie sur Fv. Comme on le sait, a` la forme inte´rieure G de G
∗ est associe´ un e´le´ment
κ ∈ H1(F ;G∗AD). Cet e´le´ment se localise en un e´le´ment κv ∈ H
1(Fv;G
∗
AD). La condition
pre´ce´dente signifie que κv appartient a` l’image de l’application H
1(Fv;M
∗
ad). D’apre`s
[Lab] proposition 1.6.12, on a un diagramme commutatif
(2)
H1(F ;G∗AD) → ⊕v∈V al(F )H
1(Fv;G
∗
AD) → H
2,1(AF/F ;T
∗
sc → T
∗
ad)
↑ ιF ↑ ιAF ↑ ιab
H1(F ;M∗ad) → ⊕v∈V al(F )H
1(Fv;M
∗
ad) → H
2,1(AF/F ;T
∗
M∗,sc → T
∗
ad)
Conforme´ment a` la convention de [I], on a note´ H2,1 les groupes de cohomologie que
Labesse note H1 et que Kottwitz et Shelstad notent H2. On renvoie a` ces auteurs (ou a`
3.6 ci-dessous) pour la de´finition de la cohomologie H2,1(AF/F ; .). On a note´ T
∗
sc et T
∗
M∗,sc
les images re´ciproques de T ∗ dans les reveˆtements simplement connexes G∗SC et M
∗
SC des
groupes de´rive´s de G∗ et M∗. Posons κAF = ⊕v∈V al(F )κv. D’apre`s ce que l’on a dit ci-
dessus, on peut fixer κM
∗
AF
∈ ⊕v∈V al(F )H
1(Fv;M
∗
ad) tel que ιAF (κ
M∗
AF
) = κAF . Montrons
que
(3) ιab est injectif.
Le groupe X∗(T
∗
sc) a pour base l’ensemble ∆ˇ de coracines associe´ a` ∆. Le groupe
X∗(T
∗
M∗,sc) a pour base le sous-ensemble ∆ˇ
M∗ associe´ a` ∆M
∗
. On a donc une suite exacte
1→ T ∗M∗,sc → T
∗
sc → T1 → 1,
ou` T1 est un tore tel que X∗(T1) a pour base l’ensemble ∆ˇ − ∆ˇ
M∗ . Puisque ΓF agit sur
∆ par permutations laissant stable ∆M
∗
, les trois tores sont induits. On a le diagramme
commutatif suivant
1 → T ∗M∗,sc → T
∗
sc → T1 → 1
↓ ↓ ↓
1 → T ∗ad → T
∗
ad → 1
dont les suites horizontales sont exactes. Il s’en de´duit une suite exacte
H1(AF/F ;T1)→ H
2,1(AF/F ;T
∗
M∗,sc → T
∗
ad)
ιab→ H2,1(AF/F ;T
∗
sc → T
∗
ad).
Puisque T1 est induit, le premier groupe est nul, ce qui prouve (3).
Puisque κAF provient de κ, son image dans H
2,1(AF/F ;T
∗
sc → T
∗
ad) est nulle. La
commutativite´ du diagramme (2) et l’assertion (3) entraˆınent que l’image de κM
∗
AF
dans
H2,1(AF/F ;T
∗
M∗,sc → T
∗
ad) est nulle. Donc κ
M∗
AF
provient d’un e´le´ment κM
∗
∈ H1(F ;M∗ad).
Notons κ′ l’image de cet e´le´ment dans H1(F ;G∗AD). Les e´le´ments κ et κ
′ ont meˆme image
κAF dans ⊕v∈V al(F )H
1(Fv;G
∗
AD). D’apre`s [Lab] proposition 1.6.12, la fibre au-dessus de
κAF de l’application
H1(F ;G∗AD)→ ⊕v∈V al(F )H
1(Fv;G
∗
AD)
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est isomorphe au noyau ker1(F ;GAD) de l’application similaire
H1(F ;GAD)→ ⊕v∈V al(F )H
1(Fv;GAD).
Or, GAD e´tant adjoint, cet ensemble est re´duit a` {1} ([S] corollaire 5.4). Donc κ = κ
′ et
κ provient d’un e´le´ment de H1(F : M∗ad). Cela e´quivaut a` dire que la paire parabolique
(P ∗,M∗) se transfe`re a` G, c’est-a`-dire qu’il existe une paire parabolique de G qui est
de´finie sur F et qui est conjugue´e a` ψ−1(P ∗,M∗). Cela implique ∆M0 ⊂ ∆M
∗
. D’ou` le
lemme. 
Notons ΠM0 le sous-ensemble des p ∈ Π tels que ∆Mp,0 = ∆min. Il est non vide
d’apre`s le lemme. Pour p ∈ Π et p′ ∈ ΠM0, fixons un e´le´ment xp′,p ∈ Gp′ tel que adxp′,p ◦
φ˜p′,p(P˜p,0, M˜p,0) contienne (P˜p′,0, M˜p′,0). Le lemme implique l’existence d’un tel e´le´ment.
On note KM˜0 la famille (M˜p,0)p∈ΠM0 . C’est un K-espace de Levi de KG˜, la de´finition de
cette notion e´tant similaire a` celle du cas local, cf. [I] 3.5. On note L(KM˜0) l’ensemble
des K-espaces de Levi KL˜ = (L˜p)p∈ΠL de KG˜ ve´rifiant les deux conditions suivantes :
- L˜p ⊃ M˜p,0 pour tout p ∈ Π
L ;
- adxp′,p ◦ φ˜p′,p(L˜p) = L˜p′ pour tous p ∈ Π
L, p′ ∈ ΠM0 .
Plus ge´ne´ralement, pour KM˜ = (M˜p)p∈ΠM ∈ L(M˜0), on note L(KM˜) l’ensemble des
KL˜ = (L˜p)p∈ΠL ∈ L(KM˜0) tels que Π
M ⊂ ΠL et M˜p ⊂ L˜p pour tout p ∈ Π
M . On de´finit
de fac¸on similaire les ensembles P(KM˜ ) et F(KM˜).
Dans la suite, on travaillera avec un triplet (G, G˜, a) comme en 1.1, en n’introduisant
les K-espaces que lorsque cela sera indispensable. Dans ce cas, on supposera fixe´ un
espace de Levi minimal KM˜0.
2 La partie ge´ome´trique de la formule des traces
2.1 La partie ge´ome´trique de la formule des traces non inva-
riante
On a de´fini en 1.1 le noyau G(AF )
1 de l’homomorphisme HG˜ (contrairement a` ce que
sugge`re la notation, ce groupe de´pend de G˜ et pas seulement deG). On a la de´composition
en produit direct G(AF ) = AG˜ × G(AF )
1. On note G˜(AF )
1 l’ensemble des γ ∈ G˜(AF )
tels que H˜G˜(γ) = 0 (c’est-a`-dire G˜(AF )
1 = G(AF )
1G˜(F )). On a encore la de´composition
en produit direct G˜(AF ) = AG˜ × G˜(AF )
1.
Soit f ∈ C∞c (G˜(AF )). C’est-a`-dire que f est combinaison line´aire de fonctions⊗v∈V al(F )fv
ou`, pour tout v, fv ∈ C
∞
c (G˜(Fv)) et, pour presque tout v, fv = 1K˜v . Notons f
1 sa restric-
tion a` G˜(AF )
1. De´finissons une fonction f∗ sur G˜(AF ) par f∗(aγ) = f
1(γ) pour tous a ∈
AG˜ et γ ∈ G˜(AF )
1. Pour un instant, de´finissons l’espace C¯∞c (G˜(AF )) un peu plus gros que
C∞c (G˜(AF )), obtenu en remplac¸ant la composante archime´dienne ⊗v∈V al∞(F )C
∞
c (G˜(Fv))
par C∞c (
∏
v∈V al∞(F )
G˜(Fv)). Introduisons une fonction ϕ ∈ C¯
∞
c (G˜(AF )) telle que
f∗(γ) =
∫
AG˜
ϕa(γ) da
pour tout γ ∈ G˜(AF ), ou` ϕ
a est la fonction ϕa(γ) = ϕ(aγ). Fixons une mesure de Haar
dg sur G(AF ). Posons f = f ⊗dg ∈ C
∞
c (G˜(AF ))⊗Mes(G(AF )). Nous notons J
G˜
ge´om(f , ω)
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le membre de gauche de l’e´galite´ du the´ore`me 11.3.2 de [LabW] applique´ a` la fonction ϕ,
multiplie´ par |det((1− θ)|AG/AG˜)|
−1. Dans le cas ou` ω = 1, c’est aussi le terme qu’Arthur
note Jge´om(f
1).
Rappelons la de´finition pour me´moire. On renvoie a` [LabW] pour les notations, qui
sont d’ailleurs les notations standard. Pour un espace parabolique standard P˜ = M˜UP ,
on de´finit une fonction KP˜ (f) sur G(AF ) par
KP˜ (f, g) =
∫
UP (F )\UP (AF )
∑
γ∈P˜ (F )
f(g−1γug) du.
Soit T ∈ AM˜0 assez positif relativement a` P˜0. On pose
kTge´om(f, g) =
∑
P˜⊃P˜0
(−1)aP˜−aG˜
∑
ξ∈P (F )\G(F )
τˆP˜ (HP˜ (ξg)− T )KP˜ (f, ξg),
puis
JTge´om(f, ω) =
∫
AG˜G(F )\G(AF )
kTge´om(f, g)ω(g) dg.
Quand T tend vers l’infini dans la chambre positive de´termine´e par P˜0, cette expression
est asymptote a` un polynoˆme en T . Alors J G˜ge´om(f , ω) est la valeur de ce polynoˆme au
point T0 de´fini en [LabW] lemme 3.3.3.
On note G˜ss(F ), resp. G˜(F )ell, l’ensemble des e´le´ments semi-simples de G˜(F ), resp.
celui des e´le´ments semi-simples et elliptiques. On note G˜ss(F )/conj, resp. G˜(F )ell/conj,
l’ensemble des classes de conjugaison par G(F ) dans G˜ss(F ), resp. G˜(F )ell.
Remarque. Puisque F est un corps de nombres, les deux de´finitions possibles de
l’ellipticite´ sont e´quivalentes. C’est-a`-dire que, pour un e´le´ment semi-simple γ ∈ G˜(F ),
γ est elliptique si et seulement s’il ve´rifie les conditions e´quivalentes :
(1) il existe un sous-tore tordu maximal T˜ de G˜ de´fini sur Q et elliptique tel que
γ ∈ T˜ (F ) ;
(2) AGγ = AG˜.
Soit O ∈ G˜ss(F )/conj. Pour un espace parabolique standard P˜ , on de´finit une fonc-
tion KP˜ ,O(f) en restreignant dans la de´finition ci-dessus la somme sur γ ∈ P˜ (F ) aux γ
dont la partie semi-simple appartient a` O. En poursuivant comme ci-dessus, on construit
des termes kTO(f, g), J
T
O(f, ω), puis JO(f , ω) (ou J
G˜
O (f , ω) s’il est bon de pre´ciser l’espace).
Tous ces termes sont nuls sauf si la classe de conjugaison par G(AF ) engendre´e par O
coupe le support de f . Il n’y a qu’un nombre fini de O ve´rifiant cette condition, en vertu
du lemme suivant. En vue d’une application ulte´rieure, on e´nonce celui-ci sous une forme
plus forte qu’il ne nous est ne´cessaire a` pre´sent.
Lemme. Soit V un ensemble fini de places contenant Vram. Soit U˜V un sous-ensemble
compact de G˜(FV ). Conside´rons l’ensemble Ξ des classes de conjugaison O par G(F )
d’e´le´ments semi-simples de G˜(F ) telles que la classe de conjugaison OV par G(FV ) en-
gendre´e par O coupe AG˜U˜V et, pour tout v 6∈ V , la classe de conjugaison par G(Fv)
engendre´e par O coupe K˜v. Alors
(i) Ξ est fini ;
(ii) il existe un sous-ensemble compact C ⊂ AG˜ tel que, pour tout O ∈ Ξ, OV ∩AG˜U˜V
soit contenu dans CU˜V .
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Preuve. Soient O ∈ Ξ et γ ∈ O. Les conditions impose´es hors de V et la de´finition
de H˜G˜V entraˆınent que H˜G˜V (γ) = 0. Soit a ∈ AG˜ et γV ∈ U˜V tels que aγV ∈ OV . Alors
HG˜(a) = −H˜G˜V (γV ) et, puisque U˜V est compact, a reste dans un compact. Cela prouve
(ii). Quitte a` agrandir U˜V , on peut donc supposer que, pour O et γ comme ci-dessus,
la classe de conjugaison de γ par G(FV ) coupe U˜V . On peut fixer xV ∈ G(FV ) tel que
x−1V γxV ∈ U˜V et, pour tout v 6∈ V , un e´le´ment xv ∈ G(Fv) tel que x
−1
v γxv ∈ K˜v. Mais
γ ∈ K˜v pour presque tout v. On peut donc supposer xv = 1 pour presque tout v. Les
e´le´ments xV et (xv)v 6∈V se regroupent alors en un e´le´ment x ∈ G(AF ) tel que x
−1γx ∈ U˜ ,
ou` U˜ = U˜V × (
∏
v 6∈V K˜v). La classe de conjugaison par G(AF ) de γ coupe donc U˜ et il
reste a` appliquer le lemme 3.7.4 de [LabW]. 
On a
(3) J G˜ge´om(f , ω) =
∑
O∈G˜ss(F )/conj
JO(f , ω).
Notons que tous ces termes sont nuls si ω n’est pas trivial sur Z(G;AF )
θ.
Cas particulier. Dans le cas ou` G˜ = G, K˜v = Kv pour tout v 6∈ Vram et O = {1},
on remplace l’indice O par unip dans les termes de´finis ci-dessus et on ajoute l’exposant
G. Par exemple JGunip(f , ω) = J{1}(f , ω).
2.2 Le terme unipotent de la formule des traces non invariante
Soient V un ensemble fini de places contenant Vram et O ∈ G˜ss(F )/conj. On a dit en
1.1 que l’on pouvait identifier C∞c (G˜(FV )) a` un sous-espace de C
∞
c (G˜(AF )) et identifier
Mes(G(FV )) a` Mes(G(AF )). Pour fV ∈ C
∞
c (G˜(FV ))⊗Mes(G(FV )), le terme JO(fV , ω)
est donc bien de´fini.
On conside`re dans ce paragraphe le cas ou` G˜ = G, K˜v = Kv pour tout v 6∈ Vram et ou`
O = 1. En [A7] the´ore`me 8.1, Arthur prouve l’existence d’une distribution AGunip(V, ω) ∈
Dorb(G(FV ))⊗Mes(G(FV ))
∗ qui ve´rifie les proprie´te´s suivantes :
(1) pour tout fV ∈ C
∞
c (G(FV ))⊗Mes(G(FV )), on a l’e´galite´ :
IG(AGunip(V, ω), fV ) = J
G
unip(fV , ω)−
∑
M∈L(M0),M 6=G
|WM ||WG|−1
JGM(A
M
unip(V, ω), fV );
(2) AGunip(V, ω) est combinaison line´aire d’inte´grales orbitales associe´es a` des e´le´ments
unipotents u ∈ G(F ), ou plus exactement aux projections dans G(FV ) de tels e´le´ments ;
(3) AGunip(V, ω) = 0 si ω n’est pas trivial sur Z(G,AF ).
Supposons ω trivial sur Z(G,AF ). En ge´ne´ral, on ne sait pas expliciter la distribution
AGunip(V, ω). On peut toutefois la calculer dans le cas particulier ou` G est un tore. Dans
ce cas, soit fV ∈ C
∞
c (G(FV )) et dgV une mesure sur G(FV ), qui s’identifie a` une mesure
sur G(AF ) par produit avec les mesures canoniques sur G(Fv) pour v 6∈ V . Posons
fV = fV ⊗ dgV . Alors
IG(AGunip(V, ω), fV ) = mes(AGG(F )\G(AF ))fV (1).
La distribution AGunip(V, ω) de´pend, comme la partie ge´ome´trique de la formule des
traces non-invariante, des choix du Levi minimal M0 et des compacts Kv pour tout v.
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Rappelons que ceux-ci sont suppose´s en bonne position relativement a`M0. Arthur montre
que AGunip(V, ω) ne de´pend pas des Kv pour v ∈ V ([A9] proposition 13.2). Notons plus
pre´cise´ment AGunip(V, ω,M0, K
V ) notre distribution. Soit x ∈ G(F )M0(AF ), remplac¸ons
M0 et les Kv par M
′
0 = adx(M0) et les K
′
v = adx(Kv). Un raisonnement par transport
de structure montre que
(4) AGunip(V, ω,M
′
0, K
′V ) = ω(xV )−1AGunip(V, ω,M0, K
V ),
ou` xV est la projection de x dansG(AVF ). On peut alors modifier formellement la de´finition
de la fac¸on suivante. On oublie pour un temps les objets fixe´s en 1.1. Pour tout v 6∈ V ,
soit Kv un sous-groupe compact hyperspe´cial de G(Fv). On suppose comme en 1.1 que
Kv = G(ov) pour presque tout v. Fixons un Levi minimal M0. On peut choisir x
V =
(xv)v 6∈V ∈ G(A
V
F ) de sorte que, pour tout v 6∈ V , K
′
v = adxv(Kv) soit en bonne position
relativement a` M0. On pose
AGunip(V, ω,K
V ) = ω(xV )AGunip(V, ω,M0, K
′V ).
On doit prouver
(5) cette de´finition ne de´pend pas des choix de xV et M0.
Preuve. Montrons d’abord que, pour M0 fixe´, la de´finition ne de´pend pas de x
V .
Choisissons yV = (yv)v 6∈V ∈ G(A
V
F ) tel que, pour tout v 6∈ V , K
′′
v = adyv(Kv) soit en
bonne position relativement a` M0. Soit v 6∈ V . Notons o
′
v et o
′′
v les points hyperspe´ciaux
de l’immeuble de GAD sur Fv qui sont fixe´s respectivement par K
′
v et K
′′
v . Notons Sv
l’ensemble des sous-tores de M0 de´finis et de´ploye´s sur Fv, qui sont maximaux parmi
les sous-tores ve´rifiant ces conditions. Pour S ∈ Sv, notons A(S) l’appartement de l’im-
meuble associe´ a` S. Les deux groupes K ′v et K
′′
v sont en bonne position relativement a`
M0. Cela signifie que l’on peut fixer des sous-tores S
′, S ′′ ∈ Sv de sorte que o
′
v appartienne
a` l’appartement A(S ′) et que o′′v appartienne a` l’appartement A(S
′′). Posons gv = yvx
−1
v .
On a K ′′v = adgv(K
′
v). Donc o
′′
v appartient a` A(adgv(S
′)). Puisque o′′v est hyperspe´cial, le
fait que o′′v appartienne a` la fois a` A(S
′′) et a` A(adgv(S
′)) entraˆıne que les deux tores
S ′′ et adgv(S
′) sont conjugue´s par un e´le´ment de K ′′v . Fixons un e´le´ment hv ∈ K
′′
v tel
que S ′′ = adhvgv(S
′). L’ensemble Sv forme une seule classe de conjugaison par M0(Fv).
Fixons donc rv ∈ M0(Fv) de sorte que S
′ = adrv(S
′′). On obtient que hvgvrv appartient
au normalisateur de S ′′ dans G(Fv). Comme on le sait, tout e´le´ment du groupe de Weyl
de S ′′ a un repre´sentant dans K ′′v . Cela entraˆıne que le normalisateur de S
′′ dans G(Fv)
est contenu dans le produit de K ′′v et du centralisateur de S
′′ dans G(Fv). Ce dernier
groupe est contenu dans M0(Fv). On obtient que hvgvrv ∈ K
′′
vM0(Fv). Puisque hv ∈ K
′′
v
et rv ∈ M0(Fv), on a aussi gv ∈ K
′′
vM0(Fv). Ecrivons donc gv = kvmv, avec kv ∈ K
′′
v
et mv ∈ M0(Fv). Remarquons que K
′′
v = adk−1v (K
′′
v ) = adk−1v gv(K
′
v) = admv(K
′
v). Dans
la relation (4), remplac¸ons KV par K ′V et x par un e´le´ment m ∈ M0(AF ) dont les
composantes hors de V sont les mv. On obtient l’e´galite´
AGunip(V, ω,M0, K
′′V ) = ω(mV )−1AGunip(V, ω,M0, K
′V ).
Les e´galite´s yvx
−1
v = gv = kvmv pour tout v 6∈ V entraˆınent ω(m
V ) = ω(yV )ω(xV )−1.
L’e´galite´ ci-dessus devient
ω(yV )AGunip(V, ω,M0, K
′′V ) = ω(xV )AGunip(V, ω,M0, K
′V ).
Cela de´montre que notre de´finition ne de´pend pas du choix de xV . Changeons main-
tenant de Levi M0. Cela signifie qu’on le remplace par adg(M0) pour un g ∈ G(F ).
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D’apre`s l’inde´pendance de´ja` prouve´e de xV , on peut remplacer xV par gV xV , ou` gV est
la projection de g dans G(AVF ). La relation a` prouver devient
ω(xV )AGunip(V, ω,M0, K
′V ) = ω(gV xV )AGunip(V, ω, adg(M0), adgV (K
′V )).
Cela re´sulte de (4). 
2.3 Les distributions associe´es a` une classe rationnelle semi-
simple
Revenons au cas ou` (G, G˜, a) est quelconque. Soit O ∈ G˜ss(F )/conj. Fixons γ˙ ∈ O et
une paire de Borel e´pingle´e E = (B, T, (Eα)α∈∆) (de´finie sur F¯ ) de sorte que γ˙ conserve
(B, T ). Fixons e ∈ Z(G˜, E) et posons θ = ade. En notant Σ(T ) l’ensemble des racines
de T dans G, on sait de´finir Nα pour tout α ∈ Σ(T ) : c’est la somme des e´le´ments de
l’orbite de α sous l’action du groupe d’automorphismes engendre´ par θ. On peut e´crire
γ˙ = te, avec t ∈ T . En fait, on peut fixer une extension finie E de F telle que t ∈ T (E).
On a alors (Nα)(t) ∈ E× pour tout α. On note S(O) le plus petit ensemble de places de
F contenant Vram et tel que les proprie´te´s suivantes soient ve´rifie´es. Soit w une place de
E au-dessus d’une place v 6∈ S(O). Notons o×w le groupe des unite´s de Ew et Ew le corps
re´siduel. Alors
(1) pour tout α ∈ Σ(T ), on a (Nα)(t) ∈ o×w ;
(2) pour tous α ∈ Σ(T ), si (Nα)(t) 6= ±1, alors la re´duction dans Ew de (Nα)(t)
n’est pas e´gale a` ±1.
On voit que cette de´finition ne de´pend pas des choix auxiliaires, en particulier ne
de´pend pas du choix de γ˙. Soit v 6∈ S(O). On a
(3) supposons que la classe de conjugaison par G(Fv) engendre´e par O coupe K˜v ;
alors l’ensemble des x ∈ G(Fv) tels que x
−1γ˙x ∈ K˜v forme une unique double classe dans
Gγ˙(Fv)\G(Fv)/Kv ; pour un e´le´ment x de cet ensemble, le groupe xKvx
−1 ∩Gγ˙(Fv) est
un sous-groupe compact hyperspe´cial de Gγ˙(Fv).
Preuve. Il s’agit essentiellement de la proposition 7.1 de [K3], que l’on a reprise dans
le cadre tordu en [W2]. L’hypothe`se v 6∈ Vram permet d’appliquer les re´sultats de [W2]
chapitres 4 et 5. En particulier, on de´crit G˜(Fv) et K˜v comme en [W2] 4.4. Notons
simplement γ l’image de γ˙ dans G˜(Fv). L’hypothe`se que la classe de conjugaison de γ
coupe K˜v signifie que γ est un e´le´ment compact dans la terminologie de cette re´fe´rence.
On peut le de´composer en γ = γtuγp′, ou` γp′ est un e´le´ment d’ordre fini premier a` la
caracte´ristique re´siduelle p et γtu est un e´le´ment topologiquement unipotent de G(Fv)
qui commute a` γp′. Les conditions (1) et (2) ci-dessus entraˆınent l’e´galite´ Gγ = Gγp′ .
Par ailleurs, la p′-composante d’un e´le´ment de K˜v appartenant aussi a` K˜v, la condition
x−1γx ∈ K˜v implique x
−1γp′x ∈ K˜v. Il reste a` appliquer les lemmes [W2] 5.6(ii) et 5.4(ii).

Soit V un ensemble fini de places de F contenant S(O). On va de´finir une distribution
AG˜(V,O, ω) ∈ Dorb(G˜(FV ), ω)⊗Mes(G(FV ))
∗. Elle est nulle sauf si les trois conditions
suivantes sont ve´rifie´es :
(4) ω est trivial sur Z(G,AF )
θ et sur Z(Gγ˙,AF ) pour γ˙ ∈ O ;
(5) O est forme´ d’e´le´ments elliptiques ;
(6) pour tout v 6∈ V , la classe de conjugaison par G(Fv) engendre´e par O coupe K˜v.
Supposons ces conditions ve´rifie´es. On fixe γ˙ ∈ O. Pour tout v 6∈ V , on fixe xv ∈ G(Fv)
tel que x−1v γ˙xv ∈ K˜v. On pose Kγ˙,v = xvKvx
−1
v ∩Gγ˙(Fv). Puisque γ˙ ∈ K˜v pour presque
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tout v, on peut supposer xv = 1 pour presque tout v. Alors l’e´le´ment x
V = (xv)v 6∈V
appartient a` G(AVF ) et la famille (Kγ˙,v)v 6∈V de compacts hyperspe´ciaux ve´rifie la condition
de compatibilite´ globale de 1.1. La distribution A
Gγ˙
unip(V, ω,K
V
γ˙ ) est bien de´finie. Fixons
des mesures dgV sur G(FV ) et dhV sur Gγ˙(FV ). Soit fV ∈ C
∞
c (G˜(FV )), posons fV =
fV ⊗ dgV . Pour y ∈ G(FV ), notons
yfV |Gγ˙ la fonction h 7→ f(y
−1hγy) sur Gγ˙(FV ).
Posons yfV |Gγ˙ =
yfV |Gγ˙ ⊗ dhV . On de´finit la distribution A
G˜(V,O, ω) par la formule
suivante :
(7) IG˜(AG˜(V,O, ω), fV ) = [ZG(γ˙, F ) : Gγ˙(F )]
−1ω(xV )∫
Gγ˙(FV )\G(FV )
IGγ˙ (A
Gγ˙
unip(V, ω,K
V
γ˙ ),
yfV |Gγ˙)ω(y) dy,
ou` dy est la mesure dgV
dhV
sur Gγ˙(FV )\G(FV ). On ve´rifie que cela ne de´pend ni du choix
de γ˙, ni de celui de l’e´le´ment xV , ni de celui des mesures. Par contre, la distribution
AG˜(V,O, ω) de´pend des K˜v pour v 6∈ V .
Cas particulier : supposons O forme´e d’e´le´ments elliptiques et fortement re´guliers
dans G˜(F ). Alors la formule (7) se simplifie en
IG˜(AG˜(V,O, ω), fV ) = [ZG(γ, F ) : Gγ(F )]
−1ω(xV )mes(AGGγ˙(F )\Gγ˙(AF ))∫
Gγ˙(FV )\G(FV )
f(y−1γ˙y)ω(y) dy.
Conside´rons maintenant un ensemble fini V de places, contenant Vram mais pas
force´ment S(O). On fixe un ensemble fini S de places contenant V et S(O). Rappe-
lons que, pour tout espace de Levi M˜ , l’intersection M˜(F ) ∩ O se de´compose en un
nombre fini de classes de conjugaison semi-simples par M(F ). Pour une telle classe OM˜ ,
on a S(OM˜) ⊂ S(O). La distribution A
M˜ (S,OM˜ , ω) (relative a` K˜
M˜,S) est bien de´finie.
On peut e´crire
(8) AM˜(S,OM˜ , ω) =
∑
i=1,...,n(OM˜)
kM˜i (OM˜ , ω)
V
S ⊗A
M˜
i (OM˜ , ω)V ,
ou` kM˜i (OM˜ , ω)
V
S ∈ Dge´om(M˜(F
V
S ), ω)⊗Mes(M(F
V
S ))
∗ et AM˜i (OM˜ , ω)V ∈ Dorb(M˜(FV ), ω)⊗
Mes(M(FV ))
∗. On note AG˜i (OM˜ , ω)V ∈ Dorb(G˜(FV ), ω)⊗Mes(G(FV ))
∗ la distribution
induite de AM˜i (OM˜ , ω)V a` G˜(FV ). On se rappelle l’application line´aire r
G˜
M˜
(., K˜VS ) de´finie
sur Dge´om(M˜(F
V
S ), ω) ≃ Dge´om(M˜(F
V
S ), ω) ⊗Mes(M(F
V
S ))
∗ en 1.13. On de´finit la dis-
tribution AG˜(V,O, ω) par la formule
(9) AG˜(V,O, ω) =
∑
M˜∈L(M˜0)
|W M˜ ||W G˜|−1
∑
OM˜∈M˜ss(F )/conj,OM˜⊂O∑
i=1,...,n(OM˜)
rG˜
M˜
(kM˜i (OM˜ , ω)
V
S , K˜
V
S )A
G˜
i (OM˜ , ω)V .
Proposition. La distribution AG˜(V,O, ω) ve´rifie les proprie´te´s suivantes :
(i) pour tout fV ∈ C
∞
c (G˜(FV ))⊗Mes(G(FV )), on a l’e´galite´ :
JO(fV , ω) =
∑
M˜∈L(M˜0)
|W M˜ ||W G˜|−1
∑
OM˜∈M˜ss(F )/conj,OM˜⊂O
32
J G˜
M˜
(AM˜(V,OM˜ , ω), fV );
(ii) AG˜(V,O, ω) est combinaison line´aire d’inte´grales orbitales associe´es a` des e´le´ments
γ˙ (ou plus exactement aux projections dans G˜(FV ) de tels e´le´ments), ou` γ˙ ∈ G˜(F ) est
un e´le´ment dont la partie semi-simple appartient a` O ;
(iii) AG˜(V,O, ω) = 0 sauf si, pour tout v 6∈ V , la classe de conjugaison par G(Fv)
engendre´e par O coupe K˜v ;
(iv) AG˜(V,O, ω) = 0 sauf si ω est trivial sur Z(G;AF )
θ et sur Z(Gγ˙ ,AF ) pour γ˙ ∈ O.
Remarque. L’e´galite´ (i) suffit a` caracte´riser la distribution AG˜(V,O, ω) par re´currence.
Cela prouve en particulier que la de´finition (9) ne de´pend pas de l’ensemble S choisi.
Preuve. On suppose d’abord que V contient S(O) et que AG˜(V,O, ω) est de´finie par
la formule (7). Les proprie´te´s (ii), (iii) et (iv) sont imme´diates d’apre`s la de´finition et
l’analogue de la proprie´te´ (ii) pour la distribution A
Gγ˙
unip(V, ω,K
V
γ˙ ). L’assertion principale
(i) est a` peu pre`s celle que prouve Arthur dans [A10] the´ore`me 8.1. La seule diffe´rence
avec le re´sultat d’Arthur est la de´finition de l’ensemble S(O). Expliquons ce point. Parmi
les espaces de Levi M˜ ∈ L(M˜0) tels que O ∩ M˜(F ) 6= ∅, fixons un e´le´ment minimal M˜1.
Au lieu de la condition (6), Arthur impose qu’il existe un e´le´ment γ˙ ∈ O∩M˜1(F ) tel que
γ˙ ∈ K˜v pour tout v 6∈ V . L’existence d’un tel e´le´ment de´fini sur F ne re´sulte pas de (6).
Mais on peut modifier tre`s le´ge`rement la preuve d’Arthur pour obtenir notre assertion.
En effet, fixons γ˙ ∈ O ∩ M˜1(F ). On a
(10) l’hypothe`se (6) entraˆıne que, pour tout v 6∈ V , la classe de conjugaison par
M1(Fv) engendre´e par γ˙ coupe K˜
M˜1
v .
Il y a en tout cas un x ∈ G(Fv) tel que x
−1γ˙x ∈ K˜v. Fixons P˜1 = M˜1UP1 ∈ P(M˜1).
Graˆce a` la de´composition d’Iwasawa, on e´crit x = muk, avec m ∈M1(Fv), u ∈ UP1(Fv),
k ∈ Kv. On a encore (mu)
−1γ˙mu ∈ K˜v. Mais (mu)
−1γ˙mu = u′γ′, avec u′ ∈ UP1(Fv)
et γ′ = m−1γ˙m ∈ M˜1(Fv). Parce que Kv est en bonne position relativement a` M1, cela
entraˆıne γ′ ∈ K˜M˜1v . D’ou` (10).
Graˆce a` (10), on peut construire xV ∈M1(A
V
F ) tel que (x
V )−1γ˙xV ∈ K˜M˜1,V . Dans la
preuve de [A10], l’e´le´ment y′ des dernie`res lignes de la page 203 appartient alors, non pas
a` KVγ˙ \K
V , mais a` KVγ˙ \x
VKV . Mais un e´le´ment de xVKV ne contribue pas aux fonctions
v′R de la page 204 parce que ces fonctions sont invariantes a` droite par K
V et a` gauche
par M1(AF ), puisque les Levi R intervenant contiennent M1. Ces e´le´ments disparaissent
et la suite de la de´monstration d’Arthur s’applique sans changement. Il reste toutefois le
terme ω(xV ) qui n’apparaissait pas dans Arthur simplement parce que celui-ci traitait le
cas ω = 1. Cela prouve la proposition dans le cas ou` V contient S(O).
Levons cette hypothe`se et de´finissons AG˜(V,O, ω) par la formule (9). Les proprie´te´s
(ii), (iii) et (iv) sont claires d’apre`s cette de´finition et les meˆmes proprie´te´s de la dis-
tribution AG˜(S,O, ω). Il faut ve´rifier (i). Soit fV ∈ C
∞
c (G˜(FV ))⊗Mes(G(FV )). Notons
fS ∈ C
∞
c (G˜(FS))⊗Mes(G(FS)) l’e´le´ment auquel fV s’identifie, c’est-a`-dire fS = fV ⊗1K˜VS ,
ou` le dernier terme est tacitement tensorise´ avec la mesure canonique sur G(F VS ). On
connaˆıt le de´veloppement (i) pour S :
(11) JO(fS, ω) =
∑
M˜∈L(M˜0)
|W M˜ ||W G˜|−1
∑
OM˜∈M˜ss(F )/conj,OM˜⊂O
J G˜
M˜
(AM˜(S,OM˜ , ω), fS).
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Notons que JO(fS, ω) = JO(fV , ω) par de´finition. Soient M˜ et OM˜ intervenant ci-dessus.
Pour tout espace Q˜ = L˜UQ ∈ F(M˜), la fonction (1K˜VS )Q˜,ω est e´gale a` 1K˜L˜,VS
. Elle ne
de´pend donc que de L˜. En utilisant (8), la relation 1.9(2) et la de´finition de rG˜
M˜
(., K˜VS ),
on obtient l’e´galite´
J G˜
M˜
(AM˜(S,OM˜ , ω), fS) =
∑
i=1,...,n(OM˜)
∑
L˜∈L(M˜)
rL˜
M˜
(kM˜i (OM˜ , ω)
V
S , K˜
V
S )J
G˜
L˜
(AL˜i (OM˜ , ω)V , fV ).
La formule (11) se re´crit
(12) JO(fV , ω) =
∑
L˜∈L(M˜0)
|W L˜||W G˜|−1
∑
M˜∈LL˜(M˜0)
|W M˜ ||W L˜|−1
∑
OM˜∈M˜ss(F )/conj,OM˜⊂O∑
i=1,...,n(OM˜)
rL˜
M˜
(kM˜i (OM˜ , ω)
V
S , K˜
V
S )J
G˜
L˜
(AL˜i (OM˜ , ω)V , fV ).
On peut de´composer la somme en OM˜ en une somme sur OL˜ ∈ L˜ss(F )/conj tel que
OL˜ ⊂ O et une somme sur OM˜ ∈ M˜ss(F )/conj tel que OM˜ ⊂ OL˜. La contribution d’un
couple (L˜,OL˜) est alors ∑
M˜∈LL˜(M˜0)
|W M˜ ||W L˜|−1
∑
OM˜∈M˜ss(F )/conj,OM˜⊂OL˜∑
i=1,...,n(OM˜)
rL˜
M˜
(kM˜i (OM˜ , ω)
V
S , K˜
V
S )J
G˜
L˜
(AL˜i (OM˜ , ω)V , fV ).
Ceci qui n’est autre que J G˜
L˜
(AL˜(V,OL˜, ω), fV ) par de´finition de A
L˜(V,OL˜, ω). Alors la
formule (12) devient l’e´galite´ (i) de l’e´nonce´. 
Remarque. La meˆme preuve montre que l’e´galite´ (9) est vraie pour tous S, V tels
que Vram ⊂ V ⊂ S.
2.4 De´veloppement de la partie ge´ome´trique de la formule des
traces non invariante
Soit f ∈ C∞c (G˜(AF )⊗Mes(G(AF ). Si V est un ensemble fini de places assez grand,
on peut e´crire f = fV ⊗ 1K˜V , ou` fV ∈ C
∞
c (G˜(FV ))⊗Mes(G(FV )) et 1K˜V est tacitement
tensorise´ avec la mesure canonique sur G(AVF ). En vertu de 2.1(3) et de la proposition
2.3(i), on a l’e´galite´
(1) J G˜ge´om(f , ω) =
∑
M˜∈L(M˜0)
|W M˜ ||W G˜|−1
∑
O∈M˜ss(F )/conj
J G˜
M˜
(AM˜(V,O, ω), fV ).
Le lemme 2.1 et sa preuve montrent que cette somme est finie inde´pendamment de V .
Cette finitude et les de´finitions entraˆınent que, pour f fixe´, il existe un ensemble S(f)
tel que, pour V ⊃ S(f), les seuls couples (M˜,O) qui contribuent a` la formule ve´rifient
S(O) ⊂ V et O ⊂ M˜(F )ell. Notons que l’ensemble fini des indices contribuant a` la
formule (1) ainsi que l’ensemble S(f) peuvent eˆtre choisis inde´pendants de f si on se
limite a` des fonctions dont le support est contenu dans un compact fixe´.
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2.5 Variante avec caracte`re central
On suppose (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. On suppose donne´e une
extension
1→ C1 → G1 → G→ 1,
une extension compatible G˜1 → G˜, ou` G˜1 est a` torsion inte´rieure, et un caracte`re auto-
morphe λ1 de C1(AF ). On introduit des donne´es comple´mentaires comme en 1.15. On a
une suite exacte
0→ AC1 → AG1 → AG → 0.
On suppose des mesures choisies sur ces espaces de fac¸on compatible a` cette suite. On
fait de meˆme quand on remplace G˜ par un espace de Levi M˜ . Notons que cette hypothe`se
ne serait pas ve´rifie´e si on normalisait les mesures ”a` la Tamagawa”, cf. 1.3.
Fixons des mesures dg sur G(AF ) et dc sur C1(AF ). On en de´duit une mesure dg1 sur
G1(AF ) compatible a` la suite exacte
1→ C1(AF )→ G1(AF )→ G(AF )→ 1.
Soit f ∈ C∞c,λ1(G˜1(AF )). On peut fixer une fonction φ ∈ C
∞
c (G˜1(AF )) telle que
f(γ1) =
∫
C1(AF )
φc(γ1)λ1(c) dc,
ou` φc(γ1) = φ(cγ1). On pose
(1) J G˜1ge´om,λ1(f⊗dg) = mes(AC1C1(F )\C1(AF ))
−1
∫
C1(F )\C1(AF )
J G˜1ge´om(φ
c⊗dg1)λ1(c) dc.
On ve´rifie en effet, d’une part que la fonction a` inte´grer est invariante par C1(F ) et a`
support compact modulo ce groupe, d’autre part que l’expression ci-dessus ne de´pend
que de f et dg et pas des choix de φ et de la mesure dc. De meˆme, elle ne de´pend que de
la mesure sur AG˜ et pas de celle sur AC1 . Ces ve´rifications se font en exprimant comme
en 2.1 les diverses expressions comme les valeurs en T0 d’un polynoˆme asymptote a` des
expressions qui, elles, ve´rifient e´videmment ces proprie´te´s. Remarquons qu’il y a une
surjection naturelle
(2) G˜1,ss(F )/conj → G˜ss(F )/conj.
Pour O ∈ G˜ss(F )/conj, on pose
(3) J G˜1O,λ1(f ⊗ dg) = mes(AC1C1(F )\C1(AF ))
−1
∫
C1(F )\C1(AF )∑
O1∈F ibG˜1 (O)
J G˜1O1 (φ
c ⊗ dg1)λ1(c) dc,
ou` FibG˜1(O) est la fibre de l’application (2) au-dessus de O. De nouveau, ce terme ne
de´pend que de f et dg et pas des choix de φ et de la mesure dc.
Pour un ensemble fini V de places contenant V1,ram, on peut encore identifier C
∞
c,λ1
(G˜1(FV ))⊗
Mes(G(FV )) a` un sous-espace de C
∞
c,λ1
(G˜1(AF )) ⊗Mes(G(AF )). Ainsi, J
G˜1
ge´om,λ1
(fV ) est
de´fini pour fV ∈ C
∞
c,λ1
(G˜1(FV ))⊗Mes(G(FV )). De meˆme, J
G˜1
O,λ1
(fV ) est de´fini. Pour O ∈
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G˜ss(F )/conj, on va de´finir une distribution A
G˜1
λ1
(V,O) ∈ Dorb,λ1(G˜1(FV ))⊗Mes(G(FV ))
∗
qui ve´rifie les proprie´te´s suivantes :
(4) pour fV ∈ C
∞
c,λ1
(G˜1(FV ))⊗Mes(G(FV )),
IG˜1λ1 (A
G˜1
λ1
(V,O), fV ) = J
G˜1
O,λ1
(fV )
−
∑
M∈L(M0),M 6=G
|WM ||WG|−1
∑
OM˜∈M˜ss(F )/conj,OM˜⊂O
J G˜1
M˜1,λ1
(AM˜λ1(V,OM˜), fV );
(5) AG˜1λ1 (V,O) est combinaison line´aire d’inte´grales orbitales associe´es a` des e´le´ments
γ1 (ou plus exactement aux projections dans G˜1(FV ) de tels e´le´ments), ou` γ1 ∈ G˜1(F )
se projette en un e´le´ment de G˜(F ) dont la partie semi-simple appartient a` O ;
(6) AG˜1λ1 (V,O) = 0 sauf si, pour tout v 6∈ V , la classe de conjugaison par G(Fv)
engendre´e par O coupe K˜v.
Comme en 2.2, la proprie´te´ (4) caracte´rise AG˜1λ1 (V,O). Signalons que cette distribution
de´pend de K˜V1 .
Soit fV ∈ C
∞
c,λ1
(G˜1(FV )) ⊗Mes(G(FV )), que l’on e´crit fV = fV ⊗ dg. On fixe φV ∈
C∞c (G˜1(FV )) de sorte que
fV =
∫
C1(FV )
φcV dc.
On se rappelle que les distributions AG˜1(V,O1) de´pendent du choix de K˜
V
1 . Notons-les
AG˜1(V,O1, K˜
V
1 ). Soit c ∈ C1(AF ), que l’on de´compose en c = cV c
V . Conside´rons le terme
IG˜1(AG˜1(V,O1, c
V K˜V1 ), φ
cV
V ⊗ dg1)
pour O1 ∈ Fib
G˜1(O). Soit Γ un sous-ensemble compact de C1(AF ). Le lemme 2.1(ii)
entraˆıne qu’il existe un sous-ensemble fini ∆ de FibG˜1(O) tel que, pour tout O1 ∈
FibG˜1(O) − ∆ et tout c ∈ AC1Γ, le terme ci-dessus soit nul. Le (i) du meˆme lemme
montre que, pour O1 ∈ ∆, ce terme est une fonction de c a` support compact dans AC1Γ.
C’est aussi une fonction lisse de c. Les meˆmes proprie´te´s valent donc pour la somme∑
O1∈F ibG˜1 (O)
IG˜1(AG˜1(V,O1, c
V K˜V1 ), φ
cV
V ⊗ dg1).
Comme fonction de c, celle-ci est invariante par C1(F ). En effet, on voit facilement que,
pour ξ ∈ C1(F ) et O1 ∈ Fib
G˜1(O), on a l’e´galite´
(7) IG˜1(AG˜1(V, ξO1, ξ
V cV K˜V1 ), φ
ξV cV
V ⊗ dg1) = I
G˜1(AG˜1(V,O1, c
V K˜V1 ), φ
cV
V ⊗ dg1).
L’invariance requise en re´sulte. En se rappelant que l’on peut choisir Γ de sorte que
C1(AF ) = C1(F )AC1Γ, on voit que l’inte´grale
(8)
∫
C1(F )\C1(AF )
∑
O1∈F ibG˜1 (O)
IG˜1(AG˜1(V,O1, c
V K˜V1 ), φ
cV
V ⊗ dg1)λ1(c) dc
est convergente. On va montrer qu’elle ne de´pend pas du choix de φV et de´finit donc une
forme line´aire en fV qui appartient a`Dge´om,λ1(G˜1(FV ))⊗Mes(G(FV ))
∗. Tout d’abord une
distribution AG˜1(V,O1, c
V K˜V1 ) n’est non nulle que si la condition suivante est ve´rifie´e :
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(9) pour tout v 6∈ V , la classe de conjugaison par G1(Fv) engendre´e par O1 coupe
cvK˜1,v.
Par projection dans G˜(Fv) cela entraˆıne que la classe de conjugaison par G(Fv) en-
gendre´e par O coupe K˜v. On obtient
(10) l’expression (8) est nulle s’il existe v 6∈ V telle que la classe de conjugaison par
G(Fv) engendre´e par O ne coupe pas K˜v.
Supposons que, pour tout v 6∈ V , la classe de conjugaison par G(Fv) engendre´e par
O coupe K˜v. Posons Ξ = C1(F ) ∩ (K
V
C1
C1(FV )). On va montrer
(11) l’ensemble des c ∈ C1(AF ) tels qu’il existe O1 ∈ Fib
G˜1(O) ve´rifiant (9) est une
unique classe modulo C1(F )K
V
C1
C1(FV ) ;
(12) pour c dans cette classe, l’ensemble des O1 ∈ Fib
G˜1(O) ve´rifiant (9) est une
unique classe sous l’action de Ξ par multiplication.
On de´montre d’abord
(13) soient v 6∈ Vram(G˜1), γ1 ∈ K˜1,v et ξ ∈ C1(Fv) ; alors ξγ1 est conjugue´ a` un
e´le´ment de K˜1,v si et seulement si ξ ∈ KC1,v.
Preuve de (13). L’assertion ”si” est e´vidente. Dans l’autre sens, soient γ2 ∈ K˜1,v
et g ∈ G1(Fv), supposons ξγ1 = g
−1γ2g. Ecrivons γ2 = kγ1, avec k ∈ K1,v, et posons
θ = adγ1 . Alors ξ = g
−1kθ(g). Notons X∗(G1) et X
∗(C1) les groupes des caracte`res
alge´briques de G1 et C1. Pour χ ∈ X
∗(G1)
ΓFv , le caracte`re continu x 7→ |χ(x)|Fv de
G1(Fv) est trivial sur K1,v puisque ce groupe est compact. Il est invariant par GAD(Fv)
parce que χ l’est. La torsion e´tant inte´rieure, θ est l’automorphisme associe´ a` un e´le´ment
de ce groupe GAD(Fv). Donc le caracte`re pre´ce´dent est invariant par θ. On en de´duit
qu’il vaut 1 sur ξ. On sait que l’application de restriction
X∗(G1)
ΓFv → X∗(C1)
ΓFv
a un conoyau fini. Puisque les caracte`res pre´ce´dents sont a` valeurs dans R>0, on en de´duit
que |χ(ξ)|Fv = 1 pour tout χ ∈ X
∗(C1)
ΓFv . Cette relation entraˆıne que que ξ appartient
au sous-groupe compact maximal de C1(Fv), qui n’est autre que KC1,v. Cela prouve (13).
De´montrons (11). Il est clair que l’ensemble des c en question est invariant par
C1(F )K
V
C1
C1(FV ). Il est non vide. En effet, fixons une classe O1 ∈ Fib
G˜1(O). L’hypothe`se
sur O implique que, pour tout v 6∈ V , la classe de conjugaison par G1(Fv) engendre´e par
O1 coupe l’image re´ciproque de K˜v dans G˜1(Fv), c’est-a`-dire C1(Fv)K˜1,v. On peut donc
choisir cv ∈ C1(Fv) tel que cette classe coupe cvK˜1,v. Il est clair que l’on peut choisir
cv = 1 pour presque tout v. Les cv se regroupent alors en un e´le´ment c ∈ C1(AF ) qui
ve´rifie la condition requise. Soient maintenant c, c′ dans l’ensemble en question. On choi-
sit O1 ve´rifiant (9) et O
′
1 ve´rifiant son analogue pour c
′. Il existe ξ ∈ C1(F ) tel que
ξO′1 = O1. Alors O1 ve´rifie (9) pour c comme pour ξc
′. L’assertion (13) entraˆıne que
cV ∈ (ξc′)VKVC1 . Cela entraˆıne que c ∈ c
′C1(F )K
V
C1
C1(FV ). D’ou` (11).
Le meˆme calcul prouve (12) : pour c = c′, la condition finale devient ξV ∈ KVC1 ,
c’est-a`-dire ξ ∈ Ξ.
Fixons un repre´sentant ζ de la classe de´finie par (11), que l’on peut choisir dans
C1(A
V
F ). Dans la formule (8), on peut remplacer l’inte´grale sur C1(F )\C1(AF ) par une
inte´grale sur C1(F )\ζC1(F )K
V
C1
C1(FV ). La fonction que l’on inte`gre est invariante par
KVC1 . Cela permet, modulo translation par ζ , de remplacer cette dernie`re inte´grale par
une inte´grale sur ΞV \C1(FV ), ou` ΞV est la projection de Ξ dans C1(FV ). L’inte´grale (8)
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est donc e´gale a`∫
ΞV \C1(FV )
∑
O1∈F ibG˜1 (O)
IG˜1(AG˜1(V,O1, ζK˜
V
1 ), φ
cV
V ⊗ dg1)λ1(ζcV ) dcV .
D’apre`s (12), l’ensemble des O1 qui contribuent a` cette formule est une unique classe sous
Ξ. Fixons un e´le´ment O1 de cette classe. L’action de Ξ n’est pas libre en ge´ne´ral, il y a
un noyau fini. Notons d le nombre d’e´le´ments de ce noyau. Alors la formule pre´ce´dente
devient
d−1
∫
ΞV \C1(FV )
∑
ξ∈Ξ
IG˜1(AG˜1(V, ξO1, ζK˜
V
1 ), φ
cV
V ⊗ dg1)λ1(ζcV ) dcV .
En utilisant (7), on obtient
d−1
∫
ΞV \C1(FV )
∑
ξ∈ΞV
IG˜1(AG˜1(V,O1, ζK˜
V
1 ), φ
ξcV
V ⊗ dg1)λ1(ζcV ) dcV .
On a aussi λ1(ξ) = 1 pour tout ξ ∈ ΞV et l’e´galite´ pre´ce´dente se re´crit
(14) d−1
∫
C1(FV )
IG˜1(AG˜1(V,O1, ζK˜
V
1 ), φ
cV
V ⊗ dg1)λ1(ζcV ) dcV
= d−1λ1(ζ)I
G˜1
λ1
(AG˜1(V,O1, ζK˜
V
1 ), fV ⊗ dg1),
ou`, dans cette dernie`re e´galite´, AG˜1(V,O1, ζK˜
V
1 ) de´signe l’image de cette distribution
dans Dorb,λ1(G˜1(FV )) ⊗ Mes(G1(FV ))
∗. Cela de´montre que l’inte´grale (8) a les pro-
prie´te´s voulues. Par ailleurs, on voit aise´ment qu’en multipliant cette inte´grale par
mes(AC1C1(F )\Z(AF ))
−1, elle ne de´pend que de la mesure sur G(FV ) et pas de celle sur
C1(AF ). On peut donc de´finir une distributionA
G˜
λ1
(V,O) ∈ Dorb,λ1(G˜1(FV ))⊗Mes(G(FV ))
∗
par l’e´galite´
(15) IG˜1λ1 (A
G˜
λ1
(V,O), fV ) = mes(AC1C1(F )\C1(AF ))
−1
∫
C1(F )\C1(AF )∑
O1∈F ibG˜1 (O)
IG˜1(AG˜1(V,O1, c
V K˜V1 ), φ
cV
V ⊗ dg1)λ1(c) dc.
Elle ve´rifie la proprie´te´ (5). La proprie´te´ (6) re´sulte de (10). Il reste a` ve´rifier (4). On
conserve les termes fV , fV et φV ci-dessus. On comple`te fV en f = fV ⊗ 1K˜V1 ,λ1 et φV en
φ = φV ⊗ 1K˜V1 . On a alors
f =
∫
C1(AF )
φcλ1(c) dc
et l’e´galite´ (3). Pour c ∈ C1(AF ) et O1 ∈ Fib
G˜1(O), on peut de´velopper J G˜1O1 (φ
c ⊗ dg1)
selon l’e´galite´ de la proposition 2.3(i) relative a` l’espace hyperspe´cial cV K˜V1 . On obtient
J G˜1O,λ1(fV ) = m
−1
∫
C1(F )\C1(AF )
∑
O1∈F ibG˜1 (O)
∑
M∈L(M0)
|WM ||WG|−1
∑
OM˜,1∈M˜1,ss(F )/conj,OM˜,1⊂O1
J G˜1
M˜1
(AM˜1(V,OM˜,1, c
V K˜M˜1,V1 ), φ
cV
V ⊗ dg1)λ1(c) dc,
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ou` m = mes(AC1C1(F )\C1(AF )). Pour un Levi M fixe´, sommer en O1 ∈ Fib
G˜1(O)
puis en OM˜,1 ∈ M˜1,ss(F )/conj, OM˜,1 ⊂ O1 revient a` sommer en OM˜ ∈ M˜ss(F )/conj,
OM˜ ⊂ O, puis en OM˜ ,1 ∈ Fib
M˜1(OM˜ ). On obtient
(16) J G˜1O,λ1(fV ) = m
−1
∫
C1(F )\C1(AF )
∑
M∈L(M0)
|WM ||WG|−1
∑
OM˜∈M˜ss(F )/conj,OM˜⊂O∑
OM˜,1∈F ib
M˜1(OM˜ )
J G˜1
M˜1
(AM˜1(V,OM˜,1, c
V K˜M˜1,V1 ), φ
cV
V ⊗ dg1)λ1(c) dc.
Fixons M ∈ L(M0) et OM˜ ∈ M˜ss(F )/conj. Il n’est pas difficile de voir en de´vissant les
de´finitions que la de´finition (15) pour la distribution AM˜λ1(V,OM˜) s’e´tend aux inte´grales
orbitales ponde´re´es. C’est-a`-dire que l’on a
J G˜1
M˜1,λ1
(AM˜λ1(V,OM˜), fV ⊗ dg) = m
−1
∫
C1(F )\C1(AF )∑
OM˜,1∈F ib
M˜1(OM˜ )
J G˜1
M˜1
(AM˜1(V,OM˜,1, c
V K˜M˜1,V1 ), φ
cV
V ⊗ dg1)λ1(c) dc.
Alors, la relation (16) devient (5).
Avec ces de´finitions, on obtient la formule
(17) J G˜1ge´om,λ1(fV ) =
∑
M˜∈L(M˜0)
|W M˜ ||W G˜|−1
∑
OM˜∈M˜ss(F )/conj
J G˜1
M˜1,λ1
(AM˜1λ1 (V,OM˜), fV ).
Si S est un ensemble fini de places contenant V , on a une formule analogue a` 2.2(7).
Plus pre´cise´ment, pour M˜ ∈ L(M˜0) et OM˜ ∈ M˜ss(F )/conj tel que OM˜ ⊂ O, on peut
e´crire
AM˜1λ1 (S,OM˜ ) =
∑
i=1,....,n(OM˜)
kM˜1λ1,i(OM˜)
V
S ⊗A
M˜1
λ1,i
(OM˜)V ,
ou`, cette fois, kM˜1λ1,i(OM˜)
V
S ∈ Dge´om,λ1(M˜1(F
V
S ))⊗Mes(M(F
V
S ))
∗ et AM˜1λ1,i(OM˜)V ∈
Dorb,λ1(M˜1(FV ))⊗Mes(M(FV ))
∗. On note AG˜1λ1,i(OM˜)V la distribution induite a` G˜1(FV ).
On se rappelle la forme line´aire rG˜
M˜,λ1
(., K˜V1,S) sur Dge´om,λ1(M˜1(F
V
S ))⊗Mes(M(F
V
V ))
∗ de
1.15. On a alors l’e´galite´
AG˜1λ1 (V,O) =
∑
M˜∈L(M˜0)
|W M˜ ||W G˜|−1
∑
OM˜∈M˜ss(F )/conj,OM˜⊂O∑
i=1,...,n(OM˜)
rG˜
M˜,λ1
(kM˜1λ1,i(OM˜)
V
S , K˜
V
1,S)A
G˜1
λ1,i
(OM˜)V .
Il est utile d’obtenir une expression plus explicite pour la distribution AG˜1
λ˜1
(V,O)
dans le cas ou` V contient S(O), ce que l’on suppose dans ce qui suit. On suppose
aussi que, pour tout v 6∈ V , la classe de conjugaison par G(FV ) engendre´e par O coupe
K˜v (sinon, A
G˜1
λ˜1
(V,O) est assez explicite d’apre`s (6)). Fixons γ˙ ∈ O, fixons une classe
O1 ∈ G˜1(F ) d’image O et γ˙1 ∈ O1 d’image γ. On fixe ζ ∈ C1(A
V
F ) tel que, pour
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tout v 6∈ V , la classe de conjugaison par G1(Fv) engendre´e par O1 coupe ζvK˜1,v. On
construit comme en 2.3 un e´le´ment xV ∈ G(AVF ) tel que (x
V )−1γ˙xV ∈ K˜V et on de´finit
le groupe compact hyperspe´cial KVγ˙ = x
VKV (xV )−1 ∩Gγ˙(A
V
F ) de Gγ˙(A
V
F ). Il s’en de´duit
un groupe hyperspe´cial KVγ˙1 de G1,γ˙1(A
V
F ), qui n’est autre que x
VKV1 (x
V )−1 ∩G1,γ˙1(A
V
F ).
La distribution AGγ˙ (V,KVγ˙ ) est bien de´finie. Conside´rons la suite exacte
0→ c1(FV )→ g1,γ˙1(FV )→ gγ˙(FV )→ 0.
On peut la scinder : le scindage est canonique au-dessus de la partie semi-simple de
gγ˙(FV ), il suffit de la scinder au-dessus du centre de cette alge`bre. Notons ιV : gγ˙(FV )→
g1,γ˙1(FV ) un tel scindage, qui est un homomorphisme d’alge`bres de Lie. Soit UV un
voisinage invariant de l’unite´ dans Gγ˙(FV ), assez petit pour que l’exponentielle y soit
de´finie. On de´finit un plongement iV : UV → G1,γ˙1(FV ) de la fac¸on suivante : pour x ∈ UV ,
on e´crit x = exp(X) avec X ∈ gγ˙(FV ) et on pose iV (x) = exp(ιV (X)). Ce plongement est
e´quivariant pour l’action par conjugaison de Gγ˙(FV ). Il est canonique sur l’intersection
de UV avec la partie semi-simple de Gγ˙(FV ), a fortiori sur les e´le´ments unipotents. On
fixe des mesures dgV sur G(FV ) et dhV sur Gγ˙(FV ). Soit fV ∈ C
∞
c,λ1
(G˜1(FV )), posons
fV = fV ⊗ dgV . Pour y ∈ G(FV ), notons
yfV |Gγ˙ un e´le´ment de C
∞
c (Gγ˙(FV )) qui coˆıncide
sur UV avec la fonction x 7→ fV (y
−1iV (x)γ˙1y). Posons
yfV |Gγ˙ =
yfV |Gγ˙ ⊗ dhV . On de´finit
une distribution AG˜1λ1 (V,O) ∈ Dorb,λ1(G˜1(FV ), ω)⊗Mes(G(FV ))
∗ par les formules :
- AG˜1λ1 (V,O) = 0 si O 6⊂ G˜(F )ell ;
- si O ⊂ G˜(F )ell,
IG˜1λ1 (A
G˜1
λ˜1
(V,O), fV ) = [ZG(γ˙, F ) : Gγ˙(F )]
−1λ1(ζ)
∫
Gγ˙(FV )\G(FV )
IGγ˙(A
Gγ˙
unip(V,K
V
γ˙ ),
yfV |Gγ˙ ) dy
ou` la mesure dy est de´duite des mesures dgV et dhV .
Alors
(18) on a l’e´galite´ AG˜1
λ˜1
(V,O) = AG˜1
λ˜1
(V,O).
Preuve. La formule (14) donne
(19) IG˜1λ1 (A
G˜1
λ˜1
(V,O), fV ) = m
−1d−1λ1(ζ)I
G˜1(AG˜1(V,O1, ζK˜
V
1 ), fV ⊗ dg1).
Rappelons que d est le nombre d’e´le´ments du noyau de l’action de C1(F ) sur Fib
G˜1(O).
On ve´rifie que
d = [ZG(γ, F ) : Gγ(F )][ZG1(γ1, F ) : G1,γ1(F )]
−1.
On a S(O1) = S(O) par de´finition. La distribution A
G˜1(V, ,O1, ζK˜
V
1 ) est de´finie par
la formule (7) de 2.3. En particulier, elle est nulle si O1 n’est pas elliptique, ce qui
e´quivaut a` ce que O ne le soit pas. Supposons O elliptique. On fixe sur G1,γ˙1(FV ) la
mesure dh1,V de´duite des mesures dhV sur Gγ˙(FV ) et dz sur C1(AF ) (cette dernie`re e´tant
identifie´e comme toujours a` une mesure sur C1(FV )). Notons que G1,γ˙1(FV )\G1(FV ) =
Gγ˙(FV )\G(FV ) et que la mesure sur ce quotient de´duite de dg1,V et dh1,V co¨ıncide avec
celle de´duite de dgV et dhV . Notons aussi que le terme [ZG1(γ˙1, F ) : G1,γ˙1(F )] intervenant
dans d va compenser le facteur intervenant dans 2.3(7). La conjonction de la formule (19)
ci-dessus et de 2.3(7) donne
IG˜1λ1 (A
G˜1
λ˜1
(V,O), fV ) = m
−1[ZG(γ˙, F ) : Gγ˙(F )]
−1λ1(ζ)
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∫
Gγ˙(FV )\G(FV )
IG1,γ˙1 (A
G1,γ˙1
unip (V,K
V
γ˙1),
yfV |G1,γ˙1 ⊗ dh1,V ) dy.
Pour de´montrer (18), il suffit de prouver que, pour tout y, on a l’e´galite´
m−1IG1,γ1 (A
G1,γ˙1
unip (V,K
V
γ˙1
), yfV |G1,γ˙1
⊗ dh1,V ) = I
Gγ˙ (A
Gγ˙
unip(V,K
V
γ˙ ),
yfV |Gγ ⊗ dhV ).
Remarquons que la fonction yfV |Gγ co¨ıncide dans UV avec
yfV |G1,γ1 ◦ iV . L’e´galite´ a`
prouver re´sulte alors de (17) ci-dessous. 
On va simplement reformuler cette e´galite´ sous une forme plus ge´ne´rale. On conside`re
C1, G1 et G comme pre´ce´demment, en oubliant G˜ et G˜1. On fixe comme plus haut des
compacts qui se correspondent K1,v etKv pour v 6∈ Vram(G1) et des mesures dg, dc et dg1.
Soit V un ensemble fini de places contenant Vram(G1). Notons G1,unip(FV ) et Gunip(FV )
les ensembles d’e´le´ments unipotents de G1(FV ) et G(FV ). La projection G1,unip(FV ) →
Gunip(FV ) est un isomorphisme. Notons iV son inverse. Soit f1,V ∈ C
∞
c (G1(FV )) et
fV ∈ C
∞
c (G(FV )). On suppose que fV = f1,V ◦ iV sur Gunip(FV ). Alors on a l’e´galite´
(20) mes(AC1C1(F )\C1(AF ))
−1IG1(AG1unip(V ), f1,V ⊗dg1,V ) = I
G(AGunip(V ), fV ⊗dgV ),
ou` les distributions unipotentes sont relatives aux compacts fixe´s.
Preuve. Fixons un ensemble UV de repre´sentants des classes de conjugaison par G(FV )
dans l’ensemble des e´le´ments unipotents de ce groupe. Son image iV (UV ) dans G1(FV )
est un ensemble analogue pour G1(FV ). Pour tout u ∈ UV , fixons une mesure sur Gu(FV ),
dont on de´duit une mesure sur G1,iV (u)(FV ). Le membre de gauche ci-dessus est combi-
naison line´aire de termes∫
G1,iV (u)(FV )\G1(FV )
f1,V (x
−1
1 iV (u)x1) dx1
pour u ∈ UV , ou` la mesure dx1 sur le quotient se de´duit des mesures sur les deux groupes,
tandis que celui de droite est combinaison line´aire de termes analogues∫
Gu(FV )\G(FV )
fV (x
−1ux) dx.
De la de´finition de fV se de´duit que les deux inte´grales ci-dessus sont e´gales. L’assertion
(20) revient a` dire que les coefficients des deux combinaisons line´aires sont e´gaux. On
de´duit aise´ment de cela que, pour un Levi M 6= G, si l’on suppose par re´currence (20)
vrai pour M , cette assertion se ge´ne´ralise aux inte´grales orbitales ponde´re´es, c’est-a`-dire
que l’on a l’e´galite´
mes(AC1C1(F )\C1(AF ))
−1JG1M1(A
M1
unip(V ), f1,V ⊗ dg1,V ) = J
G
M(A
M
unip(V ), fV ⊗ dgV ).
En vertu de 2.2(1), l’e´galite´ (20) re´sulte par re´currence de l’e´galite´ que l’on prouvera
ci-dessous
(21) mes(AC1C1(F )\C1(AF ))
−1JG1unip(f1,V ⊗ dg1) = J
G
unip(fV ⊗ dg).
Soit v 6∈ V . Alors 1K1,v et 1Kv se correspondant comme fV et f1,V , c’est-a`-dire que leurs
restrictions aux ensembles d’unipotents G1,unip(Fv) et Gunip(Fv) se correspondent par la
projection bijective du premier ensemble sur le second. En effet, pour g1 ∈ G1(Fv), g1
appartient a` K1,v si et seulement s’il ve´rifie les deux conditions suivantes :
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- sa projection g dans G(Fv) appartient a` Kv ;
- pour tout χ ∈ X∗(G1)
ΓFv (cf. preuve de (13)), on a |χ(g1)|Fv = 1.
La deuxie`me condition e´tant toujours re´alise´e pour g1 unipotent, l’assertion s’ensuit.
Notons f1 = f1,V ⊗ 1KV1 , f = fV ⊗ 1KV . Alors les restrictions des fonctions f1 et f aux
e´le´ments unipotents de G1(AF ) et G(AF ) s’identifient encore. On voit alors que, pour
tout g1 ∈ G1(AF ), on a l’e´galite´
kG1,Tunip (f1, g1) = k
G,T
unip(f, g),
ou` g est la projection de g1. On construit J
G1,T
unip (f1), resp. J
G,T
unip(f), en inte´grant cette
fonction sur AG1G1(F )\G1(AF ), resp. AGG(F )\G(AF ). Ces inte´grales sont e´gales, au
rapport des mesures pre`s, et ce rapport est bien suˆrmes(AC1C1(F )\C1(AF )). En prenant
ensuite la valeur de ces termes au point T = T0, on obtient (17). Cela ache`ve les preuves
de (21) et (19).
2.6 Variante avec caracte`re central, suite
On continue avec les meˆmes donne´es que dans le paragraphe pre´ce´dent. On se donne
d’autres donne´es
1→ C2 → G2 → G→ 1, G˜2 → G˜
λ2 ve´rifiant les meˆmes hypothe`ses, munies de donne´es comple´mentaires comme en 1.15.
On suppose donne´ un caracte`re automorphe λ12 de G12(AF ) tel que la restriction de λ12
a` C1(AF ) × C2(AF ) soit λ1 × λ
−1
2 . Soit V un ensemble fini de places de F contenant
V12,ram. On a construit en 1.15 une fonction canonique λ˜12,V sur G˜12(FV ), dont on de´duit
un isomorphisme
Dge´om,λ1(G˜1(FV ))⊗Mes(G(FV ))
∗ ≃ Dge´om,λ2(G˜2(FV ))⊗Mes(G(FV ))
∗
qui se restreint en un isomorphisme
Dorb,λ1(G˜1(FV ))⊗Mes(G(FV ))
∗ ≃ Dorb,λ2(G˜2(FV ))⊗Mes(G(FV ))
∗.
Lemme. Pour tout O ∈ G˜ss(F )/conj, les distributions A
G˜1
λ1
(V,O) et AG˜2λ2 (V,O) se
correspondent par cet isomorphisme.
Preuve. Conside´rons d’abord la situation du paragraphe pre´ce´dent dans le cas par-
ticulier ou` λ1 = 1. Alors C
∞
c,λ1
(G˜1(AF )) s’identifie a` C
∞
c (G˜(AF )). Pour un e´le´ment f
de cet espace et une mesure dg sur G(AF ), on a de´fini deux termes J
G˜1
ge´om,λ1
(f ⊗ dg)
et J G˜ge´om(f ⊗ dg). Le premier en 2.3 en conside´rant f comme un e´le´ment du premier
espace, le second en 2.1 en conside´rant f comme un e´le´ment du second espace. En
de´vissant les de´finitions, on ve´rifie que ces deux termes sont e´gaux. Plus finement, pour
O ∈ G˜ss(F )/conj, les deux termes J
G˜1
O,λ1
(f ⊗ dg) et J G˜O (f ⊗ dg) de´finis en 2.3 et 2.1 sont
e´gaux.
D’autre part, soit f ∈ C∞c (G˜(AF )) et λ un caracte`re automorphe de G(AF ). On
en de´duit comme en 1.15 une fonction λ˜ sur G˜(AF ) qui vaut 1 sur G˜(F ). On ve´rifie
imme´diatement que l’on a l’e´galite´
J G˜ge´om((fλ˜)⊗ dg) = J
G˜
ge´om(f ⊗ dg).
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Plus finement, pour tout O ∈ G˜ss(F )/conj, on a l’e´galite´
J G˜O ((fλ˜)⊗ dg) = J
G˜
O (f ⊗ dg).
Revenons maintenant a` l’e´nonce´ et fixons des mesures sur tous nos groupes. En
conside´rant la relation 2.3(4), on voit que, par re´currence, il nous suffit de prouver que,
pour f1,V ∈ C
∞
c,λ1
(G˜1(FV )) et f2,V ∈ C
∞
c,λ2
(G˜2(FV )) se correspondant par l’isomorphisme
ci-dessus, on a l’e´galite´
J G˜1O,λ1(f1,V ⊗ dg) = J
G˜2
O,λ2
(f2,V ⊗ dg).
Posons fi = fi,V ⊗ 1K˜Vi ,λi pour i = 1, 2. En vertu des de´finitions, ces fonctions se corres-
pondent par la relation
f2(γ2) = λ˜12(γ1, γ2)f1(γ1)
pour tous (γ1, γ2) ∈ G˜12(AF ). Et la relation a` prouver est
J G˜1O,λ1(f1 ⊗ dg) = J
G˜2
O,λ2
(f2 ⊗ dg).
On s’est ainsi de´barrasse´ de l’ensemble V . Introduisons une fonction φ1 ∈ C
∞
c (G˜1(AF ))
telle que
f1 =
∫
C1(AF )
φc1λ1(c) dc.
On peut conside´rer φ1 comme une fonction sur G˜12(AF ), invariante par le sous-groupe
C2(AF ). En la conside´rant ainsi, on peut introduire une fonction φ12 ∈ C
∞
c (G˜12(AF ))
telle que
φ1 =
∫
C2(AF )
φc12 dc.
Notons φ21 le produit de φ12 et de la fonction λ˜12 sur G˜12(AF ). De´finissons une fonction
φ2 invariante par C1(AF ) par
φ2 =
∫
C1(AF )
φc21 dc.
On peut la conside´rer comme un e´le´ment de C∞c (G˜2(AF )). On ve´rifie qu’on a alors
l’e´galite´
f2 =
∫
C2(AF )
φc2λ2(c) dc.
Utilisons la formule 2.3(3) :
J G˜1O,λ1(f1 ⊗ dg) = m
−1
1
∫
C1(F )\C1(AF )
∑
O1
J G˜1O1 (φ
c1
1 ⊗ dg1)λ1(c1) dc1,
ou` m1 = mes(AC1C1(F )\C1(AF )) et ou` la somme porte sur les O1 au-dessus de O. Pour
chaque O1, on utilise la premie`re remarque ci-dessus. Elle entraˆıne que, pour tout c1, on
a l’e´galite´
J G˜1O1 (φ
c1
1 ⊗ dg1) = m
−1
2
∫
C2(F )\C2(AF )
∑
O12
J
G˜1,2
O12
(φc1c212 ⊗ dg12) dc2,
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ou` la signification de m2 est claire et ou` la somme porte sur les O12 ∈ G˜12,ss(F )/conj
au-dessus de O1. On obtient
J G˜1O,λ1(f1 ⊗ dg) = m
−1
1 m
−1
2
∫
C1(F )\C1(AF )×C2(F )\C2(AF )
∑
O12
J
G˜1,2
O12
(φc1c212 ⊗ dg12)λ1(c1) dc1 dc2,
ou` cette fois, la somme porte sur les O12 au-dessus de O. On a une formule analogue en
permutant les indices 1 et 2. Il nous suffit de fixer O12 au-dessus de O et de de´montrer
que, pour tous c1, c2, on a l’e´galite´
J
G˜1,2
O12
(φc1c212 ⊗ dg12)λ1(c1) = J
G˜1,2
O12
(φc1c221 ⊗ dg12)λ2(c2).
Mais on voit que la fonction λ2(c2)φ
c1c2
21 est le produit de λ1(c1)φ
c1c2
12 et du caracte`re
automorphe λ˜12 de G˜12(AF ). L’e´galite´ pre´ce´dente re´sulte de la deuxie`me remarque du
de´but de la preuve. 
2.7 La partie ge´ome´trique de la formule des traces ω-e´quivariante
On revient a` la situation de 2.1. On fixe un ensemble fini V de places contenant
Vram. On note G˜ss(FV )/conj l’ensemble des classes de conjugaison semi-simples par
G(FV ) dans G˜(FV ), autrement dit l’ensemble des familles OV = (Ov)v∈V , ou`, pour tout
v ∈ V , Ov est une classe de conjugaison semi-simple par G(Fv) dans G˜(Fv). Soit OV
une telle famille. Pour O ∈ G˜ss(F )/conj, la relation O ⊂ OV signifie que la classe
de conjugaison par G(FV ) engendre´e par O est e´gale a` OV . On de´finit un e´le´ment
AG˜(OV , ω) ∈ Dorb(G˜(FV ), ω)⊗Mes(G(FV ))
∗ par la formule
AG˜(OV , ω) =
∑
O∈G˜ss(F )/conj,O⊂OV
AG˜(V,O, ω).
Notons que les O qui contribuent ve´rifient non seulement O ⊂ OV , mais aussi que, pour
tout v 6∈ V , la classe de conjugaison par G(Fv) engendre´e par O coupe K˜v, cf. 2.2(3). Il
n’y en a qu’un nombre fini d’apre`s le lemme 2.1. Pour f ∈ C∞c (G˜(FV ))⊗Mes(G(FV )),
la formule 2.2(8) se re´crit
(1) J G˜ge´om(f , ω) =
∑
M˜∈L(M˜0)
|W M˜ ||W G˜|−1
∑
OV ∈M˜ss(FV )/conj
J G˜
M˜
(AM˜(OV , ω), fV ).
Toutes les distributions intervenant sont a` support dans l’ensemble des γ ∈ G˜(FV ) tels
que H˜G˜(γ) = 0. Elles se prolongent donc a` tout C
∞
ac,glob(G˜(FV ))⊗Mes(G(FV )) et l’e´galite´
ci-dessus reste vraie sur cet espace.
En utilisant le lemme 1.7, on de´finit une distribution f 7→ IG˜ge´om(f , ω) sur C
∞
ac,glob(G˜(FV ))⊗
Mes(G(FV )) par la formule de re´currence
(2) IG˜ge´om,(f , ω) = J
G˜
ge´om(f , ω)−
∑
L˜∈L(M˜0),L˜ 6=G˜
|W L˜||W G˜|−1I L˜ge´om(φL˜(f), ω).
En [A3] paragraphe 2, Arthur montre que c’est une distribution ω-e´quivariante (cette
proprie´te´ est comme toujours suppose´e par re´currence pour que la de´finition ci-dessus ait
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un sens). Elle se factorise donc en une forme line´aire sur Iac,glob(G˜(FV ))⊗Mes(G(FV )).
Soulignons que cette distribution de´pend implicitement des K˜v pour v 6∈ V .
Proposition. Pour f ∈ C∞c (G˜(FV ))⊗Mes(G(FV )), on a l’e´galite´
IG˜ge´om(f , ω) =
∑
M˜∈L(M˜0)
|W M˜ ||W G˜|−1
∑
OV ∈M˜ss(FV )/conj
IG˜
M˜
(AM˜(OV , ω), f).
La somme est en fait finie.
Preuve. On de´montre plus ge´ne´ralement la formule de l’e´nonce´ pour f ∈ C∞ac,glob(G˜(FV ))⊗
Mes(G(FV )). En raisonnant par re´currence, on exprime les termes I
L˜
ge´om(φL˜(f), ω) qui
interviennent dans la relation (2) par la formule de l’e´nonce´. On exprime le terme
J G˜ge´om(f , ω) par la formule (1). En regroupant les termes, on obtient
IG˜ge´om(f , ω) =
∑
M˜∈L(M˜0)
|W M˜ ||W G˜|−1
∑
OV ∈M˜ss(FV )/conj
J G˜
M˜
(AM˜(OV , ω), f)−
∑
L˜∈L(M˜),L˜ 6=G˜
I L˜
M˜
(AM˜(OV , ω), φL˜(f))

 .
La dernie`re somme inte´rieure est par de´finition IG˜
M˜
(AM˜(OV , ω), f) et on obtient la formule
de l’e´nonce´. 
2.8 La partie ge´ome´trique de la formule des traces invariante,
variante avec caracte`re central
Dans la situation de 2.3, pour un ensemble fini V de places contenant V1,ram, on peut
rendre invariante la distribution fV 7→ J
G˜1
ge´om,λ1
(fV ) sur C
∞
c,λ1
(G˜1(FV ))⊗Mes(G(FV ))
∗ par
le meˆme proce´de´ qu’au paragraphe pre´ce´dent. En adaptant les de´finitions de fac¸on plus
ou moins e´vidente, on obtient la formule
(1) IG˜1ge´om,λ1(fV ) =
∑
M˜∈L(M˜0)
|W M˜ ||W G˜|−1
∑
O∈M˜ss(FV )/conj
IG˜1
M˜1,λ1
(AM˜1λ1 (V,O), fV ).
Remarquons que, pour O ∈ G˜ss(FV )/conj, la distribution A
G˜1
λ1
(V,O) est donne´e par
une formule similaire a` 2.3(11), a` savoir avec les notations de ce paragraphe :
(2) IG˜1λ1 (A
G˜
λ1(V,O), fV ) = mes(AC1C1(F )\C1(AF ))
−1
∫
C1(F )\C1(AF )∑
O1∈F ibG˜1 (O)
IG˜1(AG˜1(V,O1, c
V K˜V1 ), φ
cV
V ⊗ dg1)λ1(c) dc.
La somme inte´rieure porte sur les e´le´ments de G˜1,ss(FV )/conj qui se projettent sur O.
Cet ensemble n’est pas de´nombrable, mais seuls un nombre fini de termes sont non nuls.
Dans la situation de 2.6, on a un re´sultat similaire a` celui du lemme de ce paragraphe :
(3) les distributions IG˜1ge´om,λ1 et I
G˜2
ge´om,λ2
de´finies sur C∞c,λ1(G˜1(FV ))⊗Mes(G(FV ))
∗ et
C∞c,λ2(G˜2(FV )) ⊗Mes(G(FV ))
∗ se correspondent par l’isomorphisme de´fini en 2.6 entre
ces espaces.
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2.9 Variante pour les K-espaces
Conside´rons un K-espace comme en 1.16. Soit V un ensemble fini de places contenant
Vram. Pour f = ⊕p∈Πfp ∈ I(KG˜(FV ), ω), on pose
IKG˜geom(f , ω) =
∑
p∈Π
IG˜pgeom(fp, ω).
Par simple sommation sur p du de´veloppement de I
G˜p
geom(fp, ω) fourni par la proposition
2.7, on obtient
IKG˜ge´om(f , ω) =
∑
KM˜∈L(KM˜0)
|WKM˜ ||WKG˜|−1
∑
OV ∈KM˜ss(FV )/conj
IKG˜
KM˜
(AKM˜(OV , ω), f).
Donnons quelques explications sur les notations. Un K-espace de Levi KM˜ intervenant
ci-dessus est une collection (M˜p)p∈ΠM ou` Π
M est un sous-ensemble de Π et, pour tout
p ∈ ΠM , M˜p est un espace de Levi de G˜p (cf. 1.17). Un e´le´ment OV ∈ KM˜ss(FV )/conj est
un e´le´ment de M˜p,ss(FV )/conj pour un certain p ∈ Π
M . Par de´finition, AKM˜(OV , ω) =
AM˜p(OV , ω) et
IKG˜
KM˜
(AKM˜(OV , ω), f) = I
G˜p
M˜p
(AM˜p(OV , ω), fp).
3 Endoscopie
3.1 Donne´es endoscopiques
Une donne´e endoscopique de (G, G˜, a) est un triplet G′ = (G′,G ′, s˜) ve´rifiant les
meˆmes conditions que dans le cas local (cf. [I] 1.5), a` l’unique diffe´rence suivante pre`s.
On suppose qu’il existe un cocycle a : WF → Z(Gˆ) tel que :
- pour tout (g, w) ∈ G ′, on ait l’e´galite´ ads˜(g, w) = (a(w)g, w) ;
- l’image de a dans H1(WF , , Z(Gˆ))/ker
1(WF , Z(Gˆ)) est e´gal a` a.
La notion d’e´quivalence de donne´es endoscopiques est la meˆme que dans le cas local.
Pour une donne´e endoscopique G′ comme ci-dessus, on de´finit l’espace endoscopique
G˜′ = G′×Z(G) Z(G˜) comme en [I] 1.7 (l’ensemble Z(G˜) a une structure sur F ). On note
Vram(G
′) la re´union de Vram et de l’ensemble des places v ou` G
′
v est ramifie´ (on rappelle
que, pour v 6∈ Vram, on dit que G
′
v est non ramifie´ si le groupe d’inertie Iv ⊂ WFv est
contenu dans G ′v). On dit que G
′ est relevante si elle ve´rifie les deux conditions
• G˜′(F ) 6= ∅ ;
• pour tout v ∈ V al(F ), la donne´e G′v est relevante.
Attention. Il ne s’ensuit pas de ces conditions qu’il existe δ ∈ G˜′(F ) qui soit G˜-
re´gulier et tel qu’en toute place v, δ corresponde a` un e´le´ment γv ∈ G˜(Fv). La situation
se simplifie toutefois dans le cas ou` (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure,
d’apre`s le lemme suivant.
Lemme. Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Supposons G˜′(F ) 6=
∅. Alors l’ensemble des e´le´ments G˜-re´guliers de G˜′(F ) n’est pas vide et, pour tout e´le´ment
δ de cet ensemble, il existe γ ∈ G˜reg(F ) qui correspond a` δ.
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La preuve est la meˆme que dans le cas local, cf. [I] lemme 1.9.
Remarque. Il se peut que G˜′(F ) soit vide. Par exemple, soient d ∈ F×, G = SL(2),
G˜ = {γ ∈ GL(2); det(γ) = d} et a = 1. Pour toute extension quadratique E de F , il y a
une donne´e endoscopique G′ telle que G′(F ) est le groupe des e´le´ments de E de norme
1. Alors G˜′(F ) est l’ensemble des e´le´ments de E de norme d. On peut trouver choisir d
et E de sorte que cet ensemble soit vide.
Comme dans le cas local, on dit que G′ est elliptique si Z(Gˆ′)ΓF ,0 = Z(Gˆ)ΓF ,θˆ,0.
On fixe une paire parabolique (P ′0,M
′
0) de G
′, de´finie sur F et minimale. Pour tout
v 6∈ Vram(G
′), supposons fixe´ un sous-groupe compact hyperspe´cial K ′v deG
′(Fv) ve´rifiant
des conditions analogues a` celles de 1.1. D’apre`s [I] 6.2, l’espace K˜v de´termine un espace
hyperspe´cial K˜ ′v dans G˜
′(Fv) associe´ a` K
′
v. Ces ensembles ve´rifient encore la condition
de compatibilite´ globale pre´ce´dente.
3.2 Plongements de tores et ramification
Soient Tˆ un tore complexe et E une extension galoisienne finie de F . On suppose Tˆ
muni d’une action alge´brique de Gal(E/F ). Introduisons le groupe de Weil relatifWE/F .
C’est un quotient de WF et il s’inse`re dans une suite exacte
1→ E×\A×E → WE/F → Gal(E/F )→ 1,
cf. [T] paragraphe 1. Notons IEF le sous-groupe distingue´ de WF engendre´ par les images
des groupes d’inertie Iv ⊂WF pour toutes les places finies v de F non ramifie´es dans E
et notons IE/F son image dans WE/F . Le groupe IE/F est aussi l’image dans WE/F du
sous-groupe
∏
w o
×
w , ou` le produit est pris sur les places finies w de E au-dessus d’une telle
place v de F et ou` o×w est le groupe des unite´s de E
×
w . Soit a un 2-cocycle de Gal(E/F )
dans Tˆ , que l’on rele`ve en un 2-cocycle de WE/F dans Tˆ . Alors
(1) il existe une cochaˆıne continue b : WE/F → Tˆ , biinvariante par IE/F , telle que a
soit le bord de b.
Preuve. Langlands prouve qu’il existe une cochaˆıne continue b′ :WE/F → Tˆ telle que
a soit le bord de b′ ([Lan] lemme 4). Munissons le groupe compact IE/F de la mesure de
Haar de masse totale 1. Pour w ∈ WE/F , posons
b(w) =
∫
IE/F
b′(iw) di.
C’est une cochaˆıne continue et invariante a` gauche par IE/F , donc aussi a` droite puisque
IE/F est distingue´. Pour w1, w2 ∈ WE/F , on a l’e´galite´
a(w1, w2)b
′(w1w2) = b
′(w1)w1(b
′(w2)).
Soient i1, i2 ∈ IE/F . Remplac¸ons w1 par i1w1 et w2 par i2w2. Puisque les images de i1 et
i2 dans Gal(E/F ) sont triviales, on obtient
a(w1, w2)b
′(i3w1w2) = b
′(i1w1)w1(b
′(i2w2)),
ou` i3 = i1w1i2w
−1
1 . En inte´grant cette e´galite´ en i1 et i2, on obtient
a(w1, w2)b(w1w2) = b(w1)w1(b(w2)),
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c’est-a`-dire que a est le bord de b. 
Soient E une extension galoisienne finie de F et Tˆi, pour i = 1, 2, 3, des tores com-
plexes munis d’actions de ΓE/F . On suppose donne´e une suite exacte
1→ Tˆ1 → Tˆ2 → Tˆ3 → 1
e´quivariante pour ces actions. Soit U un sous-groupe de IEF . On a
(2) pour tout cocycle continu b3 : WF → Tˆ3 biinvariant par U , il existe un cocycle
continu b2 :WF → Tˆ2, biinvariant par U , dont l’image par composition avec l’homomor-
phisme Tˆ2 → Tˆ3 soit e´gale a` b3.
Preuve. D’apre`s la preuve de [Lan] lemme 4, il existe un cocycle b′2 : WF → Tˆ2 dont
l’image par composition avec l’homomorphisme Tˆ2 → Tˆ3 soit e´gale a` b3. On peut fixer
une extension galoisienne finie E ′ de E telle que b′2 et b3 se factorisent parWE′/F . Notons
U ′ la cloˆture de l’image de U dans WE′/F et munissons ce groupe compact de la mesure
de Haar de masse totale 1. Le cocycle b3 est encore biinvariant par U
′. Pour w ∈ WE′/F ,
posons
b2(w) =
∫
U ′
b′2(iw) di.
Le meˆme calcul que ci-dessus montre que b2 est encore un cocycle. Son rele`vement en un
cocycle sur WF est biinvariant par U . Puisque b3 est biinvariant par U
′, b2 ve´rifie comme
b′2 la dernie`re condition de l’assertion. 
Remarque. Les deux proprie´te´s ci-dessus ont e´te´ prouve´es de fac¸on diffe´rente par
Arthur ([A1], preuve du lemme 7.1).
Soient G′ = (G′,G ′, s˜) une donne´e endoscopique de (G, G˜, a) et S ′ un sous-tore
maximal de G′ de´fini sur F . Fixons comme en [I] 1.5 une paire de Borel e´pingle´e
Eˆ = (Bˆ, Tˆ , (Eˆα)α∈∆) de Gˆ conserve´e par ads˜. On note θˆ l’automorphisme de´termine´
par cette paire et on adapte l’action galoisienne de sorte que Eˆ soit conserve´e par la
nouvelle action. La paire de Borel (Bˆ′, Tˆ ′) = (Bˆ ∩ Gˆ′, Tˆ θˆ,0) se comple`te en une paire de
Borel e´pingle´e de Hˆ. Le tore dual de S ′ s’identifie a` Tˆ θˆ,0 muni de l’action galoisienne
σ 7→ ωS′,G(σ) ◦ σ, ou` ωS′,G est un cocycle a` valeurs dans W
θ. On note Sˆ ′ ce tore muni de
cette action galoisienne.
Lemme. Le plongement Sˆ ′ ⊂ Gˆ′ ⊂ G ′ se prolonge en un plongement LS ′ → G ′ ⊂ LG de
sorte que, pour toute place v ∈ V al(F ) telle que v 6∈ Vram(G
′) et S ′ soit non ramifie´ en
v, l’image d’un e´le´ment w du groupe d’inertie Iv soit (1, w) ∈
LG.
Preuve. Notons V la re´union de Vram(G
′) et de l’ensemble des places au-dessus des-
quelles S ′ est ramifie´. Posons Gˆ1 = Gˆθˆ,0 et LG1 = Gˆ1 ⋊WF ⊂
LG. On commence par
prouver que
(3) le plongement Sˆ ′ ⊂ Gˆ1 se prolonge en un plongement LS ′ → LG1 qui posse`de les
proprie´te´s de l’e´nonce´.
Notons E l’extension galoisienne finie de F telle que ΓE soit l’intersection des noyaux
des actions de ΓF sur Gˆ et sur Sˆ
′. Cette extension n’est pas ramifie´e au-dessus des places
hors de V . Le cocycle ωS′,G se factorise par Gal(E/F ). Tout e´le´ment de W
θ se relevant
dans Gˆ1, on peut fixer une application b : Gal(E/F ) → Gˆ1 de sorte que b(σ) soit un
rele`vement de ωS′,G(σ) pour tout σ ∈ Gal(E/F ). Le cobord
db(σ, σ′) = b(σ)σ(b(σ′))b(σσ′)−1
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est un 2-cocycle de Gal(E/F ) dans Sˆ ′. D’apre`s (1), on peut fixer une cochaˆıne continue
µ : WF → Sˆ
′ telle que µ(Iv) = 1 pour tout v 6∈ V et dµ = db. Alors le plongement
LS ′ → LG1
(t, w) 7→ (tµ(w)−1b(w), w)
satisfait les conditions requises (on a releve´ b en une application de´finie sur WF via la
projection WF → Gal(E/F )).
On fixe un plongement (t, w) 7→ (tg1(w), w) ve´rifiant (3). Rappelons que, pour tout
w ∈ WF , il existe gw = (g(w), w) ∈ G
′ tel que adgw pre´serve la paire e´pingle´e de Gˆ
′ que
l’on a fixe´e plus haut. L’e´le´ment g(w) normalise Tˆ , son image ωG′(w) dansW est fixe par
θ. Pour tout w ∈ WF , on a une e´galite´ ωS′,G(w) = ωS′,G′(w)ωG′(w), ou` ωS′,G′(w) ∈ W
G′. Il
en re´sulte que, pour tout w, on peut choisir (x(w), w) ∈ G ′ tel que x(w) normalise Tˆ et que
son image dans W soit ωS′,G(w). Notons que x(w) est bien de´termine´ a` multiplication
a` gauche pre`s par un e´le´ment de Sˆ ′. Il existe t(w) ∈ Tˆ tel que x(w) = t(w)g1(w).
L’image d(w) de t(w) dans Tˆ /Sˆ ′ est uniquement de´termine´e. Montrons que l’application
d : WF → Tˆ /Sˆ
′ est continue. Il suffit de montrer que, pour tout w0, on peut choisir
x(w) continu au voisinage de w0. Par hypothe`se, on peut choisir une section continue
w 7→ sw de la projection G
′ → WF . En ge´ne´ral, l’e´le´ment sw ne conserve pas la paire
(Bˆ′, Tˆ ′). Mais la paire sw(Bˆ
′, Tˆ ′) varie continuement en w. Dans un voisinage de w0,
on peut donc fixer une application continue w 7→ h(w) a` valeurs dans Gˆ′ de sorte que
adh(w)adsw(Bˆ
′, Tˆ ′) = ωS′,G′(w)(Bˆ
′, Tˆ ′). En posant h(w)sw = (x(w), w), l’application x
ainsi de´finie au voisinage de w0 convient. Cela prouve la continuite´ de d. On peut munir
le tore Tˆ de l’action galoisienne σ 7→ ωS′,G(σ) ◦σ. Notons Sˆ ce tore muni de cette action.
On peut conside´rer d comme une application a` valeurs dans Sˆ/Sˆ ′. On ve´rifie qu’alors,
c’est un cocycle. De plus, pour v 6∈ V , d est triviale sur Iv. En effet, pour w ∈ Iv, on a
g1(w) = 1 et l’hypothe`se v 6∈ Vram(G
′) nous permet de choisir x(w) = 1, d’ou` d(w) = 1.
On conside`re la suite exacte
1→ Sˆ ′ → Sˆ → Sˆ/Sˆ ′ → 1
D’apre`s (2), on peut relever d en un cocycle e : WF → Sˆ tel que, pour tout v 6∈ V , e soit
trivial sur Iv. Fixons un tel cocycle. Pour tout w ∈ WF , posons y(w) = e(w)g
1(w). Alors
(y(w), w) appartient a` G ′. L’application
LS ′ → G ′
(t, w) 7→ (te(w), w)
ve´rifie les conditions du lemme. 
3.3 Donne´es auxiliaires
Soit G′ = (G′,G ′, s˜) une donne´e endoscopique de (G, G˜, a). On suppose G˜′(F ) 6= ∅.
La notion de donne´es auxiliaires G′1, G˜
′
1, C1, ξˆ1 se de´finit comme dans le cas local ([I]
2.1). Toujours comme dans le cas local, a` de telles donne´es est associe´ un caracte`re λ1
qui est cette fois automorphe, c’est-a`-dire un caracte`re du groupe C1(A)/C1(F ).
Lemme. On peut choisir de telles donne´es auxiliaires de sorte que, pour v 6∈ Vram(G
′),
le groupe G′1,v soit non ramifie´, le plongement ξˆ1,v soit l’identite´ sur Iv et λ1 soit non
ramifie´ en v.
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Remarque. C’est le lemme 7.1 de [A1]. Nous reprenons la de´monstration car Arthur
formule les conditions de non-ramification un peu diffe´remment de nous.
Preuve. Fixons une paire de Borel e´pingle´e Eˆ de Gˆ conserve´e par l’action galoisienne.
Il s’en de´duit un automorphisme θˆ. Notons (Bˆ, Tˆ ) la paire de Borel sous-jacente a` Eˆ . On
peut supposer que ads˜ conserve cette paire. Posons Bˆ
′ = Bˆ ∩ Gˆ′, Tˆ ′ = Tˆ θˆ,0. C’est une
paire de Borel de Gˆ′ et on peut supposer qu’elle est conserve´e par l’action galoisienne
σ 7→ σG′ . Posons
Gˆ′1 = (Gˆ
′ × Tˆ ′)/diag(Z(Gˆ′)).
Ce groupe est a` centre connexe (isomorphe a` Tˆ ′) et s’inse`re dans une extension
1→ Gˆ′ → Gˆ′1 → Tˆ
′
ad → 1.
Le tore Tˆ ′ad est induit. Alors Gˆ
′
1 ve´rifie les conditions requises pour appliquer le lemme
2.2.A de [KS] : l’inclusion Gˆ′ → Gˆ′1 se prolonge en un plongement τˆ : G
′ → LG′1. Re-
marquons que l’action galoisienne sur Gˆ′1 est non ramifie´e hors de Vram(G
′). Appliquons
le lemme 3.2 au tore Tˆ ′. Soit ιˆ : LT ′ → G ′ un plongement ve´rifiant les proprie´te´s de ce
lemme. Pour w ∈ WF , posons τˆ ◦ ιˆ(w) = (x(w), w). Cet e´le´ment agit comme w sur Tˆ
′,
donc x(w) appartient au commutant Tˆ1 de Tˆ
′ dans Gˆ′1. L’application w 7→ x(w) est un
cocycle de WF dans Tˆ1. Pour v 6∈ Vram(G
′) et w ∈ Iv, on a ιˆ(w) = (1, w) ∈
LG, donc
ιˆ(w) commute a` Gˆ′. Donc (x(w), w) puis x(w) commutent aussi a` Gˆ′. Il en re´sulte que
x(w) ∈ Z(Gˆ′1). Notons t3 le compose´ de x et de la projection Tˆ1 → Tˆ1/Z(Gˆ
′
1). Alors t3
est un cocycle trivial sur Iv pour tout v 6∈ Vram(G
′). Puisque Z(Gˆ′1) est connexe, on peut
appliquer 3.2(2) (on prend pour E la plus petite extension sur laquelle Tˆ ′ est de´ploye´e
et pour U le sous-groupe de WF engendre´ par les Iv pour v 6∈ Vram(G
′)). Il existe donc
un cocycle t2 : WF → Tˆ1 relevant t3 et non ramifie´ hors de Vram(G
′). Pour w ∈ WF ,
posons ζ(w) = x(w)−1t2(w). Alors ζ est un cocycle a` valeurs dans Z(Gˆ
′
1). Remplac¸ons
le plongement τˆ par ξˆ1 de´fini par
ξˆ1(g, w) = ζ(w)τˆ(g, w)
pour tout (g, w) ∈ G ′. On a alors ξˆ1 ◦ ιˆ(w) = (t2(w), w) pour tout w ∈ WF . Pour
v 6∈ Vram(G
′) et w ∈ Iv, on a ιˆ(w) = w et t2(w) = 1, donc ξˆ1(w) = w. C’est-a`-dire que
ξˆ1 est l’identite´ sur Iv. On prend pour G
′
1 le groupe quasi-de´ploye´ sur F dont Gˆ
′
1 est le
groupe dual. Alors les deux premie`res conditions du lemme sont satisfaites. La condition
de non-ramification de λ1 re´sulte formellement de ces deux premie`res conditions.
La de´finition d’un espace tordu G˜′1 ne pose pas de proble`me. On fixe γ ∈ G˜
′(F ).
L’automorphisme adγ se rele`ve en un automorphisme θ1 de G
′
1 qui est de´fini sur F . On
prend pour G˜′1 le sous-ensemble G
′
1×{θ1} du produit semi-direct de G
′
1 avec son groupe
d’automorphismes. La projection G˜′1 → G˜
′ est de´finie en envoyant θ1 sur γ. 
Soit V un ensemble fini de places de F contenant Vram(G
′). Soient G′1 etc... des
donne´es auxiliaires telles que les conditions de l’e´nonce´ soient satisfaites pour v 6∈ V . Pour
v 6∈ V , le sous-groupe hyperspe´cial K ′v de G
′(Fv) de´termine un tel sous-groupe K
′
1,v de
G′1(Fv). On fixe un sous-espace hyperspe´cial K˜
′
1,v de G˜
′
1(Fv) au-dessus de K˜
′
v. On suppose
que ces sous-espaces ve´rifient la meˆme condition de compatibilite´ globale qu’en 1.1. On
adjoint cette famille de sous-espaces hyperspe´ciaux aux donne´es auxiliaires et on appelle
donne´es auxiliaires non ramifie´es hors de V les donne´es G′1, G˜
′
1, C1, ξˆ1, (K˜
′
1,v)v 6∈V . Si V
′
est un autre ensemble fini de places contenant V , des donne´es auxiliaires non ramifie´es
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hors de V se restreignent en des donne´es non ramifie´es hors de V ′ en oubliant les K˜ ′1,v
pour v ∈ V ′ − V .
Conside´rons deux se´ries de donne´es auxiliaires G′1 etc... et G
′
2 etc... non ramifie´es hors
de V . On de´finit comme en [I] 2.5 le produit fibre´ G′12 de G
′
1 et G
′
2 au-dessus de G
′ et le
produit fibre´ analogue G˜′12. Toujours comme en [I] 2.5, on de´finit un caracte`re λ12 qui est
cette fois un caracte`re de G′12(A) trivial sur G
′
12(F ). Il est non ramifie´ hors de V , donc
trivial sur K ′1,v pour v 6∈ V .
Comme en 1.15, on de´duit de λ12 des fonctions λ˜12 sur G˜
′
12(AF ), λ˜12,v sur G˜
′
12(Fv)
pour v 6∈ V et λ˜12,V sur G˜
′
12(FV ). Cette dernie`re fonction permet de recoller les espaces
C∞c,λ1(G˜
′
1(FV )) et C
∞
c,λ1
(G˜′2(FV )) : a` f1 ∈ C
∞
c,λ1
(G˜′1(FV )), on associe f2 ∈ C
∞
c,λ1
(G˜′2(FV ))
telle que f2(δ2) = λ˜12,V (δ1, δ2)f1(δ1) ou` δ1 est n’importe quel e´le´ment de G˜
′
1(FV ) tel
que (δ1, δ2) ∈ G˜
′
12(FV ). Ce recollement ve´rifie une proprie´te´ de transitivite´ e´vidente qui
permet de de´finir un espace C∞c (G
′
V ) comme la limite inductive des C
∞
c,λ1
(G˜′1(FV )) sur
les donne´es G′1,...,(K˜
′
1,v)v 6∈V non ramifie´es hors de V , les applications de transition e´tant
celles que l’on vient de de´finir. Cette de´finition pose le meˆme proble`me logique que dans
le cas local, que l’on peut lever comme dans ce cas, cf. [I] 2.5. On de´finit de meˆme les
espaces I(G′V ) et SI(G
′
V ). De nouveau, si V
′ est un ensemble fini de places contenant
V , les espaces C∞c (G
′
V ) etc... s’identifient a` des sous-espaces de C
∞
c (G
′
V ′) etc...
3.4 Levi
Les relations entre donne´es endoscopiques d’espaces de Levi de G˜ et groupes de Levi
de donne´es endoscopiques de (G, G˜, a) sont essentiellement les meˆmes dans le cas global
que dans le cas local, cf. [I] paragraphes 3.2, 3.3 et 3.4. Signalons l’analogue global de la
relation 3.2(2) de [I]. Soit M˜ un espace de Levi de G˜. On re´alise Mˆ comme Levi standard
de Gˆ comme dans cette re´fe´rence. Alors l’homomorphisme
H1(WF , Z(Gˆ))/ker
1(WF , Z(Gˆ))→ H
1(WF , Z(Mˆ))/ker
1(WF , Z(Mˆ))
est injectif ([A11], lemme 2).
Soit G′ = (G′,G ′, s˜) une donne´e endoscopique de (G, G˜, a). On suppose G˜′(F ) 6= ∅.
Soit M ′ un Levi de G′ contenant M ′0, dont on de´duit un espace de Levi M˜
′. Puisque G˜′
est a` torsion inte´rieure, M˜ ′ est l’ensemble des γ ∈ G˜ tels qu’il existe m ∈ M de sorte
que adγ = adm. Pour une place v 6∈ Vram(G
′), on de´finit le sous-groupe hyperspe´cial
KM
′
v = M
′(Fv) ∩K
′
v et l’espace hyperspe´cial K˜
M ′
v = M˜
′(Fv) ∩ K˜
′
v. On construit comme
en [I] 3.4 un sous-groupe M′ ⊂ G ′ qui est une extension de Mˆ ′ par WF . On pose M
′ =
(M ′,M′, s˜). Il peut exister un espace de Levi M˜ de G˜ de sorte que M′ s’identifie a` une
donne´e endoscopique de (M, M˜, aM). Mais, comme dans le cas local, un tel espace de Levi
n’existe pas toujours. Toutefois, inde´pendamment de l’existence d’un tel espace, pour un
ensemble fini de places V contenant Vram(G
′), on peut de´finir des espaces C∞c (M
′
V ),
I(M′V ) etc... En effet, on n’a pas besoin qu’il existe un espace M˜ pour de´finir la notion
de donne´es auxiliaires de M′ non ramifie´es hors de V ni pour de´finir des fonctions de
recollement λ˜12. Et cela suffit pour de´finir les espaces pre´ce´dents.
Soit M˜ ′ un espace de Levi de G˜′. On doit fixer une mesure sur AM˜ ′ (qui est d’ailleurs
e´gal a` AM ′ puisque la torsion sur G˜
′ est inte´rieure). Comme on vient de le dire, M˜ ′ peut
correspondre ou non a` un espace de Levi M˜ . Dans le cas ou` M˜ ′ ne correspond a` aucun
espace de Levi M˜ , la mesure sur AM˜ ′ ne nous importera pas, on la choisit arbitrairement.
Dans le cas ou` M˜ ′ correspond a` un espace de Levi M˜ , on a un isomorphisme naturel
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AM˜ ′ ≃ AM˜ et on choisit la mesure sur le premier espace qui correspond par cet isomor-
phisme a` celle fixe´e sur le second. L’espace de Levi M˜ n’est bien de´fini qu’a` conjugaison
pre`s, mais notre de´finition est insensible a` une telle conjugaison.
3.5 La partie ge´ome´trique de la formule des traces invariante
pour une donne´e endoscopique
Soit G′ = (G′,G ′, s˜) une donne´e endoscopique de (G, G˜, a). On suppose G˜′(F ) 6= ∅.
Soit V un ensemble fini de places de F contenant Vram(G
′). Fixons des donne´es auxi-
liaires G′1, G˜
′
1, C1, ξˆ1, (K˜
′
1,v)v 6∈V non ramifie´es hors de V . On construit comme en 2.8 une
distribution fV 7→ I
G˜′1
ge´om,λ1
(fV ) sur C
∞
c,λ1
(G˜′1(FV ))⊗Mes(G
′(FV )). Pour O ∈ G˜
′
ss(F )/conj,
on construit une distribution A
G˜′1
λ1
(V,O) ∈ Dorb,λ1(G˜
′
1(FV ))⊗Mes(G
′(FV ))
∗. Si on change
de donne´es auxiliaires, le lemme 2.6 et la relation 2.8(3) disent que ces distributions se re-
collent selon l’isomorphisme de´fini au paragraphe pre´ce´dent. On peut donc les conside´rer
comme des distributions sur les espaces C∞c (G
′
V )⊗Mes(G
′(FV )). On les note alors I
G′
ge´om
et AG
′
(V,O). Soit M ′ ∈ L(M ′0). Notons M
′ = (M ′,M′, s˜) la donne´e introduite dans le
paragraphe pre´ce´dent. On a une forme biline´aire sur
(Dorb,λ1(M˜
′
1(FV ))⊗Mes(M
′(FV ))
∗)× (C∞c,λ1(G˜
′
1(FV ))⊗Mes(G
′(FV )))
qui, a` (γV , fV ), associe I
G˜′1
M˜ ′1,λ1
(γV , fV ). Comme ci-dessus, quand on change de donne´es
auxiliaires, ces formes line´aires se recollent. On obtient une forme biline´aire
(γV , fV ) 7→ I
G′
M′
(γV , fV )
sur
(Dorb(M
′
V )⊗Mes(M
′(FV ))
∗)× (C∞c (G
′
V )⊗Mes(G
′(FV ))).
Il re´sulte de 2.8(1) que l’on a l’e´galite´
IG
′
ge´om(fV ) =
∑
M˜ ′∈L(M˜ ′0)
|W M˜
′
||W G˜
′
|−1
∑
O∈M˜ ′ss(FV )/conj
IG
′
M′
(AM
′
(V,O), fV )
pour tout fV ∈ C
∞
c (G
′
V )⊗Mes(G
′(FV )).
3.6 Facteur de transfert global, cas particulier
Soit G′ = (G′,G ′, s˜) une donne´e endoscopique relevante de (G, G˜, a). Rappelons que,
puisque G˜′ est a` torsion inte´rieure, a` tout tore maximal T ′ de G′ de´fini sur F est associe´
un unique tore tordu T˜ ′, a` savoir l’ensemble des δ ∈ G˜′ qui commutent a` tout e´le´ment
de T ′. On peut toutefois avoir T˜ ′(F ) = ∅. On impose dans ce paragraphe l’hypothe`se
(Hyp) il existe un sous-tore maximal T ′ de G′, de´fini sur F , de sorte que, pour toute
place v de F , il existe un couple (δv, γv) ∈ D(G
′
v) avec δv ∈ T˜
′(Fv).
Fixons un tel tore T ′. On fixe pour tout v ∈ V al(F ) un couple (δv, γv) ∈ D(G
′
v) avec
δv ∈ T˜
′(Fv). Nous allons imposer a` ces couples des conditions de ”non-ramification”. On
impose d’abord
(1) δv ∈ K˜
′
v et γv ∈ K˜v pour presque tout v.
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Conside´rons une place finie v. Fixons une paire de Borel e´pingle´e Ev = (Bv, Tv, (Eα)α∈∆)
de G telle que (Bv, Tv) soit conserve´e par adγv . Ecrivons γv = tvev avec ev ∈ Z(G˜, E)
et tv ∈ Tv. Rappelons que l’on note Σ(Tv) l’ensemble des racines de Tv dans g, F
nr
v la
plus grande extension non ramifie´e de Fv, o
nr
v son anneau d’entiers et o
nr,×
v le groupe des
unite´s. Notons aussi Fv le corps re´siduel de ov et F¯v sa cloˆture alge´brique, qui est aussi
le corps re´siduel de onrv . Avec ces notations, on impose
(2) pour presque toute place finie v et pour tout α ∈ Σ(Tv), on a (Nα)(tv) ∈ o
nr,×
v et
la re´duction de (Nα)(tv) dans F¯v est diffe´rente de ±1.
Cette condition ne de´pend pas des choix de Ev et de ev. En effet, on ne peut changer
ev qu’en le multipliant par un e´le´ment de Z(G). Cela multiplie tv par l’inverse de cet
e´le´ment, ce qui ne change pas les (Nα)(tv). Remplac¸ons Ev par une autre paire de Borel
e´pingle´e E ′v dont la paire de Borel sous-jacente est conserve´e par adγv . Le tore Tv reste le
meˆme : puisque γv est fortement re´gulier, c’est le commutant de Gγv dans G. Soit x ∈ G
tel que adx(Ev) = E
′
v. Alors adx conserve Tv. D’apre`s [I] 1.3(2), l’image de x dans W
(identifie´ au groupe de Weyl de G pour Tv) est invariante par θ = adev . Un tel e´le´ment
se rele`ve dans le groupe Gev . On peut donc e´crire x = τy avec τ ∈ Tv et y ∈ Gev . Alors
e′v = adτ (ev) = (1− θ)(τ)ev ∈ Z(G˜, E
′
v). On peut prendre pour de´composition relative a`
E ′v l’e´galite´ γv = t
′
ve
′
v ou` t
′
v = (θ − 1)(τ)tv. Puisque (Nα)((θ − 1)(τ)) = 1, on voit que la
condition (2) ne change pas.
Nous montrerons plus loin qu’il existe des familles (δv)v∈V al(F ) et (γv)v∈V al(F ) ve´rifiant
les deux conditions (1) et (2) ci-dessus.
Fixons un ensemble fini V de places de F contenant Vram(G
′), ainsi que des donne´es
auxiliaires G′1, G˜
′
1, C1, ξˆ1, (K˜
′
1,v)v 6∈V , non ramifie´es hors de V . On fixe pour tout v un
rele`vement δ1,v ∈ G˜
′
1(Fv) de δv. La condition (1) permet d’imposer que δ1,v ∈ K˜
′
1,v pour
presque tout v.
Posons δ1 = (δ1,v)v∈V al(F ), δ = (δv)v∈V al(F ), γ = (γv)v∈V al(F ). Ce sont des e´le´ments de
G˜′1(AF ), resp. G˜
′(AF ), G˜(AF ). Nous allons de´finir un facteur de transfert global ∆(δ1, γ).
On fixe un sous-groupe de Borel B′ de G′, de´fini sur F¯ et contenant T ′. Identifions la
paire de Borel e´pingle´e deG a` une telle paire E∗ = (B∗, T ∗, (E∗α)α∈∆) de´finie sur F¯ . On fixe
une application σ 7→ uE∗(σ) a` valeurs dans GSC(F¯ ), de sorte que aduE∗ (σ) ◦σ conserve E
∗
pour tout σ ∈ ΓF . On peut supposer que cette application est continue, qu’elle se factorise
par un quotient fini de ΓF et que uE∗(1) = 1. On construit une action quasi-de´ploye´e de
ΓF sur G note´e σ 7→ σG∗ = aduE∗(σ) ◦ σ (on note simplement σ 7→ σ l’action naturelle de
ΓF sur G). Des deux paires de Borel se de´duit un homomorphisme ξT ∗,T ′ : T
∗ → T ′. Il
existe un cocycle ωT : ΓF →W
θ de sorte que ξT ∗,T ′ ◦ωT (σ)◦σG∗ = σG′ ◦ξT ∗,T ′ sur T
∗ pour
tout σ ∈ ΓF . Fixons de plus e ∈ Z(G˜, E
∗; F¯ ) et posons θ∗ = ade. D’apre`s [K1] corollaire
2.2, on peut trouver x ∈ Gθ
∗
SC(F¯ ) tel que, pour tout σ ∈ ΓF , xσG∗(x)
−1 normalise T ∗
et ait pour image ωT (σ) dans W . On note T le tore T
∗ muni de l’action galoisienne
σ 7→ σT = ωT (σ) ◦ σG∗ .
Fixons une extension galoisienne finie E de F telle que
- B′ et T ′ soient de´finis sur E et T ′ soit de´ploye´ sur E ;
- E∗ soit de´finie sur E (pour l’action galoisienne naturelle) et T ∗ soit de´ploye´ sur E ;
- e ∈ Z(G˜, E∗;E), x ∈ Gθ
∗
SC(E) ;
- l’application σ 7→ uE∗(σ) se factorise par Gal(E/F ) et, pour tout σ ∈ Gal(E/F ),
on a uE∗(σ) ∈ GSC(E).
Il en re´sulte que l’action galoisienne quasi-de´ploye´e et l’action naturelle co¨ıncident
sur ΓE . On a uE∗(σ) = 1 pour σ ∈ ΓE. La paire de Borel (B
∗, T ∗) est aussi de´finie sur
E et les tores T ∗ et T sont de´ploye´s sur E. Rappelons que, pour tout σ ∈ ΓF , il existe
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un unique z(σ) ∈ Z(G; F¯ ) tel que σG∗(e) = z(σ)
−1e. L’application σ 7→ z(σ) se factorise
par Gal(E/F ) et prend ses valeurs dans Z(G;E).
On note AE l’anneau des ade`les de E. Le groupe Gal(E/F ) agit sur AE . Pour tout
groupe alge´brique H de´fini sur F , le groupe Gal(E/F ) agit sur H(AE). Soit v ∈ V al(F ),
posons Ev =
∏
w|v Ew ou` w parcourt les places de E divisant v. Alors le groupe Gal(E/F )
agit sur Ev. Pour tout groupe alge´brique Hv de´fini sur Fv, le groupe Gal(E/F ) agit sur
Hv(Ev).
Soit v ∈ V al(F ). Comme on l’a dit en 1.1, notre notion de localisation en v de´pend
du choix d’un prolongement v¯ de v a` F¯ . Le corps F¯v est la cloˆture alge´brique de Fv dans
le comple´te´ de F¯ en v¯. Par abus de notation, notons-le plus pre´cise´ment F¯v¯. Le groupe
ΓFv est le fixateur de v¯ dans ΓF , notons-le plus pre´cise´ment Γv¯. Ici, parce que l’on va
travailler avec le corps E, on va devoir faire varier v¯. Notons w la restriction de v¯ a` E.
En reprenant la preuve du lemme 1.10 de [I], on voit que pour tout v ∈ V al(F ), on peut
fixer un diagramme (δv, B
′, T ′, Bw, Tv, γv) ou` (B
′, T ′) est la paire de´ja` fixe´e. Le groupe
Bw est de´fini sur F¯v¯ et la condition d’e´quivariance du diagramme est relative a` Γv¯.
Remarques. (3) Ce diagramme est unique. En effet, comme on l’a de´ja` dit, Tv est
uniquement de´termine´ et Bw est en tout cas bien de´termine´ modulo l’action de W
θ
(en identifiant W au groupe de Weyl de G relatif a` Tv). Du diagramme se de´duit un
homomorphisme ξTv,T ′ : Tv → T
′, puis une application
ξ˜Tv,T ′ : (Tv/(1− θ)(Tv))×Z(G) Z(G˜)→ T
′ ×Z(G′) Z(G˜
′).
Cette application doit envoyer l’image de γv dans l’espace de de´part sur l’image de δv
dans l’espace d’arrive´e. Si l’on remplace Bw par ω(Bw), avec ω ∈ W
θ, ξ˜Tv,T ′ est remplace´
par ξ˜Tv,T ′ ◦ ω
−1. La forte re´gularite´ de γv et la proprie´te´ [I] 1.3(5) entraˆınent que cette
nouvelle application ne ve´rifie plus la proprie´te´ pre´ce´dente, sauf si ω = 1.
(4) Fixons g ∈ G tel que adg(Bw, Tv) = (B
∗, T ∗). Alors adg identifie Tv au tore T ,
plus exactement a` son localise´ en la place v.
Soit w′ une autre place de E au-dessus de v. Fixons τ ∈ ΓF tel que τ(w) = w
′. Notons
v¯′ l’image de v¯ par τ . L’e´le´ment τ de´finit naturellement un isomorphisme de F¯v¯ sur F¯v¯′ et,
pour tout groupe alge´brique Hv de´fini sur Fv, un isomorphisme de Hv(F¯v¯) sur Hv(F¯v¯′).
On note encore τ ces isomorphismes. Puisque Tv et γv sont de´finis sur Fv donc invariants
par τ , le couple (τ(Bw), Tv) est une paire de Borel de G de´finie sur F¯v¯′ et conserve´e par
adγv . En identifiant graˆce a` cette paire le groupe de Weyl W au groupe de Weyl de Tv,
on de´finit le sous-groupe de Borel Bw′ = ωT (τ)
−1τ(Bw). Puisque ωT (τ) ∈ W
θ, la paire
(Bw′, Tv) est encore conserve´e par adγv , cf. [I] 1.3(2). Montrons que
(5) le sextuplet (δv, B
′, T ′, Bw′, Tv, γv) est un diagramme, le corps F¯v e´tant identifie´ a`
F¯v¯′ .
Preuve. Les tores T ′ et Tv sont de´ploye´s sur Ew. Cela implique que le groupe de Borel
Bw est de´fini sur Ew (B
′ aussi, mais c’est de´ja` dans l’hypothe`se sur E). Les deux paires de
Borel (Bw, Tv) et (B
∗, T ∗) e´tant toutes deux de´finies sur Ew, on peut fixer gw ∈ GSC(Ew)
tel que adgw(Bw, Tv) = (B
∗, T ∗). Posons gw′ = xτG∗(x)
−1uE∗(τ)τ(gw). C’est un e´le´ment
de GSC(Ew′). Montrons que
(6) on a l’e´galite´ adgw′ (Bw′, Tv) = (B
∗, T ∗).
Puisque adgw(Bw, Tv) = (B
∗, T ∗), on a adτ(gw)(τ(Bw), Tv) = τ(B
∗, T ∗). Donc
aduE∗(τ)τ(gw)(τ(Bw), Tv) = aduE∗ (τ) ◦ τ(B
∗, T ∗) = τG∗(B
∗, T ∗) = (B∗, T ∗).
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C’est donc l’isomorphisme aduE∗ (τ)τ(gw) qui identifie comme plus haut le groupe de Weyl
W au groupe de Weyl de Tv. C’est-a`-dire que Bw′ est le groupe de Borel tel que
aduE∗(τ)τ(gw)(Bw′, Tv) = ωT (τ)
−1aduE∗(τ)τ(gw)(τ(Bw), Tv) = ωT (τ)
−1(B∗, T ∗).
D’ou`
ωT (τ)aduE∗(τ)τ(gw)(Bw′, Tv) = (B
∗, T ∗).
Puisque xτG∗(x)
−1 a pour image ωT (τ) dansW , on peut remplacer dans l’e´galite´ ci-dessus
ωT (τ) par adxτG∗ (x)−1 et on obtient (6).
Aux choix des paires de Borel (B′, T ′) et (Bw, Tv), resp. (Bw′, Tv), sont associe´s des
homomorphismes de Tv dans T
′ note´s pre´cise´ment ξBw,Tv,B′,T ′ et ξBw′ ,Tv,B′,T ′. Montrons
qu’ils ve´rifient la relation
(7) ξBw′ ,Tv,B′,T ′ ◦ τ = τ ◦ ξBw,Tv,B′,T ′.
Les deux homomorphismes sont les restrictions a` Tv de ξT ∗,T ′◦adgw′ , resp. ξT ∗,T ′◦adgw .
Par de´finition de gw′, on a
adgw′ ◦ τ = ωT (τ) ◦ τG∗ ◦ adgw .
Par de´finition de ωT (τ), on a aussi
ξT ∗,T ′ ◦ ωT (τ) ◦ τG∗ = τ ◦ ξT ∗,T ′.
La relation (7) en re´sulte.
Pour prouver (5), on doit d’abord montrer que l’homomorphisme ξBw′ ,Tv,B′,T ′ : Tv →
T ′ est e´quivariant pour l’action de Γv¯′ . Pour σ ∈ Γv¯′ , on a
ξBw′ ,Tv,B′,T ′ ◦ σ = ξBw′ ,Tv,B′,T ′ ◦ τ ◦ (τ
−1στ) ◦ τ−1 = τ ◦ ξBw,Tv,B′,T ′ ◦ (τ
−1στ) ◦ τ−1.
Mais τ−1στ appartient a` Γv¯. En utilisant l’e´quivariance de ξBw,Tv,B′,T ′, on obtient
ξBw′ ,Tv,B′,T ′ ◦σ = τ ◦ (τ
−1στ)◦ ξBw ,Tv,B′,T ′ ◦ τ
−1 = σ ◦ τ ◦ ξBw,Tv,B′,T ′ ◦ τ
−1 = σ ◦ ξBw′ ,Tv,B′,T ′
comme on le voulait.
On doit aussi prouver que l’application de´duite
ξ˜Bw′ ,Tv,B′,T ′ : (Tv/(1− θ)(Tv))×Z(G) Z(G˜)→ T
′ ×Z(G′) Z(G˜
′)
envoie l’image de γv dans l’espace de de´part sur l’image de δv dans l’espace d’arrive´e.
La de´finition de l’action galoisienne sur Z(G˜) permet d’e´tendre la relation (7) a` ces
applications, c’est-a`-dire que l’on a la relation
ξ˜Bw′ ,Tv,B′,T ′ ◦ τ = τ ◦ ξ˜Bw,Tv,B′,T ′.
Puisque ξ˜Bw,Tv,B′,T ′ envoie l’image de γv sur celle de δv et puisque les e´le´ments γv et δv
sont tous deux invariants par τ , la relation ci-dessus implique l’assertion cherche´e. Cela
prouve (5). 
De´finissons un homomorphisme
ξTv,T ′ : Tv(Ev) =
∏
w′|v
Tv(Ew′)→ T
′(Ev) =
∏
w′|v
T ′(Ew′)
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comme le produit sur les w′ divisant v des homomorphismes ξBw′ ,Tv,B′,T ′. On a
(8) ξTv,T ′ est e´quivariant pour les actions de Gal(E/F ).
Cela re´sulte de ce que, pour tout w′, l’homomorphisme ξBw′ ,Tv,B′,T ′ est e´quivariant
pour l’action de Γv¯′ et que l’on a la relation (7) ci-dessus.
Soit v ∈ V al(F ) telle que v 6∈ Vram(G
′) et v soit non-ramifie´e dans E. Rappelons
que le sous-groupe compact hyperspe´cial Kv est attache´ a` un sche´ma en groupes Kv
de´fini sur l’anneau des entiers ov de Fv. Si w
′ est une place de E au-dessus de v, posons
Kw′ = Kv(ow′) et K˜w′ = Kw′K˜v. Alors Kw′ est un sous-groupe compact hyperspe´cial
de G(Ew′) et K˜w′ est un sous-espace hyperspe´cial de G˜(Ew′). On note aussi K
nr
v =
Kv(o
nr
v ), F
nr
v e´tant identifie´ a` une extension de Ew′ . De Kv se de´duisent des sous-groupes
hyperspe´ciaux Kv,sc de GSC(Fv) et Kv,ad de GAD(Fv) et on utilise pour ces groupes des
notations similaires. On peut fixer un ensemble fini V ′ de places de F , contenant V et les
places ramifie´es dans E, de sorte que, pour v 6∈ V ′ et pour toute place w′ de E au-dessus
de v, on ait :
- la condition (2) est ve´rifie´e pour v ;
(9) Kw′ est le sous-groupe compact hyperspe´cial issu de la paire de Borel e´pingle´e
E∗ ;
(10) e ∈ K˜w′, x ∈ Kw′ et, pour tout σ ∈ ΓF , uE∗(σ) ∈ Kw′ et z(σ) ∈ Kw′.
Montrons que
(11) pour v 6∈ V ′ et pour toute place w′ de E au-dessus de v, il existe gw′ ∈ Kw′,sc tel
que adgw′ (Bw′, Tv) = (B
∗, T ∗).
Preuve. On ne perd rien ici a` supposer w′ = w (qui est la restriction de v¯ a` E). Fixons
un entier N ≥ 1 tel que (θ∗)N = 1. L’hypothe`se v 6∈ Vram assure que l’on peut prendre N
premier a` la caracte´ristique re´siduelle p de Fv. Introduisons le groupe non connexe G
+ =
G⋊ {1, θ∗, ..., (θ∗)N−1} de´fini sur Ew. L’espace G˜ s’identifie a` la composante Gθ
∗ : pour
g ∈ G, ge s’identifie a` gθ∗. Le sous-espace K˜w s’identifie a` Kwθ
∗. Dans cette situation,
on a de´fini en [W] 5.2 la notion d’e´le´ment compact de G˜(Ew) : un e´le´ment est compact
si et seulement si le sous-groupe qu’il engendre dans G+(Ew) est d’adhe´rence compacte.
Puisque γv ∈ K˜v ⊂ Kwθ
∗ et queKw⋊{1, θ
∗, ..., (θ∗)N−1} est un groupe compact, l’e´le´ment
γv est compact. D’apre`s [W] 5.2, on peut de´composer γv en uγv,p′, ou` γv,p′ est d’ordre fini
premier a` p et u est topologiquement unipotent. Ces e´le´ments appartiennent a` l’adhe´rence
du groupe engendre´ par γv et sont de´finis sur Fv. Comme on vient de le voir, l’intersection
de cette adhe´rence avec G˜, resp. G, est contenue dans K˜w, resp. Kw. Donc γv,p′ ∈ K˜v
et u ∈ Kv. Les e´le´ments u et γv,p′ commutent entre eux et commutent donc a` γv. Cela
entraˆıne que u ∈ ZG(γv;Fv) = T
θ
v (Fv). Ecrivons γv = tvev comme dans la relation (2).
Alors γv,p′ = u
−1tvev. Puisque u est topologiquement unipotent, les valeurs de (Nα)(u)
sont des e´le´ments de ow de re´duction 1 dans le corps re´siduel Ew de ow. Alors la relation
(2) est encore ve´rifie´e par γv,p′, a fortiori γv,p′ est re´gulier. Le lemme [W] 5.4 implique
l’existence de k ∈ Knrv tel que adk(γv,p′) ∈ T
∗e. Puisqu’il s’agit d’e´le´ments re´guliers, on
a automatiquement l’e´galite´ adk(Tv) = T
∗. Donc aussi adk(γv) ∈ T
∗e. L’automorphisme
adk envoie Bw sur un groupe de Borel contenant T
∗ et conserve´ par θ∗. Un tel groupe est
de la forme ω(B∗), ou` ω ∈ W θ. Relevons ω en un e´le´ment h ∈ Kw ∩Ge. En remplac¸ant
k par h−1k, on obtient l’e´galite´ adk(Bw, Tv) = (B
∗, T ∗). Les the´ore`mes de structure de
Bruhat-Tits entraˆınent que tout e´le´ment de Knrv est produit d’un e´le´ment de T
∗(onrv )
et d’un e´le´ment de Knrv,sc. Quitte a` multiplier k a` gauche par un e´le´ment de T
∗(onrv ), on
peut supposer k ∈ Knrv,sc. La relation (4) entraˆıne que adk : Tv → T
∗ est e´quivariant pour
l’action de ΓEw . Pour σ ∈ Gal(F
nr
v /Ew), on a donc kσ(k)
−1 ∈ T ∗ ∩ Knrv,sc = T
∗(onrv ).
On obtient un cocycle de Gal(F nrv /Ew) dans T
∗(onrv ). Un tel cocycle est un cobord. Cela
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signifie que, quite a` multiplier k a` gauche par un e´le´ment de T ∗(onrv ), on peut supposer
kσ(k)−1 = 1 pour tout σ ∈ Gal(F nrv /Ew). Autrement dit k ∈ Kw,sc. Cela prouve (11). 
Pour toute place w′ de E, on introduit le diagramme (δv, B
′, T ′, Bw′, Tv, γv) qui est
unique d’apre`s (3). On introduit un e´le´ment gw′ ∈ GSC(Ew′) tel que adgw′ (Bw′, Tv) =
(B∗, T ∗). On suppose gw′ ∈ Kw′,sc pour toute place w
′ au-dessus d’une place v 6∈ V ′. On
pose g = (gw′)w′∈V al(E). C’est un e´le´ment de GSC(AE). Pour σ ∈ ΓF , posons
VT (σ) = xσG∗(x)
−1uE∗(σ)σ(g)g
−1.
En utilisant la relation (8), on voit facilement que VT (σ) appartient a` Tsc(AE) (c’est-
a`-dire T ∗sc(AE) muni de l’action galoisienne σ 7→ σT ). Le cobord de la cochaˆıne VT est
e´gal a` celui de σ 7→ uE∗(σ) donc prend ses valeurs dans Tsc(E). En poussant VT en une
cochaˆıne a` valeurs dans Tsc(AE)/Tsc(E), VT devient un cocycle. On peut le conside´rer
comme un cocycle de ΓF dans Tsc(AF¯ )/Tsc(F¯ ), ou` AF¯ est la limite inductive des AE′ sur
les extensions finies E ′ de F . Comme en [I] 2.2, notons T1 le produit fibre´ de T
′
1 et T
au-dessus de T ′. Il est muni de l’action galoisienne produit de l’action naturelle sur T ′1
et de l’action σ 7→ σT sur T . Notons e
′ l’image naturelle de e dans Z(G˜′) ⊂ G˜′ et fixons
un rele`vement e′1 de e
′ dans Z(G˜′1, E). Ecrivons gγg
−1 = νe, δ1 = µ1e
′
1. On a ν ∈ T (AE),
µ1 ∈ T
′
1(AE). On note ν1 l’image de (µ1, ν) dans T1(AF¯ )/T1(F¯ ). Pour deux tores S1 et
S2 de´finis sur F et pour un homomorphisme f : S1 → S2 de´fini sur F , on note selon
l’usage H1,0(AF/F ;S1
f
→ S2) le groupe H
1,0(ΓF ;S1(AF¯ )/S1(F¯ )
f
→ S2(AF¯ )/S1(F¯ )), c’est-
a`-dire la limite inductive des H1,0(Gal(E ′/F );S1(AE′)/S1(E
′)
f
→ S2(AE′)/S2(E
′)) sur les
extensions galoisiennes finies E ′ de F . On note aussi Z1,0(AF/F ;S1
f
→ S2) l’ensemble de
cocycles correspondant. On ve´rifie que le couple (VT , ν1) appartient a` Z
1,0(AF/F ;Tsc
1−θ
→
T1). Sa classe dans H
1,0(AF/F ;Tsc
1−θ
→ T1) ne de´pend pas du choix de l’e´le´ment g : on ne
peut changer g qu’en le multipliant a` gauche par un e´le´ment de Tsc(AE), ce qui multiplie
VT par un cobord.
Dans le cas local, on a construit en [I] 2.2 (en suivant Kottwitz et Shelstad) un
cocycle VˆT1 de WF dans le tore dual Tˆ1. La meˆme construction vaut dans le cas global, a`
condition bien suˆr d’utiliser des χ-data globales (c’est-a`-dire que les χα sont des caracte`res
automorphes d’extensions Fα de F ). Comme dans cette re´fe´rence, on e´crit s˜ = sθˆ, avec
s ∈ Tˆ . On note sad l’image de s dans Tˆad. On ve´rifie que le couple (VˆT1 , sad) appartient
a` Z1,0(WF ; Tˆ1
1−θˆ
→ Tˆad).
D’apre`s [KS] (C.2.3), on dispose d’un accouplement
H1,0(AF/F ;Tsc
1−θ
→ T1)×H
1,0(WF ; Tˆ1
1−θˆ
→ Tˆad)→ C
×,
que l’on note < ., . >. On pose
∆imp(δ1, γ) =< (VT , ν1); (VˆT1, sad) >
−1 .
On a de´ja` fixe´ des χ-data globales pour T . On fixe aussi des a-data globales, c’est-a`-dire
que les aα appartiennent a` F¯
×. On peut alors de´finir un facteur ∆II(δ, γ) comme en [I]
2.2. Le point est ici qu’une expression comme (Nα)(ν) − 1 est un e´le´ment du groupe
d’ide`les de l’extension Fα parce que (2) entraˆıne que c’est une unite´ pour presque tout
v. On pose
∆(δ1, γ) = ∆II(δ, γ)∆imp(δ1, γ).
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On a utilise´ de nombreuses donne´es auxiliaires mais on va montrer que ∆(δ1, γ) ne de´pend
que de δ1 et γ. Plus ge´ne´ralement, reprenons la construction a` partir d’un autre tore T
′
ve´rifiant aussi l’hypothe`se (Hyp). On souligne les donne´es relatives a` ce nouveau tore.
On introduit de nouveaux e´le´ments δ1, γ. Pour tout v ∈ V al(F ), les couples (δ1,v, γv) et
(δ1,v, γv) appartiennent a` D1,v, le facteur ∆1,v(δ1,v, γv; δ1,v, γv) est donc bien de´fini.
Proposition. (i) Pour presque tout v, on a ∆1,v(δ1,v, γv; δ1,v, γv) = 1.
(ii) On a l’e´galite´
∆(δ1, γ)∆(δ1, γ)
−1 =
∏
v∈V al(F )
∆1,v(δ1,v, γv; δ1,v, γv).
(iii) Le terme ∆(δ1, γ) ne de´pend pas des donne´es auxiliaires utilise´es pour le de´finir.
Preuve. Dans la construction de ∆(δ1, γ), on a utilise´ une paire de Borel e´pingle´e E
∗
de´finie sur F¯ , une cochaˆıne uE∗ a` valeurs dans GSC(F¯ ), un e´le´ment e ∈ Z(G˜, E
∗; F¯ ) et un
e´le´ment e′1 ∈ Z(G˜
′
1; F¯ ). Les choix des termes uE∗ , e et e
′
1 n’influent pas sur ∆(δ1, γ). En
effet, le choix de uE∗ ne change pas l’action galoisienne σ 7→ σG∗ . On ne peut modifier uE∗
que par des e´le´ments qui appartiennent a` Z(GSC; F¯ ), donc a` Tsc(F¯ ), et de tels termes ne
changent pas l’image de VT dans Tsc(AF¯ )/Tsc(F¯ ). De meˆme, on ne peut modifier le couple
(e, e′1) que par un e´le´ment du produit fibre´ de Z(G; F¯ ) et Z(G
′
1; F¯ ) au-dessus de Z(G
′; F¯ ),
ce qui ne modifie pas l’image de ν1 modulo T1(F¯ ). Dans la construction de ∆(δ1, γ1), on
utilise d’autres donne´es E∗, uE∗ , e, e
′
1. On peut fixer r ∈ GSC(F¯ ) qui conjugue E
∗ en E∗.
D’apre`s ce que l’on vient de dire, on peut supposer que uE∗(σ) = ruE∗(σ)σ(r)
−1 pour
tout σ ∈ ΓF et que e = adr(e). On peut alors supposer que e
′
1 = e
′
1, puisque e et e ont
alors la meˆme image e′ dans Z(G˜′; F¯ ).
On peut aussi modifier la de´finition de VT (et aussi de VT ) de la fac¸on suivante. A
l’aide des a-data globales que l’on a fixe´es, on peut de´finir une cochaˆıne rT comme dans
le cas local, cf. [I] 2.2. On peut alors de´finir VT par
VT (σ) = rT (σ)nE∗(ωT (σ))uE∗(σ)σ(g)g
−1.
En effet, on passe de la de´finition pre´ce´dente a` celle-ci en multipliant a` gauche par
rT (σ)nE∗(ωT (σ))σG∗(x)x
−1. Par de´finition de x, c’est un e´le´ment de Tsc(F¯ ). Il ne modifie
donc pas l’image de VT modulo ce groupe.
Ces modifications e´tant faites, on a l’e´galite´
∆imp(δ1, γ)∆imp(δ1, γ)
−1 =< ((VT , V
−1
T ), (ν1, ν
−1
1 )), ((VˆT1, VˆT 1), (sad, sad)) >
−1,
le produit e´tant celui sur
H1,0(AF/F ; (Tsc × T sc)
1−θ
→ (T1 × T 1))×H
1,0(WF ; (Tˆ1 × Tˆ 1)
1−θˆ
→ (Tˆad × Tˆ ad)).
On introduit les tores U et S1 de [I] 2.2. Dans cette re´fe´rence, le tore U est e´gal a`
adg−1(T )×adg−1(T ))/diag−(Z(GSC)), mais on peut l’identifier a` (T×T )/diag−(Z(GSC)).
De meˆme pour S1. Alors les deux tores sont de´finis sur F . Rappelons que Sˆ1 est le tore
des (t, t, tsc) ∈ Tˆ1 × Tˆ 1 × Tˆsc tels que j(tsc) = tt
−1, ou` on a identifie´ Tˆ et Tˆ a` un tore
commun (muni de deux actions galoisiennes en ge´ne´ral distinctes) et ou` j : Tˆsc → Tˆ
est l’homomorphisme naturel. La structure galoisienne sur Sˆ1 est un peu complique´e, les
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formules sont les meˆmes que dans le cas local. On a aussi Uˆ = (Tˆsc× Tˆ sc)/diag(Z(GˆSC)).
On a un diagramme commutatif e´vident
Sˆ1
1−θˆ
→ Uˆ
↓ ↓
Tˆ1 × Tˆ 1
1−θˆ
→ Tˆad × Tˆ ad
d’ou` un homomorphisme
H1,0(WF ; Sˆ1
1−θˆ
→ Uˆ)→ H1,0(WF ; (Tˆ1 × Tˆ 1)
1−θˆ
→ (Tˆad × Tˆ ad)).
En copiant les de´finitions du cas local, on de´finit un e´le´ment (Vˆ1, s) ∈ H
1,0(WF ; Sˆ1
1−θˆ
→ Uˆ).
Il re´sulte des de´finitions que son image dans H1,0(WF ; (Tˆ1×Tˆ 1)
1−θˆ
→ (Tˆad× Tˆ ad)) est e´gale
a`
((VˆT1, VˆT 1), (sad, sad)).
Notons (V,ν1) l’image de
((VT , V
−1
T ), (ν1, ν
−1
1 ))
dans H1,0(AF/F ;U
1−θ
→ S1) par l’homomorphisme dual du pre´ce´dent. Par compatibilite´
des produits, on a
∆imp(δ1, γ)∆imp(δ1, γ)
−1 =< (V,ν1), (Vˆ1, s) >
−1 .
Le terme (V,ν1) se rele`ve en un e´le´ment de H
1,0(ΓF ;U(AF¯ )
1−θ
→ S1(AF¯ )), de´fini exacte-
ment par les meˆmes formules (apre`s les modifications apporte´es ci-dessus). Cet e´le´ment
appartient en fait a` H1,0(Gal(E/F );U(AE)
1−θ
→ S1(AE)), si E de´signe maintenant une
extension finie de F ve´rifiant les meˆmes proprie´te´s que plus haut mais pour nos deux
ensembles de donne´es. Pour toute place v ∈ V al(F ), cet e´le´ment releve´ de´finit un
e´le´ment (Vv,ν1,v) ∈ H
1,0(ΓFv ;U
1−θ
→ S1). De meˆme, (Vˆ1, s) se restreint en un e´le´ment
(Vˆ1,v, sv) ∈ H
1,0(WFv ; Sˆ1
1−θˆ
→ Uˆ). La compatibilite´ des produits et le lemme C.1.B de [KS]
assure que
(12) on a l’e´galite´ < (Vv,ν1,v), (Vˆ1,v, sv) >= 1 pour presque tout v ;
(13) < (V,ν1), (Vˆ1, s) >=
∏
v∈V al(F )
< (Vv,ν1,v), (Vˆ1,v, sv) > .
On a aussi
∆II(δ, γ) =
∏
v∈V al(F )
∆II(δv, γv)
et les termes du produit sont presque tous e´gaux a` 1. On en de´duit
∆imp(δ1, γ)∆imp(δ1, γ)
−1 =
∏
v∈V alF
∆II(δv, γv)∆II(δv, γv)
−1 < (Vv,ν1,v), (Vˆ1,v, sv) >
−1 .
Pour achever la preuve des deux premie`res assertions de l’e´nonce´, il suffit de prouver
que, pour tout v, on a l’e´galite´
∆II(δv, γv)∆II(δv, γv)
−1 < (Vv,ν1,v), (Vˆ1,v, sv) >
−1= ∆1,v(δ1,v, γv; δ1,v, γv).
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Pour de´finir le membre de droite, on utilise les paires de Borel e´pingle´es Ew = adg−1w (E
∗)
et Ew = adg−1
w
(E∗), ou` w est encore la place de E fixe´e au-dessus de v. On choisit
uEw(σ) = g
−1
w uE∗(σ)σ(gw) et uEw(σ) = g
−1
w
uE∗(σ)σ(gw) pour tout σ ∈ ΓFv . On constate
alors que les deux membres de l’e´galite´ ci-dessus sont de´finis de la meˆme fac¸on, apre`s
l’identification que l’on a faite des tores adg−1(T ) et adg−1(T ) a` T et T . Cela prouve les
deux premie`res assertions de l’e´nonce´.
L’assertion (iii) s’en de´duit : puisque les termes ∆1(δ1, γ) et ∆1,v(δ1,v, γv; δ1,v, γv) ne
de´pendent pas des donne´es auxiliaires utilise´es pour de´finir ∆1(δ1, γ), ce dernier terme
n’en de´pend pas non plus. 
Revenons a` notre tore T ′. Il reste a` ve´rifier que l’on peut choisir des e´le´ments δ et
γ ve´rifiant les conditions (1) et (2). On introduit les meˆmes donne´es qu’au de´but du
paragraphe, en particulier le corps E. On modifie la de´finition de l’ensemble V ′. On
note maintenant V ′ un ensemble fini de places de F , contenant V et les places ramifie´es
dans E, de sorte que, pour tout v 6∈ V ′ et pour toute place w′ de E au-dessus de v,
les conditions (9) et (10) soient ve´rifie´es, ainsi que les conditions (14) et (15) ci-dessous.
Pour v 6∈ V telle que v soit non ramifie´e dans E, les tores T et T ′ sont non ramifie´s en v
et ont donc une structure naturelle sur ov. On note Tv = T ×ov Fv la fibre de T sur Fv.
Un e´le´ment de Σ(T ) est aussi un caracte`re de ce tore. On impose
(14) l’image naturelle e′ ∈ Z(G˜′) ⊂ G˜′ de e appartient a` K˜ ′w′ et T
′(ow′) est inclus
dans K ′w′ ;
(15) soit t0 ∈ T (ow′) ; alors il existe t ∈ T (ov)t0 dont la re´duction t ∈ Tv(Ew′) ve´rifie
Nα(t) 6= ±1 pour tout α ∈ Σ(T ).
La condition (14) est satisfaite presque partout. Il faut montrer qu’il en est de meˆme
de (15). Il s’agit de montrer que, pour presque tout v, Tv(Fv) n’est pas contenu dans
la re´union sur α ∈ Σ(T ) et ǫ = ±1 des sous-ensembles {t ∈ Tv(Fv);Nα(tt0) = ǫ}, ou`
t0 est la re´duction de t0. Notons d la dimension de T et qv le nombre d’e´le´ments de Fv.
Il existe c > 0 inde´pendant de v tel que le nombre d’e´le´ments de Tv(Fv) soit au moins
e´gal a` cqdv . Il suffit de de´montrer qu’il existe c
′ > 0 inde´pendant de v tel que chacun des
sous-ensembles ci-dessus ait un nombre d’e´le´ments au plus e´gal a` c′qd−1v . Conside´rons le
sous-ensemble {t ∈ Tv(Fv);Nα(tt0) = ǫ}. Il peut eˆtre vide. Sinon, il est en bijection avec
{t ∈ Tv(Fv);Nα(t) = 1}, ou encore avec
{t ∈ Tv(Fv); ∀σ ∈ Gal(Ew′/Fv), (Nσα)(t) = 1}.
Introduisons le tore S sur Fv qui est la restriction des scalaires du tore multiplicatif Gm
sur Ew′. L’homomorphisme
τ¯ : Tv(F¯v) → S(F¯v) =
∏
σ∈Gal(Ew′ /Fv)
F¯×v
t 7→ ((Nσα)(t))σ∈Gal(Ew′/Fv)
est de´fini sur Fv. L’ensemble pre´ce´dent est le noyau de l’homomorphisme
τ : Tv(Fv)→ S(Fv).
On montre aise´ment que le nombre de composantes connexes du noyau de τ¯ est borne´
par un nombre qui ne de´pend que de l’homomorphisme X∗(Tv)→ X∗(S) de´duit de τ¯ et
de la structure de ces Gal(Ew′/Fv)-modules. De meˆme, la composante neutre de ce noyau
est un tore de´fini sur Fv et de dimension au plus d− 1, dont la structure ne de´pend que
des meˆmes donne´es. Or ces donne´es ne varient que dans un ensemble fini, car le groupe
Gal(Ew′/Fv) est lui-meˆme toujours un sous-groupe de Gal(E/F ). Il en re´sulte que le
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nombre d’e´le´ments du noyau est bien borne´ par c′qd−1v pour un c
′ > 0 inde´pendant de v.
Cela prouve que (15) est ve´rifie´ pour presque tout v.
Soit v 6∈ V ′, notons w la restriction de v¯ a` E. Notons gad l’image dans GAD d’un
e´le´ment g ∈ G. D’apre`s (10), l’application σ 7→ xadσG∗(xad)
−1uE∗,ad(σ) = xaduE∗,ad(σ)σ(xad)
−1
est un cocycle de Gal(Ew/Fv) dans Kw,ad. Par le the´ore`me de Lang, un tel cocycle est tri-
vial (cf. [W2] lemme 4.2(ii)). On peut fixer yad ∈ Kw,ad tel que xadσG∗(xad)
−1uE∗,ad(σ) =
yadσ(yad)
−1 pour tout σ ∈ Gal(Ew/Fv). Puisque Kw est le groupe hyperspe´cial associe´
a` E∗ d’apre`s (9), on a T ∗ad(ow) = Tad(ow) ⊂ Kw,ad et la de´composition d’Iwasawa montre
que l’application
Tad(ow)×Kw,sc → Kw,ad
(t, x) 7→ tπad(x)
est surjective. On rele`ve yad en (t, gw) ∈ Tad(ow)×Kw,sc. On a alors
xadσG∗(xad)
−1uE∗,ad(σ) = tπad(gwσ(gw)
−1)σ(t)−1,
d’ou`
t−1xadσG∗(xad)
−1uE∗,ad(σ)σ(t) = πad(gwσ(gw)
−1).
On a l’e´galite´
xadσG∗(xad)
−1uE∗,ad(σ)σ(t) = σT (t)xadσG∗(xad)
−1uE∗,ad(σ),
d’ou`
t−1σT (t)xadσG∗(xad)
−1uE∗,ad(σ)πad(σ(gw)g
−1
w ) = 1.
A fortiori,
xadσG∗(xad)
−1uE∗,ad(σ)πad(σ(gw)g
−1
w ) ∈ Tad(ow),
d’ou` il re´sulte que xσG∗(x)
−1uE∗(σ)σ(gw)g
−1
w ∈ Tsc(ow). Notons tsc(σ) cet e´le´ment. Posons
Ew = adg−1w (E
∗) et notons (Bw, Tv) la paire de Borel sous-jacente a` Ew. Par le meˆme calcul
que dans la preuve de (6), la relation pre´ce´dente entraˆıne que Tv est de´fini sur Fv et que
l’homomorphisme ξBw,Tv,B′,T ′ de´duit des paires (Bw, Tv) et (B
′, T ′) est e´quivariant pour
les actions de Γv¯. Posons ev = adg−1w (e). C’est un e´le´ment de Z(G˜, Ew;Ew). D’apre`s (10),
c’est aussi un e´le´ment de K˜w. Pour σ ∈ ΓFv , on a les e´galite´s
σ(ev) = adσ(g−1w ) ◦ σ(e) = adσ(gw)−1uE∗(σ)−1σG∗ (x)x−1 ◦ adxσG∗ (x)−1uE∗ (σ) ◦ σ(e).
On a aduE∗(σ) ◦ σ(e) = z(σ)
−1e. Puisque x ∈ Gθ
∗
SC(Ew), l’e´le´ment xσG∗(x)
−1 commute a`
e et aussi, bien suˆr, a` z(σ). Donc
adxσG∗ (x)−1uE∗(σ) ◦ σ(e) = z(σ)
−1e.
De plus
σ(gw)
−1uE∗(σ)
−1σG∗(x)x
−1 = g−1w tsc(σ)
−1 = tsc,w(σ)
−1g−1w ,
ou` tsc,w = adg−1w (tsc(σ)) ∈ Tv(ow). D’ou`
σ(ev) = z(σ)
−1adt−1sc,wg−1w (e) = z(σ)
−1t−1sc,wewtsc,w = z(σ)
−1(θ − 1)(tsc,w)ev.
L’application σ 7→ z(σ)−1(θ − 1)(tsc,w(σ)) prend ses valeurs dans Tv(ow) et la relation
ci-dessus implique que c’est un cocycle de Gal(Ew/Fv) a` valeurs dans ce groupe. Un tel
cocycle est force´ment trivial. On peut donc fixer t0 ∈ Tv(ow) tel que σ(t0) = t0z(σ)(1 −
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θ)(tsc(σ)) pour tout σ. Alors t0ev ∈ G˜(Fv). On peut multiplier t0 par un e´le´ment de Tv(ov)
de sorte que le produit t ve´rifie la conclusion de (15) transporte´e a` Tv par l’isomorphisme
adg−1w . En multipliant encore par un e´le´ment de Tv(ov) assez voisin de l’origine, on peut
assurer que tev est fortement re´gulier. Posons γv = tev et δv = ξBw,Tv,B′,T ′(t)e
′, ou` e′ ∈
Z(G˜′) est l’image naturelle de e (ou ev, c’est pareil). Les constructions impliquent que
γv ∈ K˜v, δv ∈ K˜
′
v et (δv, B
′, T ′, Bw, Tv, γv) est un diagramme. Le choix de t implique que
la condition (2) est satisfaite. Pour v 6∈ V ′, on a donc construit des e´le´ments ve´rifiant (1)
et (2).
3.7 Utilisation du facteur de transfert global, cas particulier
Soit G′ = (G′,G ′, s˜) une donne´e endoscopique relevante de (G, G˜, a). On suppose
qu’elle ve´rifie l’hypothe`se (Hyp) du paragraphe pre´ce´dent. Soit V un ensemble fini de
places de F contenant Vram(G
′). On a de´fini l’espace C∞c (G
′
V ) en 3.3. Pour v ∈ V , on a
de´fini en [I] 2.5 un espace C∞c (G
′
v) par une tout autre me´thode.
Proposition. Il existe un isomorphisme canonique
C∞c (G
′
V ) ≃ ⊗v∈V C
∞
c (G
′
v).
Preuve. Conside´rons des donne´es auxiliaires G′1, G˜
′
1, C1, ξˆ1, (K˜
′
1,v)v 6∈V non ramifie´es
hors de V . Pour v ∈ V al(F )−V , le choix des espaces hyperspe´ciaux de´termine un facteur
de transfert ∆1,v, cf. [I] 6.3. Pour v ∈ V , on ne sait pas normaliser le facteur de transfert.
Mais on peut normaliser le produit sur v ∈ V de ces facteurs. En effet, construisons des
e´le´ments comme dans le paragraphe pre´ce´dent, et il est plus simple ici de les souligner.
On a donc des e´le´ments δ1 = (δ1,v)v∈V al(F ) ∈ G˜
′
1(AF ), γ = (γv)v∈V al(F ) ∈ G˜(AF ) et le
facteur ∆1(δ1, γ). Soient δ1,V = (δ1,v)v∈V ∈ G˜
′
1(FV ), γV = (γv)v∈V ∈ G˜(FV ). Supposons
(δ1,V , γV ) ∈ D1,V , on entend par la` que (δ1,v, γv) ∈ D1,v pour tout v ∈ V . On pose
∆1,V (δ1,V , γV ) = ∆1(δ1, γ)
(∏
v 6∈V
∆1,v(δ1,v, γv)
−1
)(∏
v∈V
∆1,v(δ1,v, γv; δ1,v, γv)
)
.
Il re´sulte des calculs du paragraphe pre´ce´dent que les termes du premier produit sont
presque tous e´gaux a` 1. Le terme ainsi de´fini est un facteur de transfert. La proposition
du paragraphe pre´ce´dent montre qu’il ne de´pend pas des donne´es auxiliaires δ1 et γ.
D’apre`s 3.3, le choix des (K˜ ′1,v)v 6∈V permet d’identifier C
∞
c (G
′
V ) a` C
∞
c,λ1
(G˜′1(FV )) =
⊗v∈V C
∞
c,λ1
(G˜′1(Fv)). D’apre`s [I] 2.5, le choix de ∆1,V permet d’identifier ce dernier espace
a` ⊗v∈V C
∞
c (G
′
v). D’ou` l’isomorphisme de l’e´nonce´. Pour qu’il soit ”canonique”, il suffit
qu’il ne de´pende pas des donne´es auxiliaires. Conside´rons une autre famille G′2, G˜
′
2, C2,
ξˆ2, (K˜
′
2,v)v 6∈V de donne´es auxiliaires non ramifie´es hors de V . Il y a deux isomorphismes
de recollement entre les espaces C∞c,λ1(G˜
′
1(FV )) et C
∞
c,λ2
(G˜′2(FV )) : celle de 3.3 utilisant
les espaces hyperspe´ciaux (K˜ ′1,v)v 6∈V et (K˜
′
2,v)v 6∈V ; celle de [I] 2.5 utilisant les facteurs de
transfert ∆1,V et ∆2,V . On doit prouver que ce sont les meˆmes. Les deux isomorphismes
f1 7→ f2 sont de´finis pas une formule f2(δ2,V ) = λ˜12,V (δ1,V , δ2,V )f1(δ1,V ) ou` δ1,V est un
e´le´ment quelconque tel que (δ1,V , δ2,V ) ∈ G˜
′
12(FV ), mais la fonction λ˜12,V n’est pas a priori
la meˆme pour les deux recollements. Notons λ˜12,K,V celle pour le premier recollement et
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λ˜12,∆,V celle pour le second. Soient (δ1,V , δ2,V ) ∈ G˜
′
12(FV ) et (x1, x2) ∈ G
′
12(FV ). On a en
tout cas
λ˜12,K,V (x1δ1,V , x2δ2,V ) = λ12,V (x1, x2)λ˜12,K,V (δ1,V , δ2,V ),
λ˜12,∆,V (x1δ1,V , x2δ2,V ) = λ12,V (x1, x2)λ˜12,∆,V (δ1,V , δ2,V ),
pour un meˆme caracte`re λ12,V deG
′
12(FV ). Il suffit donc de prouver l’e´galite´ λ˜12,K,V (δ1,V , δ2,V ) =
λ˜12,∆,V (δ1,V , δ2,V ) pour un seul couple (δ1,V , δ2,V ). On choisit ce couple ainsi : on construit
des e´le´ments δ ∈ G˜′(AF ) et γ ∈ G˜(AF ) comme en 3.6, on rele`ve δ en δ1 ∈ G˜
′
1(AF ) et
δ2 ∈ G˜
′
2(AF ) ; on prend pour δ1,V et δ2,V les produits sur v ∈ V des composantes locales
de δ1 et δ2. Par de´finition de λ˜12,∆,V , on a l’e´galite´
(1) ∆2,V (δ2,V , γV ) = λ˜12,∆,V (δ1,V , δ2,V )∆1,V (δ1,V , γV ).
En 1.15, on a normalise´ une fonction λ˜12 sur G˜
′
12(A) de sorte qu’elle vaille 1 sur G˜
′
12(F )
et des fonctions λ˜12,v pour v 6∈ V . Par de´finition,
λ˜12,K,V (δ1,V , δ2,V ) = λ˜12(δ1, δ2)
∏
v 6∈V
λ˜12,v(δ1,v, δ2,v)
−1.
On a
(2) ∆2,v(δ2,v, γv) = λ˜12,v(δ1,v, δ2,v)∆1,v(δ2,v, γv) pour tout v 6∈ V .
En effet, avec les notations de [I] 6.3, on a l’e´galite´
∆2,v(δ2,v, γv) = λ˜ζ1(δ1,v)λ˜ζ2(δ2,v)
−1∆1,v(δ1,v, γv).
Il suffit de comparer les de´finitions pour constater que
λ˜ζ1(δ1,v)λ˜ζ2(δ2,v)
−1 = λ˜12,v(δ1,v, δ2,v).
D’ou` (2).
Alors
λ˜12,K,V (δ1,V , δ2,V ) = λ˜12(δ1, δ2)
∏
v 6∈V
∆2,v(δ2,v, γv)
−1∆1,v(δ1,v, γv)
= λ˜12(δ1, δ2)∆2(δ2, γ)
−1∆1(δ1, γ)∆2,V (δ2,V , γV )∆1,V (δ1,V , γV )
−1.
En comparant avec (1), il reste a` montrer l’e´galite´
(3) ∆2(δ2, γ) = λ˜12(δ1, δ2)∆1(δ1, γ).
La de´monstration est similaire a` celle du lemme [I] 2.5, nous n’en donnons que le
squelette. De fac¸on ge´ne´rale, pour un groupe re´ductif connexe H de´fini sur F , un
e´le´ment de H1(WF , Z(Hˆ)) de´termine non seulement un caracte`re de H(AF ) trivial sur
H(F ), mais plus ge´ne´ralement un caracte`re du groupe (H(AF¯ )/Z(H ; F¯ ))
ΓF , trivial sur
(H(F¯ )/Z(H ; F¯ ))ΓF = HAD(F ). Avec les notations de [I] 2.5, le cocycle w 7→ (ζ1(w), ζ2(w)
−1)
de WF dans Z(Gˆ
′
12) de´termine donc un caracte`re de (G
′
12(AF¯ )/Z(G
′
12; F¯ ))
ΓF , trivial
sur G′12,AD(F ). Notons ce caracte`re λ˜12. L’ensemble G˜
′
12(AF ) s’envoie naturellement
dans (G′12(AF¯ )/Z(G
′
12; F¯ ))
ΓF . En effet, pour (δ1, δ2) ∈ G˜
′
12(AF ), on choisit (e
′
1, e
′
2) ∈
Z(G˜′12; F¯ ), on e´crit δ1 = x1e
′
1, δ2 = x2e
′
2 avec (x1, x2) ∈ G
′
12(AF¯ ). L’image de (x1, x2)
dans G′12(AF¯ )/Z(G
′
12; F¯ ) ne de´pend pas des choix de e
′
1 et e
′
2 et est invariante par ΓF .
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L’application cherche´e est (δ1, δ2) 7→ (x1, x2). Par cette application, λ˜12 devient une
fonction sur G˜′12(AF ). Les meˆmes calculs qu’en [I] 2.5 conduisent a` l’e´galite´
(4) ∆2(δ2, γ) = λ˜12(δ1, δ2)∆1(δ1, γ).
Or il re´sulte des constructions que les fonctions λ˜12 et λ˜12 se transforment selon le meˆme
caracte`re λ12 de G
′
12(AF ). Par de´finition, λ˜12 vaut 1 sur G˜
′
12(F ) et la construction ci-
dessus montre que λ˜12 ve´rifie la meˆme proprie´te´. Les deux fonctions sont donc e´gales et
l’e´galite´ (4) e´quivaut a` (3). 
3.8 Une construction auxiliaire
Soit G′ = (G′,G ′, s˜) une donne´e endoscopique relevante de (G, G˜, a). Soit (H, H˜,b)
un triplet similaire a` (G, G˜, a) et soit H′ = (H ′,H′, t˜) une donne´e endoscopique pour ce
triplet. Conside´rons les hypothe`ses (1) a` (6) suivantes.
(1) Il y a une suite exacte
1→ G
ι
→ H → D → 1
d’homomorphismes de groupes de´finis sur F , ou` D est un tore ; il y a un plongement
G˜
ι˜
→ H˜ de´fini sur F compatible avec ι.
Pour h˜ ∈ H˜, l’automorphisme adh˜ se quotiente en un automorphisme de D qui ne
de´pend pas de h˜. On le note θD. On ne demande pas qu’il soit l’identite´. De la suite (1)
se de´duit une suite duale
1→ Dˆ → Hˆ
ιˆ
→ Gˆ→ 1
et une projection ˆ˜ι : LH˜ → LG˜ compatible avec ιˆ (on rappelle que LG˜ = LGθˆ, cf. [I] 1.4).
Notons TˆH le tore d’une paire de Borel de Hˆ comme en [I] 1.4.
(2) Dˆ ∩ TˆH,θˆ,0 = Dˆθˆ,0.
(3) On a l’e´galite´ s˜ = ˆ˜ι(t˜).
Puisque Hˆ ′ et Gˆ′ sont les composantes neutres des commutants de t˜ et s˜, on a une
suite exacte
1→ Dˆθˆ,0 → Hˆ ′ → Gˆ′ → 1.
(4) On a l’e´galite´ G ′ = ˆ˜ι(H′).
Il en re´sulte que a est le compose´ de b et de la projection Z(Hˆ)→ Z(Gˆ).
(5) On a l’e´galite´ Vram(H
′) = Vram(H).
(6) La donne´e H′ est relevante et ve´rifie l’hypothe`se (Hyp) de [I] 6.4.
Conside´rons pour i = 1, 2 des familles de donne´es (Hi, H˜i,bi) et H
′
i = (H
′
i,H
′
i, t˜i)
ve´rifiant les hypothe`ses (1) a` (6). On peut dire que la famille indexe´e par 2 domine la
famille indexe´e par 1 s’il existe un homomorphisme injectif
κ : H1 → H2
et une application compatible κ˜ : H˜1 → H˜2 de sorte que les hypothe`ses suivantes soient
ve´rifie´es :
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- les diagrammes
H1
ր ι1
G ↓ κ
ց ι2
H2
H˜1
ր ι˜1
G˜ ↓ κ˜
ց ι˜2
H˜2
sont commutatifs ;
en notant κˆ : LH2 →
LH1 et ˆ˜κ :
LH˜2 →
LH˜1 les applications de´duites de κ,
- Lκ˜(t˜2) = t˜1 et κˆ(H
′
2) = H
′
1.
Lemme. (i) Il existe des donne´es ve´rifiant les hypothe`ses (1) a` (6).
(ii) Pour deux familles de donne´es (Hi, H˜i,bi) et H
′
i = (H
′
i,H
′
i, t˜i) pour i = 1, 2
ve´rifiant toutes deux les hypothe`ses (1) a` (6), il existe une troisie`me famille ve´rifiant les
meˆmes hypothe`ses et les dominant toutes deux.
Preuve. Notons T ∗ le tore maximal de G muni de l’action galoisienne quasi-de´ploye´e.
Il est aussi muni de l’automorphisme θ∗. Posons H = (G × T ∗)/diag−(Z(G)) ou` diag−
est le plongement anti-diagonal et notons H˜ le quotient de G˜ × T ∗ par Z(G) agissant
anti-diagonalement par multiplication a` gauche. On de´finit deux actions de G × T ∗ sur
H˜ par
(g, t)(γ, τ)(g′, t′) = (gγg′, tτθ∗(t′)).
Ces actions se descendent en des actions de H sur H˜ qui font de H˜ un espace tordu sous
H . On a une suite exacte
1→ G
ι
→ H → D = T ∗ad → 1
et un plongement compatible ι˜ : G˜→ H˜ qui a` γ associe l’image de (γ, 1) dans H˜ . Notons
que le centre de H est (Z(G)× T ∗)/diag−(Z(G)) ≃ T
∗. Donc
(7) le centre Z(H) est connexe.
On choisit une paire de Borel e´pingle´e Eˆ = (Bˆ, Tˆ , (Eˆα)α∈∆) de Gˆ adapte´e a` s˜ et on
e´crit s˜ = sθˆ avec s ∈ Tˆ , cf. [I] 1.5. Cette paire se rele`ve en une paire de Borel e´pingle´e de
Hˆ . On note TˆH le tore de cette paire et encore θˆ l’automorphisme de Hˆ associe´ a` cette
paire. Prouvons que l’e´galite´ (2) est ve´rifie´e. Il s’agit de prouver que la suite
1→ Dˆθˆ,0 → TˆH,θˆ,0 → Tˆ θˆ,0 → 1
est exacte. Il revient au meˆme de prouver que la suite
0→ X∗(Dˆ)
θˆ → X∗(Tˆ
H)θˆ → X∗(Tˆ )
θˆ → 0
est exacte. Seule la surjectivite´ finale pose proble`me. Les actions galoisiennes n’inter-
viennent pas ici. On peut travailler sur F¯ et identifier T ∗ a` un sous-tore de G. Posons
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T ∗H = (T ∗ × T ∗)/diag−(Z(G)), qui est un sous-tore maximal de H . La surjectivite´ a`
prouver e´quivaut a` celle de l’homomorphisme
X∗(T ∗H)θ → X∗(T ∗)θ
issue du plongement t 7→ (t, 1) de T ∗ dans T ∗H . Mais on a aussi un homomorphisme
T ∗H → T ∗ de´fini par (t1, t2) 7→ t1t2 dont le compose´ avec le pre´ce´dent est l’identite´ de
T ∗. Ainsi l’homomorphisme ci-dessus s’inscrit dans une suite
X∗(T ∗)θ → X∗(T ∗H)θ → X∗(T ∗)θ
dont le compose´ est l’identite´. La deuxie`me fle`che est donc surjective, comme on le
voulait.
Pour v ∈ V al(F ), v 6∈ Vram(G˜, a), le groupe H est non ramifie´ sur Fv. Puisque
GAD = HAD, le sous-groupe compact hyperspe´cial Kv de G(Fv) de´termine un tel sous-
groupe KHv de H(Fv). L’espace K˜
H
v = K
H
v ι˜(K˜v) est un espace hyperspe´cial pour ce
groupe.
On choisit t ∈ TˆH d’image s dans Tˆ et on pose t˜ = tθˆ. La relation (3) est ve´rifie´e.
On peut identifier Tˆ θˆ,0 au tore d’une paire de Borel e´pingle´e de Gˆ′. Il s’en de´duit une
structure galoisienne sur ce tore, de la forme σ 7→ σG′ = ωG′(σ) ◦ σG, ou` ωG′ est un
cocycle a` valeurs dans W θ. Ce groupe W θ est le meˆme pour G ou H . On peut donc
relever l’action pre´ce´dente en une action σ 7→ σH′ = ωG′(σ) ◦ σH de ΓF sur Tˆ
H,θˆ,0. Ces
actions se prolongent en des actions sur Tˆ et TˆH. Remarquons que ces actions sont non
ramifie´es en v pour v ∈ V al(F )− Vram(G
′). Notons Tˆ ′, resp. TˆG
′
, Tˆ
′H , TˆH
′
, les tores Tˆ ,
resp. Tˆ θˆ,0, TˆH, TˆH,θˆ,0, munis de ces structures. On note TG
′
et TH
′
les tores duaux de
TˆG
′
et TˆH
′
de´finis sur F . D’apre`s le lemme 3.2 et la relation (3) de sa preuve, on peut
prolonger le plongement TˆH
′
→ Hˆ θˆ,0, resp. TˆG
′
→ G ′ en des plongements
LT
H′
→ Hˆ θˆ,0 ⋊WF
(x, w) 7→ (xh1(w), w),
resp.
LT
G′
→ G ′ ⊂ LG
(x, w) 7→ (xg′(w), w),
tels que, pour v 6∈ Vram(G
′) et w ∈ Iv, on ait h
1(w) = 1 et g′(w) = 1. Quotientons le
premier par Dˆ ∩ TˆH
′
= Dˆ ∩ TˆH,θˆ,0 (on rappelle que Dˆ est le tore dual de D ≃ T ∗ad, d’ou`
Dˆ ≃ Tˆsc). On obtient un plongement
LT
G′
→ Gˆθˆ,0 ⋊WF
(x, w) 7→ (xιˆ(h1(w)), w)
Les deux plongements pre´ce´dents ne peuvent diffe´rer que par un cocycle. C’est-a`-dire
qu’il existe un cocycle u : WF → Tˆ tel que g
′(w) = u(w)ιˆ(h1(w)) pour tout w. Pour
v ∈ V al(F )− Vram(G
′) et w ∈ Iv, on a u(w) = 1. En appliquant 3.2(2) a` la suite exacte
1→ Dˆ → TˆH → Tˆ → 1,
on voit que l’on peut relever u en un cocycle uH : WF → Tˆ
H tel que ιˆ ◦ uH = u de
sorte que, pour tous v ∈ V al(F ) − Vram(G
′) et w ∈ Iv, on ait u
H(w) = 1 . On pose
h′(w) = uH(w)h1(w). L’application
LT
H′
→ LH
(x, w) 7→ (xh′(w), w)
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est alors un homomorphisme. Pour w ∈ WF , soit b(w) ∈ Hˆ tel que
(8) adt˜(h
′(w), w) = (b(w)h′(w), w).
En projetant dans LG on voit que b(w) se projette sur l’e´le´ment a(w) de Z(Gˆ) tel que
ads˜(g
′(w), w) = (a(w)g′(w), w). Donc b(w) ∈ Z(Hˆ). L’e´quation (8) oblige b a` eˆtre un
cocycle. On note b sa classe modulo ker1(WF ;Z(Hˆ)). Elle se projette sur a. On note
Hˆ ′ = ZHˆ(t˜)
0. L’e´quation (8) oblige (h′(w), w) a` normaliser Hˆ ′. On note H′ le groupe
engendre´ par Hˆ ′ et les (h′(w), w) pour w ∈ WF . C’est une extension de Hˆ
′. Elle de´termine
une action galoisienne sur ce groupe qui en conserve une paire de Borel e´pingle´e : par
exemple le rele`vement dans Hˆ ′ d’une telle paire de Gˆ′ conserve´e par l’action galoisienne.
On noteH ′ le groupe quasi-de´ploye´ sur F dont le L-groupe est Hˆ ′ muni de cette structure
galoisienne. Alors (H ′,H′, t˜) est une donne´e endoscopique pour (H, H˜,b) et la relation
(3) est ve´rifie´e. Cette donne´e est non ramifie´e en tout v ∈ V al(F )− Vram(G
′) car, pour
une telle place, on a h′(w) = 1 pour w ∈ Iv. Montrons que cette donne´e est relevante.
Dualement a` l’homomorphisme Hˆ ′
ˆ˜ι
→ Gˆ′, on a un homomorphisme ι′ : G′ → H ′ qui est
de´fini sur F . On a aussi des plongements compatibles Z(G)→ Z(H) et Z(G˜)→ Z(H˜).
L’homomorphisme ι′ se prolonge en
ι˜′ : G˜′ = G′ ×Z(G) Z(G˜)→ H˜
′ = H ′ ×Z(H) Z(H˜).
Puisque G˜′(F ) n’est pas vide, H˜ ′(F ) ne l’est pas non plus. Remarquons que, par construc-
tion, on a GSC = HSC et G
′
SC = H
′
SC. Il y a donc une bijection entre paires de Borel pour
G et pour H , et entre paires de Borel pour G′ et pour H ′. Soit v ∈ V al(F ). Puisque G′
est relevante, on peut fixer un diagramme (δ, B′, T ′, B, T, γ) avec δ ∈ G˜′(Fv), γ ∈ G˜(Fv)
et γ fortement re´gulier. Notons δH
′
et γH les images de δ dans H˜ ′(Fv) et de γ dans
H˜(Fv). Notons (B
H′ , TH
′
) la paire de Borel de H ′ correspondant a` (B′, T ′) et (BH , TH)
la paire de Borel de H correspondant a` (B, T ). Alors (δH
′
, BH
′
, TH
′
, BH , TH, γH) est un
diagramme et γH est fortement re´gulier. Donc H′v est relevante.
Pour achever la preuve de (i), il reste a` prouver que H′ ve´rifie l’hypothe`se (Hyp). Elle
va eˆtre assure´e par (7). On peut aussi bien revenir aux donne´es initiales et prouver
(9) si Z(G)est connexe et G′ est relevante, alors G′ ve´rifie l’hypothe`se (Hyp).
Pour v ∈ Vram(G
′), l’hypothe`se que G′v est relevante permet de fixer un sous-tore
maximal T ′v de G
′, de´fini sur Fv, tel qu’il existe (δv, γv) ∈ D(G
′
v) de sorte que δv ∈ T˜
′
v(Fv).
Fixons un e´le´ment Yv ∈ t
′
v(Fv) re´gulier dans g
′(Fv). On peut fixer un e´le´ment Y ∈ g
′(F )
dont la composante en v soit aussi proche que l’on veut de Yv pour tout v ∈ Vram(G
′).
Notons T ′ le commutant de Y . C’est un sous-tore maximal de G′, de´fini sur F . Si la
composante de Y en v est assez proche de Yv, ce tore est conjugue´ a` T
′
v par un e´le´ment
de G′(Fv). Il ve´rifie donc la meˆme condition que T
′
v. Il faut montrer qu’il ve´rifie aussi
cette condition pour v 6∈ Vram(G
′). Pour une telle place, on peut identifier la paire de
Borel e´pingle´e de G a` une paire E∗ = (B∗, T ∗, (E∗α)α∈∆) de´finie sur Fv et dont Kv soit le
groupe hyperspe´cial associe´. D’apre`s [I] 6.2, on peut fixer e ∈ Z(G˜, E∗)(F nrv )∩T
∗(onrv )K˜v,
avec les notations de cette re´fe´rence. Soit z : ΓFv → Z(G; F¯v) l’application telle que
σ(e) = z(σ)−1e. Alors z est un cocycle non ramifie´ a` valeurs dans Z(G; F¯v) ∩ T
∗(onrv ) =
Z(G; onrv ). Puisque Z(G) est connexe, un tel cocycle est trivial. Quitte a` multiplier e
par un e´le´ment de Z(G; onrv ), on a donc e ∈ Z(G˜, E
∗)(Fv) ∩ K˜v. Posons θ = ade et
fixons un sous-groupe de Borel B′ de G′ contenant T ′. Graˆce a` [K1] corollaire 2.2, on
peut fixer x ∈ GθSC(F¯v) de sorte qu’en posant adx−1(B
∗, T ∗) = (Bv, Tv), le tore Tv soit
de´fini sur Fv et l’homomorphisme ξTv,T ′ de´duit de (Bv, Tv) et de (B
′, T ′) soit e´quivariant
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pour les actions galoisiennes. Posons Ev = adx−1(E
∗). Puisque x commute a` θ, on a
encore e ∈ Z(G˜, Ev)(Fv). On fixe ν ∈ Tv(Fv) en position ge´ne´rale, on pose µ = ξTv,T ′(ν),
γv = νe et δv = µe
′, ou` e′ ∈ Z(G˜′;Fv) est l’image de e. Alors (δv, B
′, T ′, B, T, γv) est
un diagramme avec δv ∈ T˜
′(Fv) et γv fortement re´gulier. Cela de´montre (9) et le (i) de
l’e´nonce´.
Soient maintenant deux familles comme dans le (ii) de l’e´nonce´. Pour i = 1, 2, on
peut e´crire Hi = (G× Z(Hi))/diag−(Z(G)) et identifier H˜i au quotient de (G˜× Z(Hi))
par Z(G) agissant anti-diagonalement par multiplication a` gauche. Posons Z12(G) =
{(z, z1, z2) ∈ Z(G); zz1z2 = 1}. Posons H = (G × Z(H1)× Z(H2))/Z12(G) et notons H˜
le quotient de G˜ × Z(H1) × Z(H2) par l’action de Z12(G) par multiplication a` gauche.
On munit H˜ d’une structure d’espace tordu sur H comme au de´but de la preuve de (i).
Il y a un diagramme naturel d’homomorphismes
H1
ր ι1 ց κ1
G H
ց ι2 ր κ2
H2
On ve´rifie qu’ils ont tous injectifs. L’homomorphisme compose´ ι s’inse`re dans une suite
exacte
1→ G
ι
→ H → D1 ×D2 → 1
Tous les homomorphismes se prolongent en des applications compatibles entre les espaces
tordus correspondants. Du coˆte´ dual, Hˆ est le produit fibre´ de Hˆ1 et Hˆ2 au-dessus de Gˆ.
Comme dans la preuve de (i), on fixe une paire de Borel e´pingle´e de Gˆ de tore Tˆ de sorte
que s˜ = sθˆ avec s ∈ Tˆ . Elle se rele`ve en des paires pour Hˆ1 et Hˆ2 de tores Tˆ1 et Tˆ2. Pour
i = 1, 2, on a t˜i = tiθˆ avec ti ∈ Tˆi. On pose t = (t1, t2) et t˜ = tθˆ. On de´finit H
′ comme
l’ensemble des e´le´ments (x1, x2, w) ∈
LH tels que (x1, w) ∈ H
′
1 et (x2, w) ∈ H
′
2. Comme
dans la preuve de (i), on associe a` ces donne´es un groupe H ′ de´fini et quasi-de´ploye´ sur
F , ainsi qu’une classe de cocycle b. On laisse le lecteur ve´rifier que les donne´es (H, H˜,b)
et H′ = (H ′,H′, t˜) satisfont les conditions requises. 
Remarque. La preuve fournit un groupe H et un espace H˜ qui sont inde´pendants
de la donne´e endoscopique G′.
3.9 Facteur de transfert global, cas ge´ne´ral
Soit G′ = (G′,G ′, s˜) une donne´e endoscopique relevante de (G, G˜, a). Soit V un
ensemble fini de places de F contenant Vram(G
′). Conside´rons des donne´es (H, H˜,b) et
H′ = (H ′,H′, t˜) ve´rifiant les hypothe`ses (1) a` (6) du paragraphe pre´ce´dent. Conside´rons
aussi des donne´es auxiliaires H ′1, H˜
′
1, C1,H , ξˆ1,H pour H
′, non ramifie´es hors de V . On a
la projection H ′1 → H
′. On a aussi un homomorphisme ι′ : G′ → H ′, de´fini sur F , et la
projection duale ιˆ′ : Hˆ ′ → Gˆ′. Notons G′1 le produit fibre´ de H
′
1 et G
′ au-dessus de H ′ et
posons C1 = C1,H. On a la suite exacte
1→ C1 → G
′
1 → G
′ → 1
Comme on l’a vu dans la preuve de 3.8, de ι′ se de´duit une application ι˜′ : G˜′ = G′×Z(G)
Z(G˜) → H˜ ′ = H ′ ×Z(H) Z(H˜). On de´finit G˜
′
1 comme le produit fibre´ de H˜
′
1 et G˜
′
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au-dessus de H˜ ′. La projection naturelle G˜′1 → G˜
′ est compatible avec la suite exacte
ci-dessus. Du coˆte´ des groupes duaux, on ve´rifie que l’on a un diagramme commutatif
1 1
↓ ↓
Dˆθˆ,0 = Dˆθˆ,0
↓ ↓
1 → Hˆ ′ → Hˆ ′1 → Cˆ1 → 1
↓ ↓ ‖
1 → Gˆ′ → Gˆ′1 → Cˆ1 → 1
↓ ↓
1 1
dont toutes les suites sont exactes. On a aussi une suite exacte
1→ Dˆθˆ,0 →H′ → G ′ → 1
En quotientant par Dˆθˆ,0, il se de´duit du plongement ξˆ1,H : H
′ → LH
′
1 un plongement
ξˆ1 : G
′ → LG
′
1
Les donne´es G′1, G˜
′
1, C1, ξˆ1 sont des donne´es auxiliaires pour G
′ qui sont non ramifie´es
hors de V . On les comple`te par une famille d’espaces hyperspe´ciaux (K˜ ′1,v)v 6∈V ve´rifiant
les conditions usuelles, cf. 1.1. Les groupes G′ et H ′ ont meˆme groupe adjoint. Pour
v 6∈ V , le sous-groupe compact hyperspe´cial K ′v de´termine donc de tels sous-groupes
K ′H,v de H
′(Fv) puis K
′
1,H,v de H
′
1(Fv). Alors l’ensemble K
′
1,H,v ι˜
′
1(K˜
′
1,v) est un espace
hyperspe´cial de H˜ ′1,v(Fv). On le note K˜
′
1,H,v. La famille (K˜
′
1,H,v)v 6∈V ve´rifie la condition
de compatibilite´ globale de 1.1. On comple`te les donne´es auxiliaires H ′1 etc... par cette
famille.
Pour toute place v, on introduit les ensembles Dv et D1,v relatifs a` G˜
′ et G˜′1 sur Fv
et les ensembles similaires DH,v et D1,H,v relatifs a` H˜
′ et H˜ ′1. On a vu dans la preuve de
3.8 que pour (δ, γ) ∈ Dv, on a (ι˜
′(δ), ι˜(γ)) ∈ DH,v. Il en re´sulte que, pour (δ1, γ) ∈ D1,v,
on a (ι˜′1(δ1), ι˜(γ)) ∈ D1,H,v, ou` ι˜
′
1 : G˜
′
1 → H˜
′
1 est l’application naturelle. Puisque H
′
ve´rifie l’hypothe`se (Hyp), on peut lui appliquer les constructions de la preuve de la
proposition 3.7 : de nos choix d’espaces hyperspe´ciaux se de´duit un facteur de transfert
normalise´, notons-le ∆1,H,V sur D1,H,V =
∏
v∈V D1,H,v. On de´finit une fonction ∆1,V sur
D1,V =
∏
v∈V D1,v par ∆1,V (δ1, γ) = ∆1,H,V (ι˜
′
1(δ1), ι˜(γ)). On a
(1) ∆1,V est un facteur de transfert.
Preuve. Puisque ∆1,H,V en est un, il suffit de prouver que
(2) pour toute place v et tous (δ1, γ), (δ1, γ) ∈ D1,v, on a l’e´galite´
∆1,H,v(ι˜
′
1(δ1), ι˜(γ); ι˜
′
1(δ1), ι˜(γ)) = ∆1,v(δ1, γ; δ1, γ).
On reprend les de´finitions de [I] 2.2 en ajoutant judicieusement des indices H pour les
termes relatifs a` H˜ . Les facteurs ∆II intervenant sont les meˆmes des deux coˆte´s car ces
facteurs sont insensibles aux centres et on a GAD = HAD, G
′
AD = H
′
AD. Il faut comparer
les facteurs ∆imp,H,v et ∆imp,v. On a des e´galite´s
∆imp,v(δ1, γ; δ1, γ) =< (V,ν1), (Vˆ1, s) >
−1,
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∆imp,H,v(ι˜
′
1(δ1), ι˜(γ); ι˜
′
1(δ1), ι˜(γ)) =< (VH ,ν1,H), (Vˆ1,H, t) >
−1,
les produits e´tant respectivement ceux sur
H1,0(ΓFv ;U
1−θ
→ S1)×H
1,0(WFv ; Sˆ1
1−θˆ
→ Uˆ)
et
H1,0(ΓFv ;UH
1−θ
→ S1,H)×H
1,0(WFv ; Sˆ1,H
1−θˆ
→ UˆH).
En fait, on a UH = U et des homomorphismes duaux S1 → S1,H , Sˆ1,H → Sˆ1. En
choisissant convenablement les donne´es auxiliaires intervenant, on ve´rifie que (Vˆ1, s) est
l’image naturelle de (Vˆ1,H, t) par l’homorphisme
H1,0(WFv ; Sˆ1,H
1−θˆ
→ UˆH)→ H
1,0(WFv ; Sˆ1
1−θˆ
→ Uˆ),
tandis que (VH ,ν1,H) est l’image naturelle de (V,ν1) par l’homomorphisme dual
H1,0(ΓFv ;U
1−θ
→ S1)→ H
1,0(ΓFv ;UH
1−θ
→ S1,H).
L’e´galite´ (2) re´sulte alors simplement de la compatibilite´ des produits. Cela prouve (2)
et (1). 
Pour v 6∈ V , on a deux facteurs de transfert normalise´s ∆1,v sur D1,v et ∆1,H,v sur
D1,H,v. Pour (δ1,v, γv) ∈ D1,v, on a l’e´galite´
(3) ∆1,v(δ1,v, γv) = ∆1,H,v(ι˜
′
1(δ1,v), ι˜(γv)).
La preuve est similaire a` celle de (2).
Comme en 3.7, de l’existence du facteur de transfert ∆1,V va re´sulter la proposition
suivante.
Proposition. Il existe un isomorphisme canonique
C∞c (G
′
V ) ≃ ⊗v∈V C
∞
c (G
′
v).
Preuve. On choisit des donne´es (H, H˜,b) etc... et on construit le facteur de transfert
∆1,V sur D1,V . Comme en 3.7, on a alors les isomorphismes
C∞c (G
′
V ) ≃ C
∞
c,λ1(G˜
′
1(FV )) ≃ ⊗v∈V C
∞
c (G
′
v),
le premier e´tant relatif aux donne´es (K˜ ′1,v)v 6∈V et le second au facteur de transfert ∆1,V .
Le compose´ de ces isomorphismes fournit celui de l’e´nonce´.
On doit montrer qu’il est ”canonique”, c’est-a`-dire qu’il ne de´pend pas des donne´es
auxiliaires.
Conservons les donne´es (H, H˜,b), H′ = (H ′,H′, t˜), mais remplac¸ons H ′1, H˜
′
1, C1,H ,
ξˆ1,H par d’autres donne´es auxiliaires H
′
2, H˜
′
2, C2,H , ξˆ2,H . On en de´duit de nouvelles
donne´es auxiliaires G′2, G˜
′
2, C2, ξˆ2 pour G
′. On fixe des familles (K˜ ′1,v)v 6∈V et (K˜
′
2,v)v 6∈V ou`
K˜ ′1,v, resp. K˜
′
2,v est un sous-espace hyperspe´cial de G˜
′
1(Fv), resp. G˜
′
2(Fv). Il s’en de´duit des
familles (K˜ ′1,H,v)v 6∈V et (K˜
′
2,H,v)v 6∈V ou` K˜
′
1,H,v, resp. K˜
′
2,H,v est un sous-espace hyperspe´cial
de H˜ ′1(Fv), resp. H˜
′
2(Fv). Comme dans la preuve de 3.7, on a deux isomorphismes
C∞c,λ1(G˜
′
1(FV )) ≃ C
∞
c,λ2(G˜
′
2(FV ))
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dont nous voulons prouver qu’ils sont e´gaux. Ils sont donne´s par des fonctions de re-
collement λ˜12,K,V et λ˜12,∆,V sur G˜
′
12(FV ). Comme en 3.7, il s’agit de prouver que ces
fonctions sont e´gales. Mais pour H′, on a aussi des fonctions de recollement λ˜12,H,K,V et
λ˜12,H,∆,V sur H˜
′
12(FV ). Des applications ι˜
′
1 et ι˜
′
2 (avec des notations e´videntes) se de´duit
une application ι˜′12 : G˜
′
12 → H˜
′
12. Il re´sulte des de´finitions et de (2) et (3) que l’on a les
e´galite´s
λ˜12,K,V = λ˜12,H,K,V ◦ ι˜
′
12, λ˜12,∆,V = λ˜12,H,∆,V ◦ ι˜
′
12.
Parce que H ve´rifie l’hypothe`se (Hyp), on peut lui appliquer la preuve de 3.7 qui montre
l’e´galite´ λ˜12,H,K,V = λ˜12,H,∆,V . L’e´galite´ cherche´e λ˜12,K,V = λ˜12,∆,V s’ensuit.
Remplac¸ons maintenant les donne´es auxiliaires (H, H˜,b), H′ = (H ′,H′, t˜), H ′1, H˜
′
1,
C1,H , ξˆ1,H par d’autres (H¯,
˜¯H,b) etc... ve´rifiant les meˆmes conditions. En utilisant le
lemme 3.8 (ii), on introduit des donne´es (H, H˜,b) et H′ = (H ′,H′, t˜
′
) qui dominent
(H, H˜,b) et H′ ainsi que (H¯, ˜¯H,b) et H
′
. On peut fixer des donne´es auxiliaires H ′1,
H˜
′
1, C1,H , ξˆ1,H . On peut de´composer la preuve en deux : prouver que l’isomorphisme ne
change pas quand on remplace les donne´es H etc.. par les donne´es H etc... puis qu’il
ne change pas quand on remplace les donne´es H etc... par H¯ etc... Les deux assertions
sont similaires. On peut ne de´montrer que la premie`re partie et oublier les donne´es
H¯ etc... On s’est ainsi ramene´ au cas ou` les donne´es (H, H˜,b) et H′ = (H ′,H′, t˜
′
)
dominent (H, H˜,b) et H′. En particulier, on a des plongements compatibles κ : H → H ,
κ˜ : H˜ → H˜ et, dualement, des plongements κˆ et ˆ˜κ. On a aussi des homomorphismes
compatibles κ′ : H ′ → H ′ et κ˜′ : H˜ ′ → H˜
′
. Le meˆme proce´de´ qui nous a permis de
de´duire de H ′1 etc... des donne´es auxiliaires G
′
1 etc... nous permet maintenant de de´duire
des donne´es H ′1 etc... des donne´es auxiliaires pour H
′, que l’on note H ′2, H˜
′
2 etc... Par
exemple, H ′2 est le produit fibre´ de H
′ et H ′1 au-dessus de H
′. D’apre`s ce que l’on a de´ja`
de´montre´, notre isomorphisme est insensible au changement de ces donne´es auxiliaires,
on peut donc supposer que H ′1 = H
′
2 etc... Il re´sulte des constructions que les donne´es
auxiliaires G′1, G˜
′
1, C1, ξˆ1 pourG
′ de´duites de H ′1 etc... sont les meˆmes que celles de´duites
de H ′1 etc... On a d’ailleurs C1 = C1,H = C1,H . On fixe une famille (K˜
′
1,v)v 6∈V d’espaces
hyperspe´ciaux, dont on de´duit des familles (K˜ ′1,H,v)v 6∈V et (K˜
′
1,H,v)v 6∈V . Pour v 6∈ V , ces
familles de´terminent des facteurs de transfert normalise´s ∆1,H,v et ∆1,H,v. On de´montre
les assertions similaires a` (2) et (3) :
(4) pour v ∈ V al(F ) et (δ1,v, γv), (δ1,v, γv) ∈ D1,H,v, on a l’e´galite´
∆1,H,v(κ˜
′
1(δ1,v), κ˜(γv); κ˜
′
1(δ1,v), κ˜(γv)) = ∆1,H,v(δ1,v, γv; δ1,v, γv);
(5) pour v 6∈ V et (δ1,v, γv) ∈ D1,H,v, on a l’e´galite´
∆1,H,v(κ˜
′
1(δ1,v), κ˜(γv)) = ∆1,H,v(δ1,v, γv).
Fixons un tore maximal T ′H de H
′ ve´rifiant l’hypothe`se (Hyp) et construisons des
e´le´ments (δ1, γ) ∈ H˜
′
1(AF ) × H˜(AF ) comme en 3.6. Alors le commutant T
′
H de κ
′(T ′)
dans H ′ ve´rifie l’hypothe`se (Hyp) et les e´le´ments (κ˜′(δ1), κ˜(γ)) ∈ H˜
′
1(AF ) × H˜(AF )
ve´rifient les hypothe`ses de ce paragraphe. De plus, on a
(6) ∆H(δ1, γ) = ∆H(κ˜
′(δ1), κ˜(γ)).
La preuve est similaire a` celle de (2).
Il re´sulte de (4), (5) et (6) que, pour (δ1,V , γV ) ∈ D1,H,V , on a l’e´galite´
∆1,H,V (κ˜
′
1(δ1,V ), κ(γV )) = ∆1,H,V (δ1,V , γV ).
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Le plongement ι˜H : G˜→ H˜ est le compose´ du plongement similaire ι˜H : G˜→ H˜ et de κ˜.
De meˆme, l’application ι˜′H est la compose´e de ι˜
′
H et de κ˜
′. L’e´galite´ pre´ce´dente montre
que le facteur de transfert ∆1,V pour G
′ de´duit de ∆1,H,V est le meˆme que celui de´duit
de ∆1,H,V . Donc l’isomorphisme
⊗v∈V C
∞
c (G
′
v) ≃ C
∞
c,λ1(G˜
′
1(FV ))
est inchange´ quand on remplace les donne´es H etc... par H etc... L’isomorphisme
C∞c (G
′
V ) ≃ C
∞
c,λ1(G˜
′
1(FV ))
ne change pas non plus puisqu’il ne de´pend que de la famille (K˜ ′1,v)v 6∈V . Cela ache`ve la
preuve. 
Remarque. En 3.3, on a de´fini l’espace C∞c (G
′
V ) en supposant G
′ relevante et
V ⊃ Vram(G
′). Supposant toujours G′ relevante et soit V un ensemble fini quelconque de
places de F . On peut poser C∞c (G
′
V ) = ⊗v∈V C
∞
c (G
′
v). Il n’y a pas d’ambigu¨ıte´ puisque la
proposition pre´ce´dente affirme que, dans le domaine commun des deux de´finitions (c’est-
a`-dire quand V contient Vram(G
′)), les deux espaces ainsi de´finis sont canoniquement
isomorphes.
3.10 Adaptation aux K-espaces
Conside´rons un K-espace comme en 1.16. Soit G′ = (G′,G ′, s˜) une donne´e endosco-
pique relevante de ce K-espace. On fixe un ensemble fini V de places contenant Vram et
des donne´es auxiliaires non ramifie´es hors de V .
Soit v une place de F . Le bifacteur ∆1,v s’e´tend a` tout le K-espace, c’est-a`-dire
que l’on peut de´finir des termes ∆1,v(δ1, γ; δ1, γ) pour deux couples (δ1, γ), (δ1, γ) se
correspondant, avec γ ∈ G˜p(Fv) et γ ∈ G˜p(Fv). La de´finition est la meˆme qu’en [I] 2.3.
Avec les de´finitions de 1.16, on a les e´galite´s
∆1,v(δ1, γ; δ1, γ) = ∆1,v(δ1, φ˜
′
p′,p(γ); δ1, φ˜
′
p′,p(γ)), si v est finie ou complexe ;
∆1,v(δ1, γ; δ1, γ) = ω(hph
−1
p )∆1,v(δ1, φ˜
′
p′,p(γ); δ1, φ˜
′
p′,p(γ)) si v est re´elle.
Conside´rons les deux hypothe`ses
Hyp′ il existe un sous-tore maximal T ′ de F , de´fini sur F , de sorte que, pour toute
place v de F , il existe pv ∈ Π et un couple (δv, γv) ∈ D(G
′
v) avec δv ∈ T˜
′(Fv) et
γv ∈ G˜pv(Fv) ;
Hyp′′ il existe un sous-tore maximal T ′ de F , de´fini sur F , et un e´le´ment p ∈ Π de
sorte que, pour toute place v de F , il existe un couple (δv, γv) ∈ D(G
′
v) avec δv ∈ T˜
′(Fv)
et γv ∈ G˜p(Fv).
Elles sont e´quivalentes. En effet, la seconde implique e´videmment la premie`re. Sup-
posons Hyp′ ve´rifie´e. Pour toute place re´elle, fixons pv ve´rifiant cette hypothe`se. D’apre`s
le lemme 1.16, il existe p ∈ Π, d’ailleurs unique, tel que p soit v-e´quivalent a` pv pour
toute place v re´elle. On voit alors que cet p ve´rifie Hyp′′.
Supposons ces hypothe`ses ve´rifie´es. On fixe T ′ et p ve´rifiant Hyp′′. Appliquant la
construction de 3.6 a` la composante G˜p, on construit un couple (δ1, γ) avec γ ∈ G˜p(AF )
et un terme ∆(δ1, γ). Si on remplace les donne´es T
′, p, δ1 et γ par d’autres donne´es T
′,
p, δ1 et γ, la proposition 3.6(ii) est encore ve´rifie´e, les bifacteurs e´tant e´tendus comme
ci-dessus au K-espace. La seule modification a` faire a` la de´monstration est la suivante :
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en 3.6, on a fixe´ r ∈ GSC(F¯ ) tel que adr(E
∗) = E∗ et on a pose´ uE∗(σ) = ruE∗(σ)σ(r)
−1 ;
il faut maintenant fixer r ∈ Gp,SC(F¯ ) tel que adr ◦ φp,p(E
∗) = E∗ et poser
uE∗(σ) = rφp,p(uE∗(σ))∇p,p(σ)σ(r)
−1.
Cette construction une fois faite, le reste des paragraphes 3.6 et 3.7 s’adapte sans
changement aux K-espaces.
Les paragraphes 3.8 et 3.9 s’adaptent aussi de la fac¸on suivante. Fixons p ∈ Π et
effectuons les constructions de 3.8 pour la composante Gp. On construit donc un groupe
Hp et un espace H˜p comme en 3.8 relatif a` Gp et G˜p. Pour q ∈ Π, on introduit un
groupe Hq et un espace H˜q : sur F¯ , ils sont e´gaux a` Hp et H˜p ; on notant les identite´s
φHp,q : Hq → Hp et φ˜
H
p,q : H˜q → H˜p, on de´finit les actions galoisiennes sur Hq et H˜q de
sorte que l’on ait les e´galite´s φHp,q ◦ σ(φ
H
p,q)
−1 = ad∇p,q(σ) et φ˜
H
p,q ◦ σ(φ˜
H
p,q)
−1 = ad∇p,q(σ)
pour tout σ ∈ ΓF . On a alors des plongements Gq → Hq et G˜q → H˜q de´finis sur F de
sorte que les diagrammes suivants soient commutatifs
Gp → Hp G˜p → H˜p
↑ φp,q ↑ φ
H
p,q ↑ φ˜p,q ↑ φ˜
H
p,q
Gq → Hq G˜q → H˜q
La collection (H˜q)q∈Π n’a pas de raison d’eˆtre un K-espace au sens de 1.16 car les ap-
plications H1(F ;Gq)→ H
1(F ;Hq) ne sont pas bijectives en ge´ne´ral. Mais les conditions
pre´cises impose´es en 1.16 ne servent qu’aux formules d’inversion de [I] 4.9. Elles ne sont
pas ne´cessaires pour de´finir les facteurs de transfert de la meˆme fac¸on que ci-dessus. Par
abus de notations, on notera encore KH˜ la collection (H˜q)q∈Π. Alors, comme en 3.9, on
de´finit les facteurs de transfert pour cette collection puis on les restreint au K-espace de
de´part KG˜. On obtient les meˆmes conse´quences qu’en 3.9.
4 Inte´grales orbitales ponde´re´es et endoscopie
4.1 Inte´grales orbitales ponde´re´es invariantes stables
On suppose (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Soit M˜ ∈ L(M˜0) et soit
V un ensemble fini de places. Posons
Dst⋄ (M˜(FV )) = D
st
ge´om,G˜−e´qui
(M˜(FV )) +D
st
tr−orb(M˜(FV )) ⊂ D
st
ge´om(M˜(FV )).
On va de´finir une forme biline´aire
(δ, f) 7→ SG˜
M˜
(δ, f)
sur le produit(
Dst⋄ (M˜(FV ))⊗Mes(M(FV ))
∗
)
×
(
C∞c (G˜(FV ))⊗Mes(G(FV ))
)
.
Le the´ore`me qui suit e´nonce une de ses proprie´te´s cle´s. On le prouvera au paragraphe
suivant.
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The´ore`me. Pour tout δ ∈ Dst⋄ (M˜(FV ))⊗Mes(M(FV ))
∗, la distribution f 7→ SG˜
M˜
(δ, f)
est stable, c’est-a`-dire se factorise par la projection de C∞c (G˜(FV ))⊗Mes(G(FV )) dans
SI(G˜(FV ))⊗Mes(G(FV )).
Conforme´ment a` nos hypothe`ses de re´currence, on admet cette proprie´te´ pour les
couples (G′, G˜′) ve´rifiant les meˆmes hypothe`ses que (G, G˜) et tels que dim(G′SC) <
dim(GSC).
Supposons de´finie notre forme biline´aire. On doit e´tendre la de´finition a` la situation
”avec caracte`re central” de 1.15. On doit aussi montrer que, pour deux extensions G˜1,
G˜2 de G˜ et pour une fonction de recollement λ˜12,V comme dans ce paragraphe, les deux
de´finitions de la forme biline´aire se recollent. Admettons cela par re´currence pour les
couples (G′, G˜′) comme ci-dessus. Soit s ∈ Z(Mˆ)ΓF . On de´finit la donne´e endoscopique
G′(s) comme dans le cas local (cf. [I] 3.3), dont la donne´e endoscopique maximale M est
une ”donne´e de Levi”. Pour s 6∈ Z(Gˆ)ΓF , on a dim(G′(s)SC) < dim(GSC) et les proprie´te´s
formelles ci-dessus permettent de de´finir S
G′(s)
M
(δ, f) pour δ ∈ Dst⋄ (MV )⊗Mes(M(FV ))
∗
et f ∈ SI(G′(s)V )⊗Mes(G
′(FV )). On de´finit d’autre part
iM˜(G˜, G˜
′(s)) =
{
[Z(Gˆ′(s))ΓF : Z(Gˆ)ΓF ]−1, si G′(s) est elliptique,
0, sinon.
On peut alors poser la de´finition
SG˜
M˜
(δ, f) = IG˜
M˜
(δ, f)−
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ,s 6=1
iM˜(G˜, G˜
′(s))S
G
′(s)
M
(δ, fG
′(s)).
Il est clair que cette forme est invariante en f , c’est-a`-dire ne de´pend que de l’image
de f dans I(G˜(FV ))⊗Mes(G(FV )).
4.2 Formules de de´composition
La situation est la meˆme que dans le paragraphe pre´ce´dent. Le lien entre la forme
biline´aire qu’on y a de´finie et ses avatars locaux de´finis en [II] 1.10 et [V] 1.4 et 2.4
est donne´ par la proposition suivante. Soient deux espaces de Levi L˜1, L˜2 ∈ L(M˜) tels
que dG˜
M˜
(L˜1, L˜2) 6= 0. Alors A
G
L1
∩ AGL2 = {0}. Cette condition entraˆıne dualement que
l’homomorphisme
Z(Mˆ)ΓF /Z(Gˆ)ΓF → Z(Mˆ)ΓF /Z(Lˆ1)
ΓF ⊕ Z(Mˆ)ΓF /Z(Lˆ2)
ΓF
est surjectif et de noyau fini. On note kG˜
M˜
(L˜1, L˜2) le nombre d’e´le´ments de ce noyau et
on pose eG˜
M˜
(L˜1, L˜2) = d
G˜
M˜
(L˜1, L˜2)k
G˜
M˜
(L˜1, L˜2)
−1. Si au contraire dG˜
M˜
(L˜1, L˜2) = 0, on pose
eG˜
M˜
(L˜1, L˜2) = 0. Soit L˜
V = (L˜v)v∈V ∈ L(M˜V ) tel que d
G˜
M˜V
(M˜, L˜V ) 6= 0. Cette condition
entraˆıne encore que l’homomorphisme
Z(Mˆ)ΓF /Z(Gˆ)ΓF → ⊕v∈V Z(Mˆv)
ΓFv/Z(Lˆv)ΓFv
est surjectif et de noyau fini. On note kG˜
M˜V
(M˜, L˜V ) le nombre d’e´le´ments de ce noyau et
on pose eG˜
M˜V
(M˜, L˜V ) = dG˜
M˜V
(M˜, L˜V )kG˜
M˜V
(M˜, L˜V )−1. Si au contraire dG˜
M˜V
(M˜, L˜V ) = 0, on
pose eG˜
M˜V
(M˜, L˜V ) = 0.
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Proposition. Soient δ = ⊗v∈V δv ∈ D
st
⋄ (M˜(FV )) ⊗ Mes(M(FV ))
∗ et f = ⊗v∈V fv ∈
C∞c (G˜(FV ))⊗Mes(G(FV )).
(i) On a l’e´galite´
SG˜
M˜
(δ, f) =
∑
L˜V ∈L(M˜V )
eG˜
M˜V
(M˜, L˜V )
∏
v∈V
SL˜
v
M˜v
(δv, fv,L˜v).
(ii) Supposons V re´union disjointe de V1 et V2. Pour i = 1, 2, posons δi = ⊗v∈Viδv et
fi = ⊗v∈Vifv. Alors
SG˜
M˜
(δ, f) =
∑
L˜1,L˜2∈L(M˜)
eG˜
M˜
(L˜1, L˜2)S
L˜1
M˜
(δ1, f1,L˜1)S
L˜2
M˜
(δ2, f2,L˜2).
(iii) Supposons V re´duit a` une place v. Alors
SG˜
M˜
(δ, f) =
∑
L˜v∈L(M˜v)
eG˜
M˜v
(M˜, L˜v)SL˜
v
M˜v
(δ, fL˜v).
Preuve. On ne de´montre pas cette proposition car nous ferons une de´monstration
analogue au paragraphe 4.4, dans une situation plus ge´ne´rale. On va simplement montrer
ici que (i) est e´quivalente a` la re´union des deux assertions (ii) et (iii).
On va commencer par l’implication (ii)+(iii) implique (i).On raisonne par re´currence
sur le nombre d’e´le´ments de V . Si V est re´duit a` une place v, l’assertion (i) est identique
a` (iii). Si V a au moins deux e´le´ments, on de´compose V en union disjointe V1⊔V2 de deux
sous-ensembles non vides, donc de nombres d’e´le´ments strictement infe´rieurs a` celui de V .
On applique (ii). Pour i = 1, 2, on applique (i) par re´currence aux termes SL˜i
M˜
(δi, fi,L˜i) qui
interviennent. Il apparaˆıt des ensembles de sommation LL˜i(M˜Vi) ⊂ L(M˜Vi). L’ensemble
L(M˜V ) est le produit de L(M˜V1) et de L(M˜V2). On pose
LL˜1,L˜2(M˜V ) = L
L˜1(M˜V1)×L
L˜2(M˜V2).
Un produit pour i = 1, 2 de sommes sur LL˜i(M˜Vi) est donc une somme sur L
L˜1,L˜2(M˜V ).
D’ou`
SL˜1
M˜
(δ1, f1,L˜1)S
L˜2
M˜
(δ2, f2,L˜2) =
∑
L˜V ∈LL˜1,L˜2 (M˜V )
eL˜1
M˜V1
(M˜, L˜V1)eL˜2
M˜V2
(M˜, L˜V2)
∏
v∈V
SL˜
v
M˜v
(δv, fv,L˜v)
(on a note´ L˜Vi pour i = 1, 2 les deux composantes de L˜V ). En inversant les sommes en
L˜1, L˜2 et en L˜
V , on obtient
SG˜
M˜
(δ, f) =
∑
L˜V ∈L(M˜V )
EG˜
M˜V
(M˜, L˜V )
∏
v∈V
SL˜
v
M˜v
(δv, fv,L˜v),
ou`
EG˜
M˜V
(M˜, L˜V ) =
∑
L˜1,L˜2∈L(M˜),L˜V ∈LL˜1,L˜2(M˜V )
eG˜
M˜
(L˜1, L˜2)e
L˜1
M˜V1
(M˜, L˜V1)eL˜2
M˜V2
(M˜, L˜V2).
Pour obtenir (i), il reste a` prouver que, pour L˜V ∈ L(M˜V ), on a
(1) EG˜
M˜V
(M˜, L˜V ) = eG˜
M˜V
(M˜, L˜V ).
75
On montre que
(2) s’il existe L˜1, L˜2 ∈ L(M˜) tels que L˜
V ∈ LL˜1,L˜2(M˜V ) et
dG˜
M˜
(L˜1, L˜2)d
L˜1
M˜V1
(M˜, L˜V1)dL˜2
M˜V2
(M˜, L˜V2) 6= 0,
alors dG˜
M˜V
(M˜, L˜V ) 6= 0.
L’hypothe`se dL˜1
M˜V1
(M˜, L˜V1) 6= 0 signifie que
∆V1(A
L˜1
M˜
)⊕AL˜1
L˜V1
= AL˜1
M˜V1
,
ou` on utilise les notations de 1.4. En ajoutant l’espace ⊕v∈V1A
G˜
L˜1
, qui est en somme
directe avec les pre´ce´dents, on obtient
∆V1(A
L˜1
M˜
)⊕AG˜
L˜V1
= AG˜
M˜V1
.
De meˆme en remplac¸ant les indices 1 par 2. En sommant les e´galite´s obtenues, on obtient
(3) ∆V1(A
L˜1
M˜
)⊕∆V2(A
L˜2
M˜
)⊕AG˜
L˜V
= AG˜
M˜V
.
Montrons que l’on a l’inclusion
(4) ∆V1(A
L˜1
M˜
)⊕∆V2(A
L˜2
M˜
) ⊂ ∆V (A
G˜
M˜
) + (∆V1(A
G˜
L˜1
)⊕∆V2(A
G˜
L˜2
)).
L’hypothe`se dG˜
M˜
(L˜1, L˜2) 6= 0 entraˆıne que l’application line´aire somme des projections
orthogonales
AG˜
M˜
→ AL˜1
M˜
⊕AL˜2
M˜
H 7→ (H L˜1, H L˜2)
est bijective. Pour i = 1, 2, soit Hi ∈ A
L˜i
M˜
. On introduit l’image re´ciproque H de (H1, H2)
par l’application pre´ce´dente. Alors
∆V1(H1) + ∆V2(H2) = ∆V (H)−∆V1(HL˜1)−∆V2(HL˜2).
Le membre de droite appartient au membre de droite de (4), ce qui prouve cette assertion.
Le dernier espace du membre de gauche de (3) contient ∆V1(A
G˜
L˜1
)⊕∆V2(A
G˜
L˜2
). Graˆce
a` (4), on obtient l’inclusion
(5) ∆V1(A
L˜1
M˜
)⊕∆V2(A
L˜2
M˜
)⊕AG˜
L˜V
⊂ ∆V (A
G˜
M˜
) +AG˜
L˜V
.
La somme des dimensions est la meˆme des deux coˆte´s. En effet, ∆V (A
G˜
M˜
) a meˆme di-
mension que AG˜
M˜
et, pour i = 1, 2, ∆Vi(A
L˜i
M˜
) a meˆme dimension que AL˜i
M˜
. Or l’hypothe`se
dG˜
M˜
(L˜1, L˜2) 6= 0 entraˆıne que A
G˜
M˜
= AL˜1
M˜
⊕AL˜2
M˜
. Cela implique l’e´galite´ voulue des dimen-
sions. Mais celle-ci implique que les espaces du membre de droite de (5) sont en somme
directe et que l’inclusion est une e´galite´. En utilisant (3), on obtient l’e´galite´
(6) ∆V (A
G˜
M˜
)⊕AG˜
L˜V
= AG˜
M˜V
.
Cela signifie que la conclusion de (2) est ve´rifie´e.
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Inversement, on a
(7) si dG˜
M˜V
(M˜, L˜V ) 6= 0, alors il existe un unique couple (L˜1, L˜2) ve´rifiant les hy-
pothe`ses de (2).
Montrons d’abord l’unicite´. La condition L˜V1 ∈ LL˜1(M˜V1) signifie que AL˜1 ⊂ AL˜v
pour tout v ∈ V1. La condition d
L˜1
M˜V1
(M˜, L˜V1) 6= 0 entraˆıne
AL˜1
M˜
∩ (∩v∈V1A
L˜1
L˜v
) = {0}.
Leur conjonction conduit a` l’e´galite´
(8) AL˜1 = AM˜ ∩ (∩v∈V1AL˜v).
D’ou` l’unicite´ de L˜1 et de meˆme celle de L˜2. Inversement, notons B l’intersection de
droite ci-dessus, soit T le sous-tore de´fini sur F de AM˜ tel que X∗(T ) = X∗(AM˜) ∩ B.
Soit L˜1 le commutant de T dans G˜. Il contient M˜ et les L˜v pour v ∈ V1. A fortiori,
il est non vide et c’est donc un espace de Levi. Les inclusions ci-dessus entraˆınent que
AL˜1 est contenu dans B. Mais il contient par de´finition X∗(T ) qui engendre B. Il est
donc e´gal a` B. Cela prouve l’existence d’un espace de Levi L˜1 ve´rifiant (8). On de´finit de
meˆme l’espace L˜2. On va montrer que le couple (L˜1, L˜2) ve´rifie les hypothe`ses de (2). La
de´finition de ces espaces n’entraˆıne pas l’e´galite´ (3), mais elle entraˆıne que les espaces du
membre de gauche de cette e´galite´ sont en somme directe. L’hypothe`se dG˜
M˜V
(M˜, L˜V ) 6= 0
entraˆıne l’e´galite´ (6). On de´duit de ces deux faits l’ine´galite´
dim(AG˜
M˜
) ≥ dim(AL˜1
M˜
) + dim(AL˜2
M˜
).
L’e´galite´ (8) et son analogue pour L˜2 entraˆınent que
AL˜1 ∩ AL˜2 = AM˜ ∩ (∩v∈VAL˜v).
Mais cette intersection est re´duite a` AG˜ en vertu de l’hypothe`se d
G˜
M˜V
(M˜, L˜V ) 6= 0. Donc
les espaces AG˜
L˜1
et AG˜
L˜2
sont en somme directe. En prenant les orthogonaux, on obtient
l’e´galite´
AG˜
M˜
= AL˜1
M˜
+AL˜2
M˜
.
L’ine´galite´ de dimensions prouve´e ci-dessus entraˆıne que la somme de droite est directe.
D’ou` dG˜
M˜
(L˜1, L˜2) 6= 0. D’ou` aussi : cette ine´galite´ de dimensions est une e´galite´. En re-
prenant le raisonnement conduisant a` cette ine´galite´, on voit que l’e´galite´ (3) est ve´rifie´e.
En la projetant sur ⊕v∈ViA
L˜i
M˜
, on obtient
∆Vi(A
L˜i
M˜
)⊕AL˜i
L˜Vi
= AL˜i
M˜Vi
.
Cela signifie que dL˜i
M˜Vi
(M˜, L˜Vi) 6= 0 pour i = 1, 2. Cela prouve (7).
Graˆce a` (2) et (7), on obtient
EG˜
M˜V
(M˜, L˜V ) =
{
0, si dG˜
M˜V
(M˜, L˜V ) = 0,
eG˜
M˜
(L˜1, L˜2)e
L˜1
M˜V1
(M˜, L˜V1)eL˜2
M˜V2
(M˜, L˜V2), si dG˜
M˜V
(M˜, L˜V ) 6= 0,
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ou` (L˜1, L˜2) est le couple de´termine´ par (7). Pour prouver (1), on peut supposer d
G˜
M˜V
(M˜, L˜V ) 6=
0 et il faut prouver l’e´galite´
eG˜
M˜V
(M˜, L˜V ) = eG˜
M˜
(L˜1, L˜2)e
L˜1
M˜V1
(M˜, L˜V1)eL˜2
M˜V2
(M˜, L˜V2).
Elle se de´compose en les deux e´galite´s
dG˜
M˜V
(M˜, L˜V ) = dG˜
M˜
(L˜1, L˜2)d
L˜1
M˜V1
(M˜, L˜V1)dL˜2
M˜V2
(M˜, L˜V2),
et
(9) kG˜
M˜V
(M˜, L˜V ) = kG˜
M˜
(L˜1, L˜2)k
L˜1
M˜V1
(M˜, L˜V1)kL˜2
M˜V2
(M˜, L˜V2).
La premie`re se prouve en reprenant les de´monstrations de (2) et (7) et en pre´cisant com-
ment se comportent les mesures selon les diffe´rentes de´compositions en somme directe.
On laisse les de´tails fastidieux au lecteur. Prouvons (9). L’homomorphisme
Z(Mˆ)ΓF
Z(Gˆ)ΓF
→ ⊕v∈V
Z(Mˆv)
ΓFv
Z(Lˆv)ΓFv
se de´compose en le produit de
Z(Mˆ)ΓF
Z(Gˆ)ΓF
→
Z(Mˆ)ΓF
Z(Lˆ1)ΓF
⊕
Z(Mˆ)ΓF
Z(Lˆ2)ΓF
et de
Z(Mˆ)ΓF
Z(Lˆ1)ΓF
⊕
Z(Mˆ)ΓF
Z(Lˆ2)ΓF
→
(
⊕v∈V1
Z(Mˆv)
ΓFv
Z(Lˆv)ΓFv
)
⊕
(
⊕v∈V2
Z(Mˆv)
ΓFv
Z(Lˆv)ΓFv
)
.
Tous ces homomorphismes sont surjectifs. Donc le nombre d’e´le´ments kG˜
M˜V
(M˜, L˜V ) du
noyau du compose´ est le produit des nombres d’e´le´ments des noyaux des deux homomor-
phismes ci-dessus. Ceux-ci sont respectivement kG˜
M˜
(L˜1, L˜2) et k
L˜1
M˜V1
(M˜, L˜V1)kL˜2
M˜V2
(M˜, L˜V2).
Cela prouve (9) et ache`ve la preuve de l’implication (ii)+(iii) implique (i).
En fait, on a prouve´ que, si on admettait (i) pour les facteurs du membre de droite
de (ii), alors ce membre de droite e´tait e´gal a` celui de (i). Mais cela de´montre que (i)
implique (ii). De plus, (iii) n’est que (i) dans le cas particulier ou` V n’a qu’un e´le´ment.
Donc (i) implique (ii)+(iii). 
Le (i) de cette proposition rame`ne la preuve des proprie´te´s requises de la forme
biline´aire (δ, f) 7→ SG˜
M˜
(δ, f) a` celle des meˆmes proprie´te´s pour ses avatars locaux. En ce
qui concerne les proprie´te´s formelles, on a fait cette preuve en [II] 1.10. La proprie´te´ de
stabilite´ a e´te´ prouve´e en [III] 2.8 dans le cas non-archime´dien, en [V] 1.5 et section 4
dans le cas archime´dien. Cela prouve le the´ore`me 4.1.
Variante. Supposons donne´ un syste`me de fonctions B comme en 1.10. En rem-
plac¸ant les inte´grales IG˜
M˜
(γ, f) par leurs variantes IG˜
M˜
(γ, B, f) dans les constructions
pre´ce´dentes, on de´finit les variantes SG˜
M˜
(δ, B, f) des inte´grales orbitales ponde´re´es stables.
Elles ve´rifient des proprie´te´s analogues aux pre´ce´dentes.
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4.3 Une proprie´te´ de support
Les hypothe`ses sont les meˆmes que dans le paragraphe pre´ce´dent mais on suppose
que V contient Vram.
Lemme. Soit Ξ ⊂ AM˜ un ensemble compact et soit f ∈ C
∞
c (G˜(FV )) ⊗Mes(G(FV )).
Alors il existe un sous-ensemble compact C˜V de M˜(FV ) tel que, pour tout δ ∈ D
st
⋄ (M˜(FV ))⊗
Mes(M(FV ))
∗ ve´rifiant les deux conditions :
- l’image par H˜M˜V du support de δ est contenu dans Ξ,
- SG˜
M˜
(δ, f) 6= 0,
il existe un e´le´ment du support de δ qui soit conjugue´ a` un e´le´ment de C˜V par un e´le´ment
de M(FV ).
Preuve. On utilise la de´finition. Pour que SG˜
M˜
(δ, f) soit non nul, il faut que IG˜
M˜
(δ, f)
soit non nul ou qu’il existe s˜ ∈ Z(Mˆ)ΓF /Z(Gˆ)ΓF avec s˜ 6= 1 de sorte que S
G′(s˜)
M
(δ, fG
′(s˜))
soit non nul. Dans le premier cas, on conclut par le lemme 1.12. Dans le deuxie`me,
l’application H˜M˜V ne de´pendant pas des espaces ambiants G˜ ou G˜
′(s˜), les hypothe`ses
restent ve´rifie´es si l’on remplace G˜ par G˜′(s˜). Puisque s˜ 6= 1, on peut appliquer le lemme
par re´currence, ce qui conduit encore a` la conclusion. 
4.4 Le syste`me de fonctions BG˜
Revenons au cas ge´ne´ral. Soit G′ = (G′,G ′, s˜) une donne´e endoscopique de (G, G˜, a).
Nous allons munir G˜′ d’un syste`me de fonctions comme en 1.10 que nous noterons BG˜.
On fixe comme toujours une paire de Borel e´pingle´e Eˆ de Gˆ pour laquelle on utilise les
notations usuelles, cf. [I] 1.5. En particulier, on suppose s˜ = sθˆ, avec s ∈ Tˆ .
Fixons des paires de Borel e´pingle´es E = (B, T (, Eα)α∈∆) deG et E
′ = (B′, T ′, (E ′α′)α′∈∆′)
de G′. On suppose E ′ de´finie sur F . On note T˜ l’ensemble des γ ∈ G˜ tels que adγ conserve
(B, T ) et T˜ ′ l’ensemble des δ ∈ G˜′ tels que adδ conserve (B
′, T ′). On a un homomor-
phisme ξ : T → T ′, qui se prolonge en une application ξ˜ : T˜ → T˜ ′. Soit ǫ ∈ T˜ ′, fixons
η ∈ T˜ tel que ξ˜(η) = ǫ, e´crivons η = νe, avec ν ∈ T et e ∈ Z(G˜, E). Notons Σ(T )
l’ensemble des racines de T dans g et ΣG
′
ǫ (T
′) celui des racines de T ′ dans g′ǫ. On a de´crit
maintes fois ce dernier ensemble. C’est la re´union des ensembles
(a) les Nα pour α ∈ Σ(T ) de type 1 tels que Nα(ν) = 1 et Nαˆ(s) = 1 ;
(b) les 2Nα pour α ∈ Σ(T ) de type 2 tels que Nα(ν) = 1 et Nαˆ(s) = 1 ;
(c) les 2Nα pour α ∈ Σ(T ) de type 2 tels que Nα(ν) = −1 et Nαˆ(s) = 1 ;
(d) les Nα pour α ∈ Σ(T ) de type 3 tels que Nα(ν) = 1 et Nαˆ(s) = −1.
On a introduit en 1.10 une de´composition T˜ ′ = ⊔Ω∈ΩΩ. Soit Ω ∈ Ω tel que ǫ ∈ Ω.
Soit ǫ′ un autre e´le´ment de Ω, que l’on rele`ve en η′ = ν ′e ∈ T˜ . Les ensembles ΣG
′
ǫ(T ′) et
ΣG
′
ǫ′ (T ′) sont e´gaux par de´finition de Ω. Une racine Nα avec α de type 1 ne saurait eˆtre
e´gale a` une racine 2Nβ avec β de type 2, ni a` Nβ avec β du type 3. Donc les racines
de type (a) pour ǫ sont aussi de type (a) pour ǫ′. De meˆme, les racines de type (d) pour
ǫ sont aussi de type (d) pour ǫ′. Par contre, une racine de type (b), resp. (c), pour ǫ
pourrait eˆtre de type (b) ou (c) pour ǫ′. Mais, en tout cas, pour une racine 2Nα de
type (b) ou (c) pour ǫ, on a force´ment Nα(ν ′) = ±1. Or Ω est connexe par de´finition.
Son image re´ciproque dans T˜ l’est aussi. Cela entraˆıne que Nα(ν ′) est constant quand ǫ′
parcourt Ω. Alors les racines de type (b), resp. (c), pour ǫ sont aussi de type (b), resp.
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(c), pour tout ǫ′ ∈ Ω. On de´finit alors une fonction BG˜Ω sur Σ(Ω) = Σ
G′ǫ(T ′) de la fac¸on
suivante. Dans le cas (a), BG˜Ω (Nα) = nα ; dans le cas (b), B
G˜
Ω (2Nα) = 2nα ; dans le cas
(c), BG˜Ω (2Nα) = nα ; dans le cas (d), B
G˜
Ω (Nα) = 2nα. La meˆme preuve qu’en [II] 1.11
montre que la famille de fonctions (BG˜Ω )Ω∈Ω ainsi de´finie ve´rifie les conditions de 1.10.
La meˆme construction vaut si l’on travaille avec un K-triplet (KG,KG˜, a) puisque
seule intervient la paire de Borel e´pingle´e associe´e a` ce K-triplet.
4.5 Inte´grales orbitales ponde´re´es ω-e´quivariantes endoscopiques
Commenc¸ons par quelques rappels locaux. Pour quelques instants, supposons que
F soit un corps local non-archime´dien de caracte´ristique nulle. Conside´rons un tri-
plet (G, G˜, a) de´fini sur F , un espace de Levi M˜ de G˜ et une donne´e endoscopique
M′ de (M, M˜, aM) elliptique et relevante. Pour δ ∈ D
st
ge´om(M
′) ⊗ Mes(M ′(F ))∗ et
f ∈ I(G˜(F ), ω) ⊗ Mes(G(F )), on a de´fini en [II] 1.12 un terme IG˜,E
M˜
(M′, δ, f). On en
a de´duit en [II] 1.15 une forme biline´aire
(γ, f) 7→ IG˜,E
M˜
(γ, f)
sur
(Dge´om(M˜(F ), ω)⊗Mes(M(F ))
∗)× (I(G˜(F ), ω)⊗Mes(G(F ))).
Le proce´de´ consistait a` e´crire γ comme somme
∑
i=1,...,n transfert(δi), ou` δi est une
distribution ge´ome´trique stable dans une donne´e endoscopiques M′i, et a` poser
IG˜,E
M˜
(γ, f) =
∑
i=1,...,n
IG˜,E
M˜
(M′i, δi, f).
Pour la suite, on doit ge´ne´raliser la de´finition de IG˜,E
M˜
(M′, δ, f) au cas ou` M′ est une
donne´e endoscopique de (M, M˜, a) qui est relevante mais pas force´ment elliptique. Dans
ce cas, il correspond a` M˜ ′ un Levi R˜ de M˜ et M′ est une donne´e endoscopique elliptique
et relevante de (R, R˜, a). On de´finit
IG˜,E
M˜
(M′, δ, f) =
∑
L˜∈L(R˜)
dG˜
R˜
(M˜, L˜)I L˜,E
R˜
(M′, δ, fL˜,ω).
En vertu de la relation [II] 1.15(1), on a encore l’e´galite´
(1) IG˜,E
M˜
(transfert(δ), f) = IG˜,E
M˜
(M′, δ, f).
Supposons maintenant que F = R ou F = C. Des constructions analogues valent
d’apre`s [V] 1.7, 1.8 et 2.4. Il y a quelques modifications. On doit travailler avec un K-
espace (KG,KG˜, a) et un K-espace de Levi KM˜ . Pour une donne´e endoscopique M′ de
(KM,KM˜, aM) elliptique et relevante, on a de´fini en [V] 1.7 l’espace D
st
ge´om,G˜−e´qui
(M′).
On note Dst⋄ (M
′) la somme de cet espace et de Dsttr−orb(M
′). Les termes IKG˜,E
KM˜
(M′, δ, f)
sont de´finis pour δ ∈ Dst⋄ (M
′) ⊗Mes(M ′(F ))∗. Comme ci-dessus, les constructions se
ge´ne´ralisent au cas ou` M′ est relevante mais pas elliptique. On a une e´galite´ analogue a`
(1). Les termes IKG˜,E
KM˜
(γ, f) sont de´finis pour γ ∈ Dge´om,G˜−e´qui(M˜(F ), ω)⊗Mes(M(F ))
∗.
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Revenons a` notre corps de nombres F et conside´rons un K-triplet (KG,KG˜, a)
comme en 1.16. Soient V un ensemble fini de places de F , KM˜ un e´le´ment de L(KM˜0)
etM′ = (M ′,M′, ζ˜) une donne´e endoscopique elliptique et relevante de (KM,KM˜, aM).
Pour s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ, on de´finit comme dans le cas local la donne´e endoscopique G′(s˜)
qui contient M′ comme donne´e de Levi. On pose iM˜ ′(G˜, G˜
′(s˜)) = 0 si G′(s˜) n’est pas
elliptique (on utilise ici et dans la suite la notation symbolique G˜ au lieu de KG˜ chaque
fois que cela peut se faire sans ambigu¨ıte´). Si cette donne´e est elliptique, on pose
iM˜ ′(G˜, G˜
′(s˜)) = [Z(Mˆ ′)ΓF : (Z(Mˆ ′)ΓF ∩ Z(Mˆ))][Z(Gˆ′(s˜))ΓF : (Z(Gˆ′(s˜))ΓF ∩ Z(Gˆ))]−1.
Comme en [II] 1.12, il y a un homomorphisme naturel
Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ → Z(Mˆ ′)ΓF /Z(Gˆ′(s˜))ΓF .
Il est surjectif et de noyau fini. Alors iM˜ ′(G˜, G˜
′(s˜)) est l’inverse du nombre d’e´le´ments de
ce noyau.
On a de´fini en [V] 1.7 et ci-dessus les espaces Dst
ge´om,G˜−e´qui
(M′v) et D
st
⋄ (M
′
v) pour
une place v archime´dienne. Il s’en de´duit comme en 1.8 des espaces Dst
ge´om,G˜−e´qui
(M′V ) et
Dst⋄ (M
′
v). Pour δ ∈ D
st
⋄ (M
′
V )⊗Mes(M
′(FV ))
∗ et f ∈ I(KG˜(FV ), ω)⊗Mes(G(FV )), on
peut alors de´finir
(2) IKG˜,E
KM˜
(M′, δ, f) =
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))S
G′(s˜)
M′
(δ, BG˜, fG
′(s˜)).
Pour de´finir des termes IKG˜,E
KM˜
(γ, f), on ne peut pas appliquer le meˆme proce´de´ que
dans le cas local car, dans le cas global, il n’y a pas en ge´ne´ral suffisamment de donne´es
endoscopiques de´finies sur F de (KM,KM˜, aM) pour e´crire γ comme somme de transfert
a` partir de telles donne´es. Mais soient γ = ⊗γv ∈ Dge´om,G˜−e´qui(KM˜(FV ), ω)⊗Mes(FV )
∗
et f = ⊗fv ∈ I(KG˜(FV ), ω)⊗Mes(G(FV )). Puisqu’on a de´ja` de´fini les formes biline´aires
locales, on peut poser
(3) IKG˜,E
KM˜
(γ, f) =
∑
KL˜V ∈L(KM˜V )
dG˜
M˜V
(M˜, L˜V )
∏
v∈V
IKL˜
v,E
KM˜v
(γv, fv,L˜v ,ω).
Cette de´finition se prolonge par multiline´arite´ a` tout γ et tout f .
Proposition. SoientM′ une donne´e endoscopique elliptique et relevante de (KM,KM˜, aM)
et f ∈ I(KG˜(FV ), ω)⊗Mes(G(FV )).
(i) Soit δ = ⊗v∈V δv ∈ D
st
⋄ (M
′
V )⊗Mes(M
′(FV ))
∗. On a l’e´galite´
IKG˜,E
KM˜
(M′, δ, f) =
∑
L˜V ∈L(M˜V )
dG˜
M˜V
(M˜, L˜V )
∏
v∈V
IKL˜
v,E
KM˜v
(M′v, δv, fv,KL˜v,ω).
(ii) Soit δ ∈ Dst
ge´om,G˜−e´qui
(M′V )⊗Mes(M
′(FV ))
∗. On a l’e´galite´
IKG˜,E
KM˜
(transfert(δ), f) = IKG˜,E
KM˜
(M′, δ, f).
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Preuve. Dans le cas local, la relation (ii) est vraie d’apre`s (1). Dans le cas pre´sent, cette
relation re´sulte donc de (i) et de la de´finition (3). On pourrait prouver (i) directement.
Mais, pour eˆtre plus clair, on la de´compose en deux assertions :
(4) si V = V1 ⊔ V2, on a l’e´galite´
IKG˜,E
KM˜
(M′, δ, f) =
∑
KL˜1,KL˜2∈L(KM˜)
dG˜
M˜
(L˜1, L˜2)I
KL˜1,E
KM˜
(M′, δ1, f1,KL˜1,ω)I
KL˜2,E
KM˜
(M′, δ2, f2,KL˜2,ω)
(avec des notations e´videntes) ;
(5) si V est re´duit a` une place v, on a l’e´galite´
IKG˜,E
KM˜
(M′, δ, f) =
∑
KL˜v∈L(KM˜v)
dG˜
M˜v
(M˜, L˜v)IKL˜
v,E
KM˜v
(M′v, δv, fv,KL˜v,ω).
Comme dans la de´monstration de 4.1, la re´union de ces deux assertions e´quivaut a`
(i).
Prouvons (4). Dans le membre de droite de la de´finition (2), on applique la formule
(ii) de la proposition 4.2. Notons que les fonctions BL˜i pour i = 1, 2 qui interviennent
sont les restrictions de la fonction BG˜. Pour simplifier, on les note encore BG˜. On obtient
IKG˜,E
KM˜
(M′, δ, f) =
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))
∑
L˜′s˜,1,L˜
′
s˜,2∈L
G˜′(s˜)(M˜)
e
G˜′(s˜)
M˜
(L˜′s˜,1, L˜
′
s˜,2)S
L
′
1(s˜)
M′
(δ1, B
G˜, (f
G
′(s˜)
1 )L′1(s˜))S
L
′
2(s˜)
M′
(δ2, B
G˜, (f
G
′(s˜)
2 )L′2(s˜)).
Expliquons la notation. Un espace de Levi L˜′s˜,1 intervenant dans cette formule de´termine
un K-espace de Levi KL˜1 ∈ L(KM˜) par l’e´galite´ AL˜1 = AL˜′s˜,1 . Alors L˜
′
s˜,1 s’identifie a`
l’espace L˜′1(s˜) associe´ a` la donne´e endoscopique elliptique L
′
1(s˜) de (KL1, KL˜1, aL1). On
a l’e´galite´ (fG
′(s˜))L′s˜,1 = (fL˜1,ω)
L′1(s˜). Regroupons les termes selon les couples (KL˜1, KL˜2)
d’espaces de Levi qui apparaissent. Pour un tel couple, notons S(KL˜1, KL˜2) l’ensemble
des s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ tels que L′i(s˜) soit elliptique pour i = 1, 2. On obtient
(6) IKG˜,E
KM˜
(M′, δ, f) =
∑
KL˜1,KL˜2∈L(KM˜)
X(KL˜1, KL˜2),
ou`
X(KL˜1, KL˜2) =
∑
s˜∈S(KL˜1,KL˜2)
iM˜ ′(G˜, G˜
′(s˜))e
G˜′(s˜)
M˜
(L˜′1(s˜), L˜
′
2(s˜))
S
L
′
1(s˜)
M˜ ′
(δ1, B
G˜, (f1,L˜1,ω)
L
′
1(s˜))S
L
′
2(s˜)
M˜ ′
(δ2, B
G˜, (f2,L˜2,ω)
L
′
2(s˜)).
FixonsKL˜1, KL˜2 ∈ L(KM˜). Soit s˜ contribuant de fac¸on non nulle a` la sommeX(L˜1, L˜2).
La donne´e G′(s˜) doit eˆtre elliptique (sinon iM˜ ′(G˜, G˜
′(s˜)) = 0). Les donne´es L′i(s˜) aussi,
pour i = 1, 2. Le coefficient e
G˜′(s˜)
M˜
(L˜′1(s˜), L˜
′
2(s˜)) contient d
G˜′(s˜)
M˜
(L˜′1(s˜), L˜
′
2(s˜)). Celui-ci ne
de´pend que des espaces AM˜ , AG˜′(s˜) et AL˜′i(s˜) pour i = 1, 2. Mais, par ellipticite´, ces
derniers sont respectivement e´gaux a` AG˜ et AL˜i pour i = 1, 2. On obtient l’e´galite´
d
G˜′(s˜)
M˜
(L˜′1(s˜), L˜
′
2(s˜)) = d
G˜
M˜
(L˜1, L˜2).
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Si ce dernier terme est nul, on a donc X(KL˜1, KL˜2) = 0. Supposons d
G˜
M˜
(L˜1, L˜2) 6= 0. Le
calcul ci-dessus permet de re´crire
(7) X(KL˜1, KL˜2) = d
G˜
M˜
(L˜1, L˜2)
∑
s˜∈S(KL˜1,KL˜2)
iM˜ ′(G˜, G˜
′(s˜))k
G˜′(s˜)
M˜
(L˜′1(s˜), L˜
′
2(s˜))
−1
S
L
′
1(s˜)
M˜ ′
(δ1, B
G˜, (f1,L˜1,ω)
L′1(s˜))S
L
′
2(s˜)
M˜ ′
(δ2, B
G˜, (f2,L˜2,ω)
L′2(s˜)).
Introduisons l’homomorphisme
q : Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ → Z(Mˆ)ΓF ,θˆ/Z(Lˆ1)
ΓF ,θˆ ⊕ Z(Mˆ)ΓF ,θˆ/Z(Lˆ2)
ΓF ,θˆ.
L’hypothe`se dG˜
M˜
(L˜1, L˜2) 6= 0 implique qu’il est surjectif et de noyau fini. Pour s˜ = sζ˜
avec s ∈ Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ, posons q(s) = (s1, s2) et s˜i = siζ˜ pour i = 1, 2. On a
L˜i(s˜) = L˜i(s˜i). Montrons que
(8) pour s˜ ∈ S(KL˜1, KL˜2), on a l’e´galite´
iM˜ ′(G˜, G˜
′(s˜))k
G˜′(s˜)
M˜
(L˜′1(s˜), L˜
′
2(s˜))
−1 = kG˜
M˜
(L˜1, L˜2)
−1iM˜ ′(L˜1, L˜
′
1(s˜1))iM˜ ′(L˜2, L˜
′
2(s˜2)).
On a
AG˜′(s˜) ⊂ AL˜′1(s˜) ∩AL˜′1(s˜) = AL˜1 ∩AL˜2 = AG˜.
Donc G′(s˜) est elliptique et iM˜ ′(G˜, G˜
′(s˜)) est l’inverse du nombre d’e´le´ments du noyau
de l’homomorphisme
r : Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ → Z(Mˆ ′)ΓF /Z(Gˆ′(s˜))ΓF .
Introduisons les homomorphismes
r12 : Z(Mˆ)
ΓF ,θˆ/Z(Lˆ1)
ΓF ,θˆ ⊕ Z(Mˆ)ΓF ,θˆ/Z(Lˆ2)
ΓF ,θˆ → Z(Mˆ ′)ΓF /Z(Lˆ′1(s˜1))
ΓF
⊕Z(Mˆ ′)ΓF /Z(Lˆ′2(s˜2))
ΓF
et
q12 : Z(Mˆ
′)ΓF /Z(Gˆ′(s˜))ΓF → Z(Mˆ ′)ΓF /Z(Lˆ′1(s˜1))
ΓF ⊕ Z(Mˆ ′)ΓF /Z(Lˆ′2(s˜2))
ΓF .
On a l’e´galite´ r12 ◦ q = q12 ◦ r. Tous ces homomorphismes sont surjectifs et de noyaux
finis. Le nombre d’e´le´ments du noyau du compose´ est donc e´gal au produit des nombres
d’e´le´ments des noyaux de r12 et de q, ou de q12 et de r. Ces noyaux ont pour nombre
d’e´le´ments iM˜ ′(L˜1, L˜
′
1(s˜1))
−1iM˜ ′(L˜2, L˜
′
2(s˜2))
−1 pour r12, k
G˜
M˜
(L˜1, L˜2) pour q, k
G˜′(s˜)
M˜
(L˜′1(s˜), L˜
′
2(s˜))
pour q12 et iM˜ ′(G˜, G˜
′(s˜))−1 pour r. L’assertion (8) s’ensuit.
Il re´sulte de (8) que le terme que l’on somme dans (7) ne de´pend que du couple
(s˜1, s˜2). On peut re´crire (7) comme une somme sur ces couples (s˜1, s˜2), le terme que l’on
somme e´tant multiplie´ par le nombre des s˜ ∈ S(KL˜1, KL˜2) qui se projettent sur le couple
en question. Par de´finition de S(KL˜1, KL˜2), ce nombre est nul si l’un des L˜
′
i(s˜i) n’est pas
elliptique. Sinon, c’est le nombre d’e´le´ments du noyau de q, c’est-a`-dire kG˜
M˜
(L˜1, L˜2). Ce
terme compense le meˆme facteur intervenant dans le membre de droite de (8). D’autre
part, on se rappelle que la condition iM˜ ′(L˜i, L˜
′
i(s˜i)) 6= 0 e´quivaut a` l’ellipticite´ de L˜
′
i(s˜i).
On obtient l’e´galite´
X(KL˜1, KL˜2) = d
G˜
M˜
(L˜1, L˜2)
∏
i=1,2
∑
s˜i∈ζ˜Z(Mˆ)
ΓF ,θˆ/Z(Lˆi)
ΓF ,θˆ
iM˜ ′(L˜i, L˜
′
i(s˜i))
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S
L′i(s˜i)
M˜ ′
(δi, B
G˜, (fi,L˜i,ω)
L
′
i(s˜i)).
La somme en s˜i est e´gale par de´finition a` I
KL˜i,E
KM˜
(M′, δi, fi,L˜i,ω). Donc
X(KL˜1, KL˜2) = d
G˜
M˜
(L˜1, L˜2)I
KL˜1,E
KM˜
(M′, δ1, f1,L˜1,ω)I
KL˜2,E
KM˜
(M′, δ2, f2,L˜2,ω).
Les membres de droite de (4) et (6) sont alors e´gaux, ce qui de´montre (4).
Esquissons la preuve de (5). On a ici V = {v}. La donne´e M′v de (KMv, KM˜v, aMv)
n’est pas force´ment elliptique mais elle est relevante. Il lui correspond un K-espace de
Levi KR˜ de KM˜ . D’apre`s nos de´finitions, le membre de droite de (5) est e´gal a`∑
KL˜v∈L(KM˜v)
dG˜
M˜v
(M˜, L˜v)
∑
KS˜v∈L(KR˜v)
dL˜
v
R˜v
(M˜v, S˜
v)IKS˜
v,E
KR˜v
(M′v, δv, fv,KS˜v,ω).
En e´changeant les lettres L et S, on obtient∑
KL˜v∈L(KR˜v)
XG˜
R˜v
(M˜, L˜v)IKL˜
v,E
KR˜v
(M′v, δv, fv,KL˜v,ω)
ou`
XG˜
R˜v
(M˜, L˜v) =
∑
KS˜v∈L(KL˜v)
dG˜
M˜v
(M˜, S˜v)dS˜
v
R˜v
(M˜v, L˜
v).
Un calcul de´ja` fait plusieurs fois prouve que XG˜
R˜v
(M˜, L˜v) = dG˜
R˜v
(M˜, L˜v). La relation (5)
e´quivaut donc a`
IKG˜,E
KM˜
(M′, δ, f) =
∑
KL˜v∈L(KR˜v)
dG˜
R˜v
(M˜, L˜v)IKL˜
v,E
KR˜v
(M′v, δv, fv,KL˜v,ω).
La preuve de cette e´galite´ est similaire a` celle de (4) et d’ailleurs presque identique a`
celle de la proposition [II] 1.14(i). On la laisse au lecteur. 
Remarque. La preuve de (4) est re´versible en ce sens que, si l’on suppose ve´rifie´e la
relation (i) de l’e´nonce´ ainsi que la formule (ii) de la proposition 4.2 pour tous les termes
sauf un du membre de droite de la de´finition (2), on en de´duit cette formule (ii) pour le
terme restant. Dans cette direction, cela prouve par re´currence cette formule (ii) de la
proposition 4.2, puisque dans la situation de ce paragraphe, l’analogue de la relation (i)
est connue pour le terme IG˜
M˜
(δ, f).
Pourquoi avoir travaille´ ici avec desK-espaces ? Parce que, dans le cas local et pour un
unique triplet (G, G˜, a), on ne connaˆıt pas (pas encore, plutoˆt) l’analogue de la relation
(ii) de l’e´nonce´. Expliquons cela. Supposons qu’un triplet (G, G˜, a) soit une composante
connexe d’un K-triplet (KG,KG˜, a), disons que c’est la composante indexe´e par p ∈
Π. On peut appliquer la relation (ii) de l’e´nonce´ a` une fonction f ∈ I(G˜(FV ), ω) ⊗
Mes(G(FV )) identifie´e a` un e´le´ment de I(KG˜(FV ), ω)⊗Mes(G(FV )) nul sur les autres
composantes connexes. Mais transfert(δ) vit sur toutes les composantes connexes, il est
de la forme ⊕q∈Πγq, ou` γq ∈ Dge´om(M˜q(FV ), ω)⊗Mes(M(FV ))
∗. Le membre de gauche
de (ii) est e´gal a` ∑
q∈Π
IKG˜,E
KM˜
(γq, f).
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Bien que f soit concentre´e sur la composante G˜p, on ne sait pas a priori que I
KG˜,E
KM˜
(γq, f) =
0 pour q 6= p. C’est l’unique raison, nous semble-t-il, pour laquelle nous devrons travailler
avec des K-espaces. Notons toutefois que, pour un seul triplet (G, G˜, a), on peut parfai-
tement de´finir IG˜
M˜
(M′, δ, f) comme le membre de droite de la formule (1). Si on inclut
(G, G˜, a) comme composante connexe d’un triplet (KG,KG˜, a), ce terme co¨ıncide avec
IKG˜
KM˜
(M′, δ, f), ou` f est identifie´ a` une fonction sur KG˜(FV ) nulle sur les autres compo-
santes.
Dans le cas ou` (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure, si l’on fixe un syste`me
de fonctions B comme en 1.10, on peut aussi de´finir le terme IG˜
M˜
(M′, δ, B, f).
4.6 Le re´sultat de comparaison des inte´grales orbitales ponde´re´es
ω-e´quivariantes
Les hypothe`ses sont les meˆmes que dans le paragraphe pre´ce´dent.
Proposition (a` prouver). Pour tout γ ∈ Dge´om,G˜−e´qui(KM˜(FV ), ω)⊗Mes(M(FV ))
∗
et tout f ∈ I(KG˜(FV ), ω)⊗Mes(G(FV )), on a l’e´galite´ I
KG˜,E
KM˜
(γ, f) = IKG˜
KM˜
(γ, f).
D’apre`s la de´finition du membre de gauche et la formule de descente 1.11(1), la
proposition re´sulte de ses analogues locales, c’est-a`-dire des the´ore`mes 1.16 de [II] et 1.10
de [V], qui restent a` prouver.
4.7 Une autre forme du re´sultat de comparaison
On conserve la meˆme situation.
Proposition. On admet la validite´ des the´ore`mes 1.16 de [II] et 1.10 de [V]. SoitM′ une
donne´e endoscopique de (KM,KM˜, aM) elliptique et relevante. Soit δ ∈ D
st
tr−orb(M
′
V )⊗
Mes(M ′(FV ))
∗. Alors, pour tout f ∈ I(KG˜(FV ), ω)⊗Mes(G(FV ))
∗, on a l’e´galite´
IKG˜
KM˜
(transfert(δ), f) = IKG˜,E
KM˜
(M′, δ, f).
Remarquons que transfert(δ) appartient a` Dtr−orb(KM˜(FV ), ω) ⊗ Mes(M(FV ))
∗.
Comme on l’a vu dans la section 5 de [V], la validite´ du the´ore`me [V] 1.10 permet de
de´finir le membre de gauche de l’e´galite´ de l’e´nonce´.
Preuve. Le membre de gauche de l’e´galite´ a` prouver ve´rifie la formule de descente
1.11(1). Celui de droite ve´rifie la formule paralle`le de la proposition 4.5(i). Cela nous
rame`ne a` prouver l’analogue locale de l’e´galite´. En une place non-archime´dienne, cette
e´galite´ re´sulte directement du the´ore`me [II] 1.16. En une place re´elle, on a vu dans la
section 5 de [V] qu’elle re´sultait (moins directement) du the´ore`me [V] 1.10. 
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4.8 Le cas quasi-de´ploye´ et a` torsion inte´rieure
Soient (G, G˜, a) un triplet quasi-de´ploye´ et a` torsion inte´rieure, B un syste`me de
fonctions comme en 1.10 et V un ensemble fini de places de F . Soient M˜ un espace de
Levi de G˜ et M′ une donne´e endoscopique elliptique et relevante de (M, M˜).
Corollaire. Pour tout δ ∈ Dtr−orb(M
′) ⊗ Mes(M ′(FV ))
∗ et tout f ∈ C∞c (G˜(FV )) ⊗
Mes(G(FV )), on a l’e´galite´
IG˜
M˜
(transfert(δ), B, f) = IG˜
M˜
(M′, δ, B, f).
L’argument est le meˆme que dans le paragraphe pre´ce´dent. Parce que (G, G˜, a) est
quasi-de´ploye´ et a` torsion inte´rieure, le the´ore`me [II] 1.16 est prouve´ (cf. [III] proposition
2.9) et un substitut du the´ore`me [V] 1.10 aussi : c’est la proposition [V] 1.13 dont on a
vu dans la section 4 de [V] qu’elle suffisait a` notre propos.
5 La formule des traces stable
5.1 Quelques de´finitions
Soit V un ensemble fini de places de F contenant Vram. On fixe un ensemble de
repre´sentants E(G˜, a, V ) des classes d’e´quivalence de donne´es endoscopiques de (G, G˜, a)
qui sont elliptiques, relevantes et non ramifie´es hors de V .
Soit G′ = (G′,G ′, s˜) ∈ E(G˜, a, V ). On munit G′ des objets auxiliaires de 3.1. En
particulier, pour v 6∈ Vram(G
′), on fixe un sous-espace hyperspe´cial K˜G
′
v de G˜
′(Fv) cor-
respondant a` K˜v. De l’homomorphisme naturel AG˜ → AG′ se de´duit un homomorphisme
AG˜ → AG′. C’est un isomorphisme par l’hypothe`se d’ellipticite´. Il pre´serve les mesures
par de´finition de celles-ci.
Conside´rons les paires de Borel e´pingle´es de G et G′, dont on note les tores T ∗ et
T
′∗. Les classes de conjugaison semi-simples dans G˜(F¯ ), resp. G˜′(F¯ ), sont classifie´es par
((T ∗/(1− θ)(T ∗))/W θ)×Z(G) Z(G˜),
resp.
(T
′∗/WG
′
)×Z(G′) Z(G˜
′).
Il y a une application naturelle du second ensemble dans le premier, autrement dit une
application qui, a` une classe de conjugaison semi-simple dans G˜′(F¯ ), associe une telle
classe dans G˜(F¯ ). Cette application est e´quivariante pour les actions galoisiennes. Les
classes de conjugaison ge´ome´triques (c’est-a`-dire par G(F¯ )) semi-simples dans G˜(F ) sont
classifie´es par un sous-ensemble de(
((T ∗/(1− θ)(T ∗))/W θ)×Z(G) Z(G˜)
)ΓF
.
La description exacte de ce sous-ensemble est complique´e.
On de´finit la conjugaison stable entre e´le´ments semi-simples de G˜(F ) comme dans
le cas local. Deux e´le´ments η, η′ ∈ G˜ss(F ) sont stablement conjugue´s si et seulement
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s’il existe g ∈ G(F¯ ) tel que g−1ηg = η′ et gσ(g)−1 ∈ Iη(F¯ ) pour tout σ ∈ ΓF , ou`
Iη = Z(G)
θGη. La correspondance ci-dessus se raffine en une correspondance entre classes
de conjugaison stable dans G˜′ss(F ) et classes de conjugaison stable dans G˜ss(F ).
De meˆme, si on se place sur l’anneau FV , la correspondance ci-dessus se raffine en une
correspondance entre classes de conjugaison stable dans G˜′ss(FV ) et classes de conjugaison
stable dans G˜ss(FV ). Si O est une classe de conjugaison stable dans G˜ss(FV ), on note OG˜′
la re´union (finie, e´ventuellement vide) des classes de conjugaison stable dans G˜′ss(FV ) qui
correspondent a` O.
On note Aut(G′) le groupe d’automorphismes de G′. En fixant une paire de Borel
e´pingle´e convenable de Gˆ, on a une suite exacte
1→ (Z(Gˆ)/(Z(Gˆ) ∩ Tˆ θˆ,0))ΓF → Aut(G′)/Gˆ′ → Out(G′)→ 1,
ou` Out(G′) est un sous-groupe du groupe des automorphismes exte´rieurs de G′. On
note selon l’usage π0(X) le groupe des composantes connnexes d’un groupe alge´brique
complexe X . On pose
i(G˜, G˜′) = |Out(G′)|−1|det((1− θ)|AG/AG˜)|
−1|π0(Z(Gˆ)
ΓF )||ker1(F, Z(Gˆ))|−1
|π0((Z(Gˆ)/(Z(Gˆ) ∩ Tˆ
θˆ,0))ΓF )|−1|π0(Z(Gˆ)
ΓF ,0 ∩ Tˆ θˆ,0)||π0(Z(Gˆ
′)ΓF )|−1|ker1(F, Z(Gˆ′))|.
Remarquons que, par exemple, le produit |π0(Z(Gˆ)
ΓF )||ker1(F, Z(Gˆ))|−1 peut s’interpre´ter
comme le nombre de Tamagawa de G′. Notons-le τ(G′). La formule ci-dessus se re´crit
i(G˜, G˜′) = |Aut(G′)|−1det((1− θ)|AG/AG˜)|
−1|π0(Z(Gˆ)
ΓF ,0 ∩ Tˆ θˆ,0)|τ(G)τ(G′)−1.
On a de´fini la distribution AG˜(V,O, ω) ∈ Dorb(G˜(FV ), ω)⊗Mes(G(FV ))
∗ pour une
classe de conjugaison par G(FV ) dans G˜ss(FV ). Si O est maintenant une re´union finie
de telles classes, on note AG˜(V,O, ω) la somme des distributions associe´es a` chacune de
ces classes. En particulier, AG˜(V,O, ω) est de´fini pour une classe de conjugaison stable
O dans G˜ss(FV ).
5.2 Les distributions SAG˜(V,O)
La situation est la meˆme que dans le paragraphe pre´ce´dent. On suppose de plus
(G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Pour toute classe de conjugaison stable O
dans G˜ss(FV ), on va de´finir une distribution SA
G˜(V,O) ∈ Dtr−orb(G˜(FV ))⊗Mes(G(FV ))
∗.
Comme toujours, on a besoin de supposer par re´currence que cette distribution ve´rifie
certaines proprie´te´s. Il y a les proprie´te´s formelles qui permettent de ”recoller” ces dis-
tributions dans la situation de 1.15. Elles sont faciles a` ve´rifier par re´currence et on les
abandonne au lecteur. Il y a une autre proprie´te´ plus subtile. La distribution AG˜(V,O)
de´pend des K˜v pour v 6∈ V , ou plus exactement des classes de conjugaison par G(Fv) des
K˜v. La de´finition ci-dessous fournit une distribution SA
G˜(V,O) qui en de´pend aussi. De
fait, elle en de´pend. Mais on a besoin de savoir que
(1) elle ne de´pend que des classes de conjugaison par GAD(Fv) des K˜v, pour v 6∈ V .
On a surtout besoin de supposer par re´currence que cette distribution SAG˜(V,O) est
stable. Modulo ces proprie´te´s, siG′ = (G′,G ′, s) est une donne´e endoscopique de (G, G˜, a)
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non ramifie´e hors de V , avec dim(G′SC) < dim(GSC), et si O
′ est une classe de conju-
gaison stable dans G˜′ss(FV ), on peut de´finir la distribution SA
G
′
(V,O′) ∈ Dstge´om(G
′
V )⊗
Mes(G′(FV ))
∗.
Remarque. Quant a` la de´pendance des espaces hyperspe´ciaux, une extension for-
melle de la proprie´te´ (1) montre que cette distribution ne de´pend que des classes de
conjugaison par G′AD(Fv) des K˜
′
v, pour v 6∈ V . Mais ces classes sont bien de´termine´es
par les K˜v. Donc SA
G
′
(V,O′) ne de´pend que des K˜v.
On peut alors poser la de´finition
SAG˜(V,O) = AG˜(V,O)−
∑
G′∈E(G˜,V ),G′ 6=G
i(G˜, G˜′)transfert(SAG
′
(V,OG˜′)).
Remarquons que la de´finition entraˆıne par re´currence que SAG˜(V,O) est a` support dans
l’ensemble des e´le´ments de G˜(FV ) dont la partie semi-simple appartient a` O.
Enonc¸ons les proprie´te´s de notre distribution sous la forme d’un the´ore`me a` prouver.
The´ore`me (a` prouver). On suppose (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure.
Soit O une classe de conjugaison stable semi-simple dans G˜(FV ). Alors SA
G˜(V,O) est
stable et ve´rifie (1).
5.3 Proprie´te´s des distributions SAG˜(V,O)
On suppose (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Soient V un ensemble fini
de places de F contenant Vram et O une classe de conjugaison stable dans G˜ss(FV ). On
a
(1) si SAG˜(V,O) 6= 0 alors il existe un e´le´ment semi-simple γ ∈ G˜ss(F ) dont la
projection dans G˜(FV ) appartienne a` O et tel que H˜G˜V (γ) = 0.
Preuve. D’apre`s la de´finition de 5.1, la condition SAG˜(V,O) 6= 0 entraˆıne que AG˜(V,O) 6=
0 ou qu’il existe G′ ∈ E(G˜, V ), avec G′ 6= G, tel que SAG
′
(V,OG˜′) 6= 0. Si A
G˜(V,O) 6= 0,
la de´finition de 2.7 entraˆıne qu’il existe γ ∈ G˜ss(F ) dont la projection dans G˜(FV ) appar-
tienne a` O et tel que, pour v 6∈ V , γ soit conjugue´ a` un e´le´ment de K˜v par un e´le´ment de
G(Fv). Cette dernie`re condition et la formule de produit entraˆıne que H˜G˜V (γ) = 0. Soit
G′ ∈ E(G˜, V ), avec G′ 6= G, supposons SAG
′
(V,OG˜′) 6= 0. En raisonnant par re´currence,
on peut supposer qu’il existe γ′ ∈ G˜′ss(F ) dont la projection dans G˜
′(FV ) appartienne
a` OG˜′ et tel que H˜G˜′V (γ
′) = 0. Puisque OG˜′ est l’ensemble des classes de conjugai-
son stable correspondant a` O, il existe γ ∈ O et un diagramme (γ′, B′, T ′, B, T, γ).
Puisque G′ est elliptique, les applications H˜G˜V et H˜G˜′V
sont compatibles, c’est-a`-dire que
H˜G˜V (γ) = H˜G˜′V
(γ′) = 0. 
Soit M˜ un espace de Levi de G˜ et soit O une classe de conjugaison stable dans
M˜ss(FV ). Fixons un syste`me de fonctions B comme en 1.10. Rappelons que l’on impose
que les valeurs des fonctions Bη pour η ∈ G˜(F¯ ) sont des unite´s hors de Vram, a fortiori
hors de V . On sait de´finir SG˜
M˜
(SAM˜(V,O), B, f) pour tout f ∈ I(G˜(FV ))⊗Mes(G(FV )).
Si le support de O est forme´ d’e´le´ments γ ∈ M˜(FV ) qui sont G˜-e´quisinguliers, c’est-a`-dire
tels que Mγ = Gγ, on a
SG˜
M˜
(SAM˜(V,O), B, f) = SG˜
M˜
(SAM˜(V,O), f).
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En effet, cette e´galite´ est ve´rifie´e par de´finition si l’on remplace SAM˜(V,O) par n’im-
porte quel e´le´ment de Dge´om(M˜(FV ))⊗Mes(M(FV ))
∗ ve´rifiant la condition de support
indique´e.
Lemme. L’e´galite´
SG˜
M˜
(SAM˜(V,O), B, f) = SG˜
M˜
(SAM˜(V,O), f)
est ve´rifie´e pour tout O.
Preuve. En utilisant la de´finition de 4.1 et en raisonnant par re´currence, il suffit de
prouver l’e´galite´
IG˜
M˜
(SAM˜(V,O), B, f) = IG˜
M˜
(SAM˜(V,O), f).
En utilisant la de´finition de 5.1, cette e´galite´ re´sulte de l’e´galite´
(2) IG˜
M˜
(AM˜(V,O), B, f) = IG˜
M˜
(AM˜(V,O), f),
et, pour tout M′ = (M ′,M′, ζ) ∈ E(M˜, V ), avec M ′ 6= M , de l’e´galite´
(3) IG˜
M˜
(transfert(SAM
′
(V,OM˜ ′)), B, f) = I
G˜
M˜
(transfert(SAM
′
(V,OM˜ ′)), f).
La distribution AM˜(V,O) est combinaison line´aire d’inte´grales orbitales ve´rifiant l’hy-
pothe`se du lemme 1.14 et l’e´galite´ (2) re´sulte de ce lemme. Les membres de gauche et
de droite de (3) sont respectivement e´gaux a` IG˜,E
M˜
(M′, SAM
′
(V,OM˜ ′), B, f) et
IG˜,E
M˜
(M′, SAM
′
(V,OM˜ ′), f) d’apre`s le corollaire 4.8. En utilisant la de´finition 4.5(1) de ce
dernier terme et la variante ce cette de´finition pour le premier, on voit que, pour prouver
qu’ils sont e´gaux, il suffit de fixer s ∈ ζZ(Mˆ)ΓF /Z(Gˆ)ΓF et de prouver l’e´galite´
S
G′(s)
M′
(SAM
′
(V,OM˜ ′), B, f
G
′(s)) = S
G′(s)
M′
(SAM
′
(V,OM˜ ′), f
G
′(s)).
C’est l’e´galite´ de l’e´nonce´ que l’on peut appliquer par re´currence puisque M ′ 6= M donc
G′(s) 6= G. 
5.4 Les distributions AG˜,E(V,O, ω)
Revenons au cas ge´ne´ral. Pour une classe de conjugaison stable semi-simple O dans
G˜(FV ), on pose
AG˜,E(V,O, ω) =
∑
G′∈E(G˜,a,V )
i(G˜, G˜′)transfert(SAG
′
(V,OG˜′)).
Cette distribution AG˜,E(V,O, ω) est un e´le´ment de Dtr−orb(G˜(FV ), ω) ⊗Mes(G(FV ))
∗.
Son support est contenu dans l’ensemble des e´le´ments de G˜(FV ) dont la partie semi-
simple appartient a` O.
Remarque. Le cas ou` (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure est un cas
particulier. Dans ce cas, nos hypothe`ses de re´currence ne s’appliquent pas a` la donne´e en-
doscopique maximale G. Il convient de remplacer le terme transfert(SAG(V,O)) inter-
venant dans la somme par SAG˜(V,O). On a alors AG˜,E(V,O) = AG˜(V,O) par de´finition
de SAG˜(V,O).
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The´ore`me (a` prouver). Soit O une classe de conjugaison stable semi-simple dans
G˜(FV ). Alors, on a l’e´galite´ A
G˜,E(V,O, ω) = AG˜(V,O, ω).
La de´finition ci-dessus s’adapte imme´diatement auxK-espaces. Pour un tel K-espace,
une classe de conjugaison stable semi-simple O est re´union disjointe de telles classes Op
pour p ∈ Π. On a simplement AKG˜,E(V,O, ω) = ⊕p∈ΠA
G˜p,E(V,Op, ω).
5.5 Le the´ore`me d’Arthur
Supposons ici G = G˜, a = 1, K˜v = Kv pour tout v 6∈ V .
The´ore`me. Sous ces hypothe`ses, les the´ore`mes 5.2 et 5.4 sont ve´rifie´s.
C’est le Global Theorem 1’ de [A1]. La preuve que nous donnerons des the´ore`mes 5.2
et 5.4 e´tant directement inspire´e de celle d’Arthur, nous pourrions aussi bien rede´montrer
l’e´nonce´ ci-dessus. Mais cela n’aurait aucun inte´reˆt. Nous pre´fe´rons simplifier un peu la
noˆtre en utilisant le re´sultat d’Arthur. La proprie´te´ 5.2(1) des distributions SAG(V,O)
n’est pas clairement e´nonce´e par Arthur, mais est incluse dans sa de´monstration. Elle
re´sulte en tout cas de la de´monstration plus ge´ne´rale de cette proprie´te´ qui sera donne´e
le moment venu.
5.6 Un the´ore`me comple´mentaire concernant l’endoscopie non
standard
Dans ce paragraphe, on conside`re un triplet endoscopique non standard (G1, G2, j∗)
de´fini sur F . La de´finition est la meˆme que dans le cas local ([W2] 1.7), rappelons-la.
Les termes G1 et G2 sont des groupes re´ductifs connexes de´finis sur F , quasi-de´ploye´s et
simplement connexes. On conside`re leurs paires de Borel e´pingle´es, dont on note les tores
T1 et T2. Ils sont munis d’actions de ΓF . Pour i = 1, 2, on note Σi l’ensemble de racines
de Ti dans Gi. Pour α ∈ Σi, on note αˇ la coracine associe´e. On pose Xi,∗,Q = X∗(Ti)⊗ZQ
et X∗i,Q = X
∗(Ti) ⊗Z Q. Le terme j∗ est un isomorphisme j∗ : X1,∗,Q → X2,∗,Q. On note
j∗ : X∗2,Q → X
∗
1,Q l’isomorphisme dual. On suppose
(1) j∗ est e´quivariant pour les actions de ΓF .
On suppose qu’il existe une bijection τ : Σ2 → Σ1 et une fonction b : Σ2 → Q>0 telles
que
(2) j∗(α2) = b(α2)τ(α2) pour tout α2 ∈ Σ2 ;
(3) j∗(αˇ1) = b(α2)αˇ2 pour tout α1 ∈ Σ1, ou` α2 = τ
−1(α1).
Remarquons que τ et b sont uniquement de´termine´s par ces conditions. Les groupes
de Weyl W1 et W2 de G1 et G2 s’identifient, la syme´trie relative a` une racine α2 ∈ Σ2
s’identifiant a` celle relative a` τ(α2). Soit v une place de F . Alors j∗ de´finit un isomor-
phisme
((t1(F¯v) ∩ g1,reg(F¯v))/W1)
ΓFv → ((t1(F¯v) ∩ g2,reg(F¯v))/W1)
ΓFv .
Autrement dit une bijection entre classes de conjugaison stable d’e´le´ments semi-simples
re´guliers dans g1(Fv) et g2(Fv). Pour X1 ∈ g2,reg(Fv) et X2 ∈ g2,reg(Fv) dont les classes
de conjugaison stable se correspondent, notons S1 et S2 leurs commutants dans G1 et G2.
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L’isomorphisme j∗ de´finit un isomorphisme s1(Fv) → s2(Fv). On munit ces alge`bres de
mesures de Haar se correspondant par cet isomorphisme. Pour i = 1, 2, on munit Si(Fv)
de la mesure de Haar telle que le jacobien de l’exponentielle vaille 1 au point 0 ∈ si(Fv).
On dispose alors de l’inte´grale orbitale
fi ⊗ dgi 7→ I
Gi(Xi, fi ⊗ dgi) = D
Gi(Xi)
1/2
∫
Si(Fv)\Gi(Fv)
fi(adg−1i (Xi)) dgi
sur C∞c (gi(Fv))⊗Mes(Gi(Fv)), puis de l’inte´grale orbitale stable
fi ⊗ dgi 7→ S
Gi(Xi, fi ⊗ dgi).
Disons que f1 ⊗ dg1 et f2 ⊗ dg2 se correspondent si et seulement si
SG1(X1, f1 ⊗ dg1) = S
G2(X2, f2 ⊗ dg2)
pour tout couple (X1, X2) comme ci-dessus. On a
(4) cette correspondance se quotiente en un isomorphisme
SI(g1(Fv))⊗Mes(G1(Fv)) ≃ SI(g2(Fv))⊗Mes(G2(Fv)).
Si v est finie, c’est la proposition 1.8(ii) de [W2]. Le cas complexe se rame`ne au cas
re´el en remplac¸ant les groupes complexes par les groupes sur R obtenus par restriction
des scalaires. Le cas re´el se de´duit facilement des re´sultats de Shelstad comme on l’a vu
en [V] 5.1.
Dualement, on en de´duit un isomorphisme
Dstge´om(g1(Fv))⊗Mes(G1(Fv))
∗ ≃ Dstge´om(g2(Fv))⊗Mes(G2(Fv))
∗.
Pour i = 1, 2, notons Dstnil(gi(Fv)) le sous-espace des e´le´ments de D
st
ge´om(gi(Fv)) a` support
nilpotent. L’isomorphisme ci-dessus se restreint en un isomorphisme
(5) Dstnil(g1(Fv))⊗Mes(G1(Fv))
∗ ≃ Dstnil(g2(Fv))⊗Mes(G2(Fv))
∗.
Soit V un ensemble fini de places de F tel que
- V contient les places archime´diennes de F ;
- G1 et G2 sont non ramifie´s hors de V ;
- pour v 6∈ V , notons p la caracte´ristique re´siduelle de Fv et ev = [Fv : Qp] ; alors
p > evN(Gi) + 1 pour i = 1, 2, ou` N(Gi) est l’entier de´fini en [W2] 4.3 ;
- les valeurs de la fonction b sont des unite´s hors de V .
Pour i = 1, 2, on a de´fini en 5.2 la distribution SAGi(V,O) associe´e a` une classe
de conjugaison stable semi-simple O ⊂ Gi(FV ). On conside`re ici le cas O = {1} et on
note plutoˆt SAGiunip(V ) la distribution associe´e a` cette classe. On est ici dans le cas non
tordu, cette distribution est relative a` des sous-groupes compacts hyperspe´ciaux Ki,v
de Gi(Fv) pour v 6∈ V . D’apre`s le the´ore`me d’Arthur cite´ en 5.5, la condition 5.2(1)
est ve´rifie´e. Puisque deux sous-groupes compacts hyperspe´ciaux de Gi(Fv) sont toujours
conjugue´s par Gi,AD(Fv), la distribution SA
Gi
unip(V ) ne de´pend pas de ces choix. D’apre`s
le meˆme the´ore`me, elle est stable. On sait qu’elle est a` support dans l’ensemble des
e´le´ments unipotents de Gi(FV ). Par l’exponentielle, on la descend en une distribution
a` support nilpotent sur gi(FV ), qui est encore stable. Cela l’identifie a` un e´le´ment de
Dstge´om(g1(Fv))⊗Mes(G1(Fv))
∗.
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The´ore`me (a` prouver). Sous ces hypothe`ses et modulo les identifications ci-dessus,
les distributions SAG1unip(V ) et SA
G2
unip(V ) se correspondent par le produit tensoriel sur
les v ∈ V des isomorphismes (5).
Conside´rons deux triplets endoscopiques non standard (G1, G2, j∗) et (G
′
1, G
′
2, j
′
∗). On
dit qu’ils sont e´quivalents si et seulement s’il existe des isomorphismes ιi : Gi → G
′
i de´finis
sur F et un rationnel b non nul de sorte que le diagramme suivant soit commutatif
X1,∗,Q
j∗
→ X2,∗,Q
ι1 ↓ ↓ ι2
X ′1,∗,Q
bj′∗→ X ′2,∗,Q
Comme dans le cas local, on peut classifier tous les triplets possibles. Appelons triplet
e´le´mentaire un triplet de l’un des types suivants
(6) G1 = G2 et j∗ est l’identite´ ;
(7) quitte a` e´changer G1 et G2, G1 est de type Bn et G2 est de type Cn, avec n ≥ 2 ;
j∗ envoie une coracine courte sur une coracine longue et une coracine longue sur 2 fois
une coracine courte ;
(8) G1 et G2 sont de type F4 et j∗ envoie une coracine courte sur une coracine longue
et une coracine longue sur 2 fois une coracine courte ;
(9) G1 et G2 sont de type G2 (sic !) et j∗ envoie une coracine courte sur une coracine
longue et une coracine longue sur 3 fois une coracine courte.
Appelons triplet quasi-e´le´mentaire un triplet qui se de´duit par restriction des scalaires
d’un triplet e´le´mentaire de´fini sur une extension finie de F . Alors tout triplet endosco-
pique non standard (G1, G2, j∗) est produit de triplets dont chacun est e´quivalent a`
un triplet quasi-e´le´mentaire. Evidemment, si un triplet est produit de deux triplets, le
the`ore`me pour chacun de ces deux triplets implique celui pour le produit. On verra au
paragraphe suivant que le the´ore`me est insensible a` une e´quivalence. Il suffit donc de le
de´montrer pour un triplet quasi-e´le´mentaire. Remarquons que le cas (6) est insensible a`
une restriction des scalaires et que le the´ore`me est tautologique dans ce cas. Il suffit donc
de traiter le cas des triplets de´duits par restriction des scalaires de triplets e´le´mentaires
des cas (7), (8) ou (9).
5.7 Re´duction du the´ore`me 5.6
On conside`re un triplet endoscopique non standard (G1, G2, j∗) et un rationnel b 6= 0.
Soit V un ensemble fini de places de F ve´rifiant les conditions du paragraphe pre´ce´dent
pour (G1, G2, j∗). On suppose que b est une unite´ hors de V . Alors V ve´rifie aussi ces
conditions pour le triplet (G1, G2, bj∗).
Lemme. Sous ces hypothe`ses, si le the´ore`me 5.5 est ve´rifie´ pour le triplet (G1, G2, j∗),
il l’est pour le triplet (G1, G2, bj∗).
Preuve. Il y a deux correspondances entre classes de conjugaison stable semi-simples
dans g1(FV ) et g2(FV ), qui sont de´duites de j∗ et de bj∗. Il est clair que la seconde est
la compose´e de la premie`re et de la correspondance entre classes de conjugaison stable
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semi-simples dans g2(FV ) de´duite de l’homothe´tie X 7→ bX . Il y a deux isomorphismes
SI(g1(FV ))⊗Mes(G1(FV )) ≃ SI(g2(FV ))⊗Mes(G2(FV )),
qui sont de´duits de j∗ et de bj∗. Il re´sulte de ce qui pre´ce`de que le second est le com-
pose´ du premier et de l’automorphisme de SI(g2(FV )) ⊗Mes(G2(FV )) de´duit de l’ho-
mothe´tie X 7→ bX . Puisque b est une unite´ hors de V , on a
∏
v∈V |b|Fv = 1, d’ou`
DG˜2(bX) = DG˜2(X) pour toutX ∈ g2(FV ). De meˆme, siX est fortement re´gulier, la mul-
tiplication par b pre´serve les mesures sur s(FV ), ou` S est le commutant deX . On voit alors
que l’automorphisme ci-dessus de SI(g2(FV ))⊗Mes(G2(FV )) est de´duit de l’automor-
phisme f 7→ f b
−1
de C∞c (g2(FV )), ou` f
b−1(X) = f(b−1X). On note encore f 7→ f b
−1
cet
automorphisme de SI(g2(FV ))⊗Mes(G2(FV )). Soient f1 ∈ SI(g1(FV ))⊗Mes(G1(FV ))
et f2 ∈ SI(g2(FV )) ⊗Mes(G2(FV )) se correspondant par l’isomorphisme de´duit de j∗.
Le the´ore`me pour (G1, G2, j∗) affirme que S
G1(SAG1unip(V ), f1) = S
G2(SAG2unip(V ), f2). Le
the´ore`me pour (G1, G2, bj∗) affirme que S
G1(SAG1unip(V ), f1) = S
G2(SAG2unip(V ), f
b−1
2 ). Pour
de´montrer que ces assertions ont e´quivalentes, il suffit de prouver que SG2(SAG2unip(V ), f2) =
SG2(SAG2unip(V ), f
b−1
2 ). Seul le groupe G2 intervient ici. On peut simplifier la notation en
posant G = G2 et en supprimant les indices 2. Toujours pour simplifier, on peut remplacer
b par b−1 et fixer des mesures de Haar sur les groupes intervenant, ce qui nous de´barrasse
des espaces de mesures. Puisque l’automorphisme f 7→ f b se rele`ve e´videmment en un
automorphisme de I(g(FV ))⊗Mes(G(FV )), on peut de´montrer la relation
(1) IG(SAGunip(V ), f) = I
G(SAGunip(V ), f
b) pour tout f ∈ I(g(FV )).
En utilisant la de´finition de 5.2, on est ramene´ a` prouver
(2) IG(AGunip(V ), f) = I
G(AGunip(V ), f
b),
et, pour tout G′ ∈ E(G, V ) avec G′ 6= G,
(3) IG
′
(SAG
′
unip(V ), f
G
′
) = IG
′
(SAG
′
unip(V ), (f
b)G
′
).
Commenc¸ons par (3). Soit G′ ∈ E(G, V ) avec G′ 6= G. Puisqu’on travaille ici avec des
alge`bres de Lie, les donne´es auxiliaires ne jouent gue`re de roˆle et on peut identifier fG
′
a`
une fonction fG
′
sur g′(FV ). D’apre`s [F] lemme 3.2.1, il existe un caracte`re automorphe χ
de A×F/F
× tel que (fλ)G
′
= χ(λ)(fG
′
)λ pour tout λ ∈ F×V . Le fait que G
′ soit non ramifie´
hors de V et la de´finition de ce caracte`re χ entraˆınent que χ est non ramifie´ hors de V .
Donc, en notant bV et b
V les projections de b dans F×V et A
V,×
F , on a χ(bV ) = χ(b
V )−1 =
1. D’ou` (f b)G
′
= (fG
′
)b. Puisque G′ 6= G, on peut appliquer (1) par re´currence en y
remplac¸ant G par G′. On obtient alors la relation (3).
Pour prouver (2), introduisons sur Dorb(g(FV )) l’action duale de l’homothe´tie de
rapport b. C’est-a`-dire que, pour γ ∈ Dorb(g(FV )), on note γ
b la distribution telle que
IG(γ, f b) = IG(γb, f) pour tout f . Si γ est l’inte´grale orbitale associe´e a` un e´le´ment
X ∈ g(FV ) et a` une mesure sur GX(FV ), γ
b est l’inte´grale orbitale associe´e a` l’e´le´ment
bX et a` la meˆme mesure sur GbX(FV ) = GX(FV ). Introduisons le syste`me de fonctions B
sur G ainsi de´fini : pour tout e´le´ment semi-simple η ∈ G et toute e´le´ment α du syste`me
de racines de Gη, Bη(α) = b
−1. Soient M un Levi standard de G et γ ∈ Dorb(m(FV )).
Montrons que l’on a l’e´galite´
(4) JGM(γ, B, f
b) = JGM(γ
b, f) pour tout f .
Les formules de descente habituelles nous rame`nent au cas local. C’est alors l’as-
sertion [III] 6.8(5). Le corps local e´tait non-archime´dien dans cette re´fe´rence, mais cela
n’importait pas pour cette assertion.
Revenons a` la de´finition de AGunip(V ). Dans l’e´galite´ (2) a` prouver, f est une fonction
sur g(FV ). Notons-la plutoˆt fV et notons comme ci-dessus bV la projection de b dans FV .
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La fonction note´e pre´ce´demment f b s’e´crit maintenant (fV )
bV . Par l’exponentielle, on
rele`ve ces deux fonctions en des fonctions de´finies sur un voisinage de 1 dans G(FV ) in-
variant par conjugaison. On continue de noter ces fonctions fV et (fV )
bV . On les comple`te
globalement en des fonctions f˙ = 1KV ⊗ fV , f˙
bV = 1KV ⊗ (fV )
bV . Montrons que l’on a
l’e´galite´
(5) JGunip(f˙
bV ) = JGunip(f˙).
D’apre`s les de´finitions de 2.1, il suffit de fixer un sous-groupe parabolique standard
P = MUP de G et de prouver l’e´galite´
KP,unip(f˙
bV , g) = KP,unip(f˙ , g)
pour tout g ∈ G(AF ). Rappelons que
KP,unip(f˙
bV , g) =
∫
UP (F )\UP (AF )
∑
γ∈Punip(F )
f˙ bV (g−1γug) du =
∫
UP (AF )
∑
γ∈Munip(F )
f˙ bV (g−1γug) du,
ou` Punip etMunip sont les ensembles d’e´le´ments unipotents dans P etM . En introduisant
l’ensemble mnil des e´le´ments nilpotents de m, on a
KP,unip(f˙
bV , g) =
∫
UP (AF )
∑
X∈mnil(F )
f˙ bV (g−1exp(X)ug) du.
On descend aise´ment l’inte´grale a` l’alge`bre de Lie et on obtient
KP,unip(f˙
bV , g) =
∫
uP (AF )
∑
X∈mnil(F )
f˙ bV (g−1exp(X +N)g) dN.
Puisque b ∈ Q×, on peut remplacer X par b−1X et N par b−1N . En de´composant les
inte´grales selon les places dans v et celles hors de V , on obtient
KP,unip(f˙
bV , g) =
∑
X∈mnil(F )
CV ((fV )
bV , b−1X)CV (1KV , b
−1X),
ou`
CV ((fV )
bV , b−1X) =
∫
uP (FV )
(fV )
bV (g−1(b−1X + b−1N)g) dN
et
CV (1KV , b
−1X) =
∫
uP (A
V
F )
1KV (g
−1exp(b−1X + b−1N)g) dN.
Il re´sulte de la de´finition de (fV )
bV que l’on a l’e´galite´
CV ((fV )
bV , b−1X) = CV (fV , X).
Si v est une place hors de V , on a v 6∈ Vram et la caracte´ristique re´siduelle est ”grande”.
Cela assure la proprie´te´ suivante. Notons ov l’anneau des entiers de Fv. Au groupe hy-
perspe´cial Kv de G(Fv) est associe´ une ov-alge`bre de Lie kv. Alors, pour tout e´le´ment
nilpotent N ∈ g(Fv), on a exp(N) ∈ Kv si et seulement si N ∈ kv. Puisque b est une
unite´ en v, on a alors l’e´galite´
1Kv(g
−1exp(b−1X + b−1N)g) = 1Kv(g
−1exp(X +N)g)
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pour tous X , N , g intervenant ci-dessus. D’ou` l’e´galite´
CV (1KV , b
−1X) = CV (1KV , X),
puis
KP,unip(f˙
bV , g) =
∑
X∈mnil(F )
CV (fV , X)C
V (1KV , X).
A partir de la`, le meˆme calcul que ci-dessus, en sens inverse, conduit a` l’e´galite´
KP,unip(f˙
bV , g) = KP,unip(f˙ , g)
cherche´e. D’ou` (5).
Par de´finition, on a
(6) IG(AGunip(V ), (fV )
bV ) = JGunip(f˙
bV )−
∑
M∈L(M0),M 6=G
|WM ||WG|−1JGM(A
M
unip(V ), (fV )
bV ).
En appliquant (5), le premier terme devient JGunip(f˙). SoitM un Levi tel queM 6= G. On
est dans la situation ou` le lemme 1.14 s’applique. Ce lemme est e´nonce´ pour les inte´grales
orbitales ponde´re´es invariantes, mais sa preuve s’applique aussi bien a` leurs versions non
invariantes. D’ou`
JGM(A
M
unip(V ), (fV )
bV ) = JGM(A
M
unip(V ), B, (fV )
bV ).
En appliquant (4), on obtient
JGM(A
M
unip(V ), (fV )
bV ) = JGM(A
M
unip(V )
bV , fV ).
En raisonnant comme toujours par re´currence, on peut supposer l’analogue de (2) connu
si l’on remplace G par M . Cette relation e´quivaut a` l’e´galite´ AMunip(V )
bV = AMunip(V ).
D’ou` encore
JGM(A
M
unip(V ), (fV )
bV ) = JGM(A
M
unip(V ), fV ).
Mais alors le membre de droite de (6) est e´gal a` la meˆme expression ou` (fV )
bV est
remplace´e par fV . D’ou` l’e´galite´
IG(AGunip(V ), (fV )
bV ) = IG(AGunip(V ), fV ),
c’est-a`-dire (2). Cela ache`ve la de´monstration. 

5.8 Insertion du the´ore`me 5.6 dans les hypothe`ses de re´currence
En [III] 6.1, on a associe´ un entier N(G1, G2, j∗) a` tout triplet endoscopique non
standard (G1, G2, j∗). On a aussi de´fini des triplets particuliers (G, G˜, a) en [III] 6.3. Les
constructions de cette re´fe´rence valent sur notre corps de nombres F .
Les hypothe`ses de re´currence pose´es en 1.1 doivent eˆtre comple´te´es de la fac¸on sui-
vante. Pour de´montrer une assertion concernant un triplet (G, G˜, a) quasi-de´ploye´ et
a` torsion inte´rieure, on ne se soucie pas du the´ore`me 5.6 qu’on n’utilisera pas dans
ce cas. Pour de´montrer une assertion concernant l’un des triplets particuliers (G, G˜, a)
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de [III] 6.3, on suppose connu le the´ore`me 5.6 pour tout triplet (G1, G2, j∗) tel que
N(G1, G2, j∗) < dim(GSC). Pour de´montrer une assertion concernant un triplet (G, G˜, a)
qui n’est pas l’un de ces triplets particuliers et qui n’est pas quasi-de´ploye´ et a` tor-
sion inte´rieure, on suppose connu le the´ore`me 5.6 pour tout triplet (G1, G2, j∗) tel
que N(G1, G2, j∗) ≤ dim(GSC). Pour de´montrer une assertion concernant un triplet
(G1, G2, j∗), on suppose connu le the´ore`me 5.6 pour tout triplet (G
′
1, G
′
2, j
′
∗) tel que
N(G′1, G
′
2, j
′
∗) < N(G1, G2, j∗). On suppose connus tous les re´sultats concernant les tri-
plets (G, G˜, a) quelconques tels que dim(GSC) < N(G1, G2, j∗). On suppose connus tous
les re´sultats concernant les triplets (G, G˜, a) qui ve´rifient les deux conditions suivantes :
- ils sont quasi-de´ploye´s et a` torsion inte´rieure ou ils font partie des triplets particuliers
de [III] 6.3 ;
- on a dim(GSC) = N(G1, G2, j∗).
5.9 La formule stable
Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Soit V un ensemble fini de
places contenant Vram. On note G˜ss(FV )/st− conj l’ensemble des classes de conjugaison
stable semi-simples dans G˜(FV ). Pour f ∈ SI(G˜(FV ))⊗Mes(G(FV )), on pose
SG˜ge´om(f) =
∑
M˜∈L(M˜0)
|WM ||WG|−1
∑
O∈M˜ss(FV )/st−conj
SG˜
M˜
(SAM˜(O, V ), f).
Lemme. Cette somme est finie.
Preuve. On peut e´videmment fixer M˜ . En utilisant 5.3(1) et le lemme 4.3, on voit
qu’il existe un sous-ensemble compact C˜V de M˜(FV ) tel que, si S
G˜
M˜
(SAM˜(O, V ), f ′) 6= 0,
alors O coupe C˜V . Il reste a` prouver
(1) il n’y a qu’un nombre fini de O ∈ M˜ss(FV )/st− conj tels que SA
M˜(O, V ) 6= 0 et
O coupe C˜V .
On peut aussi bien supposer M˜ = G˜. On utilise la de´finition de 5.2. Si SAG˜(O, V ) 6= 0,
alors AG˜(O, V ) 6= 0 ou il existe G′ ∈ E(G˜, V ), avec G′ 6= G, tel que SAG
′
(OG˜′ , V ) 6= 0.
Dans le premier cas, il existe γ ∈ G˜ss(F ) dont la projection dans G˜(FV ) appartient a`
O et tel que, pour tout v 6∈ V , γ soit conjugue´ a` un e´le´ment de K˜v par un e´le´ment de
G(Fv). En imposant la condition que O coupe C˜V , l’ensemble de ces γ forme un nombre
fini de classes de conjugaison par G(F ) (lemme 2.1). A fortiori l’ensemble des classes de
conjugaison stable O contenant un tel e´le´ment est fini. Dans le deuxie`me cas, le compact
C˜V de´termine un compact C˜V,G˜′ de G˜
′(FV ) tel que la condition que O coupe C˜V entraˆıne
que OG˜′ coupe C˜V,G˜′. Puisque G
′ 6= G, on peut appliquer (1) par re´currence : l’ensemble
des OG˜′ ∈ G˜
′
ss(FV )/st − conj tels que SA
G
′
(OG˜′ , V ) 6= 0 et OG˜′ coupe C˜V,G˜′ est fini.
L’ensemble des classes O qui leur correspondent l’est aussi. 
5.10 Le the´ore`me principal
Levons l’hypothe`se que (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure et travaillons
plutoˆt avec un K-triplet (KG,KG˜, a). Soit V un ensemble fini de places de F contenant
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Vram. Par un proce´de´ formel familier, de la de´finition du paragraphe pre´ce´dent se de´duit
celle des termes SG
′
ge´om(f
G
′
) apparaissant dans l’e´nonce´ suivant.
The´ore`me (a` prouver). Pour tout f ∈ C∞c (KG˜(FV ), ω)⊗Mes(G(FV )), on a l’e´galite´
IKG˜ge´om(f , ω) =
∑
G′∈E(G˜,a,V )
i(G˜, G˜′)SG
′
ge´om(f
G
′
).
On montrera dans la section 6 que ce the´ore`me re´sulte assez facilement des autres
the´ore`mes pre´ce´demment e´nonce´s.
6 Preuve conditionnelle du the´ore`me 5.10
6.1 Rappel
On conside`re un triplet (G, G˜, a) et une donne´e endoscopique G′. On rappelle le
lemme suivant qui se trouve de´ja` dans [A11].
Lemme. Les fle`ches naturelles, ker1(F, Z(Gˆ))→ ker1(F, Tˆ ) et
ker1(F, Z(Gˆ′))→ ker1(F, Tˆ θˆ,0)
sont des isomorphismes.
La preuve suit [K2] preuve du lemme 4.3.2 et [A11] lemme 2 : ces deux fle`ches sont
e´videmment analogues puisque Tˆ θˆ,0 est un tore maximal de Gˆ′. On de´montre donc la
premie`re.
On a la suite exacte : 1→ Z(Gˆ)→ Tˆ → Tˆ /Z(Gˆ)→ 1 dont se de´duit une suite exacte
de groupes de cohomologie. Le tore Tˆ /Z(Gˆ) est induit c’est-a`-dire que son groupe des
caracte`res a une base sur laquelle ΓF agit ; ainsi (Tˆ /Z(Gˆ))
ΓF est connexe et la fle`che de
l’e´nonce´ est injective. Pour la surjectivite´, il suffit de remarquer que ker1(F, (Tˆ /Z(Gˆ))) =
0 : en effet on se rame`ne au cas ou` ΓF agit transitivement sur une base des caracte`res
de Tˆ /Z(Gˆ). Dans ce cas H1(WF , (Tˆ /Z(Gˆ))) s’identifie a` H
1(WF ′,C
∗) ou` F ′ est une
extension galoisienne de F de´termine´ par le sous-groupe de ΓF stabilisant un e´le´ment de
la base des caracte`res avec l’action triviale de ΓF ′ sur C
∗ ; ainsi ce groupe de cohomologie
n’est autre que le groupe des caracte`res de WF ′ (continus a` valeurs complexes). Un tel
caracte`re correspond a` un e´le´ment du sous-groupe ker1(F, (Tˆ /Z(Gˆ))) si le localise´ du
caracte`re en toute place v est trivial ; le caracte`re est alors ne´cessairement trivial.
6.2 Au sujet des constantes
Pour G˜ un espace tordu, on note j(G˜) := |detAG/AG˜(1 − θ)| et, pour une donne´e
endoscopique elliptique G′, on a pose´ en 5.1, i(G˜, G˜′) =
j(G˜)−1|π0(AutGˆ(G
′)/Gˆ′)|−1|ker1(F, Z(Gˆ′))||ker1(F, Z(Gˆ))|−1δ(G˜, G˜′),
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ou` δ(G˜, G˜′) = |π0(Z(Gˆ)
ΓF )||π0(Z(Gˆ
′)ΓF )|−1|π0(Z(Gˆ)
ΓF ,0 ∩ Z(Gˆ′))|. On a pre´cise´ ici la
notation Aut(G′) de 5.1 en AutGˆ(G
′). Avec la description de 5.1, la composante neutre
de AutGˆ(G
′)/Gˆ′ est exactement l’image de Z(Gˆ)ΓF ,0 dans ce groupe d’automorphismes.
Ainsi
|π0(AutGˆ(G
′))| = |AutGˆ(G
′)/Z(Gˆ)ΓF ,0Gˆ′|.
On pose AutGˆ(G
′) = AutGˆ(G
′)/Gˆ′Z(Gˆ)ΓF qui est donc un groupe fini. On fixe aussi
des espaces de Levi de G˜ et G˜′, note´s M˜ et M˜ ′. On suppose que M˜ ′ est un espace
endoscopique de M˜ . On a alors de´fini en 4.4, la constante
iM˜ ′(G˜, G˜
′) := |Z(Gˆ′)ΓF /Z(Gˆ)ΓF ∩ Z(Gˆ′)ΓF |−1|Z(Mˆ ′)ΓF /Z(Mˆ)ΓF ∩ Z(Mˆ ′)ΓF |.
Ici on modifie cette constante car au lieu de sommer a` l’inte´rieur d’une classe sous
Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ on va sommer sur une classe sous Z(Mˆ)ΓFZ(Gˆ)/Z(Gˆ)(1−θˆ)(Z(Mˆ)ΓF )
(cf. [I] 3.3 (2)) et on pose i′
M˜ ′
(G˜, G˜′) :=
j(G˜)−1j(M˜)|Z(Gˆ′)ΓF /Z(Gˆ)ΓF ∩ Z(Gˆ′)ΓF |−1|Z(Mˆ ′)ΓF /Z(Mˆ)ΓF ∩ Z(Mˆ ′)ΓF |.
et le but de ce paragraphe est de montrer la proposition suivante :
Proposition. Soient G˜,G′, M˜ ,M′ ; on a
i(G˜, G˜′)i′
M˜ ′
(G˜, G˜′)−1i(M˜, M˜ ′)−1 = |AutGˆ(G
′)|−1|AutMˆ(M
′)|.
Il est clair que les j(?) se compensent. On re´crit diffe´remment δ(G˜, G˜′) : par ellipticite´,
Z(Gˆ′)ΓF ,0 = Z(Gˆ)ΓF ,θˆ,0, d’ou` l’inclusion Z(Gˆ′)ΓF ,0 ⊂ Z(Gˆ)ΓF ,0. Ainsi
|π0(Z(Gˆ
′)ΓF )|−1|π0(Z(Gˆ)
ΓF ,0 ∩ Z(Gˆ′))| = |Z(Gˆ′)/Z(Gˆ)ΓF ,0 ∩ Z(Gˆ′)|−1.
Et δ(G˜, G˜′) = |Z(Gˆ)ΓF /Z(Gˆ)ΓF ,0||Z(Gˆ′)ΓF /Z(Gˆ)ΓF ,0 ∩Z(Gˆ′)ΓF |−1. On conside`re la suite
exacte :
1→ Z(Gˆ)ΓF ∩ Z(Gˆ′)ΓF /Z(Gˆ)ΓF ,0 ∩ Z(Gˆ′)ΓF → Z(Gˆ)ΓF /Z(Gˆ)ΓF ,0
→ Z(Gˆ)ΓF /Z(Gˆ)ΓF ,0(Z(Gˆ)ΓF ∩ Z(Gˆ′)ΓF ).
Et la suite exacte :
1→ Z(Gˆ)ΓF ∩ Z(Gˆ′)ΓF /Z(Gˆ)ΓF ,0 ∩ Z(Gˆ′)ΓF → Z(Gˆ′)ΓF /Z(Gˆ)ΓF ,0 ∩ Z(Gˆ′)ΓF
→ Z(Gˆ′)ΓF /Z(Gˆ)ΓF ∩ Z(Gˆ′)ΓF .
Et on obtient δ(G˜, G˜′) =
|Z(Gˆ)ΓF /Z(Gˆ)ΓF ,0(Z(Gˆ′)ΓF ∩ Z(Gˆ)ΓF )||Z(Gˆ′)ΓF /Z(Gˆ)ΓF ∩ Z(Gˆ′)ΓF |−1.
On remarque que Z(Gˆ)ΓF ,0(Z(Gˆ)ΓF ∩ Z(Gˆ′)ΓF ) = Z(Gˆ)ΓF ∩ Z(Gˆ)ΓF ,0Gˆ′. Ainsi
|AutGˆ(G
′)/Z(Gˆ)ΓF ,0Gˆ′||Z(Gˆ)ΓF /Z(Gˆ)ΓF ,0(Z(Gˆ′)ΓF ∩ Z(Gˆ)ΓF )|−1 =
|AutGˆ(G
′)|.
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Et
i(G˜, G˜′) = |AutGˆ(G
′)|−1|Z(Gˆ′)ΓF /Z(Gˆ)ΓF ∩ Z(Gˆ′)ΓF |−1
×|ker1(F, Z(Gˆ′))||ker1(F, Z(Gˆ))|−1
= |AutGˆ(G
′)|−1iM˜ ′(G,G
′)−1|Z(Mˆ ′)ΓF /Z(Mˆ ′)ΓF ∩ Z(Mˆ ′)ΓF |−1
×|ker1(F, Z(Mˆ ′))||ker1(F, Z(Mˆ))|−1 =
|AutGˆ(G
′)|−1iM˜ ′(G,G
′)−1|AutMˆ(M
′)|i(M˜, M˜ ′),
ce qui est l’assertion cherche´e.
6.3 Combinatoire des sommes
On donnera en 6.5 un analogue du lemme 10.2 de [A1]. Auparavant, il faut rappeler
que, si G′ est une donne´e endoscopique elliptique de (G, G˜, a) et si M′ est un espace de
Levi de G′ (en un sens compre´hensible), il ne correspond pas force´ment a` M˜ ′ un espace
de Levi M˜ de G˜. Mais il lui correspond un groupe de Levi Mˆ de Gˆ tel qu’il existe un
sous-groupe parabolique Pˆ ∈ P(Mˆ) qui soit stable par l’action galoisienne et par θˆ, cf. [I]
3.4. Dans la suite, Mˆ est suppose´ ve´rifier cette proprie´te´. On dira queM′ est une donne´e
endoscopique elliptique de Mˆ . Les constantes de´finies dans le paragraphe pre´ce´dent sont
encore de´finies dans cette situation : M˜ n’y intervenait que via Mˆ . On les utilise en
remplac¸ant M˜ par Mˆ dans les notations.
On fixe une fonction sur l’ensemble des triplets G′,M′, Mˆ forme´ d’un espace endosco-
pique elliptique de G˜ et d’un espace de Levi de cet espace endoscopique, note´e S(G′,M′)
et d’un espace de Levi de Gˆ (ve´rifiant la condition ci-dessus) tel que M′ en soit un es-
pace endoscopique elliptique et on suppose que cette fonction est invariante sous l’action
par conjugaison de Gˆ. On va sommer de deux fac¸ons diffe´rentes cette fonction (avec des
coefficients) sur l’ensemble des triplets G′,M′, Mˆ modulo conjugaison sous Gˆ ; il faut
pre´ciser quelques notations.
Les triplets conside´re´s sont forme´s d’un espace de Levi Mˆ de Gˆ et d’un couple G′,
M′, ou` M′ est un espace de Levi de la donne´e endoscopique G′ et ou` G′ est une
donne´e endoscopique elliptique de G˜ tandis que M′ est une donne´e endoscopique el-
liptique de Mˆ ; donc en particulier, dans la donne´e endoscopique G′, on a un e´le´ment
s˜G′ ∈ Gˆθˆ/Z(Gˆ) et dans la donne´e endoscopique M
′, on a un e´le´ment s˜M′ ∈ Mˆ θˆ/Z(Mˆ).
Et on a ne´cessairement s˜G′ = s˜M′Z(Mˆ). En tenant compte de [I] 3.2 (1), on impose (ce
qui est loisible) a` s˜M′ d’eˆtre dans la classe canonique sous Z(Mˆ)
ΓFZ(Gˆ) de´finie en loc.
cite, a` l’inte´rieur de sa classe sous Z(Mˆ). Ainsi s˜G′ ∈ s˜M′Z(Mˆ)
ΓFZ(Gˆ)/Z(Gˆ).
On a besoin de remarquer que AutMˆ(M
′) agit par conjugaison sur s˜M′ en laissant
stable sa classe modulo Z(Mˆ)ΓFZ(Gˆ). En fait cela re´sulte d’un re´sultat ge´ne´ral prouve´
dans le paragraphe suivant, que l’on applique avec G˜,G′ remplace´ par Mˆ,M′.
6.4 Remarque sur l’action des groupes d’automorphismes de
donne´es endoscopiques
Remarque. Soit G′ une donne´e endoscopique (non ne´cessairement elliptique) de G˜
d’ou` en particulier un e´le´ment s˜G′ ∈ Gˆθˆ. Alors pour tout x ∈ AutGˆ(G
′), xs˜G′x
−1 ∈
s˜G′Z(Gˆ)
ΓF .
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On note z l’e´le´ment de Z(Gˆ) tel que xs˜G′x
−1 = zs˜G′ ; pour faire agir ΓF sur z, on
utilise les e´le´ments de G ′ : pour tout w ∈ ΓF , on fixe hw ∈ G
′ dont l’image dans la
projection de G ′ sur ΓF est w. On a hwzh
−1
w = wzw
−1. On conjugue cette e´galite´ par x :
xhwx
−1z xh−1w x
−1 = x(wzw−1)x−1 = wzw−1,
car wzw−1 ∈ Z(Gˆ) et x ∈ Gˆ. On utilise le fait que hw commute a` s˜G′ a` un cocycle
pre`s d’apre`s les de´finitions de 3.1, cocycle note´ a comme en loc.cite. En agissant par
conjugaison, x laisse stable G ′ et donc xhwx
−1 commute aussi a` s˜G′ au meˆme cocycle
pre`s et pour tout w ∈ ΓF , a(w) ∈ Z(Gˆ). D’ou` :
zs˜G′ = xs˜G′x
−1 = x(a(w)−1hws˜G′h
−1
w )x
−1
= a(w)−1xhwx
−1 xs˜G′x
−1 xh−1w x
−1
= a(w)−1xhwx
−1zxh−1w x
−1 xhwx
−1 s˜G′ xh
−1
w x
−1 = wzw−1s˜G′.
Cela donne l’e´galite´ cherche´e z = wzw−1.
6.5 La combinatoire
On a pre´cise´ les notations G′, Mˆ ,M′. Dans l’e´nonce´ ci-dessous, on e´crit ∼ H pour
indiquer que l’on prend l’e´le´ment conside´re´ a` conjugaison pre`s sous le groupe H . On
de´finit aussi W (Mˆ) := NormGˆMˆ/Mˆ , qui est muni d’une action galoisienne et d’une
action de θˆ. On de´finit de fac¸on identique W (Mˆ ′) = NormGˆ′Mˆ
′/Mˆ ′, qui est muni d’une
action galoisienne provenant de M′.
Proposition. Dans les deux sommes suivantes, les G′,M′, Mˆ sont des triplets comme
ci-dessus. Et on a : ∑
G′/∼Gˆ
i(G˜, G˜′)
∑
M′/∼Gˆ′
|W (Mˆ ′)ΓF |−1S(G′,M′, Mˆ); (1)
=∑
Mˆ/∼Gˆ
|W (Mˆ)ΓF ,θˆ|−1
∑
M′/∼Mˆ
i(Mˆ, M˜ ′)
∑
G′=G′(s˜);s˜∈s˜
M′Z(Mˆ)
ΓF /Z(Gˆ)ΓF (1−θˆ)(Z(Mˆ)ΓF )
i′
M˜ ′
(G˜, G˜′)S(G′,M′, Mˆ) (2)
=∑
Mˆ/∼Gˆ
|W (Mˆ)ΓF ,θˆ|−1
∑
M′/∼Mˆ
i(Mˆ, M˜ ′)
∑
G′=G′(s˜);s˜∈s˜
M′Z(Mˆ)
ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′)S(G′,M′, Mˆ). (3)
L’e´galite´ de (2) et (3) re´sulte de [I] 3.3(2). On prouve l’e´galite´ de (1) et (2). Chaque
somme est une somme sur les triplets G′,M′, Mˆ comme explique´ pre´ce´demment. Pour
i = 1, 2 et pour G′,M′, Mˆ on note ni(G
′,M′, Mˆ) le nombre de repre´sentants de la classe
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de conjugaison sous Gˆ de ce triplet qui apparaissent dans la somme (i) (on ve´rifiera que
ces nombres sont finis). Et on doit montrer pour tout tel triplet que :
|W (Mˆ)ΓF ,θˆ|i(G˜, G˜′)n1(G
′,M′, Mˆ)× (|W (Mˆ ′)ΓF |i′
M˜ ′
(G˜, G˜′)i(Mˆ, M˜ ′)n2(G
′,M′, Mˆ))−1
vaut 1. En tenant compte de la proposition 6.2, cela revient au meˆme que de de´montrer :
|W (Mˆ)ΓF ,θˆ|n1(G
′,M′, Mˆ)|W (Mˆ ′)ΓF |−1n2(G
′,M′, Mˆ)−1 (4)
= |AutGˆ(G
′)||AutMˆ(M
′)|−1
Dans (1), le groupeAutGˆ(G
′)/Gˆ′ ope`re sur les classes de Gˆ′-conjugaison forme´es d’e´le´ments
M′. Ainsi n1(G
′,M′, Mˆ) = |AutGˆ(G
′)/Gˆ′AutGˆ(G
′,M′)|. Le sous-groupe Z(Gˆ)ΓF de
AutG(G
′) ope`re trivialement sur tout M′ espace de Levi de G′ et on peut donc voir
AutGˆ(G
′)/Gˆ′AutGˆ(G
′,M′) comme un espace quotient de AutG(G
′) et on a :
n1(G
′,M′, Mˆ) = |AutG(G
′)||AutGˆ(G
′,M′)/AutGˆ(G
′,M′) ∩ Gˆ′Z(Gˆ)ΓF |−1.
Or AutGˆ(G
′,M′) ∩ Gˆ′Z(Gˆ)ΓF = NormGˆ′(M
′)Z(Gˆ)ΓF ; d’ou`
|AutGˆ(G
′,M′)/AutGˆ(G
′,M′) ∩ Gˆ′Z(Gˆ)ΓF | =
|AutGˆ(G
′,M′)/Mˆ ′Z(Gˆ)ΓF ||NormGˆ′(M
′)Z(Gˆ)ΓF /Mˆ ′Z(Gˆ)ΓF |−1
= |AutGˆ(G
′,M′)/Mˆ ′Z(Gˆ)ΓF ||W (Mˆ ′)ΓF |−1|Z(Gˆ)ΓF ∩ Gˆ′/Mˆ ′ ∩ Z(Gˆ)ΓF |.
Or Z(Gˆ)ΓF ∩ Gˆ′ ⊂ Z(Gˆ′) ⊂ Z(Mˆ ′), et on trouve donc que n1(G
′,M′, Mˆ) =
|AutG(G
′)||W (Mˆ ′)ΓF ||AutGˆ(G
′,M′)/Mˆ ′Z(Gˆ)ΓF |−1.
Dans (2), il y a d’abord l’image re´ciproqueNormGˆ(Mˆ)
∗ deW (Mˆ)ΓF ,θˆ dansNormGˆ(Mˆ)
qui ope`re sur lesM′ alors que dans la somme on n’a pris en compte que l’action de Mˆ ; en-
suite, sur les classes de conjugaison deG′ modulo Z(Mˆ)ΓF ope`re AutMˆ(M
′)/Mˆ ′Z(Mˆ)ΓF .
Ainsi
n2(G
′,M′, Mˆ) = |NormGˆ(Mˆ)
∗/MˆAutGˆ(G
′,M′, Mˆ)|
×|AutMˆ(M
′)/AutMˆ(G
′,M′, Mˆ)Z(Mˆ)ΓF |.
Ce nombre est e´videmment fini et on peut le re´crire sous la forme :
|W (Mˆ)ΓF ,θˆ||AutGˆ(G
′,M′, Mˆ)/AutMˆ(G
′,M′, Mˆ)|−1
×|AutMˆ(M
′)||AutMˆ(G
′,M′, Mˆ)/Mˆ ′(Z(Mˆ)ΓF ∩ AutMˆ(G
′,M′, Mˆ))|−1
= |W (Mˆ)ΓF ,θˆ||AutMˆ(M
′)||AutGˆ(G
′,M′, Mˆ)/Mˆ ′(Z(Mˆ)ΓF ∩AutMˆ(G
′,M′, Mˆ))|−1.
Ainsi de´montrer (4) est e´quivalent a` montrer que
|AutGˆ(G
′,M′)/Mˆ ′Z(Gˆ)ΓF | =
|AutGˆ(G
′,M′, Mˆ)/Mˆ ′(Z(Mˆ)ΓF ∩AutMˆ(G
′,M′, Mˆ))|.
Comme Mˆ est uniquement de´termine´ par G′ et son espace de Levi M˜ ′, AutGˆ(G
′,M′) =
AutGˆ(G
′,M′, Mˆ) et il suffit de montrer l’inclusion
Z(Mˆ)ΓF ∩ AutGˆ(G
′) →֒ Mˆ ′Z(Gˆ)ΓF .
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Pour montrer cette inclusion, on conside`re l’image de Z(Mˆ)ΓF ∩AutGˆ(G
′) dans Tˆ /Z(Gˆ) ;
l’image est incluse dans (Tˆ /Z(Gˆ))ΓF ,θˆ ; or Tˆ /Z(Gˆ) est un tore induit au sens suivant :
le groupe de ces caracte`res admet une base sur laquelle θˆ et ΓF ope`re par permutations.
Ainsi (Tˆ /Z(Gˆ))ΓF ,θˆ est un tore connexe et est ne´cessairement l’image de Tˆ ΓF ,θˆ,0 ; or
Tˆ ΓF ,θˆ,0 est un sous-groupe de (Mˆ ′)ΓF et ainsi Z(Mˆ)ΓF ∩AutGˆ(G
′) est un sous-groupe de
(Mˆ ′)ΓFZ(Gˆ) et donc de (Mˆ ′)ΓFZ(Gˆ)ΓF .
6.6 Un re´sultat d’annulation
On travaille ici avec des K-espaces. On fixe un ensemble fini V de places contenant
Vram. On fixe comme toujours une paire de Borel e´pingle´e Eˆ = (Bˆ, Tˆ , (Eˆα)α∈∆) de Gˆ,
conserve´e par l’action galoisienne. Si KM˜ est un K-espace de Levi de KG˜, on sait
de´finir la notion de donne´e endoscopique de (KM,KM˜, aM ). En fait, KM˜ n’intervient
dans cette de´finition que via le Levi Mˆ de Gˆ qui lui est associe´. On sait que l’on peut
supposer ce Levi standard et invariant par θˆ et par l’action galoisienne. Pour se donner
un peu plus de liberte´, on peut imposer la condition plus faible
(1) Tˆ ⊂ Mˆ et il existe Pˆ ∈ P(Mˆ ) de sorte que (Pˆ , Mˆ) soit conserve´ par θˆ et par
l’action galoisienne.
Conside´rons non plus un K-espace de Levi KM˜ de KG˜ mais un Levi Mˆ de Gˆ qui
ve´rifie la condition (1). Le cocycle a se pousse en un cocycle aMˆ a` valeurs dans Z(Mˆ).
On de´finit comme en 3.1 la notion de donne´e endoscopique disons de (Mˆ, aMˆ). Si Mˆ
correspond a` un K-espace de Levi KM˜ , cette notion co¨ıncide avec celle de donne´e endo-
scopique de (KM,KM˜, aM). Mais la pre´sente notion est un peu plus ge´ne´rale puisque
Mˆ ne corresponde pas toujours a` un tel K-espace de Levi. Conside´rons donc un Levi
Mˆ comme ci-dessus et une donne´e endoscopique M′ = (M ′,M′, ζ˜) de (Mˆ, aMˆ). Un tore
maximal de Mˆ ′ est isomorphe a` Tˆ θˆ,0. Si on introduit des sous-tores maximaux T de G et
T ′ deM ′, on a par dualite´ un homomorphisme ξ : T → T ′. Il n’est de´fini qu’a` conjugaison
pre`s mais sa restriction a` Z(G) est bien de´finie et envoie Z(G) dans Z(M ′). On peut donc
de´finir l’espace tordu M˜ ′ = M ′×Z(G)Z(G˜) comme en [I] 1.7. Pour une place v hors de V ,
la situation est non ramifie´e. Il existe donc un espace de Levi M˜v de G˜ de´fini sur Fv qui
correspond a` Mˆ . La donne´e localise´eM′v est une donne´e endoscopique de (Mv, M˜v, aMv).
Le sous-espace hyperspe´cial K˜v ∩ M˜v de´termine alors un sous-espace hyperspe´cial K˜
M ′
v
de M˜ ′(Fv), bien de´fini modulo conjugaison par M
′
AD(Fv). On fixe de tels sous-espaces,
soumis a` la condition de compatibilite´ globale de 1.1. La notion de donne´es auxiliaires
M ′1, M˜
′
1, C1, ξˆ1 de´finies sur F et non ramifie´es hors de V se de´finit comme en 3.3 et la
preuve du lemme de ce paragraphe montre que de telles donne´es existent. On adjoint a`
ces donne´es une familles d’espaces hyperspe´ciaux (K˜M
′
1,v )v 6∈V relevant les K˜
M ′
v , soumise a`
la meˆme condition de compatibilite´ globale. Conside´rons maintenant une autre se´rie de
donne´es auxilaires M ′2,... (K˜
M ′
2,v )v 6∈V . La meˆme construction qu’en 1.15 de´finit une fonc-
tion λ˜12,V qui permet de recoller C
∞
c,λ1
(M˜ ′1(FV )) a` C
∞
c,λ2
(M˜ ′1(FV )), du moins si M˜
′(F ) 6= ∅.
On de´finit alors l’espace C∞c (M
′
V ) comme la limite inductive de ces espaces. On a de
meˆme des espaces I(M′V ), SI(M
′
V ) etc... Toutes les constructions formelles que l’on a
faites dans le cas ou` Mˆ correspondait a` un K-espace de Levi de KG˜ s’e´tendent dans
notre situation.
Cela e´tant, supposons M˜ ′(F ) 6= ∅ et M′ elliptique, c’est-a`-dire que Z(Mˆ ′)ΓF ,0 =
Z(Mˆ)ΓF ,θˆ,0. Soient δ ∈ Dst⋄ (M
′
V )⊗Mes(M
′(FV ))
∗ et f ∈ I(KG˜(FV ), ω)⊗Mes(G(FV )).
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On peut poser
(2) IKG˜,E∗ (M
′, δ, f) =
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))S
G
′(s˜)
M′
(δ, BG˜, fG
′(s˜)).
Par convention, fG
′(s˜) = 0 si G′(s˜) n’est pas relevante. S’il existe un espace de Levi KM˜
correspondant a` Mˆ et si M′ est relevante pour cet espace de Levi, ce n’est autre que le
terme IKG˜,E
KM˜
(M′, δ, f) du paragraphe 4.4.
Proposition. Supposons soit qu’il n’existe aucun espace de Levi KM˜ deKG˜ correspon-
dant a` M˜ , soit qu’un tel espace KM˜ existe mais que M′ soit une donne´e non relevante
de (KM,KM˜, aM). Alors I
KG˜,E
∗ (M
′, δ, f) = 0 pour tout δ ∈ Dst⋄ (M
′
V )⊗Mes(M
′(FV ))
∗
et tout f ∈ I(KG˜(FV ), ω)⊗Mes(G(FV )).
Les places archime´diennes compliquent grandement la de´monstration, cf. la remarque
(30) de 6.10. On va e´noncer deux propositions auxiliaires. On montrera en 6.9 que la
seconde entraˆıne la premie`re et que celle-ci entraˆıne la proposition ci-dessus. On prou-
vera la seconde proposition auxiliaire en 6.10. Dans les quatre paragraphes suivants, on
conserve la pre´sente situation et on impose les hypothe`ses de la proposition. Pour simpli-
fier, on fixe des mesures de Haar sur tous les groupes intervenant, ce qui nous de´barrasse
des espaces de mesures.
6.7 Une premie`re proposition auxiliaire
Soient v ∈ V et Lˆv un Levi de Gˆ. Conside´rons la condition
(1) Tˆ ⊂ Lˆv et il existe Pˆv ∈ P(Lˆv) de sorte que (Pˆv, Lˆv) soit conserve´ par θˆ et par
l’action de ΓFv ,
qui est l’analogue locale de 6.6(1). Notons Mˆv le commutant de Z(Mˆ
′)ΓFv ,0 dans Gˆ. C’est
un Levi de Gˆ inclus dans Mˆ . L’inclusion peut eˆtre stricte. Ce Levi ve´rifie (1). Posons
MˆV = (Mˆv)v∈V . Notons L(MˆV ) l’ensemble des familles LˆV = (Lˆv)v∈V telles que, pour
tout v ∈ V , Lˆv soit un Levi de Gˆ ve´rifiant (1) et contenant Mˆv. Conside´rons une telle
famille. On pose
Z(LˆV ) = Z(Mˆ)
ΓF ,θˆ ∩ (∩v∈V Z(Lˆv)) = Z(Mˆ)
ΓF ,θˆ ∩ (∩v∈V Z(Lˆv)
ΓFv ,θˆ).
Pour une place v ∈ V , les meˆmes conside´rations que dans le paragraphe pre´ce´dent
s’appliquent : on de´finit la notion de donne´e endoscopique (locale) de (Lˆv, aLˆv). En
particulier, puisque M′v est une donne´e endoscopique elliptique de (Mˆv, aMˆv) et que
Mˆv est un Levi de Lˆv, on peut de´finir la donne´e endoscopique L
′
v(s˜) de (Lˆv, aLˆv) pour
s˜ ∈ ζ˜Z(Mˆ)ΓFv ,θˆ/Z(Lˆ)ΓFv ,θˆ. Conside´rons un e´le´ment s ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(LˆV ). Alors L
′
v(s˜)
est de´fini pour tout v ∈ V et on pose L′V (s˜) = (L
′
v(s˜))v∈V . Relevons s˜ en un e´le´ment de
ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ. Alors la donne´e globale G′(s˜) est bien de´finie. Pour tout v ∈ V ,
L
′
v(s˜) est une ”donne´e de Levi” de la donne´e locale G
′
v(s˜). Fixons des donne´es auxi-
liaires globales G′1(s˜),... , (K˜
′
1,v)v 6∈V pour G
′(s˜). Il s’en de´duit par restriction des donne´es
auxilaires locales pour les L′v(s˜), ainsi que des donne´es auxiliaires globales pour M
′.
Conforme´ment a` notre habitude, on note par exemple L˜′1,v(s˜) ouM
′
1(s˜) l’image re´ciproque
de L˜′v(s˜) ou M
′ dans G˜′1(s˜). En posant L˜
′
1,V (s˜;FV ) =
∏
v∈V L˜
′
1,v(s˜, Fv), on a un espace de
103
fonctions SI∞λ1(L˜
′
1,V (s˜, FV )). Faisons varier le rele`vement de s˜ et les donne´es auxiliaires.
On remplace l’indice 1 par 2 pour ces nouvelles donne´es. On a une fonction de recolle-
ment de´finie sur le produit fibre´ L˜′12,V (s˜;FV ) de L˜
′
1,V (s˜;FV ) et L˜
′
2,V (s˜;FV ) au-dessus de
L˜′V (s˜;FV ). Elle n’est de´finie qu’a` multiplication pre`s par un scalaire. Mais on a remarque´
au paragraphe pre´ce´dent que l’on pouvait normaliser canoniquement les restrictions de
ces fonctions au produit fibre´ similaire M˜ ′12(FV ) qui est inclus dans L˜
′
12,V (s˜;FV ). Cette
normalisation fixe la fonction de recollement sur tout L˜′12,V (s˜;FV ). On peut alors de´finir
par limite inductive un espace que l’on note SI(L′V (s˜)). Dualement, on a un espace
Dstge´om(L
′
V (s˜)).
Soient v ∈ V et δ ∈ L˜′v(s˜;Fv). Sur la cloˆture alge´brique F¯v, il existe un espace de
Levi L˜v de G˜ qui correspond a` Lˆv. La classe de conjugaison de la partie semi-simple de δ
correspond a` une classe de conjugaison d’un e´le´ment semi-simple γ de L˜v. On dit que δ
est G˜-re´gulier, resp. G˜-e´quisingulier, si γ est fortement G˜-re´gulier, resp. G˜-e´quisingulier.
Un e´le´ment δ = (δv)v∈V ∈ L˜
′
V (s˜;FV ) est dit G˜-re´gulier, resp. G˜-e´quisingulier, aux places
archime´diennes si δv est G˜-re´gulier, resp. G˜-e´quisingulier, pour tout v archime´dienne.
Soit RˆV ∈ L(MˆV ). On note L(RˆV ) l’ensemble des LˆV ∈ L(MˆV ) telles que Rˆv ⊂ Lˆv
pour tout v ∈ V . Soient s ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(LˆV ), f ∈ SI(L
′
V (s˜)) et δ ∈ D
st
ge´om(R
′
V (ζ˜)) =
Dstge´om(R
′
V (s˜)). Supposons
(2) le support de δ soit forme´ d’e´le´ments G˜-e´quisinguliers aux places archime´diennes.
Fixons des donne´es auxiliaires comme ci-dessus. Pour simplifier, on peut supposer
que δ et f s’identifient respectivement a` ⊗v∈V δ1,v et ⊗v∈V f1,v. Les termes du produit
∏
v∈V
S
L˜′1,v(s˜)
R˜′1,v(s˜),λ1
(δ1,v, B
G˜, f1,v)
sont bien de´finis. Notons que l’hypothe`se (2) nous permet si l’on veut de supprimer la
mention du syste`me de fonctions BG˜ aux places archime´diennes. Quand on fait varier
les donne´es auxiliaires, le produit ne change pas. On le note S
L
′
V (s˜)
R
′
V (ζ˜)
(δ, BG˜, f).
Soient RˆV ∈ L(MˆV ) et s˜ ∈ ζ˜Z(RˆV )/Z(Gˆ)
ΓF ,θˆ. SupposonsG′(s˜) etR′V (ζ˜) elliptiques.
Notons LG˜
′(s˜)(R˜′V (ζ˜)) l’ensemble des familles L˜
′
V = (L˜
′
v)v∈V telles que, pour tout v ∈ V ,
L˜′v soit un espace de Levi de G˜
′(s˜) de´fini sur Fv et contenant R˜
′
v(ζ˜). Pour une telle
famille et pour v ∈ V , notons Lˆv le commutant de Z(Lˆ
′
v)
ΓFv ,0 dans Gˆ. Alors la famille
LˆV = (Lˆv)v∈V appartient a` L(RˆV ). La famille L˜
′
V apparaˆıt comme la famille d’espaces de
Levi associe´e a` la donne´e endoscopique elliptique L′V (s˜) de (LˆV , aLˆV ). Pour simplifier les
notations, nous noterons directement L˜′V (s˜) les e´le´ments de L
G˜′(s˜)(R˜′V (ζ˜)). Remarquons
que l’application ”terme constant”
SI(G′(s˜)) → SI(L′(s˜))
f 7→ fL′(s˜)
est bien de´finie.
Soient RˆV ∈ L(MˆV ), δ ∈ D
st
ge´om(R
′
V (ζ˜)) et f ∈ I(KG˜(FV ), ω). On suppose (2)
ve´rifie´e. On suppose aussi
(3) R′(ζ˜) est elliptique.
On de´finit
J(RˆV , δ, f) =
∑
s˜∈ζ˜Z(RˆV )/Z(Gˆ)
ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))
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∑
L˜′V (s˜)∈L
G˜′(s˜)(R˜′V (ζ˜))
e
G˜′(s˜)
M˜ ′V
(M˜ ′, L˜′V (s˜))S
L
′
V (s˜)
R
′
V (ζ˜)
(δ, BG˜, (fG
′(s˜))L′V (s˜)).
Proposition. Soient RˆV ∈ L(MˆV ), δ ∈ D
st
ge´om(R
′
V (ζ˜)) et f ∈ I(KG˜(FV ), ω). On
suppose que (2) et (3) sont ve´rifie´es et que δ est l’image par induction d’un e´le´ment de
Dstge´om(M
′
V ). Alors J(RˆV , δ, f) = 0.
6.8 Une deuxie`me proposition auxiliaire
Proposition. Soient RˆV ∈ L(MˆV ), δ ∈ D
st
ge´om(R
′
V (ζ˜)) et f ∈ I(KG˜(FV ), ω). On
suppose que R′(ζ˜) est elliptique et que δ est l’image par induction d’un e´le´ment de
Dstorb(M
′
V ) dont le support est forme´ d’e´le´ments G˜-re´guliers aux places archime´diennes.
Alors J(RˆV , δ, f) = 0.
6.9 Re´duction de la proposition 6.6
Evidemment, la proposition 6.8 est un cas particulier de la proposition 6.7. Mais nous
allons prouver qu’inversement, elle implique cette proposition. Conside´rons la situation
de cette proposition 6.7. On peut supposer f = ⊗v∈V fv. On fait jouer aux donne´es G
′(ζ˜)
et R′V (ζ˜) un roˆle de re´fe´rence. Pour simplifier, on supprime le terme ζ˜ des notations, en
posant G′ = G′(ζ˜), R′V = R
′
V (ζ˜). Fixons des donne´es supple´mentaires G
′
1,...,(K˜
′
1,v)v 6∈V
pour G′. On peut supposer que δ s’identifie a` ⊗v∈V δ1,v, avec δ1,v ∈ D
st
ge´om,λ1,v
(R˜′1,v(Fv)).
On peut fixer pour tout v ∈ V une classe de conjugaison stable semi-simple O′v dans
M˜ ′(Fv) de sorte que δ1,v soit induite d’un e´le´ment de D
st
ge´om,λ1,v
(M˜ ′1(Fv)) dont le support
est forme´ d’e´le´ments de partie semi-simple dans O′v. Notons O
R˜′v
v la classe de conjugaison
stable dans R˜′v(Fv) contenant O
′. L’hypothe`se sur δ est que O
R˜′v
v est G˜-e´quisingulie`re
pour toute place v archime´dienne. Nous conside´rons comme fixe´s f et les composantes
δ1,v pour v non archime´dienne. On va e´tudier comment J(RˆV , δ, f) de´pend des δ1,v pour
v archime´dienne. Pour cela, conside´rons pour toute place archime´dienne un e´le´ment
τ 1,v ∈ D
st
ge´om,λ1,v
(R˜′1,v(Fv)). On suppose soit que τ 1,v = δ1,v, soit que τ 1,v appartient a`
Dstorb,λ1,v(R˜
′
1,v(Fv)) et que son support est forme´ d’e´le´ments G˜-re´guliers proches de O
R˜′v
v .
Pour unifier les notations, on pose τ 1,v = δ1,v pour toute v ∈ V non-archime´dienne. On
note τ l’e´le´ment de Dstge´om(R
′
V ) auquel s’identifie ⊗v∈V τ 1,v.
Pour tout s˜ ∈ ζ˜Z(RˆV )/Z(Gˆ)
ΓF ,θˆ, fixons des donne´es supple´mentaires G′1(s˜),...,(K˜
′
1,v(s˜))v 6∈V
pourG′(s˜). On a deux se´ries de donne´es auxiliaires pour la donne´eR′V = R
′
V (s˜). Comme
on l’a dit, les espaces SIλ1(s˜)(R˜
′
1,V (s˜;FV )) et SIλ1(R˜
′
1,V (FV )) se recollent canoniquement.
On peut de´composer cet isomorphisme canonique en produit d’isomorphismes sur toutes
les places v ∈ V . On a alors des isomorphismes duaux entre espaces de distributions.
Pour tout v ∈ V , τ 1,v s’identifie ainsi a` un e´le´ment τ 1,v(s˜) ∈ D
st
ge´om,λ1,v(s˜)
(R˜′1,v(s˜;Fv)).
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D’autre part, fG
′(s˜) s’identifie a` un e´le´ment ⊗v∈V f1,v(s˜). On a l’e´galite´
(1) S
L
′
V (s˜)
R
′
V (s˜)
(τ , BG˜, (fG
′(s˜))L′V (s˜)) =
∏
v∈V
S
L˜′1,v(s˜)
R˜′1,v(s˜),λ1,v(s˜)
(τ 1,v(s˜), B
G˜, f1,v(s˜)L˜′1,v(s˜)).
Si v est archime´dienne, on a dit que l’on pouvait oublier le syste`me de fonctions BG˜ en
vertu de l’hypothe`se sur le support de τ 1,v. On a vu en [V] 1.4 (2) et (3) qu’il existait
ϕ1,v ∈ SIλ1,v(s˜)(R˜
′
1,v(s˜;Fv)) de sorte que
(2) pour tout τ 1,v comme ci-dessus, on a
S
L˜′1,v(s˜)
R˜′1,v(s˜),λ1,v(s˜)
(τ 1,v, f1,v(s˜)L˜′1,v(s˜)) = S
R˜′1,v(s˜)
λ1,v(s˜)
(τ 1,v(s˜), ϕ1,v).
A l’aide des recollements fixe´s, on peut identifier ϕ1,v a` un e´le´ment de SIλ1,v(R˜
′
1,v(Fv)).
Comme cet e´le´ment de´pend de s˜ et de L′V (s˜), notons-le φ1,v[s˜,L
′
V (s˜)]. Le membre de
droite de (2) devient
S
R˜′1,v
λ1,v
(τ 1,v, φ1,v[s˜,L
′
V (s˜)]).
Notons V∞ l’ensemble des places archime´diennes de F et indiquons par un indice ∞ les
produits ou produits tensoriels sur les places v ∈ V∞. Par exemple τ 1,∞ = ⊗v∈V∞τ 1,v.
L’e´galite´ (1) devient
S
L
′
V (s˜)
R
′
V (s˜)
(τ , BG˜, (fG
′(s˜))L′V (s˜)) = c[s˜,L
′
V (s˜)]S
R˜′1,∞
λ1,∞
(τ 1,∞, φ1,∞[s˜,L
′
V (s˜)]),
ou` c[s˜,L′V (s˜)] est inde´pendant des τ 1,v pour v ∈ V al∞(F ). Posons
φ1,∞ =
∑
s˜∈ζ˜Z(RˆV )/Z(Gˆ)
ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))
∑
L˜′V (s˜)∈L
G˜′(s˜)(R˜′V (ζ˜))
e
G˜′(s˜)
M˜ ′V
(M˜ ′, L˜′V (s˜))c[s˜,L
′
V (s˜)]φ1,∞[s˜,L
′
V (s˜)].
Alors
(3) J(RˆV , τ , f) = S
R˜′1,∞
λ1,∞
(τ 1,∞, φ1,∞).
Soit µ1,∞ ∈ D
st
ge´om,λ1,∞
(M˜ ′1(F∞)), a` support dans les e´le´ments de M˜
′(F∞) de partie semi-
simple dans O′∞, tel que δ1,∞ soit l’induite de µ1,∞. En appliquant (3) a` τ = δ, on
obtient
J(RˆV , δ, f) = S
M˜ ′1,∞
λ1,∞
(µ1,∞, φ1,∞,M˜ ′1,∞).
On veut prouver que le membre de gauche est nul. Il suffit de prouver que φ1,∞,M˜ ′1,∞ est nul
au voisinage deO′∞. Pre´cise´ment, il suffit de prouver que, pour ν1,∞ ∈ D
st
orb,λ1,∞
(M˜ ′1(F∞)),
a` support G˜-re´gulier et proche de O′∞, on a S
M˜ ′1,∞
λ1,∞
(ν1,∞, φ1,∞,M˜ ′1,∞) = 0. Fixons un tel
ν1,∞, notons τ 1,∞ l’induite de ν1,∞ a` R˜
′
1,∞(F∞). Comple´tons τ 1,∞ en un e´le´ment τ de
composantes δ1,v aux places de V non-archime´diennes. Le meˆme calcul que ci-dessus
montre que
S
M˜ ′1,∞
λ1,∞
(ν1,∞, φ1,∞,M˜ ′1,∞) = J(RˆV , τ , f).
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Mais τ ve´rifie les hypothe`ses de 6.8. Donc le membre de droite ci-dessus est nul. D’ou`
l’assertion cherche´e, ce qui prouve la proposition 6.7.
Nous allons maintenant prouver que cette proposition 6.7 entraˆıne la proposition 6.6.
Conside´rons la de´finition 6.6(2). On utilise la proposition 4.2(i) pour de´velopper chaque
terme S
G′(s˜)
M′
(δ, BG˜, fG
′(s˜)). Avec les notations que l’on a introduites, on obtient
S
G′(s˜)
M′
(δ, BG˜, fG
′(s˜)) =
∑
L˜′V (s˜)∈L
G˜′(s˜)(M˜ ′V )
e
G˜′(s˜)
M˜ ′V
(M˜ ′, L˜′V (s˜))S
L
′
V (s˜)
M′V
(δ, BG˜, (fG
′(s˜))L′V (s˜)).
Fixons des donne´es auxiliaires comme plus haut. Les inte´grales du membre de droite se
de´composent alors en produit sur v ∈ V d’inte´grales locales. Conside´rons une place v
archime´dienne. Le terme local est
(4) S
L˜′1,v(s˜)
M˜ ′1,v(s˜),λ1,v(s˜)
(δ1,v(s˜), B
G˜, (f
G˜′1,v(s˜)
v )L˜′1,v(s˜)).
On peut supposer comme plus haut que les e´le´ments du support de δ1,v ont leur partie
semi-simple dans une classe de conjugaison stable O′v. Fixons Hv ∈ AM˜ ′v en position
ge´ne´rale. Relevons-le en un e´le´ment H1,v ∈ AM˜ ′1,v(s˜). Conside´rons un Levi de L˜
′
v(s˜) conte-
nant M˜ ′v. Conforme´ment aux notations introduites en 6.7, notons-le R˜
′
v(s˜). Les de´finitions
de [V] 6.3 s’e´tendent au cas des distributions se transformant selon le caracte`re λ1,v(s˜)
de C1(s˜;Fv). On a de´fini dans cette re´fe´rence un e´le´ment
ξR˜
′
1,v(s˜),st(δ1,v(s˜), B
G˜, H
R˜′1,v(s˜)
1,v ).
C’est une distribution induite a` R˜′1,v(s˜;Fv) d’un e´le´ment de D
st
ge´om(M˜
′
1,v(s˜;Fv)) dont le
support est forme´ d’e´le´ments de partie semi-simple dans O′v. La proposition [V] 6.3
entraˆıne que le (3) est faiblement e´quivalent a` la fonction qui, a` H1,v associe∑
R˜′v(s˜)∈L
L˜′v(s˜)(M˜ ′v)
S
L˜′1,v(s˜)
R˜′1,v(s˜),λ1,v(s˜)
(exp(H1,v,R˜′1,v(s˜))ξ
R˜′1,v(s˜),st(δ1,v(s˜), B
G˜, H
R˜′1,v(s˜)
1,v ), (f
G˜′1,v(s˜)
v )L˜′1,v(s˜)).
Cela implique que, si l’on remplace dans l’expression ci-dessus H1,v par H1,v/n, pour
un entier n ≥ 1, la limite de cette expression quand n tend vers l’infini est e´gale a` (4).
Posons
τ
R˜′1,v(s˜)
1,v (n) = exp(H1,v,R˜′1,v(s˜)/n)ξ
R˜′1,v(s˜),st(δ1,v(s˜), B
G˜, H
R˜′1,v(s˜)
1,v /n).
Pour unifier les notations, pour une place v ∈ V non archime´dienne, posons
τ
M˜ ′1,v(s˜)
1,v (n) = δ1,v(s˜).
Enfin, on a de´fini en 6.7 l’ensemble LG˜
′(s˜)(M˜ ′V ). Notons L
G˜′(s˜)
∞ (M˜ ′V ) le sous-ensemble des
R˜′V (s˜) ∈ L
G˜′(s˜)(M˜ ′V ) tels que R˜
′
v(s˜) = M˜
′
v pour toute place archime´dienne. Avec ces
de´finitions, on obtient que S
G′(s˜)
M′
(δ, BG˜, fG
′(s˜)) est e´gale a` la limite quand n tend vers
l’infini de
(5)
∑
R˜′V (s˜)∈L
G˜′(s˜)
∞ (M˜ ′V )
∑
L˜′V (s˜)∈L
G˜′(s˜)(R˜′V (s˜))
e
G˜′(s˜)
M˜ ′V
(M˜ ′, L˜′V (s˜))
∏
v∈V
S
L˜′1,v(s˜)
R˜′1,v(s˜),λ1,v(s˜)
(τ
M˜ ′1,v(s˜)
1,v (n), B
G˜, (f
G˜′1,v(s˜)
v )L˜′1,v(s˜)).
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Les distributions τ
R˜′1,v(s˜)
1,v (n) de´pendent des donne´es auxiliaires mais on ve´rifie sans peine
qu’elles se recollent convenablement quand on change de donne´es auxiliaires. On doit tou-
tefois prendre garde au fait que la translation par exp(H1,v,R˜′1,v(s˜)) pour v archime´dienne
n’est compatible au recollement qu’a` un caracte`re pre`s. Plus pre´cise´ment, pour une telle
place, on a introduit en [IV] 2.1 un caracte`re λAG˜′1,v(s˜)
de AG˜′1(s˜). Alors les distributions
(
∏
v∈V al∞(F )
λAG˜′1,v(s˜)
(H1,v,G˜′1,v(s˜)/n)⊗v∈V τ
R˜′1,v(s˜)
1,v (n)
se recollent en une distribution que l’on note τR
′
V (s˜)(n). Cette multiplication par le
produit des λAG˜′1,v(s˜)
(H1,v,G˜′1,v(s˜)/n) ne nous geˆne pas : on peut multiplier (5) par ce terme
sans changer les proprie´te´s de cette expression. Alors (5) se re´crit∑
R˜′V (s˜)∈L
G˜′(s˜)
∞ (M˜ ′V )
∑
L˜′V (s˜)∈L
G˜′(s˜)(R˜′V (s˜))
e
G˜′(s˜)
M˜ ′V
(M˜ ′, L˜′V (s˜))S
L
′
V (s˜)
R
′
V (s˜)
(τR
′
V (s˜)(n), BG˜, (fG
′(s˜))L′V (s˜)).
En revenant a` 6.6(2), on voit que IKG˜,E∗ (M
′, δ, f) est e´gale a` la limite quand n tend vers
l’infini de
(6)
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))
∑
R˜′V (s˜)∈L
G˜′(s˜)
∞ (M˜ ′V )∑
L˜′V (s˜)∈L
G˜′(s˜)(R˜′V (s˜))
e
G˜′(s˜)
M˜ ′V
(M˜ ′, L˜′V (s˜))S
L
′
V (s˜)
R
′
V (s˜)
(τR
′
V (s˜)(n), BG˜, (fG
′(s˜))L′V (s˜)).
A tout R′V (s˜) intervenant est associe´ un e´le´ment RˆV ∈ L(MˆV ). Plus pre´cise´ment, celui-
ci appartient au sous-ensemble L∞(MˆV ) de´fini par les conditions Rˆv = Mˆv pour v ∈ V
non-archime´dienne. On peut remplacer la somme en R′V (s˜) par une somme en RˆV , que
l’on permute avec la somme en s˜. On peut ensuite de´composer cette dernie`re somme
en une somme sur t˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(RˆV ) et une somme en s˜ ∈ t˜Z(RˆV )/Z(Gˆ)
ΓF ,θˆ.
L’expression (6) devient la somme sur RˆV ∈ L∞(MˆV ) de∑
t˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(RˆV );R
′
V (t˜) elliptique
J(RˆV , t˜, τ
R
′
V (t˜)(n), f),
ou`
J(RˆV , t˜, τ
R
′
V (t˜)(n), f) =
∑
s˜∈t˜Z(RˆV )/Z(Gˆ)
ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))
∑
L˜′V (s˜)∈L
G˜′(s˜)(R˜′V (s˜))
e
G˜′(s˜)
M˜ ′V
(M˜ ′, L˜′V (s˜))S
L
′
V (s˜)
R
′
V (s˜)
(τR
′
V (s˜)(n), BG˜, (fG
′(s˜))L′V (s˜)).
Dans le cas ou` t˜ = ζ˜, cette expression est e´gale a` l’expression J(RˆV , τ
R
′
V (t˜)(n), f) de 6.7.
Pour t˜ quelconque, elle est e´gale a` l’analogue de cette expression quand on remplace la
donne´e de de´part M′ = (M ′,M′, ζ˜) par la donne´e e´quivalente (M ′,M′, t˜). On peut donc
lui appliquer cette proposition 6.7. Les distributions τR
′
V (t˜)(n) ve´rifient par construction
les hypothe`ses de cette proposition : en une place archime´dienne v, la translation par
exp(H1,v,R˜′1,v(s˜)/n) assure que le support de la distribution est G˜-e´quisingulier puisque Hv
est en position ge´ne´rale. La proposition 6.7 implique donc que J(RˆV , t˜, τ
R
′
V (t˜)(n), f) = 0.
Alors l’expression (6) est nulle. Sa limite IKG˜,E∗ (M
′, δ, f) est nulle elle aussi, ce qui prouve
la proposition 6.6.
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6.10 Preuve de la proposition 6.8
On fixe des donne´es RˆV , δ et f comme dans l’e´nonce´ de la proposition 6.8. On
suppose f = ⊗v∈V fv. On a besoin de facteurs de transfert globaux. Pour cela, on fixe les
extensions
1→ G→ H → D → 1, G˜→ H˜
construites dans la preuve de 3.8. Pour tout s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ, on e´tend comme
dans ce paragraphe la donne´eG′(s˜) en une donne´eH′(t˜) et on fixe des donne´es auxiliaires
H ′1(t˜),...,ξˆ1(t˜). On en de´duit comme en 3.9 des donne´es auxiliaires G
′
1(s˜),...,ξˆ1(s˜) pour
G′(s˜), que l’on comple`te par le choix d’espaces hyperspe´ciaux (K˜ ′1,v(s˜))v 6∈V . Il s’en de´duit
un facteur de transfert canonique comme en 3.9, que l’on de´compose en produit sur v ∈ V
de facteurs locaux. On note f
G˜′1(s˜)
v le transfert de fv calcule´ a` l’aide de ce facteur. Comme
en 6.9, on conside`re les donne´es auxiliaires relatives a` ζ˜ comme des donne´es de re´fe´rence
et, pour celles-ci, on supprime ζ˜ de la notation : G′ = G′(ζ˜), G′1 = G
′
1(ζ˜) etc... On peut
supposer que δ s’identifie a` ⊗v∈V δ1,v, avec δ1,v ∈ D
st
ge´om,λ1,v
(R˜′1,v(Fv)) pour tout v ∈ V .
Comme on l’a vu en 6.7, on dispose pour tout s˜ ∈ ζ˜Z(RˆV )/Z(Gˆ)
ΓF ,θˆ de recollements
canoniques entre SIλ1(M˜
′
1(FV )) et SIλ1(s˜)(M˜
′
1(s˜;FV )) et aussi entre SIλ1(R˜
′
1,V (FV )) et
SIλ1(s˜)(R˜
′
1,V (s˜;FV )). On de´compose ceux-ci en produit tensoriel d’isomorphismes locaux.
On fait de meˆme pour les espaces de distributions. Alors chaque δ1,v s’identifie a` δ1,v(s˜) ∈
Dstge´om,λ1,v(s˜)(R˜
′
1,v(s˜;Fv)). La de´finition de J(RˆV , δ, f) se re´crit
(1) J(RˆV , δ, f) =
∑
s˜∈ζ˜Z(RˆV )/Z(Gˆ)
ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))
∑
L˜′V (s˜)∈L
G˜′(s˜)(R˜′V (s˜))
e
G˜′(s˜)
M˜ ′V
(M˜ ′, L˜′V (s˜))
∏
v∈V
S
L˜′1,v(s˜)
R˜′1,v(s˜),λ1,v(s˜)
(δ1,v(s˜), B
G˜, (f
G˜′1,v(s˜)
v )L˜′1,v(s˜)).
On peut supposer que, pour tout v ∈ V , il y a une classe de conjugaison stable
semi-simple O′v ⊂ M˜
′(Fv) de sorte que
- δ1,v est induite d’un e´le´ment deD
st
orb,λ1,v
(M˜ ′1,v(Fv)) dont le support est forme´ d’e´le´ments
de partie semi-simple dans O′v ;
- si v est archime´dienne, O′v est forme´ d’e´le´ments G˜-re´guliers.
Fixons ǫv ∈ O
′
v tel que M
′
ǫv soit quasi-de´ploye´ sur Fv. On note R˜
′
v le commutant de
AM ′ǫv dans M˜
′. On a AR˜′v = AM ′ǫv . On peut fixer une distribution dv ∈ D
st
ge´om,λ1
(R˜′1,v(Fv))
de sorte que
- δ1,v soit l’induite de dv a` R˜
′
1,v(Fv) ;
- si v est non-archime´dienne, les projections dans R˜′v(Fv) des e´le´ments du support
de dv ont leur partie semi-simple dans la classe de conjugaison stable OR˜′v de ǫv dans
R˜′v(Fv) ;
- si v est archime´dienne, dv est une inte´grale orbitale stable associe´e a` un rele`vement
de ǫv dans R˜
′
1,v(Fv).
On a
(2) ǫv appartient a` un sous-tore tordu maximal elliptique de R˜
′
v.
En effet, soit T ♭v un sous-tore maximal elliptique de M
′
ǫv et Tv son commutant dans
R′v. Alors l’ensemble Tvǫv re´pond a` la question. Pour que cette construction sois-correcte,
il faut e´videmment que M ′ǫv posse`de un sous-tore maximal elliptique. C’est toujours vrai
si v est non-archime´dienne. Si v est archime´dienne, ǫv est G˜-re´gulier par hypothe`se donc
M ′ǫv est lui-meˆme un tore et l’assertion s’ensuit.
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On note Rˆv le commutant de Z(Rˆ
′
v)
ΓFv ,0 dans Gˆ. C’est un Levi de Mˆv. Quitte a`
remplacer la donne´e locale M′v par une donne´e e´quivalente, on peut supposer que tous
ces Levi sont standard et que la donne´e locale M′v provient d’une donne´e R
′
v pour Rˆv,
cf. [I] 3.4. C’est-a`-dire qu’en posant R′v = M
′
v ∩
LRv, le triplet R
′
v = (R
′
v,R
′
v, ζ˜) est
une donne´e endoscopique de Rˆv et que M
′
v = Mˆ
′R′v. Notons que R
′
v est une donne´e
elliptique par construction.
Remarque. On pourrait poser des de´finitions plus sophistique´es e´vitant de remplacer
M′v par une donne´e e´quivalente. En tout cas, ce remplacement ne perturbera pas la suite
de la de´monstration.
Le Levi Rˆv ve´rifie la condition 6.7(1). On pose RˆV = (Rˆv)v∈V . On de´finit comme
en 6.7 l’ensemble L(RˆV ) des familles LˆV = (Lˆv)v∈V telles que, pour tout v ∈ V , Lˆv
soit un Levi de Gˆ ve´rifiant 6.7(1) et contenant Rˆv. Conside´rons une telle famille. Pour
s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ et pour une place v ∈ V , on de´finit la donne´e endoscopique
L′v(s˜) de Lˆv associe´e a` s˜ et a` la donne´e endoscopique R
′
v du Levi Rˆv de Lˆv. En posant
Z(LˆV ) = Z(Mˆ)
ΓF ,θˆ ∩ (∩v∈V Z(Lˆv)),
cette donne´e ne de´pend que de l’image de s˜ modulo Z(LˆV ). Conside´rons deux e´le´ments
s˜1 et s˜2 de ζ˜Z(RˆV )/Z(Gˆ)
ΓF ,θˆ ayant meˆme image modulo ce groupe. On a choisi ci-dessus
des donne´es auxiliaires pour les donne´es G′(s˜1) et G
′(s˜2) qui se restreignent pour toute
place v ∈ V en des donne´es auxiliaires pour L′v(s˜1) = L
′
v(s˜2). On dispose donc d’es-
paces SIλ1,v(s˜1)(L˜
′
1,v(s˜1;Fv)) et SIλ1,v(s˜2)(L˜
′
1,v(s˜2;Fv)). Ces espaces sont canoniquement
isomorphes. En effet, on sait que ces espaces sont isomorphes, l’isomorphisme n’e´tant
en ge´ne´ral de´fini qu’a` un scalaire pre`s. Il s’agit de normaliser celui-ci. On a de´ja` fixe´ les
isomorphismes
SIλ1,v(s˜1)(R˜
′
1,v(s˜1;Fv)) ≃ SIλ1,v(R˜
′
1,v(Fv)) ≃ SIλ1,v(s˜2)(R˜
′
1,v(s˜2;Fv)).
On normalise nos isomorphismes de sorte que le diagramme suivant soit commutatif
SIλ1,v(s˜1)(R˜
′
1,v(s˜1;Fv)) → SIλ1,v(s˜2)(R˜
′
1,v(s˜2;Fv))
↓ ↓
SIλ1,v(s˜1)(R˜
′
1,v(s˜1;Fv)) → SIλ1,v(s˜2)(R˜
′
1,v(s˜1;Fv))
↑ ↑
SIλ1,v(s˜1)(L˜
′
1,v(s˜1;Fv)) → SIλ1,v(s˜2)(L˜
′
1,v(s˜2;Fv))
ou` les applications verticales sont les applications ”termes constants”. De meˆmes conside´rations
valent pour les espaces de distributions.
Posons R˜′V =
∏
v∈V R˜
′
v. Soit ζ˜Z(RˆV )/Z(Gˆ)
ΓF ,θˆ, supposons G′(s˜) elliptique. Notons
LG˜
′(s˜)(R˜′V ) l’ensemble des familles L˜
′
V = (L˜
′
v)v∈V telles que, pour tout v ∈ V , L˜
′
v soit un
espace de Levi de G˜′(s˜) de´fini sur Fv et contenant R˜
′
v. Pour une telle famille et pour v ∈ V ,
notons Lˆv le commutant de Z(Lˆ
′
v)
ΓFv ,0 dans Gˆ. Alors la famille LˆV = (Lˆv)v∈V appartient
a` L(RˆV ). La famille L˜
′
V apparaˆıt comme la famille d’espaces de Levi associe´e a` la donne´e
endoscopique elliptique L′(s˜) de (LˆV , aLˆV ). Comme en 6.7, on notera directement L˜
′
V (s˜)
les e´le´ments de LG˜
′(s˜)(R˜′V ).
Conside´rons la formule (1). Fixons s˜, L˜′V (s˜) y apparaissant et une place v ∈ V .
Par les isomorphismes canoniques, la distribution dv introduite ci-dessus s’identifie a`
dv(s˜) ∈ D
st
ge´om,λ1(s˜)
(R˜′1,v(s˜;Fv)). La distribution δ1,v(s˜) est l’induite de dv(s˜) a` R˜
′
1,v(s˜;Fv).
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On applique les propositions [II] 1.14(ii) ou [V] 1.6(ii). On obtient
S
L˜′1,v(s˜)
R˜′1,v(s˜),λ1,v(s˜)
(δ1,v(s˜), B
G˜, (f
G˜′1,v(s˜)
v )L˜′1,v(s˜)) =
∑
L˜′v(s˜)∈L
L˜′v(s˜)(R˜′v)
e
L˜′v(s˜)
R˜′v
(R˜′v, L˜
′
v(s˜))
S
L˜′1,v(s˜)
R˜′1,v(s˜),λ1,v(s˜)
(dv(s˜), B
G˜, (f
G˜′1,v(s˜)
v )L˜′1,v(s˜)).
Pour tout LˆV ∈ L(RˆV ), posons
(3) J(RˆV , LˆV , δ, f) =
∑
s˜∈ζ˜Z(RˆV )/Z(Gˆ)
ΓF ,θˆ ,L′V (s˜) elliptique
E(LˆV , s˜)
∏
v∈V
S
L˜′1,v(s˜)
R˜′1,v(s˜),λ1,v(s˜)
(dv(s˜), B
G˜, (f
G˜′1,v(s˜)
v )L˜′1,v(s˜)),
ou`
(4) E(LˆV , s˜) = iM˜ ′(G˜, G˜
′(s˜))
∑
L˜′V (s˜)∈L
G˜′(s˜)(R˜′V (s˜))∩L
G˜′(s˜)(L˜′V (s˜))
e
G˜′(s˜)
M˜ ′V
(M˜ ′, L˜′V (s˜))
∏
v∈V
e
L˜′v(s˜)
R˜′v
(R˜′v, L˜
′
v(s˜)).
Alors la formule (1) se re´crit
J(RˆV , δ, f) =
∑
LˆV ∈L(RˆV )
J(RˆV , LˆV , δ, f).
Pour prouver que le membre de gauche est nul, il nous suffit de fixer LˆV et de prouver
que J(RˆV , LˆV , δ, f) = 0.
Fixons de´sormais LˆV ∈ L(RˆV ). Pour v ∈ V , aux Levi Mˆv, Rˆv, Rˆv et Lˆv sont associe´s
des espaces AM˜v , AR˜v , AR˜v et AL˜v . Par exemple, AM˜v = X
∗(Z(Mˆv)
ΓFv ,θˆ,0)⊗Z R. On a
AR˜v
AM˜v
}
⊂ AM˜v
AL˜v

 ⊂ AR˜v .
Posons par exemple AM˜V = ⊕v∈VAM˜v . Rappelons que l’on a un plongement diagonal
∆ : AG˜
M˜
→ AM˜V . Par composition, on obtient des homomorphismes
AG˜
M˜
→ AM˜V /AR˜V
et
AG˜
M˜
→ AM˜V → AR˜V → AR˜V /AL˜V .
On note
D : AG˜
M˜
→ AM˜V /AR˜V ⊕AR˜V /AL˜V
leur somme directe. On obtient dualement un homomorphisme
Dˆ : Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ → ⊕v∈V (Z(Mˆv)
ΓFv ,θˆ/Z(Rˆv)
ΓFv ,θˆ ⊕ Z(Rˆv)
ΓFv ,θˆ/Z(Lˆv)
ΓFv ,θˆ).
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Supposons que D soit un isomorphisme. Alors Dˆ est surjectif et de noyau fini. On note
k(D) le nombre d’e´le´ments de ce noyau. On note d(D) le nombre tel que D identifie la
mesure sur son ensemble de de´part avec d(∆) fois celle sur son ensemble d’arrive´e. On
pose e(D) = d(D)k(D)−1. Pour v ∈ V , l’homomorphisme
Z(Mˆv)
ΓFv ,θˆ/Z(Rˆv)
ΓFv ,θˆ → Z(Mˆ′v)
ΓFv/Z(Rˆ′v)
ΓFv
est surjectif et de noyau fini (car les donne´es M′v et R
′
v sont elliptiques par de´finition).
On note iM˜′v(Rˆv, R˜
′
v) l’inverse du nombre d’e´le´ments de son noyau. De meˆme, soit s˜ ∈
ζ˜Z(RˆV )/Z(Gˆ)
ΓF ,θˆ tel que L′(s˜) soit elliptique. Alors l’homomorphisme
Z(Rˆv)
ΓFv ,θˆ/Z(Lˆv)
ΓFv ,θˆ → Z(Rˆ′v)
ΓFv/Z(Lˆ′v(s˜))
ΓFv
est surjectif et de noyau fini. On note iR˜′v(Lˆv, L˜
′
v(s˜)) l’inverse du nombre d’e´le´ments de
son noyau. Soit s˜ comme ci-dessus. On va montrer
(5) si D n’est pas un isomorphisme, E(LˆV , s˜) = 0 ;
(6) supposons que D soit un isomorphisme ; alors
E(LˆV , s˜) = e(D)
∏
v∈V
iM˜′v(Rˆv, R˜
′
v)iR˜′v(Lˆv, L˜
′
v(s˜)).
Supposons E(LˆV , s˜) 6= 0. Alors iM˜ ′(G˜, G˜
′(s˜)) 6= 0 donc G′(s˜) est elliptique. On peut
fixer LˆV ∈ L(RˆV ) ∩ L(LˆV ) de sorte que L
′
V (s˜) soit elliptique et que les constantes
d
G˜′(s˜)
M˜ ′V
(M˜ ′, L˜′V (s˜)) et d
L˜′v(s˜)
R˜′v
(R˜′v, L˜
′
v(s˜)), pour v ∈ V , soient non nulles. Notons par exemple
AL˜v
R˜v
l’orthogonal de AL˜v dans AR˜v et A
L˜V
R˜V
= ⊕v∈VA
L˜v
R˜v
. Toutes les donne´es endoscopiques
intervenant e´tant elliptiques (M′v e´tant conside´re´e comme une donne´e de Mˆv), ces non-
nullite´s signifient que l’on a les e´galite´s
(7) AG˜
M˜V
= ∆(AG˜
M˜
)⊕AG˜
L˜V
et
(8) AL˜V
R˜V
= AL˜V
R˜V
⊕AL˜V
L˜V
,
L’application D est la compose´e des deux applications
AG˜
M˜
∆
→ AG˜
M˜V
→ AM˜V /AL˜V
et
(9) AM˜V /AL˜V → AM˜V /AR˜V ⊕AR˜V /AL˜V .
La premie`re est un isomorphisme d’apre`s (7). On peut de´composer l’espace de de´part
de (9) en AR˜V
M˜V
⊕ AR˜V /AL˜V . Alors (9) devient une application triangulaire. Les termes
diagonaux sont les applications
AR˜V
M˜V
→ AM˜V /AR˜V
et
AR˜V /AL˜V → AR˜V /AL˜V .
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La premie`re est e´videmment un isomorphisme et la seconde l’est d’apre`s (8). Donc (9)
est un isomorphisme et D aussi. Cela de´montre (5). Remarquons qu’en pre´cisant ces
calculs, on obtient l’e´galite´
(10) d(D) = d
G˜′(s˜)
M˜ ′V
(M˜ ′, L˜′V (s˜))
∏
v∈V
d
L˜′v(s˜)
R˜′v
(R˜′v, L˜
′
v(s˜)).
Inversement, supposons que D soit un isomorphisme. Il y a au plus un espace LˆV qui
peut contribuer a` la somme E(LˆV , s˜). En effet, l’e´galite´ (8) doit eˆtre ve´rifie´e par cet
espace, ce qui de´termine
(11) AL˜V = AR˜V ∩ AL˜V .
De´finissons ainsi cet espace. Pour qu’il intervienne vraiment, la donne´e L′V (s˜) doit eˆtre
elliptique. Par hypothe`se, les donne´es R′V et L
′(s˜) sont elliptiques. Le membre de droite
de (11) est donc e´gal a`
AR˜′V
∩ AL˜′V (s˜).
L’espace AL˜′V (s˜) est inclus dans cette intersection. Il est donc inclus dans le membre de
gauche de (11), ce qui implique que L′V (s˜) est elliptique. En inversant le calcul fait ci-
dessus, on voit que l’e´galite´ (8) et l’hypothe`se que D est un isomorphisme impliquent
(7). Puisque L′V (s˜) est elliptique, le dernier terme de cette e´galite´ est e´gal a` A
G˜
L˜′V (s˜)
. Cet
espace contient ∆(AG˜
G˜′(s˜)
). Puisque les deux termes du membre de droite de (7) sont en
somme directe, l’espace AG˜
G˜′(s˜)
est nul. Donc la donne´e G′(s˜) est elliptique. Conside´rons
la de´finition (4), ou` n’intervient plus que notre Levi L˜′V (s˜). Une constante telle que
e
G˜′(s˜)
M˜ ′V
(M˜ ′, L˜′V (s˜)) est le produit de d
G˜′(s˜)
M˜ ′V
(M˜ ′, L˜′V (s˜)) et de l’inverse de k
G˜′(s˜)
M˜ ′V
(M˜ ′, L˜′V (s˜)),
ce terme e´tant le nombre d’e´le´ments d’un certain noyau. L’e´galite´ (10) montre que le
produit des constantes d est e´gal a` d(D). Pour prouver (6), il suffit de prouver l’e´galite´
(12) k(D)−1
∏
v∈V
iM˜′v(Rˆv, R˜
′
v)iR˜′v(Lˆv, L˜
′
v(s˜)) = iM˜ ′(G˜, G˜
′(s˜))k
G˜′(s˜)
M˜ ′V
(M˜ ′, L˜′V (s˜))
−1
∏
v∈V
k
L˜′v(s˜)
R˜′v
(R˜′v, L˜
′
v(s˜))
−1.
On a un diagramme commutatif
Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
Dˆ
→ ⊕v∈V (Z(Mˆv)
ΓFv ,θˆ/Z(Rˆv)
ΓFv ,θˆ ⊕ Z(Rˆv)
ΓFv ,θˆ/Z(Lˆv)
ΓFv ,θˆ)
↓ ↓
Z(Mˆ ′)ΓF /Z(Gˆ′(s˜))ΓF
Dˆ′
→ ⊕v∈V (Z(Mˆ
′
v)
ΓFv/Z(Rˆ′v)
ΓFv ⊕ Z(Rˆ′v)
ΓFv/Z(Lˆ′v(s˜))
ΓFv )
Tous les homomorphismes sont surjectifs et de noyaux finis. Calculons l’inverse du nombre
d’e´le´ments de l’homomorphisme compose´. Si on utilise le chemin nord-est, on trouve le
membre de gauche de (12). Si on utilise le chemin sud-ouest, on trouve iM˜ ′(G˜, G˜
′(s˜))|ker(Dˆ′)|−1.
L’homomorphisme Dˆ′ se de´compose en
Z(Mˆ ′)ΓF /Z(Gˆ′(s˜))ΓF → ⊕v∈V Z(Mˆ
′
v)
ΓFv/Z(Lˆ′v(s˜))
ΓFv
⊕v∈V ιˆv
→ ⊕v∈V (Z(Mˆ
′
v)
ΓFv/Z(Rˆ′v)
ΓFv ⊕ Z(Rˆ′v)
ΓFv/Z(Lˆ′v(s˜))
ΓFv ).
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De nouveau, les homomophismes sont surjectifs et de noyaux finis. Le nombre d’e´le´ments
du noyau du premier homomorphisme est e´gal a` k
G˜′(s˜)
M˜ ′V
(M˜ ′, L˜′V (s˜)). Pour obtenir (12), il
reste a` prouver que, pour tout v ∈ V , on a
(13) |ker(ιˆv)| = k
L˜′v(s˜)
R˜′v
(R˜′v, L˜
′
v(s˜)).
On a un diagramme commutatif
1 1
↓ ↓
Z(Mˆ ′v)
ΓFv/Z(Lˆ′v(s˜))
ΓFv
ιˆv→ (Z(Mˆ ′v)
ΓFv/Z(Rˆ′v)
ΓFv ⊕ Z(Rˆ′v)
ΓFv/Z(Lˆ′v(s˜))
ΓFv ) → 1
↓ ↓
Z(Rˆ′v)
ΓFv/Z(Lˆ′v(s˜))
ΓFv
κˆv→ (Z(Rˆ′v)
ΓFv/Z(Rˆ′v)
ΓFv ⊕ Z(Rˆ′v)
ΓFv/Z(Lˆ′v(s˜))
ΓFv ) → 1
↓ ↓
Z(Rˆ′v)
ΓFv/Z(Mˆ ′v)
ΓFv = (Z(Rˆ′v)
ΓFv/Z(Mˆ ′v)
ΓFv ⊕ 1)
↓ ↓
1 1
Les lignes et colonnes sont exactes. Il en resulte que |ker(ιˆv)| = |ker(κˆv)|. Mais ce dernier
nombre est e´gal au membre de droite de (13). Cela prouve (13), (12) et ache`ve la preuve
de (6).
Si D n’est pas un isomorphisme, (5) entraˆıne que J(RˆV , LˆV , δ, f) = 0 et on a fini.
On suppose maintenant que D est un isomorphisme. On peut supposer qu’il existe s˜
intervenant dans la de´finition (3) tel que (f
G˜′1,v(s˜)
v )L˜′1,v(s˜) soit non nul pour tout v ∈ V .
Cela entraˆıne que le Levi L˜′v(s˜) est relevant. A fortiori, Lˆv correspond a` un K-espace de
Levi KL˜v de KG˜v. On peut fixer une collection KL˜V = (KL˜v)v∈V de tels K-espaces de
Levi et identifier Lv(s˜) a` une donne´e endoscopique elliptique de (KLV , KL˜V , aL). On a
pour tout v l’e´galite´ (f
G˜′1,v(s˜)
v )L˜′1,v(s˜) = (fv,KL˜v,ωv)
L˜′1,v(s˜). On se sert ici de la restriction du
facteur de transfert fixe´ sur G˜′1(s˜, Fv)× G˜(Fv) pour de´finir le transfert. Rappelons que le
terme iR˜′v(L˜v, L˜
′
v(s˜)) est nul si L
′
V (s˜) n’est pas elliptique. Compte tenu de l’e´galite´ (6),
la de´finition (3) se re´crit
(14) J(RˆV , LˆV , δ, f) = c
∑
s˜∈Z(RˆV )/Z(Gˆ)
ΓF ,θˆ
X(s˜)
∏
v∈V
S
L˜′1,v(s˜)
R˜′1,v(s˜),λ1,v(s˜)
(dv(s˜), B
G˜(fv,KL˜v,ωv)
L˜′1,v(s˜)),
ou`
c = e(D)
∏
v∈V
iM˜′v(Rˆv, R˜
′
v)
et
X(s˜) =
∏
v∈V
iR˜′v(L˜v, L˜
′
v(s˜)).
Pour toute place v ∈ V , introduisons le groupe Z(Rˆv)∗ image re´ciproque dans Z(Rˆ) de
(Z(Rˆv)/Z(Rˆv) ∩ Z(Rˆ
′
v))
ΓFv . Le sous-groupe des e´le´ments invariants par θˆ dans
∩v∈V Z(Lˆv)
ΓFv (1− θˆ)(Z(Rˆv)∗)
contient ∩v∈V Z(Lˆv)
ΓFv ,θˆ comme sous-groupe d’indice fini. Le groupe
(Z(RˆV ) ∩ ∩v∈V Z(Lˆv)
ΓFv ,θˆ)/Z(Gˆ)ΓF ,θˆ
114
est le noyau de Dˆ donc est fini. Il en re´sulte que le groupe(
Z(RˆV ) ∩ ∩v∈V Z(Lˆv)
ΓFv (1− θˆ)(Z(Rˆv)∗)
)
/Z(Gˆ)ΓF ,θˆ
est fini. Il nous suffit d’en trouver un sous-groupe Z ve´rifiant la proprie´te´ suivante.
Fixons s˜0 ∈ ζ˜Z(RˆV )/Z(Gˆ)
ΓF ,θˆ. Alors, dans l’expression (14), la sous-somme sur s˜ ∈ Z s˜0
est nulle. Conside´rons donc un sous-groupe Z que l’on pre´cisera plus tard. La proprie´te´
requise de´pend d’un e´le´ment s˜0. Pour la simplicite´ de l’e´criture, on peut supposer s˜0 = ζ˜.
On a
(15) pour s˜ ∈ Z ζ˜ , les donne´es endoscopiques L′V (s˜) et L
′
V = L
′
V (ζ˜) sont e´quivalentes ;
si ces donne´es sont elliptiques, on a X(s˜) = X(ζ˜).
Soit z un repre´sentant dans Z(Mˆ) d’un e´le´ment de Z. Pour toute place v ∈ V , on
e´crit z = τv(1 − θˆ)(ρv), avec τv ∈ Z(Lˆv)
ΓFv et ρv ∈ Z(Rˆv)∗. Puisque ρv ∈ Rˆv ⊂ Lˆv,
adρv est un automorphisme inte´rieur de Lˆv. On a l’e´galite´ zζ˜ = ρvτv ζ˜ρ
−1
v , donc adρv
envoie Lˆ′v(τv ζ˜) sur Lˆ
′
v(zζ˜). Puisque τv ∈ Z(Lˆv), on a Lˆ
′
v(τv ζ˜) = Lˆ
′
v. Les groupes L
′
v
et L′v(zζ˜) sont engendre´s par R
′
v = M
′
v ∩
LRv et Lˆ
′
v, respectivement Lˆ
′
v(zζ˜). Puisque
ρv ∈ Z(Rˆv)∗, adρv conserve R
′
v. Donc adρv envoie L
′
v sur L
′
v(zζ˜). Autrement dit, ρv
de´finit une e´quivalence entre les donne´es L′v et L
′
v(zζ˜). L’e´galite´ X(s˜) = X(ζ˜) re´sulte
e´videmment de la de´finition de ces termes. Cela prouve (15).
On peut supposer L′V elliptique, sinon X(ζ˜) = 0. La somme que l’on conside`re est
proportionnelle a`
∑
z∈Z
∏
v∈V
S
L˜′1,v(zζ˜)
R˜′1,v(zζ˜),λ1,v(zζ˜)
(dv(zζ˜), B
G˜, (fL˜v,ω)
L˜′1,v(zζ˜)).
Fixons z ∈ Z(Mˆ)ΓF ,θˆ relevant un e´le´ment de Z. Puisque Z(Mˆ)ΓF ,θˆ = Z(Mˆ)ΓF ,θˆ,0Z(Gˆ)ΓF ,θˆ,
on peut supposer z ∈ Z(Mˆ)ΓF ,θˆ,0. Comme dans la preuve de (15), on e´crit z = τv(1 −
θˆ)(ρv) pour toute place v ∈ V , ou` τv ∈ Z(Lˆv)
ΓFv et ρv ∈ Z(Rˆv)∗. Les deux se´ries de
donne´es auxiliaires M ′1 = M
′
1(ζ˜),... et M
′
1(zζ˜) fournissent une fonction de recollement
λ˜(z)M sur le produit fibre´ M˜ ′1,V (FV )× M˜
′
1,V (zζ˜ ;FV ). Par restriction puis dualite´, on en
de´duit un isomorphisme
ι(z)M,∗ :
∏
v∈V
Dst
ge´om,λ1,v(zζ˜)
(R˜′1,v(zζ˜ ;Fv)) ≃
∏
v∈V
Dstge´om,λ1,v(R˜
′
1,v(Fv)).
En posant d = ⊗v∈V dv, on a par de´finition, d = ι(z)
M,∗(d(zζ˜)).
Pour tout v ∈ V , on comple`te la paire de Borel (Bˆ ∩ Lˆ′v, Tˆ
θˆ,0) de Lˆ′v en une paire
de Borel e´pingle´e invariante par ΓFv . De meˆme pour Lˆ
′
v(zζ˜). On peut supposer que
les restrictions a` Rˆ′v de ces deux e´pinglages co¨ıncident. Quitte a` multiplier ρv par un
e´le´ment de Z(Rˆv) ∩ Tˆ
θˆ,0, ce qui ne change pas (1 − θˆ)(ρv), on peut supposer que adρv
e´change ces deux e´pinglages. Alors adρv devient e´quivariant pour les actions galoisiennes.
On peut identifier les groupes L′v et L
′
v(zζ˜) ainsi que les espaces L˜
′
v et L˜
′
v(zζ˜). Les
donne´es auxiliaires L′1,v(zζ˜) etc... se transportent en des donne´es auxiliaires pour L
′
v.
Le plongement de L′v dans
LL′1,v(zζ˜) est le compose´ de adρv et du plongement ξˆ1(zζ˜) :
L′v(zζ˜) →
LL1,v(zζ˜). Le facteur de transfert n’est bien de´fini que sur le produit de ces
donne´es auxiliaires sur toutes les places v ∈ V . C’est alors la restriction du facteur
canonique ∆1(zζ˜) issu de la donne´e G
′(zζ˜). On se retrouve avec deux se´ries de donne´es
115
auxiliaires pour L′V , d’ou` une fonction de recollement λ˜(z)
L. Il s’en de´duit encore un
isomorphisme
ι(z)L,∗ :
∏
v∈V
Dst
ge´om,λ1,v(zζ˜)
(R˜′1,v(zζ˜ ;Fv)) ≃
∏
v∈V
Dstge´om,λ1,v(R˜
′
1,v(Fv)).
Le transfert commute au recollement donc celui-ci envoie ⊗v∈V (fL˜v,ω)
L˜′1,v(zζ˜) sur⊗v∈V (fL˜v,ω)
L˜′1,v .
Il envoie d(zζ˜) sur ι(z)L,∗(d(zζ˜)) = ι(z)L,∗ ◦ (ι(z)M,∗)−1(d). En de´composant nos isomor-
phismes de recollement en produits tensoriels sur les v ∈ V , on obtient l’e´galite´
∏
v∈V
S
L˜′1,v(zζ˜)
R˜′1,v(zζ˜),λ1,v(zζ˜)
(dv(zζ˜), B
G˜, (fL˜v,ω)
L˜′1,v(zζ˜)) =
∏
v∈V
S
L˜′1,v
R˜′1,v,λ1,v
((ι(z)L,∗v ◦ (ι(z)
M,∗
v )
−1(dv), B
G˜, (fL˜v,ω)
L˜′1,v).
Il nous suffit de prouver que∑
z∈Z
ι(z)L,∗ ◦ (ι(z)M,∗)−1(d) = 0.
L’automorphisme (ι(z)M )−1 ◦ ι(z)L de
∏
v∈V C
∞
c,λ1,v
(R˜′1,v(Fv)) est de la forme ϕ 7→ λ˜zϕ,
ou` λ˜z est une fonction lisse sur
∏
v∈V R˜
′
1,v(Fv). Il nous suffit encore de prouver que
(16)
∑
z∈Z λ˜z(γ) = 0 pour tout γ ∈
∏
v∈V R˜
′
1,v(Fv) dans un voisinage invariant par
conjugaison stable de l’e´le´ment ǫ =
∏
v∈V ǫv fixe´ plus haut.
On fixe de nouveau z que l’on e´crit comme ci-dessus. On va calculer λ˜z. On simplifie
les notations en posant λ˜ = λ˜z, λ˜
M = λ˜(z)M etc... On pose ζ˜1 = ζ˜ et ζ˜2 = zζ˜ . On
supprime autant que c’est possible ces termes de la notation. Les donne´es relatives a` ζ˜1
seront affecte´es d’un indice 1 et celles relatives a` ζ˜2 d’un indice 2 (par exemple, on note
R˜′2,v l’espace note´ pre´ce´demment R˜
′
1,v(zζ˜)). Soit r
′ ∈
∏
v∈V R˜
′
v(Fv) et, pour i = 1, 2, soit
r′i ∈
∏
v∈V R˜
′
i,v(Fv) un e´le´ment au-dessus de r
′. Par de´finition,
λ˜(r′1) = λ˜
M(r′1, r
′
2)
−1λ˜L(r′1, r
′
2),
ou` λ˜M et λ˜L sont les fonctions de recollement introduites ci-dessus. Fixons m′ ∈ M˜ ′(F )
et, pour i = 1, 2, un e´le´ment m′i ∈ M˜
′
i(F ) au-dessus de m
′. Soit (b1, b2) l’e´le´ment du
produit fibre´ M ′1(FV )×M ′(FV ) M
′
2(FV ) tel que (r
′
1, r
′
2) = (b1m
′
1, b2m
′
2). On a l’e´galite´
λ˜M(r′1, r
′
2) = λ
M(b1, b2)λ˜
M(m′1, m
′
2).
On se rappelle la de´finition de λ˜M . Parce que les e´le´ments m′1 et m
′
2 sont de´finis sur F ,
on a
λ˜M(m′1, m
′
2) =
∏
v 6∈V
λ˜Mv (m
′
1, m
′
2)
−1,
ou` les λ˜Mv pour v 6∈ V sont les fonctions de recollement associe´es aux espaces hy-
perspe´ciaux K˜i,v ∩ M˜
′
i(Fv) pour i = 1, 2. Puisqu’on a suppose´ que L
′
v = L
′
v(ζ˜1) ≃ L
′
v(ζ˜2)
e´tait relevant pour tout v ∈ V , on peut fixer l ∈
∏
v∈V KL˜v(Fv) assez re´gulier et
l′ ∈
∏
v∈V L˜
′
v(Fv) dont les classes de conjugaison stable se correspondent. On note L˜v la
composante de KL˜v telle que l appartienne a`
∏
v∈V L˜v(Fv). On note G˜ la composante de
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KG˜ telle que L˜v ⊂ G˜v pour tout v ∈ V et on note H˜ la composante de KH˜ qui contient
G˜. Pour i = 1, 2 on fixe l′i ∈
∏
v∈V L˜
′
i,v(Fv) au-dessus de l
′. Notons (a1, a2) l’e´le´ment du
produit fibre´
∏
v∈V L
′
1,v(Fv)×L′(Fv) L
′
2,v(Fv) tel que (r
′
1, r
′
2) = (a1l
′
1, a2l
′
2). On a l’e´galite´
λ˜L(r′1, r
′
2) = λ
L(a1, a2)λ˜
L(l′1, l
′
2) = λ
L(a1, a2)∆2(l
′
2, l)∆1(l
′
1, l)
−1.
Pour calculer les facteurs de transfert, on utilise la de´finition de 3.9. Pour i = 1, 2, on a
rele`ve la donne´e endoscopique G′(ζ˜i) en une donne´e de (KH,KH˜,b), que l’on note pour
simplifier H′(ζ˜i), munie de donne´es auxiliaires. On choisit un couple comme en 3.6, qui
est note´ (δ1, γ) dans ce paragraphe, et que nous noterons ici (h
′
i, h(ζ˜i)). On dispose du
facteur global que l’on note ∆i,glob(h
′
i, h(ζ˜i)) pour i = 1, 2. Par de´finition
∆i(l
′
i, l) = ∆i,glob(h
′
i, h(ζ˜i))
(∏
v 6∈V
∆i,v(h
′
i, h(ζ˜i))
−1
)(∏
v∈V
∆i,v(l
′
i, l; h
′
i, h(ζ˜i))
)
.
A ce point, on obtient l’e´galite´
(17) λ˜(r′1) = λ
M(b1, b2)
−1λL(a1, a2)∆2,glob(h
′
2, h(ζ˜2))∆1,glob(h
′
1, h(ζ˜1))
−1
(∏
v 6∈V
λ˜Mv (m
′
1, m
′
2)∆1,v(h
′
1, h(ζ˜1))∆2,v(h
′
2, h(ζ˜2))
−1
)
(∏
v∈V
∆2,v(l
′
2, l; h
′
2, h(ζ˜2))∆1,v(l
′
1, l
′; h′1, h(ζ˜1))
−1
)
.
Pour tout v ∈ V , on fixe un diagramme (l′, BL
′
v , T
L′
v , B
L
v , T
L
v , l) et des a-data et
des χ-data relatives a` ce diagramme. On suppose les χ-data triviales sur les orbites
asyme´triques. On a la complication que l’on doit plonger G et G′(ζ˜i) pour i = 1, 2 dans
les groupes plus gros H et H ′(ζ˜i). Il est clair que notre diagramme se prolonge en des dia-
grammes relatifs a` ces groupes plus gros, que l’on note (l′, BL
′
v (ζ˜i), T
L′
v (ζ˜i), B
L,H
v , T
L,H
v , l).
On utilise les diagrammes prolonge´s et les meˆmes a-data et χ-data pour calculer les
facteurs de transfert intervenant ci-dessus. On doit aussi fixer des diagrammes
(h′(ζ˜i), B
′(ζ˜i), T
′(ζ˜i), B(ζ˜i), T (ζ˜i), h(ζ˜i))
pour i = 1, 2, ou` h′(ζ˜i) est l’image de h
′
i dans H˜
′(ζ˜i). On peut supposer et on suppose que
le tore T ′(ζ˜i) est de´fini sur F et que le groupe de Borel B
′(ζ˜i) est de´fini sur F¯ . Dans chaque
facteur de transfert interviennent des facteurs ∆II . Ceux relatifs aux couples (h
′
i, h(ζ˜i))
disparaissent car leur intervention dans le facteur global compense leurs interventions
dans les facteurs locaux. Ceux relatifs aux couples (l′i, l) disparaissent aussi. En effet,
pour chaque v ∈ V , la contribution aux facteurs ∆i,v des orbites galoisiennes dans L˜v
est la meˆme pour les deux facteurs. Les orbites hors de L˜v sont asyme´triques et leur
contribution est triviale d’apre`s le choix de nos χ-data. On peut donc remplacer chaque
facteur de transfert par le facteur ∆imp correspondant.
Fixons provisoirement v ∈ V et abandonnons les indices v pour simplifier. Soit i =
1, 2. On introduit les tores
Ui = (T
L
sc × Tsc(ζ˜i))/diag−(Z(GSC));
T L(ζ˜i) le produit fibre´ de T
L′
i (ζ˜i) et de T
L,H au-dessus de TL
′
(ζ˜i), ou` T
L′
i (ζ˜i) est
l’image re´ciproque de TL
′
(ζ˜i) dans la donne´e auxiliaire H
′
i(ζ˜i) ;
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T (ζ˜i) le produit fibre´ de T
′
i (ζ˜i) et de T (ζ˜i) au-dessus de T
′(ζ˜i), ou` T
′
i (ζ˜i) est l’image
re´ciproque de T ′(ζ˜i) dans la donne´e auxiliaire H
′
i(ζ˜i) ;
Si = (T
L(ζ˜i)×T (ζ˜i))/diag−(Z
H
i ), ou` Z
H
i est le produit fibre´ de Z(H
′
i(ζ˜i)) et de Z(H)
au dessus de Z(H ′(ζ˜i)) ;
le tore dual Uˆi = (Tˆ
L
sc × Tˆsc(ζ˜i))/diag(Z(GˆSC)) ;
le tore dual Tˆ L(ζ˜i) qui est le quotient de Tˆ
L′
i (ζ˜i) et de Tˆ
L,H par TˆL
′
(ζ˜i) plonge´ par
t′ 7→ (ξˆHi (t
′)−1, t′) (on note ξˆHi : H
′(ζ˜i)→
LH
′
i(ζ˜i) le plongement fixe´) ;
le tore dual Tˆ (ζ˜i) qui se de´crit de la meˆme fac¸on ;
le tore dual Sˆi qui se de´crit comme le sous-groupe des (t
L, t, tsc) ∈ Tˆ
L(ζ˜i)×Tˆ (ζ˜i)× Tˆsc
tels que j(tsc) = t
Lt−1 ; on a ici identifie´ tous les tores a` un tore commun, en oubliant
leurs actions galoisiennes ; j est l’application naturelle j : Tˆsc → Tˆ
L(ζ˜i) ≃ Tˆ (ζ˜i) ; on
renvoie a` [I] 2.2 pour la description de l’action galoisienne sur Sˆi.
Remarque. Dans la description de Ui et Uˆi apparaissent a priori les groupes H et Hˆ .
Mais ils n’apparaissent que via leurs reveˆtements simplement connexes, qui s’identifient
a` GSC et GˆSC .
On construit comme en [II] 2.2, 2.3 :
- une cochaˆıne (V Li , V
−1
i ) : ΓFv → T
L
sc × Tsc(ζ˜i) ;
- un e´le´ment (νL(ζ˜i), ν
−1
i ) ∈ T
L(ζ˜i)×T (ζ˜i) (la dissyme´trie de cette notation et de la
suivante s’expliquera plus loin) ;
- un cocycle (Vˆ L(ζ˜i), Vˆi, Vˆi,sc) : WFv → Sˆi ;
- un e´le´ment (ζi,sc, ζi,sc) ∈ Tˆ
L
sc× Tˆ
i
sc ; pour cela, on note ζ l’e´le´ment de Tˆ tel que ζ˜ = ζθˆ
et on choisit des rele`vements ζsc et zsc dans Tˆsc des images de ζ et z dans Tˆad ; on pose
ζ1,sc = ζsc et ζ2,sc = zscζsc.
On note encore (V Li , V
−1
i ), resp. (ν
L(ζ˜i), ν
−1
i ), (ζi,sc, ζi,sc), les images de ces termes
dans Ui, resp. Si, Uˆi. Pour de´finir les e´le´ments (V
L
i , V
−1
i ) et (ν
L(ζ˜i), ν
−1
i ), on doit comple´ter
(BL,Hv , T
L,H
v ) en une paire de Borel e´pingle´e E
H et choisir un e´le´ment eH ∈ Z(H˜, EH) ainsi
qu’une cochaˆıne uEH : ΓFv → GSC(F¯v) comme en [I] 1.2. Pour cela, on fixe une fois pour
toutes une paire de Borel e´pingle´e E∗ de G de´finie sur F¯ , un e´le´ment e∗ ∈ Z(G˜, E∗)
et une cochaine uE∗ : ΓF → GSC(F¯ ). On fixe un e´le´ment gsc,v ∈ GSC(F¯v) tel que
adgsc,v(B
∗, T ∗) = (BL,Hv , T
L,H
v ). L’application adgsc,v envoie l’e´pinglage de E
∗ sur un
e´pinglage qui comple`te la paire (BL,Hv , T
L,H
v ). On suppose que E
H est cette paire de Borel
comple´te´e par cet e´pinglage. On pose eH = adgsc,v(e
∗) et uEH(σ) = gsc,vuE∗(σ)σ(gsc,v)
−1
pour tout σ ∈ ΓFv . On notera simplement e = e
H dans la suite.
Par de´finition, on a l’e´galite´
∆i,imp,v(l
′
i, l
′; h′i, h(ζ˜i)) =<
(
(V Li , V
−1
i ), (ν
L(ζ˜i), ν
−1
i )
)
,
(
(Vˆ L(ζ˜i), Vˆi, Vˆi,sc), (ζi,sc, ζi,sc)
)
>−1,
ou` il s’agit du produit sur
H1,0(ΓFv ;Ui
1−θ
→ Si)×H
1,0(WFv ; Sˆi
1−θˆ
→ Uˆi)→ C
×.
On a des inclusions G′(ζ˜i) ⊂ H
′(ζ˜i). On note G
′
i(ζ˜i) l’image re´ciproque de G
′(ζ˜i)
dans la donne´e auxiliaire H ′i(ζ˜i) et T
L′
i l’image re´ciproque de T
L′ dans G′i(ζ˜i). Notons
T Li le produit fibre´ de T
L′
i et de T
L au-dessus de TL
′
. La diffe´rence avec T L(ζ˜i) est
qu’ici, les tores restent dans des groupes issus de G et non pas de H . Posons Si =
(T Li × T (ζ˜i))/diag−(Zi), ou` Zi est le produit fibre´ de Z(G
′
i(ζ˜i)) et de Z(G) au dessus
de Z(G′(ζ˜i)). On a une application naturelle Si → Si. Parce que les e´le´ments l
′
i et l sont
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dans G˜′i(ζ˜i) et G˜ (et pas seulement dans H˜
′
i(ζ˜i) et H˜) et parce que l’on a choisi e ∈ G˜,
on ve´rifie que le couple (νL(ζ˜i), ν
−1
i ) appartient a` T
L
i ×T
i et de´finit donc un e´le´ment de
Si, que l’on note plutoˆt (ν
L
i , ν
−1
i ). Toujours d’apre`s le choix de e, on ve´rifie que le couple(
(V Li , V
−1
i ), (ν
L
i , ν
−1
i )
)
est un cocycle appartenant a` Z1,0(ΓFv ;Ui
1−θ
→ Si). Le tore dual Tˆ
L
i
est le quotient de TˆL
′
i × Tˆ
L par TˆL
′
plonge´ par t′ 7→ (ξˆi(t
′)−1, t′). Le tore dual Sˆi est le
groupe des (tL, t, tsc) ∈ Tˆ
L
i × Tˆ (ζ˜i) × Tˆsc tels que t
L est l’image naturelle dans Tˆ Li de
l’e´le´ment j(tsc)t. On note Vˆ
L
i l’image naturelle de Vˆ
L(ζ˜i) dans Tˆ
L
i . Par compatibilite´ des
produits, on obtient l’e´galite´
∆i,imp,v(l
′
i, l
′; h′i, h(ζ˜i)) =<
(
(V Li , V
−1
i ), (ν
L
i , ν
−1
i )
)
,
(
(Vˆ Li , Vˆi, Vˆi,sc), (ζi,sc, ζi,sc)
)
>−1,
ou` il s’agit du produit sur
H1,0(ΓFv ;Ui
1−θ
→ Si)×H
1,0(WFv ; Sˆi
1−θˆ
→ Uˆi).
Notons U12 le produit T
L
sc×T
1
sc×T
2
sc quotiente´ par Z(GSC) plonge´ par z 7→ (z, z
−1, z−1).
Parce que l’on a choisi les meˆmes diagrammes et les meˆmes objets auxiliaires pour
construire V L1 et V
L
2 , ces deux cochaˆınes sont e´gales. Notons-les simplement V
L. Alors
(V L, V −11 , V
−1
2 ) est une cochaˆıne a` valeurs dans T
L
sc × T
1
sc × T
2
sc, qui se descend en un
cocycle a` valeurs dans U12. Rappelons la construction des e´le´ments ν
L
i . On note e
′
i
l’image de e dans Z(G˜′(ζ˜i)). On e´crit l
′
i = µie
′
i et l = νe. Alors ν
L
i est le couple (µi, ν).
Notons T L12 le produit fibre´ de T
L′
1 , T
L′
2 et T
L au-dessus de TL
′
. On de´finit l’e´le´ment
νL12 = (µ1, µ2, ν) ∈ T
L
12. Notons Z12 le groupe des triplets (z1, z2, z) ∈ Z(G
′
1(ζ˜1)) ×
Z(G′2(ζ˜2)) × Z(G) tels que, pour i = 1, 2, zi a meˆme image que z dans Z(G
′(ζ˜i)). No-
tons S12 le quotient de T
L
12 × T (ζ˜1) × T (ζ˜2) par le groupe Z12 plonge´ par (z1, z2, z) 7→
((z1, z2, z), (z1, z)
−1, (z2, z)
−1). Le triplet (νL12, ν
−1
1 , ν
−1
2 ) de´finit un e´le´ment de ce quotient
et on voit que la paire
(
(V L, V −11 , V
−1
2 ), (ν
L
12, ν
−1
1 , ν
−1
2 )
)
est un cocycle appartenant a`
Z1,0(ΓFv ;U12
1−θ
→ S12). Il y a des homomorphismes d’oubli d’une se´rie de variables
U12
1−θ
→ S12
ւ p1 ց p2
U1
1−θ
→ S1 U2
1−θ
→ S2
En notant encore pi : H
1,0(ΓFv ;U12
1−θ
→ S12) → H
1,0(ΓFv ;Ui
1−θ
→ Si) l’homomorphisme
de´duit par fonctorialite´, on a pi((V
L, V −11 , V
−1
2 ), (ν
L
12, ν
−1
1 , ν
−1
2 )) = ((V
L
i , V
−1
i ), (ν
L
i , ν
−1
i ).
On note pˆi : H
1,0(WFv ; Sˆi
1−θˆ
→ Uˆi)→ H
1,0(WFv ; Sˆ12
1−θˆ
→ Uˆ12) l’homomorphisme dual de pi.
Par compatibilite´ des produits, on en de´duit que ∆i,imp,v(l
′
i, l
′; h′i, h(ζ˜i)) est e´gal a`
<
(
(V L, V −11 , V
−1
2 ), (ν
L
12, ν
−1
1 , ν
−1
2 )
)
, pˆi
(
(Vˆ Li , Vˆi, Vˆi,sc), (ζi,sc, ζi,sc)
)
>−1,
ou` il s’agit du produit sur
H1,0(ΓFv ;U12
1−θ
→ S12)×H
1,0(WFv ; Sˆ12
1−θˆ
→ Uˆ12).
Le tore dual Sˆ12 est le groupe des (t
L, t1, t2, tsc) ∈ Tˆ
L
12 × Tˆ (ζ˜1) × Tˆ (ζ˜2) × Tˆsc tels que
tL soit le produit des images naturelles de tsc, t1 et t2 dans Tˆ
L
12. Le tore dual Uˆ12 est le
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quotient de TˆLsc × Tˆsc(ζ˜1) × Tˆsc(ζ˜2) par le groupe des triplets (z, z1, z2) ∈ Z(GˆSC)
3 tels
que z = z1z2. L’e´le´ment
pˆ1
(
(Vˆ L1 , Vˆ1, Vˆ1,sc), (ζ1,sc, ζ1,sc)
)
pˆ2
(
(Vˆ L2 , Vˆ2, Vˆ2,sc), (ζ2,sc, ζ2,sc)
)−1
est de la forme (
(Vˆ L12, Vˆ1, Vˆ
−1
2 , Vˆ12,sc), (z
−1
sc , ζsc, z
−1
sc ζ
−1
sc )
)
.
On obtient
∆2,imp,v(l
′
2, l
′; h′2, h(ζ˜2))∆1,imp,v(l
′
1, l
′; h′1, h(ζ˜1))
−1 =
<
(
(V L, V −11 , V
−1
2 ), (ν
L
12, ν
−1
1 , ν
−1
2 )
)
,
(
(Vˆ L12, Vˆ1, Vˆ
−1
2 , Vˆ12,sc), (z
−1
sc , ζsc, z
−1
sc ζ
−1
sc )
)
> .
Le calcul de Vˆ L12 et Vˆ12,sc est long mais on l’a fait dans la preuve de la proposition 1.14(iii)
de [II] et on va de´crire le re´sultat. On a implicitement fixe´ des paires de Borel e´pingle´es
de Gˆ′(ζ˜1) et Gˆ
′(ζ˜2), les paires de Borel sous-jacentes e´tant e´videmment les intersections
de (Bˆ, Tˆ ) avec chacun des groupes. Puisque ces deux groupes ont en commun le Levi
Mˆ ′, on peut supposer que ces paires prolongent en un sens plus ou moins clair une paire
de Borel e´pingle´e de de Levi. Pour i = 1, 2, le groupe Hˆ(ζ˜i) est en re´alite´ de´termine´ par
le choix d’un rele`vement t˜i de ζ˜i dans Hˆ. Notons Mˆ
H l’image re´ciproque de Mˆ dans Hˆ .
Puisque z ∈ Z(Mˆ)ΓF ,θˆ,0, on peut le relever en un e´le´ment zH ∈ Z(MˆH)ΓF ,θˆ,0 et supposer
t˜2 = z
H t˜1. Alors Hˆ
′(ζ˜1) et Hˆ
′(ζ˜2) ont en commun un Levi Mˆ
H′ qui rele`ve Mˆ ′. Les paires
de Borel e´pingle´es de Gˆ′(ζ˜1), Gˆ
′(ζ˜2) et Mˆ
′ se rele`vent en de telles paires de Hˆ ′(ζ˜1), Hˆ
′(ζ˜2)
et MˆH
′
. Ces paires de Borel e´pingle´es de´terminent pre´cise´ment les actions galoisiennes sur
chaque groupe. Ainsi, les actions galoisiennes sur Hˆ ′(ζ˜1) et Hˆ
′(ζ˜2) se restreignent en une
meˆme action sur MˆH
′
. Pour w ∈ WF et i = 1, 2, on fixe des e´le´ments (hi(w), w) ∈ H
′(ζ˜i)
tels que adhi(w)◦wH = wH′(ζ˜i). La proprie´te´ pre´ce´dente assure que h2(w) = m
H′(w)h1(w),
avec mH
′
(w) ∈ Z(MˆH
′
). Puisque ce groupe est produit de Z(MˆH
′
)0 et de Z(Hˆ ′(ζ˜2)), on
peut supposer mH
′
(w) ∈ Z(MˆH
′
)0. On note g1(w), g2(w) et m
′(w) les projections de
h1(w), h2(w) et m
H′(w) dans Gˆ. Ces e´le´ments ve´rifient des proprie´te´s analogues aux
pre´ce´dents. Pour i = 1, 2, on note ξˆi : G
′(ζ˜i) →
LG
′
i(ζ˜i) le plongement fixe´ et, pour
w ∈ WF , on pose ξˆi(gi(w), w) = (ϕi(w), w). L’e´le´ment ϕi(w) appartient a` Z(Gˆ
′
i(ζ˜i)). On
pose ϕ′2(w) = ξˆ2(m
′(w))−1ϕ2(w), autrement dit ξˆ2(g1(w), w) = (ϕ
′
2(w), w). On fixe un
rele`vement ρv,sc ∈ GˆSC de l’image de ρv dans GˆAD et, pour tout w ∈ WF , un rele`vement
m′sc(w) dans GˆSC de l’image de m
′(w) dans GˆAD. On suppose ainsi qu’il est loisible que
m′sc(w) ∈ Z(Mˆ
′
sc)
0. Pour w ∈ WFv , on a alors
Vˆ L12(w) = (ϕ1(w), ϕ
′
2(w)
−1, wG(ρv)wTL(ρv)
−1),
Vˆ12,sc(w) = (tsc(ζ˜1)(w)
−1tsc(ζ˜2)(w)m
′
sc(w)wG(ρv,sc)wTL(ρv,sc)
−1),
ou`, pour i = 1, 2, tsc(ζ˜i) est une cochaˆıne ne de´pendant que des objets issus de (h
′
i, h(ζ˜i)).
Remarque. Il y a un changement de signe par rapport a` la re´fe´rence [II] car on y
calculait un rapport ∆1/∆2 alors que l’on calcule ici un rapport inverse. Par ailleurs,
le re´sultat n’est pas tout-a`-fait exact. Il faudrait multiplier les formules ci-dessus par un
cobord qui disparaˆıt imme´diatement dans la suite du calcul.
On a fixe´ plus haut des e´le´ments m′, m′1, m
′
2. On peut les supposer assez re´guliers.
Notons TM
′
, TM
′
1 , T
M ′
2 leurs commutants et notons T
M ′
12 le produit fibre´ de T
M ′
1 et T
M ′
2 au-
dessus de TM
′
. On e´critm′i = µ
M ′
i e
′
i pour i = 1, 2. Alors le couple µ
M ′
12 = (µ
M ′
1 , µ
M ′
2 ) appar-
tient a` TM
′
12 . Notons Σ le quotient de T
L
12×T
M ′
12 ×T (ζ˜1)×T (ζ˜2) par le groupe Z12 plonge´ par
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(z1, z2, z) 7→ ((z1, z2, z), (z1, z2)
−1, (z1, z)
−1, (z2, z)
−1). Le quadruplet (νL12, (µ
M ′
12 )
−1, ν−11 , ν
−1
2 )
de´finit un e´le´ment de Σ. On a un homomorphisme d’oubli
U12
1−θ
→ Σ
↓
U12
1−θ
→ S12
Il est clair que (
(V L, V −11 , V
−1
2 ), (ν
L
12, ν
−1
1 , ν
−1
2 )
)
est l’image de (
(V L, V −11 , V
−1
2 ), (ν
L
12, (µ
M ′
12 )
−1ν−11 , ν
−1
2 )
)
par l’homorphisme
H1,0(ΓFv ;U12
1−θ
→ Σ)→ H1,0(ΓFv ;U12
1−θ
→ S12)
de´duit par fonctorialite´ du pre´ce´dent. Le tore dual Σˆ est le groupe des (tL, tM
′
, t1, t2, tsc) ∈
Tˆ L12 × Tˆ
M ′
12 × Tˆ (ζ˜1)× Tˆ (ζ˜2)× Tˆsc tels que t
L soit le produit des images naturelles de tM
′
,
t1, t2 et tsc. Par l’homomorphisme dual du pre´ce´dent, l’e´le´ment(
(Vˆ L12, Vˆ1, Vˆ
−1
2 , Vˆ12,sc), (z
−1
sc , ζsc, z
−1
sc ζ
−1
sc )
)
s’envoie sur
(18)
(
(Vˆ L12, 1, Vˆ1, Vˆ
−1
2 , Vˆ12,sc), (z
−1
sc , ζsc, z
−1
sc ζ
−1
sc )
)
.
Par compatibilite´ des produits, on obtient
∆2,imp,v(l
′
2, l
′; h′2, h(ζ˜2))∆1,imp,v(l
′
1, l
′; h′1, h(ζ˜1))
−1 =
<
(
(V L, V −11 , V
−1
2 ), (ν
L
12, (µ
M ′)−1, ν−11 , ν
−1
2 )
)
,
(
(Vˆ L12, 1, Vˆ1, Vˆ
−1
2 , Vˆ12,sc), (z
−1
sc , ζsc, z
−1
sc ζ
−1
sc )
)
>,
ou` il s’agit du produit sur
H1,0(ΓFv ;U12
1−θ
→ Σ)×H1,0(WFv ; Σˆ
1−θˆ
→ Uˆ12).
Notons ΣML le quotient de T
L
12×T
M ′
12 par Z12 plonge´ par (z1, z2, z) 7→ ((z1, z2, z), (z1, z2)
−1).
Son dual ΣˆML est le groupe des (t
L, tM
′
, tsc) tels que t
L(tM
′
)−1 = j(tsc). Pour w ∈ WFv ,
posons
XLML(w) = Vˆ
L
12(w) ∈ Tˆ
L
12, X
M
ML(w) = (ϕ1(w), ϕ
′
2(w)
−1) ∈ TˆM
′
12
XML,sc(w) = (wG(ρv,sc)wTL(ρv,sc)
−1) ∈ Tˆsc.
Posons XML(w) = (X
L
ML(w), X
M
ML(w), XML,sc(w)). Ce terme appartient a` ΣˆML. On a
fixe´ arbitrairement l’e´le´ment zsc. Mais on se rappelle que, par de´finition, z appartient
a` Z(Mˆ)ΓF ,θˆ. L’image de ce groupe dans GˆAD e´tant connexe, on peut supposer et on
suppose que zsc ∈ Z(Mˆsc)
ΓF ,θˆ,0. On ve´rifie alors que le couple (XML, z
−1
sc ) est un cocycle
qui de´finit un e´le´ment de H1,0(WFv ; ΣˆML
1−θˆ
→ TˆLsc). On a un homomorphisme plus ou
moins e´vident
ΣˆML
1−θˆ
→ TˆLsc
↓
Σˆ
1−θˆ
→ Uˆ12
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Par l’homomorphisme qui s’en de´duit par fonctorialite´, (XML, z
−1
sc ) s’envoie sur le cocycle(
(Vˆ L12, X
M
ML, 1, 1, XML,sc), (z
−1
sc , 1, 1)
)
.
Le cocycle (18) est le produit de celui-ci avec le cocycle
(19)
(
(1, (XMML)
−1, Vˆ1, Vˆ
−1
2 , Vˆ 12,sc), (1, ζsc, z
−1
sc ζ
−1
sc )
)
,
ou`
Vˆ 12,sc(w) = (tsc(ζ˜1)(w)
−1tsc(ζ˜2)(w)m
′
sc(w)).
Il est clair que ce dernier cocycle vit dans des groupes plus petits, ou` l’on supprime la
premie`re composante. C’est-a`-dire, notons Σ⋆ le quotient de T
M ′
12 × T (ζ˜1) × T (ζ˜2) par
le groupe Z12 plonge´ par (z1, z2, z) 7→ ((z1, z2), (z1, z), (z2, z)). Notons U⋆ = (Tsc(ζ˜1) ×
Tsc(ζ˜2))/diag(Z(GSC)). On a un homomorphisme
Σˆ⋆
1−θˆ
→ Uˆ⋆
↓
Σˆ
1−θˆ
→ Uˆ12
Par l’homomorphisme qui s’en de´duit par fonctorialite´, le cocycle (19) est l’image du
cocycle (
((XMML)
−1, Vˆ1, Vˆ
−1
2 , Vˆ 12,sc), (ζsc, z
−1
sc ζ
−1
sc )
)
∈ H1,0(WFv ; Σˆ⋆
1−θˆ
→ Uˆ⋆).
On a des homomorphismes duaux aux pre´ce´dents
H1,0(ΓFv ;T
L
ad
1−θ
→ ΣML)
ր
H1,0(ΓFv ;U12
1−θ
→ Σ)
ց
H1,0(ΓFv ;U⋆
1−θ
→ Σ⋆)
Par ces homomorphismes, le cocycle(
(V L, V −11 , V
−1
2 ), (ν
L
12, (µ
M ′)−1, ν−11 , ν
−1
2 )
)
s’envoie respectivement sur (VL,ad, (ν
L
12, (µ
M ′)−1)) et l’inverse de ((V1, V2), (µ
M ′, ν1, ν2)).
La de´composition ci-dessus et la compatibilite´ des produits conduit a` l’e´galite´
(20) ∆2,imp,v(l
′
2, l
′; h′2, h(ζ˜2))∆1,imp,v(l
′
1, l
′; h′1, h(ζ˜1))
−1 = AvB
−1
v ,
ou`
Av =< (VL,ad, (ν
L
12, (µ
M ′)−1)), (XML, z
−1
sc ) >,
Bv =< ((V1, V2), (µ
M ′, ν1, ν2)),
(
((XMML)
−1, Vˆ1, Vˆ
−1
2 , Vˆ 12,sc), (ζsc, z
−1
sc ζ
−1
sc )
)
> .
On va d’abord se pre´occuper du terme Bv. Evidemment, ce qui nous inte´resse est le
produit de ces termes sur toutes les places v ∈ V . Compte tenu du choix des e´le´ments
m′i, h
′
i et h(ζ˜i), le terme Bv peut aussi bien eˆtre de´fini pour une place v 6∈ V . De plus,
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bien que les e´le´ments h′i et h(ζ˜i) soient seulement ade´liques, les tores qui interviennent
dans les de´finitions sont les localise´s de tores de´finis sur F . Les cochaˆınes intervenant sont
aussi ”ade´liques”. Par exemple, le terme note´ V1 est la localise´e d’une cochaˆıne encore
note´e V1 : ΓF → Tsc(ζ˜1). On peut donc de´finir un terme
B =< ((V1, V2), (µ
M ′, ν1, ν2)),
(
((XMML)
−1, Vˆ1, Vˆ
−1
2 , Vˆ 12,sc), (ζsc, z
−1
sc ζ
−1
sc )
)
>,
ou` il s’agit cette fois du produit dans
H1,0(AF/F ;U⋆
1−θ
→ Σ⋆)×H
1,0(WF ; Σˆ⋆
1−θˆ
→ Uˆ⋆).
D’apre`s les proprie´te´s ge´ne´rales de ce produit, on a
B =
∏
v∈V al(F )
Bv,
les termes du produit e´tant presque tous e´gaux a` 1. On a un homomorphisme naturel
Tsc(ζ˜1)× Tsc(ζ˜2)
1−θ
→ T (ζ˜1)× T (ζ˜2)
↓
U⋆
1−θ
→ Σ⋆.
Le quadruplet ((V1, V2), (ν1, ν2)) de´finit naturellement un e´le´ment de
H1,0(AF/F ;Tsc(ζ˜1)× Tsc(ζ˜2)
1−θ
→ T (ζ˜1)× T (ζ˜2)).
Le cocycle ((V1, V2), (µ
M ′, ν1, ν2)) en est l’image dans H
1,0(AF/F ;U⋆
1−θ
→ Σ⋆) par l’ho-
momorphisme de´duit par fonctorialite´ du pre´ce´dent. En effet, parce que µ′1 et µ
′
2 sont
de´finis sur F et parce que les e´le´ments e′1 et e
′
2 sont de´finis sur F¯ , le terme µ
M ′ appar-
tient a` TM
′
12 (F¯ ). Il disparaˆıt par de´finition des groupes de cohomologie ”globaux”. Par
compatibilite´ des produits, on obtient
B =< ((V1, V2), (ν1, ν2)), ((Vˆ1, Vˆ
−1
2 ), (ζad, z
−1
ad ζ
−1
ad )) >,
ou` il s’agit du produit sur
H1,0(AF/F ;Tsc(ζ˜1)×Tsc(ζ˜2)
1−θ
→ T (ζ˜1)×T (ζ˜2))×H
1,0(WF ; Tˆ (ζ˜1)×Tˆ (ζ˜2)
1−θˆ
→ Tˆad(ζ˜1)×Tˆad(ζ˜2)).
Ce produit se de´compose selon les composantes indexe´es par 1 et 2. On n’a pas de mal a`
reconnaˆıtre ces composantes comme les facteurs ∆i,glob(h
′
i, h(ζ˜i)) prive´s de leurs facteurs
∆II . Notons ces facteurs ∆i,imp,glob(h
′
i, h(ζ˜i)). Il y a toutefois une inversion de signe sur
le facteur d’indice 1 et on obtient
(21) B = ∆2,imp,glob(h
′
2, h(ζ˜2))∆1,imp,glob(h
′
1, h(ζ˜1))
−1.
Pour v ∈ V , la relation (20) et le fait que le terme Av ne de´pend pas des couples (h
′
i, h(ζ˜i))
entraˆıne que, si l’on remplace dans les constructions ces couples par d’autres (h′i, h(ζ˜i)),
et si l’on note Bv le terme obtenu, on a l’e´galite´
Bv = Bv∆1,imp,v(h
′
1, h(ζ˜1); h
′
1, h(ζ˜1))∆2,imp,v(h
′
2, h(ζ˜2); h
′
2, h(ζ˜2))
−1.
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On a
(22) cette proprie´te´ perdure pour tout v ∈ V al(F ).
Dans le calcul conduisant a` l’e´galite´ (20), on est parti d’un produit de´pendant de trois
donne´es (l′1, l
′
2, l), (h
′
1, h(ζ˜1)) et (h
′
2, h(ζ˜2)). On a inse´re´ une quatrie`me donne´e (m
′
1, m
′
2),
puis on a de´compose´ le produit obtenu en deux produits, l’un relatif aux donne´es (l′1, l
′
2, l)
et (m′1, m
′
2), l’autre aux donne´es (m
′
1, m
′
2), (h
′
1, h(ζ˜1)) et (h
′
2, h(ζ˜2)). Le meˆme proce´de´
permet d’inse´rer dans Bv de nouvelles donne´es, disons (h
′
1, h(ζ˜1)) puis de de´composer
le produit obtenu en deux produits, l’un relatif aux donne´es (m′1, m
′
2), (h
′
1, h(ζ˜1)) et
(h′2, h(ζ˜2)), l’autre relatif aux donne´es (h
′
1, h(ζ˜1)) et (h
′
1, h(ζ˜1)). On reconnaˆıt ces produits
comme e´tant Bv et ∆1,imp,v(h
′
1, h(ζ˜1); h
′
1, h(ζ˜1)). On laisse les de´tails au lecteur. Cela
prouve (22).
Fixons une place v 6∈ V . La situation e´tant non ramifie´e, M′v est relevant. On peut
fixer un e´le´ment y ∈ M˜v(Fv) assez re´gulier et y
′ ∈ M ′(Fv) de sorte que leurs classes
de conjugaison stable se correspondent. On fixe des rele`vements y′1 et y
′
2 de y
′ dans
G˜′1(ζ˜1), resp. G˜
′
2(ζ˜2). On construit Bv comme ci-dessus, relatif aux couples (h
′
i, h(ζ˜i)) =
(y′i, y) pour i = 1, 2. La situation e´tant non ramifie´e, on dispose de facteurs de transfert
canoniques et la relation pre´ce´dant (22) devient
(23) Bv = Bv∆1,imp,v(y
′
1, y)∆2,imp,v(y
′
2, y)
−1∆1,imp,v(h
′
1, h(ζ˜1))
−1∆2,imp,v(h
′
2, h(ζ˜2)).
On va calculer Bv. Par rapport a` la situation ante´rieure, les tores T (ζ˜1) et T (ζ˜2) se
confondent en un unique tore THy . Les cocycles V1 et V2 sont e´gaux a` un unique cocycle
Vy. Les e´le´ments ν1 et ν2 ne sont pas e´gaux, mais sont de la forme (µy,1, νy), (µy,2, νy),
ou` les µy,i appartiennent aux sous-tores T
′H
y,i de H
′
i(ζ˜i) associe´s a` T
H
y . En fait, on peut
simplifier puisqu’on a choisi y ∈ M˜v(Fv) et non pas seulement y ∈ M˜
H
v (Fv). On note
Ty = G ∩ T
H
y et T
′
y,i = T
′H
y,i ∩ G
′
i(ζ˜i) pour i = 1, 2. On introduit le tore Ty produit fibre´
de T ′y,1, T
′
y,2 et Ty au-dessus du tore T
′
y de M
′ (qui est un Levi commun de G′(ζ˜1) et
G′(ζ˜2)). On note νy,12 l’e´le´ment (µy,1, µy,2, νy) de Ty. On note Σy le quotient de T
M ′ ×Ty
par Z12 plonge´ par (z1, z2, z) 7→ ((z1, z2), (z1, z2, z)). Le couple (Vy, (µ
M ′, νy,12)) de´finit
un e´le´ment de H1,0(ΓFv ;Ty,sc
1−θ
→ Σy). On a un homomorphisme e´vident
Ty,sc
1−θ
→ Σy
↓
U⋆
1−θ
→ Σ⋆
Par l’homomorphisme fonctoriellement associe´, le cocycle pre´ce´dent s’envoie sur celui
intervenant dans la de´finition de Bv. Pour utiliser la compatibilite´ des produits, on doit
calculer l’image de (((XMML)
−1, Vˆ1, Vˆ2, Vˆ 12,sc), (ζsc, z
−1
sc ζ
−1
sc )) par l’homomorphisme dual
H1,0(WFv ; Σˆ⋆
1−θˆ
→ Uˆ⋆)→ H
1,0(WFv ; Σˆy
1−θˆ
→ Tˆy,ad).
Le premier terme XMML se conserve tel quel. On peut remplacer Vˆi par son image dans
l’analogue de Tˆ (ζ˜i) ou` le groupe Gˆ remplace Hˆ . Une fois fait ce remplacement, reportons-
nous aux de´finitions de [I] 2.2. On a une e´galite´ Vˆi(w) = (ϕi(w), t(ζ˜i)(w)) pour tout
w ∈ WFv . Parce que y appartient a` l’espace de Levi commun M˜v, on voit que t(ζ˜i) est
de la forme t(ζ˜i)(w) = N(w)gi(w)
−1N ′(w), ou` N(w) ∈ Mˆv,sc et N
′(w) ∈ Mˆ ′sc sont les
meˆmes pour i = 1, 2. L’image de (Vˆ1, Vˆ2) dans Tˆy est le triplet (ϕ1, ϕ
−1
2 , t(ζ˜1)t(ζ˜2)
−1), que
l’on calcule graˆce aux formules ci-dessus. C’est (ϕ1, ϕ
−1
2 , m
′). Ce terme vit en fait dans
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un quotient par le groupe (Tˆ ′y)
2 plonge´ par (t1, t2) 7→ (ξˆ1(t1), ξˆ2(t2), t
−1
1 t
−1
2 ). Cela permet
de remplacer le triplet pre´ce´dent par (ϕ1, (ϕ
′
2)
−1, 1). Le terme V 12,sc se simplifie. Avec les
meˆmes notations que ci-dessus et en fixant un rele`vement g1,sc(w) de l’image de h1(w)
dans GˆAD, on a
V 12,sc(w) = tsc(ζ˜1)(w)
−1tsc(ζ˜2)(w)m
′
sc(w)
= N ′(w)−1g1,sc(w)N(w)
−1N(w)g1,sc(w)
−1m′sc(w)
−1N ′(w)m′sc(w) = 1
(on se rappelle que m′sc(w) appartient a` Z(Mˆ
′
sc)
0). Enfin, le couple (ζsc, z
−1
sc ζ
−1
sc ) s’envoie
e´videmment sur z−1ad . On obtient
Bv =< (Vy, ((µ
M ′, νy,12)), ((ϕ
−1
1 , ϕ
′
2), (ϕ1, (ϕ
′
2)
−1, 1), 1), z−1ad ) > .
D’apre`s nos choix, on a zad ∈ Z(Mˆad)
ΓFv ,0. Ce groupe est contenu dans Tˆ
ΓFv ,0
y,ad puisque
Tˆy ⊂ Mˆ . Or le groupe Tˆ
ΓFv ,0
y,ad est le noyau de l’accouplement sur
H1,0(ΓFv ;Ty,sc
1−θ
→ Σy)×H
1,0(WFv ; Σˆy
1−θˆ
→ Tˆy,ad).
On peut donc aussi bien supprimer le terme zad de la formule ci-dessus. Le couple
(ϕ1, (ϕ
′
2)
−1), modulo le tore Tˆ ′y plonge´ par t 7→ (ξˆ1(t), ξˆ2(t)
−1), ne de´pend pas du choix de
g1(w). On peut modifier cette cochaˆıne g1. La situation e´tant non ramifie´e, on peut sup-
poser que c’est un cocycle non ramifie´. Il en est alors de meˆme de ϕ1 et ϕ
′
2. Pour i = 1, 2,
notons Z(G′i(ζ˜i);G) la projection dans Z(G
′
i(ζ˜i)) du produit fibre´ de ce groupe avec Z(G),
au-dessus de Z(G′(ζ˜i)). Introduisons le tore Yi quotient de T
M ′
i × T
′
y,i par Z(G
′
i(ζ˜i);G)
agissant diagonalement. Son dual Yˆi est l’ensemble des (t
M ′, ty, tsc) ∈ Tˆ
M ′ × Tˆ ′y,i × Tˆ
θˆ
sc
tels que tM
′
tytsc = 1. On a un homomorphisme
Yˆi
↓
Σˆy
1−θˆ
→ Tˆy,ad
dont on de´duit un homomorphisme
H1(WFv ; Yˆi)→ H
1,0(WFv ; Σˆy
1−θˆ
→ Tˆy,ad).
Le triplet (ϕ−11 , ϕ1, 1) de´finit un e´le´ment deH
1(WFv ; Yˆ1) tandis que le triplet (ϕ
′
2, (ϕ
′
2)
−1, 1)
de´finit un e´le´ment de H1(WFv ; Yˆ2). Le cocycle ((ϕ
−1
1 , ϕ
′
2), (ϕ1, (ϕ
′
2)
−1, 1), 1), 1) est le pro-
duit des images de ces deux cocycles. Par compatibilite´ des produits ([KS2] 4.3), on
obtient
Bv =< (µ
′
1, µy,1), (ϕ
−1
1 , ϕ1, 1) >< (µ
′
2, µy,2), (ϕ
′
2, (ϕ
′
2)
−1, 1) >,
ou` il s’agit des produits sur H0(ΓFv ; Yi)×H
1(WFv ; Yˆi). Posons
2M ′i = (M
′
i(ζ˜i)×M
′
i(ζ˜i))/diag(Z(G
′
i(ζ˜i);G)).
Le tore Yi est un sous-tore maximal de ce groupe. On a un homomorphisme
H1(WFv ;Z(Mˆ
′
1(ζ˜1))) → H
1(WFv ;Z(
2Mˆ ′1))
ϕ1 7→ (ϕ1, ϕ
−1
1 , 1)
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et un homomorphisme analogue concernant ϕ′2. Notons λϕ1 le caracte`re deM
′
1(ζ˜1) de´termine´
par ϕ1. On de´finit de meˆme λϕ′2 . On calcule alors
Bv = λϕ1((µ
′
1)
−1µy,1)λϕ′2(µ
′
2µ
−1
y,2).
On note aussi λ˜ϕ1 l’unique fonction sur M˜
′
1(ζ˜1) qui se transforme selon le caracte`re λϕ1
et qui vaut 1 sur l’espace hyperspe´cial fixe´ par les donne´es auxiliaires. On peut aussi bien
re´crire
Bv = λ˜ϕ1(m
′
1)
−1λ˜ϕ1(y
′
1)λ˜ϕ′2(m
′
2)λ˜ϕ′2(y
′
2)
−1.
Il re´sulte des de´finitions que
λ˜ϕ1(y
′
1)λ˜ϕ′2(y
′
2)
−1 = ∆1,imp,v(y
′
1, y)
−1∆2,imp,v(y
′
2, y).
Cela assure en meˆme temps que
λ˜Mv (m
′
1, m
′
2) = λ˜ϕ1(m
′
1)λ˜ϕ′2(m
′
2)
−1.
D’ou` l’e´galite´
Bv = λ˜
M
v (m
′
1, m
′
2)
−1∆1,imp,v(y
′
1, y)
−1∆2,imp,v(y
′
2, y).
Graˆce a` (23), on obtient
Bv = λ˜
M
v (m
′
1, m
′
2)
−1∆1,imp,v(h
′
1, h(ζ˜1))
−1∆2,imp,v(h
′
2, h(ζ˜2)).
Rassemblons cette e´galite´ avec les e´galite´s (20) et (21). On obtient∏
v∈V
∆2,imp,v(l
′
2, l
′; h′2, h(ζ˜2))∆1,imp,v(l
′
1, l
′; h′1, h(ζ˜1))
−1
= (
∏
v∈V
Av)B
−1
∏
v 6∈V
Bv
= (
∏
v∈V
Av)∆1,imp,glob(h
′
1, h(ζ˜1))∆2,imp,glob(h
′
2, h(ζ˜2))
−1
∏
v 6∈V
λ˜Mv (m
′
1, m
′
2)
−1∆1,imp,v(h
′
1, h(ζ˜1))
−1∆2,imp,v(h
′
2, h(ζ˜2)).
Revenons maintenant a` la formule (18), en se rappelant que l’on a de´ja` e´limine´ les facteurs
∆II de cette formule. On obtient
(24) λ˜z(r
′
1) = λ
M(b1, b2)
−1λL(a1, a2)
∏
v∈V
Av,
ou` on a re´tabli l’indice z pour plus de pre´cision.
Il faut revenir au calcul du terme Av. Il s’ave`re que c’est exactement le meˆme que
celui qui intervenait dans la preuve de la proposition 1.14(iii) de [II]. On peut utiliser les
calculs de cette preuve. On de´compose le proble`me en deux. Supposons d’abord
(25) il existe une place v ∈ V telle que Rˆv ne corresponde a` aucun K-espace de Levi
de KG˜.
Dans ce cas, on choisit pour Z le groupe
(26)
(
Z(RˆV ) ∩
⋂
v∈V
Z(Lˆv)
ΓFv (1− θˆ) ◦ π(Z(Rˆsc)
ΓFv )
)
/Z(Gˆ)ΓF ,θˆ
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(on note comme toujours π : GˆSC → Gˆ l’homomorphisme naturel). Dans les construc-
tions pre´ce´dentes, on peut supposer que, pour v ∈ V , ρv est l’image d’un e´le´ment
ρv,sc ∈ Z(Rˆsc)
ΓFv . On rappelle que l’on a choisi un rele`vement zsc ∈ Z(Mˆsc)
ΓF ,θˆ,0. On
pose τv,sc = zsc(1− θˆ)(ρv,sc)
−1. On voit qu’il s’agit d’un e´le´ment de Z(Lˆv,sc)
ΓFv . L’homo-
morphisme
Z(GˆSC)
ΓFv/Z(GˆSC)
ΓFv ,0 → Z(Lˆv,sc)
ΓFv/Z(Lˆv,sc)
ΓFv ,0
est surjectif. Fixons xv ∈ Z(GˆSC)
ΓFv/Z(GˆSC)
ΓFv ,0 qui s’envoie sur l’image de τv,sc dans le
groupe de droite. Rappelons qu’au groupe G est associe´ un e´le´ment de H1(F ;GAD) : la
classe du cocycle σ 7→ uE(σ)ad pour une paire de Borel e´pingle´e E quelconque. On la note
uG. Pour tout v ∈ V , le groupe H
1(F ;GAD) s’envoie dans son analogue H
1(Fv;GAD).
On note uG,v l’image de uG. Pour tout v ∈ V , on a un produit naturel sur
H1(Fv;GAD)× Z(GˆSC)
ΓFv/Z(GˆSC)
ΓFv ,0.
A partir de l’e´galite´ (24), les calculs de [II] prouvent que, pour z dans le groupe Z de´fini
par (26), la fonction λ˜z est constante, de valeur∏
v∈V
< uG,v, xv > .
La famille (uG,v)v∈V de´finit un caracte`re de
∏
v∈V Z(GˆSC)
ΓFv/Z(GˆSC)
ΓFv ,0, notons-le χG.
La formule ci-dessus est l’e´valuation de ce caracte`re χG au point (xv)v∈V . On a effectue´
divers choix pour de´finir les xv. La formule montre que ces choix n’affectent la famille
(xv)v∈V qu’en la multipliant par un e´le´ment du noyau de χG. On a donc une application
Z →
(∏
v∈V
Z(GˆSC)
ΓFv/Z(GˆSC)
ΓFv ,0
)
/Ker(χG),
qui est clairement un homomorphisme. Pour obtenir (17), il suffit de prouver que cet
homomorphisme est non trivial. L’hypothe`se (25) et le lemme [I] 3.5 (qui reprend le
lemme 2.1 de [A8]) entraˆınent que le sous-groupe∏
v∈V
(Z(GˆSC)
ΓFv ∩ Z(Rˆv,sc)
ΓFv ,0)/Z(GˆSC)
ΓFv ,0 ⊂
∏
v∈V
Z(GˆSC)
ΓFv/Z(GˆSC)
ΓFv ,0
n’est pas contenu dans Ker(χG).
Il suffit de prouver que tout e´le´ment de ce sous-groupe peut eˆtre choisi comme
famille (xv)v∈V associe´e a` un e´le´ment de Z. Soit donc pour tout v ∈ V un e´le´ment
xv ∈ Z(GˆSC)
ΓFv ∩ Z(Rˆv,sc)
ΓFv ,0. Graˆce a` l’e´galite´
Z(Rˆv,sc)
ΓFv ,0 = Z(Rˆv,sc)
ΓFv ,θˆ,0(1− θˆ)(Z(Rˆv,sc)
ΓFv ,0,
on peut e´crire xv = yv(1 − θˆ)(ρv,sc)
−1, avec yv ∈ Z(Rˆv,sc)
ΓFv ,θˆ,0 et ρv,sc ∈ Z(Rˆv,sc)
ΓFv ,0.
Notons Z(RˆV )sc l’image re´ciproque de Z(RˆV ) dans GˆSC et Z(RˆV )
0
sc sa composante
neutre. Puisque Z(RˆV ) ⊂ Z(Mˆ)
ΓF ,θˆ, on a Z(RˆV )
0
sc ⊂ Z(Mˆsc)
ΓF ,θˆ,0. On de´finit un homo-
morphisme
(27) Z(RˆV )
0
sc ×
∏
v∈V
Z(Lˆv,sc)
ΓFv ,θˆ,0 →
∏
v∈V
Z(Rˆv,sc)
ΓFv ,θˆ,0.
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Sur Z(RˆV )
0
sc, c’est le plongement diagonal. Sur chaque Z(Lˆv,sc)
ΓFv ,θˆ,0, c’est le plongement
naturel Z(Lˆv,sc)
ΓFv ,θˆ,0 → Z(Rˆv,sc)
ΓFv ,θˆ,0. La surjectivite´ de Dˆ entraˆıne que l’homomor-
phisme ainsi de´fini est surjectif. On peut donc choisir zsc ∈ Z(RˆV )
0
sc ⊂ Z(Mˆsc)
ΓF ,θˆ,0 et,
pour tout v ∈ V , un e´le´ment τ ′v,sc ∈ Z(Lˆv,sc)
ΓFv ,θˆ,0 de sorte que yv = zsc(τ
′
v,sc)
−1. Pour
tout v ∈ V , on pose τv,sc = xvτ
′
v,sc. On a alors zsc = τv,sc(1 − θˆ)(ρv,sc). On voit que
l’e´le´ment z = π(zsc) appartient a` Z et que, pour cet e´le´ment, on peut choisir la famille
(xv)v∈V comme famille associe´e. Cela ache`ve la preuve sous l’hypothe`se (25).
Supposons maintenant que pour tout v ∈ V , le Levi Rˆv est associe´ a` un K-espace
de Levi de G˜ (sur Fv). On fixe un tel espace KR˜v. On introduit le groupe Rv,0 quasi-
de´ploye´ sur Fv et dual de Rˆ
θˆ,0
v . Il lui est associe´ un espace R˜v,0. D’apre`s [I] 1.12, on a des
homomorphismes
KRv,ab(Fv)
NRv ց
Rv,0,ab(Fv)
NR
′
v,Rv ր
R′v,ab(Fv)
et des applications compatibles
KR˜v,ab(Fv)
N R˜v ց
R˜v,0,ab(Fv)
N R˜
′
v,R˜v ր
R˜′v,ab(Fv)
Tout e´le´ment ρv ∈ Z(Rˆv)∗ de´finit un caracte`re χρv de Rv,0,ab(Fv)/N
Rv(KRv,ab(Fv)) :
c’est le caracte`re associe´ au cocycle w 7→ wG(ρv)ρ
−1
v de WFv dans Z(Rˆv,0). L’application
ρv 7→ χρv se quotiente en une surjection
Z(Rˆv)∗/(Z(Rˆv) ∩ Tˆ
θˆ,0)Z(Rˆv)
ΓFv → (Rv,0,ab(Fv)/N
Rv(KRv,ab(Fv)))
∨,
l’exposant ∨ de´signant le groupe des caracte`res. On note χ˜ρv la fonction sur R˜v,0,ab(Fv)
qui se transforme selon le caracte`re χρv et qui vaut 1 sur l’image de N
R˜v .
On choisit pour Z le groupe(
Z(RˆV ) ∩
⋂
v∈V
Z(Lˆv)
ΓFv (1− θˆ)(Z(Rˆv)∗)
)
/Z(Gˆ)ΓF ,θˆ
tout entier. Comme pre´ce´demment, pour z ∈ Z et v ∈ V , on e´crit z = τv(1 − θˆ)(ρv),
avec τv ∈ Z(Lˆv)
ΓFv et ρv ∈ Z(Rˆv)∗. A partir de (24), le calcul de [II] conduit cette fois
au re´sultat suivant : on a l’e´galite´
λ˜z(r
′
1) =
∏
v∈V
χ˜ρv(N
R˜′v ,R˜v(r′v)),
ou` on a e´crit r′ = (r′v)v∈V l’image de r
′
1 dans
∏
v∈V R˜
′
v(Fv). Ici encore, le re´sultat montre
que le membre de droite ne de´pend que de z et pas des choix des ρv. On peut donc e´crire
(28)
∑
z∈Z
λ˜z(r
′
1) =
∑
(ρv)v∈V ∈J
∏
v∈V
χ˜ρv(N
R˜′v ,R˜v(r′v)),
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ou` J est le sous-groupe de
(29)
∏
v∈V
Z(Rˆv)∗/(Z(Rˆv) ∩ Tˆ
θˆ,0)Z(Rˆv)
ΓFv
forme´ des images naturelles des familles (ρv)v∈V que l’on peut associer comme ci-dessus
a` un e´le´ment z ∈ Z. On se rappelle la proprie´te´ (2) : pour tout v ∈ V , l’e´le´ment ǫv
appartient a` un sous-tore tordu elliptique de R˜′v. Il y a donc pour tout v ∈ V des
e´le´ments elliptiques re´guliers dans R˜′v(Fv) qui sont aussi voisins qu’on le veut de ǫv.
Mais, puisque M′ n’est pas relevante, il y a a fortiori au moins une place v ∈ V ou` R˜′v
n’est pas relevant. La proposition [I] 1.14 implique alors que, pour cette place v, on a
N R˜
′
v ,R˜v(ǫv) 6∈ N
R˜v(KR˜v,ab(Fv)). Pour prouver (16), il suffit de prouver que le membre
de droite de (28) est nul pour r′ assez voisin de ǫ. D’apre`s la proprie´te´ que l’on vient
de voir de cet e´le´ment, il suffit que J soit e´gal au groupe (29) tout entier. Soit donc
(ρv)v∈V ∈
∏
v∈V Z(Rˆv)∗. Pour tout v ∈ V , on a
(1− θˆ)(ρv) ∈ Z(Rˆv)
ΓFv = Z(Gˆ)ΓFvZ(Rˆv)
ΓFv ,0 = Z(Gˆ)ΓFvZ(Rˆv)
ΓFv ,θˆ,0(1− θˆ)(Z(Rˆv)
ΓFv ,0).
Quitte a` multiplier ρv par un e´le´ment de Z(Rˆv)
ΓFv ,0, ce qui ne change pas l’image dans
(29) de la famille (ρv)v∈V , on peut supposer (1 − θˆ)(ρv) = ξvxv, avec ξv ∈ Z(Gˆ)
ΓFv et
xv ∈ Z(Rˆv)
ΓFv ,θˆ,0. On a un homomorphisme
Z(RˆV )
0 ×
∏
v∈V
Z(Lˆv)
ΓFv ,θˆ,0 →
∏
v∈V
Z(Rˆv)
ΓFv ,θˆ,0
similaire a` (27), qui est surjectif car Dˆ l’est. On peut donc trouver z ∈ Z(RˆV )
0 et, pour
tout v ∈ V , un e´le´ment τ ′v ∈ Z(Lˆv)
ΓFv ,θˆ,0, de sorte que zτ ′v = xv. Posons τv = (ξvτ
′
v)
−1.
C’est un e´le´ment de Z(Lˆv)
ΓFv et on a z = τv(1− θˆ)(ρv). On voit alors que z appartient a`
Z et que (ρv)v∈V est une famille associe´e a` z comme plus haut. Cela ache`ve cette bre`ve
de´monstration. 
Remarques. (30) Les complications du de´but de la preuve, a` savoir le passage par les
propositions auxiliaires 6.7 et 6.8, sont dues aux places archime´diennes. Cela parce que,
sur un corps de base Fv archime´dien, on n’a pas de´fini les inte´grales orbitales ponde´re´es
stables SG˜
M˜
(δ, f) pour tout δ ∈ Dstge´om(M˜(Fv)) ⊗Mes(M(Fv))
∗. Cela nous oblige a` des
contorsions pour assurer que les distributions dv de la de´monstration ci-dessus sont
dans le domaine de de´finition de ces inte´grales orbitales ponde´re´es stables. Si on rem-
place ces inte´grales par leurs avatars spectraux, cette difficulte´ disparaˆıt et une meˆme
de´monstration s’applique tout en se simplifiant.
(31) Si on oublie cette difficulte´ aux places archime´diennes, on voit que l’on de´montre
en fait un re´sultat plus fin que la proposition 6.6, qui est le suivant. Ecrivons δ = (δv)v∈V
et supposons que, pour tout v ∈ V , δv soit induite a` partir d’un espace de Levi R˜
′
v de
M˜ ′v. Supposons qu’il existe v tel que R˜
′
v ne corresponde a` aucun K-espace de Levi de
KG˜v ou qu’il existe un tel K-espace de Levi mais que R˜
′
v ne soit pas relevant. Alors
IKG˜,E∗ (M
′, δ, f) = 0.
6.11 Le the´ore`me 5.10
Dans ce paragraphe, on suppose de´montre´s les the´ore`mes [II] 1.16, [V] 1.10 et 5.2 et
5.4 ci-dessus. On va alors prouver le the´ore`me 5.10. Notons
X =
∑
G′∈E(G˜,a,V )
i(G˜, G˜′)SG
′
ge´om(f
G
′
)
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le membre de droite de l’e´galite´ de ce the´ore`me. De´veloppons X en appliquant les
de´finitions. On obtient
X =
∑
G′∈E(G˜,a,V )
i(G˜, G˜′)
∑
M˜ ′∈L(M˜ ′0)
|WM
′
||WG
′
|−1
∑
O′∈M˜ ′ss(FV )/st−conj
SG
′
M′
(SAM
′
(O′, V ), fG
′
).
Le terme M′ est le triplet (M ′,M′, ζ˜) associe´ naturellement aux donne´es G′ et a` l’es-
pace de Levi M˜ ′ ∈ L(M˜ ′0). Notons que M˜
′(F ) 6= ∅ pour tous les M˜ ′ intervenant. Le
lemme 5.3 nous autorise a` remplacer les termes SG
′
M′
(SAM
′
(O′, V ), fG
′
) par leurs va-
riantes SG
′
M′
(SAM
′
(O′, V ), BG˜, fG
′
). Il n’est pas difficile d’adapter la proposition 6.5 a`
nos pre´sentes notations. Elle entraˆıne que l’on peut re´crire cette somme sous la forme
X =
∑
Mˆ
|W M˜ ||W G˜|−1
∑
M′∈E∗(M˜,aM ,V )
i(M˜, M˜ ′)
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))
∑
O′∈M˜ ′ss(FV )/st−conj
S
G′(s˜)
M′
(SAM
′
(O′, B, V ), BG˜, fG
′(s˜)).
Ici, Mˆ parcourt les Levi de Gˆ contenant Mˆ0 qui sont des composantes de Levi de sous-
groupes paraboliques invariants par θˆ et par ΓF . Un tel Levi ne correspond pas toujours
a` un K-espace de Levi KM˜ de KG˜ mais on peut lui associer divers objets que, par
anticipation, nous notons comme si un tel K-espace existait. Par exemple W M˜ est le
sous-groupe des e´le´ments invariants par θˆ et ΓF dans NormGˆ(Mˆ)/Mˆ . Si KM˜ existe,
l’ensemble E∗(M˜, aM , V ) est celui des classes d’e´quivalence de donne´es endoscopiques
elliptiques (M ′,M′, ζ˜) de (KM,KM˜, aM) qui sont non ramifie´es hors de V et telles
que M˜ ′(F ) 6= ∅. La de´finition de ces notions ne faisant intervenir que le groupe Mˆ , la
de´finition s’e´tend au cas ou` KM˜ n’existe pas. L’indice ∗ signifie que l’on n’impose pas
que la donne´e soit relevante, contrairement a` nos ensembles habituels E(M˜, aM , V ). Avec
la de´finition de 6.6, on obtient
X =
∑
Mˆ
|W M˜ ||W G˜|−1
∑
M′∈E∗(M˜,aM ,V )
i(M˜, M˜ ′)
∑
O′∈M˜ ′ss(FV )/st−conj
IKG˜,E∗ (M
′, SAM
′
(O′, V ), f).
La proposition 6.6 nous dit que, pour que le terme que l’on somme soit non nul, il faut
que Mˆ corresponde a` un K-espace de Levi KM˜ de G˜ et que M′ soit relevant pour
(KM,KM˜, aM). Cela permet de re´crire
X =
∑
KM˜∈L(M˜0)
|W M˜ ||W G˜|−1
∑
M′∈E(M˜,aM ,V )
i(M˜, M˜ ′)
∑
O′∈M˜ ′ss(FV )/st−conj
IKG˜,E
KM˜
(M′, SAM
′
(O′, V ), f).
Les hypothe`ses de la proposition 4.6 sont ve´rifie´es. Cela nous permet de remplacer les
termes IKG˜,E
KM˜
(M′, SAM
′
(O′, V ), f) par IKG˜
KM˜
(transfert(SAM
′
(O′, V )), f). On peut main-
tenant se limiter aux classes de conjugaison stable O′ qui correspondent a` une telle classe
dans leK-espace de Levi correspondantKM˜(FV ) : pour les autres, transfert(SA
M
′
(O′, V )) =
0. On peut regrouper ces classes selon la classe qui leur correspond dans KM˜(FV ). On
obtient
X =
∑
KM˜∈L(KM˜0)
|W M˜ ||W G˜|−1
∑
O∈KM˜ss(FV )/st−conj
∑
M′∈E(M˜,aM ,V )
i(M˜, M˜ ′)
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∑
O′∈M˜ ′ss(FV )/st−conj;O
′ 7→O
IKG˜
KM˜
(transfert(SAM
′
(O′, V )), f),
ou` O′ 7→ O de´signe la correspondance entre classes de conjugaison stable. Pour tous KM˜
et O intervenant ci-dessus, on a l’e´galite´∑
M′∈E(M˜,aM ,V )
i(M˜, M˜ ′)
∑
O′∈M˜ ′ss(FV )/st−conj;O
′ 7→O
transfert(SAM
′
(O′, V ))
= AKM˜,E(O, V, a)
d’apre`s la de´finition de 5.4. C’est encore e´gal a` AKM˜(O, V, ω) d’apre`s le the´ore`me 5.4.
Les hypothe`ses de la proposition 4.6 sont ve´rifie´es et on obtient
X =
∑
KM˜∈L(KM˜0)
|W M˜ ||W G˜|−1
∑
O∈M˜ss(FV )/st−conj
IKG˜
KM˜
(AKM˜(O, V, ω), f).
Ceci n’est autre que IKG˜ge´om(f , ω), cf. 2.9. Cela prouve le the´ore`me 5.10.
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