Abstract Social circles detection is a special case of community detection in social network that is currently attracting a growing interest in the research community. In this paper, we propose an empirical evaluation of the multiassignment clustering method using different feature representation models. We define different vectorial representations from both structural egonet information and user profile features. We study and compare the performance on two available labelled Facebook datasets and compare our results with several different baselines. In addition, we provide some insights of the evaluation metrics most commonly used in the literature.
Introduction
Nowadays, users in social networks tend to organize the contacts in their personal networks by means of social circles, a tool already implemented by the major companies, like for instance Facebook lists or Google? circles. However, this labelling is still mostly done manually and, therefore, a growing interest has risen in the automatic detection of these circles. In addition, this problem is related to the more general task of community detection in graphs or the identification of subnetworks in a given network. The main difference between both problems is the use of information from users' profiles (node attributes), apart from the network structure itself.
Despite the lack of a precise and well-accepted definition of community, there are a wide variety of methods and techniques designed to cope with community detection [9, 26] . Moreover, some techniques specifically designed for social circles detection have been developed recently [17, 20] . In this article, we continue the research started in [1] , based on multi-assignment clustering (MAC) [10, 29] . MAC is a clustering technique not necessarily related to networks or graphs, which permits to assign the same object into several different clusters or, in our case, social circles. In [1] , we conducted preliminary experiments using this method, defining several vectorial representations of both structural network information and users' profile information, with the aim to investigate which of these representations provides the best results. In this new study, we expand the experimentation, making variable the number of users' profile features employed. Unlike in [1] , we allow for the clustering technique to automatically detect the number of predicted circles, instead of using the number of groundtruth circles. We test our method on two different datasets and evaluate it by means of measures present in the literature. In this regard, we provide a critical commentary of the evaluation metrics, as we believe they have some flaws to which we need to pay attention. We compare our results to the ones provided by the state-ofthe-art method in [17, 20] .
The rest of the paper is structured as follows. In Sect. 2, we present previous works on community detection and social circles detection. In Sect. 3, we describe thoroughly our methodology, including the different data representations proposed. In Sect. 4, we present the datasets, the evaluation measures and the results of our experiments. Finally, we draw some conclusions.
Previous work

Community detection in networks
From an abstract point of view, a network is equivalent to a graph, defined by a set of nodes connected by edges. However, the concept of network has additional connotations. Networks can represent real structures such as social networks, biological networks (neural synaptic networks, metabolical networks), technological networks (the Internet, the World Wide Web), logistic networks (distribution networks), etc. There is no well-accepted formal definition of community in general networks. However, there is a consensus on the fact that it consists of a group of nodes that are more densely connected to each other than to the nodes outside. The relation of membership in a community usually has an extra meaning, and the vertices in a community share common properties or play similar roles within the graph. Community detection is the task of automated identification of the communities of a network. A considerable number of methods have been developed to solve this problem [9, 26] . The classical methods are classified in four categories: graph partitioning [15, 30] , hierarchical clustering [12] , partitional clustering [18, 19] and spectral clustering [7] . Another family of algorithms is based on the optimization of a clustering quality index known as modularity. Modularity optimization is an NPcomplete problem [3] , but there are fairly good approximations which perform in a reasonable time [2, 11, 22, 23] .
In real networks, nodes are often shared among different communities. The most popular technique to detect overlapping communities is the clique percolation method [24] . Given a graph, a k-clique is defined as a complete subgraph of size k. Clique percolation consists in the identification of k-clique communities, defined as the union of all k-cliques that can be reached from each other through a series of adjacent k-cliques. Despite the good performance of this technique, clique percolation remains a hard computational problem, and new and improved implementations still scale worse than some other overlapping community finding algorithms. Some alternative algorithms that detect overlapping clusters have been developed recently, such as the multi-assignment clustering technique serving as the prediction method in this article [10, 29] .
Social networks and social circles detection
The study of social networks is a research topic with a history of decades, and it has been recently revitalized by the appearance of new information and communication technologies which have opened new ways of interacting. Clustering within social networks has been studied designing several procedures. Some approaches base the clustering on the network links [26] , while others consider the semantic content of social interactions [33] . In between both methodologies, there has also been work on combining the links and the content for doing the clustering [25, 28] . Very recently, a new technique studied the characteristics of community structures formed around topical discussion clusters, using modularity maximization algorithms [6] .
Social circles detection constitutes a particular case of social clustering. Within a social network, an ego-network or egonet is defined as the subgraph of the contacts of a particular user (called the ego). Thus, it includes all the contacts of the ego (named the alters) and the contact relationship between every pair of them. Then, the social circles of an ego can be considered as clusters of the egonet. Social circles may overlap (share nodes), for example university friends who were high school friends as well, and they may also present hierarchical inclusion (the nodes of a circle totally included into another), for example university friends into a generic friends category. In addition to the graph structure itself, node attributes from the users' profiles may be used as a source of information, as well. Some current, successful work in social circles detection involves a generative model that considers circle memberships and a circle-specific profile similarity metric [17, 20] . However, other approaches are being considered, such as the use of MAC [10, 29] for circle prediction. In [17, 20] , some tests are performed with this idea, but using only the node attributes, no information from the graph structure. In [1] , MAC was fed with representations of both the graph structure and the node attributes, with successful results. The main aim of this paper is to focus on users' profiles features and to conduct an exhaustive study on how many of them are necessary to obtain the best results.
Methodology
Multi-assignment clustering
Multi-Assignment Clustering [10, 29] is a clustering method, originally developed for Boolean vectorial data, which allows for the possibility to assign the same object into several different clusters. It provides a decomposition of the data matrix X into a matrix containing the clusters prototypes Z and a matrix representing the degree to which a particular data vector belongs to the different clusters Y. Finding optimal matrices Z and Y is NP-hard [31] , but a probabilistic representation allows to drastically simplify the optimization problem. In [29] the authors propose a mixture model where X ij is either drawn from a signal or a noise component. The probability of X ij under the signal model is the following, being b kj independent random variables for the deterministic centroids Y:
where
In addition to the signal model, there is a noise model for the difference between the original data and the reconstruction made from Z and Y. The model parameters are inferred by deterministic annealing [4, 27] . The computational cost of MAC is proportional to the parameters, b and Z, and we have observed empirically that the execution time of MAC is normally lower than that of other methods such as clique percolation. When MAC is applied to social circles detection, Y is the matrix indicating which users belong to the different clusters, social circles. Several reasons helped us making the choice of MAC over alternative methods for our study. First of all, social circles detection is a soft clustering task [9] in which single data points are assigned into multiple social circles; and MAC, unless other fuzzy clustering strategies, provides hard, binary assignments into different clusters, instead of fractional assignments with different membership levels. In addition, MAC provides a noise channel along with the signal channel, which gives important information within the task of social circles detection. Other techniques, such as Gaussian mixture models [8] , do not model noise. Furthermore, MAC is more adequate for large networks than other methods with a very high computational cost, like clique percolation. Finally, MAC is a state-of-the-art technique, having recent and influential publications, such as [17, 20] , in which it was employed and considered as a baseline method for social circles detection. In this work, we continue the research started in [1] and explore further the possibilities of MAC for this task, investigating novel representations. We defend the fact that this technique still has further potentiality and better results can be obtained. A simple example of the performance of MAC can be seen in Fig. 1 .
As a novelty, we model the structural information of the egonets into diverse vectorial representations ready to be supplied to the algorithm. Several vectorial representations for user profile features were developed as well. Unlike the original MAC, we allow the input to be real data in ½0; 1 n as a way to model a hierarchy of link levels in the case of structural information, or an aggregation of the number of feature values shared by two users profiles in the case of user profile information.
In all the experiments, the input data matrix X is a horizontal concatenation of a matrix S, containing structural network information, and a matrix P, containing profile features information: X ¼ ½S j P. Rows represent users of the egonet and, therefore, for every user u there is a row vector of structural network information, S u , and a row vector of profile features information, P u . Therefore, the number of rows of the matrix X is the number of users in the ego-network j u j, and the number of columns of the matrix X is the total number of features used to represent structural and profile information of each user.
Structural network representation
Structural network information is complete, and every edge in the egonets is contained in the dataset. In this subsection, we present the different representations of the structural network information that have been considered. All of them transform graph links into a matrix S. We use the following concepts:
• Friendship ranks when there is a link between two users, we say they are direct friends or rank 1 friends. Fig. 1 Example of the performance of MAC on a simple graph. The data matrix, X, which serves as input to the method, is the adjacency matrix of the graph. Y is the output matrix showing which nodes belong to any of the two clusters. Note that MAC identifies correctly the two cliques that constitute the graph, including the overlapping node, 3.
When two users are not direct friends but have a common direct friend, we say they are rank 2 friends. Friendship ranks of greater levels can be further defined. In this study, we consider up to rank 3 friends, as we have noticed that greater levels of friendship introduce a vast amount of noise. There is a column in S for every friendship rank and user in the egonet. An element of S is 1 if the row user and the column user are friends of such rank, and 0 otherwise. Obtaining in total 3Â j u j structural features for each user.
• Weighting the data are weighted depending on the friendship rank it represents. Rank 1 friendship is left with 1, whereas rank 2 friendship is weighted to 0.5 and rank 3 friendship is weighted to 0.25. Like in the previous case, obtaining in total 3Â j u j structural features for each user.
• Aggregation for every user, the different friendship ranks are aggregated into just one value. This is obtained by calculating the maximum weighted friendship rank. Reducing the number of structural features to j u j.
The graphs considered in our experiments are not oriented, and thus all our matrices S are horizontal concatenations of symmetric matrices. However, the method would be equally used for oriented graphs, which would result in non-symmetric matrices.
Users' profile representation
There are up to 57 profile features for every user in the data corpus we used for the experiments. Nevertheless, in contrast to the structural network information, some of them contain blanks for the majority of users, providing little useful information. Other profile features are redundant or not relevant for the task. Thus, we have selected the most informative features and we use only these. We understand them as the ones which have information for the greatest number of users and that are the most relevant for the social circles detection task. Some examples of these features are, in order of importance: hometown, schools, employers, gender and birthday. We conduct our experiments with different subsets of these features: the most important, the 2 most important, the 3 most important,...All the features can take different discrete values from a finite set. We define as j f j the number of features considered, and as j v j the total number of values of the considered features that are taken by at least one user in the egonet. We encode the profile features information in the matrices P, for which the following representations have been defined:
• Explicit There is a column of P for every different value of the considered features. An element of P is 1 if the row user takes the column value for the respective feature, and 0 otherwise. Obtaining in total j v j profile features for each user.
• Intersection There is one column of P for every user in the egonet and every considered profile feature. An element of P is 1 if the sets of values of the row user and the column user, for that particular feature, intersect. It is 0 otherwise. In this case, obtaining j f j Â j u j profile features for each user.
• Weighted There is just one column of P for every user in the egonet. An element of P represents the proportion of features for which the row user and the column user share at least one value. It is calculated as jsj jf j , where j s j is the number of features shared between both users. Reducing the number of profile features to j u j.
Experiments
Dataset
We use two data corpora for the experiments. The first one is the training part of the dataset published for the Kaggle competition on learning social circles in networks [14] . The second one is the ego-Facebook dataset of social circles from Facebook from the Stanford Large Network Dataset Collection [16] , used in [17, 20] . In both cases, the data consist of hand-labelled friendship egonets from Facebook and a set of up to 57 profile features for every node in those networks. Some statistics for both datasets are shown in Table 1 .
The degree of a given user is defined as the number of different circles which it belongs to. MAC takes as a parameter the range of possible degrees of the users of an egonet. In all our experiments, the minimum degree is set to 0 and the maximum degree is set to 3. In this regard, unlike previous studies, we do not include any prediction technique for the number of circles within the egonets, but we predict in every case a fixed number of 35 circles. We rely on MAC to leave empty the extra circles. 
Evaluation metrics
The aim of any evaluation metric EðC; CÞ defined for the task is to measure the similarity between the set of predicted circles C ¼ fC 1 ; . . .; C K g and the set of groundtruth circles C ¼ f C 1 ; . . .; C K g. In this regard, two main approaches appear in the references. One of them is based on the definition of a similarity score sðC; CÞ between two circles, with a further calculation of the best alignment between C and C. The other is based on an edit distance between C and C. In each case described below, the final evaluation measure is the average of the evaluation measures obtained for all the egonets in the respective dataset.
Within the first approach, the similarity measures s can perfectly be well-established similarity metrics between sets. In the references, the Jaccard coefficient [13] , the F-measure [17] and the Balanced Error Rate [5] have been used. Their performance is similar, and we have decided to report the F-measure in this article. It is calculated as:
CÞ ¼ 2 Â precisionðC; CÞ Â recallðC; CÞ precisionðC; CÞ þ recallðC; CÞ Being precisionðC;
and recallðC;
Two different alignments between sets of circles are defined in the references. The first one is described in [32] as follows: every detected circle is matched with its most similar groundtruth community, and the performance is computed. After that, every groundtruth community is matched with its most similar predicted community, and the performance is computed again. The final evaluation function is the average of the two performance measures:
This average is done because matching only from one side leads to degenerate optimal performance (for example, outputting all possible subsets of nodes as detected communities would achieve perfect matching groundtruth communities to the detected ones). However, this measure is too optimistic, several groundtruth circles can be aligned to just one predicted circle or vice versa, without any penalization to non-aligned predicted or groundtruth circles.
In [17, 20] the alignment is defined as an optimal correspondence via linear assignment, found by means of the Hungarian algorithm [21] :
This approach ensures that, unlike in the previous case, there are no cases of single-to-multiple circles alignment. Nevertheless, the use of the Hungarian algorithm makes the set having the smaller number of circles to have all its circles aligned, whereas the other set will always have a number of maxðjCj; j CjÞ À minðjCj; j CjÞ circles without being aligned at no cost. Sadly, this leads to degenerate optimal performance, as having all possible subsets of nodes as detected communities would achieve a perfect matching. In [17, 20] , the authors state that this kind of undesirable behaviour only happens when the number of predicted circles is greater than the number of groundtruth circles. However, it presents other problems, as well. For instance, predicting only one perfect circle would have a perfect matching as well, forgetting that the rest of groundtruth circles remain without prediction.
The use of an edit distance as an evaluation measure for the task was introduced at the Kaggle competition on learning social circles in networks [14] . This distance,
CÞ, has four basic edit operations: adding a user to an existing circle, creating a circle with one user, removing a user from a circle and deleting a circle with one user, every one of them at cost 1. We believe that it is the most complete and accurate evaluation measure of the ones described, as it is a global measure between sets of circles; it does not consider single-to-multiple circles alignments and it does not lead to degenerate optimal performance.
Results
One of the main objectives of this article is to compare our results to the state-of-the-art technique for social circles detection described in [17, 20] . However, we do not have access to the optimal parameter values of the method and, therefore, we cannot replicate the exact results reported in those works. We have tried several parameter values, and report the best-performing results among these tests.
In addition, we compare our results to two simple baselines which perform surprisingly well under certain evaluation metrics. The first of these baselines consists in defining an empty set of circles, C ¼ ;. It can be evaluated only by the E d evaluation measure, as there is no possible alignment between the set of groundtruth circles C and an empty set. However, it is interesting to report this baseline, as the E d evaluation measure heavily penalizes the misclassification of users into circles. Thus, defining no circle at all performs better than other simple baselines.
The second baseline consists in an only circle composed by all the alters in the egonet. This baseline performs especially well when evaluated by the E h measure. The reason is that the greatest groundtruth circle gets aligned with the circle provided and the F-measure between them is the reported result. The larger this groundtruth circle, the better the performance of this baseline. The rest of groundtruth circles, without an aligned predicted circle, bring no penalty to that result.
The results obtained by the baselines and our experiments are shown in Table 2 . We evaluate the performance with the 3 evaluation measures defined in the previous subsection: E b (best matching), E h (Hungarian matching) and E d (edit distance). We employ in every case aggregated structural network representations, having maximum friendship ranks 1, 2 or 3. We use only weighted users' profile representations as well, containing information from 1 to 5 profile features. We have conducted this selection due to the results of preliminary experiments and do not report results using more than five profile features, as they perform worse. The best results are very different depending on whatever evaluation measure is used. When employing the E d evaluation measure, based on an edit distance, one particular feature representation, the one containing up to friendship rank 2 and 3 profile features, obtains the best results in both datasets. When employing the evaluation measures based on alignments, E b or E h , there is no single best-performing feature representation. However, the combination of a rank 1 structural network representation (equivalent to the adjacency matrix of the egonet) and a low number of profile features gives better results. The result obtained with a rank 1 structural network representation and 5 profile features, evaluated by the E b evaluation measure, constitutes an anomaly to this, probably explained by the extremely optimistic behaviour of E b .
The best results that we have obtained with the E d evaluation measure are more accurate than both the method in [17, 20] and the two baselines. In the case of the egoFacebook dataset, our results improve by a wide margin the ones obtained by the method in [17, 20] . However, when using the evaluation measures based on alignments, our predictions are not generally more accurate than either the method in [17, 20] or the baselines. Nevertheless, in these cases, the performance decrease suffered by our method is moderate. Thus, we conclude that MAC can obtain acceptable results when being evaluated by the measures 
Method in [17, 20] based on alignments, while improving significantly the results when using the edit distance. However, the behaviour of the evaluation measures seems to be quite odd. While the three of them are designed to evaluate the similarity between a pair of sets of circles, the best-performing feature representations for the measures based on alignments provide bad results for the edit distance, and vice versa. This behaviour and the adequacy of the different evaluation measures for the task need to be further studied.
Conclusions
MAC, as a prediction technique for community detection in social network, was already used in [17, 20] . In that work, only the users' profile information was used for prediction and its performance was lower than the one obtained with the method proposed by the authors. In this article, we have proved that, provided that structural network information is incorporated and modelled in the right way, MAC can also constitute a valid technique for social circles detection. We also remark the wide disparity of the results when the different evaluation measures defined for the task are employed. Some of these metrics require alignments that present some flaws, leading to degenerate optimal performance. There are several possible extensions of the work presented here. One of them is to improve the use of the profiles. We have conducted our experiments on the 5 profile features that we considered the most informative. However, extra tests could be done incorporating some of the less informative features, or using them alone, especially for the Kaggle dataset. In addition, new representations might be defined. Network structure representation could be enhanced, for example, using representations able to capture cycles. Moreover, some new features could be extracted from the network structure. They include node centrality measures such as the eigenvector and betweenness. Finally, we also consider the fusion of the method in [17, 20] and MAC for prediction, making profit of the beneficial aspects of both techniques.
