Abstract. The neural network system with terminal attractors is proposed for pattern recognition. By the introduction of the terminal attractors, the spurious states of the energy function in the Hopfield neural networks can be avoided and a unique solution with global minimum is obtained. The computer simulations show the usefulness of the method for pattern recognition. Based on the terminal attractor neural network, we proposed the optical neural network with the terminal attractor model. The results show that the recognition rate is considerably enhanced by the introduction of the terminal attractors. © 1996 Society of Photo-Optical Instrumentation Engineers.
Introduction
Pattern recognition by using neural networks is based on a selection from memories into which a certain set of patterns are stored. Hopfield described a simple model of the operation for an associative memory and its application to pattern recognition. 1 The action of individual neurons in such a network is modeled through a thresholding operation. The patterns are stored in stable equilibrium points in the defined energy function, and the state of all neurons that are interconnected to each other spontaneously converges to the stored pattern of the most similar one to an external input. But further investigation reveals that the basins of the attractors for stored patterns are small in the Hopfield neural network and the recalling ability is not so great. Moreover, the memory storage capacity is very low because there are many spurious states and oscillations in the network. For example, the maximum number of patterns that can be exactly stored in a Hopfield network is estimated to be only about N/4lnN ͑N being the number of neurons͒. 2 Even if a small percentage of errors is admitted in the recalling process, it is said to be 0.14N at most.
In order to obviate the spurious states and small basins of attractors in the Hopfield neural network, a number of modifications of the prototype have been proposed, for example, sparsely encoded associative memory, 3 chaos associative memory, 4 the Hamming net model, 5 the partial reverse method in the recalling process, 6 and so on. According to numerical experiments, most of the problems for the conventional Hopfield model seem to have been overcome. But there still remain some problems such as the mathematical verification of the unique convergence of the solution. Recently, a type of attractor called a terminal attractor ͑TA͒ was introduced in neural networks. 7 The idea of the TA is based on the violation of the Lipschitz condition at a fixed point. As a result, it has been proved mathematically that the fixed point becomes a singular solution that envelops the family of regular solutions and each regular solution approaches such an attractor in finite time with no spurious state and infinite stability. Thus, the TA model can be applied for content-addressible memory, associative memory, pattern recognition, and dynamical training.
In this paper, we apply the TA dynamic system in neural networks to pattern recognition. First, we prove the usefulness of the TA system for pattern recognition by a computer simulation. Then, an optical implementation of the TA associative memory model for pattern recognition is carried out. The obtained results indicate that the TA neural network works well for pattern recognition.
Terminal Attractor Model
Here we briefly summarize the TA model for neural networks. Consider a neural network of N neurons with bipolar outputs. At time t, let the output of the i'th neuron be x i (t). Then we assume that a set of N vectors ͕x i (m) ͖ (m ϭ1,2,...,M ), where M is the number of memory patterns, is stored as terminal attractors in the neural network. The idea of the terminal attractor is based on a violation of the Lipschitz condition at a fixed point, and the TA dynamics is given by
where ␣ (m) and ␤ (m) are positive control constants and W i j is a connection weight from the j'th neuron to the i'th one. The function f (x) is an output threshold function and usually written as
We employ the interconnection weight matrix W i j , which is determined by Hebb's law in the Hopfield model as follows:
͑3͒
The first term of Eq. ͑1͒ is the ordinary form for the Hopfield model, and the second one is the term added as the TA model. The exponential multipliers are introduced into Eq. ͑1͒ in order to localize the effects of terminal attractors. If the output pattern moves away from the stored pattern x i (m) , the exponential function decays to zero and the model behaves as the Hopfield one. On the other hand, when the output pattern becomes exactly the same as the memory pattern, the model again reduces to the Hopfield network. The second term in Eq. ͑1͒ has a dominant value and plays the important role in the network when the recalled pattern differs only slightly from the memory pattern. The unique convergence to the expected solution and the stability of the equilibrium in the TA model have been proved mathematically by Zak. 7 Thus, by incorporating with terminal attractors in neural networks, one can store desired patterns as stable equilibrium points with no spurious static attractors.
Computer Simulation
In order to demonstrate the effectiveness of the TA model for pattern recognition, computer simulations were conducted. We make several assumptions for the variables and the parameter values in the numerical simulations. First, we assume a steady-state solution for Eq. ͑1͒ and eliminate the time-derivative term, namely, ẋ i (t)ϭ0. Next, we set certain appropriate values for the parameters ␣ (m) and ␤ (m) . The parameter ␣ (m) is the measure of the correction by the TA model. If this value is too small, then, the effect of the correction for the Hopfield model becomes small and the solution by the recalling may be trapped by spurious states originally involved in the Hopfield dynamics. For a large value of ␣ (m) , the correction by the second term in Eq. ͑1͒ becomes too large and the memory stored in the Hopfield network may not be recovered. Then, we choose this value as unity for all m, on the empirical basis of the simulations. The exponential term in the terminal attractor is to provide a Gaussian distribution peaked at f (x i )ϭx i (m) . Namely, when f (x i ) moves away from x i (m) , the exponential function abruptly decays to zero. On the other hand, it has a value of unity for f (x i )ϭx i (m) . The exponential term becomes significant in the neighborhood of the stored patterns, and the parameter ␤ (m) controls the influence of the exponential term. If the value of ␤ (m) is small ͑for instance, ␤ (m) Ͻ0.5͒, this will cause stronger crosstalk between the stored patterns, and spurious states will be generated near the boundaries of basins of the stored patterns. In contrasts, a large value for ␤ (m) will reduce crosstalk. In general, the value of ␤ (m) decides the behavior near the neighbors of the terminal attractors. Since it is difficult to find the optimized value for ␤ (m) theoretically, we choose the value of ␤ (m) as unity for all m also from empirical basis. Then the equation of the TA model for pattern recognition is written as
The computer simulations for pattern recognition by the TA model have been performed by using 6ϫ6 neurons based on Eq. ͑4͒. The network was trained to recognize the letter patterns ''A,'' ''O,'' and ''E'' as shown in Fig. 1 , and these patterns are stored as terminal attractors in the network. Their Hamming distances from the respective patterns are tabulated in Table 1 . The mean Hamming distance among the three patterns is 14.7. The results of the computer simulations are shown in Figs. 2 and 3. A set of six imperfect input patterns was prepared and tested. The Hamming distances of six imperfect inputs from the stored pattern ''A'' are 1, 3, 4, 5, 6, and 7 from ͑a͒ to ͑f͒, respectively. The Hamming distances of these patterns from the other stored patterns are more than 11. Figure 4 shows the associative processes for the recallings corresponding to imperfect inputs ͑b͒ and ͑c͒ in Figs. 2 and 3. Figure 4͑a͒ shows the results for the Hopfield model, and Fig. 4͑b͒ those for the TA model. Here, the area of the squares is in proportion to the modulus of the output. For a small Hamming distance of Hϭ3 from the memory pattern, the outputs are correctly recalled for both cases. But the time of the iteration to recall the correct pattern for the Hopfield model is shorter than that for the TA model. On the other hand, for a large Hamming distance Hϭ6, the network in the Hopfield model is trapped to an equilibrium state that is very different from the stored pattern. But the output in the TA model converges to the correct pattern within a finite iteration time.
To see the dependence of the iteration time on the Hamming distance, the iteration time for the correct recalling is plotted against for the Hamming distance in Fig. 5 . The test pattern to be recalled in this figure is ''A.'' We prepared patterns whose Hamming distances from the correct pattern are up to 9. For the TA model, all of these patterns are correctly recalled. We also used these patterns to test the performance of the Hopfield network. We can see that the convergence of the output in the Hopfield model is fast compared with the TA model as long as the Hamming distance is small. But the difference of the iteration time is not distinct between the two models. For a larger Hamming distance, the correct pattern is recalled in the TA model, though the iteration time increases.
Next, the recognition rate is investigated for the different Hamming distances. The test pattern to be recalled is again ''A.'' We prepared 15 patterns for each Hamming distance. The recognition rates for both models are plotted in Fig. 6 . We define the recognition rate as follows: recognition rate ϭ total number of succesfully recalled patterns total umber of input patterns ϫ100%. The recognition rate may depend on what kinds of patterns are stored as memory patterns and also on a set of input test patterns. Although the value of the recognition rate plotted here is only relative, the trend of the recalling for the system can be evaluated by such a plot. The TA neural network can restore more than 70% of imperfect patterns even if the Hamming distance is 7. But no recognition succeeds for the imperfect patterns at the Hamming distance of 7 in the Hopfield model. The excellent recognition ability of the TA model can be seen from this figure.
Optical Terminal Attractor Neural Networks
Optical neural networks have the advantage of massive parallel processing without crosstalk. Currently available spatial light modulators may not have sufficient abilities for use in actual systems with respect to total pixel size and operation speed, and the development of new devices is still required. But optics has a great potential for such neural networks, 8-11 so we tried to implement the optical TA neural network for pattern recognition. The optical implementation of the dynamics that is given by Eq. ͑4͒ is not easy, since most optical devices are binary in nature. For the feasibility of the optical implementation of the TA network, we make further approximations to Eq. ͑4͒ without losing the essence of the TA model. We assume that memory patterns and neuron states are represented by unipolar values ͑1,0͒ for ease of optical implementation, since most of patterns, especially character patterns, are binary in nature. Then, the factor of 1/3 in the power function in Eq. ͑4͒ can be dropped, and the squaring operation on the difference f (x i )Ϫx i (m) in the exponential function can be replaced by its absolute value. We also employ a hard limiting binary function for the threshold operation instead of Eq. ͑2͒. By using these assumptions, Eq. ͑4͒ is written as follows:
The optical system for the TA neural network with unipolar patterns using LCTV spatial light modulators ͑SLMs͒ is shown in Fig. 7 . It consists of two subsystems. One is the optical system for the ordinary Hopfield model ͑lower part of the system͒, and the other is that for the realization of the TA term ͑upper part of the system͒. LCTV SLMs used in the system are LCTV panels of a projection TV module ͑Seiko Epson VPJ-700͒, which consist of 220ϫ320 pixels, each with size 80ϫ90 m 2 . In the optical Hopfield system, the binary state vector f (x i ) ͑iϭ0 corresponds to an initial input pattern͒ is displayed as multiple inputs on LCTV1, and the connection matrix W i j is displayed on LCTV2. The product of the Hopfield term is calculated optically through LCTV1 and LCTV2 and detected by CCD camera 1. The result is input to a computer, where the thresholding operation is done.
The lower part in the TA subsystem, which consists of two LCTV SLMs, LCTV3 and LCTV4, is the optical system for the subtraction of the term f (x i )-x i (m) . The LCTV not only has the intensity modulation property, but also has the attractive feature of polarization modulation. We used the real-time image subtraction system based on the polarization modulation of LCTVs. 12 The details of the method have been discussed in Ref. 12 . In the subtraction subsystem, the polarization of the input to LCTV3 is changed to 0 or 45 deg according to the binary value of f (x i ) displayed on LCTV3. Next, the polarization of the input to LCTV4 is also changed to 0 or Ϫ45 deg, according to the 
binary value of x i
(m) displayed on LCTV4. The twist direction of the LC molecules of LCTV4 is the reverse of that of LCTV3. Then, three states of the output polarization, ϩ45, 0, and Ϫ45 deg, corresponding to the results of the subtraction of binary values, are obtained in this configuration as shown in Table 2 . The polarization states of ϩ45 and Ϫ45 deg are detected by CCD cameras 2 and 3 after thresholding for the unwanted signal of 0-deg polarization and converted to the values e Ϫ1 and Ϫe
Ϫ1
, respectively. In the actual experiment, the values e Ϫ1 and Ϫe Ϫ1 are appropriately scaled and displayed on LCTV5 with a bias value of 128 gray levels. The gray-scale range of 0 to 255 was actually assigned to the interval ͓Ϫ1,1͔ on the LCTV. Then, the TA terms in Eq. ͑5͒ are calculated optically and detected by CCD camera 4. High accuracy of the exponential calculation may be needed, especially around the critical value of x i (tϩ1)ϭ0. Though the LCTVs used in the experiments have some nonuniformity, this has a little effect on our experiment, because each neuron was composed of several pixel areas of the LCTV elements and the transmittance of light was properly adjusted.
In this experiment, the signals from the Hopfield subsystem ͑output from CCD camera 1͒ and the TA subsystem ͑output from CCD camera 4͒ are fed into the computer, and the difference between them, namely the output corresponding to Eq. ͑5͒, is calculated by the computer. The subtraction of the analogous quantity here was performed by the computer due to the accuracy problems of the optical subtraction, but it can be also calculated optically by the same principle ͑polarization modulation by LCTV-SLMs͒ used in the TA subsystem. The above process is iterated until the state vector converges to a stable state and the output pattern is displayed on a TV monitor. The cycle time of the operation of the whole system is about 0.3 s, which is mainly limited by the TV frame rate for the LCTVs and their synchronous controls.
In the experiments of the optical TA neural network, we used a network with 16 neurons. The patterns to be stored in the memory were letters ''A,'' ''O,'' and ''H,'' with size 4ϫ4 as shown in Fig. 8͑a͒ . The mean Hamming distance among the memory patterns is 8. The maximum size of neurons available by using current LCTV panels is 14ϫ14. But we employed 4ϫ4 neurons, and several pixels of the LCTV elements were assigned to each neuron for ease of experimentation. Though the number of neurons for 4ϫ4 is not enough to fully understand the performance of the network, our aim here is to realize an optical implementation of the TA model and also to show the effectiveness of the optical TA system. Figure 8͑b͒ shows four initial inputs for the test of the system operation. The Hamming distances of the input patterns shown in Fig. 8͑b͒ from the stored pattern ''A'' are 1, 2, 3, and 4 from top to bottom, respectively. The Hamming distances of these patterns from the other stored patterns are more than 5, and they are tabulated in Table 3 . The results of the recallings for the Hopfield system and the TA system are shown in Figs. 8͑c͒ and 8͑d͒, respectively. As is seen from these results, the Hopfield network is trapped in local minima and fails for imperfect patterns with large Hamming distance, but the TA network can recall the correct pattern for all inputs without trapping to local minima.
For the comparison of the optical results with those of computer simulations, the simulation results for the same set of the memory patterns of Fig. 8 with 4ϫ4 neurons are shown in Fig. 9 . Figure 9͑a͒ shows the results for the original TA model described by Eq. ͑4͒, while Fig. 9͑b͒ shows those for the modified TA model of Eq. ͑5͒. The input patterns are also compatible with Fig. 8 . Though the recalling processes of the modified TA model are slightly different from those of the original TA model, similar performance of the recalling is obtained for both cases. Further, these results are consistent with those of the optical experiments.
From Figs. 8 and 9, the iteration time for correct recalling is plotted against the Hamming distance. The results are shown in Fig. 10 . Figure 10͑a͒ shows the result for the optical system, and Fig. 10͑b͒ shows that for the computer simulations. The test pattern to be recalled in this figure is ''A.'' We prepared patterns whose Hamming distances are up to 4. In Fig. 10͑a͒ , these patterns are correctly recalled in the optical TA model. We also used these patterns to test the performance of the optical Hopfield system. An shown in Fig. 10͑a͒ , the convergence of the output in the Hopfield model is fast compared with the TA model as long as the Hamming distance is small and the recallings are successful. For a larger Hamming distance, the correct pattern is recalled only in the TA model, and the iteration time increases. As to recalling capability, the TA and modified TA models have almost the same performance, as shown in Fig. 10͑b͒ . From the comparison between Figs. 10͑a͒ and 10͑b͒, it is seen that the optical results are consistent with the simulations.
Finally, the recognition rates have been investigated for the different Hamming distances, and the result is shown in Fig. 11. Figures 11͑a͒ and 11͑b͒ are the optical and simulational results, respectively. The test pattern to be recalled is again ''A.'' We prepared four patterns for each Hamming distance. In Fig. 11͑a͒ , the TA neural network can restore more than 75% of imperfect patterns even if the Hamming distance is 4, while no recognition succeeds for the imperfect patterns at the Hamming distance of 4 in the Hopfield model. Again, the results of the optical TA system are quite consistent with those of the computer simulations. In spite of the employment of a unipolar state instead of a bipolar one, the TA model works well not only on the computer simulation but also on the optical system.
Conclusion
We have applied the TA neural network for pattern recognition and compared it with the conventional Hopfield neu- ral network. Computer simulations have been performed to demonstrate the usefulness of the method. The optical implementation of the TA neural network has been proposed. The binarization of signals for optical inputs has been done without losing the essence of the TA model, since most of optical patterns we are interested in are binary in nature. In spite of the binarization, the TA model has still worked in the optical neural network, and the recognition rate has been significantly enhanced over that of the Hopfield neural network alone. The analogous subtraction in the TA neural network has been carried out by a digital computer for accuracy, though all-optical calculation can be realized by using currently available optically and electrically addressed SLMs. The overall operation speed of the proposed optical neural network with the TA model has been limited by the TV frame rate of the LCTV-SLMs. The expected maximum operation speed ͑one iteration͒ by using LCTVs in the present experiment is only a few times the TV frame rate with 14ϫ14 neurons. On the other hand, ferroelectric liquid crystal ͑FLC͒ devices have been used for an optical neural network as an optically addressed SLM. 13 The FLC SLM has the attractive features of high sensitivity, high gain, fast response, multiple-exposure capability, and high resolution as a real-time optical spatial light modulator. By using such FLC devices, a size of 50ϫ50 neurons can be available, and one iteration of the TA network will be performed within less than 1 ms.
It has been discussed little here, but the TA neural network has a larger memory capacity than the conventional Hopfield network, not only due to the unique convergence of the solution, but also due to its chaotic characteristics in the network. We have investigated the memory capacity of such a neural network, and it will be discussed elsewhere.
