In this paper, we study a time optimal control problem of some linear timevarying ordinary differential equations, where the control constrained set is of the rectangular type. We aim to build up a necessary and sufficient condition and provide an algorithm for the optimal time, as well as the optimal control. We first set up a norm optimal control problem associated with the control constraints of the rectangular type; then establish an equivalence theorem between the time optimal control problem and the aforementioned norm optimal control problem; finally, reach the aim, through utilizing the equivalence theorem and analyzing the variational characterization for the norm optimal control problem.
Introduction
Let m and d be two natural numbers. Let A(·) ∈ C([0, +∞); R m×m ) and b i ∈ R m with i = 1, · · · , d. Consider the following controlled linear time-varying ordinary differential equation:
b i u i (t), t ≥ 0, y(0) = y 0 .
(1.1)
Here and throughout this paper, the initial state y 0 is assumed to be a nonzero vector in R m , u i (·), i = 1, · · · , d, are control functions from R + to R 1 . The following notations will be frequently used in this paper: we denote by y(·; u) the solution of Equation (1.1) corresponding to the control u = (u 1 , · · · , u d ); write ·, · and · for the usual inner product and Euclid norm in R m respectively; use A * and A R m×m to denote the transpose matrix and matrix norm of A respectively. The following assumptions on A(·) will be effective throughout the paper: With respect to Conti's condition, we refer the readers to [2] or [13] . It is worth to mention that Conti's condition holds for A(·) and b 1 ∈ R m if and only if the system (1.1) where d = 1 is null controllable with the control constraints |u 1 (t)| ≤ 1, for a.e. t > 0. Next, we introduce the time optimal control problem with control constraints of the rectangular type. Arbitrarily fix a sequence of numbers {k i } k j | b j ,φ(t) | dt, (1.5) whereφ(·) is the solution to Equation (1.2) with ϕ(t * ) =φ t * , which is a minimizer of the functional J t * .
To state the second main result, we define, for each T > 0 and each
for a.e. t ∈ (0, T ) and for all i = 1, · · · , d ;
and then introduce the following norm optimal control problem:
where y(·; v) is the solution to Equation (1.1), where the time horizon R + is replaced by (0, T ), corresponding to the control v(·). Write
Then, we construct a sequence of numbers {t n } +∞ n=0 as follows: Let t 0 > 0 be arbitrarily given. Let K ∈ N be such that
It is proved that such a K exists. Then we set a 0 = 0, b 0 = Kt 0 . Write t 1 = (a 0 + b 0 )/2. In general, when t n = (a n−1 + b n−1 )/2, n ≥ 1, with a n−1 and b n−1 being given, it is defined that
and t n+1 = (a n + b n )/2. It is proved that the sequence {t n } +∞ n=0 can be determined by solving a series of problems of calculus of variation min ϕ T ∈R m J T (ϕ T ) with different T . Now, the second main result is presented as follows: 
and for each i with
The main idea to prove the above theorems is as follows: We first build up an equivalence theorem of our time optimal control problem and the norm optimal control problem constructed above; then make use of the variational characterization of the norm optimal control and the equivalence theorem to show the above two theorems. The aforementioned equivalence theorem is motivated by the analogous equivalence results established for heat equations with control constraints of the ball type in [16] (see also [15] ). However, the time optimal control problems with control constraints of the rectangular type differ from those with control constraints of the ball type, from different points of view (see for instance [9] ). The equivalence theorem, as well as the structure of the norm optimal control problems in this paper seems to be new.
There have been a lots of literatures on time optimal control problems of differential equations (see, for instance, [3] , [5] , [8] , [7] , [9] , [10] , [11] , [12] , [13] , [14] ). Recently, the semi-smooth Newton methods to analyze numerically the time optimal controls with constraints of the cubic type for some ordinary differential equations have been introduced in [6] .
To our best knowledge, the necessary and sufficient condition and the algorithm for the optimal time, as well as optimal control, provided in this paper, have not been studied. The equality (1.5) provides a formula for the optimal time to (T P )
M . The rest of this paper is organized as follows: Section 2 provides some results related to the norm optimal control problem (NP )
T . Section 3 establishes an equivalence theorem between the norm and the time optimal controls. Section 4 presents the proof of the main theorems.
Some Properties about (N P )
T We first present the following properties for the functional J T which is defined by (1.3).
Proof. We first show the existence of minimizers for J T . The proof of the continuity and convexity of J T follows from the standard argument (see, for instance, [17] , [18] ). Now, we show the coercivity of J T . For this purpose, we set, for each
where ϕ(·) is the solution to Equation (1.2) with ϕ(T ) = ϕ T . Because of (H.1) and (H.2), · * is a norm in R m . By the equivalence of norms in R m , there exists a constant Λ > 0 such that
This, together with the definition of J T and (2.1), leads to
Thus lim
Hence, J T (·) is coercive in R m . Therefore, J T has minimizers in R m . We next show that any minimizer of J T is nonzero. For this purpose, we set, for each α > 0, ϕ 
This, together with the assumption that y 0 = 0, implies that J T (ϕ α T ) < 0 whenever α > 0 small enough. Therefore, each minimizer is nonzero. This completes the proof. 
Let ϕ i (·) be the solution to Equation (1.2) with ϕ(T ) = ϕ i T , i = 1, 2, respectively. Then one can readily check that for each λ ∈ (0, 1),
is optimal to (NP ) T . Consequently,
Proof. According to Lemma 2.1, it holds thatφ T = 0. This, along with (H.1) and (H.2), indicates that b i ,φ(t) = 0 for a.e. t ∈ (0, T ) and for all i = 1, · · · , d.
Next, we derive the Euler-Lagrange equation of the functional J T associated withφ T . For each ϕ T ∈ R m , let ϕ(·) be the solution to Equation (1.2) with ϕ(T ) = ϕ T . Then
Hence, for each ϕ T ∈ R m , it stands that
The remainder is to show thatū is an optimal control to (NP ) T . For this purpose, we first observe that for each v ∈ V T , y(T ; v) = 0 if and only if
On the other hand, it follows from (2.2) thatū ∈ V T , while it follows from (2.2), (2.4) and (2.5) that y(T ;ū) = 0. Now, by taking ϕ T =φ T in both (2.4) and (2.5) respectively, and then using (2.2), we deduce that
By making use of (2.2) again, we see that
Since v ∈ V T , it stands that
This, combined with (2.6) and (2.7), yields that
, from which and (2.2), it follows that
This completes the proof.
Equivalence of Time and Norm Optimal Controls
The main purpose of this section is to show the following equivalence theorem:
. For each T > 0, the norm optimal control to (NP ) T , when is extended to (0, +∞) by taking zero value on (T, +∞), is the time optimal control to (T P ) M(T ) . On the other hand, for each M > 0, the time optimal control to (T P )
M , when is restricted over (0, t * (M)), is the norm optimal control to (NP ) t * (M ) .
We start with introducing three lemmas as follows:
M has a unique optimal control over (0, t * (M)). Furthermore, it has the strong bang-bang property: any optimal control u * = (u
Proof. Since (H.2) stands, there exists a control u ∈ U M such that y(T ; u) = 0 for some T > 0 (see [2] , [13] ). By a standard argument (see, for instance, [7] ), the existence of time optimal controls to (T P ) M follows immediately. Next, let u * be an optimal control to (T P ) M . By the Pontryagin maximum principle (see, for instance, [11] ), there exists a nonzero solution ϕ(·) to Equation (1.2) such that
Because of (H.1) and (H.2), it holds that b i , ϕ(t) = 0 for a.e. t ∈ (0, t * (M)) and for all i = 1, · · · , d. This, together with (3.1), yields that
for a.e. t ∈ (0, t * (M)) and for all i = 1, · · · , d.
Hence, the desired strong bang-bang property follows immediately. Finally, by the strong bang-bang property, the uniqueness of the time optimal control over (0, t * (M)) follows from the standard argument (see, for instance, [5] ). 
verifies y(T ; u 1 ) = 0. Moreover, the control u 1 satisfies the following estimate:
where C is a positive constant independent of z 0 .
Proof. Since (H.1) stands and (A(·), b 1 ) satisfies Conti's condition (see (H.2)), the system (3.2) holds the unique continuation property on (τ, T ). Then, applying the Theorem 5 in Chapter 3 in [12] , we get that the controllability Gramian W (τ, T ) is positive definite, where
Here, Φ(·, ·) is the fundamental solution associated to A(·). Next, set
It can be easily checked that y(T ; u 1 ) = 0. By (3.3), it holds that
Hence, there exists a constant C > 0 (independent of z 0 ) such that
Next lemma concerns some properties of the map M → t * (M). Proof. We carry out the proof by five steps as follows:
Step 1: The function t * (·) is strictly monotonically decreasing.
. To this end, let u 2 be the optimal control to (T P ) M 2 . Clearly, u 2 is admissible for (T P ) M 1 . By the optimality of t
Hence, u 2 is also the optimal control to (T P ) M 1 . By Lemma 3.2, we find that
This leads to a contradiction, since M 2 < M 1 . Therefore, it holds that t
Step 2: The function t
We claim that lim
. Seeking a contradiction, we suppose that
Clearly, the optimal controls u n to (T P ) Mn , n ∈ N, satisfy that
and
Thus, on a subsequence, u n → u weakly star in L ∞ (R + ; R d ). Furthermore, one can easily derive from the above observations that u ∈ U M and y(t * (M) − δ; u) = 0. These contradict with the optimality of t * (M) to (T P ) M .
Step 3: The function t
Seeking a contradiction, suppose lim
Let u * be the optimal control to (T P )
According to Lemma 3.3, there exist a constant C > 0 independent of n and a control f
where φ n (·) solves the equation:
Now, we construct, for each n ∈ N, a control g n = (g
, by setting
Since δ n ր 1, there exists a positive integer N 1 such that
This, along with (3.7), leads to that when
Finally, set w n = z n + φ n , n ≥ N 1 . It follows at once from (3.5) and (3.6) that
Thus, g n is admissible to (T P ) Mn for each n with n ≥ N 1 . Consequently, t * (M n ) ≤ t * (M) + δ whenever n ≥ N 1 . This, together with (3.4), leads to a contradiction.
Step 4: It holds that lim
Seeking a contradiction, suppose that there did exist a sequence {M n } n≥1 , with
the optimal controls u n to (T P ) Mn , n ∈ N, satisfy that on a subsequence, y(·; u n ) → y(·; 0) in C([0, T ]; R d ), which leads to a contradiction, since y 0 = 0.
Step 5: lim
Seeking a contradiction, suppose that there existed a T > 0 and a sequence {M n } n≥1 , with 0 < M 1 < M 2 < · · · < M n < · · · and lim
Let δ > 0 such that T − δ > 0. Then, by Lemma 3.3, there would exist a control u
Since lim n→+∞ M n = +∞, it holds that C y 0 ≤ M n for n large enough. This, together with (3.8), leads to a contradiction to the optimality of t * (M n ) to (T P ) Mn .
In summary, we conclude that all statements in this lemma stand.
Proof of Theorem 3.1. We begin with proving the identity
From the definition of M (T ) and the optimality of t * ( M (T )) to (T P ) M(T ) , we can deduce that for each T > 0, t * ( M (T )) ≤ T . Thus, it suffices to show that the inequality t * ( M (T )) < T does not stand for each T > 0. Suppose by contradiction that t * ( M(T )) < T for some T > 0. Then, by making use of Lemma 3.4, we could find a positive number M 1 , with M 1 < M (T ), such that t * (M 1 ) = T . It follows from Lemma 3.2 that (T P ) M 1 has a unique optimal control u * verifying |u i * (t)| = k i M 1 for a.e. t ∈ (0, T ) and for all i = 1, · · · , d.
Thus, u * ∈ V T and y(T ; u * ) = 0. This contradicts with the optimality of M(T ) to (NP ) T . Therefore, the equality (3.9) stands. Now, any optimal control f * to (NP ) T satisfies that |f i * (t)| ≤ k i M(T ) for a.e. t ∈ (0, T ) and all i = 1, · · · , d, and y(T ; f * ) = 0. These, along with (3.9), imply that f * ∈ U M (T ) and y(t * ( M (T )); f * ) = 0. Hence, f * is the optimal control to (T P ) M(T ) . On the other hand, it follows from (3.9) and the strict monotonicity of the function t * (·) that M (t * (M)) = M, for each M > 0. (3.10) Thus, the optimal control u * to (T P ) M is the optimal control to (T P ) M(t * (M )) . Then, by the optimality of u * and by Lemma 3.2, we see that u 1 * L ∞ (0,t * (M ); R) = M (t * (M)), u * ∈ V t * (M ) and y(t * (M); u * ) = 0. Hence, u * is an optimal control to (NP ) t * (M ) . This completes the proof of Theorem 3. This, along with (4.5), leads to (1.7) and completes the proof of Theorem 1.2.
