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PERMANENCE OF STABLE RANK ONE FOR CENTRALLY
LARGE SUBALGEBRAS AND CROSSED PRODUCTS BY
MINIMAL HOMEOMORPHISMS
DAWN ARCHEY AND N. CHRISTOPHER PHILLIPS
Abstract. We define centrally large subalgebras of simple unital C*-algebras,
strengthening the definition of large subalgebras in previous work. We prove
that if A is any infinite dimensional simple separable unital C*-algebra which
contains a centrally large subalgebra with stable rank one, then A has stable
rank one. We also prove that large subalgebras of crossed product type are
automatically centrally large. We use these results to prove that if X is a
compact metric space which has a surjective continuous map to the Cantor
set, and h : X → X is a minimal homeomorphism, then C∗(Z, X, h) has stable
rank one, regardless of the dimension of X or the mean dimension of h. In
particular, the Giol-Kerr examples give crossed products with stable rank one
but which are not stable under tensoring with the Jiang-Su algebra and are
therefore not classifiable in terms of the Elliott invariant.
1. Introduction
Large and stably large subalgebras were introduced in [16] as an abstraction
of Putnam’s orbit breaking subalgebra of the crossed product C∗(Z, X, h) of the
Cantor set by a minimal homeomorphism. In this paper, we define a stronger
concept, that of a centrally large subalgebra. Large orbit breaking subalgebras
are also centrally large, and centrally large subalgebras provide more information
about the containing algebra. We prove (Theorem 6.3) that if A is a simple unital
C*-algebra and B ⊂ A is a large subalgebra which has stable rank one, then A also
has stable rank one. If in addition B has real rank zero, we prove (Theorem 6.4)
that A also has real rank zero.
We use our result to prove the following result (Theorem 7.1) for crossed
products by minimal homeomorphisms. Let X be a compact metric space which
has a surjective continuous map to the Cantor set, and let h : X → X be a min-
imal homeomorphism. Then C∗(Z, X, h) has stable rank one. This result holds
regardless of the dimension of X or the mean dimension of h. It is expected that
C∗(Z, X, h) is classifiable in terms of the Elliott invariant if and only if h has mean
dimension zero, and one direction is the main result of [9]. Thus our result shows
that crossed products by minimal homeomorphisms can have stable rank one even
when they are not expected to be classifiable. The examples of [10] confirm that
this happens: they do not have mean dimension zero, their crossed products are
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2 DAWN ARCHEY AND N. CHRISTOPHER PHILLIPS
not stable under tensoring with the Jiang-Su algebra, but our theorem shows that
the crossed products do have stable rank one.
In [18], we will use our result to prove a generalization of Theorem 7.1. Let
X be a compact metric space with a free minimal action of Zd. Assume (X,Zd)
has a factor system which is a free minimal action of Zd on the Cantor set. Then
C∗(Z, X) has stable rank one. Again, no hypothesis on mean dimension is needed.
We do not include the proof here because the proof of the existence of the necessary
centrally large subalgebra is somewhat involved. We point out, however, that the
main reason for the abstraction of Putnam’s construction is to be able to handle
situations of this sort, in which there appears to be no explicit construction of the
necessary subalgebra, only an existence proof.
We give the motivation and background in more detail. Let X be an
infinite compact metric space, let h : X → X be a homeomorphism, and let Y ⊂ X
be closed. Let u ∈ C∗(Z, X, h) be the standard unitary. The Y -orbit breaking
subalgebra is the subalgebra C∗(Z, X, h)Y of C∗(Z, X, h) generated by C(X) and
all elements fu for f ∈ C(X) such that f |Y = 0. (Putnam actually used uf rather
than fu, but our choice makes the relationship with Rokhlin towers less awkward.)
If h is minimal, X is infinite, and Y meets each orbit of h at most once, then
C∗(Z, X, h)Y is large in C∗(Z, X, h) (Theorem 7.10 of [16]).
Subalgebras with properties similar to this one have been used in many
other places, such as the study of crossed products of the Cantor set by free minimal
actions of Zd ([15], but without the name), the recent proof by Elliott and Niu that
if h : X → X is minimal and has mean dimension zero, then C∗(Z, X, h) is Z-
stable [9], and the proof that “breaking” the generating unitaries in an irrational
rotation algebra gives an AF algebra [8]. See the introduction to [16] for a much
longer list of applications.
For an infinite dimensional simple unital C*-algebra A and a stably large
subalgebra B ⊂ A, the following results were proved in [16]:
• B is simple (Proposition 5.2 of [16]) and infinite dimensional (Proposi-
tion 5.5 of [16]).
• If B is stably finite then so is A (Corollary 6.16 of [16]), and if B is purely
infinite then so is A (Proposition 6.17 of [16]).
• The restriction maps T(A)→ T(B) and QT(A)→ QT(B) (on tracial states
and quasitraces) are bijective (Theorem 6.2 of [16] and Proposition 6.9
of [16]).
• When A is stably finite, the inclusion of B in A induces an isomorphism on
the semigroups that remain after deleting from Cu(B) and Cu(A) all the
classes of nonzero projections (Theorem 6.8 of [16]).
• B and A have the same radius of comparison (Theorem 6.14 of [16]).
However, for several further results, such as ones involving stable rank one and Z-
stability, one seems to need a stronger condition: B must be what we call centrally
large in A.
In this paper, we define centrally large subalgebras. We prove that a large
subalgebra of crossed product type (Definition 4.1 below; Definition 4.9 of [16]) is
in fact centrally large; this result covers most of the examples which have appeared
in applications. We then prove that if B is centrally large in A and B has stable
rank one, then so does A. We will consider Z-stability elsewhere [1].
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For the application to the stable rank of crossed products, let h : X → X
be as above, and assume that X has a surjective continuous map to the Cantor set.
(The Giol-Kerr examples [10] have this property, because the have the universal
odometer as a factor.) Then Y as above can be chosen to be a decreasing inter-
section of compact open subsets of X. In this case, it is known that C∗(Z, X, h)Y
is the direct limit of an AH system which has diagonal maps in the sense of [7].
Moreover (by [7]), a simple direct limit of an AH system with diagonal maps has
stable rank one, even with no assumptions on the dimension growth in the system.
We conjecture, jointly with Zhuang Niu, that C∗(Z, X, h) has stable rank
one for a completely arbitrary minimal homeomorphism h of an infinite compact
metric space X.
The original main application was to prove that of X is a finite dimensional
compact metric space, and if Zd acts freely and minimally on X, then C∗(Zd, X)
has stable rank one, using the large subalgebra of crossed product type constructed
in [17]. This particular application has been superseded before its publication in
two different ways. First, using centrally large subalgebras, one can in fact prove Z-
stability, which by Theorem 6.7 of [25] implies stable rank one. Second, Z-stability
(in fact, finite nuclear dimension) has also been obtained by different methods
in [27].
The paper is organized as follows. In Section 2 we establish notation and
prove some preliminary lemmas on approximation and Cuntz comparison. In Sec-
tion 3 we give the definition of a centrally large subalgebra and some variations on
the theme. In Section 4 we prove that large subalgebras of crossed product type
are centrally large. In Section 5 we prove some technical lemmas. In Section 6 we
prove the main theorem and the result about real rank zero. Section 7 contains the
result on the stable rank of C∗(Z, X, h) and its application to examples, including
those of Giol and Kerr.
We use the following notational conventions. If A is a C*-algebra, then
A+ denotes the set of positive elements of A. Also, A
+ denotes the unitization
of A. (We add a new identity even if A is already unital.) The notations M∞(A)
and a ⊕ b for a, b ∈ M∞(A) and a, b ∈ K ⊗ A are described in Section 2. By
convention, if we say that B is a unital subalgebra of a C*-algebra A, we mean that
B contains the identity of A. Subalgebras of C*-algebras are always supposed to
be C*-subalgebras. We take [a, b] = ab− ba.
We are grateful to Francesc Perera for pointing out the reference [26], to
Zhuang Niu for pointing out the reference [7], and to George Elliott for pointing
out Corollary 5 of [3].
2. Cuntz comparison and approximation lemmas
We give definitions and notation related to Cuntz comparison, and one
result needed later for which we don’t know a reference. We refer to the list in
Lemma 1.4 of [16], and the results elsewhere in Section 1 of [16], for many more
facts. Also see the survey article [2]. At the end, we prove several approximation
lemmas which will be needed later.
For a C*-algebra A, let M∞(A) denote the algebraic direct limit of the
system (Mn(A))
∞
n=1 using the usual embeddings Mn(A)→Mn+1(A), given by
a 7→
(
a 0
0 0
)
.
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If a ∈Mm(A) and b ∈Mn(A), we write a⊕ b for the diagonal direct sum
a⊕ b =
(
a 0
0 b
)
.
By abuse of notation, we will also write a ⊕ b when a, b ∈ M∞(A) and we do not
care about the precise choice of m and n with a ∈ Mm(A) and b ∈ Mn(A). We
further choose some isomorphism M2(K) → K, and for a, b ∈ K ⊗ A we use the
resulting isomorphism M2(K ⊗ A) → K ⊗ A to interpret a ⊕ b as an element of
K⊗A. Up to unitary equivalence which is trivial on A, the result does not depend
on the choice of the isomorphism M2(K)→ K.
The following definitions are originally from [5].
Definition 2.1. Let A be a C*-algebra, and let a, b ∈ (K ⊗A)+.
(1) We say that a is Cuntz subequivalent to b over A, written a 4A b, if there
is a sequence (vn)
∞
n=1 in K ⊗A such that
lim
n→∞ vnbv
∗
n = a.
(2) We say that a and b are Cuntz equivalent in A, written a ∼A b, if a 4A b
and b 4A a.
The relation ∼A is an equivalence relation. When there is no possible confusion
about the algebra A, we suppress it in the notation.
We will regularly use the following two families of functions.
Definition 2.2. Let A be a C*-algebra, let a ∈ A+, and let ε > 0. We define
(a− ε)+ as follows. Let f : [0,∞)→ [0,∞) be the function
f(λ) = (λ− ε)+ =
{
0 0 ≤ λ ≤ ε
λ− ε ε < λ.
Then define (a− ε)+ = f(a) (using continuous functional calculus).
Definition 2.3. For ε > 0, define a continuous function fε : [0,∞)→ [0, 1] by
fε(λ) =

0 0 ≤ λ ≤ ε
ε−1(λ− ε) ε ≤ λ ≤ 2ε
1 2ε ≤ λ.
Lemma 2.4. Let A be a simple unital C*-algebra, and let a, b ∈ A+ with ‖a‖ =
‖b‖ = 1. Then there exists c ∈ A+ \ {0} with ‖c‖ ≤ 1 such that c ≤ a and c 4 b.
Proof. Since A is simple and a, b ∈ A are nonzero, by Proposition 1.8 of [4] there
is a nonzero y ∈ A such that yy∗ ∈ aAa and y∗y ∈ bAb. Without loss of generality
we may assume that ‖y‖ ≤ 1, and so yy∗ ≤ 1. Set z = y∗a1/2 and c = z∗z. Then
c = a1/2yy∗a1/2 ≤ a. Also, the discussion after Definition 2.3 of [12] gives the first
step in the calculation c ∼ zz∗ = y∗ay ≤ yy∗ ∈ bAb, so c 4 b by Proposition 2.7(i)
of [12].
We finish this section with several approximation lemmas. The first is
actually a special case of Lemma 2.5.11(1) of [13], but the proof there is a bit
sloppy.
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Lemma 2.5. Suppose f : [0, 1] → C is continuous. Then for every ε > 0 there
exists δ > 0 such that whenever D is a C*-algebra and x, z ∈ D satisfy
0 ≤ x ≤ 1, ‖z‖ ≤ 1, and ‖[x, z]‖ < δ,
then ‖[f(x), z]‖ < ε.
Proof. We first observe that if ‖x‖ ≤ 1 and ‖z‖ ≤ 1, then for n ∈ Z>0 we have
(2.1) ‖[xn, z]‖ ≤
n∑
k=1
‖xn−k‖ · ‖[x, z]‖ · ‖xk−1‖ ≤ n‖[x, z]‖.
Choose n ∈ Z≥0 and a polynomial g(λ) =
∑n
k=0 αkλ
k with coefficients
αk ∈ C for k = 0, 1, . . . , n such that |g(λ)− f(λ)| < ε3 for all λ ∈ [0, 1]. Define
δ =
ε
1 + 3
∑n
k=1 k|αk|
.
Suppose ‖[x, z]‖ < δ. Then, since ‖z‖ ≤ 1 and using (2.1) at the second step,
‖[f(x), z]‖ ≤ 2‖f(x)− g(x)‖+
n∑
k=1
|αk| · ‖[xk, z]‖ < 2
(ε
3
)
+
n∑
k=1
k|αk|δ < ε.
This completes the proof.
Lemma 2.6. Suppose f : [0, 1] → C is continuous and f(0) = 0. Then for every
ε > 0 there exists δ > 0 such that whenever D is a C*-algebra, E ⊂ D is a
subalgebra, and a ∈ D and b ∈ E satisfy
‖a‖ ≤ 1, 0 ≤ b ≤ 1, and dist(ba,E) < δ,
then dist(f(b)a, E) < ε.
Proof. Choose n ∈ Z≥0 and a polynomial g(λ) =
∑n
k=0 αkλ
k with αk ∈ C for
k = 0, 1, . . . , n such that α0 = 0 and |g(λ)− f(λ)| < ε3 for all λ ∈ [0, 1]. Define
δ =
ε
2
(
1 + |α1|+ |α2|+ · · ·+ |αn|
) .
Let a ∈ D and b ∈ E be as in the hypotheses. Choose y ∈ E such that ‖ba−y‖ < δ.
Set z =
∑n
k=1 αkb
k−1y ∈ E. Then
‖f(b)a− z‖ ≤ ‖f(b)− g(b)‖ · ‖a‖+
n∑
k=1
|αk| · ‖bk−1‖ · ‖ba− y‖ < ε
2
+
n∑
k=1
|αk|δ < ε.
This completes the proof.
The following corollary is also easy to prove directly.
Corollary 2.7. Let D be a C*-algebra, let E ⊂ D be a subalgebra, let a ∈ D, let
b ∈ E+, and suppose that ba ∈ E. Let f : sp(b)→ C be a continuous function such
that f(0) = 0. Then f(b)a ∈ E.
Proof. By scaling, without loss of generality ‖b‖ ≤ 1. Then we may extend f to be
a continuous function f : [0, 1] → C. Lemma 2.6 now shows that for all ε > 0, we
have dist(f(b)a, E) < ε.
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3. Definitions and preliminary lemmas
In this section, we recall the definition of a large subalgebra, and give the
definition of a centrally large subalgebra. We then give some convenient variants
of the definition.
Recall that a unital subalgebra of a unital C*-algebra A is, by convention,
assumed to contain the identity of A.
The definitions of “large” and “stably large” in Definition 3.1 originally
appeared in Definition 4.1 and Definition 5.1 of [16]. The definitions of “centrally
large” and “stably centrally large” differ by the addition of an approximate com-
mutation condition.
Definition 3.1. Let A be an infinite dimensional simple unital C*-algebra. A unital
subalgebra B ⊂ A is said to be large in A if for every m ∈ Z>0, a1, a2, . . . , am ∈ A,
ε > 0, x ∈ A+ with ‖x‖ = 1, and y ∈ B+ \ {0}, there are c1, c2, . . . , cm ∈ A and
g ∈ B such that:
(1) 0 ≤ g ≤ 1.
(2) For j = 1, 2, . . . ,m we have ‖cj − aj‖ < ε.
(3) For j = 1, 2, . . . ,m we have (1− g)cj ∈ B.
(4) g 4B y and g 4A x.
(5) ‖(1− g)x(1− g)‖ > 1− ε.
We say that B is centrally large in A if we can require that in addition:
(6) For j = 1, 2, . . . ,m we have ‖gaj − ajg‖ < ε.
We further say that B is stably large in A if Mn(B) is large in Mn(A) for all
n ∈ Z≥0, and stably centrally large in A if Mn(B) is centrally large in Mn(A) for
all n ∈ Z≥0.
We emphasize that one of the Cuntz subequivalences in (4) is relative to B,
not to A.
By Proposition 4.5 of [16], when A is finite we can omit the condition
involving ‖(1 − g)x(1 − g)‖ in the definition of a large subalgebra. The following
proposition gives the same result for centrally large subalgebras.
Proposition 3.2. Let A be an infinite dimensional simple unital C*-algebra, and
let B ⊂ A be a unital subalgebra. Assume that A is finite and that for every
m ∈ Z>0, a1, a2, . . . , am ∈ A, ε > 0, and y ∈ B+ \ {0}, there are c1, c2, . . . , cm ∈ A
and g ∈ B such that:
(1) 0 ≤ g ≤ 1.
(2) For j = 1, 2, . . . ,m we have ‖cj − aj‖ < ε.
(3) For j = 1, 2, . . . ,m we have (1− g)cj ∈ B.
(4) g 4B y and g 4A x.
(5) For j = 1, 2, . . . ,m we have ‖gaj − ajg‖ < ε.
Then B is a centrally large subalgebra of A.
Proof. The proof is the same as that of Proposition 4.5 of [16].
The following lemma states that the elements cj in the definition of a
centrally large subalgebra can be chosen with norm no larger than the norm of
corresponding aj .
Lemma 3.3. Suppose B ⊂ A is a centrally large subalgebra of A. The elements
c1, c2, . . . , cm may be chosen so that ‖cj‖ ≤ ‖aj‖ for j = 1, 2, . . . ,m.
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Proof. The proof is the same as the proof of Lemma 4.7 in [16].
If we cut down on both sides instead of on one side, and the elements aj
are positive, then we may take the elements cj to be positive. We can still choose
cj with norm no larger than that of aj .
Lemma 3.4. Let A be an infinite dimensional simple unital C*-algebra. Suppose
B ⊂ A is a centrally large subalgebra. Let m,n ∈ Z≥0, let a1, a2, . . . , am ∈ A, let
b1, b2, . . . , bn ∈ A+, let ε > 0, let x ∈ A+ satisfy ‖x‖ = 1, and let y ∈ B+ \ {0}.
Then there are c1, c2, . . . , cm ∈ A, d1, d2, . . . , dn ∈ A+, and g ∈ B such that:
(1) 0 ≤ g ≤ 1.
(2) For j = 1, 2, . . . ,m we have ‖cj − aj‖ < ε, and for j = 1, 2, . . . , n we have
‖dj − bj‖ < ε.
(3) For j = 1, 2, . . . ,m we have ‖cj‖ ≤ ‖aj‖, and for j = 1, 2, . . . , n we have
‖dj‖ ≤ ‖bj‖.
(4) For j = 1, 2, . . . ,m we have (1− g)cj ∈ B, and for j = 1, 2, . . . , n we have
(1− g)dj(1− g) ∈ B.
(5) g 4B y and g 4A x.
(6) ‖(1− g)x(1− g)‖ > 1− ε.
(7) ‖gaj − ajg‖ < ε for j = 1, 2, . . . ,m and ‖gbj − bjg‖ < ε for j = 1, 2, . . . , n.
Proof. The proof is the essentially the same as the proof of Lemma 4.8 in [16].
Proposition 3.5. Let A1 and A2 be infinite dimensional simple unital C*-algebras,
and let B1 ⊂ A1 and B2 ⊂ A2 be centrally large subalgebras. Assume that A1 ⊗min
A2 is finite. Then B1 ⊗min B2 is a centrally large subalgebra of A1 ⊗min A2.
Proof. The proof is essentially the same as that of Proposition 5.6 of [16]; we
describe the differences.
In place of Proposition 4.5 of [16], we use Proposition 3.2. The analog for
centrally large subalgebras of Lemma 4.2 of [16] is obvious.
We also need to check the approximate commutation relation in the con-
clusion, that is, using the notation of the proof of Proposition 5.6 of [16], we take
g = 1− (1− g1)⊗ (1− g2),
and we need to prove that
‖[g, a1,j ⊗ a2,j ]‖ < ε
for j = 1, 2, . . . ,m. For l = 1, 2, since Bl is centrally large in Al, we may require,
in addition to the conditions demanded in the proof of Proposition 5.6 of [16], that
‖[gl, al,j ]‖ < ε2 . Then also ‖[1 − gl, al,j ]‖ < ε2 . Therefore, using ‖1 − gl‖ ≤ 1 and‖al,j‖ ≤ 1 at the fourth step, we get
‖[g, a1,j ⊗ a2,j ]‖ = ‖[1− g, a1,j ⊗ a2,j ]‖ =
∥∥[(1− g1)⊗ (1− g2), a1,j ⊗ a2,j]∥∥
≤ ∥∥[1− g1, a1,j ]⊗ (1− g2)a2,j∥∥+ ∥∥a1,j(1− g1)⊗ [1− g2, a2,j ]∥∥
<
ε
2
+
ε
2
= ε.
This completes the proof.
We now get the analog of Corollary 5.8 of [16].
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Corollary 3.6. Let A be a stably finite infinite dimensional simple unital C*-
algebra, and let B ⊂ A be a centrally large subalgebra. Then B is stably centrally
large in A.
Proof. In Proposition 3.5 take A1 = B1 = Mn, A2 = A, and B2 = B.
In the definition of a centrally large subalgebra, it suffices to verify the
conditions for a1, a2, . . . , am in a generating set. (We do not know the analog
of this statement for large subalgebras. The approximate commutation relation
makes the difference.) We do not use this result in the rest of the paper, but it
seems potentially useful elsewhere.
The proof requires the analog of Proposition 4.4 of [16].
Lemma 3.7. Let A be an infinite dimensional simple unital C*-algebra, and let
B ⊂ A be a unital subalgebra. Suppose that every finite set F ⊂ A, ε > 0, x ∈ A+
with ‖x‖ = 1, and y ∈ B+ \ {0}, there is g ∈ B such that:
(1) 0 ≤ g ≤ 1.
(2) dist((1− g)a, B) < ε for all a ∈ F .
(3) g 4B y and g 4A x.
(4) ‖(1− g)x(1− g)‖ > 1− ε.
(5) ‖ga− ag‖ < ε for all a ∈ F .
Then B is centrally large in A.
Proof. The proof is essentially the same as that of Proposition 4.4 of [16], except
with one addition. We describe only the addition.
We verify the conditions of Definition 3.1. Letm ∈ Z≥0, let a1, a2, . . . , am ∈
A, let ε > 0, let x ∈ A+ satisfy ‖x‖ = 1, and let y ∈ B+ \ {0}. Let the functions
f0, f1, f2 : [0, 1] → [0, 1] be as in the proof of Proposition 4.4 of [16]. Define a
continuous function f : [0, 1] → [0, 1] by f(λ) = 1 − f0(1 − λ) for λ ∈ [0, 1]. Apply
Lemma 2.5 with this function f and with ε as given, getting δ > 0. Apply the
hypothesis with F = {a1, a2, . . . , am} and with min
(
δ, ε3
)
in place of ε, getting
g0 ∈ B. (The difference is that in [16] we used ε3 here.) Define r0 = 1 − g0. Set
g = 1− f2(r0).
For j = 1, 2, . . . ,m, define cj as in the proof of Proposition 4.4 of [16]. The
verification of (1), (2), (3), (4), and (5) of Definition 3.1 is exactly as in [16]. To
verify Definition 3.1(6), for j = 1, 2, . . . ,m we use ‖g0aj −ajg0‖ < δ, ‖aj‖ ≤ 1, and
the choice of δ, to get ‖gaj − ajg‖ < ε.
Proposition 3.8. Let A be an infinite dimensional simple unital C*-algebra, and
let B ⊂ A be a unital subalgebra. Let S ⊂ A be a subset which generates A as a
C*-algebra. Suppose that every finite set F ⊂ S, ε > 0, x ∈ A+ with ‖x‖ = 1, and
y ∈ B+ \ {0}, there is g ∈ B such that the conditions (1), (2), (3), (4), and (5) of
Lemma 3.7 hold. Then B is centrally large in A.
Proof. It is clear that if T ⊂ A spans a dense subset of A, then Lemma 3.7 is still
valid if in the hypotheses we restrict to finite sets F ⊂ T .
Now suppose that S ⊂ A generates A as a norm closed subalgebra (without
using the adjoint), and the hypotheses of the proposition hold for this set S. We
prove that B is centrally large in A by verifying the hypotheses of the generalization
of Lemma 3.7 as in the first paragraph. Without loss of generality ‖a‖ ≤ 1 for all
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a ∈ S. If the hypotheses hold for S, they also hold for S ∪ {1}, so we may assume
1 ∈ S.
Let T be the set of all finite products of elements of S. Following the first
paragraph, let F ⊂ T be finite, let ε > 0, let x ∈ A+ satisfy ‖x‖ = 1, and let
y ∈ B+ \ {0}; it is enough to show that there is g ∈ B such that the conditions (1),
(2), (3), (4), and (5) of Lemma 3.7 hold. Without loss of generality ε < 1.
Since 1 ∈ S, there are n ∈ Z>0 and a finite set E ⊂ S such that F is
contained in the finite set
F0 =
{
a1a2 · · · an : a1, a2, . . . , an ∈ E
}
.
We verify the conditions of Lemma 3.7 for F0 instead of F .
Use Lemma 2.5 to choose δ1 > 0 such that whenever g ∈ A+ and a ∈ A
satisfy
0 ≤ g ≤ 1, ‖a‖ ≤ 1, and ‖ga− ag‖ < δ1,
then
(3.1)
∥∥(1− g)1/na− a(1− g)1/n∥∥ < ε
n2
.
Use Lemma 2.6 (taking b = 1 − g)) to choose δ2 > 0 such that whenever g ∈ B+
and a ∈ A satisfy
‖a‖ ≤ 1, 0 ≤ g ≤ 1, and dist((1− g)a, B) < δ2,
then
dist
(
(1− g)1/na, B) < ε
2nn
.
Set δ = min
(
δ1, δ2,
ε
n
)
. Apply the assumption with E in place of F , with δ in place
of ε, and with x and y as given, obtaining g ∈ B.
Conditions (1), (3), and (4) are immediate. For (5), let a1, a2, . . . , an ∈ E.
We use ‖gaj − ajg‖ < εn and ‖aj‖ ≤ 1 for j = 1, 2, . . . , n to get
(3.2) ‖[g, a1a2 · · · an]‖ ≤
n∑
j=1
‖a1a2 · · · aj−1‖ · ‖gaj − ajg‖ · ‖aj+1aj+2 · · · an‖ < ε.
We verify (2). Using (3.1), an estimate similar to that for (3.2) gives∥∥[(1− g)1/n, a1a2 · · · ak]ak+1ak+2 · · · an∥∥ < kε
n2
for k = 1, 2, . . . , n. Using ((1− g)1/n)n = 1− g and
‖1− g‖, ‖a1‖, ‖a2‖, . . . , ‖an‖ ≤ 1,
we then get
(3.3)
∥∥(1−g)a1a2 · · · an−(1−g)1/na2(1−g)1/na1 · · · (1−g)1/nan∥∥ < n−1∑
k=0
kε
n2
<
ε
2
.
Now for j = 1, 2, . . . , n, use dist((1 − g)aj , B) < δ2 and the choice of δ2 to choose
bj ∈ B such that
‖(1− g)1/naj − bj‖ < ε
2nn
.
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Since ε < 1 and ‖aj‖ ≤ 1, we have ‖bj‖ ≤ 2; also, ‖(1 − g)1/naj‖ ≤ 1 ≤ 2. For
k = 1, 2, . . . , n, we therefore get∥∥b1b2 · · · bk−1[(1− g)1/nak − bk](1− g)1/nak+1(1− g)1/nak+2 · · · (1− g)1/nan∥∥
< 2n−1
( ε
2nn
)
=
ε
2n
.
It follows that∥∥b1b2 · · · bn − (1− g)1/na1(1− g)1/na2(1− g)1/nan∥∥ < ε
2
.
Since b1b2 · · · bn ∈ B, combining this estimate with (3.3) gives
dist
(
(1− g)a1a2 · · · an, B
)
< ε.
This completes the proof of (2), and the verification of the proposition under the
assumption that S generates A as a norm closed subalgebra.
We now prove the proposition as stated by reducing the general case to the
case just done. Without loss of generality ‖a‖ ≤ 1 for all a ∈ S. Set T = S ∪ S∗.
Let ε > 0, let F ⊂ T be finite, let ε > 0, let x ∈ A+ satisfy ‖x‖ = 1, and let
y ∈ B+ \ {0}. Choose g as in the hypotheses with ε2 in place of ε. Conditions (1),
(3), and (4) are immediate. Conditions (2) and (5) for elements of S are immediate.
So let a ∈ S∗. Thus a∗ ∈ S, so g∗ = g implies
‖ga− ag‖ = ‖a∗g − ga∗‖ < ε
2
< ε,
which is (5). Also,
dist(ag,B) = dist((ag)∗, B) = dist(ga∗, B) <
ε
2
,
so
dist(ga,B) ≤ ‖ga− ag‖+ dist(ag,B) < ε
2
+
ε
2
= ε,
which is (2).
4. Large subalgebras of crossed product type
The motivating example for centrally large subalgebras (Definition 3.1) is
subalgebras which arise in the study of crossed products by minimal homeomor-
phisms. In particular, examples of centrally large subalgebras are provided by orbit
breaking subalgebras C∗(Z, X, h)Y as in the introduction, under the condition that
hn(Y ) ∩ Y = ∅ for all n ∈ Z \ {0}. These are generalizations of Putnam’s algebra
C∗(Z, X, h){y} ⊂ C∗(Z, X, h) from [20], and the condition above, that Y meet each
orbit at most once, was used by Putnam in Example 2.6 of [21]. See the discussion
after Definition 7.3 in [16] for more, and for further generalizations. These are in
fact large subalgebras of crossed product type (Definition 4.1 below). Definition 4.1
has the advantage of not explicitly requiring any commutation relations.
Definition 4.1 (Definition 4.9 of [16]). Let A be an infinite dimensional simple
separable unital C*-algebra. A subalgebra B ⊂ A is said to be a large subalgebra
of crossed product type if there exist a subalgebra C ⊂ B and a subset G of the
unitary group of A such that:
(1) (a) C contains the identity of A.
(b) C and G generate A as a C*-algebra.
(c) uCu∗ ⊂ C and u∗Cu ⊂ C for all u ∈ G.
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(2) For every m ∈ Z>0, a1, a2, . . . , am ∈ A, ε > 0, x ∈ A+ with ‖x‖ = 1, and
y ∈ B+ \ {0}, there are c1, c2, . . . , cm ∈ A and g ∈ C such that:
(a) 0 ≤ g ≤ 1.
(b) For j = 1, 2, . . . ,m we have ‖cj − aj‖ < ε.
(c) For j = 1, 2, . . . ,m we have (1− g)cj ∈ B.
(d) g 4B y and g 4A x.
(e) ‖(1− g)x(1− g)‖ > 1− ε.
The conditions in (2) are the same as the conditions in Definition 3.1; the
difference is that we require that g ∈ C, not merely that g ∈ B. In particular, we
have the following relation between the properties.
Proposition 4.2 (Proposition 4.10 of [16]). Let A be an infinite dimensional sim-
ple separable unital C*-algebra, and let B ⊂ A be a subalgebra. If B is a large
subalgebra of A of crossed product type in the sense of Definition 4.1, then B is a
large subalgebra of A in the sense of Definition 3.1.
Proof. This is immediate from the definitions.
In the basic examples, G will be a discrete amenable group, A will have
the form A = C∗(G,X) for some essentially free minimal action of G on a compact
metric space X, the set G in the definition will be the standard copy of the group G
in C∗(G,X), the subalgebra C will be C(X), and B will be a subalgebra of A which
contains C(X) but is, informally, much closer to A than to C(X). However, in the
definition we do not require that C be commutative, and we do not require that
G be a group. In particular, the definition may be applicable to crossed products
of noncommutative C*-algebras, to cocycle crossed products, and to quotients of
some nonsimple crossed products. However, something more complicated may well
be needed for use with groupoid C*-algebras or more general crossed products.
The main result of this section is that large subalgebras of crossed product
type are centrally large. To improve readability, we isolate several parts of the
argument as separate lemmas.
Lemma 4.3. Let A be a C*-algebra, let ε, ρ ≥ 0, and let a, b, d, r, x, y ∈ Asa satisfy
the following:
a ≤ d ≤ b, ‖b− a‖ ≤ ε, ‖a− x‖ ≤ ρ, ‖r − y‖ ≤ ρ, x ≤ r, and y ≤ b.
Then ‖d− r‖ ≤ ε+ ρ.
Proof. Subtracting d from all the elements listed, we reduce to the case d = 0, and
we must prove that ‖r‖ ≤ ε+ ρ.
Since ‖a− x‖ ≤ ρ, we have a− ρ ≤ x. From ‖a− b‖ ≤ ε and b ≥ 0, we get
−ε ≤ a− b ≤ a. So −ε− ρ ≤ a− ρ ≤ x ≤ r.
From ‖r − y‖ ≤ ρ we get r ≤ y + ρ. Since a ≤ 0 and ‖b− a‖ ≤ ε, we have
y ≤ b ≤ b− a ≤ ε. Therefore r ≤ ε+ ρ. Combining this with the conclusion of the
previous paragraph, we get ‖r‖ ≤ ε+ ρ, as desired.
Lemma 4.4. For every ε > 0 there is δ > 0 such that whenever A is a C*-algebra
and e, x ∈ A satisfy
0 ≤ e ≤ 1, 0 ≤ x ≤ 1, and ‖ex− x‖ < δ,
then
∥∥e1/2x− x∥∥ < ε.
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Proof. Choose a polynomial p0(λ) =
∑n
k=0 βkλ
k with coefficients βk ∈ R such that∣∣p0(λ)− λ1/2∣∣ < ε8 for all λ ∈ [0, 1]. Define
α0 = 0, α1 = 1−
n∑
k=2
βk, α2 = β2, α3 = β3, . . . , αn = βn.
Since |p0(0)| < ε8 , we have |α0 − β0| < ε8 . Since |p0(1)− 1| < ε8 , we have
|α1 − β1| =
∣∣∣∣∣1− β1 −
n∑
k=2
βk
∣∣∣∣∣ ≤
∣∣∣∣∣1−
n∑
k=0
βk
∣∣∣∣∣+ |β0| = |1− p0(1)|+ |β0| < 2ε8 .
Therefore, for λ ∈ [0, 1], the polynomial p(λ) = ∑nk=0 αkλk satisfies∣∣p(λ)− λ1/2∣∣ ≤ |α0 − β0|+ |α1 − β1|λ+ ∣∣p0(λ)− λ1/2∣∣ < ε
8
+
2ε
8
+
ε
8
=
ε
2
.
Moreover α0 = 0 and
∑n
k=0 αk = 1.
Define
δ =
ε
1 + 2
∑n
k=1 k|αk|
.
Suppose now ‖ex− x‖ < δ. An induction argument, using the estimate
‖ekx− x‖ ≤ ‖ek−1‖ · ‖ex− x‖+ ‖ek−1x− x‖,
shows that for all k ∈ Z>0 we have ‖ekx− x‖ < kδ. Now, using
∑n
k=1 αkx = x at
the second step, we get∥∥e1/2x− x∥∥ ≤ ∥∥e1/2 − p(e)∥∥ · ‖x‖+ ‖p(e)x− x‖
≤ ∥∥e1/2 − p(e)∥∥+ n∑
k=1
|αk| · ‖ekx− x‖ < ε
2
+
n∑
k=0
k|αk|δ < ε.
This completes the proof.
Lemma 4.5. Let A be a simple unital C*-algebra, let B ⊂ A be a large subalgebra
of crossed product type (Definition 4.1), and let C ⊂ B be the subalgebra of Defini-
tion 4.1. Assume B 6= A. Then for every y ∈ B+ \ {0} there is z ∈ C+ \ {0} such
that z 4B y.
Proof. Choose any a ∈ A such that dist(a,B) > 2. Definition 4.1 gives c ∈ A and
g ∈ C such that
0 ≤ g ≤ 1, ‖c− a‖ < 1, (1− g)c ∈ B, and g 4B y.
The second condition implies that c 6∈ B, so the third condition implies that g 6= 0.
Therefore the lemma is proved by taking z = g.
Theorem 4.6. Let A be a stably finite simple unital C*-algebra, and let B ⊂ A
be a large subalgebra of crossed product type (Definition 4.1). Then B is centrally
large in A (Definition 3.1).
We hope that finiteness of A is not necessary, but we do not know how to
prove this. The difficulty is with condition (5) in the proof; when A is finite, this
condition is, in effect, automatic.
We will use a weak (and obvious) variant of Proposition 3.8: we only restrict
to a generating set to verify the approximate commutation condition.
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Proof of Theorem 4.6. For a finite set T and bt ∈ A for t ∈ T , we take
⊕
t∈T bt ∈
Mcard(T )(A) to be the diagonal matrix with diagonal entries bt for t ∈ T . (The
order won’t matter in this proof.) In particular,
⊕
t∈T b is a card(T ) × card(T )
diagonal matrix with all entries equal to b.
If B = A, then the conclusion is trivial. (We can always take g = 0.) We
may therefore assume that B 6= A.
We must prove that for every m ∈ Z>0, a1, a2, . . . , am ∈ A, ε > 0, x ∈ A+
with ‖x‖ = 1, and y ∈ B+ \ {0}, there are c1, c2, . . . , cm ∈ A and g ∈ B such that:
(1) 0 ≤ g ≤ 1.
(2) For j = 1, 2, . . . ,m we have ‖cj − aj‖ < ε.
(3) For j = 1, 2, . . . ,m we have (1− g)cj ∈ B.
(4) g 4B y and g 4A x.
(5) ‖(1− g)x(1− g)‖ > 1− ε.
(6) For j = 1, 2, . . . ,m we have ‖gaj − ajg‖ < ε.
It is clearly equivalent to choose some fixed set S ⊂ A which generates A as a C*-
algebra, and then to prove that for every m ∈ Z>0, a1, a2, . . . , am ∈ A, finite subset
F ⊂ S, ε > 0, x ∈ A+ with ‖x‖ = 1, and y ∈ B+ \ {0}, there are c1, c2, . . . , cm ∈ A
and g ∈ B such that (1), (2), (3), (4), and (5) above hold, and such that in place
of (6) the following holds:
(7) For every x ∈ F we have ‖gx− xg‖ < ε.
Now let C ⊂ B and G ⊂ A be as in Definition 4.1. We take the set S above
to be the union of G and the unitary group of C. Then S is a set of unitaries which
generates A as a C*-algebra, and uCu∗ ⊂ C and u∗Cu ⊂ C for all u ∈ S.
Let m ∈ Z>0, let a1, a2, . . . , am ∈ A, let F ⊂ S be finite, let ε > 0, let
x ∈ A+ satisfy ‖x‖ = 1, and let y ∈ B+ \ {0}. Choose n ∈ Z>0 such that
(4.1)
1
n
<
ε
8
.
Set
F0 = {1}, F1 = F ∪ F ∗ ∪ {1}, F2 = F1F1, F3 = F1F2, . . . , Fn = F1Fn−1.
Set N = card(F1). Use Lemma 2.9 of [16] to choose y0 ∈ (xAx)+ \ {0} such that:
(8) If g ∈ A+ satisfies 0 ≤ g ≤ 1 and g 4A y0, then ‖(1− g)x(1− g)‖ > 1− ε.
In particular,
(4.2) y0 4A x.
Proposition 4.2 implies that B is a large subalgebra of A, and Proposition 5.2 of [16]
now implies that B is simple. Use Lemma 5.3 of [16] with r = 1, a = y0, and ε = 1
to choose y1 ∈ B+ \ {0} such that
(4.3) y1 4A y0.
(We don’t need part (3) of the conclusion of this lemma, and part (1) is only used
to ensure that y1 6= 0.) Use simplicity of B and Lemma 2.6 of [16] to choose
y2 ∈ B+ \ {0} such that
(4.4) y2 4B y1 and y2 4B y.
Since B is simple, Lemma 2.4 of [16] provides a nonzero positive element y3 ∈ y2By2
such that the following condition holds:
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(9) There are Nn−1 + 1 orthogonal positive elements in y2By2, each Cuntz
equivalent in B to y3.
Now use Lemma 4.5 to choose z0 ∈ C+ \ {0} such that
(4.5) z0 4B y3.
Then u∗z0u ∈ C ⊂ B for all u ∈ Fn−1. Use Lemma 2.6 of [16] (applied to B) to
choose z1 ∈ B+ \ {0} such that
(4.6) z1 4B u∗z0u
for all u ∈ Fn−1. Then use Lemma 4.5 to choose z ∈ C+ \ {0} such that
(4.7) z 4B z1.
Since A is simple, Lemma 2.4 of [16] provides a nonzero positive element
x0 ∈ xAx such that the following condition holds:
(10) There are card(Fn−1) orthogonal positive elements in xAx, each Cuntz
equivalent in A to x0.
Apply Definition 4.1 with a1, a2, . . . , am, and ε as given, and with z in
place of y and x0 in place of x. Let c1, c2, . . . , cm ∈ A and g0 ∈ C be the resulting
elements. In particular,
(4.8) g0 4B z and g0 4A x0.
Choose ε0 > 0 so small that the following three things happen:
(11) ε0 <
ε
8 .
(12) The choice 2ε0 can be used for δ in Lemma 2.5 when ε there is taken to
be ε8 and when f(x) = x
1/2.
(13) The choice ε0 can be used for δ in Lemma 4.4 when ε there is taken to be
ε
8 .
For k = 0, 1, . . . , n and all u ∈ Fk, we have ug0u∗ ∈ C. For k = 0, 1, . . . , n,
let Dk ⊂ B be the hereditary subalgebra of B generated by all ug0u∗ for u ∈ Fk.
Then uDku
∗ ⊂ Dk+1 for u ∈ F1 and k = 0, 1, . . . , n− 1. By induction, choose
g1 ∈ D1, g2 ∈ D2, . . . , gn ∈ Dn
such that
(4.9) 0 ≤ gk ≤ 1 and ‖gkuglu∗ − uglu∗‖ < ε0
for
k = 1, 2, . . . , n, u ∈ F1, and l = 0, 1, . . . , k − 1.
Now define
(4.10) r0 =
(
1− 1
n
n−1∑
k=1
gk
)1/2
· (1− g0)1/2, r = r∗0r0, and g = 1− r.
We verify conditions (1), (2), (3), (4), (5), and (7).
For (1), we clearly have ‖r0‖ ≤ 1, so 0 ≤ r ≤ 1, whence 0 ≤ g ≤ 1.
Condition (2) follows from the choice of c1, c2, . . . , cm.
We verify condition (3). Corollary 2.7 implies that (1 − g0)1/2cj ∈ B for
j = 1, 2, . . . ,m. Since (1− g0)1/2 ∈ B and 1− 1n
∑n−1
k=1 gk ∈ B, it now follows that
rcj ∈ B for j = 1, 2, . . . ,m. This is (3).
CENTRALLY LARGE SUBALGEBRAS AND STABLE RANK ONE 15
Now we prove (4) and (5). Set
(4.11) s = 1− (1− g0)1/2 and h = 1
n
n−1∑
k=0
gk.
Then s = f(g0) for the continuous function f : [0, 1] → [0, 1] given by f(λ) =
1 − (1 − λ)1/2. Since f(0) = 0 and g0 ∈ D0, it follows that s ∈ D0 ⊂ Dn−1. Also
h− 1ng0 ∈ Dn−1. Therefore
g = 1− r = 1− (1− s)[1− (h− 1ng0)](1− s)
= 2s+ h− 1ng0 − s
(
h− 1ng0
)− s2 − (h− 1ng0)s+ s(h− 1ng0)s ∈ Dn−1.
Now d =
∑
u∈Fn−1 ug0u
∗ satisfies dDn−1d = Dn−1. In B, using Proposition 2.7(i)
of [12] at the first step and (4.8) at the second step, we now get
g 4B
∑
u∈Fn−1
ug0u
∗ 4A
⊕
u∈Fn−1
uzu∗.
For u ∈ Fn−1, we have z 4B u∗z0u by (4.7) and (4.6), so uzu∗ 4A z0. Thus,
using (4.5) at the last step,
g 4A
⊕
u∈Fn−1
uzu∗ 4A
⊕
u∈Fn−1
z0 4B
⊕
u∈Fn−1
y3.
Now
y3 ⊕
⊕
u∈Fn−1
y3 4B y2
by (9). Thus y3 ⊕ g 4A y2. Corollary 5.8 of [16] implies that B is stably large
in A. So we can apply Lemma 6.5 of [16], with a = g, b = y2, c =
⊕
u∈Fn−1 y3, and
x = y3, to get g 4B y2. Thus (4.4) gives g 4B y2 4B y. By (4.4) and (4.3) we also
get g 4B y2 4B y1 4A y0, so (8) implies that ‖(1− g)x(1− g)‖ > 1− ε, and (4.2)
implies g 4A x.
Finally, we prove (7). We first claim that
(4.12)
∥∥∥∥∥
[
1− g0, 1− 1
n
n−1∑
k=1
gk
]∥∥∥∥∥ < 2ε0.
It is enough to prove that ∥∥∥∥∥
[
g0,
1
n
n−1∑
k=1
gk
]∥∥∥∥∥ < 2ε0.
The claim thus follows by using (4.9) to get, for k = 1, 2, . . . , n− 1,
‖gkg0 − g0gk‖ ≤ ‖gkg0 − g0‖+ ‖g0 − g0gk‖ < ε0 + ε0 = 2ε0.
Using (12) and (4.12), we get∥∥∥∥∥
[
(1− g0)1/2, 1− 1
n
n−1∑
k=1
gk
]∥∥∥∥∥ < ε8 .
Therefore
(4.13)
∥∥∥∥∥r − (1− g0)
(
1− 1
n
n−1∑
k=1
gk
)∥∥∥∥∥ < ε8 .
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Recall the definition of h in (4.11). We now claim that
(4.14) ‖h− g‖ < ε
4
.
To prove this, we use (4.13) and g = 1 − r (from (4.10)) at the first step, 1 ∈ F1
and (4.9) at the third last step, and (11) at the second last step, to estimate
‖h− g‖ < ε
8
+
∥∥∥∥∥1− (1− g0)
(
1− 1
n
n−1∑
k=1
gk
)
− h
∥∥∥∥∥
=
ε
8
+
∥∥∥∥∥g0 + 1n
n−1∑
k=1
gk − 1
n
n−1∑
k=1
g0gk − 1
n
n−1∑
k=0
gk
∥∥∥∥∥
=
ε
8
+
∥∥∥∥∥
(
n− 1
n
)
g0 − 1
n
n−1∑
k=1
g0gk
∥∥∥∥∥ ≤ ε8 + 1n
n−1∑
k=1
‖g0 − g0gk‖
<
ε
8
+ ε0 ≤ ε
8
+
ε
8
=
ε
4
.
The claim is proved.
We next claim that ‖uhu∗ − h‖ ≤ ε2 for u ∈ F . Set g−1 = 0 and define
e =
1
n
n−1∑
k=0
ug
1/2
k u
∗gk−1ug
1/2
k u
∗ and f =
1
n
n−1∑
k=0
g
1/2
k+1ugku
∗g1/2k+1.
We will apply Lemma 4.3 with
a =
1
n
n−2∑
k=0
gk, b =
1
n
n∑
k=0
gk, d = h, r = uhu
∗, x = e, y = f,
and with 2n in place of ε and
ε
4 in place of ρ. We verify its hypotheses. The relation
1
n
n−2∑
k=0
gk ≤ h ≤ 1
n
n∑
k=0
gk
is clear. We also have∥∥∥∥∥ 1n
n∑
k=0
gk − 1
n
n−2∑
k=0
gk
∥∥∥∥∥ ≤ 1n(‖gn−1‖+ ‖gn‖) ≤ 2n.
The relation f ≤ 1n
∑n
k=0 gk follows from g0 ≥ 0 and
g
1/2
k+1ugku
∗g1/2k+1 ≤ ‖ugku∗‖gk+1 ≤ gk+1.
The proof of the inequality e ≤ uhu∗ is similar.
We now check that
(4.15)
∥∥∥∥∥e− 1n
n−2∑
k=0
gk
∥∥∥∥∥ ≤ ε4 .
For k = 1, 2, . . . , n− 1, use (4.9) and (13) at the second step to get∥∥ug1/2k u∗gk−1 − gk−1∥∥ = ∥∥g1/2k u∗gk−1u− u∗gk−1u∥∥ < ε8 .
Taking adjoints gives also ∥∥gk−1ug1/2k u∗ − gk−1∥∥ < ε8 .
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So ∥∥ug1/2k u∗gk−1ug1/2k u∗ − gk−1∥∥ < ε4 .
Since g−1 = 0, we therefore have∥∥∥∥∥e− 1n
n−2∑
k=0
gk
∥∥∥∥∥ =
∥∥∥∥∥ 1n
n−1∑
k=1
ug
1/2
k u
∗gk−1ug
1/2
k u
∗ − 1
n
n−1∑
k=1
gk−1
∥∥∥∥∥
≤ 1
n
n−1∑
k=1
∥∥ug1/2k u∗gk−1ug1/2k u∗ − gk−1∥∥ < ε4 .
This is (4.15).
Similar reasoning to that of the previous paragraph gives∥∥g1/2k+1ugku∗g1/2k+1 − ugku∗∥∥ < ε4
for k = 1, 2, . . . , n, so that
‖f − uhu∗‖ ≤ 1
n
n−1∑
k=0
∥∥g1/2k+1ugku∗g1/2k+1 − ugku∗∥∥ < ε4 .
This completes the verification of the hypotheses of Lemma 4.3. Applying this
lemma, and using (4.1) at the second step, we get
‖uhu∗ − h‖ ≤ 2
n
+
ε
4
<
ε
2
.
Combining this estimate with (4.14), for u ∈ F we now have
‖[g, u]‖ = ‖g − ugu∗‖ ≤ ‖h− uhu∗‖+ 2‖g − h‖ < ε
2
+ 2
(ε
4
)
= ε.
This completes the proof of condition (7), and the proof of the theorem.
5. Replacing the matrix decomposition
One frequently used technique in C*-algebras with many projections is
decomposing the identity into orthogonal projections in order to create a matrix
decomposition of some element of interest. Lemma 5.4 below creates a decompo-
sition of the identity into three positive elements z1, z2, and z3 (which are not
mutually orthogonal). These elements are used to simulate a 3× 3 matrix decom-
position of an element of the C*-algebra. It is helpful to think of the following
picture.
Lemma 5.2 is a technical lemma using two related decompositions of the
identity into three positive elements and simulating a 5 × 5 matrix decomposition
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of an element of the C*-algebra. Lemma 5.2 is used to prove Lemma 5.4. The
following is the motivational picture.
The next lemma is used repeatedly, but often implicitly, in the proof of
Lemma 5.2.
Lemma 5.1. If y and z are orthogonal positive elements of a C*-algebra A and
w ∈ Ay and x ∈ zA, then wx = 0.
Proof. The statement is true if w ∈ Ay and x ∈ zA. Take limits.
Lemma 5.2. Let A be a finite unital C*-algebra and let a ∈ A. Let B ⊂ A
be a unital subalgebra with tsr(B) = 1. Suppose there exist positive elements
b1, b2, b3, c1, c2, c3 ∈ B such that:
(1) b1 + b2 + b3 = 1.
(2) c1 + c2 + c3 = 1.
(3) C∗(b1, b2, b3, c1, c2, c3) is commutative.
(4) b1c1 = c1.
(5) b3c3 = c3.
(6) b2c2 = b2.
(7) c1b2 = c3b2 = 0.
(8) b1b3 = 0.
(9) c2ac2 ∈ c2Bc2.
(10) b1a = ab3 = 0.
Then for all ε > 0 there exists an invertible element y ∈ A such that ‖a− y‖ < ε.
Proof. The relations in the hypotheses imply:
(5.1) c1b3 = c1b1b3 = 0.
(5.2) c1c3 = c1b3c3 = 0.
(5.3) b1c3 = b1b3c3 = 0.
From (1) we get
(5.4) 1 = c1 + (b1 − c1) + b2 + (b3 − c3) + c3.
We wish to use this decomposition of the identity to decompose a. Therefore, make
the following definitions:
(5.5) a3,1 = b2ac1.
(5.6) a3,2 = b2a(b1 − c1).
(5.7) a3,3 = b2ab2.
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(5.8) a4,1 = (b3 − c3)ac1.
(5.9) a4,2 = (b3 − c3)a(b1 − c1).
(5.10) a4,3 = (b3 − c3)ab2.
(5.11) a5,1 = c3ac1.
(5.12) a5,2 = c3a(b1 − c1).
(5.13) a5,3 = c3ab2.
Then
(5.14)
5∑
j=3
3∑
k=1
aj,k = a
by (5.4) and the hypotheses (10), (4), and (5).
We have, using (4) at the first step, (2) at the second step, and (5.3) at the
third step,
b1 − c1 = b1(1− c1) = b1(c2 + c3) = b1c2.
Similarly b3 − c3 = b3c2. Also using (6), it follows that
a3,2, a3,3, a4,2, a4,3 ∈ c2Bc2;
in fact, a4,3 ∈ (b3 − c3)Bb2. Since b2c2 = b2, we have b2ab2 ∈ b2Bb2 ⊂ c2Bc2.
Furthermore, since B has stable rank one, b2Bb2 and c2Bc2 also have stable rank
one.
Set
δ = min
(
ε
6‖a3,1 + a4,1 + a5,1‖ ,
√
ε
6
,
ε
3
)
.
Since a3,3 ∈ b2Bb2, there is an invertible element t0 ∈ b2Bb2 + C · 1A with
(5.15) ‖t0 − a3,3‖ < δ.
Then there are t1, t2 ∈ b2Bb2 and λ1 ∈ C such that t0 = t1 + λ11A and t−10 =
t2 + λ
−1
1 1A.
We claim that
(5.16)
(
(a3,1 + a4,1 + a5,1)t
−1
0
)2
= 0.
To prove the claim, we first observe that, using the hypothesis (7) and Lemma 5.1
at the second step, we get
(a3,1 + a4,1 + a5,1)t0 = (a3,1 + a4,1 + a5,1)(t1 + λ1) = (a3,1 + a4,1 + a5,1)λ1.
Therefore
a3,1 + a4,1 + a5,1 = (a3,1 + a4,1 + a5,1)t0t
−1
0 = (a3,1 + a4,1 + a5,1)λ1t
−1
0 .
Using (5.1), (5.2), and the hypothesis (7) at the second step, this implies(
(a3,1 + a4,1 + a5,1)t
−1
0
)2
= (a3,1 + a4,1 + a5,1)
2λ−21 = 0.
The claim is proved.
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Now we compute
(a3,1 + a4,1 + a5,1 + t0) t
−1
0
[
1− (a3,1 + a4,1 + a5,1) t−10
]
(5.17)
= (a3,1 + a4,1 + a5,1) t
−1
0 −
(
(a3,1 + a4,1 + a5,1) t
−1
0
)2
+ 1− (a3,1 + a4,1 + a5,1) t−10
= 1.
Because A is finite, every one sided invertible element is invertible. So a3,1 +a4,1 +
a5,1 + t0 is invertible, with
(5.18)
(
a3,1 + a4,1 + a5,1 + t0
)−1
= t−10
[
1− (a3,1 + a4,1 + a5,1) t−10
]
.
Using our expression for t−10 in the first step and using Lemma 5.1 twice
in the second step, once with y = c1 and z = b2 and once with y = c1 and z = b3
(using (5.1)), we compute
(5.19) (a3,1 + a4,1 + a5,1) t
−1
0 b3 = (a3,1 + a4,1 + a5,1)
(
t2 + λ
−1
1
)
b3 = 0.
Similarly,
(5.20) (a3,1 + a4,1 + a5,1) t
−1
0 b2 = 0.
From (5.19) and the hypothesis (5), we get
(5.21) (a3,1 + a4,1 + a5,1)t
−1
0 c3 = 0 and (a3,1 + a4,1 + a5,1)t
−1
0 (b3 − c3) = 0.
Next we multiply, using (5.18) at the first step, and at the last step using
t2 ∈ b2Bb2 together with the hypothesis (7) on the terms t2a5,2 and t2a5,3, and
using (5.20) and (5.21) on the terms starting with t−10 :
t−10
[
1− (a3,1 + a4,1 + a5,1) t−10
]
(5.22)
· (a3,1 + a3,2 + t0 + a4,1 + a4,2 + a4,3 + a5,1 + a5,2 + a5,3)
= 1 + t−10
[
1− (a3,1 + a4,1 + a5,1) t−10
]
· (a3,2 + a4,2 + a4,3 + a5,2 + a5,3)
= 1 +
[
t2 + λ
−1
1 − t−10 (a3,1 + a4,1 + a5,1) t−10
]
· (a3,2 + a4,2 + a4,3 + a5,2 + a5,3)
= 1 + t2a3,2 + t2a4,2 + t2a4,3 + t2a5,2 + t2a5,3
+ λ−11 a3,2 + λ
−1
1 a4,2 + λ
−1
1 a4,3 + λ
−1
1 a5,2 + λ
−1
1 a5,3
− t−10 (a3,1 + a4,1 + a5,1)t−10 a3,2
− t−10 (a3,1 + a4,1 + a5,1)t−10 (a4,2 + a4,3)
− t−10 (a3,1 + a4,1 + a5,1)t−10 (a5,2 + a5,3)
= 1 + t2a3,2 + t2a4,2 + t2a4,3 + λ
−1
1 a3,2
+ λ−11 a4,2 + λ
−1
1 a4,3 + λ
−1
1 a5,2 + λ
−1
1 a5,3.
Set t3 = t2a4,3 + 1. Since t2 ∈ b2Bb2 and a4,3 ∈ (b3 − c3)Bb2, we have
t3 ∈ b2Bb2 + C · 1A. Thus there is an invertible element t4 ∈ b2Bb2 + C · 1A with
(5.23) ‖t4 − t3‖ < δ.
So there are t5, t6 ∈ b2Bb2 and λ5 ∈ C such that t4 = t5+λ51A and t−14 = t6+λ−15 1A.
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An argument similar to that for Equation (5.16), using (5.2), (5.3), and
the hypothesis (7) gives
(
t−14 (a5,2 + a5,3)
)2
= 0. Define
w = λ−11 a5,2 + λ
−1
1 a5,3.
Thus
(5.24)
(
t−14 w
)2
= 0.
A computation similar to the one for Equation (5.17) shows that w+t4 is invertible,
with
(5.25) (w + t4)
−1 =
(
1− t−14 w
)
t−14 .
Applying Lemma 5.1, and using (5.3), the hypothesis (7), and the relations
t6 ∈ b2Bb2, b1 ∈ b1Bb1, and a5,2 + a5,3 ∈ c3A,
we get
(5.26) b1t
−1
4 w = b1t6w + b1λ
−1
5 w = 0.
Similarly,
(5.27) b2t
−1
4 w = 0.
Hypothesis (4) and the relation (5.26) also imply that
(5.28) c1t
−1
4 w = 0 and (b1 − c1)t−14 w = 0.
Define
t7 = 1 + t2a3,2t6 + t2a4,2t6 + λ
−1
1 a3,2t6 + λ
−1
1 a4,2t6 + λ
−1
1 a4,3t6
+ λ−15 t2a3,2 + λ
−1
5 t2a4,2 + λ
−1
1 λ
−1
5 a3,2 + λ
−1
1 λ
−1
5 a4,2 + λ
−1
1 λ
−1
5 a4,3.
One checks that t7 ∈ c2Bc2+C ·1A, which has stable rank one by hypothesis. Thus
there exists an invertible element t8 ∈ c2Bc2 + C · 1A such that
(5.29) ‖t8 − t7‖ < δ
1 + ‖w‖ .
Set
y = (a3,1 + a4,1 + a5,1 + t0) t8(w + t4).
Then y is invertible by (5.18) and (5.25).
We claim that ‖a−y‖ < ε. To prove the claim, we begin with the following
computation. In the first step we multiply out, cancel the terms ±wt−14 , and
use (5.24) to see that wt−14 wt
−1
4 = 0. The second step uses (5.27) and (5.28) to see
that the terms involving t−14 wt
−1
4 vanish. The third step is obtained by substituting
t−14 = t6 + λ
−1
5 1A and comparing with the definition of t7. We have:
(
t2a3,2 + t2a4,2 + t4 + λ
−1
1 a3,2 + λ
−1
1 a4,2 + λ
−1
1 a4,3 + w
) · [1− t−14 w] t−14(5.30)
= 1 + t2a3,2t
−1
4 + t2a4,2t
−1
4 + λ
−1
1 a3,2t
−1
4 + λ
−1
1 a4,2t
−1
4 + λ
−1
1 a4,3t
−1
4
− t2a3,2t−14 wt−14 − t2a4,2t−14 wt−14
− λ−11 a3,2t−14 wt−14 − λ−11 a4,2t−14 wt−14 − λ−11 a4,3t−14 wt−14
= 1 + t2a3,2t
−1
4 + t2a4,2t
−1
4 + λ
−1
1 a3,2t
−1
4 + λ
−1
1 a4,2t
−1
4 + λ
−1
1 a4,3t
−1
4
= t7.
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Next, using (5.25) at the first step, (5.30) at the second step, and the choices of t4
and t8 at the third step, we get
∥∥1 + t2a3,2 + t2a4,2 + t2a4,3 + λ−11 a3,2 + λ−11 a4,2 + λ−11 a4,3 + w − t8(w + t4)∥∥
(5.31)
≤ ‖1 + t2a4,3 − t4‖
+
∥∥(t2a3,2 + t2a4,2 + t4 + λ−11 a3,2 + λ−11 a4,2 + λ−11 a4,3 + w)
· (1− t−14 w)t−14 (w + t4)
− t8
(
w + t4
)∥∥
≤ ‖1 + t2a4,3 − t4‖+
∥∥t7 − t8∥∥ · ‖w + t4‖
≤ δ +
(
δ
‖w + t4‖+ 1
)
‖w + t4‖ < 2δ.
Then we compute as follows, using (5.14) and the definitions of y and w at the first
step, (5.17) at the second step, (5.22) and the definition of w at the third step,
and (5.31) at the fourth step,
‖a− y‖ = ∥∥a3,1 + a3,2 + a3,3 + a4,1 + a4,2 + a4,3 + a5,1 + λ1w
− (a3,1 + a4,1 + a5,1 + t0)t8(w + t4)
∥∥
≤ ‖a3,3 − t0‖
+
∥∥(a3,1 + a4,1 + a5,1 + t0)t−10 [1− (a3,1 + a4,1 + a5,1)t−10 ]
· (a3,1 + a3,2 + t0 + a4,1 + a4,2 + a4,3 + a5,1 + λ1w)
− (a3,1 + a4,1 + a5,1 + t0)t8(w + t4)
∥∥
≤ δ + ‖a3,1 + a4,1 + a5,1 + t0‖
· ‖1 + t2a3,2 + t2a4,2 + t2a4,3 + λ−11 a3,2 + λ−11 a4,2 + λ−11 a4,3
+ w − t8(w + t4)‖
≤ δ + 2δ‖a3,1 + a4,1 + a5,1 + t0‖
≤ δ + 2δ‖a3,1 + a4,1 + a5,1 + a3,3‖+ 2δ‖a3,3 − t0‖ < ε
3
+
2ε
6
+ 2δ2 ≤ ε.
This proves the claim and completes the proof.
Lemma 5.3. Let A be a C*-algebra and let B ⊂ A be a subalgebra. Suppose a ∈ A
and b ∈ B+ satisfy bab ∈ B. Let f : sp(b) → [0,∞) be a continuous function
vanishing at zero. Then f(b)af(b) ∈ f(b)Bf(b).
Proof. We have b1/nab1/n ∈ B by a standard polynomial approximation argument.
Also, for all k ∈ Z>0 we have limn→∞ bkb1/n = bk. Therefore polynomial approx-
imation gives limn→∞ f(b)b1/n = f(b). Similarly limn→∞ b1/nf(b) = f(b). The
result follows.
Lemma 5.4. Let A be a finite unital C*-algebra and let a ∈ A. Let B ⊂ A be a
unital subalgebra with tsr(B) = 1. Suppose there exist z1, z2, z3 ∈ B such that:
(1) z1, z2, z3 ≥ 0.
(2) z1 + z2 + z3 = 1.
(3) z1z3 = 0.
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(4) z1a = 0.
(5) az3 = 0
(6) z2az2 ∈ B.
Then for all ε > 0 there exists an invertible element y ∈ A such that ‖y − a‖ < ε.
Proof. We verify the hypotheses of Lemma 5.2. Let f, h : [0, 1] → [0, 1] be defined
by the formulas
f(λ) =
{
0 λ ∈ [0, 12]
2λ− 1 λ ∈ [ 12 , 1] and h(λ) =
{
2λ λ ∈ [0, 12]
1 λ ∈ [ 12 , 1].
Then fh = f .
Define positive elements b1, b2, b3, c1, c2, c3 ∈ A by
b1 = h(z1), b2 = f(z2), b3 = h(z3), c1 = f(z1), c2 = h(z2), c3 = f(z3).
Set D = C∗(z1, z2, z3). Since D = C∗(1, z1, z3) and z1z3 = 0, we see that D is com-
mutative. So there is a compact metric space X and an isomorphism D ∼= C(X),
which we treat as an identification. It also follows that C∗(b1, b2, b3, c1, c2, c3) ⊂ D
is commutative. We have c2ac2 ∈ c2Bc2 by Lemma 5.3.
Identifying D = C(X) as above, for j = 1, 2, 3 set
Uj =
{
x ∈ X : zj(x) > 0
}
and Vj =
{
x ∈ X : zj(x) > 12
}
.
From the definitions of f and h, we see that if λ1, λ2 ∈ [0, 1] satisfy λ1 + λ2 = 1,
then f(λ1) + h(λ2) = 1. Since U1 ∩ U3 = ∅ and z1 + z2 + z3 = 1, it is now easily
checked that
b1 + b2 + b3 = 1, c1 + c2 + c3 = 1, and b1b3 = 0.
The relation fh = f implies
b1c1 = c1, b2c2 = b2, and b3c3 = c3.
For x ∈ X, we have c1(x) 6= 0 if and only if x ∈ V1 and b2(x) 6= 0 if and
only if x ∈ V2. Clearly V1 ∩ V2 = ∅, so c1b2 = 0. Similarly c3b2 = 0. We have
b1a = 0 by Lemma 5.1 and similarly ab3 = 0. This completes the verification of the
hypotheses of Lemma 5.2.
6. Centrally large subalgebras and stable rank one
In this section we will prove the main theorem (Theorem 6.3), which says
that a C*-algebra with a centrally large subalgebra which has stable rank one must
itself have stable rank one. If the subalgebra also has real rank zero, we further
show that the containing algebra does as well.
The proof of Theorem 6.3 proceeds via two technical lemmas. The first is
a version of the definition of a centrally large subalgebra in which the element g is
replaced by a tower of elements.
Lemma 6.1. Let A be an infinite dimensional simple separable unital C*-algebra,
and let B ⊂ A be a centrally large subalgebra. Then for all m,N ∈ Z>0, a1, a2, . . . , am ∈
A, ε > 0, x ∈ A+ with ‖x‖ = 1, and y ∈ B+ \ {0}, there are c1, c2, . . . , cm ∈ A and
g0, g1, . . . , gN ∈ B such that:
(1) 0 ≤ gn ≤ 1 for n = 0, 1, . . . , N and gn−1gn = gn for n = 1, 2, . . . , N .
(2) For j = 1, 2, . . . ,m we have ‖cj − aj‖ < ε.
(3) For j = 1, 2, . . . ,m and n = 0, 1, . . . , N , we have (1− gn)cj ∈ B.
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(4) For n = 0, 1, . . . , N , we have gn 4B y and gn 4A x.
(5) For n = 0, 1, . . . , N , we have ‖(1− gn)x(1− gn)‖ > 1− ε.
(6) For j = 1, 2, . . . ,m and n = 0, 1, . . . , N , we have ‖gnaj − ajgn‖ < ε.
As we will see in the proof, it is enough to take n = 0 in (4) and (5) and
n = N in (3).
Proof of Lemma 6.1. Without loss of generality ‖aj‖ ≤ 1 for j = 1, 2, . . . ,m and
ε ≤ 1.
Define continuous functions k0, k1, . . . , kN : [0, 1]→ [0, 1] as follows. Set
k0(λ) =
{(
1− ε4
)−1
λ 0 ≤ λ ≤ 1− ε4
1 1− ε4 ≤ λ ≤ 1.
For n = 1, 2, . . . , N , set
kn(λ) =

0 0 ≤ λ ≤ 1− 2−n−1ε
2n+2ε−1
(
λ− 1 + 2−n−1ε) 1− 2−n−1ε ≤ λ ≤ 1− 2−n−2ε
1 1− 2−n−2ε ≤ λ ≤ 1.
Then kn−1kn = kn for n = 1, 2, . . . , N and |k0(λ) − λ| ≤ ε4 for all λ ∈ [0, 1]. For
n = 0, 1, . . . , N , in Lemma 2.5 choose δn > 0 for f = kn and with ε as given. Set
δ = min
(
δ0, δ1, . . . , δN ,
ε
2
)
.
Apply Definition 3.1 with δ in place of ε and with m, a1, a2, . . . , am, x, y as given,
getting c1, c2, . . . , cm ∈ A and g ∈ B as there. For n = 0, 1, . . . , N , set gn = kn(g).
We verify the conclusions of the lemma.
Conclusion (1) is clear from the construction. Conclusion (2) is immediate.
For conclusion (3), observe that 1− gN is gotten from 1− g by functional calculus
using the function λ 7→ 1 − kN (1 − λ). This function vanishes at 0, so for j =
1, 2, . . . ,m we have (1− gN )cj ∈ B by Corollary 2.7. Now for n = 0, 1, . . . , N − 1,
we have (1− gn)cj = (1− gn)(1− gN )cj ∈ B. For conclusion (4), use Lemma 2.2(i)
of [12] to get g0 4 g. For n = 1, 2, . . . , N , we then get gn 4 g since gn ≤ g0.
For conclusion (5), we start with the calculation
‖(1− g0)x(1− g0)‖ ≥ ‖(1− g)x(1− g)‖ − 2‖g − g0‖ > 1− ε
2
− 2
(ε
4
)
= 1− ε.
For n = 1, 2, . . . , N , use (1− gn)2 ≥ (1− g0)2 at the second step to get
‖(1− gn)x(1− gn)‖ = ‖x1/2(1− gn)2x1/2‖ ≥ ‖x1/2(1− g0)2x1/2‖
= ‖(1− g0)x(1− g0)‖ > 1− ε.
Conclusion (6) follows directly from the choice of δn.
Lemma 6.2. Let m,n,N ∈ Z>0. Let A be an infinite dimensional simple separable
unital C*-algebra. Let B ⊂ A be centrally large in A and suppose that tsr(B) = 1.
Let x1, x2, . . . , xn ∈ A+ be positive elements of norm one. Let a1, a2, . . . , am ∈ A be
arbitrary. Then for all ε > 0 there exists h ∈ B with 0 ≤ h ≤ 1, there exist rk,l ∈ B
for k = 1, 2, . . . , n and for l = 0, 1, . . . , N−1, and there exist b1, b2 . . . , bm ∈ A such
that:
(1) 0 ≤ rk,l ≤ 1 and ‖rk,l‖ = 1 for k = 1, 2, . . . , n and l = 0, 1, . . . , N .
(2) ‖xkrk,0 − rk,0‖ < ε for k = 1, 2, . . . , n.
(3) 1− h 4B rk,N for k = 1, 2, . . . , n.
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(4) rk,lrk,l+1 = rk,l+1 for k = 1, 2, . . . , n and l = 0, 1, . . . , N − 2.
(5) hrk,0 = rk,0 for k = 1, 2, . . . , n.
(6) rk,l ∈ hBh for k = 1, 2, . . . , n and l = 0, 1, . . . , N .
(7) ‖aj − bj‖ < ε for j = 1, 2, . . . ,m.
(8) hbj ∈ hB ⊂ B for j = 1, 2, . . . ,m.
Proof. The subalgebra B is simple by Proposition 5.2 of [16], finite by Proposi-
tion 3.1 of [22], and infinite dimensional by Proposition 5.5 of [16].
Set ε0 = min
(
ε
4 ,
1
48
)
. Define continuous functions p0, p1 : [0, 1]→ [0, 1] by
p0(λ) =
{
(1− 2ε0)−1λ 0 ≤ λ ≤ 1− 2ε0
1 1− 2ε0 ≤ λ ≤ 1
and
p1(λ) =

0 0 ≤ λ ≤ 1− 2ε0
ε−10 (λ− 1 + 2ε0) 1− 2ε0 ≤ λ ≤ 1− ε0
1 1− ε0 ≤ λ ≤ 1.
Define x
(0)
k = p0(xk) and x
(1)
k = p1(xk) for k = 1, 2, . . . , n. This gives
(6.1)
∥∥xk − x(0)k ∥∥ ≤ 2ε0, x(0)k x(1)k = x(1)k , and ∥∥x(1)k ∥∥ = 1.
We further need the functions f1/2N+2 , f1/2N+1 , . . . , f1/4 : [0, 1] → [0, 1] of Defini-
tion 2.3. We name them instead, in order, f0, f1, . . . , fN , getting
(6.2) flfl+1 = fl+1
for l = 0, 1, . . . , N − 1 and
(6.3) fN |[ 12 ,1] = 1.
For k = 1, 2, . . . , n, use Lemma 5.3 of [16] (with r = 1) to choose y
(0)
k ∈ B+
such that ∥∥y(0)k ∥∥ = 1 and ∥∥(x(1)k )1/2y(0)k − y(0)k ∥∥ < 148 .
Define
yk = p0
(
y
(0)
k
)
and zk = p1
(
y
(0)
k
)
.
Then ykzk = zk and ‖zk‖ = 1. Also,∥∥yk − y(0)k ∥∥ ≤ 2ε0 ≤ 124 ,
so
(6.4)
∥∥(x(1)k )1/2yk − yk∥∥ ≤ 2∥∥yk − y(0)k ∥∥+ ∥∥(x(1)k )1/2y(0)k − y(0)k ∥∥ < 112 + 148 = 548 .
For k = 1, 2, . . . , n, Lemma 2.2 or Lemma 2.3 of [16] (depending on whether
zkBzk is unital) provides nonzero orthogonal unitarily equivalent positive elements
ck,1, ck,2 ∈ zkBzk. We may assume that ‖ck,1‖ = ‖ck,2‖ = 1. Since B is finite and
infinite dimensional, we can use Lemma 2.9 of [16] to find dk ∈ B+ \ {0} such that
whenever g ∈ B satisfies 0 ≤ g ≤ 1 and g 4B dk, then
(6.5) ‖(1− g)zk(1− g)‖ > 5
6
.
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Now use simplicity of B and Lemma 2.6 of [16] to find a nonzero positive element
c ∈ B such that for k = 1, 2, . . . , n we have
(6.6) c 4B dk and c 4B
(
ck,1 − 34
)
+
.
By a polynomial approximation argument, there is δ0 > 0 such that when-
ever D is a C*-algebra and y1, y2 ∈ D satisfy 0 ≤ y1, y2 ≤ 1 and ‖y1 − y2‖ < 2δ0,
then ‖f0(y1)− f0(y2)‖ < ε4 . Set δ = min
(
ε, δ0,
1
48
)
. Apply Lemma 6.1 with N = 3
and δ in place of ε, getting g0, g1, g2, g3 ∈ B and b1, b2, . . . , bm ∈ A such that:
(9) 0 ≤ g0, g1, g2, g3 ≤ 1, g0g1 = g1, g1g2 = g2, and g2g3 = g3.
(10) ‖bj − aj‖ < δ and (1− g3)bj ∈ B for j = 1, 2, . . . ,m.
(11) g0 4B c.
(12)
∥∥[g1, (x(1)k )1/2]∥∥ < δ and ∥∥[g2, (x(1)k )1/2]∥∥ < δ for k = 1, 2, . . . , n.
Part (7) of the conclusion is immediate from the choice of b1, b2, . . . , bm. Set h =
1−g3. Then hbj ∈ B by (10). Thus limn→∞ h1/nhbj = hbj ∈ hB, which is part (8)
of the conclusion.
For k = 1, 2, . . . , n, further define rk = (1 − g2)x(1)k (1 − g2) and, for l =
0, 1, . . . , N , define rk,l = fl(rk). Clearly 0 ≤ rk,l ≤ 1. From (6.2) we get
rk,lrk,l+1 = rk,l+1
for l = 0, 1, . . . , N − 1. This is part (4) and most of part (1) of the conclusion. We
next use (6.4) twice to get
(6.7)
∥∥(x(1)k )1/2yk(x(1)k )1/2 − yk∥∥ < 524 .
Using this relation at the second step, zk ≤ yk at the third step, and g2 ≤ g0, (11),
(6.6), and the choice of dk (which gave (6.5)) at the fourth step, we get the estimate
‖rk‖ ≥
∥∥(1− g2)(x(1)k )1/2yk(x(1)k )1/2(1− g2)∥∥ > ‖(1− g2)yk(1− g2)‖ − 524
≥ ‖(1− g2)zk(1− g2)‖ − 5
24
>
5
6
− 5
24
>
1
2
.
In particular, by (6.3), we have ‖rk,N‖ = 1. This implies that ‖rk,l‖ ≥ 1 for
rk,lrk,l+1 = rk,l+1, and finishes the proof of part (1) of the conclusion.
Part (5) of the conclusion follows from h = 1− g3, g2g3 = g3, and the fact
that rk,0 ∈ (1− g2)B(1− g2). Combining this with part (4), we get part (6).
Our next goal is part (3) of the conclusion. We start with
(6.8) 1− h = g3 ≤ g0.
We next claim that
(6.9) g0 4B
[
(1− g1)yk(1− g1)− 34
]
+
.
We use (11) and (6.6) at the first step, Lemma 1.7 of [16], ck,1ck,2 = 0, unitary
equivalence of ck,1 and ck,2, and ck,1 + ck,2 ≤ yk at the second step, Lemma 1.8
of [16] at the third step, and g0g1 = g1 and Lemma 1.10 of [16] at the fourth step,
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getting
g0 ⊕ g0 4B
(
ck,1 − 34
)
+
+
(
ck,2 − 34
)
+
4B
(
yk − 34
)
+
4B
[
(1− g1)yk(1− g1)− 34
]
+
⊕ g1
4B
[
(1− g1)yk(1− g1)− 34
]
+
⊕ (g0 − 12)+.
Since tsr(B) = 1, we can apply Theorem 4.3 of [26] to get (6.9), as desired.
Now we claim that
(6.10)
[
(1− g1)yk(1− g1)− 34
]
+
4A
(
rk − 12
)
+
.
Set
s =
[
(1− g2)
(
x
(1)
k
)1/2
(1− g2)
][
(1− g1)yk(1− g1)
][
(1− g2)
(
x
(1)
k
)1/2
(1− g2)
]
.
Then, using (1− g1)(1− g2) = 1− g1 at the first step, ‖1− g2‖ ≤ 1 and (12) at the
third step, (6.7) and ‖1− g1‖ ≤ 1 at the fifth step, and the choice of δ at the sixth
step,∥∥s− (1− g1)yk(1− g1)∥∥
=
∥∥(1− g2)(x(1)k )1/2(1− g1)yk(1− g1)(x(1)k )1/2(1− g2)
− (1− g2)(1− g1)yk(1− g1)(1− g2)
∥∥
≤ ‖1− g2‖2
∥∥(x(1)k )1/2(1− g1)yk(1− g1)(x(1)k )1/2 − (1− g1)yk(1− g1)∥∥
< 2δ +
∥∥(1− g1)(x(1)k )1/2yk(x(1)k )1/2(1− g1)− (1− g1)yk(1− g1)∥∥
≤ 2δ + ‖1− g1‖2
∥∥(x(1)k )1/2yk(x(1)k )1/2 − yk∥∥
< 2δ +
5
24
≤ 1
4
.
So Corollary 1.6 of [16] implies that[
(1− g1)yk(1− g1)− 34
]
+
4A
(
s− 12
)
+
.
Clearly
s ≤ (1− g2)
(
x
(1)
k
)1/2(
x
(1)
k
)1/2
(1− g2) = rk,
so (
s− 12
)
+
4A
(
rk − 12
)
+
by Lemma 1.7 of [16]. The claim follows.
Using (6.3) and the definition rk,N = fN (rk), we get
rk,N
(
rk − 12
)
+
=
(
rk − 12
)
+
.
In particular,
(
rk − 12
)
+
4A rk,N . Combining this relation with (6.8), (6.9),
and (6.10), we get 1− h 4A rk,N . This is part (3) of the conclusion.
It remain to prove part (2) of the conclusion. It follows from (12) that∥∥(x(1)k )1/2(1− g2)2(x(1)k )1/2 − (1− g2)x(1)k (1− g2)∥∥ < 2δ.
Using δ ≤ δ0, we get
(6.11)
∥∥f0((x(1)k )1/2(1− g2)2(x(1)k )1/2)− f0((1− g2)x(1)k (1− g2))∥∥ < ε4 .
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Since x
(0)
k x
(1)
k = x
(1)
k (from (6.1)), we get
x
(0)
k f0
((
x
(1)
k
)1/2
(1− g2)2
(
x
(1)
k
)1/2)
= f0
((
x
(1)
k
)1/2
(1− g2)2
(
x
(1)
k
)1/2)
.
Combining this equation with
∥∥xk − x(0)k ∥∥ ≤ 2ε0 (also from (6.1)) and using (6.11)
twice, we now get∥∥xkf0((1− g2)x(1)k (1− g2)))− f0((1− g2)x(1)k (1− g2))∥∥ < 2ε0 + 2ε4 ≤ ε.
By the definition of rk,0, we thus have ‖xkrk,0 − rk,0‖ < ε, as desired.
Theorem 6.3. Suppose A is an infinite dimensional simple separable unital C*-
algebra. Suppose A has a centrally large subalgebra B such that tsr(B) = 1. Then
tsr(A) = 1.
Proof. We will show that every two sided zero divisor in A is a limit of invertible
elements. That is, if a ∈ A and there are nonzero x, y ∈ A such that xa = ay = 0,
then we show that for every ε > 0 there is an invertible element z ∈ A such that
‖z − a‖ < ε. It will follow from Theorem 3.3(a) of [23] (see Definition 3.1 of [23])
that any a ∈ A which is not a limit of invertible elements is left or right invertible
but not both. Now B has stable rank one, so is finite by Proposition 3.1 of [22].
Proposition 6.15 of [16] then implies that A is finite, so there are no such elements.
Thus we conclude that A has stable rank one.
Without loss of generality, ‖a‖ ≤ 1/2 and ε ≤ 1. Replacing x with
‖x‖−2x∗x and y with ‖y‖−2yy∗, we may assume that x and y are positive ele-
ments of norm 1.
Set δ1 = min(1, ε)/20. Apply Lemma 6.2 with N = 1, with n = 2, x1 = x,
and x2 = y, with m = 1 and a1 = a, and with δ1 in place of ε, to get a0 ∈ A,
h1 ∈ B with 0 ≤ h1 ≤ 1, and s0, s1, t0, t1 ∈ h1Bh1 such that:
(1) 0 ≤ s0, s1, t0, t1 ≤ 1 and ‖s0‖ = ‖s1‖ = ‖t0‖ = ‖t1‖ = 1.
(2) ‖xs0 − s0‖ < δ1 and ‖yt0 − t0‖ < δ1.
(3) 1− h1 4B s1 and 1− h1 4B t1.
(4) s0s1 = s1 and t0t1 = t1.
(5) h1s0 = s0 and h1t0 = t0.
(6) ‖a− a0‖ < δ1.
(7) h1a0 ∈ h1B ⊂ B.
Set a1 = (1− s0)a0(1− t0). Then s1a1 = (s1 − s1s0)a0(1− t0) = 0 by (4)
and selfadjointness, and similarly a1t1 = 0.
Next we estimate ‖a1 − a‖. Since ‖a‖ ≤ 12 and xa = 0, we have
‖s0a0‖ ≤ ‖s0‖ · ‖a0 − a‖+ ‖s0 − s0x‖ · ‖a‖ ≤ 2δ1.
Similarly ‖a0t0‖ < 2δ1. Now we can compute
‖a− a1‖ ≤ ‖a− a0‖+ ‖a0 − (1− s0)a0(1− t0)‖
< δ1 + ‖a0t0‖+ ‖s0a0‖ · ‖1− t0‖ ≤ 5δ1.
This also gives us ‖a1‖ < 5δ1 + 12 ≤ 1.
The subalgebra B is simple by Proposition 5.2 of [16]. Apply Lemma 2.4,
getting r ∈ B+ \ {0} with r ≤ s1 and r 4B t1. Set δ2 = 12‖r‖, let fδ2 be as in
Definition 2.3, and set q = fδ2(r). Thus ‖q‖ = 1. The functions fε of Definition 2.3
are the same as those defined at the beginning of Section 2 of [24]. Since tsr(B) = 1,
Proposition 2.4(v) in [24] therefore provides a unitary v ∈ B such that v∗qv ∈ t1Bt1.
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We claim that
(6.12) qa1v
∗ = a1v∗q = 0.
For the first, use q ∈ s1Bs1 and s1a1 = 0 to get qa1 = 0. For the second, use
v∗qv ∈ t1Bt1 and a1t1 = 0 to get a1v∗qv = 0, and multiply on the right by v∗ to
get a1v
∗q = 0. The claim is proved.
Set
δ3 = min
(
ε
20
,
1
4
)
.
Apply Lemma 6.2 with N = 1, with n = 1 and x1 = q, with m = 1 and a1v
∗
in place of a1, a2, . . . , am, and with δ3 in place of ε, to get a2 ∈ A, h2 ∈ B with
0 ≤ h2 ≤ 1, and r0, r1 ∈ h2Bh2 such that:
(8) 0 ≤ r0, r1 ≤ 1 and ‖r0‖ = ‖r1‖ = 1.
(9) ‖qr0 − r0‖ < δ3.
(10) 1− h2 4B r1.
(11) r0r1 = r1.
(12) h2r0 = r0.
(13) ‖a2 − a1v∗‖ < δ3.
(14) h2a2 ∈ h2B ⊂ B.
Define a3 = (1− r0)a2(1− r0). Then r1a3 = a3r1 = 0. Next,
‖a2‖ ≤ ‖a2 − a1v∗‖+ ‖a1 − a‖ · ‖v∗‖+ ‖a‖ · ‖v∗‖ < δ3 + 5δ1 + 1/2 ≤ 1.
From (9) and selfadjointness, we get ‖r0 − r0q‖ < δ3. Using this and qa1v∗ = 0
(from(6.12)) at the second step, we have
‖r0a2‖ ≤ ‖r0a2 − r0a1v∗‖+ ‖r0 − r0q‖ · ‖a1v∗‖+ ‖r0qa1v∗‖
≤ δ3‖r0‖+ δ3‖a1‖ · ‖v∗‖ ≤ 2δ3.
Similarly, a1v
∗q = 0 (also from(6.12)) gives ‖a2r0‖ ≤ 2δ3.
Now we can estimate:
‖a2 − a3‖ = ‖a2 − (1− r0)a2(1− r0)‖ ≤ ‖a2r0‖+ ‖r0a2‖ · ‖1− r0‖ < 4δ3.
Therefore
‖a3v − a‖ ≤ ‖a3 − a2‖ · ‖v‖+ ‖a2v − a1‖+ ‖a1 − a‖ < 4δ3 + δ3 + 5δ1 ≤ ε
2
.
Combining (12) with its adjoint, we get h2r0 = r0h2. So h
1/2
2 r0 = r0h
1/2
2 .
Therefore
h2a3 = h
1/2
2 (1− r0)h1/22 a2(1− r0).
We have h
1/2
2 a2 ∈ B by (14) and Corollary 2.7, and 1− r0 ∈ B, so
(6.13) h2a3 ∈ h2B · h2B ·B ⊂ h2B ⊂ B.
If h2 = 1, then a3 ∈ B. Since tsr(B) = 1, there is an invertible element
z0 ∈ B such that ‖z0 − a3‖ < ε− ‖a3v− a‖. Set z = z0v. Then z is invertible in A
and ‖z − a‖ < ε, as desired. So we may assume that h2 6= 1. Choose δ4 > 0 such
that sp(h2) is not contained in [1− 2δ4, 1]. In particular, δ4 < 12 . Let fδ4 be as in
Definition 2.3. Since 1−h2 ≥ 0 and sp(1−h2) is not contained in [0, 2δ4], we have
‖fδ4(1− h2)‖ = 1.
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Using (10), tsr(B) = 1, and Proposition 2.4(v) in [24], we get a unitary
u ∈ U(B) such that
(6.14) ufδ4(1− h2)u∗ ∈ r1Br1.
Define
z1 = ufδ4(1− h2)u∗, z3 = fδ4(1− h2), and z2 = 1− z1 − z2.
We want to apply Lemma 5.4 with A, B, z1, z2, and z3 as given, and with a3u in
place of a.
We have tsr(B) = 1 by hypothesis, and hypothesis (2) of Lemma 5.4 holds
by definition. Also z1, z2, z3 ∈ B by construction.
Next, we claim that z1z3 = 0. From (11) and (12), we get h2r1 = r1, so
(1− h2)r1 = 0. Thus z1(1− h2) = ufδ4(1− h2)u∗(1− h2) = 0 by Lemma 5.1, and
another application of Lemma 5.1 gives
(6.15) z1z3 = z1fδ4(1− h2)z1 = 0,
proving the claim. This is hypothesis (3) of Lemma 5.4. Clearly 0 ≤ z1 ≤ 1 and
0 ≤ z3 ≤ 1, so we get z2 ≥ 0. Thus hypothesis (1) of Lemma 5.4 holds.
Combining (6.14) with (11) and the definition of z1, we get r0z1 = z1r0 =
z1. So
z1a3u = z1(1− r0)a2(1− r0)u = 0,
which is hypothesis (4) of Lemma 5.4. Clearly uz3 = z1u, so also
a3uz3 = a3z1u = (1− r0)a2(1− r0)z1u = 0,
which is hypothesis (5) of Lemma 5.4.
It remains only to verify hypothesis (6) of Lemma 5.4. Recall from (6.13)
that h2a3 ∈ B. Since δ4 < 12 , the function λ 7→ 1− fδ4(1− λ), from [0, 1] to [0, 1],
vanishes at zero. So Corollary 2.7 implies (1 − z3)a3 = [1 − fδ4(1 − h2)]a3 ∈ B.
From (6.15) and z1, u, z2 ∈ B, we now get z2a3uz2 = (1− z1)(1− z3)a3uz2 ∈ B, as
desired.
We can now apply Lemma 5.4 to find an invertible element a4 ∈ A such
that ‖a4 − a3u‖ < ε2 . Then z = a4u∗v is invertible and satisfies
‖z − a‖ ≤ ‖a4 − a3u‖ · ‖u∗‖ · ‖v‖+ ‖a3v − a‖ < ε2 + ε2 = ε.
This completes the proof.
Combining Theorem 6.3 with results of [3] and [16], we can show that if,
in addition, the centrally large subalgebra has real rank zero, then so does the
containing algebra. It is possible that one does not need the subalgebra to have
stable rank one, but the proof would need to be much longer.
Theorem 6.4. Suppose A is an infinite dimensional simple separable unital C*-
algebra. Suppose A has a centrally large subalgebra B such that tsr(B) = 1 and
RR(B) = 0. Then RR(A) = 0.
Proof. We use the Cuntz semigroups Cu(B) and Cu(A). We refer to [2] and Sec-
tion 1 of [16] for background. In particular, recall the compact containment relation
, Definition 1.24 and Lemma 1.25 of [16] or (under the name “way below”) con-
dition (O4) in Definition 4.1 of [2]. If D is a C*-algebra, we further call an element
η ∈ Cu(D) compact if η  η.
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Since RR(B) = 0 and tsr(B) = 1, it follows from the second paragraph
of Corollary 5 on page 186 of [3] that every element of Cu(B) is the supremum
of a nondecreasing sequence of compact elements. We claim that the same is true
of A. So let η ∈ Cu(A). If η is the class of a projection in K ⊗ A, then η is
itself compact, by Lemma 1.25(3) of [16]. So the claim is immediate. Otherwise,
let ι : B → A be the inclusion map. It follows from Theorem 6.3 that tsr(A) = 1,
so A is stably finite by Proposition 3.1 and Theorem 3.3 of [22]. Since centrally
large algebras are large, Corollary 3.6 now implies that B is stably large in A. So
Theorem 6.6 of [16] provides µ ∈ Cu(B) such that ι∗(µ) = η. Let (µn)n∈Z>0 be a
nondecreasing sequence of compact elements in Cu(B) such that µ = supn∈Z>0 µn.
Then (ι∗(µn))n∈Z>0 is a nondecreasing sequence of compact elements in Cu(A) such
that η = supn∈Z>0 ι∗(µn). This proves the claim.
We saw already that tsr(A) = 1. Combining this fact, the claim, and
Corollary 5 on page 186 of [3], we get RR(A) = 0.
7. Application to the stable rank of crossed products
In this section, we apply our main result to show that the crossed product
by a minimal homeomorphism of a compact metric space X has stable rank one
whenever there is a continuous surjective map from X to the Cantor set. We con-
jecture that the result holds whenever X is infinite. Our theorem covers examples
in which it is known that the crossed product is not Z-stable, and in particular is
not classifiable in terms of K-theory and traces. In particular, our result can’t be
proved by using the fact that simple unital Z-stable C*-algebras have stable rank
one (Theorem 6.7 of [25]).
Theorem 7.1. Let X be a compact metric space. Assume that there is a con-
tinuous surjective map from X to the Cantor set. Let h : X → X be a minimal
homeomorphism. Then C∗(Z, X, h) has stable rank one.
In Proposition 5.1 of [11], it is shown that the conditions on the pair (X,h)
are equivalent to a number of other conditions. For example, the hypotheses are
equivalent to the assumption that (X,h) has a factor system which is a homeomor-
phism of the Cantor set. They are also equivalent to the assumption that there is
a decreasing sequence Y0 ⊃ Y1 ⊃ · · · of nonempty compact open subsets of X such
that the subset Y =
⋂∞
n=0 Yn satisfies h
r(Y ) ∩ Y = ∅ for all r ∈ Z \ {0}.
The proof depends on a result in [7], according to which simple direct limits
of AH systems with diagonal maps have stable rank one, regardless of any conditions
on dimension growth. It seems plausible to believe that the same should be true
for simple direct limits of recursive subhomogeneous algebras in which the maps of
the system are diagonal. For any minimal homeomorphism h of an infinite compact
metric space, and any nonempty closed subset Y ⊂ X such that hr(Y )∩Y = ∅ for
all r ∈ Z \ {0}, the centrally large subalgebra C∗(Z, X, h)Y (see the introduction
for the notation) is the direct limit of such a system. (This will appear in [19].)
Accordingly, we make the following conjecture.
Conjecture 7.2 (joint with Zhuang Niu). Let X be an infinite compact metric
space and let h : X → X be a minimal homeomorphism. Then C∗(Z, X, h) always
has stable rank one.
Since simple unital AH algebras can have arbitrary stable rank (even infi-
nite stable rank; see Theorems 8 and 12 of [28]), this would show that some kinds of
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pathology which occur for simple unital AH algebras are not possible with crossed
products by minimal homeomorphisms.
Proof of Theorem 7.1. Proposition 5.14 of [11] provides a nonempty compact subset
Y ⊂ X such that hn(Y ) ∩ Y = ∅ for all n ∈ Z \ {0} and such that C∗(Z, X, h)Y
(as defined in the introduction) is the direct limit of an AH system with diagonal
maps in the sense described at the beginning of Section 2.2 of [7]. (The maps
are explicitly described in Lemma 5.12 of [11].) By Theorem 7.10 of [16], the
subalgebra C∗(Z, X, h)Y is a large subalgebra of C∗(Z, X, h) of crossed product
type in the sense of Definition 4.9 of [16]. In particular, C∗(Z, X, h)Y is simple
(by Proposition 5.2 of [16]) and is centrally large in C∗(Z, X, h) (by Theorem 4.6).
Using simplicity and the diagonal maps condition in the AH system, it follows from
Theorem 4.1 of [7] that C∗(Z, X, h)Y has stable rank one. So C∗(Z, X, h) has stable
rank one by Theorem 6.3.
Corollary 7.3. Let Y be a compact metric space with more than one point, let
d ∈ (0, 1), and let X and the minimal homeomorphism h : X → X be a subshift (of
the shift on (Y × [0, 1])Z) as constructed in Section 2 of [10]. Then C∗(Z, X, h) has
stable rank one.
Proof. On the bottom of page 111 of [10], it is proved that the system (X,h) has
the universal odometer as a factor system. (The hypothesis that Y be contractible,
which is being assumed at this point, is not needed for this conclusion.) In particu-
lar, there is a continuous surjective map from X to the Cantor set. So Theorem 7.1
applies.
Example 7.4. Let n ∈ Z>0 satisfy n ≥ 2. In Corollary 7.3, make the particular
choices d ∈ (1 − 1n , 1) and Y = [0, 1]3n. Theorem 2.2 of [10] implies that the
radius of comparison of C∗(Z, X, h) satisfies rc(C∗(Z, X, h)) ≥ n−1. In particular,
C∗(Z, X, h) does not have strict comparison, so is not Z-stable (by Corollary 4.6
of [25]), but has stable rank one by Corollary 7.3.
The mean dimension mdim(h) of a homeomorphism h of a compact metric
space is defined in Definition 2.6 of [14]. It is shown in [11] that for the minimal
homeomorphisms in Corollary 7.3 one actually has rc(C∗(Z, X, h)) = 12mdim(h).
It is pointed out after Proposition 2.4 of [10] that if the covering dimension of
the space Y in Corollary 7.3 satisfies dim(Y ) > 0, then the homeomorphism h
of Corollary 7.3 satisfies mdim(h) > 0. Thus, in fact, whenever dim(Y ) > 0 in
Corollary 7.3, then rc(C∗(Z, X, h)) > 0, and C∗(Z, X, h) is not Z-stable (but does
have stable rank one).
Example 7.5. In Corollary 7.3, make the particular choices d ∈ (0, 1) and Y =
S2 × S2. Theorem 3.1 of [10] implies that K0(C∗(Z, X, h)) is not weakly un-
perforated. We can now give a different argument to show that C∗(Z, X, h) is
not Z-stable. By Corollary 4.9 of [25], if C∗(Z, X, h) were Z-stable then (using
simplicity of C∗(Z, X, h) to get simplicity of V (C∗(Z, X, h))) it would follow that
K0(C
∗(Z, X, h)) is almost unperforated. By the discussion after Lemma 3.4 of [25],
it would follow that K0(C
∗(Z, X, h)) is weakly unperforated, a contradiction. Again,
C∗(Z, X, h) has stable rank one by Corollary 7.3.
There are other ways to construct examples of minimal homeomorphisms
for which we can prove that the mean dimension is nonzero and that the crossed
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products have stable rank one, although we do not know that the crossed products
don’t have strict comparison, and we do not know that they are not Z-stable.
Example 7.6. Let X0 be any connected compact metric space, and let h0 : X0 → X0
be a minimal homeomorphism such that mdim(h0) > 0. Let k : Z → Z be an
odometer homeomorphism of the Cantor set. (See, for example, Section VIII.4
of [6].) Set X = Z ×X0 and define h = k× h0 : X → X. It is shown in [11] that h
is minimal. It is also shown in [11] that mdim(h) = mdim(h0). Obviously X has a
continuous surjective map to the Cantor set, so C∗(Z, X, h) has stable rank one by
Theorem 6.3.
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