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Abstract 
 
 
Recent household travel surveys are encountering problems with non-response, non-coverage, 
non-reporting, and even incorrect or incomplete reporting of trips. In addition, data from survey 
samples are affected by the social, and economic conditions of the respondents, as well as the 
survey instrument used to collect the data.  As a result, household travel survey data are 
invariably associated with some level of bias. These threats to the integrity of the data are often 
ignored while analyzing the sample survey data. However, considering the importance of 
information derived from such surveys, it is necessary that the survey must provide an accurate 
reflection of the population it represents. Given current conditions, the accuracy of travel survey 
data has become a matter of concern. The present study is an attempt to address the issue, and to 
develop standard procedures that can be applied to every household or person in a survey to 
assess, analyze, and adjust bias associated with that household or person. In developing these 
standards the study has reviewed a few recent household travel surveys in depth. The review has 
focused on the presence and extent of bias observed in those surveys, identified variables that 
were used for assessing bias, appraised the instruments and the methods of data collection used, 
and finally, observed the methods used for adjustment of biased data. The quality of past surveys 
is assessed by comparing the values (mean and proportion) of selected survey variables with 
those from some standard secondary data source (e.g. census, PUMS), as well as, by considering 
their variability (sampling) error. The study demonstrates the application of weighting and 
factoring (expansion) techniques on a sampled data by applying a simplified weighting and 
factoring techniques at the household, person, and trip levels.  
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Chapter 1 Introduction 
 
 
 
1.1 Background 
 
Household travel data is collected to obtain information on the amount and nature of 
personal travel in a region. In addition to providing information on travel made by the 
people of a region, these data are utilized in a number of ways. First, it allows analyses of 
trends in travel patterns and identifies areas where problems are expected (Stopher, 
1995). Second, it provides input for travel forecasting and other models, which are used 
to identify long- range transportation problems, as well as to update travel demand 
models based on observations. The household travel data are typically generated through 
a household based survey in which demographic information and travel patterns of a 
sample of population are recorded for a given period of time. From the information 
provided by the respondents in such surveys, a relationship is developed between the 
household demographics, its individuals and their travel pattern.    
 
In recent years, an increased demand for a better transportation planning process arising 
from environmental and congestion concerns has created a need for more sophisticated 
modeling in transportation planning. The need for increasingly complex modeling has 
increased the demands on model inputs, specifically, travel survey data  
(Zmud and Arce, 1997). 
 
Considering the importance of travel data in transportation planning of a region, millions 
of dollars are spent by the metropolitan planning organization to collect information on 
travel. However, for data to be useful to transportation planners, a survey must furnish 
accurate information on travel. Household travel surveys have always been a problem for 
many reasons. Literature on household travel surveys suggests that some persistent 
problems exist in the conduct, design, and implementation of travel surveys. For 
example, recent household travel surveys have experienced a drop in response rate 
(Stopher, 1995). Social, and economic conditions of the respondents as well as the 
technological advancements are influencing the survey response. Multiple jobs and 
activities place strong pressure on household time and attention. Increasingly mobile 
lifestyles make it harder to capture people at home. The use of the telephone as a survey 
instrument and public resistances to surveys, particularly to telemarketing types of 
surveys, have added to this trend. Increasing use of cellular phones, caller identification 
systems and answering machines may continue to affect this trend further. Aside from 
response rate problems, even more serious problems exist which arise from non-
responses when some segments of the population either avoid response intentionally or 
are missed by faulty measurement processes (Pisarski, 1997). As a result, certain 
segments of the population are under-represented in the survey samples. If these 
segments of the population possess characteristics distinctly different (with respect to 
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survey variables) from those of the respondents, the survey sample will be substantially 
biased. In addition, surveys contain incomplete and incorrect data, even after measures  
are adopted to correct them before and during data collection (Armoogum and Madre, 
1997). Errors in the survey measurement process sometimes prevent respondents from 
giving the correct answers to survey questionnaires. This leads to deviations in the value 
of survey statistics from the underlying true value.  In fact, all these factors consistently 
contribute to produce biased survey results.  
 
 
1.2 Problem Statement 
 
While transportation planners have employed personal travel surveys for over 40 years, 
lack of standards in the design, implementation, and analysis of survey data has limited 
transportation planners from achieving an acceptable level of quality and reliability in 
sampled surveys (NCHRP Project 8-37). The federally sponsored 1995 Conference on 
“Household Travel Surveys: New Concepts and Research Needs,” the 1997 Conference, 
“Information Needs to Support State and Local Transportation Decision Making into 21st 
Century” and NCHRP Synthesis 236, “Methods for Household Travel Surveys,” have 
emphasized the need for improved standardization in survey data collection. The Travel 
Model Improvement Program’s  “Travel Survey Manual” presents a systematic guide to 
the design and implementation of household based and other types of travel surveys 
(Cambridge Systematics, Inc., 1996). Standards are lacking in all phases of survey design 
and execution. As a result, output obtained from travel surveys varies widely in quality. 
Moreover, comparability of survey data from one metropolitan area to another is often 
difficult to accomplish because of the differences in data collection methods, content and 
design of surveys, fieldwork procedures, and survey strategies. These shortcomings in the 
quality of data have often been ignored when analyzing the survey data. As a result, the 
dependability on household travel survey data has become a matter of concern. 
Therefore, research is required to develop some objective standards that would set 
minimum requirements on the data assessment process and what must be fulfilled by 
every household travel survey to satisfy the bare requirements of data quality. 
Establishing such standards would allow comparability between surveys, provide 
guidelines for analyses of survey data, and establish measures for identifying quality of 
survey samples and data as well.  
 
 
1.3 Research Goals and Objectives 
 
This research study has been undertaken to overcome the limitations on the proper use 
and dissemination of travel survey data by developing standards on the data analyses and 
quality assessment procedures. To accomplish that, this study has initiated an in depth 
review into the state of practice of recent household travel surveys to get an overview of 
the problem.  The review has focused specifically on the extent of bias observed in past 
survey data and highlighted the ambiguity that exists in bias assessment processes. In an 
effort to reduce bias from the sampled survey data this study has identified some specific 
design features of the past survey instruments that might be held responsible for low 
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responses and biased sampled data.  Finally, this study recommends weighting and 
expansion techniques to adjust bias in the sampled data as a final step in the data analysis 
process. This study is directed to accomplish the following specific objectives: 
 
 
I. Develop an inventory of present State-of- the-Practices on assessing survey bias. 
 
q Review of past survey reports to, 
 
§ Identify the extent to which bias assessments have been undertaken in 
past travel surveys 
§ Identify the incidence and level of bias observed in past surveys  
§ Identify the variables used in those surveys to identify bias  
                              Identify the survey conditions that lead to bias 
 
q Appraise the instrument and the data collection methods of the past 
surveys for the identified variables 
q Assess the quality of past survey data 
 
II. Develop a ‘Weighting and Factoring’ technique as a means of correcting bias in the 
survey data. 
        
q Demonstration of the procedure 
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Chapter 2 Literature Review 
 
 
     
2.1. Introduction 
 
Bias is a systematic error in a sampled data set. This error is introduced in sample surveys 
because of some fundamental flaw in the manner in which observations were made or 
recorded. These errors in the measurement process are constant in the sense that they 
affect the value of survey statistics in all its implementations in the same way - 
systematically pushing the value of the statistic either below or above its true value, 
within a defined set of essential survey conditions (Hansen et al., 1961). However, one 
common conceptual way of expressing the average error of a survey is the ‘mean squared 
error’, which is, the sum of the variance and the square of the bias. The latter is distinctly 
different from the variable errors of sampling. While the concept of sampling variance is 
based on obtaining differences in the value of survey statistics over replications when 
observations are made on different units of sample using the same survey design, biases 
are unlike the sampling errors, and do not change over all possible replications (Groves, 
1989). Unlike sampling errors, bias is non-random in character. 
 
Bias error may enter in a sample survey at different stages: the planning stage, the data 
collection stage or even the data processing stage. Due to a systematic tendency to favor 
the inclusion of selected survey units with particular characteristics by over representing 
the selected groups may introduce bias in a survey sample known as ‘selection bias’. This 
type of bias may be introduced in the survey due to non-randomness of sampling as well. 
Another common type of systematic bias is introduced due to errors in observations. 
Observational errors are generally described by errors in the survey measurement 
processes. This error known as ‘observational bias’ is introduced due to the deviation of 
the answer of respondents from their true values on the measure. This may occur due to - 
the error on the part of the interviewer, the respondent, and the questionnaire. For 
example, errors in the interviewer part may occur when the interviewer ask the question 
with an intonation that influence the ‘respondents’ choice of answer, or when the 
interviewer fails to explain the survey question to the respondents in the true sense. 
Errors on the part of respondents occur for instance, when they forget to report trips of 
short duration, discretionary trips, or, report the trip distances correctly. Data collection 
mode also influences the response. For example, questionnaire data are highly incomplete 
in terms of the reported number of trips. The most familiar ‘observational error’ is 
probably that associated with respondents’ inability to provide the correct answer to 
survey questions. This is because; the survey questions lead the respondents to answer 
wrongly. If there is a tendency to make such an error throughout the population, the 
overall survey proportion will depart from the true population proportion. Faulty design 
of questions contributes mostly to the part of respondents’ bias. The most severe bias in a 
survey data is introduced from the systematic tendency of a survey unit with particular 
characteristics, which decide not to contribute data in the survey. This is known as ‘non-
response bias’. It is established that non-respondents are systematically different from 
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respondents. The differences are in socio-demographic characteristics and, more 
important, in travel behavior characteristics. To the extent this group of population differs 
on survey variables than others in the sample, the survey statistic will be biased. It may 
make the survey estimates questionable because of the potential errors of unknown 
dimensions. For example, in a mail back survey; more mobile individuals tend to respond 
more. In contrast, in a face to face, or a telephone interview surveys, more mobile 
individuals are difficult to reach. As a consequence, higher non-response rate in 
telephone interview surveys are due to non-participation of this group of population. It is 
reasonable to expect that, on the average, these individuals make more trips than 
contacted individuals, and as a consequence, this non-response will certainly lead to a 
significant under estimation of trips. Thus, it will be wrong to make any analysis 
considering the non-response as a random characteristic.  An inadequate sampling frame 
that results in non-coverage of a segment of a target population is another source of 
survey bias known as ‘coverage bias’. The ideal sampling frame would list each 
population element once and once only.  In practice, this ideal condition is seldom 
realized, and survey samples are subjected to ‘non-coverage or ‘over coverage’ bias. Kish 
(1965) has described the potential for bias resulting from frame problems. In order to 
cover the population decided upon, there should be some list, map or other acceptable 
material (called the frame) which serves as a guide to the universe to be covered.   
 
The presence of ‘bias’ affects the quality of survey data.  Data quality refers to ‘total 
survey error’ (Groves, 1987), which in general consists of sampling and non-sampling 
error (Groves, 1989). Non-sampling error poses serious problems affecting the accuracy 
of survey data, as its presence distorts the estimated value of a population parameter 
(Richardson et al., 1995) as obtained from a sample survey. Unfortunately, this bias can 
be hard to detect, and its size - unlike that of random error - cannot be estimated. 
However, by careful design of various aspects of a sample survey, this bias can be 
virtually eliminated (Richardson et al., 1995). For these reasons, what is necessary is a 
proper knowledge of the possible sources of bias, its impact on survey outcome, the way 
to assess bias and the measures available to correct it.  
 
The literature review conducted in this study is aimed at establishing a background on 
major causes of bias, and identifying various adjustment procedures currently used in 
practice to compensate for bias. 
 
 
2.2 Common Causes of Survey Bias  
 
Bias may be introduced to a survey sample through several means. The most common 
causes of bias in a survey sample are discussed below. 
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2.2.1 Coverage Error 
 
Bias due to coverage error arises because of omission of some units, or entire sections, of 
a defined survey population from the sampling frame. This omission of units is usually 
not deliberate and is typically the result of an incomplete sampling frame, or missed units 
due to faulty execution of survey procedures. Coverage error includes over coverage, 
where units are included in the sample that do not belong in the sample. An ideal 
sampling frame is the one that contains each element of the population, and does not 
include any element that does not belong to the population. Kish (1965, p.54) provides a 
useful fourfold classification of potential frame problems. The four problems are:     
                                             
> Missing elements: This occurs when some population elements are not included in 
the sampling frame. Missing elements may occur because a frame is inadequate, 
meaning it does not cover the whole of the target population, or because it is 
incomplete, meaning that it fails to include some elements from the target population        
that it is supposed to cover. Missing elements can cause survey bias, if the missing     
       population is different to the population covered by frame.  
 
> Clusters: when some listings refer to groups of elements, not to an individual 
element. This may occur if the individual represents the unit of investigation, while 
the household is the sampling or survey unit. As a result, bias is introduced in the 
sample due to different selection probabilities for persons and households. 
 
> Blanks or Foreign Elements: when elements in the listings no longer exist in the          
population (such as a person who has died or emigrated or a dwelling that has been 
demolished) or listings for elements that are correctly on the frame but outside the 
scope of the survey (such as unemployed people in a survey of wage earners). 
 
> Duplicate listings: when the sampling frame is composed of several lists, then some 
elements may appear on more than one list. The problem created by duplicates is that 
the elements’ selection probabilities vary with their numbers of listings. This may 
introduce bias as it deviates from the equal probability of sampling theory.     
 
The coverage error can be quite high in certain types of surveys. For instance, telephone 
surveys exclude households without telephones, a figure estimated at 6.1 percent by the 
U.S. Bureau of Census in 1997 (Statistical Abstract of the United States, 1997). Common 
sampling frames that are used in surveys are telephone directories and utility company 
listings. These exclude households without telephones, unlisted numbers and persons 
living in-group quarters where utilities are billed collectively. Mail surveys require a 
complete listing of addresses to contact the sample population. People living in hospitals, 
hotels, prisons, or other institutions are typically excluded from the survey. This 
introduces bias when these members of the population exhibit different mobility patterns 
than other sections of society. However, the amount of trips made by this segment of 
population is negligible to affect the average number of trips generated from a region.  
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Besides, research has shown that the unemployed, students and elderly generally have 
less access to telephones (Ettema, Timmerman, and Veghel, 1996). The PUMS data 
shows that phone coverage is particularly low for low-income groups, persons below 25 
years of age, and African Americans (FHWA, 1993). A FHWA sponsored case study 
(FHWA, 1998) found that non-telephone households have different demographic 
characteristics, especially in terms of structure type, vehicle availability, and household 
income.   
 
Efforts are required to identify these non-telephone households, which must be reached 
through other means. Household survey literature recommends that in addition to 
identifying the non-telephone household category, it would be wise to recognize that 
telephone availability is a variable condition for many U.S. households who lose and 
gain telephone status over the year. These households have telephones when they can 
afford them, and the service is turned off when times get tough or when bills get too 
large. The problem with keeping such households in the interview process is that it 
requires too many telephone calls over time to complete the interview - the recruitment 
call, the household and person interview, the reminder call, and the data collection call. 
If a sufficient quantity of these households are kept in the process and surveyed, some 
researchers suggest that the data may be used as a proxy to adjust the probability weights 
to account for the households not covered by telephone (NPTS, 1995) in RDD surveys. 
Research conducted by McGuckin, Banks, and Keyes (2001) compared the demographic 
and travel characteristics of people with the history of interrupted telephone service 
(NPTS and PUMS, 1995) with those with no telephone service in the 1990 census. The 
study shows that there are significant differences between the two groups. People in 
households with interrupted telephone service are more likely to own their home, have 
more workers in the household, and have more vehicles available than people in 
households without telephone service. Although both groups are poor, the significant 
differences between these two groups suggest that simply adjusting the weights for 
households with interrupted telephone service may not be a sufficient strategy to 
mitigate non-coverage. However, until now there have been no papers published that can 
serve as a resource in this area. The 1995 NPTS collected data on whether telephone 
service in the household was interrupted in the last year, and if so for how long. A total 
of 946 households out of 42,033 households surveyed in 1995 had records of telephone 
services interrupted during the mentioned year. Because, the total number of interrupted 
phone service households was so small the sample weights were not adjusted for non-
telephone households.  The Regional Travel Household Interview Survey (RTHIS, 1996) 
for New York, New Jersey and Connecticut areas has adjusted their data for non-
telephonic households. They used the Current Population Survey (CPS) data - a monthly 
household survey conducted by the Bureau of the Census for the Bureau of Labor 
Statistics that collects information on basic labor force, employment, unemployment 
status, and data on some special topics by personal and telephone interviews, to 
determine the adjustment factors for non-telephone ownership. Using the customized 
data access CPS website, distribution of households without telephone for New York, 
New Jersey, and Connecticut were compared to the distribution of households without 
telephone services as recorded by the Regional travel survey (RTHIS), and a weighting 
factor was developed to take these households into account. 
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2.2.2 Non-Response Bias  
 
Sample surveys in transportation are invariably associated with some level of non-
response. Non-response or failure to collect survey data from some sampled elements is a 
major survey problem that seems to have grown in recent years as the public has become 
less willing to participate in surveys (Steeh, 1981). She found that increases in the 
‘refusal rates’ are the main cause of falling response rate. In a survey of American survey 
research organizations in 1993/1994 by the National Opinion Research Center, refusals 
and the related problem of call screening and answering machines were considered the 
most important problems over the next 10 years. The most important effect of non-
response on a sample survey is the bias it produces and its effect on survey result may be 
substantial. Kalton commented about non-response, “The cause of concern about non-
respondents is the risk that non-respondents will differ from the respondents with regard 
to the survey variables, in which case the survey estimates based on respondents alone 
will be biased estimates of the overall population parameters” (Kalton, G., 1987 p. 63). 
Due to non-response, a portion of the population is excluded from the sampling frame, 
which is probably a non-random portion of the population. This creates the potential for 
bias. So, if the issue of non-respondents is ignored, the survey will no longer represent 
the entire population of interest. The effect of bias on estimated values of parameter can 
be explained by a simple example. Suppose the aim of the survey is to determineY , the 
total population mean. This mean may be expressed as:                                 
                  
                                           Y  = 
N
Y
= 11YW + 22YW .   .    .    .    .    .    .   .        (1) 
where,  1Y  and 2Y  are the mean for the respondents and the non-respondents, and W1   
and W2 are the proportions of population for the respondents and the non-respondents 
respectively ( 1W  + 2W  = 1) and N is the total number in the population. Since the survey 
fails to collect data for the non-respondents, it uses the estimate 1Y , the mean of the 
respondents only in place of Y . The difference between 1Y  and the population parameter 
Y being estimated is: 
                                                       
                               YY -1 =  1Y  - ( 1W 1Y + 2W 2Y )               
                                               = 1Y  (1- 1W )  - 2W  ( 2Y )                                                 
                                                = 2W ( 21 YY - ).     …………………(2)                                                                  
The difference ( YY -1 ), which is the bias arising from using the respondent mean in 
place of the overall mean, is seen to depend on two factors: 2W , the proportion of non-
respondents in the population, and  ( 21 YY - ), the difference between the means of 
respondents and non-respondents. Therefore, it appears from equation (2) that when the 
response rate is low, the potential for bias is high. But, according to Groves (1989), 
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increasing response rates do not always reduce the non-response error. The findings of 
Foster and Bunshell (1994) also support this idea. She corrected survey outcomes with 
census data from respondents and non-respondents. Her finding shows that non-response 
bias does not increase linearly with increasing non-response rate. She suggests that non-
response bias will increase if the survey sample has some specific characteristic that 
correlates with characteristics of some sub-groups of a population. The mean for the 
respondents will be a good estimate for the mean of a whole population only if the 
respondents and the non-respondents are similar.  She mentioned that characteristics of 
the survey (e.g. topic or design features) have more impact on bias than the overall 
response rate.  
 
There is considerable empirical evidence showing that the characteristics of non-
respondents are significantly different from those of the respondents. The differences are 
in socio-demographic characteristics and, more importantly, in travel behavior 
characteristics (Richardson, Ampt, and Meyburg, 1996). Evidently, high unit non-
response is associated with certain segments of a population. These include less mobile 
respondents, transit users and persons with relatively simple travel patterns (Ettema, 
Timmerman, and Veghel, 1996), the elderly, the physically and mentally challenged, 
non-English speaking households, those with limited literacy skills (Zimowski et. al., 
1996), and ethnic minorities (Kim et. al., 1993). Again, there are several examples of 
empirical evidence that non-response correlates with low income, low education, car 
ownership, unemployment, and one person and more than four person households 
(Armoogum et. al., 1996).  So, it is probably highly erroneous to assume that missing 
responses are missing at random. 
 
It has also been established that non-response is affected by the methods of data 
collection (Richardson, 2000). For instance, non-respondents in household interview 
surveys tend to travel more than respondents to such surveys because one of the main 
reasons for their non-response is that they are out of house when the interviewer calls to 
perform the interview. As a result, although face-to-face interviews typically result in 
higher response rates, respondents that are more mobile tend to respond better to mail 
surveys (Ettema, Timmerman, and Veghel, 1996) because of the greater opportunity to 
respond at any time to a mail-back survey. Another trend of high non-response is 
observed among those who travel very little or not at all on the survey day. These people 
have a tendency not to respond because they believe their lack of travel would be of little 
interest to the survey team.  
 
While discussing the non-response bias in surveys, it is essential to distinguish between 
the two main levels at which it can arise: total (unit) non-response refers to the failure of 
a unit in the sample frame to participate in the survey, while item non-response occurs 
when a respondent fails to provide or correctly complete all parts of the survey. Whatever 
the level of non-response is, the statistical consequences of both are the same, reducing 
the sample size, i.e. increasing the sampling errors and introducing bias. Demographic 
characteristics and travel behavior related to total survey (unit) non-response have been 
discussed in the previous paragraph. 
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Item non-response results in under-reporting trips and missing trips. Research has shown 
that this problem is correlated with respondent characteristics, trip characteristics and the 
survey instrument used. With respect to respondent characteristics, Richardson, Ampt, 
and Meyburg (1995) report that trip under-reporting is more prevalent among teenagers, 
the elderly and persons without a driver’s license. In an analysis of trip under-reporting 
for a 1996 Toronto Survey, Badoe and Stuart (1999) report similar findings and the 
tendency of zero vehicle households to underreport trips. Regarding the trip 
characteristics, in the greater Toronto Survey of 1986(Hassounah, Cheah, and Stuart, 
1993) report that while mandatory trips (work, school) are well remembered, 
discretionary, short trips made during the off-peak hours are the most likely to be under-
reported. These findings are similar to those presented by Richardson, Ampt, and 
Meyburg (1995) who also report that non-motorized trips tend to be under-reported. 
       
                     
2.2.3 Other Causes of Bias 
 
Another source of bias in transportation is time bias. In general, household travel surveys 
capture travel conditions over a small period of time during the year. It is accepted that 
people’s travel patterns vary between seasons along many dimensions, including trip 
purpose, duration, frequency, and destination choice (Cambridge Systematic, Inc., 1996). 
Timing of surveys has traditionally been in the spring or fall, with the desire to capture an 
“average” travel day (Stopher and Metcalf, 1996). Since, a typical few weeks of travel 
data collection period cannot perfectly represent a full year’s or an average day’s travel, 
adjustments in the data are suggested in the proceedings of the Conference on “Transport 
Surveys: Raising the Standard (Pisarski, 1997)”, if the data is required to extend to other 
periods of the year. In addition, with the significant increase of non-work travel, weekend 
travel is growing in importance. Weekend travel records are required for accurate 
estimates of regional trips and individual weights are required for weekend trips 
independent of weekday weights (MTC, working paper, 1981). Therefore, the second 
timing issue that needs consideration while analyzing transportation data is the days of 
the week for the survey. In this regard, to neutralize the temporal effects, at least two 
factors are to be considered in sample surveys – ‘the days of the week’ and ‘the period of 
the year’ (Armoogum and Madre, 1998). In an effort to correct the data for French NPTS 
to compensate for the temporal effects, Armoogum and Madre (1998) used an iterative 
proportional fitting factoring method suggested by Deming and Stephan (1940) for post-
stratification of the survey data. They used the variables ‘the day of week’ and ‘the period 
of the survey’ (the year was divided into eight waves) values to calibrate on margins 
using INSEE (the French National Institute of Statistics and Economic Studies) data for 
the person data recording daily trips.  
  
Another element that seems to be overlooked in transport surveys is geographic bias. As 
noted by Pisarski (1997), if transportation is the interaction of demography with 
geography, then location is clearly a key element in determining trip behavior. In fact 
much of current land use transportation theory is based on it. Accessibility to certain 
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facilities, recreation areas, etc. will modify trip rates, lengths, and choice mode. In the 
past, there has been insufficient consideration of this potential bias (Pisarski, 1997). 
 
Another important source of bias often ignored in transportation studies is ‘instrument 
bias’. Poor design of survey instruments generally leads to this type of survey bias and 
can result in survey error and survey bias that is very similar to that obtained from 
sampling and non-sampling errors. However, relative to the sampling errors and sampling 
bias, very little research has been carried out on biases resulting from instrument design. 
According to Richardson, Ampt, and Meyburg (1995), poor instrument design can results 
in: 
 
Ø Instrument uncertainty, and 
 
Ø Instrument bias 
 
The first of these errors, instrument uncertainty, occurs when poor survey instrument 
design leads a group of respondents to be uncertain about the question being asked and, 
subsequently, they report a variety of behavior. This results in an unacceptable level of 
variation in the survey respondent behavior, which, in turn, leads to an imprecise survey 
outcome. 
 
The second type of error, instrument bias, occurs when the questions actually lead the 
respondents to give the wrong answers. Instrument bias is serious because, without 
careful testing (validating), they often go completely unnoticed. Richardson, Ampt and 
Meyburg (1995) recommend pilot surveys (including various types of pre-test) to be 
performed before conducting any major surveys to estimate the instrument bias.  
 
 
2.3 Survey Data Analysis  
 
This section will review the literature available for the assessment of the magnitude of 
bias in travel surveys and will discuss the use of weighting and expansion procedures as a 
measure to reduce bias in survey samples. The review also discusses literature on data 
quality assessment of travel surveys as a part of the standardization process. 
 
 
2.3.1 Assessment of Bias 
 
Bias is a non-sampling error associated with systematic deviation of a survey statistic 
obtained from a sample survey to its true population value (Groves, 1989). These 
differences include demographics, persons and trip characteristics. In fact, these 
deviations are likely because a perfect frame is usually unavailable, or an intended simple 
random sample can in fact turn out to be a non-random sample because of a high non-
response rate. Typically, the presence of bias is determined from comparison to 
supplemental data, predominantly the census data (Stopher and Metcalf, 1996).  For 
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instance, to determine if there was a bias among low-income households, comparisons 
would be made between the portions of such households in the household travel survey 
sample and the census data.                                                                
                           
                        
2.3.2. Weighting and Expansion of Data 
 
Data expansion is usually only necessary if one of the uses of the data is to provide 
regional descriptions of households, persons, travel, and vehicle ownership and use 
patterns. In such cases expansion is necessary and should be done according to standard 
statistical procedures. However, data expansion is generally not necessary for model 
estimation purposes.  
 
Problems of bias are typically dealt with by adjusting and weighting the data to known 
control totals (Zimowski et al., 1997). With the adoption of design and administration 
procedures to reduce the effect of bias, the use of correction and weighting procedures to 
correct for the biasing effects of any remaining non-response and non-coverage based on 
a source of accurate secondary data, is an essential component of any survey that 
provides results describing the behavior of the population (Richardson, Ampt, and 
Meyburg (1996). For instance, the 1995 NPTS adjusted household weights to account for 
the higher probability of selection for households with more than one telephone number. 
These weights are combined with expansion factors to allow the expanded sample to 
represent the estimated number of households in the U.S. in 1995.  
 
Weights in travel surveys are typically applied for three main purposes (Kish, 1992). 
First, weights are often needed to compensate for differences in the selection probabilities 
of individual cases. The second purpose of weighting is to compensate for the differences 
in response rates between subgroups. No matter how representative the sample is of the 
larger population, differences in response rates between subgroups can introduce 
systematic discrepancies between the sample and the population. Weighting adjustment 
can reduce such bias. A final purpose of weighting is to compensate for fluctuations from 
known population totals. For instance, if one area were over-represented in a travel 
survey sample purely by chance, it would be possible to use data from the decennial 
census to adjust for this departure from the population distribution. The use of population 
weights for adjustments of errors of non-observation is a multipurpose endeavor, 
performed in hope of decreasing non-coverage, non-response, and sampling error 
(Groves, 1989 p.130).  
 
Regarding the data weighting procedure, Sammer (1995) maintains that the traditional 
step by step procedure commonly used in data weighting is incons istent and therefore 
provides distorted results, especially if a non-response weighting is carried out. As a rule, 
a step-by-step weighting is carried out through a multi-stage procedure. Since in travel 
behavior surveys the parameters of mobility are closely correlated with the selection 
characteristics of the random sample, Sammer (1995) suggests great care must be 
exercised in weighting data in order to exclude systematic bias. In general, data 
weighting is carried out in several steps, typically as follows: 
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· Weighting for random sample selection, 
· Weighting for socio-demographic characteristics, and 
· Weighting for non-response, etc. 
 
The step by step procedure processes the individual weighting steps in sequence that 
corresponds to the stratification of the random sample. As these steps are not 
independent, many of the corrections carried out in the foregoing steps are again distorted 
in the later steps making the process an inconsistent one. However, through a 
simultaneous weighting procedure of all stages in a common step such distortion error 
can be eliminated (Sammer, 1990). The simultaneous weighting process produces 
consistent weighting in one-step or in several mathematically coordinated iterative steps. 
This process uses a single unified algorithm to correct for the various characteristics of 
the sampling. The aim here is to generate person-weights or household weights that 
satisfy all the known characteristic distributions of the population. Simultaneous data 
weighting is implemented as an iterative process.  The person weighting are iteratively 
adapted from the initial values to those values that fulfill the conditions represented by 
the distribution of the weighting characteristics in the population as a whole. Experience 
shows that the simultaneous weighting process converges rapidly with sufficiently large 
random samples, and involving many weighting variables (Sammer, Fallast, 1990; 
Sammer, Zelle, 1982). 
 
Deming (1940) proposed a method for the adjustments of sample frequency in each cell 
of a cross-classified system of samples when the expected marginal totals are known. 
Several different procedures of marginal weighting are in use. The method of least square 
is one possible procedure for effecting an adjustment and at the same time enforcing 
certain conditions among the marginal totals. Deming (1940) proposed that the method of 
least square could be used to adjust cell frequencies (observed) that are obtained from 
sample surveys by adjusting them to the expected marginal totals that are obtained from 
other sources that are more closure to the actual or true values. The least square method 
of adjustment provides at its end product a set of adjusted frequencies that will satisfy the 
controls provided by the known marginal totals. 
  
Deming (1940) also suggests that for the least square solutions the ‘Iterative Proportional 
Fitting Procedures’ is simple, direct, and less computational. He commented that in any 
problem of adjustment where the controls are many, it is necessary to have a method that 
is straightforward and self-checking. The method  ‘Iterative Proportional Fitting’ 
involves comparing the sum of the weights for a given group with the population estimate 
for that group. In this process, adjustments to the marginal conditions are enforced 
proportionately, and are repeated until the survey samples become stable with the 
satisfaction of all sets of population conditions. The process works by adjusting the 
weights to bring the survey figures into line with one set of population figures. Then they 
are adjusted to agree with the second set of population figures, and so on. The cells in any 
row, or column all being raised or lowered by the proportionate adjustment in the row or 
column totals.  The method can be extended to multidimensional conditions of the 
population.  
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Deming (1940) compared the ‘iterative proportional fitting’ method of adjustments with 
the analytical method using normal equations for the ‘least square’ solutions. The use of 
the analytical solution to compute the cell weights involves solving a numbers of normal 
equations depending on the number of conditions in the marginal.  It is these conditions 
that distinguish the analytical solutions from the ‘iterative proportional fitting’ solution. 
The principal of least square remains the same for both the problems, but different kinds 
of conditions imposed on the adjusted values lead to the different solutions to the same 
problem. The analytical solution to the least square adjustments involves solving, as 
many equations as there are conditions. For example, if there are m -marginal conditions 
in all, then solutions to m- equations are required for the adjustment of cell weights. 
These m- equations constitute m-conditions on the adjusted cell frequencies. Here the 
conditions are appeared in sets, depending on which marginal totals are involved. The 
adjustment in one cell is balanced by adjustments in several others, depending on the 
conditions to be satisfied. Whereas, in the iterative proportional fitting method of 
adjustment, only one set of marginal conditions are involved at a time.  
                      
The ‘Iterative Proportional Fitting Method’ of adjustments is recommended in the paper 
for its simplicity of application when many characteristics of the population are involved 
in the adjustments. 
 
Kim et al. (1993) mention that the current method of factoring data is not adequate for 
planning and analysis of metropolitan areas minority (low income and poorly educated) 
residents’ travel behavior. Low response rates in this segment of population can lead to 
the under-representation of these segments in the final data. To accommodate the under-
representation of this group of people, a method has been proposed for improving the 
factoring process by identifying the spatial pattern of return rate and accounting for it in 
the factoring process. The approach is based on the assumptions that lower return rates 
are found in areas where mobility is limited. The factoring method proposed here consists 
of three steps. In the first step, the zonal structure for the study area is identified. The 
zonal structure proposed by Kim et al. (1993) is a two tier zonal system that includes 
basic factoring zones or districts and a system of subzones, referred as microzones.  The 
basic factoring zones are townships, and the microzones are one square mile 
neighborhoods. In the study, special treatment has been given to microzone areas within 
the basic factoring zone with particularly low response rates, to create a means of 
reasonable representation for groups, which might otherwise be underrepresented. In the 
second step, demographic data for the surveyed households is obtained. In this regard, the 
demographic characteristics of the survey households that are likely to account for much 
of the variations in the trip making behavior of the survey population are identified from 
the information provided by the different organizations during the authors’ survey of 
large metropolitan transportation planning agencies across the country. The variables 
used by most of the organizations are used here. In the third and the final step, the factors 
for weighting the sampled data are developed. This process is implemented as follows: 
 
(1) Identifying Different Factoring Areas Using Return Rates. The two tiers zonal system 
as proposed by Kim et al. (1993) is a combination of basic factoring zones and 
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microzones. The microzones are identifiable and internally homogeneous. In this step 
areas with approximately the same return rates are identified. These are either basic 
factoring zones a  or, if they are not satisfactory, a combination of the microzones (sum 
of c zones). The return rate, cR  of each microzone c is computed as: 
 
                                        ccc MQR /= …………………………………….(17) 
where, 
             cR = The return rate for each microzone c   
             =cM Number of questionnaires mailed to microzone c   
             =cQ Number of questionnaires returned from zone c  
The return rate cR , of each microzone is used to form subzones ( )' sb with approximately 
the same return rates. The microzones return rates thus computed are mapped. If the basic 
factoring zone has relatively high and uniform microzone return rates, it remains 
unaltered. Microzones with particularly low return rates are combined into a factoring 
subzone, whether they are contiguous or not, yielding two factoring zones (basic and sub-
zone) in the township. Since a typical township in the study area is six square mile, there 
are 36 microzones in a basic factoring zone. 
 
(2) Preparing Demographic Data. After defining subzones on the basis of return rates, the 
demographic data using the census values of household size and vehicle availability are 
identified for each zone. Survey households are then factored using the census data for 
these two variables. Since low numbers of households in each cell of the cross tabulation 
would result in high variances, the authors suggest that cells be combined to ensure 
minimum sample sizes in each factoring cell. For example, many single person 
households with more than one vehicle would not be expected, so these are combined. 
Six aggregates of Cells I through VI were selected as shown in figure 1. For example, 
category I includes all zero vehicle households and those one-vehicle households with 
three or more members.  
 
(3) Comput ing Factoring Weight. A weighting factor is estimated for each of the basic 
factoring zone and combination of microzones (subzones). Calculations of weighting 
factors for the factoring zones that are not subdivided are simple and direct. Weighting 
factors are determined using the census total of each zone having the selected household 
demographic characteristics (d) divided by the sample total for that zone with the same 
demographics. Each record is thus weighted as: 
        
         adad HW = / adS .  ………………………………………(18) 
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Household size  
 
           
Vehicles Available  
           per household 
 
 
 
 
where,  
     adH = Number of households reported in zone a  that belong to demographic       
               category d 
    adS = Number of survey households in zone a  that belong to demographic     
             category d 
     adW = Weighting factor for zone a    
 
If the cross tabulation in Figure 2 can be completed for each micro zone, and thereby for 
the aggregates of the microzones (i.e. the subzones) then equation (18) may be used for 
factoring the sub zonal totals. 
 
In cases, where there are several factoring subzones within a township in which the cross 
tabulation data are not available, the weights can be derived from the following equation: 
 
  dbd
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1
  ……………………………………………..(19) 
and 
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1
        …………………………………………(20) 
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Figure 1 Cross tabulation of data for each factoring area 
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                                          Household size and Vehicle availability (d)   
      
 
            Subzone (b)  
      
 
 
 
 
 
 
   
 
 
where, 
       =bdW  Weight factor for subzones b having demographic characteristics d  
      =bdS   Number of survey households in subzone b having demographics d  
      =+bH  Total number of households reported by census in subzone b   
       =+dH Total number of households reported by census in subzones (sum of zone  
                 b ’s) having demographics d  
 
    The weights, 
           bW      = +bH / +bS …………………………………………………(21) 
    where,                 
           bW = The overall weighting factor for each sub zone b,   
           =+bS  Total number of survey households in sub zone b  
 
are used in place of bdS to satisfy the equation (20). However, the equation (19) is not 
satisfied. In other words, bW  scales up the number of households in each zone b to  
match the census households, but it might not match with the census demographic 
categories.  
 
 
 I II III IV V VI 
+bH  
 
1        
2        
.        
n         
dH +  
 
       
Figure 2 Demographic cross tabulation for each large zone  
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Therefore, another adjusting weight is required and is equal to: 
   
            dW = dH + / bd
n
b
bSWå
=1
………………………………………………(22) 
It was verified that bddb SWW  satisfies the equation (19) but not necessarily the equation 
(20). To satisfy the second equation (20), this adjustment process is repeated in an 
iterative fashion, each time satisfying one of the two equations (19 and 20) in turn.  
After r  pairs of such iterations the general form of equation (19) (20) and (21) will be: 
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This process of adjustment is known as the ‘Deming-Stephan’ or Furness procedure. The 
procedure can be generalized for more dimensions i.e., for more demographic variables 
and more zones. 
 
Stopher and Stecher (1993) adopted a two-step procedure to expand the Southern 
California Association of Government (SCAG) households survey data that extended into 
five counties of Southern California. The region covers three entire counties entirely (Los 
Angeles, Ventura, and Orange county), together with the western portion of San 
Bernardino and Riverside Counties.  
 
For planning purpose, the region is divided into regional statistical areas (RSAs). The 
RSAs vary widely in both geographic extent and population, but they are apportioned 
among the counties in approximate proportion to the populations in each county. The 
survey samples were stratified for each county by regional statistical areas (RSAs). The 
entire study area consisted of 49 RSAs. Within each county, the survey sample was also 
stratified on housing type (single dwelling/multiple dwelling unit), vehicle ownership 
(0,1, 2+), and household size (1, 2, 3, 4, 5+), producing a 30 -cell sampling matrix for 
each of the five counties. 
 
The methodology adopted to expand the Southern California Association of Government 
(SCAG) households survey data comprised a two-step process.  The first of these two 
steps is based on the number of responding households in each RSA compared with the 
total number of occupied households residing in the RSA. In the second step, the 
expanded data is reweighted to represent the proportion of households by household type, 
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household size, and vehicle ownership with the aim of correcting for biases in the final 
expanded sample. The steps are as follows: 
 
(1) Expansion. In the expansion procedure, ideally, a two level factoring process is 
employed - one at the level of the household to take into account non-responding persons 
in the household, and the second – at the level of the RSA, which is required for accurate 
expansion of survey data. However, in this study only one expansion process was 
adopted, which was at the level of RSA. The expansion factor was computed as the ratio 
of the occupied households in each RSA to the number of responding households in the 
RSA. 
             
(2) Reweighting. Stopher and Stecher (1993) suggest that it is more accurate to calculate 
weights at the RSA level because the bias in the raw survey data stems from both the 
stratified sampling and the differential response rates that can be expected to vary from 
RSA to RSA. Since census statistics showing cross tabulations of household size, 
household type, and vehicle ownership were not available for the expansion; an alternate 
strategy was adopted for factoring. The census data that was available provided only the 
one-way totals of households by housing type, household size, and vehicle ownership. An 
iterative row and column balancing was used here to correct the two-dimensional 
matrices obtained by taking each of the variables two at a time, to produce the most 
probable basic cross-classification, thereby producing weights to redistribute households 
in each category. In this method, the row and column entries are balanced alternately in 
iterative steps until the iterations converge to a stable set of cell values that sum to the 
desired row and column control totals. 
 
In this project, the first reweighting was for housing type, using the RSA totals of single 
dwelling units, and multiple dwelling units (SDUs/MDUs), adjusted for occupied units, 
as the control. Adjustment factors were obtained from the final iteration and were 
multiplied through all cells to yield new totals of the sampled data from which vehicle 
ownership statistics were obtained. In the next stage, vehicle ownership was adjusted to 
RSA totals through the same procedure, after which vehicle ownership and housing type 
by county were readjusted to produce county totals for each category to match the census 
data. New composite expansion factors were derived from this and applied to the original 
distribution of households, from which new cell totals were determined and new statistics 
produced on vehicle ownership and housing type.  
 
Again, because the cross tabulation data were not available, the next item to become 
available from census was that of household size distributions provided by SCAG at the 
RSA level. Using the cell values produced by the preceding factoring step, totals were 
computed for the RSA and county for households in the five identified household size 
groups. These were factored to get correct RSA totals, following which two successive 
applications of the row-and-column balancing method were made, first to produce 
household size by vehicle ownership and then to rebalance the household vehicle 
ownership by housing type, after incorporating the adjustments from the previous step.  
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Figure 3 Southern California Origin Destination Survey expansion flow chart 
Expansion to Total 1991 Occupied 
Housing units by Regional Statistical 
Balancing Household Type (SDU/MDU) 
County Totals by RSA 
Balancing Vehicle Ownership (0, 1, 2+) 
County Totals by RSA 
Rebalancing Household Type 
(SDU/MDU) and Vehicle Ownership 
(0,1,2+) to County Totals 
Balancing Household Size (1,2,3,4,5+) 
and Vehicle Ownership (0,1,2+) to 
County Totals 
Rebalancing Household Type 
(SDU/MDU) and Vehicle Ownership 
(0,1, 2+) to County Totals 
Rebalancing to RSA Totals 
Raw Survey sample 
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In the final step, the composite factors were applied to the original cells and the RSA 
population totals were rebalanced to total RSA expanded population. The steps followed 
in the data factoring and reweighting process are demonstrated in fig. 3. 
 
Harrington and Wang (1995) present a three-step factoring process to expand the data 
from the 1991 Boston Regional- Based Travel Survey. The first step of the procedure is 
to develop a set of basic expansion factors. They were derived by matching the expanded 
survey households to the 1990 Census Transportation Planning Package (CTPP) 
distribution of households by geographical sub-region (ring), household size, and vehicle 
availability. 
 
The second step is an adjustment aimed to match the expanded total households from the 
survey to the Census estimates of total households at the land use zone level. The 
adjustment is an iterative process, which adjusts the expansion to match the Census 
household estimates by sub-ring groups, but re-establishes the match to the Census 
households by ring, household size, and vehicle availability (i.e., household distribution 
of the basic expansion).  
 
The last step is another adjustment aimed at incorporating trips made by members of 
sampled households who did not return their diaries into the sample. Socio-economic 
characteristics most significant in determining the number of trips made by regional 
residents are identified and used to prepare a cross-classification person trip generation 
model. The expansion factor of missing-one-diary households is then adjusted so as to 
approximate trips made by the missing-diary person based on the person trip generation 
model and relative travel tendency of the household. The final adjusted expansion factors 
are used to expand survey trips for the development of regional trip generation models. 
 
                
2.3.3. Assessment of Data Quality 
 
 Assessment of data quality in travel surveys is important to ensure the validity of survey 
findings. In order to assess data quality, a reference set of indicators may be useful. Such 
a set facilitates communication between researchers. Unfortunately, in travel surveys, 
systematic assessment of data quality and communication of findings are not common.  
As a result, there is no set standard on the data assessment process so that a survey 
outcome can be checked against the standard for its quality. The conventional way to 
estimate data qua lity is to compare the result of a survey with another indicator (unbiased 
measure of respondent’s characteristics) of the same characteristics, one likely to be more 
close to the true value in the population of interest. Typically, the results of a survey are 
compared with the results obtained in other surveys, or the averages of values obtained in 
other surveys. A second way to estimate data quality indirectly is based on the magnitude 
of errors in the data (Groves, 1983). Accuracy of a survey is expressed as “the inverse of 
total error, including bias and the variance” (Kish, 1965). Statistics Canada (1998, p51) 
has mentioned three variables as good candidates for data quality. These measures are: 
coverage error, response rate, and sampling error. In sampling theory, a widely accepted 
concept is to consider sampling variances and biases jointly as the ‘total error’ of 
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surveys.  A measure of average error that is often used is called root mean square error 
and denoted by RMSE. It is derived from the Mean Square Error (MSE) of the sampling 
distribution, which is the average squared deviation of the observations y around the 
population mean Y : 
 
      =)(yMSE =-
2
)( YyE
2
])()([ YyEyEyE -+-  …………………………..  (25)      
                     = YyEyEyEyEyE --+- )()}{({[2)]([ 2 }]+ [ YyE -)( ] 2 ….  (26) 
                      = 22 ])([)]([ YyEyEyE -+- , Since 0)]([ =- yEyE  
                      = 2])([)]([ YyEyVar -+ . ………     … … . ……………………….  (27)  
                       = 2)()( BiasyVar +                             
          RMSE = MSE  = 2)( BiasyVar + .   ……………………………………. (28)   
  
As shown in equation (28), average error is a combination of sampling error and bias. 
RMSE is an expression of average total error in the data. The units in RMSE are the same 
as the units used to measure y.  
 
Examination of the above formula (27) reveals that the value of MSE is dependent on 
both biases, and variances. Designs with low sampling error may be highly inaccurate if 
they are highly biased and vice versa. Statements of the standard error that exclude the 
effects of biases underestimate the total errors of the survey. The weighting adjustment 
adopted in surveys usually results in lower bias in the associated survey statistics, but at 
the same time adjustments may result in some increases in variance of the survey 
estimates. Thus, any attempt to reduce bias needs careful attention to the variability 
introduced into the survey estimate due to weighting adjustments. Thus, a tradeoff should 
be made between variance and bias to keep the MSE as low as possible.  However, there 
is no exact rule for this tradeoff because there is not much information on how bias errors 
are related to survey quality. Errors due to non-response and measurement process are 
generally poorly understood and therefore are not well reported. This is due to the fact 
that it is not clear how the survey design characteristics and indicators relate to bias and 
variances. Participants in a workshop on “Transport Surveys: Raising the Standard,” 
noted that, “Currently, it is not possible to define acceptable levels for these errors.”  
 
Sampling error is not only a part of the information used in setting sample size but it is 
also an important indicator of the quality of the resulting survey. Based on the review of 
this topic (LTRC, 2001), it has been proposed that sampling errors be computed for some 
key variables to serve as data quality measures. The quality of the survey would be 
assessed on the basis of the highest sampling error obtained among the key variables. The 
standard would address the determination of sampling errors measured by the standard 
error of the estimate. To compare the sampling errors, they would need to be divided by 
the mean of the key variable to produce the Coefficient of Variation. The Coefficient of 
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Variation would allow subjective assessment of the sampling error. For example, to meet 
the requirements of the State Children’s Health Insurance Program (SCHIP) legislation, 
the SCHIP legislation requires the Census Bureau to improve the State estimates of the 
number of children who live in low-income families and lack health insurance. In an 
effort to meet their requirements, the Bureau of Labor Statistics (BLS) Current 
Population Survey (CPS) expanded their monthly CPS sample from about 50,000 to 
about 60,000 eligible households. The impact of the sample expansion on national labor 
force estimates and on the State and area labor force statistics over the January – June 
2001 period showed that there was as much as 29.3 percent change (reduction) in 
Coefficient of Variation value on the annual average level of unemployment in some of 
the states.  
 
It is established from the literature that sources of bias are numerous. However, 
depending on the major causes of bias, they can be classified into – bias due to coverage 
errors, non-response, and errors in the survey measurement process. Construction of 
perfect sample frame is problematic. Survey Analysts have to deal with non-coverage, 
duplications, and contact problem. Most of the time there is no information on the 
population that is excluded from the frame. Random digit dialing offers a solution for the 
unlisted mailing addresses, but there remains a possible non-coverage error if a part of 
the population has no telephone at all. Besides, non-response is a severe problem in 
survey research, because of the potentials for errors in the survey statistics. It is accepted 
that non-response rates are increasing. People are said to become more reluctant to 
cooperate and be away from home more often. As the non-response error is a function of 
the nonresponse rate and the difference between average scores among the respondents 
and the respondents, increasing response rates do not always reduce the non-response 
error. Improvement of response rates might not be enough. Thus, reducing the non-
response bias is the goal of the survey researchers. Moreover, the discrepancy between 
the individual’s true characteristics or actual behavior and the individual’s responses in a 
survey interview is used as an indicator of the presence of errors in the survey 
measurement process. This error in the measurement processes prevents indicator from 
representing what the survey researchers are intended to measure. Therefore, this error 
lies at the very heart of the validity of survey data.  
 
However, for most metropolitan areas, the largest expenditure from planning budget is 
dedicated for the conduct of household travel surveys. In addition, large sums are spent in 
developing travel demand forecasting models that utilizes these survey data as input to 
the models. Besides the monetary cost, huge level of activities are involved in performing 
such surveys requiring considerable time and efforts.  Therefore, considering the 
importance of information, cost, time, and activities involved in performing such surveys, 
it is required that survey provides correct information on trips. 
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Chapter 3 Methodology 
 
 
 
3.1. Introduction  
 
From the literature review, it is apparent that household travel surveys are lacking proper 
information on the assessment of bias. In fact, no well-established strategy to deal with 
this problem has been developed yet. The present study is aimed at developing guidelines 
that can be used in all household travel surveys to assess and treat bias. The study is 
performed in two stages. In the first stage, some of the recent households travel survey 
reports are reviewed to evaluate the materials furnished there about bias. The purpose of 
this review is to develop an inventory of current bias assessment practices for household 
travel surveys. In the second stage, as a means of treating biased survey data, a weighting 
and factoring process is developed, which is applied to an existing survey data set to 
demonstrate the process.  
 
 
3.2. Review of Recent Travel Surveys 
 
Nine recent surveys were reviewed. The surveys reviewed included: 
 
Ø The 1995 Origin Destination Survey for Northwestern Indiana, 
Ø The 1991 California Statewide Survey, 
Ø The 1996 Bay Area Survey, 
Ø The 1998-99 Greenville Travel Study 
Ø The 1993 Wasatch Home Interview Travel Survey 
Ø The 1996 Broward Travel Characteristics Survey, 
Ø The 1996-97 Corpus Christi Study Area Travel Survey, 
Ø The 1997-98 Regional (New Jersey, New York, Connecticut) Travel Household 
Interview Survey, and 
Ø The 2000 Southeast Florida Regional Travel Characteristics Survey 
 
The review was aimed at various objectives. In the first place, this sort of investigation 
helps to create a platform to establish the need to assess the presence and extent of bias in 
future sample surveys.  Secondly, from the results of the review work, a number of 
variables are identified in the household data where bias was most often detected. The 
purpose is to recommend a minimum set of variables that must be examined in future 
surveys to detect bias because these variables have been used in past surveys. Also, the 
circumstances responsible for introducing bias in the data are identified from past 
records, so that, these factors can be given specific consideration in future studies to treat 
biased data.  
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Once the variables for which biases are present are detected, the study has further 
continued to determine if there are any consistencies observed regarding the types of 
instruments or survey design used in those surveys. The investigation examines whether 
they have used the same survey instruments (travel diary, activity diary), used the same 
data collection methods (mail-out and mail in, or mail-out and telephone retrieval, etc.), 
or used the same type of questions (employment, income, working status) in their 
surveys. The purpose of this investigation is to identify survey design features that lead to 
bias.  
 
The quality of past survey data has been assessed by comparing the values of mean and 
proportions of some selected surveys variables with some standard data sources (Census, 
PUMS, etc.), and considering their deviations from these values.  
 
Finally, in an effort to standardize the treatment of biased data, a model weighting and 
expansion process is applied to an existing survey data set. The weighting and expansion 
process has been developed from the review of past practices in which the most 
appropriate procedures have been identified and incorporated into the recommended 
procedure. 
 
The entire study is performed in two stages and is described (Figure 4) as follows: 
 
Stage – 1 
 
I. Inventory of present State-of- the- Practices on assessing survey bias. 
                
q Review of past survey reports to document, 
 
§ The extent to which bias assessments have been undertaken in past travel                 
surveys 
§ The incidence and level of bias observed in those surveys 
§ Identify the variables used in those surveys to assess bias because, 
 
i. they have proven effective in the past, and, 
ii. values to test them against are available (e.g. census, local 
updates of census data). 
 
§ Identify circumstances that typically led to the need for weighting (e.g., 
households with multiple telephone lines, households that shared telephone 
with others, non-responding households, etc.). 
 
q Appraise the instruments and the data collection methods of the past surveys for 
the identified variables.   
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q Assess the quality of past surveys by, 
 
§ Comparing the values of mean and proportion of some of the important survey 
variables with secondary data sources (Census, PUMS) 
 
§ Estimating the sampling errors and the associated survey statistics for those 
variables. Also, by making a comparison among the values of survey statistics 
for the different surveys considered in the study, and, observing whether 
significant differences exist among them. 
 
§ Comparing the values of survey statistics with their corresponding population 
parameters, and observing whether significant differences exist or not. 
 
Stage - 2 
 
II. Development of a ‘Weighting and Factoring’ process to treat biased survey data. 
  
q Demonstration of the procedures on an existing data set 
 
 
3.3. Data Analyses  
 
To assess the quality of the past survey data, two types of analyses have been performed. 
First, the past data sets were analyzed for the presence and extent of bias (as described in 
article 3.3.1). Secondly, some statistical analysis was performed on the same data sets as 
a supplementary step in the quality assessment process. In this analysis, the sampling 
errors associated with the different data sets were measured in terms of their variations 
(dispersion) in their distributions (article 3.3.2.1 and 3.3.2.2). The analysis was extended 
to confirm the statistical hypothesis that the population parameters for the key survey 
variables are within a range of their respective sample statistics at some specified level of 
confidence (article 3.3.2.3). 
 
 
3.3.1. Assessment of Sample Bias 
The presence of bias in the selected survey samples is detected by comparing certain key 
variables that describe person, household and trip characteristics of a household travel 
survey (household size, household vehicles, household owner/renter status, household 
income) with their corresponding values from some standard bench marking sources.  
The census data is considered as the principal secondary data source (this data are already 
collected and archived for another purpose) in this study. The most recent census survey 
took place in the year 2000. So, this data is used as the main secondary data source.  
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The selected survey households are categorized into homogeneous household categories 
based on available records. The variables used to categorize the households are based on 
the variables that have been used in past studies to measure bias, and secondly, the 
variables that are available in the census data to compare or check against. The means of 
the variables are computed. The proportion of households in each identified category is 
determined. Presence of bias in the sample is ascertained by comparing the mean and the 
proportions present in the survey sample to that in the census’ data (Table- 37, 38, 39, 
40). 
 
 
3.3.2. Assessment of Sampling Error  
 
Sampling error arises because only a subset of the total population is considered for 
observation. The key variables that are identified for the bias assessments are further 
examined to determine the sampling error associated with each of these variables, to 
identify the proportion of sampling error in an estimated value of total error.  
 
Standard statistical tests are performed on some selected survey variables to estimate the 
sampling error in the survey samples and to compare the outcome of different surveys. 
The sampling error of the sample distribution, the standard errors of estimates of the 
mean and proportion, and relative errors of estimates are computed according to standard 
statistical formula (Table 22- 28)). Tests of Hypothesis are performed to confirm 
whether significant differences exist between survey samples and population (Table 29-
31). 
 
 
3.3.2.1 Computing standard error of the mean and proportion 
 
The standard error of the estimate of the mean is computed according to the following 
standard formula: 
                   ..es ( y ) = nsy /  …………………………………. …. (29) 
    
where,  
             2ys  = 1/)(
2
1
--å nyy
n
, is the variance of the observations y in the sample, and 
            n   = the total number of observations in the sample.                    
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In cases, where the survey result is presented as a proportion of population elements that 
belong to a defined class, or possess a definite attribute, an estimate for the standard 
error of the share is determined by the following formula, 
 
           Std. error of the proportion = ..es ( )propp  = 1
)1(
-
-
n
pp
……………..(30) 
                      
 where, 
          p  = the proportion of sample elements that belong to the defined class 
     n  = the number of observations in the sample 
 
                          
3.3.2.2.  Computing relative error of the estimate 
 
The quality of survey data is assessed on the basis of the sampling error that is obtained 
for the different key variables. However, the different key variables have different units 
of measurements, which make the interpretation and comparison of values among 
different data sets difficult. A common relative measure - the Coefficient of Variation 
(CV) that provides a dimensionless measure of variation of the estimate of the mean for 
each variable under study is used and computed as:  
                                   
                 CV )(y  = 
y
yes ).(.
.  ………………………………………. (31) 
  and the co-efficient of variation of the proportion is, 
                          )(pCV = 
p
pes ).(.
…………………………………………….(32) 
 
3.3.2.3. Statistical inference  
   
The estimate of the standard error of the mean and proportion is used to draw inferences 
about the significance of the difference between the sample and population values of the 
mean and proportion. The theory of statistical inference is based on the assumption that 
the population means and proportion lie within a given interval of sample mean and 
proportion based on the value of standard error of estimate and level of precision 
required. By changing the level of confidence, the effect of changing precision level on 
the interval estimate of population mean and proportion is demonstrated based on the 
estimated value of sampling error for selected variables. Statistical inference from 
surveys typically takes the form [ y )(. ysez± ], which denotes that the population mean 
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Y  is within the interval [ )(. ysezy - ] to [ )(. ysezy + ], where, z is the specified level of 
error. 
  
The mean and proportion of the selected survey variables in the sample are tested against 
their true value in the population from the census data at 0.05 and 0.10 level of 
significance to see whether there is significant difference between the two (Table 29- 31).  
 
0H  : y  = Y   
aH  : y  ¹  Y  
  
The test-statistic in a finite sample of size n is t-distributed and computed as: 
 
                        z = 
n
s
Yy -
…………………………………………..(33) 
where,  
                  s  = Standard deviation of y in the sample, and  
                  n = Number of observations in the sample 
 
Thus, at a significance level of a = .05 or 0.1, 0H is accepted if  - k 2/a £  z £ + 2/ak , i.e., 
when the population mean Y  lies within the interval, [ )(. ysezy - ] £ Y £  [ )(. ysezy + ].  
       
where,   
k 2/a is the standard deviate from the t distribution with a type I error of a.  In other 
words, the probability of making a type I error of rejecting a null hypothesis that is true is 
equal toa . Otherwise, the null hypothesis is rejected, and, y  and Y are the mean values, 
estimated from the sample and their true value in the population, respectively. 
 
Similarly the hypothesis test concerning proportions is specified as:  
                                     oH : p  = P     
                                    aH  : p ¹ P   
    and the test statistic,            
                                  =z  
ps
Pp -
  ………………………………….(34) 
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where,  
ps  = the standard deviation of the sample proportion p  = 1
)1(
-
-
n
pp
 
              and p  and P  are the proportions in the sample and the population, respectively.     
 
 
3.4. Weighting and Expansion of Data 
 
After investigating the possible sources of bias from the review of literature and past 
studies, the circumstances under which weighting is required are identified. This has 
taken into account factors like unequal probability of selection of households because of 
multiple, or shared telephone lines, households with missing person records, as well as 
biases contributed by differential response rates, non-response, non-coverage etc. The 
data weighting is carried out at three levels as: 
 
· The household level, 
· The person level, and  
· The trip level. 
 
3.4.1. Household Weights 
 
Household weights are developed in two steps; first - to account for the differences in 
selection probability in the sampled data, second - for the differences between the 
composition of sample and the composition of population (post-stratification). The 
following are the steps followed to compute the household weights. 
 
 
3.4.1.1. Initial weight 
 
Under ideal sampling conditions, each sampling unit has an equal probability of 
selection. But, in practice this condition is seldom met. To compensate for the differences 
in the probabilities of selection of samples, weighting is introduced.  
 
Typically, the initial or base weight for a sample unit (e.g., a sampled household) is 
derived as the reciprocal of the probability of including that unit in the sample. The base 
weight is typically expressed as: 
                         
                       
i
w
Pr
1
= ……………………………………………(35) 
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where, iPr is the known probability of including unit i (household) in the sample. If the 
sample units are selected with equal probability, the probability of selection is iPr = Nn /  
for all sample units, where n  is the sample size and N  is the number of units in the 
sampling frame. The base weight, therefore, is nNw /= for all sample units. However, 
under varying sampling circumstances, this base weight is required to be adjusted, taking 
into account the specific sampling condition. 
 
 
3.4.1.2. Weighting for differences in selection probabilities   
 
i. Disproportionate Stratified Sampling: In a stratified sample design, the population 
is first divided into subgroups called “strata” and separate samples are selected within 
each stratum. Often different sampling probabilities are used within the different strata. 
To derive any population statistic from the sampled data, it is required to combine data 
from different stratum of the sample. When the sampling rates are not proportionate to 
the stratum population, the base weight must be adjusted to account for the differences in 
the sampling rate as:           
 
                   hw  = haw´ ……………………………………………(36) 
     
where,   
 =w  the base weight for each sampling unit in the sample =
Nn /
1
  
ha  =   the correction weight in stratum h and is,   ha  = nn
NN
h
h
/
/
 
 hN =  the population in stratum h and å=
H
hNN
1
  
 hn = the sample size in stratum h, where,  å=
H
hnn
1
 
 hw  = the adjusted weight for stratum h.     
 
ii. Households having multiple telephone lines: A random digital dialing sampling 
design is based on the assumption that each household has one phone line, and therefore 
each household has one chance of being selected in the sample. In fact, this is not always 
the case, and a household with multiple telephone connections needs to be weighted to 
represent the ideal sampling condition (one telephone/household). The base weight for 
households having multiple telephone connections needs to be adjusted to account for 
this difference in selection probability as: 
                       mtw  = 
nt
w
1
´ …………………………………………….. (37) 
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where,  
mtw  = the adjusted weight for the household having multiple telephone connections, and 
 nt    = the number of distinct telephone lines in the household. 
 
iii. Multiple households sharing one phone number. Selection probability for multiple   
households sharing one phone is less than one, so a sample needs to be weighted to 
compensate for this difference in selection probability. The adjusted weight for multiple 
households that shares one telephone will be: 
 
                      mstw = mtaw ´ ……………………………… … (38) 
where, 
mstw  = the adjusted weight for households that share telephone with others, and 
       mta  = the adjustment factor which is equal to the number of households that shares  
                 the one telephone line.      
                                                                                                              
iv. Non-telephone households: Although, telephone non-coverage may not seriously 
bias population estimates, serious bias can occur for specific sub-groups of the 
population, especially where the purpose of the survey is to focus on low-income groups 
of the population, or for transit users. A recent observation shows that in the U.S.A., the 
lack of a phone is sometimes a temporary situation.  Some non-telephone households 
have telephone services when they can afford them and the service is turned off when 
times get tough or when bills get too large. These constitute a different type of household 
from the non-telephone households, where no telephone service is established at all. It is 
also a different type of household than those without phone service for less than two 
weeks, as these represent service interruptions due to telephone company repairs or 
weather events. In an RDD survey it is not possible to reach those households without a 
telephone or households with telephone service that has been disconnected.     
 
To take into account these non-telephonic households in an RDD survey, information 
from those with disrupted telephone service may be used as proxies to represent the non-
telephone households (NPTS, 1995). To account for the non- telephone households, the 
number of households having this type of connections will be determined, and a 
weighting factor will be developed to compensate for those households with no telephone 
connections.  
                   
3.4.1.3. Weighting for differential response rate 
 
 Differential Response Rate. Differences in response rates between subgroups of 
population may introduce systematic discrepancies between the sample and the   
population, even if the selected sample represents the population perfectly. Weighting 
adjustments can compensate for such differences in response rates. The weights  
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           ( mstmth www ,,  etc.), obtained above, must be adjusted to compensate for the differences in 
response rate.  This adjustment will reduce the bias introduced by non-responding 
households. The adjustment factor is the ratio of the responding households to the 
responding and non-responding households. For non-response adjustments, the             
sampled households are grouped in each adjustment cells. Ideally, adjustment cells 
should be formed using variables that are related both to the likelihood of non-response 
and to the important variables of interest in the survey (such as travel behavior). Often, 
however, the choices are limited because so little is known about the non-respondents and 
because both the respondents and the non-respondents must be classified into adjustment 
cells. Non-response corrections incorporate finding the (weighted) response rates for 
cases in each cell.  For example, in cell j, the response rate ( jR ) is: 
                                     jR  = 
å
å
nej
j
n
j
n
n
rj
1
1 ……………….. …………………(39) 
In which the numerator is the number of respondents in the cell j (and rjn  is the number of 
respondent households in that cell) and the denominator is the all-eligible cases 
(households) in that cell (and ejn  is the number of eligible cases in the cell). The adjusted 
weight ( rw ) is the base weight ( w ) for the cell j divided by the weighted response rate 
( jR ): 
                                            
j
r R
w
w = ………………………………………………………(40) 
By substituting equation (39) into (40), it can be shown that the adjusted weights for the 
respondents in cell j equals the sum of the base weights for the eligible cases in that cell. 
For example, in any County 700 of the selected telephone numbers turned out to be eligible 
for a particular study. The sum of the weights for these cases was 700,000 (numbers of 
telephone in the study area). Therefore, each household has an initial weight w = 1000. If 
560 households, out of the 700 eligible households responses, the response rate according 
to equation (39), jR  = 560/700 = 0.8 and the weighted response rate according to equation 
(40), rw = w  /0.8 = 1.25 w or 1250. 
 
When there are two phases of data collection- a screening phase and a main interview 
phase- separate non-response adjustment should be calculated for each phase.  If jR1  
denotes the weighted response rate for cell j in first phase of data collection and jR2  the 
response rate for the second phase, then the adjusted weight would be: 
 
                                     rw = 
jj RR
w
21
…………………………………….    (41) 
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For example, for any survey, if the recruitment rate for the eligible households is 60 
percents, and 80 percents of the recruited households completed the survey, the overall 
response rate for the sampled households according to equation (41) is, rw = w / 0.6 x 0.8 
= 2.08 w  
 
3.4.1.4. Post -stratification of household weights 
 
The sum of the weights for all sampling units (households) represents an estimate of the 
size of the survey population. If independent estimates of the size of the population in 
each cell are available, the sample must be post-stratified to bring the survey weights into 
agreement with outside population figures. Post stratification involves comparing the sum 
of the weights for a given subgroup with the population estimate for that group. The post 
stratification adjustment is calculated by multiplying the adjusted weight of cases in a 
sub-group; say subgroup j, by the ratio of the population estimate for that sub-group (say, 
jN ) over the sum of the weights for sample cases in that subgroup:  
                                                                                                                                     
                  pw = adjustedjw
å adjustedj
j
w
N
………………… …………………….(42) 
 where, 
         pw is the post stratified adjusted weight, 
         
adjustedj
w  is the adjusted weight of cases in subgroup j,  
         
adjustedj
wå  is sum of their weights for sample cases in that subgroup before any       
          post stratification is applied, and jN the population estimate for that subgroup. 
 
For computing the post stratification weights, if sum of the weights is considered then 
adjustedj
wå = 700,000, and the adjusted initial weight for each household from equation 
(40), 
adjustedj
w  = 1250. If, according to the Census figures, the total number of households 
of that area is 720149, then applying the population correction factor according to 
equation (42), the adjusted pw = 1250 x 720149/ 700,000 = 1286 
 
 
More Complex Schemes for Post stratification Weighting. 
The method of post stratification described earlier (3.3.1.3) assumes that population 
estimates are available for each weighting cell. Sometimes, data are not available for 
every combination of variables in each cell. But, figures may be available for one-way 
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totals for each variable. In this case an iterative proportional fitting method can be used to 
bring the sum of the cell totals in agreement with the control value (e.g. value from 
census). The process works by first adjusting the weights to bring the survey figures into 
line with one set of population figures. Then they are adjusted to agree with the other set 
of population figures. This process is continued until the survey weights converge with 
both sets of population figures.  
    
The process of bringing the two sets of numbers into line starts with an adjustment to row 
totals. If jkT denotes a cell value in row j and column k, then +jT represents the sum 
across the cells in row j, and kT+ the total across the cells in column k. Let 
ow  represent 
the initial weight before any adjustment to population figures. The new weight adjusted 
to row population figures will simply be the old, unadjusted weight times an adjustment 
factor: 
 
           rjkw
,1 = jkw0  0
+
+
j
j
T
N
…………………………………………(43) 
 where, 
  rjkw
,1 is the new adjusted weight to the row population figure, 
 jkw0   is the unadjusted weight for that cell,  
0
+j
j
T
N
, the adjustment factor which is the ratio between the population figures   
            for row j and the sum of the current weights in that row. 
 
 
The next step is to adjust the new weights to the column totals. Once again, this is done 
by multiplying the current weights by an adjustment factor – the ratio between the 
population figure for the column and the sum of the current weights for that column: 
 
                         cjkw
,1 = 
r
jkw
,1
 
r
k
k
T
N
,1
+
+ .   ……………………………………(44) 
The whole process is now repeated, starting with the new adjusted sums. The weights 
produced in one- iteration (iteration m +1) adjust those produced in the previous iteration 
(iteration m): 
 
                        rmjkw
,1+ = cmjkw
,
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j
j
T
N
,
+
+  ………………………………………(45) 
                    cmjkw
,1+  = rmjkw
,1+  
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k
k
T
N
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+
+ ………………………………….(46) 
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The method can be used for more than two variables as well. For example, in the case of 
three variables, if jkiT  represent the sum of the weights for a given cell in a three 
dimensional matrix with dimensions ikj ,, , the new adjusted weight for the three 
population control conditions can be estimated as: 
 
                         =jjkiw
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o
j
j
jki T
N
w
++
++0 ……………………………………….(47) 
                        kjkiw
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                        =ijkiw
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These three successive adjustments constitute a cycle, which is then repeated until the 
survey sample values satisfy all three sets of population conditions simultaneously.          
 
The final household weights are the product of all the weighting procedures described 
above. The adjusted household weights are appropriate for use in weighting all household 
variable data. 
 
 
3.4.2. Person Weights  
The person-level weight indicates how many persons from the whole population (of the 
study area) are represented by each sampled person data. Similar to the household 
weights, the person level weight is used to obtain representative statistics for person level 
analysis of the population, and is derived in the same way as the household weights with 
the exception that weights are derived from person- level data. For example, the person 
weights are used whenever one is interested to estimate the number of persons in the 
population by different age groups, or to get an estimate of numbers of persons in the 
population according to sex, or the numbers of licensed drivers etc. The initial person 
weight, which is the selection probability of each person data, is computed, and is 
weighted (adjusted) for differences in their selection probabilities (if any, required), or for 
person level non-response, or for unequal responses between different subgroups of 
population. Sometimes, two or more characteristics of the persons are to be considered to 
get an estimate of the population on several person characteristics, and in such 
circumstances the persons data is post stratified according to the variables of interest and 
are weighted on known values (controls) as provided by the census. 
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3.4.3. Trip Weights 
 
 The trip weights or travel day weights are simple functions of the adjusted person 
weights. Depending on the data requirements for trips, the final person weights can be 
subsequently weighted to get information on trips made by each person of the sampled 
data. For example, to get an annual estimate of trips made by persons in a specific group, 
the person weight must be multiplied by the average numbers of trips made by each 
person in that group and multiplying it by 365 and summing up the results will give an 
estimate of trips made annually by persons in that group of the study area.  
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Chapter 4 Inventory of Past Survey Practices 
 
 
This chapter provides in-depth information on issues related to identification and 
assessment of bias in household travel survey data. Information was gathered by 
reviewing some of the recent household sampled survey reports. The review was made to 
establish, first, the state of practices of household sampled surveys on issues of assessing 
bias. Secondly, when bias was identified in those surveys, the study sought to identify, 
the presence and extent of observed bias, the variables that were considered for assessing 
bias, and the conditions held responsible for the bias in the survey data. Finally, the 
methods used to adjust the biased data were observed. To establish a relationship between 
the variables that were found to be biased mostly in past surveys, the specific design 
features of past survey instruments were reviewed to identify if they were accountable for 
the low responses, or biases in the survey data.  Additionally, a statistical analysis was 
performed on the survey data on variables, which were used in past studies and are likely 
to decide the trip characteristics of households or persons, to observe the variability 
(dispersion) in their distributions.   
 
Nine recent surveys were investigated in order to establish an inventory of current 
practice. The surveys reviewed included: 
 
Ø The 1995 Origin Destination Survey for Northwestern Indiana, 
Ø The 1991 California Statewide Survey, 
Ø The 1996 Bay Area Survey, 
Ø The 1998-99 Greenville Travel Study 
Ø The 1993 Wasatch Home Interview Travel Survey 
Ø The 1996 Broward Travel Characteristics Survey, 
Ø The 1996-97 Corpus Christi Study Area Travel Survey, 
Ø The 1997-98 Regional (New Jersey, New York, Connecticut) Travel Household 
Interview Survey, and 
Ø The 2000 Southeast Florida Regional Travel Characteristics Survey 
 
 
4.1 Assessment of Bias in Past Surveys 
 
4.1.1. Identifying the Extent of Bias in Past Surveys 
 
Five of the nine surveys above reported identifying bias in their sampled data. The 
surveys reporting bias are - the Regional Travel Household Interview Surveys, the Bay 
Area Survey, the Broward Travel Characteristics Survey, the Corpus Christi survey, and 
the Origin-Destination survey for Northwestern Indiana. Bias was determined in those 
surveys from comparison of certain demographics of households and persons to their 
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population counterparts in the Census’ Public Use Microdata Sample (PUMS) as 
illustrated in Table 1. The remaining four surveys did not identify bias by comparison to 
supplemental data.  
 
 
4.1.2. Identified Variables 
  
Most of the surveys used similar socio-demographic characteristics of the household and 
person data to identify bias. In the household data, the usual variables are household size, 
household vehicle availability, and number of household workers, household home 
ownership, and household income. In the person data, age, gender, employment status, 
and drivers’ license status were often used.  Three key conditions in households were 
identified where bias was often observed. They are: 
 
Ø Households with 4 or more persons, 
Ø Households with no vehicles, 
Ø Households earning less than $10,000/year 
The other variables that were under-represented are households having no-workers, and 
those with more than 2-workers. Additionally, the observations of the person file depicts 
that persons in the age groups 19 – 35 are under-represented. The variables used for 
assessing bias in the five surveys are illustrated in (Table 1).  
 
 
4.1.3. Identified Circumstances  
 
Circumstances responsible for initiating bias in the sampled data during data acquisition 
processes were identified from the information provided in the past surveys. As a means 
to reduce bias in the sampled data, weighting adjustments were suggested in past surveys. 
Conditions were recognized where weighting adjustments were recommended. They 
were as follows: 
 
§ for disproportionate rates of sampling between stratum of population 
§ for differences in selection probabilities of individual cases  
§ for differences in response rates between subgroups of population, and, 
§ for known differences between the survey samples and the population values. 
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Table 1 Extent of Bias Observed in Past Surveys 
 
 
                   Survey Biases Identified 
 
Ø The 1997-98 Regional (New York, 
North Jersey) Travel Household 
Interview Survey (RTHIS) 
Household variables 
 
> Households with 4 + person (5.1 % under-
represented), 
> Households with no vehicles (9.1% under-
represented), 
> Households earning less than $10,000 
(7.1%under - represented) 
 
 
Ø The 1996 Bay Area Travel Survey 
Household variables 
 
> Households with 4 + person (8.4% under- 
represented), 
> Female household member (1.5% under- 
         represented 
> One person household  (8.6% over-
represented) 
> Households with no-vehicles (4.6% under- 
represented), 
> Household with one-vehicle (4% over-
represented) 
> Households earning less than $ 10,000 (5.6% 
under-represented), 
> Households with no workers or more than two 
workers (3.5% % under-represented), 
> Households earning between $60,000 but less 
than   $75,000 (21.9% under-represented), and  
> Households that rent their residence (7% 
under-represented) 
Person Variables 
 
> Age 19 – 29 years of old (5.6% under-
represented) 
> Unemployed (1.6% under-represented 
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Table 1 continued  
 
 
 
 
 
 
4.2. Measures Adopted in Past Surveys for Biases in the Sample 
 
Regarding the measures adopted to correct biased data, only the New York and North 
Jersey Regional Travel Household Interview Survey (RTHIS) made a detailed analysis of 
the sampled data to account for the sampling, and non-sampling biases. This survey used 
a fairly elaborate method of weighting and factoring techniques to correct the biases that 
might have affected their sampled data, due to the disproportionate sampling rate, non-
linear telephone distributions, differences in the selection probability due to multiple, and 
 
Ø The 1996-97 Corpus Christi Study 
Area Travel Survey 
Household variables 
 
> Household income less than $15,000 (9.7% 
under-represented 
> 4 + person household (1.8% under-
represented) 
> Two- person households  (6.5 %over-
represented 
 
 Person variables 
> Age 24-35 years of old (6 % under-rep.) 
> Male (2% under-represented) 
 
 
Ø The 1996 Broward Travel 
Characteristics Survey  
Household Variable 
 
> 4+ person households (12 % approx. under-
represented) 
> No- vehicles households (8% approx. under-
represented)  
>  Non-employed household (28 %over-
represented), 
> Single family units (over-represented), 
 
 
Ø The 1995 Origin Destination Survey 
For Northwestern Indiana 
Household Variable 
> Small size household (over-represented) 
 
Person Variable  
> Older people (over-represented)  
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shared telephone lines etc. Data weighting was applied to correct for the bias in the 
sample originating from non-response.  
 
The RTHIS sample design and selection were performed according to Cambridge 
Systematic’s plan that utilizes 17 “mode leadership densities” (Table 2) to capture the 
differences in mode utilization within the various residential density groups within the 
counties of the study area. The sample was stratified into mode leadership density 
categories within the 28 counties across the study area (Table 3).  In order to determine 
the mode leadership density sample categories, the study area was first evaluated in terms 
of population density, then mode choice availability. The residential densities were 
categorized into very high, high, moderate, and low groups. Mode leaderships were 
expressed in terms of available modes for the region. The same mode appears in several 
strata, based on population density.  
 
The survey used a two-step weighting method to correct the biases present in their data. 
Stage 1 of the weighting process adjusted the data for unequal probability of selection 
due to differential rates of sampling, and non- linear telephone ownership patterns etc., 
while the stage 2 weights compensated the data for non-responses. 
 
Stage 1 Weight Calculations.   The stage 1 weight calculation is comprised of five 
elements or factors. These are described individually below. 
 
Factor 1 accounted for differential probabilities of selection in the sample generation 
stage. The study area was not homogeneous in terms of telephone ownership. Certain 
locations have very high level of telephone ownership and very different rates of working 
telephone numbers, while others were much more stable and have higher rates of 
ownership and working rates. Therefore, the FACTOR 1 was introduced which 
incorporates the probability of selection weighting and the heterogeneity of counties in 
the study region by combining weighting with geographic balancing.   
 
The factor calculation process for county and Density Mode Leadership District strata is 
shown below. To explain the weighting factor development process for county and mode 
leadership district strata, the factor calculation process for New York County, for mode 
leadership dis trict 1 (Ref. Table 3) is illustrated below: 
 
i. A total of 1167 households completed the RTHIS in New York County, Density / 
Mode Leadership District 1 (Table 2). Further, there were a total of 10,971 
completed sampled households (returned complete travel information) within the 
28 counties, in all mode leadership districts.  
 
ii. According to the 1996 estimate developed in the NYMTC Transportation Model 
county total allocated by Density / Mode Leadership District, there were 458,749 
households in New York County, Density / Mode Leadership District 1. Also, 
there were a total of 7,180,538 households within the 28 counties in all mode 
leadership districts (aggregate total). 
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iii. For New York County, Density / Mode Leadership District 1 (Table 3) cell, the 
probability of selection of 1,167 sampled household out of a total 10,971 
households (universe) was 0.1063 (1,166/10,971). 
 
iv. Similarly, for New York County, Density / Mode Leadership District 1 cell, the 
probability of selection of 458,749 actual household present to the total 
(universe) households of 7,180,538 was 0.0639 or 6.39% (458,749/ 7,180,538). 
 
 
Table 2 Density-Mode Leadership Categories for New York and North Jersey 
 
 
 
Density 
 
Mode Leadership 
 
Group ID 
 
Very High  
Taxi 
Auto, Bus 
All Other 
1 
2 
3 
 
 
 
High 
Subway 
Railroad 
Bus 
Ferry 
Walk / Bicycle 
All Other 
11 
12 
13 
14 
15 
16 
 
 
Moderate 
Railroad 
Walk / Bicycle 
Bus 
All Other 
21 
22 
23 
24 
 
 
 Low 
Railroad 
Bus 
Walk / Bicycle 
All Other 
 
31 
32 
33 
35 
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Table 3 Actual Number of Sampled Households by County and Mode Leadership 
Density. 
 
   Mode Leadership Density   
 Group Id 1 2 3 11 12 13 14 15 16 21 22 23 24 31 32 33 35 Total 
New York  
Counties                                     
Bronx     172 99                           271 
Dutchess                     46   18     133 78 275 
Kings     428 61                           489 
Nassau                                     
New York  1167   270         112                   1548 
Orange               31     32       58 80 69 270 
Putnam                                     
Queens     134 142                   76     185 261 
Richmond             749               64     813 
Rockland                                     
Suffolk         7     1 20 54 13   141 50 2 33 111 432 
Westchester         114     11   76 48     73       322 
New Jersey  
Counties                                     
Bergen         2 9 137   95 12 10 214 23 18 70 34 19 643 
Essex           232     52 11 30 30 23 11 22   7 418 
Hudson   142   188   56   63     27       13     489 
Hunterdon                                   276 
Mercer                                   409 
Middlesex         8     41   36 9   50 13 152 49 18 376 
Monmouth               15 5   103 26 43 59 89 43 50 433 
Morris                   3 45 19 28 5 2 41 145 288 
Ocean                                   269 
Passaic               45 72   20   67     10 61 275 
Somerset                 17   31   44     5 169 266 
Sussex                                    277 
Union         36       76 43     80 18 7     260 
Warren                                   271 
Connecticut  
Counties                                     
Fairfield                 44 33     39 103 11   40 270 
New Haven                                   160 
Total 1166 142 1004 494 327 297 886 343 410 339 451 299 564 450 741 435 961 10971 
 
 
 
 
 
 
 
46 
 
v. In a perfect setting, the percent of totals calculated for the sample and the 
universe would be the same, setting the probability of selection to 1.While the 
RTHIS households represented 10.63% of the total sample, they accounted for 
6.4% of the total population. To create the factor for New York County, Density / 
Mode Leadership District 1, the completed RTHIS households were brought into 
line with the population of that same area. Specifically, 0.0639 was divided by 
0.1063 to create the weighting factor 1 ( iW1 ) of 0.601 for the New York County, 
Density / Mode Leadership District 1.    
 
   
CALCULATION OF FACTOR 1 
 
   (Using equation 1) 
   601.0
10971/1167
7180538/458749
/
/
1 =´=´=´= wnn
NN
wawW
h
h
hhi w  
   Where, hiW1  is the adjusted weight for household i in stratum h.     
       
Factor 2: Multiple Phone Lines for One Household 
 
Fourteen percent of the sampled households in the study area indicated that they have 
more than one working phone line. Overall, the 10,971 households (Table 4) reported 
having 12,624 voice lines available, so the Factor 2 was created to compensate for cases 
in which more than one phone line was available. 
 
Table 4 Total Numbers of Phone Lines for Household in RTHIS 
 
 
faxlineslinestel #.# -              # of                    #  of telephone lines      Factor  2  
                                                Households                    presented  
 1                                                   9,537                                 9,537                             *1.073 
 2                                                   1252                                  2504                             **0.54 
 3                                                    154                                     462                                 0.36 
 4                                                     19                                       76                                  0.27 
 5                                                     9                                          45                                 0.21 
 Total                                           10,971                                 12,624 
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CALCULATION OF FACTOR 2 
(Using equation 2) 
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Factor 3: Multiple Households Sharing One Phone Number  
 
A total of 27 households reported sharing a phone line with other households. Therefore, 
the 10,971-sampled phone numbers actually represents 10,956 households (Table 5). 
Factor 3 was developed to adjust this so that each household had one phone line. 
 
 
Table 5 Total Numbers of Households per Phone Line  
 
 
Total no. of   households           # of Households             # of Phone lines                Factor 3 
/voice line                                    sampled 
1                                                      10944                              10,944                             * 1.001 
2                                                        16                                     8                                      2.003 
3                                                         11                                    3.67                                 3.004 
Total                                                10,971                              10,956  
     
CALCULATION OF FACTOR 3 
(Using Equation 3) 
iW3 = msttw´  
971,1067.38944,10 333231 =´+´+´ WWW  
10971)10956(
10971)67.38944,10(
=
=++
W
W
 
0014.1=W  
31W = 1.00136 w , 32W = 2.003 w  
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Factor 4: Episodic Telephone Ownership 
 
For the RTHIS a total of 75 households reported being without a telephone service for 
two weeks or longer during the past years. To determine the weighting factor required to 
adjust for episodic telephone ownership, the RTHIS data were compared to non-
telephone ownership as reported in the Current Population Survey (CPS) conducted by 
Bureau of Census. Using the customized data access software provided in the CPS 
website, it was determined that 5.3% of households in New York, New Jersey and 
Connecticut were non-telephone households (this include both interrupted and hard core 
non-telephone owners). Based on sketchy evidence collected through in-person 
interviews and follow up surveys for the study area it was established that 50 percent of 
the non-telephonic households were episodic. Based on NuStats experience the CPS 
(Current Population Survey) distribution was adjusted to allow for a direct comparison 
with RTHIS data. Factor 4 (Table 6) was introduced to account for this episodic 
telephone connection. 
 
Table 6 Interrupted Telephone Ownership Factors  
 
 
Is Phone Service      RTHIS               RTHIS           CPS Data as          CPS data adjusted            Factro4 
Interrupted             Respondents         Percent          Reported on             for interruption 
                                                                                      website 
 No                        10,896                 0.993                    0.9470                       0.9735                    * 0.9803  
 Yes                             75                 0.006836               0.0530                       0.0265                   **3.8764 
Total                      10,971                  1.00                      1.00                          1.00 
 
 
CALCULATION OF FACTOR 4 
 )int(4 erruptionnoserviceiW      =0.9735/0.993= 0.9803 w         
)(4 eserviceictelephonwithepisodiW  = .0265/. 006836=3.8764 w  
 
Factor 5: Normalization of Weights. This was developed to adjust the weighted data 
(Factor 1 through 4), to the actual number of sampled data.  After the stage 1 weighting, 
the weighted data ( gW ) represent 11,530 households rather than 10,971 households 
actually sampled ( sW ).  So, the weighting factor 5 was introduced to accommodate the 
discrepancy. 
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CALCULATION OF FACTOR 5 
(Using equation 5) 
weighted
sampled
i W
W
wW ´=5 = 11530
10971w
= .9515177 w , where =w the base weight 
Once each case was received a value for each of the five factors, The Stage 1 weight was 
calculated through the multiplication of the five factors. 
 
 
Stage 2 Weight Calculations  
 
The second stage weighting was aimed at adjusting the data for bias in the sample 
stemming from non-response. Weighting was applied for the biases resulting from non-
responses on the basis of household size, vehicle ownership, and household income.  
 
To determine the extent to which non-response bias played a role in RTHIS data set, the 
household demographic characteristics were compared to the same demographics in the 
1990 Census’ Public Use Microdata Sample (PUMS) data for the 28-counties in the study 
area. Distributions of the three key demographic variables used in the stage 2 process are 
shown (Table 7). The extent of bias was determined by comparing the census value with 
the weighted data (Stage 1 weighting).  Two complex three-dimensional tables were 
created using household size, number of household vehicles, and household income 
variables using both the RTHIS and the PUMS data. The process determines the 
probability of selection weights for the sampled households using these two tables. The 
counts in each sub-group cell was converted to percents of table totals and then 
comparing with the percents present in the population overall weighting factor was 
determined for the stage 2 weighting process.  
 
In the 1996 Bay Area Survey the households’ demographics that were considered for 
assessing bias were household size, household workers, household vehicles, household 
income, and home ownership. Non-responding households in the Bay area travel study 
appear to have the following characteristics: 
 
Ø Households with 4 or more persons (under-represented), 
Ø Households with no workers or more than two workers (under-represented), 
Ø Households with no-vehicles (under-represented), 
Ø Households earning less than $ 10,000 and $20,000 (under-represented), 
Ø Households earning between $60,000 and $75,000 (under-represented),  
Ø Households that rent their residence (under-represented). 
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Table 7   Extent of Bias in Household Demographics (comparing between RTHIS 
and the 1990 census) 
 
Survey Variables Stage households 1990 Census 
Data 
Differences 
Household size 
1 person 
2 person 
3 person 
4+ person  
 
30.1% 
31.6% 
16.0% 
22.3% 
 
26.0% 
28.9% 
17.3% 
27.7% 
 
+ 4.1% 
+ 2.7% 
- 1.3% 
- 5.4% 
Household Vehicles 
0-vehicle 
1-vehicle 
2-vehicles 
3+ vehicles 
 
23.7% 
32.8% 
30.7% 
12.8% 
 
32.8% 
35.9% 
17.7% 
13.6% 
 
-9.1% 
-3.1% 
+13% 
-0.8% 
Household Income 
Less than $10k 
$10k but less than $15k 
$15k but less than $25k 
$25k but less than $35k 
$35k but less than $50k 
$50k but less than $75k 
$75k but less than $100k 
$100k but less than $ 150k 
$150k or more 
 
 
6.5% 
5.7% 
10.0% 
12.5% 
19.0% 
22.5% 
11.7% 
5.3% 
6.7% 
 
13.6% 
6.2% 
12.8% 
13.0% 
17.0% 
19.1% 
8.9% 
5.9% 
3.5% 
 
-7.1% 
-0.5% 
-2.8% 
-0.5% 
+2.0% 
+3.4% 
+2.8% 
-0.6% 
+3.2% 
 
 
 
         The Bay area survey reported weighting and expansion of their sample data so that 
weighted data when aggregated constitutes an unbiased estimate of the population. But, 
no detail of the weighting and expansion process has been documented in the report. 
 
The Origin-Destination survey for Northwestern Indiana ident ified bias in their data due 
to non-reporting of household income and age by a large number of the respondents. It 
has been observed that about 10% of the respondents did not report their income. Survey 
made certain adjustments in their data sets to adjust these missing records. The 
unreported income households of the study area were assigned an income based on  
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known distributions of income with auto ownerships within each of 25 large geographical 
areas known as Super Super Analysis Zones (SSAZs). That is, income categories were 
assigned within a given SSAZ and auto-ownership category based on the distribution of 
known (reported) income levels.  
 
A typical survey input matrix organized by income and auto ownership for sampled 
households for a given SSAZ is shown (Table-8). It also reflects the assigned income 
levels where income was unreported. After the assignment of income to households 
where income was unreported, the matrix-balancing algorithm (iterative trial and error 
operation) was applied until the values converged to control totals. In so doing, basic 
expansion from sample household size to population household size was made.  
A spreadsheet version of the matrix- balancing algorithm (Table-9) is also presented. The 
algorithm is an iterative (repeated trial and error operation) process, which terminates 
after repeated iterations produce no appreciable changes in results (in effects, the results 
are convergent). 
 
Table 8 Survey Input in Matrix Form, SSAZ No. 11 
                                                                       
 
 
 
 
 
 
 
 
 
                   
         CT1                             7             26           22            4            59            15804                                           
         CT2                          5271       5744        3586        1203      15804 
 
The Expansion to Total Housing Units; Expansion Factor = 15,804/ 59 =267.864 
 
                             
 
 
VEHICLES Households’ INCOME 
0 1 2 3 
RT1 RT2 
<15k 5 9 2 0 16 8171 
15k-25k 2 6 2 1 11 2666 
25k-40k 0 8 7 2 17 2413 
40k-60k 0 1 5 1 7 1648 
60k-75k 0 2 4 0 6 557 
75k-100k 0 0 1 0 1 242 
>100k 0 0 1 0 1 107 
52 
 
                                     
                      
                                Table 9 Spreadsheet of Matrix Balancing Algorithm 
 
 
 
VEHICLE 
 
Income (cat) 
No Answer 
 
 0-15k 
 
15-25k 
 
25k-40k 
 
40k-60k 
 
60k-75k 
 
75k-100k 
 
100k 
 
Column total                                    5                        24                    20                        7                        56                                                 
                                                      8.9%                   42.9%              35.7%                12.5 %                100%      
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 None 
0.00 
One 
1.00 
Two 
2.00 
Three 
3.00+ 
Row 
Total 
 
0.00 
  
2 
 
2 
 
2 
6 
10.7% 
 
1.00 
 
4 
 
4 
 
3 
 11 
19.6% 
 
2.00 
 
1 
 
10 
 
2 
 13 
23.2% 
 
3.00 
  
5 
 
4 
 9 
16.1% 
 
4.00 
  
3 
 
4 
 
3 
10 
17.9% 
 
5.00 
   
2 
 
2 
4 
7.1% 
 
6.00 
   
1 
 1 
1.8% 
 
7.00 
    
2 
2 
3.6% 
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The second adjustment of data was made to account for population by age. The survey 
record shows that older individuals are over-represented in their survey samples, as a 
result, the household size of the typical respondents is smaller than that contained in the 
actual population; consequently the overall sampled population is likewise smaller. So, 
an upward adjustment of the survey population was required to reflect the Census derived 
population. A process of factoring was adopted to adjust the population by age.  
 
In the Broward Travel Characteristics study, the socio- economic characteristics of the 
households that returned travel logs were compared with 1990 Census characteristics of 
Broward County. The non-responding households appears to have the following 
characteristic s, 
 
Ø Non-employed household (over-represented), 
Ø Single family units (over-represented), 
Ø Large size households (under-represented), 
Ø Zero vehicle households (under-represented). 
Ø Low income households (under-represented) 
 
The survey data set had a higher percentage of non-employed households. For, examples, 
according to the Census, approximately eighteen percent (18%) of the households in 
Broward County do not have any employed members. However, households without any 
employed members comprised approximately fo rty-six percent (46%) of the households 
in the travel study. This led to lower than anticipated vehicle trip rates. Secondly, the 
survey data set has a higher percentage of single-family units. According to the1990 
Census, in Broward county 57.3% of all dwelling units are either multi- family, co-op or 
condominium units. In the survey sample, 47.5% of all dwelling units are multi- family, 
co-op, or condominium. Finally, the survey data set is low in zero auto households (4.4% 
in survey samples against 10.3% in the census), low- income households (10.7% in 
survey households against 14.0% in census) and in larger size households.  
 
The survey made certain adjustments in their trip rates as their trip rates were found to be 
lower than the Florida Standard Urban Transportation Model System (FSUTMS) trip rate 
for Broward County. Since, the survey samples had records of higher than anticipated 
number of households without employed members, this issue was addressed by weighting 
the raw households vehicle trip rates us ing the employment characteristics of each 
household. The weighting of the vehicle trip rates was based upon the Census that de-
emphasizes the households with non-employed members and amplifies the trip rates from 
households with employed members 
 
The 1991 California Statewide Travel Survey report shows that they used a method of 
statistical weighting to correct for the various biases arising from the sampling plan 
(sampling bias). Statistical weighting of the samples was done to adjust the sample 
proportions to match the actual proportions.  Survey data were weighted by vehicle 
availability (0, 1, 2, and 3+) and household owner / renter cross-classifications to be 
compatible with 1990 Census data (Table 10). The cross classification of sample 
54 
households by vehicle availability and owner/ renter households (Table-11) is presented. 
For analysis of weekday trip data, weights were determined (Table-12) for each region 
and cell as shown below: 
 
 
        =Weight Actual number of housing units (Census) meeting cell criteria in Region X 
              Number of housing unit sampled, meeting cross-classified cell criteria in Region X  
 
 
Table 10 1990 Census Cross-Classification Counts by Region 
 
Owner Occupied Housing Units Renter Occupied Housing Unit State 
0-Veh 1-Veh 2-Veh 3+Veh 0-Veh 1-Veh 2-Veh   3+Veh 
California 205,201 1,402,675 2,522,008 1,645,015 717,903 2,048,979 1,392,747 446,678 
 
 
Table 11 Statewide Travel Survey Sample Cross-Classification Counts by Region 
 
Owner Occupied Housing Units Renter Occupied Housing Unit State 
0-Veh 1-Veh 2-Veh 3+Veh 0-Veh 1-Veh 2-Veh   3+Veh 
California 123 1,899 4,383 3,153 308 1,637 1,430 568 
 
 
Table 12 Statistical Weighting Factors  
 
Owner Occupied Housing Units Renter Occupied Housing Unit State 
0-Veh 1-Veh 2-Veh 3+Veh 0-Veh 1-Veh 2-Veh   3+Veh 
California 1,668.30 738.64 575.41 521.73 2,330.85 1,251.67 973.95 786.40 
 
 
The census data was used to identify population totals in categories distinguished by 
vehicle ownership and owner/renter status. The expansion factors that were used to 
expand the sample were weighted to reproduce totals in each of the categories 
distinguished by vehicle ownership and households’ owner/renter status.  
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The Greenville Urban Area MPO household Travel Survey made certain adjustments in 
the survey data at person level to compensate for missing trips. To account for the 
missing persons’ trips, the trip data were weighted. However, no other efforts were made 
to evaluate the survey for other biases in the data. 
 
The 2000 Southeast Florida Regional Travel Characteristics Survey, trip rates were 
adjusted by factoring to take into account under reporting of trips by persons and workers 
during the data collection stage of the survey.  
 
The 1993 Wasatch Home Interview Travel Survey report shows that survey resolved the 
problems of incorrect or missing information by personal contact or from the other 
information provided by the interviewee or other household member in the diary. 
However, no adjustment or weighting of any survey samples was reported for missing or 
incorrect information as well as for non-reporting or non-response. 
 
 
4.3. Inventory of Past Survey Instruments 
 
4.3.1. Introduction  
The survey instruments used to derive data from household travel surveys comprise three 
elements: a household element, a person element, and a travel or activity element. 
Depending on the recruitment and retrieval methods followed in the survey, auxiliary 
items are added to the survey instruments. For example, for telephone recruitment 
followed by mail- out interview surveys, the two essential items are a recruitment script, 
and a questionnaire or survey diary. To this may be added a retrieval script when the 
survey data is collected by telephone retrieval, or a reminder script when survey data is 
collected by mail. Further, a few surveys make an advance call, occasionally followed by 
an advanced notification or introductory letter before the recruitment call. The purpose of 
this advance call is to secure a confirmed mailing address as well as to introduce the 
respondents to the survey. The introductory letter explains the study and delivers an 
appeal to participate in the survey, emphasizing the importance of the individual 
household’s contribution to the survey. The recruitment interview is used to solicit the 
participation of households and to collect basic demographics of the household and the 
individuals in the household.  The recruitment script is designed to provide the 
respondent with the name of the sponsoring agency, the purpose and anticipated benefits 
of the study, and an indication of the tasks that the household would be expected to 
perform.  Following the recruitment, the survey packages are sent to the recruited 
households. A survey package typically contains the following: 
 
· A cover letter 
· An instruction sheet explaining how to complete the sheet 
· A personalized travel or activity diary. 
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The use of a cover letter to introduce the surveyor and explain the survey questionnaire to 
respondents is considered an excellent means of increasing the understanding of the 
questions as well as response rate, especially in a self-completion survey. A cover letter is 
sent to each household with an individual’s personal data (e.g., name, year of birth, 
employment status, etc.) that is retrieved during the recruitment interview. In the travel or 
activity diary each household member is to record his or her travel or all activities during 
a specified period of time. Immediately after the specified travel day, the travel 
information is collected by a retrieval telephone call, using a retrieval script or by mail-
back of the survey materials. Instructions are provided with each travel or activity diary 
explaining how to complete the diary or form. In a travel diary, the respondents are asked 
to report details about their trips only. Whereas, in an activity diary, respondents are 
asked to report all activities in which they take part – both at home and away from home, 
and travel is determined from the nature of the information provided by them e.g., 
dropping and picking children at school, shopping etc. Research has indicated that this 
results in a more accurate report of travel (Clarke, Dix and Jones, 1981).  
 
In addition to these survey features, an attractive and professional appearance of the 
survey form is very important in self-completion surveys. In fact, for self-completion 
surveys, the overall appearance of the survey form is of vital importance since it is the 
only point of contact with the respondents. However, for the design of survey 
instruments, the most important feature affecting the survey response and survey bias is 
the form of survey questionnaire itself. Design of survey questionnaires are sometimes 
described as the design of survey instruments. This is because; the form of the survey 
questionnaire will vary depending on the survey methods being used. Thus, self-
completion surveys, telephone interviews, household interviews, and interactive group 
interviews will all require some means by which data is to be recorded. Despite the many 
differences in the survey questionnaire, the survey questionnaire design techniques 
should essentially consider the following two issues (Richardson et al, 1995): 
 
· Those designed for completion by respondents, and 
· Those designed for completion by a trained person (interviewer). 
 
Whatever survey method is used, the questionnaire must be designed within the context 
of a number of specific factors for getting good survey responses.  With respect  
to questionnaire design the principal factors that needs to be addressed are (Richardson, 
et al., 1995):  
 
· Questionnaire contents - what are the types of information being sought in the                            
                                        survey? 
   
· Trip Recording Techniques - how are trips and activities being sought from    
                                                          respondents? 
                    
· Physical Nature of Forms – what is the physical nature of survey forms? 
                                                       - what paper size and weight was used? 
                                                       - what colors and printing methods were used? 
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· Question Type – what classification questions were asked and 
                                       where did the classification categories come from? 
 
· Question Form  – which questions were asked as open questions (and why) and 
                                       which questions were asked as closed questions (and why)? 
 
· Question Wording – simple vocabulary? 
                                            words appropriate to the audience? 
                                            length of questions? 
                                            stressful questions? 
                                            loaded questions? 
                  
· Question Instruction –what instructions were provided for respondents/ 
interviewers? 
 
Therefore, it is important to design the survey instruments very carefully with the other 
components of the survey process. A poor design of survey instruments can lead to the 
very similar types of survey errors and survey biases as obtained from the sampling and 
non-sampling errors. The errors in the design of survey instruments can lead to the errors 
of variability and biases. According to Richardson et al., (1995), instrument design can 
results in: 
 
· Data which gives unacceptable level of variability when measuring the 
respondent’s real behavior, or real attitudes (instrument uncertainty); and /or 
 
· data, which is not at all what the survey is trying to measure (instrument bias). 
 
The first of these errors- instrument uncertainties - occurs, for example, when poor 
survey instrument design leads a group of respondents who actually all behaved in the 
same way to report a variety of different behavior, or when they behave in a range of 
different ways to report the same behavior. The error due to instrument variability is 
analogous to imprecision.  
 
The second type of error which is a result of poor survey instrument design – instrument 
bias – occurs when the questions actually lead to the wrong answers. The instrument bias 
(sometimes called systematic bias) is often a serious problem because even if the data is 
recorded precisely it will give inaccurate results.  This is because, when the people are 
answering in the same (but incorrect) way, the resultant instrument bias means that data 
might have been recorded very precisely (repeatable), but unless some careful pre-testing 
(informal trial-and-error testing of various components of the survey process) is carried 
out, there is no assurance that the derived data is accurate. Richardson et al., (1995) 
recommend pilot surveys (including various types of pre-test) to be performed before 
conducting any major surveys to estimate the instrument bias.  
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Relative to the sampling errors and sampling bias, very little research has been carried 
out in the past on instrument uncertainties and instrument biases. One of the main reasons 
for this is that instrument errors are not often obvious –either to the survey designer or to 
the analyst. While there are no fixed rules for designing a survey instrument, there are 
sound principles, which have been derived from controlled experiments as well as from 
recorded experiences.  So, a proper design of survey questionnaires and their proper 
application to the problem would result in a design that would measure accurately what 
the investigators are truly interested to measure.  
 
This study entails an overall review of recent surveys regarding the survey instruments’ 
specific design features, with a view to identify whether some specific features of the 
survey instruments led to low-responses or biases in the survey data. The review includes 
some selected surveys (nine surveys), in which biases have been identified previously. 
The study identifies the instruments used, and establishes the specific design feature of 
the instruments, if any, which could be considered accountable for the identified biases.  
 
 
4.3.2. Specific Design Features of Past Survey Instruments 
 
Three of the nine surveys, the Corpus Christi, the Regional travel survey for New York 
and New Jersey, and the Wasatch survey used 24-hour activity diaries. The Bay Area 
survey used a 48- hour activity diary. The remaining surveys used a 24-hour travel diary. 
None of these surveys used a time-use diary. This show the remaining dominance of the 
trip diary as the survey instrument of choice for household travel surveys during the 
1990s. However, the growing popularity of activity diary is also evident.   
 
Surveys varied in the use of survey frames. Most of the surveys used random dialing of 
telephone numbers to recruit households. Only, the Northwestern Indiana Origin 
Destination Survey used a random list of mailing addresses that was purchased prior to 
the distribution of the survey materials. In this survey, mailing out a recruitment script 
performed recruitment. This was a self-administered mail-out mail- back survey. In the 
Broward survey, a systematic sample pool of households was drawn from the Property 
Appraiser records of Broward County.  CD- ROM Cross- Reference Directories and State 
apartment listings were used to identify phone numbers, and substitute replacement 
households when unlisted phone numbers were encountered. The CD- ROM software 
allowed location by either address or name. 
 
Recruitment interviews were mostly conducted by CATI. Three of the surveys, the New 
York and North Jersey Regional Travel Household Interview Survey (RTHIS), the 
Corpus Christi survey, and the Northwestern Indiana survey used an introductory letter 
that was sent to each household prior to the recruitment call by mail. In the Corpus 
Christi survey, the advance letter was printed on a Corpus Christi Metropolitan Planning 
Organization letterhead to indicate official sponsorship. The purpose of this advance 
letter was to introduce the study and to deliver an appeal to participate, explaining the  
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importance of individual household’s participation in the survey. The Northwestern 
Indiana used an “Icebreaker” letter that informed residents about the ensuing survey. 
 
All the surveys used the method of mailing out the survey materials, although the 
retrieval techniques were not the same. Four of the surveys used mail back as a means of 
data collection. The mail-out, and mail- back surveys included the 1993 Wasatch Home 
Interview Survey, the 1995 Northwestern Indiana Regional Travel Study, the 1996 
Broward Travel Survey (travel logs), and the 1998-1999 Greenville Travel Study. The 
Broward travel survey used a mail-back for the ‘Travel Log Survey’ (daily trip making 
events) only, while the ‘Household Verification Survey’ data was collected by CATI.  
The mail-back surveys adopted a self-administered interview of the respondents followed 
by mailing back of the survey materials. All these surveys provided the postage paid, 
addressed return envelopes. The other five surveys used a method of retrieval by 
telephone. Out of these five, two used activity diaries. None of these surveys was a face-
to-face interview survey. 
 
In the Wasatch survey, the cover letter was signed and addressed by the Chairman of the 
Wasatch Front Regional Commission (WFRC). This was an effort to give the survey a 
professional appearance and to increase the credibility of the survey.  
 
All the surveys used reminder calls. A maximum of ten reminder calls were reported in 
the Corpus Christi survey. The Regional Travel Household Interview Survey made up to 
six attempts to retrieve the recorded survey data. All surveys made a reminder call the 
day before the assigned diary day. 
 
Four surveys reported using a minimum age of 5 years from which travel data were to be 
collected, while in one survey it was 14 years (the Northwestern Regional survey). In two 
of the surveys, data was collected from all the members of the households. A number of 
the features of these nine selected surveys are summarized  (Table 13).  
 
The Regional Travel Survey for New York and North Jersey survey respondents were 
offered three language options. The languages were, English, Spanish, and Chinese, 
while the Corpus Christi survey used bilingual survey application forms and interviewers 
(English and Spanish) to conduct the survey. The rest of the surveys were conducted in 
English alone. 
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Table 13 Design Features of Past Surveys 
 
 
 
 
 
 
 
 
 
 
 
 
Retrieval 
Instrument type 
Retrieval 
Instrument 
Format 
Surveys Recruitment 
Instruments 
Recruitment 
Methods 
Retrieval 
Methods 
Travel Activity Sheet Book 
Contents of Survey 
Package 
The 1991 
California 
Statewide Survey 
Random 
sampling of  
Telephone 
numbers 
Telephone 
recruitment, 
CAT I 
CAT I 24-hour  Form  A recruitment letter, 
instruction sheet, and 
a travel diary (for 
each member 5 yrs 
and older) 
*The 1993 
Wasatch Home 
Interview Travel 
Survey 
Random 
sampling of  
telephone 
number  
Telephone 
recruitment, 
Using CATI 
*Self- 
administered 
mail-back 
 24-hour  1-Day 
Diary 
(Acti
vity) 
A cover letter, a 
household information 
form, a One-Day 
Diary (for each 
member 5 yrs and 
older), a reply paid 
envelope 
*The 1995 Origin 
Destination 
Survey For 
Northwestern 
Indiana 
Mailing lists 
 
Recruitment 
letter mailed 
*Self- 
administered 
mail-back 
24-hour  Form  An introductory letter, 
survey instruction 
sheets, trip reporting 
help list, trip forms 
(for 14 yrs and older 
members), and 
postage paid return 
envelopes  
The 1996 Bay 
Area Travel 
Survey 
Random 
Sampling of 
households, 
stratified by 
counties  
Telephone 
recruitment, 
Using CATI 
Telephone  
Retrieval, 
using CATI 
 48-hour  2-Day 
Diary 
(Acti
vity) 
A personalized cover 
letter, an instruction 
sheet, 
a personalized activity 
diary (for all members 
of households) 
*The 1996 
Broward Travel 
Characteristics 
Survey 
Random 
sampling of 
households 
from Property 
Appraiser 
records 
Telephone 
recruitment 
Telephone 
Retrieval 
(household 
verification) 
 
*Mail back 
survey 
(travel log) 
 
 
24-hour  Travel 
log 
 A household 
verification form, a 
Direct Utility 
Assessment 
questionnaires, and a 
travel log (for 
members 5 yrs and 
older) 
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Table 13 (Continued) 
 
Retrieval 
Instruments 
Retrieval 
Instrument 
Format 
Surveys Recruitment 
Instruments 
Recruitment 
Methods 
Retrieval 
Methods 
Travel Activity Sheet Book 
Contents of Survey 
Package 
The 1997-98 
Regional (New 
York, North Jersey) 
Travel Household 
Interview Survey 
(RTHIS) 
Telephone 
lists 
Telephone 
Recruitment, 
CAT I 
Telephone 
Retrieval, 
CATI  
 24-Hour 
(Place 
based 
activity) 
 Diary A personalized cover 
letter, an instruction 
sheet, an activity/travel 
diary (for all members 
of household) 
*The 1998-99 
Greenville Travel 
Study 
Random 
sampling of 
telephone 
numbers 
Telephone  
Recruitment, 
CATI 
*Mail-
back  
24-
hour  
 Form  A one day travel diary, 
a postage paid return 
envelope 
The 2000 Southeast 
Florida Regional 
Travel 
Characteristics 
Survey 
Random 
sampling of  
Telephone 
numbers 
Telephone 
Recruitment, 
 CATI 
Telephone 
Retrieval 
with real -
time 
geocoding 
24-
hour  
  Travel 
log 
Travel diary (for every 
resident of the 
household including 
infants).  
 
 
* Mail-back surveys 
 
 
One survey, the 1991 California Statewide Travel Survey reported that a minimum of ten 
percent of the interviewer’s work was validated through on- line monitoring or 
supervisory telephone call back. In this survey, the supervisors listened to actual 
interviews while the information was being gathered by the interviewer. In a call back 
validation; the supervisor re-contacted the respondent or another adult member of the 
households and confirmed selected key questions from the original interview, including 
the trip information. These call back validations occurred within 48 hours of the original 
recruitment interview.  However, the Corpus Christi survey reported a random sampling 
call of verification to those households in which at-least one person reported no travel on 
the assigned travel day. The remaining seven surveys reported casual verification of their 
survey data by call back when irregularities or inconsistencies were observed in the 
survey data. 
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Most of the surveys collected similar socio-demographic data, with the usual variables 
being household size, household vehicle availability, household workers, household 
income, gender, age, relationship of household members to the respondent, driver status, 
employment status, and employment category. Only one survey, the Regional Travel 
Household Interview Survey for New York and North Jersey collected information on 
multiple telephones ownership, sharing telephone lines, and interrupted telephone 
connections (episodic telephone service) with other demographics of the household’s 
data.  
 
All of the nine surveys collected information on work status. However, the instruments 
used for collecting the categories of employment and employment status varied from 
survey to survey. Five of the nine surveys collected data on employment status as well as 
on employment category. Three surveys collected data only on industry types. However, 
the categories of employment used in different surveys were different. On employment 
status, and employment category (Table 14 and 15), some of the categories used are 
shown.  
 
The five surveys that identified and reported bias in their sampled data were reported 
previously in Table 1. The magnitudes of the biases identified there were also shown in 
Table 1.  
 
The survey instruments used for collecting information on income, household size, and 
vehicle availability, used similar question but employed different categories in recording 
the data. For example, in all the surveys income was asked as a closed ended question 
with similar wording. However, the categories in which the income was recorded varied 
in terms of the increment used. The Bay Area survey classified the different income 
categories into two income groups (< $40k and > $40k), whereas, in the RTHIS the two 
income groups were <$50k and >$50k. In all the surveys, income was asked as the last 
question in the household interview. Information on income collected at the recruitment 
interview was reviewed and verified during the retrieval interview. The methods used for 
collecting income, vehicle availability, and household size, for the different surveys are 
presented (Table-16). 
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Table 14 Example of Working Status from Recent Surveys 
 
           Surveys Work Status Categories 
> The 1991 California Statewide Survey · Employed full time, employed part time,  
retired, not employed, full time student, other 
 
> The 1993 Wasatch Home Interview Travel 
Survey 
· Employed full time, employed part time, 
multiple jobs, retired, unemployed 
 
> The 1995 Origin Destination Survey For 
Northwestern Indiana 
· Employed full time, employed part time, full 
time student, part time student, unemp loyed 
 
> The 1996 Bay Area Survey 
 
· Employed full time, employed part time , 
unemployed, homemaker, retired, other, student 
full time, and student part time. 
 
> The 1996 Broward Travel Characteristics 
Survey 
· Retired, homemaker, working, unemployed  
> The 1996-97 Corpus Christi Study Area Travel 
Survey 
· Employed, unemployed, not in labor force 
(retired, homemakers), full time student, part 
time student, not enrolled. 
 
> The 1997-98 Regional (New York, North 
Jersey) Travel Household Interview Survey 
(RTHIS) 
· Employed, not employed, retired, homemaker, 
unemployed but looking for work, unemployed 
but not seeking employment, student (part time 
or full time) 
 
> The 1998-99 Greenville Travel Study · Employed full time, employed part time, not 
employed, student (full-time, part time) 
 
> The 2000 Southeast Florida Regional Travel 
Characteristics Survey 
· Work full time, work part time, retired, and 
unemployed. 
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Table 15 Examples of Employment Categories of Recent Surveys 
 
       Surveys Employme nt Categories 
> The 1991 California Statewide Survey · Retail trade, services, education, 
government, other 
> The 1993 Wasatch Home Interview Travel 
Survey 
· N/A 
> The 1995 Origin Destination Survey For 
Northwestern Indiana 
· Industry type: Manufacturing, retail, 
service, other 
> The 1996 Bay Area Survey 
 
· Private for profit company or business, 
private for non-profit company, local 
government, state government, federal 
government, self-employed, work without 
pay at a family business or farm.  
· Industry type: Manufacturing, wholesale, 
retail trade, other (specify) 
> The 1996 Broward Travel Characteristics 
Survey 
--------- 
> The 1996-97 Corpus Christi Study Area Travel 
Survey 
· N/A 
> The 1998-99 Greenville Travel Study · N/A 
> The 2000 Southeast Florida Regional Travel 
Characteristics Survey 
· Industry type: Retail trade, service industry, 
commercial industry, industry, government, 
professional, self employed, church, home 
maker, college work study, farming 
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Table 15 (Continued) 
 
Surveys Employment Categories  
 
> The 1997-98 Regional (New York, North 
Jersey) Travel Household Interview Survey 
(RTHIS) 
 
· Private company, government, self-
employed, something else (specify) 
· Job type: Agriculture, forestry, fisheries, 
      Mining 
           Construction 
           Manufacturing-non durable goods 
           Manufacturing- durable goods 
           Transportation 
           Communications 
           Wholesale trade 
           Retail trade 
          Finance, insurance, or real state 
          Business and repair services 
          Personal services 
          Entertainment, or recreation services 
          Health services 
          Educational services 
          Other Professional or related services 
          Public Administration 
          Other (specify)       
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Table 16 Survey Instruments of Past Surveys Where Biases Were Identified 
 
Surveys Survey Question 
 
The 1997-98 Regional (New York, North Jersey) 
Travel Household Interview Survey (RTHIS) 
  
[Telephone Recruited and Telephone Retrieval    
  Survey] 
Household Income 
And the last piece of information I need to get is the 
total annual household income for last year, 
including all sources of combined income for the 
household. What would be the household income 
level? 
 
[If they were reluctant to say], it was asked, Was it 
above or below $50k.      Above             Below 
Which range would it fall into? 
………… 
………… 
Refused 
 
Household Size 
 
When we interviewed your household last 
week, we were told that there «MLIVE» 
persons in your household and their names 
and ages were: 
 
«FNAME1»« AGE1»         «GENDER1»      
………………………..        ………… 
……………………….         ………… 
 
Vehicle Information 
 
It shows that your household has… vehicles 
available for use including the following makes and 
models. 
 
 «VHYR1»    «VHTYPE1» 
…………..      …………. 
…………..      …………. 
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Table 16 (Continued) 
 
Survey Survey Question 
 
>   The 1996 Bay Area Travel Survey 
     [Telephone Recruited and Telephone    
     Retrieval Survey] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Household Income 
 
INCOME REFUSAL CONVERSION 
(If income was refused during demo interview) 
And the last piece of information I need about your 
household is your total annual household income for 
1994, including all sources for each household 
member. 
Was it above or below $40,000? 
Above                               Below 
(Copy ranges from recruitment interview) 
…………. 
Refused 
Household Income Re -ask 
“ I understand your reluctance to divulge your 
household income to me, but let me assure you that 
the information you provide is confidential. As I 
mentioned, we ask this question only because we 
have to make sure that our survey accurately 
represents the population of the Bay Area.” Is it… 
………. 
(Copy ranges from recruitment interview) 
Household Size 
 
When we interviewed your household last week, we 
were told that there were [------] persons in your 
household, and their names  
COMPUTER LIST NAMES GENDER AGE  
Is this information correct? 
Yes= > skip to next Q  
No=> What corrections should I make to this list? 
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Table 16 (Continued) 
 
 
Survey  Survey Question 
 
The 1996 Bay Area Travel Survey 
[Telephone recruited and Telephone 
Retrieval survey] 
 
 
 
 
 
 
 
Vehicle Information 
 
It shows that your household has [- - -] vehicles 
available for use, with the following makes and 
models: 
COMPUTER LIST so that it can be read “ a YEAR 
MAKE MODEL with an estimated fuel economy of 
XXX MILES PER GALLON”  
Is this information correct? 
YES=> Skip to next Q 
NO=> What corrections should I make to this list? 
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Table 16 (Continued) 
 
Surveys Survey Question 
 
The 1996-97 Corpus Christi Study Area Travel 
Survey. 
[Telephone recruited and Telephone       
 Retrieval   Survey] 
 
 
 
 
Household Income 
 
INCOME REFUSAL 
CONVERSION/VERIFICATION 
And the last piece of information I need to get is the 
annual household income for 1995, including all 
sources of combined income for the household. 
What would be the house income level? 
[If they are reluctant to say, read:] Was it above or 
below $40,000?     Above                        Below 
 
Which range would it fall into? [Read categories] 
………….. 
……………. 
Refused 
 
Household Size 
 
When we interview your household last week, we 
were [COUNT FROM LABEL] persons in your 
household and that their names and ages were: 
[READ NAMES FROM LABEL] 
Is this information correct? 
YES=> Skip to next Q 
NO=> What corrections should I make to this list? 
 
Household Vehicle Information 
 
I show that your household has [COUNT 
FROM LABEL] vehicles available for use 
including the following makes and models 
[READ/ VERIFY THE YEAR AND 
MODEL ON THE LABEL - IF DK/RF OR 
OTHER IS SHOWN TRY TO OBTAIN 
IT] 
[OBTAIN BEGINNING AND ENDING 
ODOMETER READIONG FOR EACH 
VEHICLES ] 
Veh1= Begin                End  
Veh2 = Begin                End 
……….. 
Is this information correct? If Yes [Skip] 
If no, What corrections Should I make? 
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4.3.3. Analysis of Survey Instruments for Bias in the Variables  
 
In those surveys that identified bias in low-income groups, non-responses for overall 
income variable were typically high. In North Jersey and New York survey, the income 
non- response was about 23.6%, in Broward it was approximately 24%, and in Bay Area 
it was 5%. Also, in the Corpus Christi and Northwestern Indiana surveys about 10.6% 
and 10% of the households, respectively, refused to provide information on income. It 
was likely that the households that refused to provide information on their income fell 
into the low-income groups. In the Bay area survey, the non-response on the income 
variable was comparatively low. In this survey, a second request was made to those who 
refused to report their family income (table 16). In this request, the interviewer again 
assured them of maintaining confidentiality of their reported information.   
 
The three surveys where bias was high among low-income groups were telephone 
recruited and telephone retrieval interview surveys. In addition, all three surveys were 
activity based. Since, low-income households are also more likely to be non-telephone 
households, the bias may be due to the fact that this group is underrepresented in the 
sample. With the exception of the RTHIS survey, no efforts were made to collect 
information on non-telephone households. Therefore, it is likely that these sub-groups of 
population might have been ignored by the data collection methods adopted in the 
surveys. It has been established in past research that lack of a phone is often a temporary 
situation in USA. While telephone ownership is not always easy to determine, additional 
question in phone surveys regarding whether the respondent had been phone- less in the 
past year could be valuable in this regard. Many low-income households are hourly 
workers and multiple jobholders. Therefore, even though they have telephones, it is more 
difficult to reach this group of people by telephone during regular calling hours. This 
could be one of the reasons for the high level of non-response, which contributed to the 
under-representation of this group in the population. Efforts could be made to reach these 
households beyond the normal working hours. It is also likely that low-income 
households have low educational levels and since all the three surveys were activity 
based, it is possible the long survey activity form intimidated them.  
 
Regarding the zero vehicle group, difficulty in finding zero-auto households is common 
in telephone recruited travel studies. This is at least partially due to the fact that zero-auto 
households are also normally low- income households. In addition, as the three surveys 
where bias (under-represented) was observed were all activity based, it is also likely that 
many of the households did not complete the long trip diary because they do not own a 
car and they have the idea that the survey was intended to collect car travel.  This 
tendency was observed in the Broward survey. In this survey, the zero auto households 
who did not return the travel log survey package were identified and contacted by 
telephone. Many of these households responded that they did not complete the travel logs 
because they did not own a car. Non-response of this sort can introduce serious 
systematic bias in the survey data if the survey was intended to collect information of this 
sub-group of population (low-income, transit users). Specific instructions with survey 
questionnaires could ease this sort of misconception and reduce the potentials for such 
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instrument bias. Also, some kind of follow up survey by telephone contacts, or other 
means could be helpful in this regard.  
 
Of the three surveys where bias was high for 4+ person households, two of them are 
activity based, and travel data was to be collected from all the members of the 
households. In the third, information was collected from household members aged 5 
years and older. The requirements of completing the travel diary for numerous people 
possibly discouraged the participation of larger households. 
 
Regarding employment status (under-representation), it is likely that households without 
employed persons would travel less and possibly feel they are of less importance to travel 
surveys. In the nine surveys reviewed, all had questions on employment status. Five of 
them had questions on employment categories in addition to employment status.  
However, concerning the survey questions on employment status, some of the surveys 
offered too many categories to identify the respondents’ employment status without the 
use of skip patterns. However, they were not comprehensive (exhaustive) enough to 
classify the respondents properly. For example, in the Corpus Christi survey, to ascertain 
the respondents’ employment status, the following categories were offered: 
 
§ Employed 
§ Not Employed 
§ Not in Labor Force* 
§ Full time student  
§ Part Time student  
§ Not enrolled 
 
* These people are retired or homemakers 
 
Also, in the ‘Northwestern Indiana Origin-Destination Survey’, the categories of work 
status offered was, 
 
§ Employed full- time 
§ Employed part-time 
§ Homemaker 
§ Retired 
§ Student part time 
§ Student full time 
§ Unemployed 
 
A person, who is a part time employee, or unemployed, could also be a student. 
Similarly, a retired person could also be a part time employee. However, no options 
were offered in this survey question to distinguish them.  As a result, when a respondent 
do not find a category in the employment status where he or she actually fits in, they 
will possibly simply disregard it. Additionally, the distinction between the 
‘unemployed’ and ‘not in labor force, is not clear in the survey question. Therefore, to 
detect the respondents’ employment status, it is recommended that the scope of the 
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survey questions must not restrict the respondents to categorize them and at the same 
time the respondents must not get confused by the scope of the categories offered.  
 
The demographic data for household shows that for all the surveys, the highest level of 
non-response was observed in the ‘income’ variable. It was also observed that the 
survey data sets that did not offer “do not know” or “refused” as an open alternative to 
respond the ‘income question’ had higher level of non-response than those had the 
option. In addition, in all the surveys, the low-income group was predominantly 
underrepresented. In an effort to increase the response from the low-income population, 
an additional question with the usual questions on income to ascertain whether the 
households receive income from any of welfare, social security, disability, or any other 
government benefits could be asked. Including the category could possibly provide a 
more appropriate choice for those households that have no income but live off 
accumulated wealth without any form of regular income. 
 
 
4.4. Analysis of the Quality of Past Survey Data 
 
 
4.4.1 Introduction 
 
Survey data that rely on voluntary information provided by the survey respondents are 
subject to many sources of error. These errors may be introduced at different stages of 
data collection and processing. Sometimes, measurements are made using faulty 
instruments, or are recorded by careless surveyors. Recorded results may be barely 
legible, information could be incorrectly coded, or data inappropriately edited.  These 
actions all introduce error into the survey data. Since, the primary purpose of conducting 
a survey is to solicit important information about the population of interest, a detailed 
examination of the survey data is recommended before performing any complex analysis 
on the data set.   
 
In the previous section, quality of the past survey data was assessed based on the amount 
of bias present in the data.  A preliminary statistical examination of the survey data sets 
in possession is performed in this study as a supplementary step in the quality assessment 
process. This analysis is aimed at examining the distribution patterns of the survey 
variables, and their variations in survey statistics. This is because; data about quantitative 
variables can be summarized in three ways: by measure of central tendency, measures of 
dispersion, and measure of shape. Measure of central tendency locates the center of a data 
set. Mean is the most widely known measures of central tendency. Measure of dispersion 
focus on the spread of data around their center, they show the extent to which individual 
values in a data set differ from one another and, hence, differ from their central location. 
Together with the arithmetic mean, the standard deviation is, perhaps the most significant 
parameter of a statistical population. The range is used for the distance measure of 
dispersion. It measures the difference between the largest and smallest observation in a 
set of ungrouped data. However, the range cannot be used to measure variability, because 
it ignores all values except the two extremes.  
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Measure of shape captures the symmetry, or asymmetry of frequency curves. Similarly, 
for qualitative data, the only measure available is the proportion. Thus, the analysis 
results are described and displayed in a number of useful ways - means, standard errors, 
range, frequencies of occurrences, proportions etc. of the survey variables under study.  
Following the preliminary analysis, more complex analyses are carried out that seeks to 
confirm statistical hypotheses and find variations in the value of statistics for the survey 
variables under study.  
 
The survey data sets used for the purpose of this analysis are as follows: 
 
Ø The Broward Travel Characteristics Survey (1996) 
Ø The Regional Travel Household Interview Survey for New York and North Jersey 
(RTHIS, 1997-1998) 
Ø The Southeast Florida Regional Travel Characteristics Study (2000) 
Ø The Ohio- Kentucky –Indiana Survey (1990) 
Ø The Salt Lake City Survey (1993) 
Ø The Phoenix Survey (2000) 
Ø The Dallas Fort Worth Survey (1986) 
 
The data are analyzed in the context of their variability in the value of survey statistics 
obtained for some important categorical and continuous variables. The variables were 
identified in the previous study as the most influential trip characteristics of households. 
The variables considered for this study are: 
 
Ø Household size 
Ø Household vehicle availability 
Ø Household income 
Ø Number of workers in the household 
Ø Number of license driver in the household 
Ø Number of adults in the household 
 
 
4.4.1.1. Sampling errors  
 
Sampling is conducted when time or resources are not available to count every household 
or person. Because every person was not included, the sample has an error associated 
with the results. Therefore, whenever sampling is used, it is necessary to consider 
sampling error. Sampling error arises because of the heterogeneity of the population i.e., 
the sample units (households in household survey) are different from one another and 
since only a subset of the population is measured in a sample survey, it generally cannot 
represent the population distribution perfectly. If the population were homogeneous, then 
all samples (of any size) would yield the same value for the survey statistics. It would not 
be subject to sampling error. Therefore, because of sampling, the statistic of interest to 
the researchers (e.g., a sample mean, sample variances, standard errors etc.) will vary in 
value over different possible samples of households, or persons, given the sample design.  
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The dispersion of a sample distribution is a measure of sampling error. Calculating 
sampling errors allows the measurement of the variability in the estimated statistics, and 
allows the analysts to make probability statements about how large the difference may be 
between a sample’s statistics and its population value. In other words, the estimated 
statistics will be within certain standard errors of the value that would have resulted had 
the survey been conducted in all United States households, rather than in a sample of the 
households. Since, the census covers all of United States households, the census value is 
used in this analysis to represent the population parameters.  
 
Sampling variance is the only variable error in the sample surveys. However, it doesn’t 
reflect the other errors that are introduced in the survey samples due to non-observations, 
non-response, or non-coverage. For example, standard errors are often used to construct 
confidence intervals about sample estimates. These should be interpreted as measuring 
variability about the expected value over all possible applications of the sample design. 
The expected value might be very different from the true population parameter because 
of failure to include some persons in the frame (non-coverage), or failure to measure 
certain kinds of people when they fall in the samples (non-response). That is, the standard 
error measures variability due to sampling different elements, but not variability due to 
differing non-response or non-coverage over samples.  Further, it does not measure the 
difference between the average sample value and its true value in the frame population. 
 
4.4.2. Assessment of Sampling Errors  
 
Statistical analysis of the surveys data sets describing the survey statistics for the key 
variables are performed as a preliminary step in this ana lysis. The sampling error of the 
sample distribution, the missing units, standard error of estimate of mean and 
proportions, and the relative error of estimate is computed for the data sets to describe the 
contents and variations in their distributions, and to compare their outcome.  
 
The demographic information for statistical analyses includes household vehicles, 
household size, household workers, licensed driver, and adult members in the households 
as presented in the following tables (17-21). The data also includes households’ income 
in the various income ranges. For variables such as household size, household vehicles, 
household workers, household drivers, and household adult members, the sampling error 
is calculated based on the unweighted mean. The analysis results are described in tabular 
form, showing sample size, missing units, sample mean, sampling error, standard error of 
mean, and confidence intervals for the estimated mean for each of the variables under 
study.  The estimate of the standard error of mean and proportion is used to draw 
inference about the population mean at 95% and 90% confidence levels. 
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Table 17 Household Sizes 
 
Surveys     N 1- person 2-person  3-person 4+ person Total  Mean 
Broward 702 122 448 77 55 702 2.12 
SEFRTCS 5168 902 1776 950 1540 5168 2.79 
SLC 3082 567 939 459 1117 3082 3.14 
RTHIS 11264 3234 3703 1784 2543 11264 2.43 
DFW 3996 1083 1393 649 871 3996 2.33 
Phoenix 4018 1198 1376 519 925 4018 2.46 
OKI 3001 723 1061 448 769 3001 2.54 
 
 
Table 18 Household Vehicle Availability 
 
Surveys N 0-veh 1-veh 2-veh 3+ Total Mean 
Broward 702 3 319 308 72 702 1.66 
SEFRTCS 5168 202 1722 2353 891 5168 1.82 
SLC 3082 135 859 1381 707 3082 1.97 
RTHIS 11264 2193 3423 3837 1811 11264 1.56 
DFW 3996 207 1316 1731 742 3996 1.75 
Phoenix 4018 0 1643 1473 480 3596 1.54 
OKI 3001 98 835 1461 607 3001 1.86 
 
 
Table 19 Household Workers  
 
Surveys   N 0-worker 1-worker 2-worker 3+worker Total Mean 
Broward 702 405 143 128 26 702 0.69 
SEFRTCS 5168 961 1557 1972 667 5157 1.51 
SLC 3082 591 1181 1110 200 3082 1.31 
RTHIS 11264 2371 4463 3731 699 11264 1.26 
DFW 3996 620 1611 1466 299 3996 1.38 
Phoenix 4018 1061 1566 1161 230 4018 1.15 
OKI 3001 - - - - - - 
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Table 20 Household Licensed Drivers  
 
 
Surveys   N 0-driver 1-driver 2-driver 3 + driver Total Mean 
Broward 702 33 146 474 49 702 1.78 
SEFRTCS 5168 117 1461 2677 845 5100 1.90 
SLC 3082      1.88 
RTHIS 11264 1012 3822 5186 1228 11248 1.62 
DFW 3996      -- 
Phoenix 4018      -- 
OKI 3001 73 894 1670 364 3001 1.804 
 
 
 
Table 21 Household Adult Members  
 
 
Surveys N 0-adult 1-adult 2-adult 3 + adult Total Mean 
Broward 546 1 127 385 33 546 1.833 
SEFRTCS 5168 23 2188 2321 636 5168 1.74 
SLC 3082 0 701 1942 439 3082 1.96 
RTHIS 11264 337 3653 5806 1468 11264 1.79 
DFW 3996 15 1280 2251 450 3996 1.82 
Phoenix 4018      -- 
OKI 3001 0 874 1803 311 2988 1.83 
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Table 22 Statistics for Household Size  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Survey 
  Statistics 
Salt lake City 
Survey 
Broward 
Travel 
Character. 
Survey 
 
 
Southeast 
Florida  
Survey 
(SFRTCS) 
Regional 
Travel 
Survey 
(RTHIS) 
Ohio-
Kentucky- 
Indiana 
Survey  
Phoenix     
Survey 
Dallas 
Fort  
Worth 
(DFW) 
Sampled 
Households (N)  
3082 702 5159 11264 3001 4018 3996 
Missing Data  0 0 9 0 0 0 0 
Mean 3.14 2.12 2.79 2.43 2.54 2.45 2.33 
Std Error of mean .03 .03 .02 .013 .024 .023 0.017 
Maximum size 12 8 13 9 8 9 4 
Minimum 1 1 1 1 1 1 1 
Sampling error (95% 
Confidence) 
5.9% 5.9% 3.94% 2.55% 4.72% 4.52% 3.34% 
Mean Hh size (95% 
con.) 
3.14 ± . 059 2.12 ± . 059 2.79 ± . 04 2.43 ± . 025 2.54 .± 047
2 
2.45 ± . 045 2.33 ± . 033 
Sampling error 
(90%) 
4.93% 4.93% 3.3% 2.14% 3.95% 3.78% 2.8% 
Mean Hh size (90% 
con.) 
3.14 ± . 0493 2.12 ± . 0493 2.79 .± 033 2.43 ± . 021 2.54 ± . 04 2.45 ± . 038 2.33 ± . 028 
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Figure 5 Bar graph showing the variations in mean household size  
 
 
 Table 23 Statistics for Number of Vehicles in the Households  
 
 
  Surveys SLC BROW 
 
 
SFRTCS RTHIS DFW PHOE OKI 
 
Sampled Households  3082 702 5157 11264 3996 4018 3001 
Missing Data  0 0 11 0 0 0 0 
Mean 1.97 1.66 1.82 1.56 1.75 1.535 1.86 
Std Error of mean .02 .03 .013 .011 .01 .015 .014 
Max. number of veh.  8 5 10 9 3 7 3 
Min. number of veh. 0 0 0 0 0 0 0 
Sampling error (95% 
Confidence) 
3.93% 5.9% 2.55% 2.16% 1.97% 2.95% 2.95% 
Mean numbers of 
vehicle (95% 
confidence) 
1.97 ± . 039 1.66 ± . 059 1.82 ±  .0255 1.56 ± . 022 1.79 ± . 0197 1.535 ±  
. 0295 
1.86 ±  
. 0295 
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Figure 6 Bar graph showing the variations in the average number of vehicles 
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Figure 7 Bar graph showing the variations in the average number of workers  
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Table 24 Statistics for Number of Workers in the Household 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Survey 
  Statistics 
Salt lake City 
Survey 
Broward 
Travel 
Character. 
Survey 
 
 
Southeast 
Florida  
Survey 
(SFRTCS) 
Regional 
Travel 
Survey 
(RTHIS) 
Dallas Fort 
Worth Survey 
    Phoenix     
    Survey 
 
Sampled Households (N)  3082 702 5157 11264 3992 4018 
 
Missing Data  0 0 11 0 4 0 
Mean 1.32 0.69 1.51 1.26 1.38 1.15 
Std Error of mean .016 .04 .015 .008 .014 .0143 
Maximum size 5 5 13 5 6 5 
Minimum 0 0 0 0 0 0 
Sampling error (95% 
Confidence) 
3.144% 7.86% 2.95% 1.57% 2.751% 2.81% 
Mean numbers of workers 
(95% confidence) 
1.32 ± . 031 0.69 ± . 079 1.51 ±  .0295 1.26 ± . 016 1.38 ± . 0197 1.15 ± . 0281 
Sampling error (90%) 2.63% 6.58% 2.47% 1.32% 2.303% 2.35% 
Mean numbers of workers 
(90% confidence) 
 
 
 
1.32 ± . 026 
 
 
0.69 ± . 066 1.51 ± . 0247 1.26 ± . 013 1.38 ± . 0165 1.15 ± . 0235 
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Table 25 Statistics for Number of Adult Members in the Household 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Survey 
  Statistics 
Salt lake 
City 
Survey 
Broward 
Travel 
Character. 
Survey 
 
 
Southeast 
Florida  
Survey 
(SEFRTCS) 
Regional 
Travel 
Survey 
(RTHIS) 
Dallas Fort 
Worth 
Survey 
Ohio- 
Kentucky  
Indiana  
Phoenix 
Survey 
Sampled Households (N) 3082 546 5168 11264 3992 2988 4018 
Missing Data 0 0 0 0 0 13 0 
Mean 1.96 1.833 1.74 1.79 1.82 1.83 1.73 
Std Error of mean .0128 .0235 .011 .008 .011 .012 .013 
Max. number of 
adults/hh 
7 4 6 7 7 6 6 
Min. number of adults/hh 1 0 0 0 0 1 0 
Sampling error (95% 
Confidence) 
2.52% 4.62% 2.16% 1.57% 2.16% 2.36% 2.55% 
Mean numbers of adults 
(95% confidence) 
1.96 ± . 025 1.833 ± . 0462 1.74 ±  .0216 1.79 ± . 016 1.82 ± . 
0216 
1.83 ±  
. 0236 
1.73 ±  
.0255 
Sampling error (90%) 2.10% 3.86% 1.81% 1.316% 1.81% 1.97% 2.14% 
Mean numbers of adults 
(90% confidence) 
1.96 ± . 021 1.833 ± . 0386 
 
1.74 ± . 0181 1.79 ± . 032 1.82 ±  
. 0181 
1.83 ±  
. 0197 
1.73 ±  
.0214 
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Figure 8 Bar graph showing the variations in the average number of workers  
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     Figure 9 Bar graph showing variations in the average number of license holders  
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Table 26 Statistics for Number of Licensed Drivers in the Household 
 
 
 
 
 
 
Sampling error for the categorical variable household income is calculated based on 
sample size and proportion of samples within each category. Categories of income used 
for this purpose are,  < $ 10k, <= $50k, and $ 70k +, the three classes that represent the 
common low income, low to medium, and high income groups of population. Sampling 
error is expressed as a percentage for the corresponding income categories as shown in 
Table 27. Statistically significant ranges of survey results are documented at 95% and 
90% confidence interval.  
 
 
 
 
 
 
 
  Survey 
  Statistics 
Salt lake City 
 
Broward 
Survey 
 
 
Southeast 
Florida  
Survey 
 
Regional 
Travel Survey 
(NYC) 
 OKI 
 
Phoenix. 
Sampled Households (N)  2970 702 5100 11264 3001 4018 
Missing Data  112 0 68 0 0 1 
Mean 1.88 1.78 1.90 1.62 1.804 1.58 
Std Error of mean .015 .03 .013 .008 .014 .0125 
Variance 0.660 0.457 0.870 0.768 0.574 0.624 
Max. number of licensed. 
Driver 
6.00 4.00 13.00 6.00 6.00 5.00 
Min. number of licensed. 
driver. 
0.0 0.0 0.0 0.0 0.0 0.0 
Sampling error (95% 
Confidence) 
2.95% 5.90% 2.55% 1.57% 2.75% 2.45% 
Mean numb ers of 
licensed driver (95% 
confidence) 
1.88 ± . 029 1.78 ± . 059  1.90 ±  .0255 1.62 ± . 016 1.804 ± . 0275 1.58 ± . 0245 
Sampling error (90%) 2.47% 4.94% 2.14% 1.32% 2.30% 2.05% 
Mean numbers of 
licensed driver (90% 
confidence) 
1.88 ± . 025 1.78 ± . 049 1.90 ±  .0214 1.62 ± . 013 1.804 ± . 023 1.58 ± . 0205 
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Table 27 Sampling Error of Household Income 
 
Household Income Sampling Error (95% Con.) Sampling Error (90%) Surveys Number of 
Sample 
Household N 
<$10
k 
<=$50k $70k+ <$10k <=$50k $70k+ <$10k <=$50k $70k+ 
NYC Valid      8520 
Missing 2744 
4.6% 46.8% NA ± 0.45
% 
± 1.06% *NA ± 0.37% ± 0.89
% 
NA 
BROW 
 
Valid        609 
Missing     93 
7.7% 66% 6.2% ± 2.12
% 
± 4.29% ± 1.92% ± 1.77% ± 3.59
% 
± 1.61
% 
PHOEX Valid      4018 
Missing       0 
6.4% 58.2% 17.4% ± 0.756
% 
± 1.58% ± 1.172% ± 0.634% ± 1.32
% 
± 0.983
% 
OKI Valid     3001 
Missing       0 
3.0% 54.5% 17.9% ± 0.61
% 
± 1.78% ± 1.15% ± 0.51% ± 1.49
% 
± 0.96
% 
SEFRT Valid       3953 
Missing   1215 
NA 59.9% NA   NA ± 1.53% NA NA ± 1.28
% 
NA 
SLC Valid      3082 
Missing       0 
6.8% 73.1% 7.9% ± 0.89
% 
± 1.57% ± 0.952% ± 0.75% ± 1.31
% 
0.80% 
DFW Valid       3678 
Missing     318 
14.7
% 
61.6% 19.9% ± 1.15
% 
± 1.58% ± 1.29% ± 0.96% ± 1.32
% 
1.08% 
 
*NA - Not available 
 
 
 
4.4.2.1. Computing relative error of estimate (CV) 
 
The quality of survey data is commonly assessed on the basis of sampling error that is 
obtained for different key variables. But, as the different key variables have different 
units of measurement; comparisons among different variables are made possible by 
computing the Co-efficient of Variation (CV). The co-efficient of variation, unlike all the 
measures of absolute dispersion, is expressed as a pure number without any units. 
Therefore, the co-efficient of variation is used in the analysis to compare the relative 
dispersion of two or more distributions that are expressed in different units.  
The co-efficient of variation (CV) is computed for the key variables of the data sets under 
study. The distribution of their variability is presented (Table 28) for comparison 
purpose. It is observed that variations in the mean value of household adult members are 
less than any other variable, and it is almost same for all the surveys. In Broward survey, 
the variations are higher for all of the variables. 
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Table 28 Coefficient of Variation (CV) for Some Important Variables 
 
 
                       Co-efficient of Variation (CV) Surveys 
HH size HH vehicles HH worker HH Drivers HH adults 
RTHIS 0.535% 0.705% 0.635%  0.494% 0.447% 
BROWARD 1.42% 1.81% 5.8% 1.685% NA 
SFRTCS 0.717% 0.715% 0.993% 0.684% 0.632% 
OKI 0.944%    NA  NA 0.767% 0.656% 
PHOENIX 0.937%  0.951%  1.245% 0.791% 0.751% 
SLC 0.955% 1.052%  1.22% 0.798% 0.654% 
DFW   *NA *NA  1.014% NA 0.6% 
 
*NA- Not available 
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             Figure 10 Bar graph showing variations in the households’ demography 
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4.4.2.2. Statistical inferences 
 
The estimates of standard error of mean and proportions for the survey variables under 
study is used to draw inferences about the significance of the population mean and 
proportion. To infer that the population mean Y is within the interval of sample mean 
[ y - )(. ysez ] Y£ y[£ )(. ysez+ ] , the mean and proportion of samples for selected 
survey variables (continuous, and categorical variable) is tested against their true value in 
the population from the ‘Census 2000’ data at 0.05 and 0.10 level of significance against 
their alternative to see whether there is significant differences exist between the two.  
 
 
Table 29 Average Household Sizes for the Survey Samples and the Census  
 
 
Expected population values 
at significance level of the  
Hypothesis test 
Surveys  Sample 
size 
Sample 
mean 
Sam. 
Std 
Dev.  
Std  
Error 
of 
mean 
Census 
value 
(Mean) 
05.=a  1.0=a  
Phoenix 4018 2.46 1.46 .023 2.67 2.41 - 2.51 2.42- 2.50 
Salt Lake 
City 
3082 3.14 1.89 .034 2.97 3.07- 3.20 3.08 – 3.20 
Broward  702 2.12 0.874 .033 2.45 2.06 – 2.18 2.07 – 2.17 
RTHIS:  
New York 
10971 
6021 
 
2.37 
 
1.34 
 
.0173 
 
2.61 
 
2.34 – 2.40 
 
2.34 – 2.40 
New Jersey 4950 2.50 1.32 .0188 2.68 2.46 – 2.54 2.47 – 2.53 
 
 
 
The means of household size for the five survey (Table 29) data sets were tested against 
their population values as provided by the Census 2000 to draw inferences that there is no 
differences between the estimated value of the sample statistics (household means) and 
their corresponding population parameter. The test statistics at .05 and 0.1 level of 
significance shows that the differences between the means are statistically significant. 
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 Table 30 Proportions of Vehicles between the Survey Samples and the Census  
 
 
 
 
 
 
Statistical comparisons were made to draw inferences that there are no significant 
differences between the estimated values of proportions of households in the 0- veh,  
1-veh, 2- veh, and 3 + veh households categories to their corresponding population 
proportions (the census 2000 data) at the desired levels of precision (95% and 90% 
confidence level). Test result (Table 30) shows that they are significantly different except 
for few of the Phoenix and the Broward households (1-veh households). 
 
 
 
 
 
 
 
Proportion of vehicles in the 
sample surveys 
% of total Vehicles  
Proportion in the Census 
 % of total Vehicles  
Expected population values at 
significance level of the  
Hypothesis test  
 
Surveys  
 
N 
Sample 
size 
0 1 
 
2  
 
3+ 
 
0   1 2 3+ 05.=a  
 
1.0=a  
0    9.5 –11.5     9.7 - 11.3 
1 * 39.3 – 42.5 *39.6 – 42.2 
2 35.1 – 38.3 35.4 – 38.0 
Phoenix Survey 
 
Std. error of 
sample prop. 
4018 
 
10.5 
 
 
.005 
40. 9 
 
 
.008 
36.7 
 
 
.008 
12.0 
 
 
.005 
7.6 39.6 38.7 14.1 
3+ 11.0 – 13.0 11.2 – 12. 9 
0 4.4 – 6.0 4.55 – 5.86 
1 31.1 – 34.7 31.4 – 34.4 
2 41.5 – 45.0 41.8 – 44.8 
Salt Lake City 
 
Std. error of 
sample prop. 
 
3082 
 
5.2 
 
.004 
 
32.9 
 
.009 
 
43.3 
 
.009 
 
18.6 
 
.007 
 
6.5 
 
 
 
30.0 
 
41.0 
 
22.5 
3+ 17.3 – 20.0 17.5 – 19.8 
0 0.396 - 0.404 0.397 – 0.403 
1 *41.7 – 49.0 *42.3 – 48.5 
2 40.2 – 47.6 40.8 –47.0 
Broward Survey 
 
Std. error of 
sample prop. 
 
 702 
 
 
0.4 
 
.002 
 
45.4 
 
.019 
 
43.9 
 
.019 
 
10.3 
 
.012 
 
9.4 
 
 
 
43.7 
 
36.5 
 
10.4 
3+ *7.95 – 12.7 *8.3 – 11.5 
0 18.7 –20.3 19.0 – 20.2 
1 29.6 – 31.3 29.7 – 31.1 
2 33.2 – 35.0 33.4 – 34.9 
RTHIS 
 
Std. error of 
sample prop.  
10971 
 
19.5 
 
.004 
30.4 
 
.0044 
34.1 
 
.0045 
16.0 
 
.0035 
32.8 35.9 17.7 13.6 
3+ 15.3 –16.7 15.4 – 16.6 
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Table 31 Comparison of Income between the Survey Samples and the Census  
 
 
 
* Null hypothesis is accepted 
 
 
To infer that the proportions of households in various income groups in the population lie 
within a given interval of the sample proportions, the standard errors of estimates for the 
proportions of households in the low income (< $10k) and medium income ( £ $50k) 
categories were computed at the desired level of confidence (95% and 90%). Based on 
the values of the estimate, comparisons were made between the sample proportions and 
the corresponding population proportions. Test result (Table 31) shows, except a few, 
others lie outside the expected intervals. 
 
 
 
 
 
 
 
 
 
Proportion of 
Household Income 
in % 
Proportion in the 
Census in % 
Expected population values at significance 
 level of the Hypothesis test 
05.=a  1.0=a  
Surveys Samp
le 
size 
< $10k £ $50k <$10k £ $50k 
<$10k £ $50k <$10k £ $50k 
PHOENIX 
Std error. of 
sample 
prop. 
4018 
 
 6.4 
 
.0039 
72.6 
 
.007 
 7.3 49.9 5.63 –7.2  71.2 –74.0 5.76 – 7.0 71.5 –73.8 
SLC 
Std error of 
sample 
prop. 
3082 13.5 
 
.006 
56.7 
 
009 
5.8 51.8 12.3 –14.7 54.9 – 58.5 *12.5 –14.5 55.2 -57.7 
BROW 
Std error of 
sample 
prop. 
702 7.7 
 
.01 
 
66.0 
 
.018 
9.0 58.2 *5.74 –9.7 62.5 –69.5 *6.05 – 9.4 63.0 –69.0 
 
RTHIS 
 
Std error of 
sample 
proportion 
 
 
10971 
  
4.6   
 
 
.002 
  
46.8   
 
 
.0046 
 
  
13.6 
  
62.6 
 
4.2 – 5.0 
 
45.9 – 47.7 
 
*4.3 – 4.9 
 
46.0– 47.6 
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Accumulation of information from past surveys reveals that a majority of past surveys 
identify the presence of bias in their survey data (six out of nine). Among the other three, 
two made certain adjustments in their trip rate to account for the missing data, but no 
other efforts were reported to identify biases from other sources. The six surveys that   
identified bias, the presence of bias was determined by comparison to supplemental data. 
Census data was used as the supplemental data source to detect the presence and the 
extent of observed bias in their sample. The demographics of households that were often 
used to detect the bias are; household size, household vehicle availability, household 
worker, house owner/renter status, and household income. Similarly, the person’s 
characteristics that were most often used to identify bias are, person’s employment status, 
age, gender, and driver’s license status. Concerning the adjustment of biased data, most 
surveys weighted their data by direct comparison to population values. Only one survey, 
the RTHIS (The Regional Travel Household Interview Survey), followed two steps 
weighting procedures to adjust the sampled data for biases resulting from sampling, and 
subsequent post stratification of weighted data from step 1 to adjust further for non-
response, and non-coverage by adjusting to population values. The other surveys 
bypassed the weighting adjustments resulting from sampling, and the post- stratification 
adjustments weights were directly applied to the sampled data to adjust for biases in the 
various survey statistics. Three key conditions in the household data were identified 
where bias was found most.  They are:  
 
Ø Households with 4 or more persons, 
Ø Households with no vehicles, 
Ø Households earning less than $10,000/year 
The other variables that were under-represented are households having no-workers, and 
those with more than 2-workers. Additionally, the observations of the person file depicts 
that persons in the age groups 19 – 35 are under-represented.  
 
The instruments used for those surveys having the biased variables were investigated     
to observe if they had any specific features that could be held accountable for the 
identified bias. It was observed that the three surveys where bias was high for 4+ person 
households, two of them were activity based, and travel data was to be collected from all 
the members of the households. In the third, information was collected from household 
members aged 5 years and older. The requirements of completing the travel diary 
(respondents’ burden) for numerous people possibly discouraged the participation of 
larger households. Regarding the zero- auto households, difficulty in finding (non-
contact) zero-auto households is common in telephone recruited travel studies (all were 
telephone recruited households). This is at least partially due to the fact that zero-auto 
households are also normally low- income households. Besides, these zero-auto 
households have a misconception that travel is for those who possess a car. This 
possibility cannot be ignored, while analyzing zero-auto households. Potential reasons for 
biases in the low income, and unemployed households have been discusses elaborately in 
article 4.3.3 
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A statistical comparison of data from the data sets reviewed in this study was conducted 
to assess the similarity of values among existing data sets. The results of the analysis 
were described and displayed in a number of useful ways - means, standard deviations, 
frequencies of occurrences, standard errors etc. of the survey variables under study. 
Significant differences were observed in the values of means, proportions, and in their 
distribution patterns at the desired levels of confidence (95% and 90%). Discrepancies 
were also significant when the survey statistics for the above mentioned variables were 
compared with their corresponding population parameters. 
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Chapter 5 Demonstration of Weighting and Expansion Process 
 
 
 
5.1. Weighting and Expansion of Data 
 
 
Weights reflect sample design and selection probabilities, as well as adjustments to 
compensate for survey non-response and non-coverage. Problems of bias are typically 
dealt with by adjus ting and weighting the data to known totals. Additionally, based on a 
source of accurate secondary data, the weighted data is often combined with expansion 
factor to describe the population from which the survey samples are derived.  
 
To demonstrate the application of weighting and expansion process on a sampled data, 
the ‘Phoenix Household Travel Survey of 2000’ was selected for analysis. Information on 
households with multiple telephone lines, households having shared telephone lines, 
households with missing person records, differential response rates, non-response, non- 
coverage etc was available in the data. The data weighting was carried out at three levels: 
 
§ The household level 
§ The person level 
§ The trip level 
 
5.1.1. Household Weights 
 
The development of a household weight for the Phoenix data is achieved in two steps. In 
the first step, sampled data is weighted for multiple telephone ownership, shared 
telephone lines, and non-telephone households. Weighting is subsequently applied for 
non-responding households, and households with missing items. Multiplying each data 
value by the appropriate weight and summing the results lead to the final weighted totals 
for the step 1 of the weighting process. A normalized weighting factor is developed to 
bring the weighted samples to actual sampled data. 
 
The second step in the data weighting process is aimed at adjusting the weighted data 
from step 1 so that they agree with the population counts provided by the Census. The 
adjustment is an iterative weighting and expansion process, which adjusts the expanded 
sample iteratively to match the census household estimates on several household 
demographics. 
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5.1.1.1. The initial or base weight 
 
The number of sampled households in the Phoenix household travel survey is 4018. 
According to Census 2000, there are a total of 1,132,886 households in Maricopa County, 
Arizona. Therefore, the probability of selection weight w  of each surveyed households 
is: 
                          
                                   
i
w
Pr
1
= = =
886,132,1
4018
1
281.95 
 
 
5.1.1.2. Weighting for differences in selection probability 
 
The household level weight factor for the Phoenix households is comprised of elements 
that aim to adjust the survey data to correct for unequal probability of selection, for 
telephone ownership patterns, and for the non-telephone households of the study area. It 
is observed that no household in the Phoenix survey data has the record of sharing a 
telephone with another household, therefore, the weighting excludes shared telephone 
lines from the weighting calculation. Therefore, weight calculation involves the 
following:  
 
i. Weighting for multiple telephone lines per household 
ii. Weighting for episodic telephone services 
 
 
i. Multiple Telephone Households 
 
A number of the sampled households indicated that they have more than one working 
phone line that is not dedicated to fax or modem use. The weighting factor to account for 
multiple telephone lines per households is developed through a two-step process. First, 
the actual number of voice lines available to each household was determined by 
subtracting the number of fax lines from the total number of phone lines available to the 
household. Then, a factor was created to adjust the data to compensate for cases where 
more than one phone line is available. The conditions in the Phoenix data are shown in 
Table 32. 
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Table 32 Number of Telephones Lines for Households in Phoenix Data 
 
 
faxlineslinestel #.# -
 
  # of Households  #   of telephone lines   
presented  
0 10 0 
1 3646 3646 
2 287 574 
3 47 141 
4 7 28 
5+ 6 33 
*DK/RF/missing 15 - 
Total 4018 4422 
 
 
*DK/RF= Do not know/ Refused 
 
 
It is observed from Table 32 that a total of 4422 telephone lines are available to 4003 
households (excluding the DK/RF records). The probability of selection of each one-
telephone household is,  
 
      905.0
4422
4003
Pr 1 ==t ,    and the weighting factor, 105.1Pr
1
1
1 ==
t
tw  
 
The multiple telephone households require a weighting factor to adjust for multiplicity as 
given by:                                      
 
                             mw    = 
mt t
1
Pr
1
1
´ = 
m
t t
w
1
1 ´ ,      
 
 =1tw  weighting factor that account for equal selection probability for each household  
 =mw  the weighting factor to adjust for multiple telephone lines 
  =mt   number of telephone lines available to each household 
 
Applying the weighting adjustments for multiple telephone lines, 
 
 mw [3646 x 1tw /1+ 287 x 1tw /2 + 47 x 1tw /3 + 7 x 1tw /4 + 6 x 1tw /5 = 4422 
                                   
                       mw [4208]= 4422, mw = 1.051 
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 and,  for 15 missing data on telephone ownership:  
                     004.1
996.0
1
154003
4003
/1sin ==+
=gmistw  
 
Therefore, the final weighting factor for multiple telephone households (Table 33) is: 
                                          multw = mt ww ´1 gmistw sin´  
 
 
Table 33 Factors for Multiple Telephone Households for Phoenix Data 
 
 
 
 
 
ii. Non-Telephone households 
         Data weighting is applied to account for non-telephone households in the study area by 
considering the data reported by households that have disrupted telephone services for a 
period of more than two weeks (episodic telephone service). In fact, these households 
represent a part of the non-telephone households of the study area. 
 
Of the total 4018 households surveyed in the Phoenix survey, 3773 (93.9%) households 
reported non-disrupted telephone services to their households during the previous twelve-
months [Table 34]. Among the remaining households, 192 households (4.8%) reported 
service interruption in their households during the past twelve months.  
 
 
 
 
 
 
Number of phone 
lines/household 
Weighting factors   
         ( mw ) 
Final Weights multw  
( mw gmistw sin´ ) 
1 1.051 1.055 
2 0.525 0.527 
3 0.350 0.351 
4 0.263 0.264 
5+ 0.21 0.21 
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Table 34 Non -Disrupted and Disrupted Telephone Ownership in Phoenix Data 
 
 
Lack of Phone Service 
 
Frequency Percent 
Non- disrupted 3773 93.9 
Disrupted 192 4.78 
Do not Know 50 1.24 
Refused 3 .08 
Total 4018 100 
 
          
The 192 households that reported service interruptions in their households were again 
classified according to the length of time they were without telephone service as non-
episodic (less than two weeks) and episodic (more than two weeks) telephone service 
ownership (Table 35). Therefore, depending on length of service interruptions, an 
additional 102 (service interruption less than two weeks) households from the 192 
interrupted telephone households were added to the original 3773 no- service interrupted 
households adding up to a total of 3875 (96.4%) households as non-episodic in the study 
area.          
       
Table 35 Episodic Telephone Ownership as Reported in the Phoenix Data 
 
Length of time without telephone service Frequency Percent 
No service interruptions (non-episodic) 3773 93.9 
Less than 2 weeks (non-episodic) 102 2.5 
2 weeks but less than 1 month 24 0.6 
One month but less than 3 months 23 0.6 
Three months to less than six months 17 0.4 
Six months or more 20 0.5 
Do not Know 5 0.1 
Refused 1 0 
 
        
 A total of 59 households fell in “Do not know’ and ‘Refused’ categories (Table 34 and 
35), which occurred during the data collection phase that determined the episodic, and 
non-episodic telephone ownership status of surveyed households. Among the 59 
households, 53 households did not provide information on ‘disrupted and ‘non disrupted’ 
telephone services to their households, and an additional 6 households did not provide 
information on the next question, i.e., length of time the households were without 
telephone services. These households were considered as missing record households in 
the adjustment process. 
 
To account for the missing records in the telephone ownership status, and episodic 
telephone services, three weighting factors are developed. First, an adjustment (
1ep
w ) to 
account for missing records in interrupted telephone ownership, and a second adjustment 
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(
2ep
w ) to account for missing records in episodic ownership status and the final factor 
( epw ), which is the product of the two factors.  
     
      0133.1
4018
3965
1
533965
3965
1
1 ==
+
=epw , 0015.1
3965
3959
1
63959
3959
1
2 ==
+
=epw               
   
                                  epw = 1.0015x 1.0133 = 1.015 
 
The weighted data shows that 3933(97.88%) households (Table 36) of the study are non-
episodic and 85 (2.12%) households have the records of episodic telephone services. 
However, according to the census estimate of 2000, about 2.07% of the households of the 
study area are non-telephone households.  
 
 
Table 36 Weighting Factor for the Missing Households with Disrupted Telephone 
Services 
 
Is phone 
service 
episodic 
Phoenix 
Household 
After adjustment  
for missing 
records epw  
( 21 epep ww ´ ) 
% Of surveyed   
households  
Weighting Factor 
for telephone 
ownership 
 No 3875 3933 97.88   1.019 
 Yes 84 85 2.12     0.25 
 Total 3965 4018 100%  
 
 
Although, the census contains information on total non-telephone households of the study 
area, direct comparison of the two sets of data to develop the weighting factor was not 
feasible because of lack of information in the census about those households experiencing 
an episodic telephone service at the time of census. However, using the sampled data, an 
analysis was made to get an approximate figure of the percentage of households in the 
study area that could be episodic. From a statistical analysis of the episodic telephone 
households of the study area, it is estimated that the surveyed households were out of 
service for an average period of 11 weeks (approx. 3-months). If these surveyed 
households represent the true population conditions on interrupted telephone services, 
then there is a probability that the census observations of total non-telephone households 
include approximate 25% of the episodic telephone households. Therefore, this analysis 
result was used to predict the census percentage of permanently non-telephone 
households of the study area and the episodic telephone services households. 
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% Households in the census with episodic telephone services = 2.07/4= 0.52%  
   
 
% Households in the census permanently without telephone services= 52.007.2 -         
                                                                                                             =  1.55% 
                                                                                                                                                                              
% Of telephone and permanently non-telephone households = 100 –0.52 = 99.48% 
 
 
Therefore, the weighting factor to account for permanently non-telephone household is 
developed as, 
 
=ldstelhousehow 016.188.97
48.99
= , for episodic telephone household, 25.0
12.2
52.0
==episodicw  
                                  
Therefore, the final adjustment factor to account for non-telephone and episodic 
telephone households is given by fnonw and fepw . 
                              
          fnonw   = 1.015 016.1´ , for households with regular telephone services, and 
          fepw     = 1.015 ,25.0´  for households with disrupted telephone services. 
 
 
 
          Final Household Weight 
 
It is the weight given to each household in the sampled data so that the weighted sample 
represents the population conditions. Once each case (household) received a value for 
each of the weighting factors described above, the final household weight for step 1 
weighting process is calculated through the multiplication of the factors as: 
                      finalhw   = multw  ´ /nonfw epfw  
It is observed that the weighted data at this stage when aggregated equals 4021 
households in place of 4018 households actually sampled.   
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Normalized Household Weight 
 
 A normalized weighting factor is developed to bring the weighted samples to actual 
sampled data and is given by: 
 
                          =normalizedhw  
weighted
sampled
w
w
= 999.0
4021
4018
= =1.00 
      therefore,    
normalizedfinalh
w   = multw  ´ /nonfw epfw ´ normalizedhw  
 
Comparison of Households’ demographics for the Phoenix Data (after step 1 
weighting) with Census 2000 
 
A total of 4018 households participated in the Phoenix Household Travel Survey. The 
household data includes demographic information about the households. From the 
information provided by the respondents, some of the important demographic 
characteristics of the surveyed households and the corresponding population parameters 
are presented here (Table 37-40). Some of the demographic statistics presented in the 
tables are weighted from step 1 weighting process before any population corrections are 
applied. The demographic information includes household size, household vehicles, 
number of workers in the households, households’ renter/owner status, and households’ 
income.  
 
 
Table 37 Household Sizes (Weighted) 
 
Household size 1-person 2-person 3-person 4 + person Total n Mean 
Unweighted 
sample 
 
1198 
 
1376 
 
519 
 
925 
 
4018 
 
2.46 
 
Weighted Sample  
1204 
 
1375 
 
513 
 
927 
 
4018 
 
Weighted 
Proportions in the 
Sample 
 
29.96% 
 
34.22% 
 
12.82% 
 
23% 
 
100% 
 
 
Proportions in the 
Population 
24.5% 34.0% 15.2% 26.3% 100% 2.67 
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 Table 38 Household Vehicles (Weighted) 
 
Household vehicle 0-veh 1-vehicle 2-vehicle 3 + vehicle Total n Mean 
Un-weighted 
Sample 
422 1643 1473 480 4018 
Weighted sample 387 1663 1495 475 4020 
1.54 
Weighted 
Proportions in the 
Sample  
 
9.63% 
 
41.4% 
 
37.21% 
 
11.82% 
 
100% 
 
Proportion in the 
Population 
7.00% 38.7% 40.1% 14.3% 100% 1.67 
  
 
Table 39 Households Owner- Renter Status (Weighted) 
 
Household 
Owner/renter status 
 
Owner 
 
 
Renter 
 
 
   Other 
Do not 
know 
/Refused 
 
Total 
Unweighted sample 2749 1248 18 3 4018 
Weighted sample 2730 1289 - - 4018 
Weighted Proportion  67.9% 32.1% - - 100% 
% in the Population 67.5% 32.5%   100% 
 
 
Table 40 Total Household Incomes (Weighted) 
 
    
 
 
 
 
 
 < $ 10k $10k – 
$19.99 
$ 20k – 
$ 34.99k 
$35k-  
$49.99k 
$50k+  Do not 
Know/ 
refused 
Total % 
Un-weighted 
Household 
Income  
259 549 798 733 1281 398 4018 
 Weighted data  285 611 895 815 1414 - 4020 
Weighted 
proportions 
7.10% 15.2% 22.3% 20.3% 35.2% - 100% 
Proportion in the 
population 
 
 
6.8% 11.00% 19.55% 17.5% 45.15  100% 
100 
 
5.1.1.3. Post- stratification of household weights 
 
The weighted data is finally post stratified to adjust for non-response, non-coverage, and 
missing records to reduce bias from the sampled data. The basic concept is to adjust the 
sampling weights of the survey respondents so that they sum to known totals. The post-
stratification adjustment alters the survey sample so that with the weights applied the 
survey sample agrees with the population counts provided by the census 2000.   
 
For the purpose of post-stratification, the sampled households were classified into 
different demographic groups based on information provided by the households during 
the survey. A 4-way cross-classified table (Table 41) with household size, household 
vehicle ownership, households’ owner/renter status, and household income in various 
categories was established.  Household size was divided into four categories (1-person, 2-
person, 3-person, 4+ person). Household vehicles were divided into four categories (0-
veh, 1-veh, 2-veh, 3+ veh) and household owner/renter status into two. Household 
income was divided into five categories (< $10k, $10k-$19.999k, $20k- $34.999k, $35k-
$49.999k, and > $50k). Collectively, therefore, the sample was divided into 4x 4 x 2x 5, 
or 160 categories as shown in Table 41. 
 
 
Table 41 Cross- classified Tables of Phoenix Data for Household Size x Household 
Income x Household Vehicle x Household Owner/Renter 
 
 
Household      1-person household   
2-person 
household   
3-person 
household     
4+ person 
household    Total  
       Income      0- veh  1-veh  2- veh  3+ veh0-veh1-veh2-veh3+veh 0-veh 1-veh 2 veh 3+veh0-veh1-veh2-veh3+veh Sample 
    <$10k owner 17 36 1 0 5 8 5 0 0 2 2 0 0 7 5 1 89 
  renter 65 35 0 0 18 15 4 1 10 15 5 1 13 8 4 0 194 
$10k-$19.99k owner 34 95 10 0 5 34 33 0 1 10 6 0 5 28 24 7 292 
  renter 50 70 2 1 18 43 12 0 11 28 4 2 18 42 14 4 319 
$20k-$34.99k owner 15 169 24 0 0 81 71 10 1 12 28 4 5 43 57 23 543 
  renter 33 88 8 1 15 49 29 4 3 22 11 5 7 47 26 6 354 
$35k-$49.99k owner 6 119 19 5 3 82 129 31 0 18 30 17 1 18 69 28 575 
  renter 6 61 2 1 3 34 33 3 0 15 18 4 3 19 28 8 238 
 $50k+ owner 4 129 32 3 3 77 370 88 0 8 120 75 1 14 188 118 1230 
  renter 2 51 5 2 1 18 33 7 1 7 13 7 2 6 23 6 184 
Total sampled   232 853 103 13 71 441 719 144 27 137 237 115 55 232 438 201 4018 
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Post stratification involved comparing the sum of the weights for a given group with the 
population estimate for that group. Since, independent estimates of the size of the 
population in each subgroup cell (cross-classified cells) are not available, the sample is 
calibrated on margin to bring the survey weights into agreement with the outside 
population figures. An ‘Iterative Proportional Fitting’ procedure is used to calibrate on  
margin. This method is utilized to adjust the households weight simultaneously so the 
sums agree closely with the following marginal controls as provided by the census for: 
 
§ the five income categories ($<10k, $10k- $19.999k, $20k- $34.999k, $35k- 
$49.999k, and $50k+) 
§ the four household sizes (1-person, 2-person, 3-person, and 4+ person) 
§ the four vehicle ownership categories (0-veh, 1-veh, 2-veh, 3+ veh), and,  
§ the two house ownership status categories (owner, renter status) 
 
In doing so, the basic expansion of sampled households to population households was 
first made. Thereafter, the process works by adjusting the weights to bring the survey 
figures into line with one set of population figures. Then they were adjusted to agree with 
the second set of population figures, and so on.  
 
If rihvon /  represent the sum of the weights for the sampled data for a given cell in the four 
dimensional matrices representing income, household size, vehicles, and the owner/renter 
status. Then, +++in  the sums across the cells along income and +++hn the total across the 
cells along the household size, +++ vn , and ron /+++  are sums along vehicle ownership, and 
owner/renter status of households, and +++iN , ++++hN , +++ vN , roN /+++  represents the 
corresponding population figures. Let ow represent the initial weight of any cell before 
any adjustments are made to population figures. The new adjusted weight for the four 
population control conditions can be estimated as: 
 
                   =incomerihvow
,1
/
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+++
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These four successive adjustments constitute a cycle as represented by 1w , the weight on 
cycle-1. In each cycle, adjustments to the marginal conditions (i.e. the four conditions) 
are enforced in sequential steps. This is repeated until the survey samples become stable 
with the satisfaction of all four sets of population conditions. The marginal conditions are 
applied during each cycle and changes are made to the sample values until they match the 
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marginal values. The weights are iteratively adapted from their initial values to those 
values that fulfill the conditions represented by the distributions of the weighting 
characteristics in the population as a whole. An ‘Excel’ worksheet is used to present the 
cross classified systems of variables. Functions were developed in a ‘Visual Basic’ 
program for the proportionate adjustments of the cell frequencies, and were applied to the 
‘Excel’ work sheet to carry out the iteration operation. The output obtained from this 
application is shown in Appendix A. In this application, data converged to within 99% of 
the population figures after two cycles of operations (i.e. eight iterations).   
 
To compare the results obtained by ‘Iterative proportional Fitting’ method of 
adjustments, an analysis was carried out by applying the ‘Step by Step’ method of 
adjustments used in the past by Sammer (1995) and Armoogum et al., (1997) to the same 
data set. The ‘Step by Step’ procedure processes the individual weighting steps in 
sequence. Weighting is carried out which attempts to establish representative samples 
through a multistage procedure. The data weighting corresponds to the stratification of 
the sampled data. The sampled data are progressively adjusted to the marginal conditions. 
When the four steps (for the four variables) weighting was applied to the data set, the 
weighted data corresponds to the cycle-1 of the iterative proportional fitting adjustments. 
The output obtained from this application is shown in Appendix B. It is observed that the 
step by step procedure shows considerable deviations (Table 42) in their distributions 
when compared to the population values as a whole for the four variables under study.  
While the distributions using the simultaneous weighting procedures (Iterative 
proportional Fitting) correspond exactly to that for the population as a whole). 
 
Statistical adjustment was applied primarily to effect compromises with statistical 
fluctuations (sampling errors and errors of observations). A bias is never discovered or 
measured, nor has any meaning, unless two or more distinct methods of observations are 
compared with each other. Statistical adjustments of data, together with the methods of 
quality controls, are powerful tools in the assessment of biases. Simultaneous adjustment 
for bias and statistical fluctuations can often be made, when sample frequencies 
constituting observations on the breakdown of a certain class of the population are 
adjusted to the known totals of that class.  
 
A least squares adjustment of sampling data is regarded as a systematic procedure for 
obtaining satisfaction of the conditions imposed, and at the same time effecting an 
improvement of the data in the sense of obtaining results of smaller variance than the 
sample itself, under ideal conditions of sampling from a stable universe. It must not be 
supposed that any particular adjusted cell frequency is necessarily better than the original 
sample frequency in the sense of being closer to the complete counts (census). It may be, 
but also it may not be, and there is no statistical way of discovering it. All we know is 
that on the average the adjusted cell frequencies will be better. But the decrease in 
variance is not all; adjustment to known control totals has at the same time the effect of 
eliminating biases in the environment of inherent differences between the sample and 
complete count. This effect is more important than the decrease in variance of the sample 
frequencies. 
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Table 42 Comparisons of Distributions between the Simultaneous and the Step by 
Step Weighting Methods  
 
 
Household Step by step Simultaneous  Population Relative dev.  from pop. 
Income weighted Weighted   Step by Step Simultaneous 
<$10k 6.50% 6.80% 6.80% -5% 0% 
$10k- $19.99k 11.10% 11.00% 11.00% 0.91% 0% 
$20k -34.99k 19.80% 19.60% 19.60% 1.02% 0% 
$35k-$49.99k 17.70% 17.50% 17.50% 1.15% 0% 
$50k+ 45% 45% 45.10% 0.00% 0% 
Total 100.10% 100.00% 100.00%    
Household  Step by Step Simultaneous Population Relative dev. from pop. 
Size weighted % Weighted %  Step by step Simultaneous 
1-person  24.90% 24.60% 24.60% 1.22% 0% 
2-person 33.70% 34.00% 34.00% -0.90% 0% 
3-person 15.30% 15.20% 15.20% 0.70% 0% 
4+person 26.20% 26.30% 26.30% -0.40% 0% 
Total 100.10% 100.10% 100.10%    
Household owner Step by step Simultaneous Population Relative dev. from pop. 
Renter status Procedure Weighted  Step by step Simultaneous 
Owner 68.00% 67.50% 67.50% 0.74% 0% 
Renter  32% 32.50% 32.50% 1.54% 0% 
Total 100.00% 100.00% 100.00%    
Household  Step by step Simultaneous Population Relative dev. from pop. 
Vehicle Process weighted  Step by step Simultaneous 
0 -veh 7.00% 7.00% 7% 0.00% 0% 
1-veh 39% 39% 39% 0.00% 0% 
2-veh 40.00% 40% 40% 0.00% 0% 
3+ 14.00% 14.00% 14% 0.00% 0% 
Total 99.70% 100.00% 100%    
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5.1.2. Person Weight  
 
The subsequent weight, which is the person–level weight, indicates how many persons 
from the whole population (of the study area) are represented by each sampled person. 
Similar to the household weights, person weights are used to obtain representative 
statistics for person level analysis of the population, and are derived in the same way as 
the household weights although they are established by matching survey person 
characteristics with the population values. Hence, person weights are used to estimate all 
person-level data of surveys, such as number of licensed drivers, annual person’s trips, 
persons in the different age groups, gender of persons etc. For example, to get an estimate 
of number of persons 5 years and older, the initial person weight must adjusted, so that 
their sums equals an estimate of the survey population of age 5- years and older. Also, 
using the control values (marginal) on several person features (e.g., age, gender, 
ethnicity), post stratification weight adjustments can be applied to the person data so that 
sum of their weights in a group agrees with the marginal known totals as provided by the 
census.  
                
      
5.1.3. Trip Weight 
 
Trip weight is a function of the adjusted person weight. That is, the trip weight is 
established by multiplying the person weight in each category by the average number of 
trips made by persons in that category and multiplying the results by 365 days to produce 
an estimate of total trips per year. Summing all trip weights in the sample will provide an 
estimate of the total number of trips made per year in the study area from which the 
sample was taken.  
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Chapter 6 Conclusion 
 
    
Various developments in the survey techniques have been applied to recent household 
travel surveys. Survey instruments are gradually changing from trip based to activity-
based format. This enhances behavioral analysis and permits greater accuracy in 
recording the number and purpose of trips, especially non-home based trips (Meyburg, 
1982). In addition, changes in the technology used in surveys such as the use of a 
computer to record survey responses, global positioning system to record location, and 
automated data processing/coding systems has introduced sophistication into survey 
design and implementation techniques. However, despite all these efforts to improve the 
quality of survey data, the travel surveys still suffer from a lack of standardization, which 
would enhance their usefulness.  
 
Assessment of data quality in sample surveys is difficult because there are no well-
established strategies to measure it. As a result, systematic assessment of data quality and 
dissemination of findings are not common at present. Different agencies tend to have 
their own ways of assessing the quality of their data with relatively little commonality 
among them. Comparison between survey data from different sources are distorted by 
changes in the respondent definition, mode of data collection, content and design of 
survey, fieldwork protocol, as well as organizational procedures.  
 
A conventional way to measure the quality of data is to compare the results of a survey 
with another indicator of the same characteristics, one likely to be more close to the true 
value. Another approach, which is an indirect approach, is based on identification and 
analysis of sources of errors in the survey data. In this regard, a number of factors and 
survey design characteristics are useful in assessing the data quality. The factors are 
related to non-response, improper sampling techniques, errors in the survey questions, or 
to incomplete and incorrect data.  
 
In an attempt to ascertain whether the existence of bias was identified in the past surveys, 
information on assessment of bias was summarized. Even though identifying the bias in 
sampled survey data is not common at present, about 67% percents of the surveys studied 
identified bias in their data sets.  Census data was used as the supplemental data source to 
detect the presence and extent of bias in those surveys. Bias was determined from the 
comparison of certain demographic variables of households and persons to their 
population counterparts in the Census’ Public Use Microdata Samples (PUMS). Most 
surveys used similar socio-demographic characteristics of households and persons to 
identify bias. The demographics of households that were often used to detect the bias are; 
household size, household vehicle availability, household worker, house owner/renter 
status, and household income. Similarly, the person’s characteristics that were most often 
used to identify bias are, person’s employment status, age, gender, and driver’s license 
status. 
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The study set out to identify where bias is most often encountered. From the review of 
the nine surveys, the conditions where bias was most often encountered were households 
with 4 + persons, households with no vehicle, and those earning < $10,000. Other 
conditions where households were underrepresented were households having no workers, 
and those with more than 2 workers. Among demographics of person data, persons in the 
age group 19-35 were mostly underrepresented. 
 
Efforts were made in this study to address conditions that were accountable for initiating 
bias in the sampled data during the data acquisition process in past surveys. 
Accumulating information furnished in various survey reports the conditions identified 
were, disproportionate sampling among various subgroups in the sample, differential 
response from subgroups of samples, non coverage of certain segments of the population, 
missing information during data editing or acquisition process, and non-reporting or 
misreporting of information. 
 
In an effort to address information on corrections applied to biased survey data in the 
past, information regarding the adjustments of biased data was collected.  It was observed 
that as a means to reduce bias in the sampled data, weighting was recommended in past 
surveys. From the information provided there it was recognized that various anomalies in 
the sampling process could be accounted for by proper weighting of the sampled data. It 
can be concluded that sample weighting can compensate for disproportionate sampling of 
various subgroups of population, reduce bias arising from the fact that non-respondents 
may be different from those who participate, compensate for non coverage, and reduce 
variance in the estimation procedures by using auxiliary information that is known with 
greater accuracy and when the auxiliary variables are correlated with the study variables. 
 
Attempts were made to focus on the data weighting approach adopted in the past surveys. 
It was observed that the strategies for weighting were derived from the auxiliary 
information available in the samples as well as in the population of interest. In this 
regard, two weighting strategies were recognized, one, the sampled based weighting that 
relies on known characteristics of the sample, i.e. accounting for different features of 
sampling, and the second, the post stratification weighting, which weights the sample 
based on known characteristics of the population. However, it is recommended in survey 
literature that sample based weighting adjustments are to be applied to the survey 
samples before applying the post stratification adjustment, because, better representations 
of the composition of population can be achieved by this adjustment. But, most past 
surveys bypass the sample based weighting and post stratification adjustments are applied 
directly to the sampled data to account for the differences in the various demographic 
characteristics of the survey variables to the population values. 
 
In an attempt to focus on the standardization of survey procedures relating to bias in the 
sampled data, design features of past surveys were discussed. It was recognized that the 
surveys varied widely in terms of use of survey frames, survey instruments, data 
collection techniques, survey questionnaires, fieldwork procedures, data editing/ 
processing phenomenon, as well as the retrieval techniques employed. Although the use 
of an activity diary to collect travel information is recommended by the survey experts 
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for better accuracy in data acquisition process, dominance of travel diaries was observed 
in the past surveys. Additionally, substantial use of the mail-out and mail- back surveys 
was also observed despite its various limitations in the data retrieval process. Problem 
also lies in the definition of variables used in past surveys. ‘Variable names’ and ‘value 
labels’ associated with the various survey variables differed from survey to survey. For 
example, categories used to define various housing units, driver’s status, and employment 
status varied from survey to survey. Similarly, categories used to define various income 
groups varied in terms of the increment used. As a result, despite similarities, results 
cannot be compared.   
 
The study set out to measure past surveys’ level of success in achieving desired 
information from the target population. Response rate is often used as an overall indicator 
of the success of a survey. In the surveys reviewed, non-response was typically high 
(response rate in the range of 33% - 35%). Another measure of the success of a survey is 
the accuracy of retrieved information from a validation survey. However, relatively few 
surveys were observed to use validation surveys. Call backs to respondents where 
irregularities were observed in the data, were more common than validation surveys, but 
this is generally considered a routine part of early data editing and therefore was 
expected. Multiple languages survey forms and interviewers were used in those surveys 
where language barriers were expected to have an impact on response rate. 
 
Past survey instruments were investigated to identify links between the incidence of bias 
and the design features of the survey in which the information is collected. Non-response, 
and subsequently bias, was typically high among low-income, zero vehicle, and 4+ 
persons households. One aspect relating to the design of the survey instrument that could 
impact the lower income and zero vehicle households is an emphasis in the questionnaire 
that even if little or no travel is conducted by the members of the household, the 
information was as important as for those households where much travel was conducted. 
For large households (i.e. the 4+ person households) it becomes more difficult to ensure 
that each member provides the necessary information so issues such as respondent 
burden, incentives to participation, and effective call back procedures to gather missing 
data become important.  
 
A statistical comparison of data from the data sets reviewed in this study was conducted 
to assess the similarity of values among existing data sets. The means and proportions of 
household size, household vehicle ownerships, household income, and number of 
household workers were compared among the different surveys. The results of the 
analysis were described and displayed in a number of useful ways - means, standard 
deviations, frequencies of occurrences, standard errors etc. of the survey variables under 
study. Significant differences were observed in the values of means, proportions, and in 
their distribution patterns at the desired levels of confidence (95% and 90%). 
Discrepancies were also significant when the survey statistics for the above mentioned 
variables were compared with their corresponding population parameters. Before drawing 
any conclusion on the cause of these inconsistencies, the possible influence of the method 
of survey execution, editing procedures, and the conditions under which the survey 
samples were generated on the value of the respective survey statistics must be 
108 
acknowledged. Since they were different for the surveys compared, without gaining 
familiarity with the respective design features of the surveys being compared, it is 
difficult to apportion the influence of each of these features to the overall difference 
observed.    
 
To develop standards in the process of weighting and expansion of survey samples, a 
number of procedures used in past surveys were reviewed.  The most suitable weighting 
procedures adopted in the past surveys is based on theories of sample balancing, which is 
a multidimensional weighting model that treats each weighting variable independently to 
create a survey sample that closely represents the actual population. The method is 
accurately known as the ‘Iterative Proportional Fitting’ method. In this method 
successive adjustment of weights are made, which continues until a match is reached with 
the distribution of any number of variables in the population as a whole. Adjustment 
weights are cell based. This method is most suitable when reliable estimates for a desired 
cross-classification cannot be obtained directly, but estimates of the variables of interest 
are available at a higher level of aggregation. The requirement for the use of this method 
is that information on the relationship between the variables is to be available at the 
desired level of cross-classification.  This procedure produces new estimates for each cell 
in the table by adjusting the initial estimates to agree with the marginal constraints 
provided by the population as a whole, in an iterative fashion. The adjustment is a 
systematic procedure for obtaining satisfaction of the condition imposed, and at the same 
time effecting an improvement of the data in the sense of obtaining results of smaller 
variances than the sample itself, under ideal conditions of sampling (census’ conditions). 
One of the major advantages of using this method lies in the fact that several 
characteristics of surveys can be considered at the same time with minimal computational 
efforts. The method has the capability to converge quickly, and, it is less complicated 
than other methods using optimization criteria such as least squares. The iterative 
proportional fitting procedure produces estimates that are the least square solutions but 
with considerably less effort than required using an analytical solution. 
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Chapter 7 Future Research 
 
 
This study presented an approach for developing standardized procedures for analysis 
and correction of biased sampled survey data. In addition, the necessities for establishing 
such standards were described.  To reach its objectives, the study reviewed the weakness 
and strengths of past survey methods with specific attention to quality assessment 
practices employed. It is evident from this study that a lot of experimentation and 
methodological developments are required to achieve such standards. Research must be 
carried out to develop practical and logical standards in this field. The following are the 
areas where research might be undertaken in future:   
 
i. Greater focus is needed on standardization and procedural stability. Continued 
research and openness to ideas should go further in this aspect. 
 
ii. Research on standardization of definition and processes is required to reach a 
common objective. 
 
iii. Research is required, to minimize the incidence of systematic errors from the 
sampling processes. This must include the following: 
 
a. Improvement in the design and administration of the survey. 
For e.g., a number of techniques can be developed to select a suitable        
sampling frame, follow-up procedures involving call backs, reminder 
notice, validation interviews, and carefully designing of survey 
instruments 
 
iv. Research is also required for the development of an optimal solution in the 
following field of studies:    
 
a. Imputation. Development of a proper imputation technique from a range 
of socio demographic responses for missing items in the sample. 
 
b. Weighting. Development of suitable weighting method to account for non- 
observed information, non-reporting corrections, and non-responses. 
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Appendix A: Iterative Proportional Fitting Adjustments 
 
 
 " ITERATIVE PROPORTIONAL FITTING" ADJUSTMENTS
Weighted data from stage 1 weighting  process
 Household Status 1-person household 2-person household 3-person household 4+ person household Total hhs Total hh
       Income 0- veh 1-veh 2- veh 3+ veh 0-veh 1-veh 2-veh 3+veh 0-veh 1-veh 2 veh 3+veh 0-veh 1-veh 2-veh 3+veh Sampled popul.
    <$10k owner 17 36 1 0 5 8 5 0 0 2 2 0 0 7 5 1 283 77072
renter 65 35 0 0 18 15 4 1 10 15 5 1 13 8 4 0 283 77072
$10k-$19.99k owner 34 95 1 0 0 5 34 33 0 1 10 6 0 5 28 24 7 611 125348
renter 50 70 2 1 18 43 12 0 11 28 4 2 18 42 14 4 611 125348
$20k-$34.99k owner 15 169 2 4 0 0 81 71 10 1 12 28 4 5 43 57 23 897 221373
renter 33 88 8 1 15 49 29 4 3 22 11 5 7 47 26 6 897 221373
$35k-$49.99k owner 6 119 1 9 5 3 82 129 31 0 18 30 17 1 18 69 28 813 197855
renter 6 61 2 1 3 34 33 3 0 15 18 4 3 19 28 8 813 197855
 $50k+ owner 4 129 3 2 3 3 77 370 88 0 8 120 75 1 14 188 118 1414 511400
renter 2 51 5 2 1 18 33 7 1 7 13 7 2 6 23 6 1414 511400
Sampled 232 853 103 13 71 441 719 144 27 137 237 115 55 232 438 201
Total sam. 1201 1375 516 926 4018
Total Pop. 277965 385823 171919 297179 1132886
Weighted data from stage 1  after multiplying  by initial weight
 Household Status 1-person household 2-person household 3-person household 4+ person household  Total Total hhd
       Income    0- veh   1-veh   2- veh   3+ veh 0-veh 1-veh 2-veh 3+veh 0-veh 1-veh 2 veh 3+veh 0-veh 1-veh 2-veh 3+veh Sampled popul.
    <$10k owner 4793.15 10150.2 281.95 0 1409.8 2255.6 1409.75 0 0 563.9 563.9 0 0 1973.7 1409.8 281.95 79791.85 77072
renter 18326.8 9868.25 0 0 5075.1 4229.25 1127.8 281.95 2819.5 4229.25 1409.8 281.95 3665.35 2255.6 1127.8 0 79791.85 77072
$10k-$19.99k owner 9586.3 26785.3 2819.5 0 1409.8 9586.3 9304.35 0 281.95 2819.5 1691.7 0 1409.75 7894.6 6766.8 1973.65 172271.5 125348
renter 14097.5 19736.5 563.9 281.95 5075.1 12123.85 3383.4 0 3101.5 7894.6 1127.8 563.9 5075.1 11842 3947.3 1127.8 172271.5 125348
$20k-$34.99k owner 4229.25 47649.6 6766.8 0 0 22837.95 20018.5 2819.5 281.95 3383.4 7894.6 1127.8 1409.75 12124 16071 6484.85 252909.2 221373
renter 9304.35 24811.6 2255.6 281.95 4229.3 13815.55 8176.55 1127.8 845.85 6202.9 3101.5 1409.75 1973.65 13252 7330.7 1691.7 252909.2 221373
$35k-$49.99k owner 1691.7 33552.1 5357.1 1409.75 845.85 23119.9 36371.6 8740.45 0 5075.1 8458.5 4793.15 281.95 5075.1 19455 7894.6 229225.4 197855
renter 1691.7 17199 563.9 281.95 845.85 9586.3 9304.35 845.85 0 4229.25 5075.1 1127.8 845.85 5357.1 7894.6 2255.6 229225.4 197855
 $50k+ owner 1127.8 36371.6 9022.4 845.85 845.85 21710.15 104322 24811.6 0 2255.6 33834 21146.3 281.95 3947.3 53007 33270.1 398677.3 511400
renter 563.9 14379.5 1409.8 563.9 281.95 5075.1 9304.35 1973.65 281.95 1973.65 3665.4 1973.65 563.9 1691.7 6484.9 1691.7 398677.3 511400
Sampled 65412.4 240503 29041 3665.35 20018 124340 202722 40600.8 7612.7 38627.2 66822 32424.3 15507.3 65412 123494
Total sam. 338622 387681 145486 261086
Total Pop. 277965 385823 171919 297179 1132886
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Balancing by Income (Cycle !)l 1
 Household Status 1-person household 2-person household 3-person household 4+ person household  Total hh sam. Total
       Income    0- veh   1-veh   2- veh   3+ veh 0-veh 1-veh 2-veh 3+veh 0-veh 1-veh 2 veh 3+veh 0-veh 1-veh 2-veh 3+veh Sam(inc) income pop.inc
    <$10k owner 4629.77 9804.21 272.34 0 1361.7 2178.714 1361.7 0 0 544.678 544.68 0 0 1906.4 1361.7 272.339 24238.19 77072 77072
renter 17702 9531.87 0 0 4902.1 4085.088 1089.36 272.3392 2723.4 4085.09 1361.7 272.339 3540.41 2178.7 1089.4 0 52833.81
$10k-$19.99kowner 6975.18 19489.5 2051.5 0 1025.8 6975.175 6770.02 0 205.15 2051.52 1230.9 0 1025.76 5744.3 4923.7 1436.07 59904.45 125348 125348
renter 10257.6 14360.7 410.3 205.152 3692.7 8821.545 2461.83 0 2256.7 5744.26 820.61 410.304 3692.74 8616.4 2872.1 820.609 65443.55
$20k-$34.99kowner 3701.89 41708 5923 0 0 19990.2 17522.3 2467.926 246.79 2961.51 6910.2 987.171 1233.96 10612 14067 5676.23 134008.4 221373 221373
renter 8144.16 21717.8 1974.3 246.793 3701.9 12092.84 7156.99 987.1706 740.38 5429.44 2714.7 1233.96 1727.55 11599 6416.6 1480.76 87364.6
$35k-$49.99kowner 1460.18 28960.3 4623.9 1216.82 730.09 19955.85 31394 7544.287 0 4380.55 7300.9 4137.19 243.364 4380.6 16792 6814.19 139934.3 197855 197855
renter 1460.18 14845.2 486.73 243.364 730.09 8274.379 8031.01 730.0923 0 3650.46 4380.6 973.456 730.092 4623.9 6814.2 1946.91 57920.65
 $50k+ owner 1446.68 46655.3 11573 1085.01 1085 27848.51 133818 31826.87 0 2893.35 43400 27125.2 361.669 5063.4 67994 42676.9 444852.9 511400 511400
renter 723.338 18445.1 1808.3 723.338 361.67 6510.042 11935.1 2531.683 361.67 2531.68 4701.7 2531.68 723.338 2170 8318.4 2170.01 66547.1
  Sampled 56501 225518 29124 3720.47 17591 116732.4 221540 46360.37 6534.1 34272.6 73366 37671.3 13278.9 56895 130649 63294.1 1133048 1133048
 HH size after 1st 314863 314863 314863 314863 402223 402223 402223 402223 151844 151844 151844 151844 264117 264117 264117 264117
 Population by hhsize 277965 277965 277965 277965 385823 385823 385823 385823 171919 171919 171919 171919 297179 297179 297179 297179
Balancing by hh size (Cycle 1)
 Household Status 1-person household 2-person household 3-person household 4+ person household Total sam. Tot. samTotal pop. Total
       Income    0- veh   1-veh   2- veh   3+ veh 0-veh 1-veh 2-veh 3+veh 0-veh 1-veh 2 veh 3+veh 0-veh 1-veh 2-veh 3+veh income own/rent own/rent pop.inc
    <$10k owner 4087.21 8655.27 240.42 0 1306.2 2089.88 1306.18 0 0 616.689 616.69 0 0 2145 1532.2 306.43 22902.11 805669 764563 77072
renter 15627.6 8414.85 0 0 4702.2 3918.525 1044.94 261.235 3083.4 4625.17 1541.7 308.345 3983.6 2451.4 1225.7 0 51188.79 327217 368323
$10k-$19.99kowner 6157.76 17205.5 1811.1 0 983.94 6690.774 6493.99 0 232.27 2322.75 1393.6 0 1154.17 6463.3 5540 1615.83 58065.07 805669 764563 125348
renter 9055.54 12677.7 362.22 181.111 3542.2 8461.861 2361.45 0 2555 6503.7 929.1 464.55 4154.99 9695 3231.7 923.332 65099.45 327217 368323
$20k-$34.99kowner 3268.07 36820.3 5228.9 0 0 19175.14 16807.8 2367.301 279.42 3353.05 7823.8 1117.68 1388.43 11940 15828 6386.78 131785.2 805669 764563 221373
renter 7189.75 19172.7 1743 217.871 3551 11599.77 6865.17 946.9203 838.26 6147.25 3073.6 1397.1 1943.8 13051 7219.8 1666.12 86623.33 327217 368323
$35k-$49.99kowner 1289.07 25566.5 4082 1074.22 700.32 19142.19 30113.9 7236.68 0 4959.7 8266.2 4684.16 273.828 4928.9 18894 7667.19 138879.1 805669 764563 197855
renter 1289.07 13105.5 429.69 214.845 700.32 7937.004 7703.56 700.3239 0 4133.08 4959.7 1102.16 821.485 5202.7 7667.2 2190.63 58157.31 327217 368323
 $50k+ owner 1277.14 41187.8 10217 957.857 1040.8 26713.04 128361 30529.18 0 3275.88 49138 30711.3 406.943 5697.2 76505 48019.2 454038.2 805669 764563 511400
renter 638.571 16283.6 1596.4 638.571 346.92 6244.606 11448.4 2428.458 409.48 2866.39 5323.3 2866.39 813.885 2441.7 9359.7 2441.66 66148 327217 368323
After 2nd iteration 49879.8 199090 25711 3284.48 16874 111972.8 212507 44470.1 7397.9 38803.7 83066 42651.7 14941.1 64017 147004 71217.2 1132887 1133048
Sam. Hh 277965 277965 277965 277965 385824 385824 385824 385824 171920 171920 171920 171920 297179 297179 297179 297179
Popul. by hh size 277965 277965 277965 277965 385823 385823 385823 385823 171919 171919 171919 171919 297179 297179 297179 297179
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Balancing by owner/renter (cycle 1)
 Household Status 1-person household 2-person household 3-person household 4+ person household  Total sam.Tot. sam Total pop. Total
       Income    0- veh   1-veh   2- veh   3+ veh 0-veh 1-veh 2-veh 3+veh 0-veh 1-veh 2 veh 3+veh 0-veh 1-veh 2-veh 3+veh income own/rent own/rent pop.inc
    <$10k owner 3878.68 8213.67 228.16 0 1239.5 1983.253 1239.53 0 0 585.225 585.23 0 0 2035.6 1454 290.796 21733.62 764564 764563 77072
renter 17590.8 9471.94 0 0 5292.9 4410.783 1176.21 294.0522 3470.8 5206.2 1735.4 347.08 4484.03 2759.4 1379.7 0 57619.29 368323 368323
$10k-$19.99k owner 5843.59 16327.7 1718.7 0 933.74 6349.404 6162.66 0 220.42 2204.24 1322.5 0 1095.28 6133.6 5257.3 1533.39 55102.54 764564 764563 125348
renter 10193.1 14270.4 407.72 203.862 3987.2 9524.865 2658.1 0 2876 7320.71 1045.8 522.908 4676.96 10913 3637.6 1039.32 73277.44 368323 368323
$20k-$34.99k owner 3101.33 34941.7 4962.1 0 0 18196.8 15950.3 2246.519 265.16 3181.97 7424.6 1060.66 1317.59 11331 15021 6060.92 125061.4 764564 764563 221373
renter 8092.95 21581.2 1961.9 245.241 3997 13056.97 7727.6 1065.875 943.57 6919.49 3459.7 1572.61 2187.99 14691 8126.8 1875.42 97505.22 368323 368323
$35k-$49.99k owner 1223.3 24262.1 3873.8 1019.42 664.59 18165.53 28577.5 6867.458 0 4706.65 7844.4 4445.17 259.857 4677.4 17930 7276 131793.3 764564 764563 197855
renter 1451 14751.9 483.67 241.834 788.3 8934.075 8671.31 788.3007 0 4652.29 5582.8 1240.61 924.682 5856.3 8630.4 2465.82 65463.21 368323 368323
 $50k+ owner 1211.98 39086.4 9695.8 908.986 987.67 25350.11 121812 28971.56 0 3108.74 46631 29144.4 386.18 5406.5 72602 45569.2 430872.8 764564 764563 511400
renter 718.79 18329.2 1797 718.79 390.5 7029.072 12886.6 2733.528 460.93 3226.48 5992 3226.48 916.128 2748.4 10535 2748.38 74457.72 368323 368323
  Sampled 53305.5 201236 25129 3338.13 18281 113000.9 206862 42967.29 8236.9 41112 81624 41559.9 16248.7 66552 144574 68859.3 1132887 1133048
After 3rd iteration 96072 421901 458189 156724 96072 421901 458189 156724 96072 421901 458189 156724 96072 421901 458189 156724
Toal pop. by veh 78758 438513 454034 161581 78758 438513 454034 161581 78758 438513 454034 161581 78758 438513 454034 161581
Tot. pop by size 277965 277965 277965 277965 385823 385823 385823 385823 171919 171919 171919 171919 297179 297179 297179 297179
Balancing by Household vehicle (Cycle 1)
 Household H h 1-person household 2-person household 3-person household 4+ person household  Total sam.Tot. sam Total pop. Total
       Income status 0-veh   1-veh   2- veh   3+ veh 0-veh 1-veh 2-veh 3+veh 0-veh 1-veh 2 veh 3+veh 0-veh 1-veh 2-veh 3+veh income own/rent own/rent pop.inc
    <$10k owner 3179.67 8537.08 226.09 0 1016.1 2061.341 1228.29 0 0 608.268 579.92 0 0 2115.7 1440.8 299.808 74196 770626 764563 77072
renter 14420.6 9844.89 0 0 4339.1 4584.453 1165.54 303.1651 2845.3 5411.19 1719.7 357.836 3675.92 2868.1 1367.2 0 74196 362260 368323 77072
$10k-$19.99k owner 4790.46 16970.6 1703.1 0 765.46 6599.406 6106.77 0 180.7 2291.03 1310.6 0 897.889 6375.1 5209.7 1580.91 125782 770626 764563 125348
renter 8356.13 14832.3 404.03 210.18 3268.6 9899.899 2634 0 2357.7 7608.96 1036.3 539.113 3834.08 11343 3604.6 1071.53 125782 362260 368323 125348
$20k-$34.99k owner 2542.41 36317.5 4917.1 0 0 18913.29 15805.6 2316.14 217.38 3307.26 7357.3 1093.53 1080.14 11777 14884 6248.75 223709 770626 764563 221373
renter 6634.45 22431 1944.1 252.841 3276.7 13571.08 7657.52 1098.908 773.52 7191.94 3428.4 1621.35 1793.67 15269 8053.1 1933.54 223709 362260 368323 221373
$35k-$49.99k owner 1002.84 25217.4 3838.6 1051.01 544.82 18880.79 28318.3 7080.286 0 4891.97 7773.3 4582.93 213.026 4861.6 17768 7501.49 199700 770626 764563 197855
renter 1189.51 15332.7 479.28 249.329 646.23 9285.847 8592.67 812.7308 0 4835.47 5532.1 1279.06 758.037 6086.9 8552.1 2542.24 199700 362260 368323 197855
 $50k+ owner 993.559 40625.4 9607.9 937.156 809.67 26348.25 120708 29869.41 0 3231.14 46208 30047.6 316.583 5619.4 71943 46981.5 509499 770626 764563 511400
renter 589.251 19050.8 1780.7 741.066 320.13 7305.836 12769.8 2818.242 377.86 3353.52 5937.7 3326.47 751.024 2856.6 10440 2833.56 509422 362260 368323 511400
After 4th iteration 43698.8 209160 24901 3441.58 14987 117450.2 204986 44298.88 6752.4 42730.7 80883 42847.9 13320.4 69173 143263 70993.3 1132886 1133048
Sam. By veh 78758.4 438514 454033 161582 78758 438514 454033 161581.5 78758 438514 454033 161582 78758.4 438514 454033 161582
Tot. pop by veh 78758 438513 454034 161581 78758 438513 454034 161581 78758 438513 454034 161581 78758 438513 454034 161581
Tot. pop hhsize 277965 277965 277965 277965 385823 385823 385823 385823 171919 171919 171919 171919 297179 297179 297179 297179
Tot. sam by hh size 281202 281202 281202 281202 381722 381722 381722 381722 173214 173214 173214 173214 296749 296749 296749 296749
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Balancing by  income (Cycle 2)
 Household H h 1-person household 2-person household 3-person household 4+ person household Tota l s a m . Total pop. Total
       Income status 0-veh   1-veh   2- veh   3+ veh 0-veh 1-veh 2-veh 3+veh 0-veh 1-veh 2 veh 3+veh 0-veh 1-veh 2-veh 3+veh income income own/rent pop. inc
    <$10k owner 3302.92 8867.99 234.85 0 1055.5 2141.244 1275.9 0 0 631.846 602.4 0 0 2197.7 1496.6 311.429 22118.49 77072 764563 77072
renter 14979.5 10226.5 0 0 4507.2 4762.157 1210.72 314.9164 2955.6 5620.94 1786.3 371.707 3818.41 2979.2 1420.2 0 54953.44 368323
$10k-$19.99k owner 4773.93 16912 1697.2 0 762.82 6576.636 6085.7 0 180.08 2283.13 1306 0 894.79 6353.1 5191.7 1575.46 54592.57 125348 764563 125348
renter 8327.29 14781.1 402.63 209.455 3257.3 9865.74 2624.91 0 2349.6 7582.71 1032.8 537.253 3820.85 11303 3592.2 1067.84 70755.04 368323
$20k-$34.99k owner 2515.86 35938.2 4865.8 0 0 18715.79 15640.6 2291.955 215.11 3272.72 7280.4 1082.11 1068.86 11654 14729 6183.5 125454.3 221373 764563 221373
renter 6565.17 22196.7 1923.8 250.201 3242.5 13429.37 7577.56 1087.433 765.44 7116.84 3392.6 1604.42 1774.94 15110 7 9 6 9 1913.35 95919.13 368323
$35k-$49.99k owner 993.571 24984.4 3803.2 1041.3 539.79 18706.35 28056.7 7014.872 0 4846.77 7701.5 4540.59 211.058 4816.7 17603 7432.19 132292.3 197855 764563 197855
renter 1178.52 15191.1 474.85 247.025 640.26 9200.056 8513.29 805.2221 0 4790.8 5481 1267.24 751.033 6030.7 8473.1 2518.75 65562.89 368323
 $50k+ owner 997.266 40777 9643.8 940.653 812.69 26446.56 121158 29980.85 0 3243.2 46381 30159.7 317.764 5640.4 72212 47156.8 435867 511400 764563 511400
renter 591.539 19124.8 1787.6 743.944 321.37 7334.204 12819.4 2829.185 379.32 3366.54 5960.7 3339.38 753.94 2867.7 10480 2844.56 75544.66 368323
  Sampled 44225.6 209000 24834 3432.57 15139 117178.1 204963 44324.44 6845.1 42755.5 80924 42902.4 13411.6 68953 143167 71003.8 1133060 1133048
Tot. pop by veh 78758 438513 454034 161581 78758 438513 454034 161581 78758 438513 454034 161581 78758 438513 454034 161581
After 5th itera hhsize 281492 281492 281492 281492 381605 381605 381605 381605 173426 173426 173426 173426 296536 296536 296536 296536
Tot. pop hhsize 277965 277965 277965 277965 385823 385823 385823 385823 171919 171919 171919 171919 297179 297179 297179 297179
Balancing by HH size (Cycle 2)
 Household H h 1-person household 2-person household 3-person household 4+ person household  Total sam.Tot. sam Total pop. Total
       Income status 0-veh   1-veh   2- veh   3+ veh 0-veh 1-veh 2-veh 3+veh 0-veh 1-veh 2 veh 3+veh 0-veh 1-veh 2-veh 3+veh income own/rent own/rent pop. inc
    <$10k owner 3261.53 8756.88 231.91 0 1067.2 2164.911 1290.01 0 0 626.355 597.16 0 0 2202.5 1499.9 312.105 22010.45 770927 764563 77072
renter 14791.9 10098.4 0 0 4557.1 4814.795 1224.1 318.3973 2929.9 5572.09 1770.8 368.477 3826.69 2985.7 1423.3 0 54681.48 361960 368323
$10k-$19.99k owner 4714.12 16700.1 1676 0 771.25 6649.329 6152.97 0 178.51 2263.29 1294.7 0 896.731 6366.8 5202.9 1578.87 54445.62 770927 764563 125348
renter 8222.96 14595.9 397.59 206.831 3293.3 9974.789 2653.92 0 2329.1 7516.82 1023.8 532.585 3829.14 11328 3 6 0 0 1070.15 70574.84 361960 368323
$20k-$34.99k owner 2484.34 35487.9 4804.8 0 0 18922.66 15813.5 2317.288 213.24 3244.29 7217.2 1072.71 1071.17 11680 14761 6196.91 125286.6 770927 764563 221373
renter 6482.91 21918.6 1899.7 247.066 3278.3 13577.81 7661.32 1099.452 758.79 7055 3363.1 1590.48 1778.79 15143 7986.3 1917.5 95757.69 361960 368323
$35k-$49.99k owner 981.122 24671.4 3755.5 1028.25 545.75 18913.12 28366.8 7092.41 0 4804.66 7634.5 4501.13 211.516 4827.1 17642 7448.3 132423.2 770927 764563 197855
renter 1163.75 15000.7 468.9 243.93 647.34 9301.747 8607.39 814.1225 0 4749.17 5433.4 1256.23 752.662 6043.7 8491.5 2524.21 65498.77 361960 368323
 $50k+ owner 984.771 40266 9522.9 928.867 821.67 26738.88 122497 30312.24 0 3215.02 45978 29897.7 318.453 5652.6 72368 47259 436761.4 770927 764563 511400
renter 584.127 18885.2 1765.2 734.622 324.92 7415.271 12961.1 2860.457 376.03 3337.28 5908.9 3310.37 755.575 2873.9 10503 2850.73 75446.87 361960 368323
  Sampled 43671.5 206381 24523 3389.57 15307 118473.3 207228 44814.37 6785.6 42384 80221 42529.6 13440.7 69103 143478 71157.8 1132887 1133048
After 6th iter. hhsize 277965 277965 277965 277965 385822 385822 385822 385822 171921 171921 171921 171921 297180 297180 297180 297180
Tot. pop by veh 78758 438513 454034 161581 78758 438513 454034 161581 78758 438513 454034 161581 78758 438513 454034 161581
Tot. pop 277965 277965 277965 277965 385823 385823 385823 385823 171919 171919 171919 171919 297179 297179 297179 297179
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Balancing by  Hh owner / renter status (Cycle 2)
 Household Hh 1-person household 2-person household 3-person household 4+ person household  Total sam.Tot. sam Total pop. Total
       Income status 0-veh   1-veh   2- veh   3+ veh 0-veh 1-veh 2-veh 3+veh 0-veh 1-veh 2 veh 3+veh 0-veh 1-veh 2-veh 3+veh income own/rent own/rent pop.inc
    <$10k owner 3234.61 8684.59 230 0 1058.4 2147.04 1279.36 0 0 621.185 592.23 0 0 2184.3 1487.5 309.528 21828.75 764563 764563 77072
renter 15051.9 10275.9 0 0 4637.2 4899.435 1245.62 323.9945 2981.4 5670.05 1801.9 374.954 3893.96 3038.2 1448.3 0 55642.74 368323 368323
$10k-$19.99k owner 4675.2 16562.2 1662.1 0 764.88 6594.439 6102.18 0 177.04 2244.6 1284 0 889.328 6314.3 5160 1565.84 53996.17 764563 764563 125348
renter 8367.51 14852.5 404.58 210.467 3351.2 10150.14 2700.58 0 2370.1 7648.96 1041.8 541.947 3896.45 11527 3663.3 1088.96 71815.5 368323 368323
$20k-$34.99k owner 2463.83 35195 4765.2 0 0 18766.46 15682.9 2298.159 211.48 3217.5 7157.6 1063.85 1062.33 11583 14639 6145.75 124252.3 764563 764563 221373
renter 6596.88 22303.9 1933.1 251.409 3335.9 13816.5 7796 1118.78 772.13 7179.02 3422.2 1618.44 1810.06 15409 8126.7 1951.21 97441.05 368323 368323
$35k-$49.99k owner 973.023 24467.7 3724.5 1019.76 541.25 18756.99 28132.7 7033.862 0 4764.99 7571.5 4463.97 209.77 4787.3 17496 7386.82 131330.1 764563 764563 197855
renter 1184.21 15264.4 477.15 248.218 658.72 9465.265 8758.7 828.4342 0 4832.65 5528.9 1278.31 765.893 6150 8640.7 2568.58 66650.2 368323 368323
 $50k+ owner 976.642 39933.6 9444.3 921.199 814.89 26518.15 121486 30062.01 0 3188.48 45598 29650.9 315.824 5605.9 71771 46868.9 433155.9 764563 764563 511400
renter 594.395 19217.2 1796.2 747.536 330.63 7545.626 13188.9 2910.742 382.64 3395.95 6012.8 3368.56 768.858 2924.4 10688 2900.84 76773.18 368323 368323
  Sampled 44118.2 206757 24437 3398.59 15493 118660 206373 44575.99 6894.8 42763.4 80011 42360.9 13612.5 69524 143120 70786.4 1132886 1133048
7th iter. Sam. Veh 80118 437704 453941 161122 80118 437704 453941 161122 80118 437704 453941 161122 80118 437704 453941 161122 1132885
Tot. pop by veh 78758 438513 454034 161581 78758 438513 454034 161581 78758 438513 454034 161581 78758 438513 454034 161581
Tot. pop 277965 277965 277965 277965 385823 385823 385823 385823 171919 171919 171919 171919 297179 297179 297179 297179
Balancing by Hh vahicles (Cycle 2)
 Household Hh 1-person household 2-person household 3-person household 4+ person household Total sam.Tot. sam Total pop. Total
 Income status 0-veh   1-veh   2- veh   3+ veh 0-veh 1-veh 2-veh 3+veh 0-veh 1-veh 2 veh 3+veh 0-veh 1-veh 2-veh 3+veh income own/rent own/rent pop.inc
    <$10k owner 3179.7 8700.64 230.04 0 1040.4 2151.008 1279.62 0 0 622.333 592.35 0 0 2188.4 1487.8 310.41 77022 765169 764563 77072
renter 14796.4 10294.9 0 0 4558.5 4908.491 1245.88 324.9175 2930.8 5680.53 1802.3 376.022 3827.86 3043.8 1448.6 0 367718 368323
$10k-$19.99k owner 4595.84 16592.9 1662.5 0 751.9 6606.627 6103.43 0 174.03 2248.75 1284.3 0 874.232 6326 5161.1 1570.3 125550 765169 764563 125348
renter 8225.47 14879.9 404.66 211.066 3294.3 10168.9 2701.13 0 2329.8 7663.09 1042 543.491 3830.31 11548 3664 1092.07 367718 368323
$20k-$34.99k owner 2422.01 35260 4766.1 0 0 18801.14 15686.1 2304.706 207.89 3223.45 7159.1 1066.88 1044.3 11605 14642 6163.26 221707 765169 764563 221373
renter 6484.9 22345.1 1933.5 252.126 3279.3 13842.03 7797.59 1121.967 759.02 7192.29 3422.9 1623.05 1779.33 15437 8128.4 1956.76 367718 368323
$35k-$49.99k owner 956.506 24512.9 3725.3 1022.67 532.06 18791.66 28138.4 7053.9 0 4773.8 7573.1 4476.69 206.209 4796.1 17500 7407.86 198157 765169 764563 197855
renter 1164.11 15292.6 477.24 248.925 647.54 9482.76 8760.49 830.7942 0 4841.59 5530 1281.96 752.892 6161.4 8642.5 2575.9 367718 368323
 $50k+ owner 960.063 40007.5 9446.3 923.823 801.06 26567.17 121511 30147.65 0 3194.37 45607 29735.3 310.463 5616.3 71786 47002.4 510450 765169 764563 511400
renter 584.306 19252.7 1796.6 749.666 325.02 7559.572 13191.6 2919.034 376.14 3402.23 6014.1 3378.16 755.806 2929.8 10690 2909.11 367718 368323
  Sampled 43369.3 207139 24442 3408.27 15230 118879.4 206415 44702.97 6777.7 42842.4 80027 42481.6 13381.4 69652 143150 70988.1 1132887 1133048
After 8th iter. Veh 78758 438513 454034 161581 78758 438513 454034 161581 78758 438513 454034 161581 78758 438513 454034 161581 1132886
Tot. pop by veh 78758 438513 454034 161581 78758 438513 454034 161581 78758 438513 454034 161581 78758 438513 454034 161581
Total sam.by size 278358 278358 278358 278358 385227 385227 385227 385227 172129 172129 172129 172129 297171 297171 297171 297171
Tot. pop by size 277965 277965 277965 277965 385823 385823 385823 385823 171919 171919 171919 171919 297179 297179 297179 297179
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Appendix B: Distributions by Step by Step Adjustments  
 
 
 
 
 
 
 
 
 
 
 
Weighted Distributions by Step by Step Process (Final Adjusted table after 4-steps)
 Household Hh 1-person household 2-person household 3-person household 4+ person household  Total sam.Tot. sam Total pop. Total
       Income status 0-veh   1-veh   2- veh   3+ veh 0-veh 1-veh 2-veh 3+veh 0-veh 1-veh 2 veh 3+veh 0-veh 1-veh 2-veh 3+veh income own/rent own/rent pop.inc
    <$10k owner 3179.67 8537.08 226.09 0 1016.1 2061.341 1228.29 0 0 608.268 579.92 0 0 2115.7 1440.8 299.808 74196 770626 764563 77072
renter 14420.6 9844.89 0 0 4339.1 4584.453 1165.54 303.1651 2845.3 5411.19 1719.7 357.836 3675.92 2868.1 1367.2 0 74196 362260 368323 77072
$10k-$19.99kowner 4790.46 16970.6 1703.1 0 765.46 6599.406 6106.77 0 180.7 2291.03 1310.6 0 897.889 6375.1 5209.7 1580.91 125782 770626 764563 125348
renter 8356.13 14832.3 404.03 210.18 3268.6 9899.899 2634 0 2357.7 7608.96 1036.3 539.113 3834.08 11343 3604.6 1071.53 125782 362260 368323 125348
$20k-$34.99kowner 2542.41 36317.5 4917.1 0 0 18913.29 15805.6 2316.14 217.38 3307.26 7357.3 1093.53 1080.14 11777 14884 6248.75 223709 770626 764563 221373
renter 6634.45 22431 1944.1 252.841 3276.7 13571.08 7657.52 1098.908 773.52 7191.94 3428.4 1621.35 1793.67 15269 8053.1 1933.54 223709 362260 368323 221373
$35k-$49.99kowner 1002.84 25217.4 3838.6 1051.01 544.82 18880.79 28318.3 7080.286 0 4891.97 7773.3 4582.93 213.026 4861.6 17768 7501.49 199700 770626 764563 197855
renter 1189.51 15332.7 479.28 249.329 646.23 9285.847 8592.67 812.7308 0 4835.47 5532.1 1279.06 758.037 6086.9 8552.1 2542.24 199700 362260 368323 197855
 $50k+ owner 993.559 40625.4 9607.9 937.156 809.67 26348.25 120708 29869.41 0 3231.14 46208 30047.6 316.583 5619.4 71943 46981.5 509499 770626 764563 511400
renter 589.251 19050.8 1780.7 741.066 320.13 7305.836 12769.8 2818.242 377.86 3353.52 5937.7 3326.47 751.024 2856.6 10440 2833.56 509422 362260 368323 511400
After 4th iteration 43698.8 209160 24901 3441.58 14987 117450.2 204986 44298.88 6752.4 42730.7 80883 42847.9 13320.4 69173 143263 70993.3 1132886 1133048
Sam. By veh 78758.4 438514 454033 161582 78758 438514 454033 161581.5 78758 438514 454033 161582 78758.4 438514 454033 161582
Tot. pop by veh 78758 438513 454034 161581 78758 438513 454034 161581 78758 438513 454034 161581 78758 438513 454034 161581
Tot. pop hhsize 277965 277965 277965 277965 385823 385823 385823 385823 171919 171919 171919 171919 297179 297179 297179 297179
Tot. sam by hh size 281202 281202 281202 281202 381722 381722 381722 381722 173214 173214 173214 173214 296749 296749 296749 296749
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