This paper describes the validity-guided fuzzy clustering evaluation for optimal training of localized neural networks (LNNs) used for reassigning time-frequency representations (TFRs). Our experiments show that the validity-guided fuzzy approach ameliorates the difficulty of choosing correct number of clusters and in conjunction with neural network-based processing technique utilizing a hybrid approach can effectively reduce the blur in the spectrograms. In the course of every partitioning problem the number of subsets must be given before the calculation, but it is rarely known apriori, in this case it must be searched also with using validity measures. Experimental results demonstrate the effectiveness of the approach.
Introduction
Clustering is important for pattern recognition, classification, model reduction, and optimization. Cluster analysis plays a pivotal role in solving practical issues related to image and signal processing, bioengineering, medical science, and psychology [1] . The problem of clustering is to partition the data in a given finite data set into a number of appropriate relevant groups. The data can be quantitative, qualitative, or a mixture of both. In classical cluster analysis, these groups are required to form a partition such that the degree of the association is strong for the objects falling in a particular group than to members of other groups. The term "association" or "similarity" is mathematical similarity, measured in some well-defined sense [2] . Moreover, finding out the appropriate number of groups for a particular data set is also a quantitative task. Different classifications based on the algorithmic approach of the clustering techniques, include the partitioning, hierarchical, graph-theoretic, and objective function-based methods [3] .
Localized neural processing is considered important due to numerous reasons. Firstly it is a well-known fact that different parts of the human brain are designated to perform different tasks [4] . The nature of the task imposes certain structure for the region resulting in a structure-function correspondence. Also, different regions in the brain compete to perform a task and the task is assigned to the winning region. Mimicking the behavior of brain, artificial neural networks (ANNs) may also be employed based on these arguments. An image contains structural information with low and high-frequency contents with a blurred version losing most of its high-frequency information. The objective of any deblurring system is to restore this information by gaining sufficient knowledge about the blur function. However, information is generally lost at various scales in different regions, which must be taken into account [5] . For example, the edges and the flat regions are blurred simultaneously but at the different rate. This favours the idea of subdividing the data into appropriate groups. A second reason is the problem of overtraining for the ANN which causes loss of the generalization ability. If only a single ANN is used, it may end up memorising the training data and may adjust its weights to any noise. Yet another reason is specific to the case of image processing, that is, if an ANN is 2 EURASIP Journal on Advances in Signal Processing trained by an entire image containing different distribution characteristics for data corresponding to different structures in the image. It may attempt to represent different structures by finding a common ground between the different data distributions and thus limits the recognition ability of the network. This forces one network to learn distant input patterns, causing training to slow down in attempting to represent input data that are significantly different [6] .
During the last decade there has been spectacular growth in the volume of research on studying and processing the signals with time-dependant spectral content. For such signals we need techniques that can show the variation in the frequency of the signal over time. Although some of the methods may not result in a proper distribution, these techniques are generally known as time-frequency distributions (TFDs). The TFDs are aimed to obtain the temporal and spectral information of the nonstationary signals with high-resolution without any potential interference [7] . These characteristics are necessary for an easy visual interpretation and a good discrimination between known patterns for nonstationary signal classification tasks [8] . They were partly addressed by the development of the Choi-Williams distribution (CWD) [9] , followed by many other advanced techniques. Concept of scale is also used by some authors as another time-varying signal analysis tool rather than frequency, such as the scalogram [10] , the affine smoothed pseudo-Wigner-Ville distribution (WVD) [11] , or the Bertrand distribution [12] . Some TFDs are proposed to adapt to the signal time-frequency (t-f) changes. The example of such adaptive TFDs includes the classical work by Flandrin et al. in the form of the reassigned TFDs [13] , and by Jones et al. in the form of the high-resolution TFD [14] , the signal-adaptive optimal-kernel TFD [15] , and the optimal radially Gaussian kernel TFD [16] . For the analysis of signals with varying IF, higher-order distributions are used [17, 18] . There are some newer techniques based on nonparametric snakes for the reassignment of TFDs [7] , neural networks [19] , sparsity constraint of energy distribution [20] , and t-f autoregressive moving-average spectral estimation [21] to improve the resolution in the tf domain. A comparison of high-resolution TFDs for test signals can be found in [22] . In order to provide an accurate IF estimation even when the signal phase varies significantly within a few signal samples, the distributions with complex lag argument have been introduced [23] [24] [25] and improved [26, 27] .
The neural network-based method fundamentally involves training and selection of a set of suitably chosen ANNs that provide the improved TFDs (NTFDs) in the testing phase [28] . The vectors from the training t-f images are required to be clustered. The determination of the optimum cluster number is important due to localized neural processing for the reasons mentioned earlier. The goal of this paper is to evaluate fuzzy clustering to achieve this task automatically based on cluster validity measures and more efficiently by checking quality of clustering results. Fuzzy clustering methods allow objects to belong to several clusters simultaneously, with different degrees of membership. It is believed that, in many factual situations, fuzzy clustering is more intuitive choice than hard clustering. It is so because data vectors on the boundaries between two clusters are assigned membership degrees between 0 and 1 indicating their partial memberships. On the contrary, the analytic functions defined for hard clustering methods are not differentiable due to their discrete nature, causing analytical and algorithmic intractability of algorithms. A detailed treatment of the subject can be found in the classical attempt by Bezdek [29] , Hopner [2] , and Babuska [30] .
The objective of this work is to explore the effectiveness of the fuzzy clustering for Bayesian regularized neural network model to obtain high-resolution reassigned TFDs. No assumption is made about any prior knowledge about the components present in the signal. The goal of the proposed neurofuzzy reassignment method is to get a high-resolution TFD which can provide an easy visual interpretation and a good discrimination between known patterns for nonstationary signal classification tasks. The rest of the paper is structured as follows. Section 2 gives a brief review of some popular related fuzzy clustering algorithms, various scalar validity measures, and some information theoretic criteria. We also suggest a modification in an existing instantaneous concentration measure that can provide TFDs' performance in a more efficient manner. Section 3 introduces the method proposed in this paper, combining fuzzy clustering with neural networks to achieve high concentration and good resolution on the t-f plane. This hybrid method enables us to determine the optimal number of clusters for localized neural network processing searched using various cluster validity measures and checking the quality of clustering results. Section 4 presents the results of applying the proposed method to both synthetic and real-life signals. The discussion on the determination of the optimal number of the cluster using the validity measures is also given in this section. Finally, Section 5 concludes the paper and discusses the major contribution.
Background
The main potential of clustering is to detect the underlying structure in data, not only for classification and pattern recognition, but for model reduction and optimization. For this reason data vectors are divided into clusters such that similar vectors belong to the same cluster. The resulting data partitioning is expected to improve data understanding by the ANN by avoiding learning distant input patterns. Fuzzy clustering approaches assign different degrees of membership to data vectors associating them to several clusters simultaneously. In real applications there is hardly a sharp boundary between clusters, and fuzzy clustering is often better suited for the data. In this way, data on the boundaries between several clusters are not forced to belong to one of the clusters.
Fuzzy Clustering Algorithms.
The objective of clustering is to partition the finite data set Q = [q 1 , q 2 , . . . , q N ] into c clusters where 2 ≤ c < N. The value of c is assumed to be known a priori, or it is a trial value to be validated [29] . The structure of the partition matrix Λ = [λ ik ]:
Fuzzy partition allows λ ik to attain real values in [0, 1] . A N × c matrix represents the fuzzy partitions, with the following conditions:
The fuzzy partitioning space for Q is defined to be the set
The ith column of Λ contains values of the membership function of the ith fuzzy subset of Q. 
Fuzzy c-Means
where A i is a set of data vectors in the ith cluster and V is a vector of cluster prototypes or cluster centers such
, is the mean for data vectors over cluster i with N i being the number of data vectors in A i . Here the vector of cluster prototypes have to be computed, and
) is a squared inner-product distance norm. The c-means functional given by (4) is a measure of the total variance of q k from v i . The minimization of (4) is a nonlinear optimization case that can be solved by various methods like group coordinate minimization, over-simulated annealing and genetic algorithms. The fuzzy c-means algorithm solves it by a simple Picard iteration method through the first-order conditions for stationary points of (4).The fuzzy c-means algorithm computes with the standard Euclidean distance norm, which induces hyperspherical clusters. Hence it can only detect clusters with the same shape and orientation.
The Gustafson-Kessel Algorithm.
Gustafson and Kessel extended the standard fuzzy c-means algorithm by employing an adaptive distance norm, in order to detect clusters of different geometrical shapes in one data set [32, 33] . Each cluster has its own norm-inducing matrix A i , which yields slightly, different inner-product norm:
Here A i are used as optimization variables in the c-means functional, thus allowing each cluster to adapt the distance norm to the local, topological structure of the data. Let
] denote a c-tuple of the norm-inducing matrices. The objective functional of the Gustafson-Kessel algorithm is defined by
It is important to highlight that Γ can be minimized by simply making A i less positive definite. This is accomplished by allowing the matrix A i to vary with its determinant fixed, that is, A i = ρ i with ρ i being fixed for each cluster. The expression for A i can be expanded by use of Lagrange multiplier method as
where F i is the fuzzy covariance matrix of the ith cluster defined by
Validation Measures.
Cluster validity measures are used to confirm whether a given fuzzy partition fits to the data all. There are various scalar validity measures proposed in the literature; however, none of them is perfect by oneself. Therefore, several measures have been used, which are described below.
Partition Coefficient (PC).
It measures the amount of "overlapping" between cluster, defined as follows [29] :
where λ i j is the membership of data point j in cluster i. The disadvantage of PC is the lack of direct connection to some property of the data themselves. The optimal number of the cluster is at the maximum value.
Classification Entropy (CE).
It is similar to the PC that measures the fuzziness of the cluster partition, defined by
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Partition Index (SC).
It is a sum of individual cluster validity measures normalized through the division by the fuzzy cardinality of each cluster [3] . A lower value of SC indicates a better partition, mathematically defined as
Seperation Index (S).
On the contrary of above measure, this index uses a minimum-distance separation for partition validity, defined as [3] S(c) =
Xie and Beni's Index (XB).
It aims to quantify the ratio of the total variation within clusters and the separation of clusters defined by [34] XB(c) =
A lower value of XB indicates a better partition and the optimal number of clusters.
Dunn's Index (DI)
. This is proposed to identify compact and well-separated clusters and the result of clustering has to be calculated again and again. Due to this, Dunn's index is not very popular because as c and N increase calculation becomes computationally very expensive. It is defined as [31] 
where d(x, y) is the dissimilarity function between two cluster.
Alternative Dunn Index (ADI).
Here the dissimilarity function d(x, y) between two clusters is rated in value from beneath by the triangular nonequality
| with an aim to simplify the calculation of original DI. It is defined as
where v j is the cluster center of the jth cluster.
TFDs' Information Theoretic
Criteria. The estimation of signal information and complexity in the t-f plane is quite challenging. A criterion for comparison of timefrequency distributions may be defined in various ways [8] .
An orderly way is to assume that the "ideal" TFD is the one producing the Dirac pulse at the IF of an arbitrary frequency modulated signal; elsewhere the value of the distribution should be zero [35] . However, this requires well-defined mathematical representations of various TFDs. Alternatively for a monocomponent signal, performance of its TFD is conventionally defined in terms of its energy concentration about the signal IF. To measure distribution concentration for monocomponent signals, some quantities in the statistics were the inspiration for defining measures in the form of the distribution energy [16] , the ratio of distribution norms [36] , and the famous Rényi entropy [37] . Some other measures have been based on the definition of duration of time-limited signals [38] and the combined characteristics of TFDs [39] . Whereas for multicomponent signals, resolution is equally important. The good t-f resolution of the signal components requires a good energy concentration for each of the components and a good suppression of any undesirable artifacts. The resolution may be measured by the minimum frequency separation between the component's main lobes for which their magnitudes and bandwidths are still preserved [39] . Although different concentration and resolution criteria can be found in the literature, but most of them are related to each other. Therefore, we have compiled a compact list of measures that are briefly reviewed as follows.
Normalized Rényi Entropy Measures.
The terms entropy, uncertainty, and information are used more or less interchangeably and is the measure of information for a given probability density function. Minimizing the entropy in a TFD is equivalent to maximizing its concentration and resolution [36] . Rényi entropy is a more appropriate way of measuring the t-f uncertainty sidestepping the negativity issue in Shannon entropy. It is derived from the same set of axioms as the Shannon entropy [37] , given as
where α is the order of Rényi entropy, which is taken as 3 being the smallest integer value to yield a well-defined, useful information measure for a large class of signals. However, the Rényi entropy measure with α = 3 does not detect zero mean CTs, so normalization either with signal energy or distribution volume is necessary [37] . By definition Rényi entropy normalized by the signal energy is given by
, with a ≥ 2.
The Rényi entropy normalized by the distribution volume is given by 
The fourth power in the numerator favors a peaky distribution. To obtain the optimal distribution for a given signal, the value of this measure should be the maximum.
Stankovic
Measure. This is a simple criterion for objective measurement of TFD concentration that makes use of the duration of time-limited signals [38] . Its discrete form is expressed as
with n ω Q(n, ω) = 1 being the normalized unbiased energy constraint, and β > 1. The best choice according to this criterion (optimal distribution with respect to this measure) is the distribution that produces the minimal value of J[Q(n, ω)].
Boashash Performance Measures.
The characteristics of TFDs that influence their resolution, such as components concentration and separation and interference terms minimization, are combined to define separate quantitative criterion for concentration and resolution [39] .
Instantaneous Concentration Measure. For a given time slice t = t 0 of TFD of an n-component signal z(t) = z n (t), the concentration performance can be quantified by [39] 
where
, and A mn (t 0 ) denote, respectively, the concentration measure, instantaneous bandwidth, the IF, the side lobe magnitude, and the main lobe magnitude of the nth component at time t = t 0 . The instantaneous concentration performance of a TFD will improve if it minimizes side lobe magnitude relative to the main lobe magnitude and main lobe bandwidth about the signal IFs for each signal component.
A Suggested Modification.
To account for the effects of TFD parameters like instantaneous bandwidth, IF, side lobe magnitude, and the main lobe magnitude more independently, we suggest a modification in the above mentioned Boashash concentration measure given by (21) . For this two terms, A sn (t)/A mn (t) and V in (t)/ f in (t), are combined into a sum, rather than a product. This new measure can give a better picture of TFDs' instantaneous concentration performance even for those having no side lobes. The modified instantaneous concentration measure for each signal component of an n-component signal z(t) = z n (t) for a given time slice t = t 0 can be defined as
The good performance of a TFD is characterized by a close to zero value of this measure.
Normalized Instantaneous Resolution Measure. The normalized instantaneous resolution performance measure R i is expressed as [39] 
, and A x (t) denote the average magnitude of the components' main lobes, the average magnitude of the components' side lobes, and the CT magnitude of any two adjacent signal components.
is a measure of the components' main lobes separation in frequency with V i (t) = V in /2 as the components' main lobes average instantaneous bandwidth, and Δ f i (t) = f in+1 (t) − f in (t) as the difference between the components' IFs. The measure D(t) requires computations for each adjacent pair of components present in the signal indicated by subscript n. The value of the measure R i will be close to one for good performing TFDs and zero for poor performing ones (TFDs with large interference terms and components poorly resolved).
The Hybrid Neurofuzzy Method
In this paper, we address the concentration and resolution problem in the t-f plane by combining fuzzy clustering and localized neural network processing in a nonstationary setting. The proposed method is composed of two stages for achieving high concentration and good resolution of the image in the t-f plane. The first stage is the optimal fuzzy clustering of vectored image data in the t-f plane. The second stage deals with the localized neural network processing. A self-explanatory block diagram is depicted in Figure 1. 
Time-Frequency Image Vectoring and Fuzzy Clustering.
The spectrogram and preprocessed WVD of various known signals constitute the input and target TFDs for the ANN. The ANN may be used to extract mathematical patterns and detect trends in the spectrogram and WVD that are too complex to be noticed by any other technique. The ANN has an ability to learn based on the data given for training and performs well on complicated test cases of a similar nature [4] . We consider a signal containing parallel chirps and another signal containing a sinusoidal modulated FM component. The discrete mathematical forms of the training signals are as follows.
x 1 (n + 1) = exp jω 1 (n + 1)n + exp jω 2 (n + 1)n ,
where ω 1 (n + 1) = (πn)/4N, ω 2 (n + 1) = (π/3 + (πn)/4N), and ω(n + 1) = 0.1 sin(2π(n/N)). Here N refers to the total number of sampling points in these signals (N = 3000 for the training signals). The WVD of these signals suffers from CTs which inhibit its use as target [4] . The CTs are eliminated by multiplying the WVD with the spectrogram of signals. Next, both the spectrogram and preprocessed WVD is converted to 1 × 3 pixel vectors. This vector size is determined after experimenting with various combinations and ascertaining the effect on the visual quality of the outcome from the trained ANN model. Subsequently the arithmetic means of the vectors from the WVDs are obtained. This is with a view that the IF can be computed by averaging frequencies at each time instant; a definition suggested by many researchers [40, 41] . Vectors from the training spectrograms are grouped in an optimal fashion by the Gustafson-Kessel fuzzy partitioning validated by various objective measures. These vectors are paired with the corresponding average values from the target TFDs for training and subsequent selection of localized neural networks.
Localized Neural Network Processing.
The selected ANN's topology includes 40 hidden units in a single hidden layer with feed-forward back-propagation neural network architecture. The hidden layer consists of sigmoid neurons followed by an output layer of positive linear neurons, respectively. The selected ANN architecture is trained by the Bayesian regularized Lavenberg-Marquardt backpropagation (LMB) algorithm. This choice of the training algorithm and number of hidden neurons and layers are based on some empirical studies [42] . Multiple layers of neurons with nonlinear transfer functions allow the network to learn nonlinear and linear relationships between input and output vectors. The linear output layer lets the network produce values outside the range −1 to +1. The LMB training algorithm is the variation of Newton's method that is designed for minimizing sums of squares of nonlinear functions [4] . The Bayesian framework of David Mackay smoothes the network response and avoids overtraining. Also, it helps in determining the optimal regularization parameters in an automated fashion [28] .
Multiple Neural Networks Training and Selecting Localized Neural Networks.
The spectrogram and preprocessed WVD of the two signals are used to train the multiple neural networks. Fuzzy clustering of the data results in its optimal partitions for which analysis is performed and discussed in the next section. The training vectors from the spectrogram are distributed in different groups by Gustafson-Kessel fuzzy clustering algorithm. They are paired with target values from the preprocessed WVD. It is desired that the ANN does well on data it has not seen before and is not overtrained. For this, data pairs are grouped into separate training and validation sets. The error is monitored on the validation set that does not take part in the training. The training is stopped whenever the ANN tries to learn the noise in the training set.
Under the Bayesian framework, multiple ANNs are trained for each cluster using x i as the training vector and y i as its target value. This is advantageous for two main reasons. Firstly, the weights are initialized to random values and may not converge in an optimal fashion. Secondly, an early stopping to avoid overfitting the data may result in poorly trained network [43] . The performance parameters include the mean-square error reached in the last epoch, maximum number of epochs, performance goal, maximum validation failures, and the performance gradient. These can be accessed to find out the most optimally trained ANN out of multiple ANNs for each cluster. These selected ANNs for all clusters are termed as the localized neural networks (LNNs).
Localized Neural Networks' Testing and Data Postprocessing.
In the testing phase, the spectrograms of unknown signals are first converted to vectors of specified length. These vectors are fuzzy clustered using GustafsonKessel fuzzy clustering algorithm. The test vectors are given as input to the localized neural networks, and the results are obtained. The resultant data is postprocessed to constitute the TFD image. This is achieved by zero padding the resultant scalar values to form the vectors. Next, these vectors are declustered and placed at the appropriate positions to form the two-dimensional image matrix by retrieving their known index values.
Results and Discussion
Cluster Analysis.
Using the validity measures described in Section 2.2, both the hard and fuzzy clustering techniques can be compared. For this, a synthetic data set is used to demarcate the index values. However, these experiments and evaluations are not the proposition of this work and will be discussed elsewhere. On the score, of the values of these validity measures for fuzzy clustering the GustafsonKessel clustering has the very best results. The GustafsonKessel fuzzy clustering algorithm forces each cluster to adapt the distance norm to the local, topological structure of the data points. It uses the Mahalanobis distance norm. There are two numerical problems with this algorithm. When an eigenvalue is zero or when the ratio between the maximal and the minimal eigenvalue is very large, the matrix is nearly singular. As a result, the normalization to a definite volume fails, as the determinant becomes zero. The problem is solved if the ratio between the maximal and minimal eigenvalue is kept smaller than some predetermined threshold. Another problem appears if the clusters are vastly extended in the direction of the largest eigenvalues. In this case, the computed covariance matrix cannot estimate the underlying data distribution, so a scaled identity matrix can be added to the covariance matrix to resolve the issue.
In the course of partitioning the data vectors, fuzzy Gustafson-Kessel algorithm is applied and the optimal number of subsets is searched with using validity measures before the localized neural network processing stage. During this optimization process, all parameters are fixed to the default values and number of clusters are varied such that c ∈ [2 14] . The values of the validity measures depending from the number of the cluster are plotted and embraced in Table 1 . It is important to mention that no single validation index is perfect and reliable only by itself. The optimal value can be only detected with the comparison of all the results. We choose a number of clusters so that adding another cluster does not add sufficient information. This means that either marginal gain drops or differences become insignificant between the values of a validation index. The PC and CE suffer from drawbacks of their monotonic decrease with the number of clusters and the lack of direct connection to the data. On the score of Figures 2(a) and 2(b) , the number of clusters can be only rated to 3. In Figures 2(c) , 2(d) and 2(e), SC and S hardly decreases at the c = 3 point. The XB index reaches this local minimum at c = 10. However, the optimal number of clusters are chosen to 3 based on the fact that SC and S are more useful, which is confirmed by the Dunn's index too in Figure 2(f) . The results of ADI are not validated enough to confirm its reliability.
Test Cases.
There are many advanced techniques proposed in past 15 years attempting to improve the energy concentration in the t-f domain. The results of neural network-based approach have been compared to the results obtained by some traditional as well as recently introduced high-resolution t-f techniques. The list includes the WVD, the CWD, the traditional reassignment method [13] , the optimal radially Gaussian kernel method [16] , and the t-f autoregressive moving-average spectral estimation method [21] . An empirical judgment on TFDs' performance is possible by objective assessment made by some objective criteria discussed in Section 2.3. We have compiled a compact and meaningful list of objective measures that include the ratio of norms based measure [36] , normalized Rényi entropy measure [37] , Stankovic measure [38] , and Boashash performance measures [39] . The first two multicomponent test cases include two synthetic signals. By using synthetic signals it is verified that the proposed approach produces more accurate representations. Once it is numerically confirmed that the proposed method works more accurately, then it is applied to a real-life example.
Synthetic Test Cases.
The first synthetic signal contains two sinusoidal FM components and two chirps intersecting each other. The second test case contains two significantly close parallel chirps to evaluate the TFDs' instantaneous performance by the measures suggested in [39] . The spectrograms of these signals are shown in Figures 3(a) and 4(a) , respectively, referred to as test image 1 (TI 1) and test image 2 (TI 2). We consider the first synthetic signal under noisy environment.
The two synthetic signals are used to confirm the proposed scheme's performance at the intersection of the IFs and closely spaced components. This is with a view that estimation of the IF is rather difficult in these situations. The first signal is a four-component signal containing two sinusoidal FM component and two chirps intersecting each other. Its discrete mathematical form is given as
The additive Gaussian noise of variance 0.01 is added to signal to consider the performance of the algorithm under noise. The noisy spectrogram of the signal is shown in Figure 3(a) . The frequency separation is low enough and avoids intersection between the two components (sinusoidal FM and chirp components) in between 100-180 Hz and 825-900 Hz near 0.7 second. The TFDs' instantaneous concentration and resolution performance are evaluated by Boashash instantaneous performance measures using another test case from [39] . The authors in [39] have specifically found the modified B distribution (β = 0.01) as the best performing TFD for this signal at the middle. The signal is defined as: Table 2 . The results clearly indicate that the proposed hybrid neurofuzzy method achieves the highest resolution and concentration amongst considered methods. The performance deteriorates in the noisy environment for all the considered high-resolution methods. However, the proposed neurofuzzy scheme maintains the best performance. The results are expected to improve further for low SNR values of the signal if the ANN model is trained with the noisy data of similar type.
Boashash instantaneous concentration and resolution measures are computationally expensive because they require calculations at various time instants. To limit the scope, these measures are computed at the middle of the synthetic signal and the results are compared to those reported by the authors in [39] . We take a slice at t = 64 and measure the signal components' parameters A m1 (64) Tables 3 and 4 , respectively. A TFD having the largest positive value (close to 1) of the measure R i is the one with the best instantaneous resolution performance. The NTFD gives the largest value of R i at time t = 64 in Table 3 and hence is selected as the best performing TFD of this signal at t = 64. On similar lines, we have compared the TFDs' concentration performance at the middle of signal duration interval. A TFD is considered to have the best energy concentration for a given multicomponent signal if, for each signal component, it yields the smallest instantaneous bandwidth relative to component IF (V i (t)/ f i (t)) and the smallest side lobe magnitude relative to the main lobe magnitude (A s (t)/A m (t)). The results in Table 4 indicate that the NTFD gives the smallest values of C 1,2 (t) at t = 64 and hence is selected as the best concentrated TFD at time t = 64.
Real-Life Test
Case. The bat echolocation chirp sound provides a perfect real-life multicomponent test case (test image 3 (TI 3)). Its true invariable nature is only obvious from the spectrogram shown in Figure 5(a) , but, that is, blurred and difficult to interpret. The results are obtained using other high-resolution t-f methods that include the WVD, the traditional reassignment method, the optimal radially Gaussian kernel method, and the t-f autoregressive moving-average spectral estimation method. These t-f plots are shown in Figures 5(b) , 5(d), 5(e), and 5(f), respectively, along with the neural network based reassigned TFD shown in Figure 5 (c).
The t-f autoregressive moving-average estimation models are shown to be a t-f symmetric reformulation of timevarying autoregressive moving-average models [21] . The results are achieved for nonstationary random processes using a Fourier basis. This reformulation is physically intuitive because it uses time delays and frequency shifts to model the nonstationary dynamics of a process. The TSE models are parsimonious for the practically relevant class of processes with a limited t-f correlation structure. The simulation result depicted in Figure 5 (f) demonstrate the method's ability to improve on the WVD (Figure 5(b) ) in terms of resolution and absence of CTs; on the other hand, the t-f localization of the components deviates slightly from that in the WVD.
The traditional reassignment method enhances the resolution in time and frequency of the spectrogram. This is achieved by assigning to each data point a new t-f coordinate that better reflects the distribution of energy in the analyzed signal [13] . It is shown that this method can be applied advantageously to all the bilinear t-f and timescale representations, and can be easily computed for the most common ones. The reassigned spectrogram for the bat echolocation chirps signal is shown in Figure 5 (d). It shows energy concentration but often can diminish accuracy due to its way of approaching the problem. Also, its performance deteriorates for low signal-to-noise ratio (SNR) values and it contains discontinuities. The evaluation by various objective criteria is presented in Table 2 . The analysis indicates that the results obtained by the hybrid neurofuzzy method are significantly better than this approach for all the measures. On the other hand, the optimal radially Gaussian kernel TFD method proposes a signal-dependent kernel that changes shape for each signal to offer improved t-f representation for a large class of signals based on quantitative optimization criteria [16] . The result by this method is depicted in Figure 5 (e). On careful monitoring, it is revealed that it does not recover all the components, thus losing some useful information about the signal. Also, the objective assessment does not point to much significance in achieving energy concentration along the individual components.
The NTFD for the test case is shown in Figure 5 (c), which presents satisfactory resolution and is highly concentrated along the individual components. Also, it is more informative as the four components can be clearly identified. For further analysis, slices of the spectrogram and the NTFD are taken at the time instants n = 150 and n = 310 (recall that n = 1, 2, . . . , 400). The normalized amplitudes of these slices are plotted in Figure 6 . These instants are chosen because visually three chirps can be marked at these instants (see Figure 5 (c)). Also, Figure 6 confirms the peaky appearance of three different frequencies at these instants. There are no spurious CTs, and the result indicates much better frequency resolution (i.e., narrower main lobe and no side lobes) in comparison to all other methods and quadratic distributions.
Conclusions
The fuzzy framework for neural network based technique is found effective for the TFDs' reassignment using both synthetic and real-life examples. Experimental results demonstrate the effectiveness of the hybrid neurofuzzy approach against some high-resolution t-f methods. This includes distributions known for their high CTs suppression and energy concentration in the t-f domain. The resultant TFDs exhibit high resolution, good concentration, and no interference terms between the signal components. Also, they are found to be better at detecting the correct number of components in a given signal. The performance of the proposed scheme is satisfactory for signals corrupted with additive Gaussian noise with small variance whereas the performance of all other methods deteriorates. These qualities allow an easy visual interpretation and the reassigned TFDs can be used for subsequent classification problems. The trade-off is that these reassigned TFDs do not satisfy some desirable properties such as energy preservation and marginals. Hence the results may not be feasible for certain applications, which may have different preferences and the requirement to the TFDs. However, the results are better or close to the actual TFD images than the spectrogram. Furthermore, several TFDs, especially the adaptive ones like the traditional reassigned TFDs, have discontinuities [40] . The future work will be to adjust the discontinuity phenomenon along the individual components in the reassigned TFDs obtained by the proposed approach. Another direction may be to train the proposed scheme with noisy data and check its performance in very low SNR environment.
