Given a very general abelian fivefold A and a principal polarization Θ ⊂ A, we construct surfaces generating the algebraic part of the middle cohomology H 4 (Θ, Q), and determine the intersection pairing between these surfaces. In particular, we obtain a new proof of the Hodge conjecture for H 4 (Θ, Q) and show that it contains a copy of the root lattice of E 6 .
Introduction
Let A be a principally polarized abelian variety (ppav) of dimension g ≥ 4 with smooth symmetric theta divisor Θ. By the Lefschetz hyperplane theorem and Poincaré Duality (see, e.g., [IW15] ), the cohomology of Θ is determined by that of A except in the middle dimension g − 1. The primitive cohomology of Θ, in the sense of Lefschetz, is H g−1 pr (Θ, Z) := Ker H g−1 (Θ, Z)
The primal cohomology of Θ is defined as (see [IW15] and [ITW17] )
where i : Θ → A is the inclusion. This is a Hodge substructure of H g−1 pr (Θ, Z) of rank g! − 1 g+1 2g g and level g − 3 while the primitive cohomology H g−1 pr (Θ, Z) has full level g − 1. The action of −1 splits K Q into the direct sum of its invariant piece K + Q and its anti-invariant piece K − Q . As shown in [IW18, Lemma 6.1], the Hodge structure K (−1) g has level g − 3 while the Hodge structure K (−1) g−1 has level g − 5.
The primal cohomology K and its Hodge substructure K (−1) g−1 are therefore interesting test cases for the general Hodge conjecture. The general Hodge conjecture predicts that K Q := K ⊗ Q is contained in the image, via Gysin pushforward, of the cohomology of a smooth (possibly reducible) variety of pure dimension g − 3 (see [IW15] ). This conjecture was proved in [IS95] and [ITW17] in the cases g = 4 and g = 5. When g = 4, it also follows from the proof of the Hodge conjecture in [IS95] that, for (A, Θ) generic, K is a simple Hodge structure (isogenous to the third cohomology of a smooth cubic threefold). In this case the primal cohomology is fixed under the action of −1.
In the case g = 5, K + Q and K − Q have respective dimensions 6 and 72. The space K + Q consists of Hodge classes ([IW18, Corollary 6.2]) while K − Q is simple [IW18] . It follows from the main result of [ITW17] and the Lefschetz (1, 1) theorem that the classes belonging to K + Q are algebraic. Here we describe explicit natural surfaces in Θ which represent these classes. Our main result is the following Theorem 1. Suppose (A, Θ) is a general ppav of dimension 5.
(a) There are 27 smooth surfaces V i ⊂ Θ (to be described below, up to translation), whose classes in H 4 (Θ, Q) span Q[Θ] 2 + K + Q (which is the space of Hodge classes if A is very general).
(b) The sublattice of K + spanned by classes of the form [V i ] − [V j ] is isometric to H 2 pr (X, Z)(−2) for any smooth cubic surface X ⊂ P 3 .
(c) There is a (non-canonical) bijection between the V i and the lines L i in X such that the isometry sends [ 
We construct the surfaces in two different ways, both of which rely on the theory of Prym varieties.
One uses Brill-Noether theory for Prym varieties [Wel85] ; the other exhibits the surfaces as special subvarieties of A, in the sense of [Bea82] . By comparing these two constructions, exploiting a connection with the 27 lines on a cubic surface, we produce relations between the intersection
With these in hand, it remains to compute [V i ] 2 for all i.
To do so, we adapt the one parameter degeneration of [IW18] , whose central fiber is a compactification (A 0 , Θ 0 ) of a semiabelian extension of a ppav (B, Ξ) of dimension 4. The limit theta divisor Θ 0 is singular and birational to B.
Each limit surface V 0 ⊂ Θ 0 is birational to Ξ α ∩ Ξ β for some α, β ∈ B (subscripts denote translation). We identify V 0 using a Hilbert polynomial calculation, and make sense of [V 0 ] 2 using the smoothness of the total space of theta divisors. Finally, we compute the degree of [V 0 ] 2 using properties of the Prym-embedded curves in Ξ α ∩ Ξ β , which were studied in [Iza95] and [Krä15] .
The paper is organized as follows. In Section 1 we gather some known facts about Prym Varieties and prove some preliminary results about some subvarieties of Prym varieties that we will need later.
In Section 2 we define the 27 surfaces and compute their intersection numbers with the exception of their self-intersection numbers. Section 3 contains analogous results for sets of 27 curve classes in abelian fourfolds that we will need later for our degeneration argument. In Section 4 we describe the one-parameter degeneration of abelian fivefolds and their theta divisors that we will use to prove our main result. In Section 5 we describe the one-parameter degenerations of surfaces that we use to compute the self-intersection numbers of the surfaces V i , and in Section 6 we describe the central fibers of these families. We complete the proof of our main result in Section 7 by computing the self-intersection numbers of V i , using the one-parameter families of surfaces. Finally, the Appendix, Section 8, contains some computations used in the paper. It also contains the computation of the ranks and Hodge numbers of K + and K − in all dimensions.
Notation
If C is a curve, then C always denotes a fixedétale double cover of C, with covering involution σ : C → C and quotient map π : C → C. For c ∈ C we denote σ(c) by c . We denote by C (d) the d th symmetric power of C, and G r d (C) (resp. W r d (C)) the space of linear systems (resp. complete linear systems) of degree d and dimension r (resp. at least r) on C. We typically denote a fixed element of G r d (C) by g r d . The dual projective space of g r d is denoted by g r d ∨ . The notation C 1 ∼ C 2 means C 1 and C 2 are tetragonally related (see Paragraph 1.6).
As usual, A g is the (coarse) moduli space of dimension g principally polarized abelian varieties (ppav), R g is the (coarse) moduli space ofétale couble covers C → C with C of genus g, M g is the (coarse) moduli space of smooth curves of genus g, and M g is its compactification parametrizing stable curves.
If X is a scheme, then CH d (X) is the Chow group of algebraic cycles on X modulo rational equivalence.
If L is a lattice then L(n) is the lattice obtained by multiplying the intersection form by n ∈ Z.
Prym varieties and Prym-embeddings
1.1. Prym varieties. The Prym map P 0 : R g+1 → A g sends a Beauville admissible cover X π − → X (see [Bea77a] ) to its Prym variety P 0 (X) := Im(σ * − id) ⊂ Pic 0 ( X), where σ : X → X is the covering involution. The map P 0 is surjective for g ≤ 5, hence generically finite for g = 5 by a dimension count. Its degree is 27 in this case [DS81] .
1.2. Prym torsors. The Prym variety P 0 (X) can also be defined as the identity component of Ker(Nm), where Nm : Pic( X) → Pic(X) is the norm map (which agrees with the push-forward on
Chow groups CH 0 ( X) π * −→ CH 0 (X)). The kernel of Nm has a second component, a translate of P 0 (X), which we denote by P − 0 (X). We will also use the fiber of Nm over ω X , whose components P 2g (X) and P − 2g (X) consist of line bundles L such that h 0 (L) is even or odd respectively.
1.3. Prym-embeddings. If X is not hyperelliptic, then neither is X, as the push-forward π * :
We also have the canonical morphism
Note that [p, q] = κ(p) − κ(q ) for any Prym-embedding κ : X → P 0 (X) (in fact any translate of ι).
1.4. Brill-Noether loci. Given r > 0, let P r 2g (X) be the locus in P 2g (X) P − 2g (X) where h 0 > r and h 0 ≡ r (mod 2). It inherits a scheme structure from the classical Brill-Noether locus W r 2g ( X) ⊆ Pic( X), and is smooth at all L with h 0 (L) = r + 1 if X ∈ M g+1 is sufficiently general [Wel85, Propsition 1.9 and Theorem 1.11].
The effective locus Θ 2g = Θ 2g (X) := P 1 2g (X) ⊂ P 2g (X) defines a theta divisor in the sense that, for each L 0 ∈ P 2g (X), the translate Θ 2g − L 0 is a theta divisor for P 0 (X). Choosing L 0 determines a group structure on P 2g (X), where inversion is given by L → L 2 0 − L. If L 0 is a theta characteristic (meaning L 2 0 ∼ = ω X ), this morphism (the residuation map) preserves h 0 (L) by Serre duality. In this case Θ 2g − L 0 is a symmetric theta divisor.
By [Iza95, Proposition 3.11], the second Brill-Noether locus X λ := P 2 2g (X) ⊆ P − 2g (X) consists of those L for which ι( X) + L ⊂ Θ 2g . Each p ∈ X defines an embedding
When g = 5, these are the surfaces we will use to generate K + . In order to understand them better, we will show that the W p are special subvarieties in the sense of Beauville [Bea82] .
1.5. Special subvarieties. Given a g r d on X with 2r < d ≤ 2g, the associated special subvarieties of the symmetric power X (d) are the connected components S i of the fiber product
If the base locus of the g r d is reduced, then so is S. When d ≤ r + g, we also consider the special subvarieties T i ⊆ X (2g−d) associated to the residual linear system g r+g−d 2g−d . After choosing the indices appropriately, for each
On the other hand S 3−i + D maps into P − 2g (X). The V D are called special subvarieties of Θ 2g .
1.6. The tetragonal construction. For a (base point free) g 1 4 the above is known as the tetragonal construction [Don92] . Each special subvariety X i := S i is a smooth curve, assuming the fibers of X → g 1 4 ∨ ∼ = P 1 have at most one ramification point, with index at most 3. The quotients X i → X i induced by the covering involution X (4) σ * −→ X (4) have the same Prym variety as X → X. Each X i carries a g 1 4 for which the associated special subvarieties of X (4) i are X and X 3−i . We say that the X i → X i are tetragonally related to X → X, written X i ∼ X, or that (X, X 1 , X 2 ) is a tetragonal triple.
If X ∼ Y , given a Prym-embedding κ : X → P 0 (X) and a lift D ∈ Y (2g−4) of a divisor in the g g−3 2g−4 on Y , there is a line bundle L ∈ P 2g (Y ) and an isomorphism ϕ : P 0 (X) → P 0 (Y ) such that ϕ(κ(p)) = L −1 (P + D) for all p ∈ X corresponding to P ∈ Y (4) . In particular ϕ(κ( X)) = V D − L.
Moreover, if P, Q ∈ Y (4) correspond to p, q ∈ X, then
1.7. Prym-curves. A Prym-curve for an abelian variety A is an admissible cover X π − → X such that P 0 (X) ∼ = A. By abuse of notation, we will often denote a Prym-curve by its base curve X, the double cover X π − → X being implicit.
Definition 1.1. We call a Prym-curve X π − → X good if X is smooth (hence π isétale) and X is not hyperelliptic, trigonal or bielliptic.
When A is general and g ≥ 5, every Prym-curve for A is good (see [Mum74, §7] , [Rec74] and [Don92, §3] ). When A is general and g = 4, the fiber of the Prym map at A always contains singular Prym curves. However, every smooth Prym-curve is good.
Lemma 1.2. Let X be a good Prym-curve and set Θ := Θ 2g (X). If p, q, r ∈ X are such that p, p , q and r are distinct, then:
If s ∈ X is such that π * (p + q + r + s) ∈ X (4) moves in a pencil, then
Proof. See the proof of [BD87, Proposition 1] for (a) and (b), and [Iza95, Proposition 2.4.1] for (e). Proof. Let L ∈ P 2g (Y ) and ϕ : P 0 (X) → P 0 (Y ) be as in Paragraph 1.6. Choose theta characteristics L X and L Y on X and Y respectively, and define ψ by the formula
(note that M (−P ) is effective). Applying ψ −1 shows that
As a special subvariety, V P has class 1 3 [Θ] 3 ∈ H 6 (A, Z) [Bea82, Théorème 1]. On the other hand V p+q+r has class 2 3 [Θ] 3 whenever q, r ∈ X. Hence, by Lemma 1.
1.8. λ-classes. Let X be a Prym-curve for (A, Θ). By definition, residuation sends W p to W p for all p ∈ X. The algebraic equivalence class of W p in Θ 2g is independent of p ∈ X, and therefore fixed by residuation. Given an isomorphism ψ : P 0 (X) → A, there is a unique theta characteristic L 0 on 
Proof. If p + q + r + s ∈ Y ⊂ X (4) lifts a reduced divisor of the g 1 4 on X, and Ξ := Θ 2g (X), then 
27 surfaces
In this section g = 5 and the X λ are surfaces. The fiber of P 0 at a general ppav (A, Θ) ∈ A 5
consists of 27 Prym-curves, and the tetragonal correspondence between them is isomorphic to the incidence correspondence for the lines on a smooth cubic surface [Don92, 4.2] . This is almost enough to compute the intersection pairing between the [ X λ ].
2.1. 27 lines. The lines in the cubic surface obtained by blowing up 6 points p 1 , . . . , p 6 ∈ P 2 in general position (with respect to lines and conics) can be described as follows:
• The exceptional divisor E i over each point p i .
• The proper transform F ij of the line joining p i to p j , for i < j. If i > j we set F ij := F ji .
• The proper transform G j of the conic containing p i for i = j.
Two lines meet if and only if they both belong to a triple of the form Theorem 2.1. Let (A, Θ) be a very general ppav of dimension 5. Suppose that [ X λ ] 2 = 16 whenever X is a Prym-curve for (A, Θ). If X and Y are non-isomorphic Prym-curves, then
Proof. First, suppose that X ∼ Y and form the tetragonal triple (X, Y, Z). Let −, − be the pairing on (formal sums of) Prym-curves induced by the intersection form on Θ, so that
by Corollary 1.4 and the fact that
Now, suppose that X ∼ Y . Choose a Prym-curve Z 1 tetragonally related to X and Y . As above, we form triples (X, Z 1 , X 1 ) and (Y, Z 1 , Y 1 ) so that
This does not immediately give X, Y = 14, but we can find more equations of the form (2.1) by varying X, Y and Z 1 . For this, it helps to label the Prym-curves as in Paragraph 2.1. We have similar identities for all the 4-tuples of surfaces obtained, as above, from a pair of skew lines in the cubic surface. For distinct indices i, j, k, we have the following pairs of tetragonally related triples
The application of (2.1) gives
It follows from the equations above that all intersection numbers of the form E i , E j , G i , G j or F ik , F jk are equal and all intersection numbers of the form
Now note that we also have the surfaces obtained from the tetragonally related triple (F 12 , F 34 , F 56 ).
Intersecting the sum of these three surfaces with E 1 , we obtain:
and hence all the other intersection numbers above are also equal to 14. 
27 curves
Lemma 3.2. If X is an α-curve such that X and X λ are good, then the translates of X λ in Ξ ∩ Ξ α are algebraically equivalent.
Proof. Pick q, r ∈ X such that α = [q , r]. The two embeddings of X λ in Θ ∩ Θ α are W q and W r .
Given p ∈ X \{q, q , r, r }, it follows that the embeddings of
, which are algebraically equivalent by Lemma 1.2(d).
Now translate back to Ξ ∩ Ξ α .
3.1. Curve classes. As a consequence there is a well-defined class [
.1], and that γ X is a norm-minimizing element of the dual lattice [Krä15, Lemma 7.2]. We refine his calculation using the argument of Theorem 2.1, after establishing the following Lemma. (a) If X is an α-curve, then X and X λ are good.
(b) For α-curves X ∼ Y , the other curve in the tetragonal triple (X, Y, Z) is also an α-curve, For any α ∈ B and Prym-curves
According to [Iza95, 5.9], Σ(X) ∩ Σ(Y ) has (possibly impure) dimension one, and a general point on it is good for X ∼ Y .
Hence the set of elements of Σ(X) which are not good for
The union of these sets for all Prym-curves X is at most a threefold in B. So a general α ∈ B is
Given α-curves X ∼ Y , we may pick p + q + r + s ∈ Y as above, and form the tetragonal triple (X, Y, Z). The argument of Corollary 1.4 completes the proof of (b).
For the other cases, suppose that B is very general. The tetragonal correspondence between α-curves is isomorphic to the incidence correspondence between the 27 lines on a smooth cubic surface [Iza95, 5.9, 5.12, 6.8]. We may therefore argue as in Theorem 2.1 using Lemma 3.3.
Since intersection numbers are constant in smooth families, the result holds even when (B, Ξ) has extra automorphisms (but remains sufficiently general).
, for any collection of α-curves X 1 , . . . , X 6 , Y such that the X i are mutually tetragonally unrelated and Y is related to exactly two of the X i .
Proof. If X and Y are α-curves corresponding to lines E and F on a cubic surface, then Proposi-
. Thus, the matrix with entries δ i .δ j is a Gram matrix for E 6 (−2). In particular, its determinant is the discriminant of W + , namely 192. The map Z 6 → W + defined by the δ i has to be invertible for this to hold.
The one-parameter family of abelian fivefolds
We summarize the construction of the family of theta divisors from [IW18] . The goal is to produce a rank one degeneration with smooth total space. where D is the dual variety of the embedding of R in |H| ∨ . For each curve C ∈ |H| \ D, we obtain a nontrivialétale double cover C := ρ −1 (C) → C. Associating to such a cover its Prym variety P 0 (C) defines a morphism from |H| \ D to A 5 :
The linear systems |H| form a projective bundle H over the moduli space of Enriques surfaces, and the maps µ H are restrictions of a rational map µ : H → R 6 . Mori and Mukai [MM83] showed that µ is dominant. with smooth total spaces. The fibers Θ i ⊂ A i over t i have the following descriptions. 4.4. Correcting the degree. In order to construct surfaces in a fiber Θ t , it it more natural to work in degree 10, i.e., we should have A t = P 10 (C t ) and Θ t = Θ(C t ). The construction of these families is similar to the degree zero case [AFS15, §3.5]. To check that their total spaces remain smooth, one can useétale-local (or local analytic) sections of Θ → T to show that the families in degree 0 and 10 areétale-locally (or locally analytically) isomorphic. Alternatively, if one is willing to throw away the smooth fibers A t for which Θ t is singular (which is harmless for our purposes), it is easy to prove directly (as in [IW18, 2.5]) that Θ is nonsingular.
Families of surfaces
We construct families of special surfaces in the fibers of Θ → T . 5.1. Nets of degree 6. Suppose C ∈ M 6 is irreducible and has at most one node. Given a g 2 6 on C, i.e., a net of degree 6, and anétale double cover C → C, one can define special surfaces S ⊂ C (6) as in the introduction. The relative version of this does not work over T because the fibers of C → T have no canonical choice of g 2 6 . We will fix this by passing to a new base U ; the map U → T should be unramified in order to preserve the smoothness of Θ. There is a non-empty Zariski open subset U 2 6 ⊂ M 6 parameterizing curves C with |G 2 6 (C)| = 5. Let ∆ 0 ⊂ M 6 be the boundary component whose generic points parameterize irreducible curves.
Lemma 5.1. The intersection U 2 6 ∩ ∆ 0 is not empty.
Proof. Suppose C ∈ ∆ 0 is general and let X ν − → C be its normalization. Let p, q ∈ X be the points over the node r ∈ C. Recall that Pic 6 (C) with L :
If h 0 (L ) = 3 then (5.1) forces h 0 (L) = 3 by Clifford's theorem and the genericity of X. Thus we may identify the maps H 0 (X, L) → L| w and H 0 (C, L ) → L | ν(w) for each w ∈ X. In particular
is two-dimensional (as X is neither hyperelliptic nor trigonal, it has no g 2 5 ). Conversely, if h 0 (L(−p−q)) = h 0 (L)−1 = 2, then exactly one L lying over L satisfies h 0 (L ) = 3.
Indeed, if h 0 (L ) = h 0 (L) then the surjection in (5.1) vanishes on global sections, i.e., the composition
is zero. Since h 0 (L(−p − q)) = 2, the above sequence must be exact, so the line corresponding to L is unique (and it is neither of the summands, because X has no g 2 5 ). It remains to show that exactly five L ∈ W 2 6 (X) satisfy h 0 (L(−p − q)) = 2. On a general smooth curve X of genus five, every g 2 6 has the form |ω X (−D)| for a unique D ∈ X (2) . The pair
By the genus formula it has five nodes, so there are five D ∈ X (2) such that h 0 (ω X (−D −p−q)) = 2, giving five choices for L := ω X (−D). we think of S as a family over U ; for instance S u := S × U {u} is connected for u ∈ U . The following fact ensures that U → U is unramified, so that Θ U is nonsingular:
Lemma 5.2. For every g 2 6 on C, the corresponding fiber of S in C (6) has two connected components.
Proof. One checks (e.g., using (5.1)) that the surface in C (6) is the image of the surface in X (6) determined by ν * g 2 6 , which has two connected components. These components are smooth, and their images in C (6) are disjoint, provided that the image of C → g 2 6 ∨ is admissible in the sense of Welters [Wel81, (8.14), (9.2), (9.6)]. This means that the image of C is nodal and that for any line l in g 2 6 ∨ , the divisor cut on l by (the image of) C is either reduced or contains exactly one divisor of the form 2P, 3P , or 2P + 2Q. It is easy to see that a general plane sextic of geometric genus five is admissible [DH88, 1(c)]. Since the five pairs (X, ν * g 2 6 ) are general, the result follows. then the special surfaces obtained from g 2 6 in X (6) are smooth. As in the proof of Lemma 5.2, general nodal plane sextics are admissible. The same argument applies to a general curve of genus 6 together with a g 2 6 , so S v is smooth for most v ∈ U provided that T and R are sufficiently general. We let U • be the connected component of U containing u minus the points v where S v is singular.
Since S → P is finite, flat and genericallyétale, S satisfies Serre's conditions R 0 and S 1 (in fact it is Cohen-Macaulay), so S is reduced. The previous paragraph then implies that S U • is integral.
Third base change.
In order to embed the surfaces we constructed into the theta divisors of our family, we need to choose lifts of divisors of the residual g 1 4 that we will then add to lifts of the divisors of the g 2 6 to obtain lifts of canonical divisors. For this we need to introduce a third base change, defined as follows. Taking the g 1 4 residual to each g 2 6 determines, in a completely analogous way, a family D → U of 1-dimensional special subvarieties in C 
A nodal fiber
In this section we determine the fiber V ⊂ Θ 0 of V (see Paragraph 5.6) over D ∈ T . There is a unique divisor in the pencil |π * D| passing through the node of C; the corresponding divisor on the normalization X can be written as π * E where E = p + q + u + v for some u, v ∈ X.
Since D is general it can be identified with a divisor on X. Replacing v by v if necessary, we may assume that D and E belong to the same curve Y ⊂ X (4) (among the two curves tetragonally related to X via |π * D|). The divisor F := p + q + u + v also belongs to Y . Let d, e, f ∈ Y correspond to D, E, F ∈ X (4) . If g Y denotes the g 1 4 on Y , then h 0 (g Y − π * (e + f )) > 0.
Lemma 6.1. The special subvariety V d+e+f is smooth.
Proof. Set g 1 5 := |ω Y (−π * (d + e + f ))|, and suppose for a moment that Y → g 1 5 ∨ is a well-defined morphism with only simple ramification. By Welters' criterion [Wel81, (8.13 )], the associated special subvarieties S 1 , S 2 ⊂ Y (5) are smooth. We may assume that V d+e+f is the image of S 1 . If some pencil in Y (5) meets S 1 , its image in Y (5) must be g 1 5 , so the pencil must be all of S 1 . This is not possible: if a divisor p 1 + . . . + p 5 belongs to S 1 , so does p 1 + p 2 + . . . + p 5 , hence p 1 + p 2 is linearly equivalent to p 1 +p 2 and Y is hyperelliptic, which contradicts our genericity assumptions. Therefore S 1 maps isomorphically onto V d+e+f .
It remains to show that Y → g 1 5 ∨ has simple ramification. For this, we just need the pair (Y, g 1 5 ), or equivalently (Y, π * (d + e + f )), to be sufficiently general [ACG11, XXI, (11.9)].
The data (X, π * (p + q)) is in finite correspondence with the data (Y, π * (e + f )). So, for a general choice of (X, π * (p + q)), (Y, π * (e + f )) will also be general. We can then choose d to be a general point on Y .
6.2. The central fiber. We will show that V is birational to
(see Paragraph 1.6). Since X is general, we may assume that [u, v] 
Next note that
This implies that Ξ ∩ Ξ β ∩ W = V d+e+f is a Cartier divisor in W , giving the first two isomorphisms.
→ W d as sets and also generically as schemes. Next, the isomorphism holds scheme-theoretically everywhere because Ξ ∩ W is a generically smooth Cartier divisor in the smooth variety W , so it is reduced.
The fourth isomorphism is similar. 
for some divisor G ∈ X (6) supported away from the nodes with π * G ∈ ν * g 2 6 . By abuse of notation we can think of G as a divisor on C, in which case π * G ∈ g 2 6 and G Proof. Since V → T is flat, it suffices to compute the Hilbert polynomial of V t for any t ∈ T • .
For simplicity set Z := C t and let G ∈ Z (4) correspond to t, so that V t = V G . The special surface S ⊂ Z (6) associated to g 1 4 := |π * G| has two components; let S 1 be the one whose image is V G . Since S 1 → V G is a birational morphism between smooth varieties, their Hilbert polynomials are the same. We will show that χ(O S (nΘ t )) = 40n 2 − 80n + 44, which gives the result (after some algebra) because the calculation also works on each of the two curves tetragonally related to Z via g 1 4 . Since χ(O S (2nΘ t )) = χ(O S (n Θ)) for all n ∈ N, where Θ is a theta divisor for Pic 6 ( Z), it suffices to show that χ(O S (n Θ)) = 160n 2 − 160n + 44.
Let ι : g 2 6 → Z (6) be the embedding of the g 2 6 residual to g 1 4 , with ρ : S → g 2 6 and ι : S → Z (6) the associated projections. Since π (6) : Z (6) → Z (6) is an affine morphism, π (6) * commutes with arbitrary base change. In particular ι * π (6) * H = ρ * ι * H for H := O Z (6) (n Θ). Since R i ρ * = 0 for i > 0 (6.1)
By Grothendieck-Riemann-Roch (6.2) ch(π (6) * H) = π (6) * (ch(H) td( Z (6) )) · td(Z (6) ) −1 .
The Chern classes of symmetric products are well-known [ACGH85, VII, (5.4)]. In particular c( Z (6) ) = 1 − 4 η − θ + 10 η 2 + 5 η θ + 1 2 θ 2 + · · · , (see Lemma 8.1 for notation) and hence td( Z (6) ) = 1 − 2 η − 1 2 θ + 13 6 η 2 + 13 12 η θ + 1 8 θ 2 + · · · .
Since ch(H) = 1 + n θ + 1 2 n 2 θ 2 + · · · , it follows that ch(H) td( Z (6) ) = 1 − 2 η + n − 1 2 θ + 13 6 η 2 + −2n + 13 12 η θ + 1 2 n 2 − 1 2 n + 1 8 θ 2 + · · · , so by Lemma 8.1
Again a general formula gives c(Z (6) ) = 1 + η − θ + 1 2 θ 2 + · · · , and hence
Using (6.2) ch(π (6) * H) = 64 + (160n − 176) η + (32n + 16) θ + 160n 2 − 400n + 244 η 2 + 80n 2 − 48n − 48 ηθ + 8n 2 + 8n + 2 θ 2 + · · · .
The class of a linear system in Z (d) can be computed using a special case of the secant plane formula [ACGH85, VIII, (3.2)]. After simplifying (using [Mac62, (6.3)]), the class of |L| in Z (6) is
It follows that the degree of ι * ch(π 
This restricts to a divisor on W , which, by Lemma 6.2, can be identified with the divisor The quotient map W ψ − → W identifies the disjoint curves W d and W d + β. There is a short exact
Twisting by Ψ := Θ 0 | W and using the projection formula gives
Since nΦ has degree 8n on the genus 9 curve W d , the Hilbert polynomial of W is 
Therefore, by Proposition 3.4,
as required.
Proof of the main theorem
Proposition 7.1. If t ∈ T and Θ t is smooth, then [V t ] 2 = 16.
Proof. The class [V] ∈ CH 3 (Θ T ) defines a family of 0-cycle classes (i.e., a 1-cycle)
over T , and [V t ] 2 is the degree of the specialization of [V] 2 at t [Ful84, 10.1]. Since Θ T → T is flat, specialization at t is the same as restricting to Θ t , for any t ∈ T . We can specialize [V] 2 to the central fiber, but since Θ 0 is singular the meaning of [V ] 2 is not clear.
To remedy this, we pass to the operational Chow rings CH * (Θ D ) and CH * (Θ T ), which act on CH * (Θ D ) and CH * (Θ T ) via cap product. There is a unique "Poincaré dual" ν ∈ CH 2 (Θ T ) such that (here CH(U, 1) is one of Bloch's higher Chow groups [Blo94] , but all we need is a group depending only on U , which is easy to construct with a little thought). Since ψ * δ = 0, the diagram implies δ| U = 0, hence one can find γ ∈ CH 2 ( Ξ Ξ β ) mapping to δ ∈ CH 2 ( B). After possibly subtracting an element of CH(U, 1), we may assume that ψ Ξ * γ = 0 ∈ CH 2 (Ξ). Lemma 6.2 implies that , Z) be, respectively, the class of X (5) (plus a point), and the class of the polarization inherited from Pic 6 (X). If η, θ ∈ H 2 ( X (6) , Z) are the corresponding classes for where ρ k : X 6 → X are the projections. Therefore π (6) * η = 32η. Similarly π (6) * σ 1 = 32σ 1 , because
The calculation for π (6) * σ ± i = 16(η + σ i ) is almost the same, but the terms with l = k and l = k have different coefficients (since 2λ 1 becomes λ i ). The sum of the l = k terms with 1 2 times the l = k terms descends to 16σ i . We are left with
which descends to 16η. Adding these up for all i gives the required formula for π (6) * θ. The projection formula implies that π * (λ 1 µ 1 ) = 2 λ 1 µ 1 , so π (6) * η = 2 η by definition. Therefore
giving the desired formula for π (6) * ( η 2 ). The calculation for π (6) * ( η θ) is similar. Computing π (6) * ( θ 2 ) is more complicated. If i = j then σ ± i σ ± j corresponds to
Let S be the sum of the terms in (8.1) whose indices are distinct. Also let T , U and V the sums of those for which k = l, m = n, or both (with all the other pairs distinct). The remaining terms of (8.1) all vanish (e.g. when k = m, such a term contains ρ *
descends to η 2 . Similarly, T + V and U + V correspond to ησ ± j and σ ± i η respectively. Define S, T, U, V ∈ H 4 (X (6) , Z) in an analogous way. Since each term in S involves four distinct projections (with two missing), π ×6 * S = 4S. Applying this reasoning to the other sums gives 
The same formula clearly works for σ ± i σ ∓ j . However, it breaks down for σ ± i σ ∓ i , because the corresponding class in H 4 (X 6 , Z) has extra terms with k = n and l = m (so S + T + U + V does not correspond to σ 2 i ). In this case (i.e., when i = j), swapping k and m takes each term of S to its negative, so S = 0. On the other hand, T + V and U + V both correspond to ησ i . It follows that
The calculation for σ 1 σ ± j is also a little different, because S and U pick up a factor of two when pushing forward λ 1 (T and V do not because they involve λ 1 µ 1 instead). In other words
and hence
The formula for π (6) * ( θ 2 ) can be found by adding all of these terms.
Remark 8.2. The general formula, for a curve X of genus g, is
This can be proved by generalizing the above argument (see [Con19] for details).
8.2. The ranks of K + and K − . Although the results of this Paragraph follow from Paragraph 8.3, we feel that it is worth including because the proof here is considerably simpler than the general calculation of Hodge numbers in Paragraph 8.3 and also provides an independent verification of Paragraph 8.3.
We know that Θ → A satisfies the Lefschetz hyperplane theorem for H * (−, Q). Since pullback and Gysin maps on cohomology are (−1)-equivariant, the theorem also holds for H * (−, Q) + :
(1) For n < g − 1, H n (Θ, Q) + ← H n (A, Q) + is an isomorphism.
(2) For g − 1 < n ≤ 2g − 2, H n (Θ, Q) + → H n+2 (A, Q) + is an isomorphism.
(3) For n = g − 1, the pullback H g−1 (A, Q) + → H g−1 (Θ, Q) + is an injection.
Let A[2] be the set of 2-torsion points of A, and put Θ[2] := A[2] ∩ Θ. We have #A[2] = 2 2g and, since Θ is smooth, #Θ[2] = 2 g−1 (2 g − 1). Also let A π − → A + and Θ π − → Θ + be the quotients of A and Θ by −1.
Lemma 8.4. χ(A + ) = 2 2g−1 and χ(Θ + ) = 1 2 (−1) g−1 g! + 2 g−2 (2 g − 1)
Proof. It is well-known that χ(A) = 0 and χ(Θ) = (−1) g−1 g!. Since A is a double cover of A + ramified at 2 2g points, χ(A) = 2χ(A + ) − 2 2g and hence χ(A + ) = 2 2g−1 . Similarly
Proposition 8.5. We have dim
g odd
Proof. By [Mac62, (1.2)] and the injectivity of Proposition 8.3,
We have 2 (χ(A + ) − χ(Θ + )) = #A[2] − #Θ[2] + (−1) g g! = 2 g−1 (2 g + 1) + (−1) g g!. By Proposition 8.3, we can match up all cohomology groups of Θ + with isomorphic cohomology groups of A + , with the exception of degree g − 1 on the Θ + side and degrees g − 1, g, g + 1 on the A + side. Thus
which means h g−1 (Θ + ) − h g−1 (A + ) = (−1) g 2 g−1 (2 g + 1) + (−1) g g! 2 + (−1) g (h g+1 (A + ) − h g (A + )).
Finally note that h n (A + ) = 0 for n odd and h n (A + ) = 2g n for n even.
Proposition 8.6.
Proof.
Taking −1 invariants of the exact sequence
gives an isomorphism between the −1 invariant component of K and H g−1 (Θ,Q) + H g−1 (A,Q) + . On the other hand, dim K Q = g! + 2g g+1 − 2g g . After subtracting and using the previous formula we get the statement. 
Proof. The Hodge number h p,g−1−p (K) appears in
Using a standard identity [GKP94, (5.16)], the first term simplifies to It is straightforward to verify this by local calculations (for coordinate-free proofs, see [Con19, §1.2]).
The following "dual" sequences will also be useful: where k := 1 2 (1 + (−1) k ) is one (resp. zero) if k is even (resp. odd).
Proof. If p = 0 then h p,g−1−p (K + ) = h p,g−1−p (K) = 0. Otherwise, by Hirzebruch-Riemann-Roch and the above sequences The first term can be computed on Θ. To be specific: The Euler sequence and the ideal sheaf sequence for ∆ ⊂ Θ imply that td(T ∆ (−1)) = td(O ∆ ) g−1 td(O ∆ (−1)) = td(O Θ (1)) 1−g td(O Θ (−1)) ,
and similarly td(O ∆ (−2)) = td(O Θ (−2)) td(O Θ (−1)) −1 , so (1 − p) ) td(O Θ (1)) g−1 td(O Θ (−2))).
Everything inside β * is a polynomial in h := c 1 (O Θ (1)). Since β contracts ∆ the only powers of h which survive are h 0 and h g−1 . Therefore
Since −h is the class of ∆ ⊂ Θ, which has 2 g−1 (2 g − 1) components,
where χ 2 is the residue of − e (1−p)z (1 − e −z ) g−1 · 2 1 − e 2z = − e (g−p)z (e z − 1) g−1 · 2 (1 − e z )(1 + e z ) = 2e (g−p)z (e z − 1) g (e z + 1) at 0, or equivalently (making the change of variables w := e z − 1), the residue of (8.2) 2(w + 1) g−1−p w g (w + 2) at 0. Since 2 w+2 = ∞ k=0 − w 2 k , taking the Laurent expansion of (8.2) gives
Grothendieck-Riemann-Roch allows us to compute the remaining terms on ∆: −1) ) .
The following exact sequence arises from the Euler sequence on ∆: (−1) p−k g − 1 k e (g−k)z 2 (e z − 1) g−1 (e z + 1) at 0. The above residue calculations, with some minor adjustments for the extremal terms in the sums, can be used to show that
where δ 0 := 0, δ g−1 = 0 and δ p := 1 for 0 < p < g − 1. Therefore
(2 g − 1) + (−1) p g − 1 p 2(2 g − 1) + (−1) p 2 g (2 g − 1)δ p = χ(Ω p Θ ) + (−1) p (2 g − 1)
g − 1 p + 2 g δ p . 
