This paper presents an algorithm for compositing a high dynamic range (HDR) image from multi-exposure images, considering inconsistent pixels for the reduction of ghost artifacts. In HDR images, ghost artifacts may appear when there are moving objects while taking multiple images with different exposures. To prevent such artifacts, it is important to detect inconsistent pixels caused by moving objects in consecutive frames and then to assign zero weights to the corresponding pixels in the fusion process. This problem is formulated as a binary labeling problem based on a Markov random field (MRF) framework, the solution of which is a binary map for each exposure image, which identifies the pixels to be excluded in the fusion process. To obtain the ghost map, the distribution of zeromean normalized cross-correlation (ZNCC) of an image with respect to the reference frame is modeled as a mixture of Gaussian functions, and the parameters of this function are used to design the energy function. However, this method does not well detect faint objects that are in low-contrast regions due to over-or under-exposure, because the ZNCC does not show much difference in such areas. Hence, we obtain an additional ghost map for the low-contrast regions, based on the intensity relationship between the frames. Specifically, the intensity mapping function (IMF) between the frames is estimated using pixels from high-contrast regions without inconsistent pixels, and pixels out of the tolerance range of the IMF are considered moving pixels in the low-contrast regions. As a result, inconsistent pixels in both the low-and high-contrast areas are well found, and thus, HDR images without noticeable ghosts can be obtained.
Introduction
The dynamic ranges of most commercial image sensors and display devices are narrower than the radiance range of an actual scene, and hence, under-or over-exposure is often inevitable. In order to overcome such limitations of image sensors and displays, a number of multi-exposure capturing and processing techniques have been proposed, which can be roughly categorized into two approaches: high dynamic range imaging (HDRI) with tone mapping [1] [2] [3] [4] and image fusion methods [5] [6] [7] [8] [9] [10] . The former generates an image of higher dynamic range (i.e., higher bit depth for each pixel) from multiple images having http://jivp.eurasipjournals.com/content/2014/1/42 ghost artifact is often observed in the HDR image from the dynamic scene where the images are not aligned and/or some objects are moving. Hence, there have been much efforts to alleviate the ghosting problem in the case of HDRI approaches. Some of the existing algorithms consider misalignment of input frames and moving objects simultaneously, while others assume well-aligned input or pre-registration of misaligned frames and concentrate on the detection of moving objects that cause inconsistency. For example, the study [11] exploits the measure of local entropy differences to identify regions that might contain moving pixels, which are then excluded from the HDRI generation process. In addition, Khan et al. [12] proposed an iterative method that gives larger weights to static and well-exposed pixels, thereby diminishing the weights for pixels that can cause ghosts. Li et al. [13, 14] proposed methods to detect and modify moving pixels based on the intensity mapping function (IMF) [15] . There are also patch-based methods, in which patches including moving objects are excluded [16, 17] . To simultaneously deal with the misalignment and moving objects, Zimmer et al. [18] proposed an optical flow-based energy minimization method, and Hu et al. [19] used nonrigid dense correspondence and color transfer function for this task. Recently, low-rank matrix-based algorithms [20, 21] have also been presented, based on the assumption that irradiance maps are linearly related to LDR exposures.
In the case of exposure fusion, there are also similar approaches for ghost removal. For example, the median threshold bitmap approach was proposed to detect clusters of inconsistent pixels [22] , which are then excluded when fusing the images. In addition, a gradient domain approach was introduced that gives smaller weights to inconsistent pixels [23] . The IMF is used to exclude region of inconsistent pixels in the fusion process [24, 25] , where the images are over-segmented and the IMF is used to detect the inconsistent regions. In our previous work [26] , we proposed a method to detect inconsistent pixels based on a test of the reciprocity law of exposure and the measure of zero-mean normalized cross-correlation (ZNCC). It is noted that the ZNCC between a region in an image and its corresponding region in the reference is close to 1 when there is no moving object. Hence, a pixel is considered to be inconsistent when the region around the pixel shows low ZNCC under a certain threshold, i.e., the hard thresholding of ZNCC was used.
In this paper, we propose a probabilistic approach to constructing a ghost map, which is a binary image depicting the pixels to be excluded in the exposure fusion process. We assume that the images are well registered, otherwise apply a registration algorithm. The basic measure is also based on the ZNCC, but probabilistic soft thresholding is used instead of the hard thresholding used in our previous work. Specifically, ZNCC histogram is modeled as a Gaussian mixture function, where the parameters are found using an expectation maximization (EM) algorithm. Generating a ghost map is then posed as a binary labeling problem based on a Markov random field (MRF) framework, where the energy to be minimized is designed as a function of the ZNCC distribution parameters. It will be shown that the proposed method provides a less noisy and more accurate binary map than the simple hard thresholding method.
However, as in other feature-based methods, the ZNCC shows meaningful differences only for well-contrasted and highly textured regions. Hence, feature-based methods often give incorrect results in low-contrast regions where the pixel values are about to be saturated due to over-or under-exposure and also in low-textured regions. For these regions, we exploit the IMF between the images, which was successfully used in [13, 14, 24, 25] . In this paper, the IMF is estimated from regions having high ZNCC only, because other regions are saturated or moving object regions that have low credibility in estimating the IMF. Then, the pixels lying outside the IMF tolerance are considered pixels on the faint moving objects. To determine the ghost map in this region, we also develop an optimization technique, which yields less noisy results than conventional IMF-based thresholding methods. Experimental results show that the proposed method constructs plausible ghost maps and hence yields pleasing HDR images without noticeable ghost artifacts.
The rest of this paper is organized as follows: In the second section, we review the conventional weight map generation method [6] . In the third section, we describe the proposed algorithm that excludes the ghost pixels from the weight map. Then, we show some experimental results, and finally, conclusions are given in the last section.
Review of exposure fusion
Conventional exposure fusion methods create an output as a weighted sum of multiple exposure images, in which the weights reflect the quality of pixels in terms of contrast, saturation, and well-exposedness. The contrast is computed by Laplacian filtering [27] , and the saturation is defined as the standard deviation of the pixels in each component. The measure of well-exposedness is designed to have the largest value when a pixel value is around the center of the dynamic range. The weight map for each exposure image is calculated by using these measures as
where p is the pixel index; k means the k-th exposure image; C, S, and E represent contrast, saturation, and well-exposedness, respectively; and ω C , ω S , and ω E are corresponding weighting factors. After the weighted images are added, multi-resolution blending is performed by using pyramidal image decomposition [28] . Figure 1 presents weight maps for the corresponding multi-exposure images, as well as the output as a result of the weighted sum of images. The ghost artifacts can be observed in the red box of Figure 1c , caused by moving people.
Proposed algorithm
The core of the ghost reduction algorithm is to find inconsistent pixels that can cause artifacts, for excluding them from the fusion process. For this task, we first determine a reference frame among the multi-exposure images, one that has the largest well-contrasted region. Then, in all other input frames except for the reference frame, we find regions that have moving objects with respect to the reference. More specifically, we construct a ghost map (binary image) for each input frame except for the reference, which indicates which pixel to exclude or include in the image fusion process. When a pixel in the ghost map is 1, the corresponding pixel in the input frame will be included in the fusion process and vice versa. The proposed method begins by finding the reference frame that has the largest well-contrasted region (i.e., smallest saturated region) as in conventional methods [16, [24] [25] [26] 29, 30] . It needs to be noted that our method identifies the inconsistent pixels in high-contrast regions and low-contrast regions separately. For this, we define a saturation map b, which is also a binary matrix with the size of input image. Note that this matrix can be constructed when finding the reference frame, because we check the contrast of regions at this time. Precisely, if we denote the element of b at the pixel position p as b(p), then it is given 1 when the p belongs to a well-contrast region in the reference frame and 0 when it belongs to the lowcontrast region. In summary, for each of the input frames except the reference, we find the ghost maps for the region of b(p) = 0 and b(p) = 1 separately. The ghost map for the well-contrast region (b(p) = 1) will be denoted as g w and the ghost map for the low-contrast region (b(p) = 0) as g l in the rest of this paper. After finding these ghost maps for an input frame, the overall ghost map for the frame is constructed as g = g w ∪ g l . In this paper, finding g w and g l are posed as binary labeling problems, i.e., as the energy minimization problems that are solved by graph cuts [31] .
Construction of g w
The construction of g w is based on the ZNCC measure, from the observation that the ZNCC of the region containing a moving object is low when compared with the ZNCC in the static region. The energy function for this binary labeling problem is defined as
where g w (p) is the pixel value (1 or 0) at a pixel p, P W is the set of pixels in the well-contrasted region (all the p's with b(p) = 1), N W is the set of all unordered pair of neighboring pixels over the areas of b(p) = 1, and γ W is a weighting factor for balancing the data cost E W D and the smoothness cost E W S .
The data cost E W D
The ZNCC of a region R centered at a pixel p, with respect to the corresponding region of the reference image, is defined as
where Figure 2 because the ZNCC is close to 1 at most pixels. Hence, the histogram of ZNCC can be modeled as a left-sided normal distribution with the mean close to 1. On the other hand, Figure 3 shows another pair of images that capture a scene with some moving objects. Since the ZNCC becomes very small at the pixels of moving objects, the ZNCC distribution becomes multi-modal, which can be considered a mixture model consisting of two or more Gaussian distributions. Since the state of a pixel is just two (moving pixel or not) in our problem, we model the distribution as a sum of two Gaussian function as
where i is the state and input data x is the ZNCC values. From the learning by EM algorithm, we find the parameters of two Gaussian density functions such as mean μ i , variance σ i , and weight P r (i).
With these models and parameters, the data term E W D is designed to give penalty to the mis-labeled pixels (e.g., labeled 1 while it is close to ghost). Specifically, the data cost is constructed as a negative of log-likelihoods of two Gaussian density function as
where
The smoothness cost E W S
The smoothness cost E W S is designed by Potts model [32] as
where B(p, q) means the edge cue which represents pixel intensity difference. When the adjacent pixels are bordering the edge, the 'smoothness cost' is diminished by B(p, q). For each of the input frames, the binary map g w is found by constructing and minimizing Equation 2. For example, Figure 4a ,b shows the same area of multi-exposure images, where Figure 4a shows the crop of the reference frame and Figure 4b shows the crop of an under-exposed image where there appears moving people. The binary map resulting from the above equation is shown in Figure 4d , where the white area (labeled as 1) is the non-ghost area and the dark area (labeled as 0) contains motion pixels that are to be excluded. Figure 4c shows a binary map obtained with our previous method in [26] , and the comparison with Figure 4d shows that the proposed method gives a more accurate ghost map.
Construction of g l
The ghost map g w for the well-contrasted region is found from the above procedure, and now we find the ghost map g l for the low-contrast region (for the regions with b(p) = 0). The problem with the low-contrast region is that there are too little textures to apply the feature-based methods (such as median pixel value [22] , gradient [23] , and ZNCC). Hence, we resort to intensity relationship between the frames for detecting the motion pixels in these areas. The basic idea is that the static area shows the intensity changes according to the amount of exposure difference, whereas the areas with motion pixels will not follow that. In other words, the static area will have the luminance changes according to the IMF, whereas the dynamic areas will not.
Based on the above observation, we design the energy function for finding g l as
where g l (p) is the pixel value (1 or 0) at a pixel p, P L is the set of pixels in the low-contrast region (all the p's with
, N L is the set of all unordered pair of neighboring pixels over the areas of b(p) = 0, and γ L is a weighting factor for balancing the data cost E L D and the smoothness cost E L S . The smoothness cost E L S that prevents noisy result is defined the same as Equations 6a and 6c, except that g w is replaced by g l . The data cost E L D
As stated above, we use the 'compliance of IMF' for detecting the moving pixels in the low-contrast region, and thus, we have to estimate the IMF. In this paper, unlike the existing IMF estimation methods in [24, 25] which use all the pixels without considering the pixel quality, we use the pixels only in the areas of 'highcontrast region without moving objects, ' which correspond to the region of g w (p) = 1 for a given image. The algorithm for estimating the IMF is graphically shown in Figure 5 , where Figure 5a shows the binary map g w (p). That is, the white pixels denote the ones with g w (p) = 1. Figure 5b shows the overlap of this map with the reference frame, i.e., the pixel-wise multiplication of the map in Figure 5a and the reference image. Likewise, Figure 5c shows the multiplication of the map in Figure 5a with the given input image to be compared with the reference. Finally, the IMF is estimated by comparing only the colored pixels of Figure 5b ,c. Figure 5d shows the plot of the pairs of pixel values from these colored regions of Figure 5b ,c, and the red line is considered the IMF, which is obtained by curve fitting the dots by the fourth-order polynomial [24, 25] . Then, we define the tolerance range (upper and lower blue lines in Figure 5 ) of intensity variation from the IMF, which means that a dot out of this range is a pair of pixels where one of the pixels possibly belongs to a moving object. Figure 5e shows how this range is determined. Specifically, it shows the histogram of the distances of dots from the IMF curve, and a dot out of 4σ range (out of blue lines in Figure 5f ) is considered the ghost pixel pair. [22] . (e) Consistency map by [23] . (f) Ghost map by [26] . (g) Ghost map by the proposed method. [22] . (e) Consistency map by [23] . (f) Ghost map by [26] . [22] . (e) Consistency map by [23] . (f) Ghost map by [26] . (g) Ghost map by the proposed method. Figure 9b by [25] and (bottom) estimation of IMF (the red line which is obtained by curve fitting the dots by the fourth-order polynomial) using the static region. Based on the estimated IMF, we design the data cost of energy function as
where I(p) is the intensity of pixel p of the given frame and IMF (I ref (p) ) is the mapping of I ref (p) according to the IMF. Then, minimizing the total energy by graph cuts gives a binary map g l for the given input frame. Figure 6 compares the binary maps that represent ghost pixels as black, which are generated by hard thresholding method [29] and the proposed optimization method. Figure 6a ,b shows the reference image and a differently exposed image, respectively, and Figure 6c ,d shows the ghost maps of the thresholding and probabilistic methods, respectively. Also, Figure 6e ,f shows the crops of the above images for better comparison.
It can be observed that the optimization leads to less map.
Experimental results
In the previous section, we have seen that each of the steps provides a less noisy and/or more plausible ghost map than the hard thresholding methods [26, 29] . In this section, we compare the accuracy of the overall ghost map g = g w ∪ g l with those of the existing methods. First, we compare the accuracy of the ghost map with [22, 23, 26] , for the pair of the reference image in Figure 7a and a differently exposed image in Figure 7b . It can be seen that people appear in Figure 7b in the red box area. Hence, the ground truth ghost map for this area should be like in Figure 7c , and the ghost maps produced by [22, 23, 26] and the proposed method appear in Figure 7d ,e,f,g, respectively. As can be observed in the figures, the median threshold bitmap approach [22] fails to detect the moving object, and the gradient domain method [23] determines the non-ghost region as a ghost region. The reason for this seems that the brightness/gradient difference between the moving object and the background is too small. Our previous work [26] used weight factor for ZNCC measure to extremely diminish ghost effect, so this method also regards the non-ghost pixels as ghost. On the other hand, http://jivp.eurasipjournals.com/content/2014/1/42 the ghost map produced by the proposed algorithm is closest to the ground truth. Figures 8 and 9 show another results that the proposed method provides better ghost map. Figures 10 and 11 show the comparison of [25] and the proposed method for detecting the static region and estimating the IMF between the reference and a given frame. Figure 10a shows the static region detected by [25] (the dynamic region is denoted as black and only the static region remains) for the pair of images in Figure 8a ,b and also the estimated IMF from this result. It can be seen that the moving people (dynamic region) are not removed and conversely the floor is detected as moving pixels. In the case of the result of our method (Figure 10b) , it can be seen that dynamic regions are successfully detected, and hence, we can obtain more plausible IMF that should be a monotonically increasing function [15] . Figure 11 shows a similar result for the multi-exposure images in Figure 9a ,b. Figures 12,13,14 show the comparison of final fusion results for the eight existing methods [16, 17, [20] [21] [22] [23] 26, 30] and the proposed method. Specifically, Figure 12a shows the sequence of multi-exposure images, and Figure 12b,c,d shows the comparisons of [16, 22] and [26] with the proposed method. The first row of these figures shows the area for the comparison in the red boxes, the second row are the results of these compared methods in the order [16, 22, 26] , and the bottom row shows our results for the corresponding areas. In these figures, it can be seen that the compared methods show some noticeable ghosts, whereas the proposed method does not. Figure 12f shows the overall area of fusion result of our method, and Figure 12e shows the result by [20] .
Comparison shows that our method yields comparable [16] . (c) Result by the median threshold bitmap approach [22] . (d) Result by our previous method [26] . (e) Result by the low-rank matrix-based approach [20] . [16] . (c) Gradient domain approach [23] . (d) PatchMatch-based method [30] . (e) Low-rank approach in [20] . (f) Low-rank matrix-based approaches in [21] . (g) Hybrid patch-based approach [17] . (h) The proposed method.
output as the HDRI approach by Oh et al. [20] , which also yields almost no noticeable artifacts for the given image sequence. Likewise, Figure 13 shows the comparison of [16, 20, 21, 23, 30] and [17] with the proposed method. The photos of Figure 13a are the input images, and the second rows of Figure 13b,c,d ,e show the results by [16, 23, 30] and [20] , respectively, where the images in the third row are the results of the proposed method at the same area. It can be observed that the method of Gallo et al. [16] removes ghost successfully; however, when the difference of brightness among the neighboring patch is large, this causes some visible seam as shown in Figure 13b . In Figure 13c ,d,e, we can see ghost artifacts in the existing methods, whereas the artifact is not noticeable in the case of our algorithm (third row). Also, Figure 13f ,g,h shows the results of [17, 21] and the proposed method for this set of images, where the ghost artifact is not noticeable in the overall area. Figure 14 shows another comparison of [22, 23, 30] and [21] with the proposed method. Figure 14a shows the set of input images, and the second row of Figure 14b ,c,d,e shows the result of [22, 23, 30] and [21] , respectively, in the red box area of images in the first row. The images in the third row are the results by the proposed method in the same area, and Figure 14f shows the result of our method in the overall area. It can be observed that the proposed method shows almost no ghost artifacts, while others have a little noticeable artifacts as in the second row. [22] . (c) Gradient domain approach [23] . (d) PatchMatch-based method [30] . (e) Low-rank matrix-based approach [21] . (f) The proposed method.
It is noted that our method has some limitations when the selected reference has 'saturated and moving' foreground object. For example, Figure 15a shows a set of multi-exposure images where the third image is selected as the reference frame because it has the largest area of well-contrast region in the background. In this case, the proposed algorithm yields the fusion result as shown in Figure 15c because the foreground object is moving and hence excluded from the fusion process. On the other hand, since the algorithm in [17] sets the first image as the reference and tries to track the inconsistent pixels, it keeps the foreground object very well as shown in Figure 15b . When we wish to keep the contrast of foreground object, we have to select the reference manually in this case. If we also select the reference as the first frame, then we obtain the result shown in Figure 15d . Finally, it is worth to comment that the fusion results can be enhanced by any conventional histogram equalization or edge-preserving enhancement method such as [33] , like the HDRI performs tone mapping process for the optimal display of HDR on the LDR display devices. The executables for our algorithm and full resolution results with this postprocessing are available at http://ispl.snu.ac.kr/~jhahn/ deghost/, which are also available as Additional files 1 and 2.
Conclusions
We have proposed an HDR image fusion algorithm with reduced ghost artifacts, by detecting inconsistent pixels in the high-contrast and low-contrast regions separately. To detect inconsistent pixels in high-contrast areas, a ZNCC measure is used based on the observation that the ZNCC histogram displays a unimodal distribution in static regions, whereas it has a multimodal shape in dynamic regions. A cost function based on the parameters of these probability distributions is designed, whose http://jivp.eurasipjournals.com/content/2014/1/42 minimization yields the ghost map for the highly contrasted region. To detect the ghost map in the lowcontrast region, the IMF is first estimated using pixels from the high-contrast regions having no moving objects. Next, a cost function that encodes the IMF compliance of the pixel pairs is designed, whose minimization gives the ghost map for the low-contrast areas. The overall ghost map is defined as the logical operation of these two maps, and the ghost pixels are excluded from the fusion process. Since the proposed algorithm can find faint moving objects in areas where the pixel values are about to be saturated due to over-and under-exposure, it provides satisfactory HDR outputs with no noticeable ghost artifacts. However, the proposed method has limitations in correcting moving foreground object when it is saturated in the reference frame (Figure 15 ), because they are simply excluded from the fusion process. In this case, we have to manually select a reference frame that has well-exposed foreground objects, which can degrade the fusion results due to the narrower well-exposed background region than in the reference. Otherwise, we need to correct the inconsistent pixels instead of simply excluding them, which is a very challenging problem, especially when the moving foreground object is not consistently detected in each frame due to saturation, noise, or non-rigid motion.
