ABSTRACT: Kriging interpolation method has a wide range of application in geology and mapping. But the variogram selected and the parameters of the experimental variogram mostly depend on the expertise of geologists, which has a great degree of subjectivity. Introduce the artificial bee colony algorithm (ABC) to optimize the parameters of the Kriging's variogram, using ABC-Kriging algorithm to experiment with borehole data. The results show that: the Kriging algorithm optimized by artificial bee colony compared with ordinary Kriging algorithm errors were reduced by 35.7%, to overcome the traditional method parameters set subjectivity and make geological model construction with higher precision.
INTRODUCTION
Kriging algorithm is an unbiased interpolation method to solve the linear optimization of spatial data. The method can directly reflect the spatial distribution law of geological phenomena in geological mapping, which considers not only the relationship between the points the known and to be estimated, but also the spatial correlation of the variables. In recent years, many scholars at home and abroad have already done a lot of researches on the application of Kriging algorithm in geological mapping [1] [2] [3] [4] . Zhang Qiang proposed LDIW-PSO (linear decreasing inertia weight, LDIW) to estimate the parameters of variogram in 2011, and the experiments showed that LDIW-PSO method was more accurate than the traditional least squares and hand-fitting method [5] ; Yue Jianping has achieved good results by introducing the particle swarm optimization algorithm to optimize the parameters of the model of the variogram in 2012 [6] ; Wang Yingbo optimized the parameters of variogram of the ordinary Kriging method by introducing SFLA algorithm to overcome the subjectivity of the ordinary Kriging method to set the parameters in 2013 [7] ; Wang Hong proposed a hybrid Kriging surrogate model optimization algorithm for high-dimension parameter estimation to conquer the curse of dimensionality and improve the convergence rate in 2015 [8] , and made good progress.
Artificial bee colony (ABC) algorithm is an intelligent optimization algorithm proposed by Karaboga in 2005 according to the principle of foraging [9] . In recent years, the ABC algorithm has been widely used in many fields due to its simple principle and strong robustness [10] [11] [12] [13] .
This paper attempts to introduce the artificial bee colony algorithm to optimize the parameters of the Kriging's variogram so as to overcome subjectivity to set parameters for the traditional method.
KRIGING ALGORITHM
Kriging is a method of unbiased optimal, based on variogram spatial analysis to estimate regionalized variable values in limited area [14] .
Kriging method is an optimal, linear, and unbiased spatial interpolation method.
On the basis of the full consideration of the mutual relation of the observed data in limited area, the weight coefficient of each observation data is given, and then the estimated value is obtained by weighted average [14] . Firstly, the variation of spatial attributes is considered in the spatial position. Secondly, the influence range of a point to be inserted is to be determined. Finally, the sample points in this range are used to estimate the attribute value of the point to be interpolated.
Kriging interpolation method, in essence, is a linear interpolation method. As shown in the formula (1), Z(x) is regionalized variables, Z(xi)(i=1,2…,n) is the discrete sample data:
In formula (1), 0 Z  is the value of the point to be estimated. λi is the weight coefficient for each discrete points. Z(x) satisfies the second-order stationary assumptions or intrinsic hypothesis as formula (2):
For any distance h, variable exists a finite variance, which does not depend on x, for any x and h are pre-
Z(x) unbiased and minimum of variance:
Further derived as formula (4):
(2) The minimum variance condition met,
Simultaneous unbiased condition further derivation can be derived Kriging equation, such as formula (5):
Variogram r(xi, xj) can be abbreviated as rij, expanded the equation to form of a matrix as formula (6): 
It can be seen from Kriging equation that a great impact on the valuation of the variogram. Chinese scholars Pan Fan [15] [16] ; Bian Shaofeng [17] make some research of Kriging variogram theoretical models.
Common description variogram model has spherical model, circular model, exponential model, Gaussian model, etc. Depending on the circumstances herein instance, choose spherical model to deal with the Kriging interpolation problem. Spherical model has sill of belonging to the model, such as formula (7):
C0 is the nugget, C0+C is the sill, C is the partial sill, and is variable range.
ARTIFICIAL BEE COLONY ALGORITHM
Bees are typical social insects, in a bee colony, the behavior of individual bees is simple, however, division of labor between the different roles performed by bees, the entire methodical cooperation through the exchange of bees to start work, has shown a complex intelligent behavior. Because of the complexity of bee behavior activity, according to the division of bee activity different mechanism, researchers have proposed different colony algorithm, Teodorovic [18] according to the mechanism of bee breeding proposed colony optimization algorithm, turkish researchers Karaboga [9] based on the foraging principles put forward artificial bee colony algorithm (ABC) in 2005. At present, the research and application of the most widely used is the artificial bee colony algorithm. In artificial bee colony algorithm, swarm of bees consists of three parts: employed bee (also known as leading bee), following bee and scouts. Leading bee and following bee account for half number of bee colonies number. For each nectar source, only one leader is needed, in other words, the number of leading bees is equal to that of the nectar source. When a nectar source is abandoned, the leading bee becomes a scout correspondingly. Bee searching for nectar source mainly consists of three parts:
(1) Leading bee finds nectar source, and records its information;
(2) Follow bee chooses one nectar source based on the information provided by leader bee; (3) When one nectar source is abandoned, the corresponding leading bee becomes a scout, and randomly looks for new nectar source.
When using the ABC algorithm for solving optimization problems, each nectar source represents a feasible solution, number (fitness) represents solution quality of nectar source, and solution of the number (N) is equal to the number of leading bee [19] . First, ABC algorithm randomly generates initial population containing solutions of N, each solution (i=1,2,…,N) uses a d-dimensional vector xi= (x i1 ,x i2 ,…,x id ) T to represent, d is the number of parameters of optimized problem. The initial solution produced by formula (8):
Wherein, ub and lb represent respectively the upper limit and the lower limit of x. Subsequently, all the bees begin circulative search for the nectar source, and the number of cycles is MCN. Leading bees first begin neighborhood search for the nectar source, compare the number of nectar source both before and after searching, and quantity of nectar source the more will be choice, which is the higher fitness solution. When all leading bees finish searching, and return to the dance area, the nectar source information through the jump jive way is conveyed to following bees. And they choose the nectar source probability based on the number of conveying information (nectar source selected probability of quality-related). Then, following bees also conduct a search field, and choose a better one. Leading bee and following bee search as formula (9):
Wherein, jϵ{1,2,…,d}, kϵ{1,2,…,N}. j and k are randomly selected, but k is not equal to j, rijϵ[−1,1] is a random number. Following bees select the nectar source probability, such as the formula (10):
prob(i) is the probability that the i-th nectar source (solution) selected, and fit(i) is the i-th fitness value. Fitness value is calculated as (11):
Wherein, fi is the value of the objective function.
In ABC algorithm, if a solution xi is still not improved after limit cycles, the solution will be abandoned, leader bee became scout in accordance with the formula (12) randomly generates a new solution to instead.
Where, xmin,j is the j-dimensional minimum currently available, xmax,j the maximum value of the j-dimension obtained.
It can be seen that, leading bees and following bees are responsible for mining (exploiting) nectar source, and scouts are in charge of exploration. So ABC algorithm combines the global search of scouts with the local search of leading and following bees, which enables both the exploration and exploitation of nectar source can achieve a better balance. ABC algorithm depends on three kinds of bees to constantly mine and explore nectar source for completing the solution search process.
ARTIFICIAL BEE COLONY ALGORITHM IMPROVE KRIGING ALGORITHM
Kriging algorithm use random function to assess or predict spatial properties of the non-sampling point. In theory, using some good simplify probabilistic model, the description of spatial variability and dependency of random function can rely on sample of data collection. Although the choice of a unique random function model can solve the problem of some missing information collection, the choice of theoretical model of variogram and experimental varigram parameters set mostly depend on the expertise of geological staff, which has certain subjectivity [16] . The artificial bee colony algorithm is introduced, and regard three free parameters of variation function as a nectar source, that is , , . The cross validation method is adopt, and consider the mean value Z Z * of the square-error of k measured values Z and predicted values Z* as objective function of search by artificial bee colony algorithm, which is obtained by Kriging algorithm. Then through the division, optimization and information exchange of the colony, the most optimal variation function is obtained. ABC-Kriging algorithm terminates when the error variance is less than the set value or the maximum number of the set. Proceed as follows:
(1) Initialize parameter, set the size of the colony NP, the number of nectar source N, and the number of loop times, and generate the initial population;
(2) Gridding discrete point data in Kriging, choose variogram model, and set the search radius and a minimum number of search; (3) Calculate the fitness value of each nectar source, which is to calculate the estimated value by Kriging interpolation step first, the path exchanged by leading bee to search nectar source, and calculate the fitness value according to the target; (4) Use greedy algorithm to select a good nectar source; (5) According formula (10) , calculate the probabil-ity of nectar source which is selected by following bees; (6) Following bees select nectar source based on probability, according to (1) (2) in the field of local search; (7) The objective function value is calculated by the searched nectar source (solution), and selects a better one with greedy algorithm; (8) Judge whether the nectar source is abandoned or not. If so, scouts will replace it through random search of nectar source according to (1) (2) (3) (4) (5) , and record the best nectar source; (9) Verify if the optimal solution meets the termination condition. If not satisfied the conditions, continue to step (3), or end this progress to obtain the best variogram; (10) Kriging interpolation calculated by the optimal variogram is obtained.
The experimental route is shown Figure 1 . Choose a regional borehole data, the total is 80, and part of the data is shown in Figure 2 . Before computing, the normal inspection of data is needed, because the non-normal distribution of data may affect the accuracy of the variogram, that is, when the sample average increases, the sample variance also increases, so that the actual distortion variogram, the sill and nugget value increase, causing some unobvious structural features. [20] Whether the SPASS is used to analyze data for following a normal distribution, the results show that the data are distributed normally, to meet the conditions of Kriging interpolation. Each measurement points have mutual influence, and this effect diminished with increasing distance [21] . So select points near the borehole point X to fit. In geostatistics, the ratio of nugget and sill is called nugget coefficient, which indicates that the proportion of spatial heterogeneity caused by random factors account for variation in the overall system, namely spatial correlation. In the example, the nugget coefficient value is 0.25, using spherical model, take nugget C0 = 50, partial sill value C=150, variable range a = 1000 [7] . According to the formula, the next step is to get weight of points ZY11, ZY12, ZY15, ZY19, and according Kriging equation, the elevation of X point is 894.74 meters. According to the data calculated by Ordinary Kriging interpolation (894.74) and the actual borehole data (896.41), there are some errors. Mainly due to the choice of variogram parameters depending on the subjective skills of staff, in order to set the objectivity variogram parameters, the introduced artificial bee colony algorithm (ABC) improved Kriging algorithm, and which is calculated and verified with the data in Table 1 .
Artificial bee colony algorithm improved Kriging interpolation examples
To test the performance of ABC-Kriging algorithm, make experiments on it and compare with ordinary Kriging interpolation algorithm. After analyzing pros and cons of ordinary Kriging interpolation algorithm and ABC-Kriging interpolation algorithm, you can select the cross-validation [22] [23] , which brings a particular sample point X into the data set as an unknown predicting point, and uses other sample points to predict the attribute values for X point and error comparisons. In this example, select 80 borehole elevation values as the data set, which selected 20 borehole cross validation. The example is based on the Eclipse, ArcGIS10.0 conditions, Kriging search range is set as 1000m, and the lower limit of search number is set as 4; initialize artificial bee colony parameters, NP=20, Limit=100, MCN=100, Run Times=30. The predicted values and error of ordinary Kriging algorithm and ABC-Kriging algorithm are shown in Table 1 .
From Table 1 , ABC-Kriging interpolation algorithm predicted better results than ordinary Kriging interpolation in overall effect, artificial bee colony algorithm uses the global search of scouts and the local search of following bees, resulting in its prediction is more accurate than that of ordinary Kriging interpolation method.
Use two methods of borehole data to predict the results of analysis, as shown in Table 2 . Error comes from two methods ( Table 2 ) and trends (Figure 3) , the total interpolation error using ordinary Kriging reaches 24.62, and that using ABC-Kriging reaches 15.82 which is less and has more accurate prediction. The Kriging algorithm optimized by artificial bee colony (ABC) compared with ordinary Kriging algorithm errors were reduced by 35.7%. The global search and local search of artificial bee colony algorithm (ABC) make Kriging variogram improve significantly, and largely overcome the impact of the skills of professionals in the subjective, and make the interpolation prediction accuracy increase significantly. Use ABC-Kriging interpolation algorithm to combine with ArcGIS10.0, and combine GOCAD software with borehole data to spatial interpolation. The results are shown in Figure 4 . 
CONCLUSION
In this paper, the ABC-Kriging algorithm is introduced to optimize the parameters of Kriging variogram so as to improve the interpolation accuracy of geological borehole data.
In order to verify the validity of the algorithm, the ABC-Kriging algorithm is compared with the ordinary kriging with the same geological borehole data. Research results show that:
(1) The spatial interpolation based on the ordinary Kriging algorithm is dependent on the experience knowledge of professional personnel, and it has a certain subjectivity, which leads to the uncertainty of the simulation results;
(2) Compared with the ordinary kriging algorithms, the advantages of artificial bee colony algorithm are obvious in optimizing the kriging variogram, that is, the prediction error is smaller, the parameter setting is less, and the realization is more simple; (3) The variogram of Kriging optimized by ABC algorithm has achieved a good convergence effect, that is, ABC-Kriging algorithm has fast convergence rate and high convergence precision, and it combines the global search and local search, which reduces the influence of subjective factors, and the predicted results are more close to the actual value; (4) ABC-Kriging algorithm still has some problems: for borehole data in sparse area, the prediction error value is too large. The next step is to research Kriging search strategy, continue to improve the algorithm.
