We propose to extend the cointegration rank determination procedure of Robinson and Yajima (2002) to accommodate both (asymptotically) stationary and nonstationary fractionally integrated processes as the common stochastic trends and cointegrating errors by applying the exact local Whittle analysis of Shimotsu and Phillips (2005) . The proposed method estimates the cointegrating rank by examining the rank of the spectral density matrix of the d'th differenced process around the origin, where the fractional integration order, d, is estimated by the exact local Whittle estimator. Similar to other semiparametric methods, the approach advocated here only requires information about the behavior of the spectral density matrix around the origin, but it relies on a choice of (multiple) bandwidth(s) and threshold parameters. It does not require estimating the cointegrating vector(s) and is easier to implement than regression-based approaches, but it only provides a consistent estimate of the cointegration rank, and formal tests of the cointegration rank or levels of confidence are not available except for the special case of no cointegration. We apply the proposed methodology to the analysis of exchange rate dynamics among a system of seven exchange rates. Contrary to both fractional and integer-based parametric approaches, which indicate at most one cointegrating relation, our results suggest three or possibly four cointegrating relations in the data.
Introduction
The concept of fractional cointegration is attracting increasing attention from both theoretical and empirical researchers in economics and finance. A p-vector time series X t is said to be cointegrated if each element of X t is I(d) but there exists a linear combination that is I(d − b) with b > 0, where an I(d) time series is defined to be one whose d'th difference is weakly dependent stationary. The concept of cointegration, originally developed by Granger (1981) and Engle and Granger (1987) , does not restrict the value of d and b to be integer. However, the estimation methods of cointegration were developed primarily for the so-called I(0)/I (1) cointegration, where it is assumed that d = b = 1, i.e. that X t has a unit root and its linear combination is weakly dependent stationary. Fractional cointegration generalizes the conventional I(0)/I(1) cointegration framework by allowing both d and b to be real numbers.
It avoids a knife-edge distinction between I(1) and I(0) processes and enables substantially more flexible modeling of long-run relationships between time series.
Technical difficulties associated with fractional integration have been hindering the development of rigorous analysis of fractional integration and cointegration, but theoretical analyses of fractional cointegration are emerging, e.g. Breitung and Hassler (2002) , Chen and Hurvich (2003a , 2003b , 2004 ), Robinson and Hualde (2003) , Robinson and Marinucci (2003) , Velasco (2003a Velasco ( , 2003b ), Dolado and Marmol (2004) , Nielsen (2004b) , Christensen and Nielsen (2004) , Marmol and Velasco (2004) , Hassler and Breitung (2005) , and Hassler, Marmol, and Velasco (2006) . Recent applications of fractional cointegration can be found, for example, in Dueker and Startz (1998), Brunetti and Gilbert (2000) , Kim and Phillips (2001) , Marinucci and Robinson (2001) , and Henry and Zaffaroni (2003) .
In this paper, we extend the cointegration rank determination procedure of Robinson and Yajima (2002) to accommodate both (asymptotically) stationary and nonstationary fractionally integrated processes for the common stochastic trends and cointegrating errors. This is accomplished by applying the exact local Whittle analysis of Shimotsu and Phillips (2005) .
The proposed method estimates the cointegrating rank by examining the rank of the spectral density matrix of the d'th differenced process around the origin, using the exact local Whittle estimator to estimate the fractional integration order, d. Similar to other semiparametric methods, the approach advocated here only requires information about the behavior of the spectral density matrix around the origin, but it relies on a choice of (multiple) bandwidth(s) and threshold parameters. Furthermore, it does not require estimating the cointegrating vector (s) and is therefore easier to implement than regression-based approaches which are popular in applied work. However, our approach only provides a consistent estimate of the cointegration rank, and formal tests of the cointegration rank or levels of confidence are not available except for the important special case of testing the null of non-cointegration.
The ability to accommodate both stationary and nonstationary processes follows from applying the exact local Whittle analysis of Shimotsu and Phillips (2005) , which generalizes the local Whittle approach of Künsch (1987) and Robinson (1995) to accommodate any value of the fractional differencing parameter, d. This feature is very attractive when analyzing economic data, because many economic time series are known to exhibit (possibly unit root) nonstationarity, and at the same time there is no strong a priori reason to assume that the unobservable equilibrium error is I(0). By allowing both stationary and nonstationary fractionally integrated series, the approach advocated here relaxes a limitation of Robinson and Yajima (2002) , who admit only stationary data.
Chen and Hurvich (2003a) also examine the rank of an averaged periodogram matrix of tapered, differenced observations, where the number of frequencies used in the periodogram average is held fixed as the sample size grows. Their method accommodates both stationary and nonstationary series and shares a similar advantage with ours, and their assumption that the cointegrating rank r needs to be strictly positive has been relaxed by Chen and Hurvich (2004) to cover the null of no cointegration. In addition, Marmol and Velasco (2004) and Hassler and Breitung (2005) propose residual-based tests of the same null hypothesis.
Similar to other semiparametric methods the exact local Whittle approach advocated here does rely on bandwidth and threshold parameters which have to be chosen in practical applications. Furthermore, formal tests of the cointegration rank or levels of confidence are not available, except for the special case of no cointegration (r = 0), where Theorem 6(b) below provides a valid asymptotic test. Hence, Theorem 6(b) can be considered an alternative formal test of the hypothesis of no cointegration also examined by, e.g., Marmol and Velasco (2004) and Hassler and Breitung (2005) , using residuals from an estimated cointegration vector.
We apply the proposed methodology to the analysis of exchange rate dynamics following Baillie and Bollerslev (1989, 1994) , Nielsen (2004b) , and Hassler et al. (2006) . Previous studies have focused on the estimation of the cointegration vector and the memory parameter of the equilibrium errors, but formal determination of the cointegrating rank has been somewhat neglected, at least in a fractional (co)integration framework. We concentrate on examining the presence of (fractional) cointegration and on determining the cointegrating rank. The data set is a system of exchange rates for seven major currencies against the US Dollar. Applying the parametric approaches of Johansen (1988 Johansen ( , 1991 (integer-based) and Breitung and Hassler (2002) (fractional) to the data indicates that at most one cointegrating relation exists among the seven exchange rates. However, using our proposed exact local Whittle methodology we find that three or possibly even four cointegrating relations exist in the data.
The remainder of the paper is organized as follows. Section 2 introduces the model of fractional cointegration. Section 3 analyses the asymptotic behavior of the semiparametric exact local Whittle estimator of d. Section 4 derives the limit distribution of the estimate of the spectral density matrix of the d'th differenced process at the origin and describes the method of determining the cointegrating rank r also presented in Robinson and Yajima (2002) .
In Section 5 we present the results of a simulation study that demonstrates the finite sample feasibility of our procedure. An empirical application to exchange rate data is presented in Section 6. Proofs are collected in the Appendix in Section 7.
A Model of Fractional Cointegration
We consider the p-vector fractional process X t generated by the model
where
, and u t = C (L) ε t is a p-vector stationary zero mean process with spectral density matrix f u (λ).
The covariance matrix of ε t has full rank, so without loss of generality we normalize it to I p (the p × p identity matrix), see also Assumption 3 below. The rank of C (1) is p − r ≤ p.
The rank condition on C(1) determines the cointegrating rank of X t . As in the standard scenario, this implies that the number of cointegrating vectors is r or equivalently that the system is driven by p − r common stochastic trends. Thus, the system could be generated by a triangular form like the model
where X 1t is an r-vector, X 2t is a (p − r)-vector, and α is a (p − r) × r matrix. For simplicity, the model in (2)-(3) has equal integration orders for all the observed variables (d) and for the cointegrating errors (d − b). The triangular form has a straightforward interpretation as equilibrium relations given by (2) and stochastic trends given by (3) . Note that in this representation, the cointegrating vectors are the rows of the r × p matrix (I r ; −α 0 ). Also note that (1) is more general than the triangular representation and also incorporates, e.g., the possibility of fractional multicointegration and/or polynomial cointegration which is not present in (2)-(3). However, the triangular system is simple and easy to interpret as a possible generating mechanism for X t .
There are two main characterizations of fractional integration that have been employed in the literature, see e.g. Marinucci and Robinson (1999) and Robinson (2005) . The model (1) is a convenient and unified characterization that applies for both (asymptotically) stationary and nonstationary processes. The generating process for X at is
Expanding the binomial in (4) gives the form
is the forward factorial function and Γ(·) is the gamma function. When d a is a positive integer, the series in (4) terminates, giving the usual formula in terms of the differences and higher order differences of X at. Inverting (4) gives a valid linear representation of X at for all values of d a ,
3 Exact Local Whittle Estimation of d
Exact Local Whittle Likelihood and Estimator
Since it is not known a priori whether there is cointegration (C (1) has reduced rank) or not (C (1) has full rank), it is preferable to employ an estimator of d that makes no assumptions about the presence of cointegration and is consistent in both cases. Furthermore, cointegration is often a property associated with nonstationary time series, especially in empirical applications, so the estimator should be applicable in both the stationary and nonstationary case.
Thus, we employ the univariate exact local Whittle (ELW) estimator of Shimotsu and Phillips (2005) .
Define the discrete Fourier transform and the periodogram of a generic time series Z t , t = 1, . . . , n, evaluated at the fundamental frequencies as
where the asterisk denotes complex conjugation and transposition.
Let f u (0) = G and f a (λ) be the a'th diagonal element of f u (λ). For a univariate time series X at generated by (6), Shimotsu and Phillips (2005) propose to estimate (d a , G aa ) by minimizing the objective function
Concentrating Q m (d, G) with respect to G, Shimotsu and Phillips (2005) define the ELW estimator asd
and −∞ < ∆ 1 < ∆ 2 < ∞ are the lower and upper bounds of the admissible values of d.
The number m = m (n) is a bandwidth parameter that determines the number of periodogram ordinates used in the estimation.
Consistency
We introduce the following assumptions on the bandwidth m and the stationary component u t in (1), which are straightforward multivariate generalizations of the assumptions in Shimotsu and Phillips (2005).
Assumption 1
The spectral density matrix f u (λ) satisfies
where G is a finite and non-zero matrix with strictly positive diagonal elements.
Assumption 2 In a neighborhood (0, δ) of the origin, f u (λ) is differentiable and
Assumption 3
The errors u t satisfy
, rank(C (1)) = p − r ≤ p, and there exists a random variable ε such that Eε 2 < ∞ and for all η > 0, all non-null p-vectors ζ, and some K > 0, P ¡¯ζ 0 ε t¯> η ¢ ≤ KP (|ε| > η).
Assumption 4
As n → ∞, and Assumptions A1-A3 of Lobato (1999) , although our assumptions apply to u t rather than
where G ab is the (a, b)'th element of G and C a,j is the a'th row of C j , and is relatively innocuous. It is basically to ensure that u at cannot be overdifferenced, i.e. that u at is indeed I (0) and hence that X at
In Assumption 3 the possibility of cointegration is introduced by letting C (1) have possibly reduced rank. If C (1) has rank less than p, i.e. reduced rank, there is cointegration among the elements of X t , whereas if C (1) has full rank, p, then there is no cointegration. Assumption 4 is slightly stronger than the corresponding assumptions of Robinson (1995) and Lobato (1999) . (2000) is not appropriate under cointegration since it assumes full rank of G.
Under these conditions we may now establish the consistency ofd a under both the presence and absence of cointegration. In what follows we redefine
Theorem 1 Suppose X t is generated by (1) and
Asymptotic Normality
We proceed to derive the joint asymptotic distribution ofd, which requires a strengthening of our assumptions as in Shimotsu and Phillips (2005) , see also Robinson and Yajima (2002) .
is a finite and non-zero matrix with strictly positive diagonal elements.
Assumption 2 0 In a neighborhood (0, δ) of the origin, C(e iλ ) is differentiable and
Assumption 3 0 Assumption 3 holds and furthermore the matrices E ( ε t ⊗ ε t ε 0 t | F t−1 ) and E ( ε t ε 0 t ⊗ ε t ε 0 t | F t−1 ) are nonstochastic, finite, and do not depend on t. Due to the approximation of the spectral density of (4) near the origin, the value of β is bounded by min 1≤a≤r b a , where b a is the reduction in the integration order implied by the a'th cointegration vector. For example, if the system (1) is generated by (2)- (3) the approximation of the spectral density of the first element of X 1t is G 11 Nielsen (2004a) . A similar condition seems to be missing in Robinson and Yajima (2002) . The practical implication of this condition on β is that stronger cointegration allows one to choose a wider bandwidth. In most economic applications with nonstationary data, the cointegrating strength (b a ) will presumably be at least 1/2 which means that at least β = 1/2 can be used in Assumption 4 0 if also the data is assumed to be generated by certain multivariate ARFIMA models (which imply β = 2). Thus, Assumption 4 0 essentially reduces
The next theorem establishes the joint asymptotic normality of the univariate ELW estima-
, where G ab is the (a, b)'th element of G, and denote the Hadamard product by •.
Theorem 2 Suppose X t is generated by (1) and
Remark
In many economic applications, the mean (initial value) of X t is unknown and the data generating process is given by
where μ is a nonrandom p-vector. Let μ a be the a'th element of μ. Shimotsu (2004) proposes
where X a = n −1 P n t=1 X at, the sample average, and w(d) is a smooth (twice continuously differentiable) weight function such that
and w(d) = 0 for d ≥ 3/4. With this substitution, the objective function takes the form
Shimotsu (2004, Theorem 5) shows that the two-step feasible ELW estimator, which is based on the objective function R ¦ a (d) and uses a tapered estimator by Velasco (1999) as the first stage estimator, is consistent and has the same N (0, 1/4) limiting distribution as the ELW estimator for d ∈ (−1/2, 2) under the additional assumption that f u (λ) is bounded for λ ∈ [0, π]. 1 Therefore, if the data are generated by (11) , all the results in this section hold if we assume f u (λ) is bounded and estimate d a by the two-step feasible ELW estimator. Shimotsu 
Testing Equality of Integration Orders
With the above result of Theorem 2, we are now able to test joint hypotheses on the integration orders, d. For instance, we could test the hypothesis of pairwise equality of the integration orders,
or the hypothesis of equality of all the integration orders, 
where S = [I p−1 ; −ι], ι is the (p−1)-vector of ones, and h (n) > 0 satisfies the following assumption. Note that h(n) = (log n) −k for any k > 0 satisfies Assumption 6 if (log m) 2 m 1+2β /n 2β = o((log n) −k ).
Assumption 6
As n → ∞,
Theorem 3 Suppose X t is generated by (1) and Assumptions 1 0 -5 0 and 6 hold. Then, under
(ii) If X at and X bt are cointegrated,T ab → p 0,
The proof of the theorem is identical to that of Theorem 2 of Robinson and Yajima (2002) and is omitted. Note that h(n) is included in the definition ofT ab because 1 −Ĝ 2 ab /(Ĝ aaĜbb ) converges to 0 in probability under cointegration and h(n) 2 
Exact Local Whittle Estimation of G
Now we consider the estimation of the cointegrating rank of X t by estimating G and its eigenvalues. For simplicity, we assume in the following that the integration orders are equal for each of the observed variables and denote the common value of
where Then, as n → ∞,
Because d * is unknown, we need to substitute it with an estimate. As previously mentioned, we cannot use the multivariate version of the exact local Whittle estimator to estimate d * , because G does not have full rank when X t is cointegrated. The estimator also needs to converge to d * at a faster rate than m 1/2
1 . Therefore, we estimate G by (12) based on m 1 periodogram ordinates and each d a byd a based on (9) using m ordinates with m/m 1 → 0, and defined * = p −1 P p a=1d a . In particular, we need the following assumption on m and m 1 .
Assumption 6
0 As n → ∞,
The last three terms of this assumption are analogous to Assumption H of Robinson and Yajima (2002) . We conjecture their Proposition 3 still holds if their Assumption H is replaced by the weaker assumption that m −1/2 m 1/2 1 (log n) 2 + n −2β m 1+2β (log m) 2 → 0 (in our notation).
Lemma 5 Suppose X t is generated by (1) and Assumptions 1 0 -3 0 , 5 0 -6 0 hold. Then, as n → ∞,
When X t has an unknown mean and is generated by (11) First, we state the assumption on the cointegrating rank.
Assumption 7
0 Rank(G) = p−r, for 0 ≤ r < p, and the nonzero eigenvalues of G are distinct.
Let δ a andδ a be the a'th eigenvalues of G andĜ(d * ), respectively, a = 1, ..., p, and ordered descendingly with δ 1 > ... > δ p−r > 0 and δ p−r+1 = ... = δ p = 0. Define, for j = 1, ..., p − 1, the statistics
Then a hypothesis testing procedure based on theπ j can be employed to determine the cointegrating rank r using the asymptotic theory described below.
Another possibility is to apply a model selection procedure to determine r. We follow the 
for some v (n) > 0 which is assumed to satisfy the following assumption.
Theorem 6 (a) Suppose X t is generated by (1) 
is the diagonal matrix whose a'th diagonal element is the same as that ofĜ(d * ). In simulations we found that the model selection procedure performs substantially better when it is based onP (d * ) rather than
As discussed by Robinson and Yajima (2002) , part (b) of the theorem could be applied to determine r by hypothesis testing following Phillips and Ouliaris (1988), although this method suffers from the assumption that r = 0 in part (b). The suggestion is that there is evidence in favor of the hypothesis that the cointegrating rank is r (against the alternative that the rank is greater than r) when the 100(1 − α)% upper confidence interval for π r ,
is smaller than some prescribed threshold such as 0.1/p, where z α is the 100 (1 − α) % point of the standard normal distribution.
Simulations
This section reports the results of some simulations that were conducted to examine the finite sample performance of the proposed procedure. The dimension of the system (p) is set to 4, and X 1t and X 2t are generated from (2) and (3) Tables 1 and 2 report the simulation results with n = 128 and n = 512, respectively. In both tables, freq(π r ) denotes the frequency of (CI(0.05, 1) < 0.1/p, CI(0.05, 2) < 0.1/p, CI(0.05, 3) < 0.1/p), i.e. α = 0.05, and freq(r) denotes the frequency of (r = 0,r = 1,r = 2,r = 3). The model selection procedure is based on the correlation matrixP (d * ). Furthermore, rej(T 0 ) denotes the rejection frequency of the test of the equality of the integration orders,T 0 , with the 5% asymptotic critical value and two choices of h(n), 1/(log n) 1/2 and 1/ log n, from left to right.
Tables 1 and 2 about here
The rank determination based on CI(α, r) does not appear to perform very well. Although it never selects r ≥ 1 when the true r is zero, it tends to choose r too small when r ≥ 1. This is because the upper confidence interval,π r + s r z α /m 1/2 1 , does not take a sufficiently small value for r ≥ 2.
On the other hand, the model selection procedure appears to perform very well, even when n = 128. For the small sample size, n = 128, it chooses the correct r in many cases except when r = 3 and b ≤ 0.4. For the same value of n, its performance improves as b increases.
Furthermore, the accuracy of the procedure increases as n increases except for b = 0.2 and r = 3.
In the above simulations, v(n) = m −0.3 1 is chosen so thatr = 0 is chosen with frequency higher than 95% when r = 0 and n = 128. Note that a larger is more likely to be chosen when a large v(n) is used and a small v(n) leads to a conservative (small) estimate of r. Since the outcome of the model selection procedure may strongly depend on the choice of v(n), it is prudent to computer for different choices of v(n) in practical applications.
The test based onT 0 works reasonably well with h(n) = 1/(log n) 1/2 . But the test overrejects substantially with h(n) = 1/ log n. Overall, the test is sensitive to the choice of h(n), but non-rejection of H 0 with small h(n) would strongly suggest the equality of the integration orders.
Empirical Application
The analysis of exchange rate dynamics and potential (fractional) cointegrating relations between exchange rates for different currencies has attracted much attention recently. Baillie and Bollerslev (1989) find evidence of a cointegrating relation between seven different (log) spot exchange rates using conventional cointegration methods. This finding is challenged by Diebold, respectively. Since the 95% critical value of the χ 2 (5) distribution is 11.01, we easily accept the null of equality of the integration orders. The final column gives estimates of a common integration orderd * , which we use in our fractional cointegration analysis, computed simply as an average of the estimated integration orders for each exchange rate.
Table 3 about here
From the estimates in Table 3 it is clear that the exchange rates can be well described as I (1) processes. Indeed, none of the estimates are significantly different from unity at conventional significance levels. Hence, the results of Table 3 support the overwhelming evidence in the previous literature that exchange rates are I(1). E.g. Baillie and Bollerslev (1989) conduct unit root tests of the I(1) hypothesis against the I(0) alternative, whereas Baillie (1996) and Nielsen (2004b) provide evidence from fractional models. These results in particular support the use of a rank determination procedure that allows for nonstationary data.
Table 4 about here
In Table 4 the estimated eigenvalues ofĜ(d * ) from (12) with
as well as the eigenvalues of the correlation matrixP could be zero. Thus, we expect that there will be evidence in favor of cointegration and possibly with more than one cointegrating relation, i.e. we expect that the rank could be greater than unity. , some evidence that the rank may be as high as five is found. All other choices of bandwidth parameters and v (n) support the finding that the cointegration rank is either three or four. Table 6 about here
For comparison, we have also computed some parametric rank tests which are shown in 
The Johansen tests in Table 6 7 Appendix: Proofs
Proof of Theorem 1
We show that the consistency assumptions in Shimotsu and Phillips (2005) are satisfied for each component of X t , i.e. for each u at , a = 1, .., p. Denote by C a,j the a'th row of C j and write u at as
.., and c j = kC a,j k, where for any column vector y, kyk = (y 0 y) 1/2 is the vector Euclidean norm. If
To show that Assumption 3 of Shimotsu and Phillips (2005) is satisfied, first note thatε t andε 2 t − 1 are martingale difference sequences since
Second, the coefficientsc j satisfy 
Proof of Theorem 2
By Theorem 1, with probability one as n → ∞,d a satisfies
To show (19) we note that, definingĜ
and follow the arguments in Shimotsu and Phillips (2005 , pp. 1912 -1916 .
For (18) we apply the Cramér-Wold device and examine
Following Shimotsu and Phillips (2005 , pp. 1916 -1918 this expression is
where ν j = log j − m −1 P m 1 log j. Since
where C a (λ) denotes the a'th row of C (λ) = P ∞ j=1 C j e iλ j . Rewrite (21) as
By
Now, equation (22) can be written as P n t=1 z tn , where 
giving the required result.
Proof of Lemma 5
From Lemma 4, if suffices to showĜ(
). With a slight abuse of notation,
as n → ∞. Therefore, for any ε > 0,
Thus we assumed * ∈ M in the following. Define θ = d−d * , then we may rewrite M in terms of θ 
(a) of Shimotsu and Phillips (2005) to (∆ θ u at , u at ) and reversing the role of X t and u t , we obtain
where 
by the mean value theorem, it follows that E sup θ∈M |(2πn
where the o p (1) term is uniform in θ ∈ M . Lemma 5.2 of Shimotsu and Phillips (2005) gives,
In view of (27) , (29) , and E|I u (λ j )| < ∞ for j = 1, . . . , m 1 , the first term on the right hand side
The proof completes if we show that the second and third terms on the right hand side of (28) (2005) give the decomposition ofŨ a,λ j n (θ) as
where, as in Shimotsu and Phillips (2005) ,
Using the product definition of the gamma function by Weierstrass, we can show |zΓ(z)| ∈ 
In conjunction with (27) and (29), we find that the second and third terms on the right hand side of (28) are, uniformly in θ ∈ M ,
and we complete the proof. denotes frequency of CI(0.05, r) < 0.1/p for (r = 1, r = 2, r = 3), and rej(T 0 ) denotes the rejection frequency ofT 0 with the 5% asymptotic critical value and h(n) = 1/(log n) 1/2 and h(n) = 1/ log n, resp. Note: freq(r) denotes frequency of (r = 0,r = 1,r = 2,r = 3), freq(π r ) denotes frequency of CI(0.05, r) < 0.1/p for (r = 1, r = 2, r = 3), and rej(T 0 ) denotes the rejection frequency ofT 0 with the 5% asymptotic critical value and h(n) = 1/(log n) 1/2 and h(n) = 1/ log n, resp. Note: The estimation allowed for a nonzero mean as in Section 3.4 and Table 3 . Note: The model selection procedure determinesr as the arg min of L (u), and the calculation of L (u) allowed for a nonzero mean as in Tables 3 and 4 . 
