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The effects of dispersed second phase particles on α-ferrite (α) to austenite (γ) transformation at 1140 K in Fe–C alloy were studied by means
of phase ﬁeld simulation. According to the simulated results, it was found that the particle could retard the migration of α/γ interface. Importantly,
both the morphology of particles and the interfacial energy of particle/matrix (α or γ) interface affect the magnitude of the retarding effect. More
speciﬁcally, the particles with smaller aspect ratio bring stronger retarding force, and when the interfacial energy of particle/γ interface is larger
than that of particle/α interface, the retarding effect also becomes signiﬁcant. These phenomena could be explained from the viewpoint of change
in the total amount of the interfacial energy of the simulation system.
& 2015 The Authors. Published by Elsevier GmbH. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Before applying the hot forming processes such as hot rolling,
forging and extrusion, the carbon steel is usually reheated above
the eutectoid temperature from room temperature, during which
the reverse transformation to austenite (γ) from α-ferrite (α),
pearlite or martensite structures takes place inevitably. The
reverse transformation has particular importance for the subse-
quent plastic deformation and cooling process, since the condition
of reversely transformed γ signiﬁcantly affects the ﬁnal micro-
structures and mechanical properties [1–4].
In recent years, many researchers have transferred their attention
from the austenite decomposition during cooling to the reverse
transformation during reheating. Rudnizki [5] simulated the
microstructure evolution during the formation of γ from the
mixture of α and pearlite by means of the phase ﬁeld method./10.1016/j.pnsc.2015.05.002
15 The Authors. Published by Elsevier GmbH. This is an open ac
mmons.org/licenses/by-nc-nd/4.0/).
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nder responsibility of Chinese Materials Research Society.Basabe [6] investigated the dynamic reverse transformation
behavior of low carbon steel under different strains, strain rates
and temperatures. Li [7] studied the effects of alloying elements on
the reversion kinetics from pearlite to austenite, and proposed that
the addition of different alloying elements can either accelerate or
retard the kinetics. Kajihara [8] performed numerical analysis on
the migration behavior of α/γ interface during isothermal carbur-
ization of Fe–C alloy. The migration distance shows parabolic
relationship with the transformation time, which supports the
carbon diffusion controlled mechanism. Schmidt [9] compared the
kinetics of α/γ interface obtained from the numerical models and
high temperature confocal scanning laser microscope. Son [10]
compared the behavior of reverse transformation from ultraﬁne
grains and coarse grains in low carbon steel.
From the above literature, it should be noticed that these early
efforts mainly focused on the effects of initial microstructures and
alloying elements on the kinetics of reverse transformation, while
little has been addressed the retarding effect of second phase
particles. The reverse transformation is a process of nucleation and
growth of γ phase. It is considered that if the γ growth could be
retarded, there will be more positions and time for nucleation, andcess article under the CC BY-NC-ND license
L. Chen et al. / Progress in Natural Science: Materials International 25 (2015) 236–241 237thus the γ grains after reverse transformation could be effectively
reﬁned [11]. On the other hand, it is well known that the second
phase particles could strongly retard the grain growth, which is
called Zener pinning [12–17]. Based on this point, the experi-
mental work was carried out in our previous work to study the
effects of insoluble ZrO2 and TiO2 particles on the kinetics of α to
γ transformation recently, and it was indeed found that these
particles could also retard the migration of α/γ interface [18], and
the retarding effect becomes noticeable for particles with higher
volume fraction or smaller size.
However, there are some other factors that might inﬂuence the
magnitude of the retarding effect, such as the particle morphology
and the interfacial energy of particle/matrix interface, which are
difﬁcult to be clariﬁed by performing experiments. Thus, in this
paper, the isothermal α to γ transformation in Fe–C alloy was
simulated by means of the phase ﬁeld methods, which have been
proved to be effective on providing qualitative evidence [18,19].
Importantly, the effects of particle morphology (circular and
elliptical) and the interfacial energy of particle/matrix (α or γ)
interface were investigated. The main objective of the present study
is to study the retarding effect of particle on α to γ transformation.
2. Phase ﬁeld modeling
In recent decade, the phase ﬁeld method has become a
powerful tool to describe a variety of microstructure evolution.
The diffused interface in phase ﬁeld method allows us to
describe the complex morphology of the microstructure with-
out explicitly tracking the position of the interface. In the
present study, the phase ﬁeld model proposed by Steinbach
and Pezzola [20,21] was utilized to investigate isothermal α to
γ transformation in Fe–C alloy including dispersed particles.
The detailed information of the modeling is summarized below.
2.1. Phase ﬁeld variables
The coexisting α, γ phases and insolvable particles are
distinguished by the order parameters of ϕi, where the
subscript i speciﬁes the types of different phases. i and p
represent α or γ phase and insoluble particles, respectively.
More speciﬁcally, ϕα=1 and ϕγ=ϕp=0 in α phase, ϕγ=1 and
ϕα=ϕp=0 in γ phase, ϕp=1 and ϕα=ϕγ=0 in particle region. ϕi
varies from 0 to 1 smoothly across the thickness of phase
interface. The carbon diffusion was coupled in this model and
the carbon concentration, c, is given by c ¼Pni¼1 ϕici, where
ci is the carbon concentration associated with i phase.
2.2. Governing equation
The time evolution of the order parameter is described by
the following equation:
∂φi
∂t
¼  2
N
Xn
ja i
sijMij
δF
δφi
 δF
δφj
" #
ð1Þ
where t is the transformation time, N is the number of
coexisting phases at a given spatial point, Mij is the mobilityof i/j interface, F is the free energy functional of the system, sij
takes 1 when i and j phases coexist and it takes 0 otherwise.
Then, the next step is the derivation of the free energy
functional F. The free energy functional of a system of volume
V is deﬁned as:
F ¼
Z
V
f Pþ f TþλL
X
i
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where fP is the double well potential, fT is the thermodynamic
potential and λL is the Lagrange multiplier. Thus, the func-
tional derivation in Eq. (1) can be written as:
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where εij is the gradient energy coefﬁcient and ωij is the height
of the double well potential, fi(ci) is the free energy density of i
phase with composition ci. Moreover, when i and j phases are
in equilibrium condition, the following relationship is held:
δF
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 δF
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ε2ij
2
∇2φjþωijφj
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where fc is the chemical potential. The condition of the equal
chemical potential between the coexisting phases was intro-
duced here [22]. In dilute alloy system, the following relation
can be used:
f ci  f cj
 
 cif ccjf c
   RT
Vm
cicj
  ce;ji ce;ij n o
ð5Þ
where R is the gas constant, T is the temperature and Vm is
molar volume. ce;ji represents the carbon concentration of i
phase in equilibrium with j phase. Based on the above
discussion, the ﬁnal form of the evolution equation for order
parameter ϕi is given as:
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The parameters of εij and ωij could be calculated according
to the following expressions:
εij ¼
2
π
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2σijW
p
ð7Þ
ωij ¼ 4σijW ð8Þ
where σij is the interfacial energy between i and j phases, W is
the interface thickness. The mobility, Mij was assumed as
follows [23]:
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where a¼0.6276, kij is the partition coefﬁcient deﬁned as
kij¼ci/cj and Tm,ij is the transition temperature between i and j
phases in pure iron.
The time evolution of carbon concentration, c, is described
by
∂c
∂t
¼∇
X
Diϕi∇ci ¼∇
Xn
i ¼ 1
Diϕikiγ∇cγ ; ð10Þ
where Di is diffusion coefﬁcient in i phase, kiγ is the partition
coefﬁcient deﬁned as kiγ¼ci/cγ.2.3. Simulation condition
The partial phase ﬁeld simulation system is schematically
shown in Fig. 1, including the α, γ phases and some dispersed
particles. It can be seen that the initial α/γ interface was set to
be planar shape. The Neumann boundary condition was
applied along x direction and the periodic boundary condition
was applied along y direction. The length of the initial γ and α
phases in x direction was set to be 50 and 23 μm, respectively,
and the length in y direction was set to be 3.5 μm for both of
them. The added particles were assumed to be inert by setting
the interface mobility of Mα/p, Mγ/p and diffusion coefﬁcient of
Dp to be 0. Thus, the particle shape, size and position would
not change and the carbon cannot diffuse inside these particles
during the whole transformation. Since one of the main
objectives of this study is to clarify the particle morphology
on retarding effects for α/γ interface, the particles with circular
and elliptical shape were added in α phase as schematically
shown in Fig. 1. For convenience, the particle aspect ratio was
deﬁned to be ε¼a/b, where a is the axis in x direction and b is
the axis in y direction. Thus, the aspect ratios of the particles
from Fig. 1(a) to (c) are 0.5, 1.0 and 2.0, respectively. For each
case, 6 particles were applied and the distance between two
particles was 3.5 μm. Moreover, for all cases, the area of each
particle was kept to be identical, and thus the same area
fraction of particles was obtained as 8.2%. The initial carbon
concentration of γ phase was 0.45 wt%, while it was set to be 0
for α phase and particle region. The local equilibrium condi-
tion is assumed at the α/γ interface, where the carbon
concentration changes continuously from ce;aγ to c
e;γ
a . Accord-
ing to the equilibrium Fe–C phase diagram, the simulation
temperature was determined to be 1140 K to ensure the
occurrence of α to γ transformation. Some important para-
meters used in the simulation are shown in Table 1.Fig. 1. 2D phase ﬁeld system including particles with varying aspect ratios.The present phase ﬁeld model was aimed to provide
qualitative evidence for researching the effect of particle on
α/γ interface migration due to the following simpliﬁcations and
assumptions. The 2D simulation was carried out to save the
computational time, since the kinetics of α to γ transformation
is quite low and long transformation time is needed to be
simulated. The nucleation stage of γ was not considered and
only the growth of γ phase with transformation time was
simulated. The added particles were assumed to be inert, which
means that the shape, size and position would not change
during the whole transformation. Moreover, the value of
interfacial energy of matrix/particle interface was uncertain.
Hence, in light of these facts, the present model will be used
for qualitative comparison about the magnitude of retarding
effect from particles with different morphologies and matrix/
particle interfacial energies.
3. Results and discussion
3.1. Evolution of α/γ interface
In this section, the evolution of α/γ interface migration
during isothermal α to γ transformation at 1140 K was
discussed, as shown in Fig. 2. The system including dispersed
particles with ε¼0.5 was chosen as an example for explana-
tion. It can be seen from Fig. 2 that α/γ interface continuously
moved to α phase with the proceeding of transformation. The
α/γ interface and particle/matrix interface met in two singular
points in the case of 2D, and the planar α/γ interface was bent
when it was passing one particle as shown in Fig. 2(b). When
the α/γ interface escaped from the particles, the curved
interface always moved towards its center of the curvature to
release the redundant interfacial energy as shown in Fig. 2(c),
and tried to be planar again. During these processes, the total
amount of interfacial energy of this system involved in variety,
which affected the interface kinetics. When α/γ interface
interacted with particles, the α/γ interface associated with the
contacted area vanishes. Then, when the α/γ interface was
passing over particles, it caused the increase of the total
amount of σα/γ. Therefore, the retarding force exerted by the
particles was expected to be generated during this stage. On
the other hand, when α/γ interface completely escaped from
particles, the curved interface tried to be planar, and it involved
in the reduction of the total amount of σα/γ. The change in the
total amount of σp/m (the interfacial energy of particle/matrix
interface) would be discussed later.
Fig. 3 shows the evolution of carbon concentration at
different transformation times corresponding to Fig. 2. The
driving force for α to γ transformation originates from the
difference in chemical potential between α and γ phases, and
the transformation kinetics is carbon diffusion controlled in
this study. However, as reported by Nakada [26,27], the
diffusionless mechanism might also plays an important role
especially in reverse transformation from martensite in high-
alloy at high heating rate. From Fig. 3, it can also be seen that
the carbon diffused from γ phase with high concentration to α
phase with low concentration during the whole transformation.
Table 1
Parameters used in this study.
Parameter Symbol Unit Value (unit)
System size - mm2 73 3.5
Mesh size Δx μm 104
Δy μm 104
Time step Δt s 5.0 106
Interface width W μm 7.0Δx
Molar volume Vm m
3 mol1 7.7 106
Interfacial energy [24] σα⧸γ J m
2 1.0
Diffusion coefﬁcient [25] Dγ m
2 s1 1.50 105exp(14.20 104/RT)
Dα m
2 s1 2.20 104exp(12.25 104/RT)
Dp m
2 s1 0
i-j Phase transition temperature of pure iron Tm, aγ K 1185
Fig. 2. Evolution of α/γ interface (ε¼0.5) at different transformation times.
Fig. 3. Evolution of carbon concentration (ε¼0.5) at different
transformation times.
Fig. 4. Effects of particle morphology on the migration kinetics of α/γ
interface.
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rapidly from 0 to the equilibrium condition. As the increase of
transformation time, the carbon concentration in γ phase
decreased gradually. And the carbon cannot diffuse inside
particles as set in the phase ﬁeld model. Although the existence
of dispersed particles might have some effects on the carbon
diffusion [18], it is out of the scope of the present study.
3.2. Effects of particle morphology on α/γ interface migration
The relationship between migration distance of α/γ interface
and transformation time in case of different particle morphol-
ogies are shown in Fig. 4. It should be emphasized that the
initial microstructures, grain size and alloying elements should
also have signiﬁcant effects on the overall reverse transforma-
tion kinetics in steels [28,29], which were not taken into
account for simplicity in the present model. From Fig. 4, it can
be seen that the migration behavior for each case follows the
parabolic law, which indicates that the α to γ transformation is
diffusion controlled in the present study. By comparing with
no particle case, it is obvious that the migration velocity of α/γ
interface becomes smaller with the existence of particles,
which indicates the emergence of retarding effect. Importantly,
it can be seen that the magnitude of the retarding effect issigniﬁcantly affected by the aspect ratio of particle, and smaller
aspect ratio results in stronger retarding effect. For instance,
when the migration distance of α/γ interface is 22 μm, the
transformation time for particles with aspect ratio varying from
0.5 to 2.0 and no particle case are 192.5 s, 127.6 s, 116.2 s,
101.8 s, respectively.
Fig. 6. Effects of Δσ on α/γ interface migration with particles: (a) ε¼0.5 and
(b) ε¼1.0.
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Zener's theory, which was ﬁrstly proposed to explain the
particle effect on grain growth. The following discussion
would only consider the situation in 2D. As shown in Fig. 5,
the α/γ interface meets the particle only at two distinct points,
and the α/γ interface has dimple shape to balance the
interfacial energy of σα/γ, σp/γ and σp/α at the triple junction
point. It should be pointed out that both of σp/γ and σp/α were
assumed to be 1.0 J m2 in this section, and they counteracted
each other. Hence, only the change in the total amount of σα/γ
would contribute to the retarding force. The maximum retard-
ing force FZ provided by single particle could be approxi-
mately calculated from the energy consideration. The
increment of the total amount of σα/γ can be described as Fα/
γ¼2bσα/γ, where b is vertical axis as shown in Fig. 5. The
retarding force equal to Fα/γ/a was applied in the opposite
direction of α/γ interface migration over a distance of a, which
can be written as:
FZ ¼
2bσα=γ
a
¼ 2σα=γε1: ð11Þ
Thus, it is known that smaller aspect ratio, ε, brings stronger
retarding force, which explains the phenomenon shown in Fig. 4.
3.3. Effects of σp/m on α/γ interface migration
The above section focused on the effects of particle
morphology, and the same value of σp/γ and σp/α was assumed
to simplify the question. However, they should not be equal in
general case, since the particle contacts with two different
phases, viz., α and γ phases as shown in Fig. 5, which is an
distinct difference with Zener pinning. Thus, the effects
interfacial energy difference deﬁned as Δσ¼σp/γ–σp/α on the
magnitude of retarding effect was studied, and the system
containing particles with aspect ratio of 0.5 and 1.0 as shown
in Fig. 1(a) and (b) were used for this investigation.
Fig. 6 shows the migration distance of α/γ interface with
transformation time for different values of Δσ. Although each
curve shows the similar tendency in Fig. 6(a) and (b), it is
obvious that the kinetics of the transformation could be
signiﬁcantly affected by the value of Δσ, and the retardingFig. 5. Schematic drawing of the interaction between α/γ interface and
particle.effect becomes much stronger as the increase of Δσ. In other
word, if σp/γ4σp/α, α/γ interface is signiﬁcantly retarded,
while if σp/γoσp/α, the retarding effect would disappear
gradually. The transformation time when α/γ interface migrate
22 μm is shown in Fig. 7. One can see that for a given Δσ, the
required time for ε¼0.5 is always longer than that for ε¼1.0,
which is consistent with the discussion in the above section.
Moreover, the required transformation time was obviously
extended as the increase of Δσ. Especially when ε¼0.5 and
Δσ¼2.5 J m2 it takes 265.0 s.
Fig. 8 schematically shows the situation that α/γ interface is
passing over one particle from position 1 to position 2. During thisFig. 7. Time consumption at migration distance of 22 μm for α/γ interface.
Fig. 8. Schematic drawing of the α/γ interface migration.
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interface. If σp/γ4σp/α, the stronger retarding effect emerges, since
the total amount of σp/m increases. If σp/γoσp/α, the retarding effect
becomes slight due to the reduction in the total amount of σp/m.
Thus, the unequal values of σp/γ and σp/α would cause the change
in the total amount of σp/m which was deﬁned as Fp/m.
Combining the discussion in Sections 3.1 and 3.2, the
change in the total amount of the interfacial energy of the
whole system can be described as:
ΔFtotal ¼ ΔFα=γþΔFp=m ¼ 2bσα=γþL σp=γþσp=α
  ð12Þ
where L is the perimeter of the particle. And the retarding force
provided by single particle could be rewritten as:
FZ ¼ 2σα=γε1þ
L σp=γσp=α
 
a
ð13Þ
The above equation considers the retarding force resulting
from both of ΔFα/γ and ΔFp/m, and the phenomenon found
from Figs. 4 and 6 could be well explained.
4. Conclusions
In this paper, the isothermal α to γ transformation at 1140 K
in Fe–C alloy with dispersed particles was simulated by means
of the phase ﬁeld method. From the simulated results, the
following conclusions can be drawn:(1) the addition of particles retards the α to γ transformation,
and the migration behavior of α/γ interface passing over
one particle is similar with that of the Zener pinning.(2) with the decrease of the aspect ratio of particles, the
retarding effect becomes much stronger. This is attributed
to the fact that the particles with smaller aspect ratio bring
more increment in the total amount of σα/γ when α/γ
interface passed over one particle, and therefore stronger
retarding force will be generated.(3) the difference in interfacial energy of particle/matrix
interface, which was deﬁned as Δσ¼σp/γσp/α, is also
an important aspect that should be considered for themagnitude of the retarding force. The increase of Δσ brings
stronger retarding force.Acknowledgments
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