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Abstract 
/3tL- 1379- M 
Nonparametric regression methods can provide nonparametric modeling, guidance in 
selection of parametric models and diagnostic tools. This is particularly important for 
binary regression due to the lack of simple graphical tools for data exploration. 
In this article, we discuss the application of local polynomial regression to the binary re-
gression problem. We show that local polynomial regression is consistent, and is a simpler al-
ternative to generalized smooth models. Bandwidth selection for good small sample perfor-
mance remains problematic. We show by simulation that methods such as cross-validation 
and "plug-in" estimators, which perform well for continuous response, do poorly for binary 
data. However, bootstrap bandwidth selection, although very computer-intensive, appears 
to work well for binary response. 
Keywords: smoothing; non parametric regression; logistic regression; bandwidth selection; 
smoothed cross-validation; plug-in estimator; bootstrap bandwidth selection. 
1 Introduction 
Binary response is common in many problems. Often, the response is affected by a covariate, 
x (which may be multidimensional). If the data are independent, the response Y(x) can be 
modeled by 
Y(x) ""'Bernoulli(JL(x)) 
where JL(x) = Prob(Y = 1IX = x) is the success probability. Since it is also true that 
JL(x) = E(YIX = x) 
regression methods can be used to estimate the unknown success probability from the data. 
In extending methods developed for continuous data to binary regression, two problems 
arise: since JL(x) is the success probability, it is bounded between 0 and 1 and the response is 
heteroscedastic, with variance depending on JL(x). 
A very useful parametric model for binary regression is the generalized linear model (GLM) 
(Wedderburn, 1974; McCullagh and Neider, 1989}. In GLMs, f.L is transformed by a smooth 
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function g called the "link function' which extends its range to the entire real line. A linear 
function is used to model the relationship between the transformed regression function and the 
covariates: 
g(J.L(x)) - x' {3 (1) 
or J.L(x) = g-1(x'{3) 
The distribution of the response is modeled and estimation is done by maximum likelihood. 
Alternatively, the dependence of the variance on the mean is modeled, and estimation is done 
by quasi-likelihood (defined in Section 2.1). Because g determines the curvature of the resulting 
regression function, appropriate choice of the link is critical to good fit of GLMs. 
The main drawback of parametric modeling is lack of flexibility. Often the data analyst has 
no a priori idea of the functional form of J.L(x), making model specification difficult. A number 
of nonparametric regression methods are available for continuous response with independent, 
homoscedastic errors and smooth regression function. Local polynomial regression (Cleveland, 
1975; Cleveland and Devlin, 1988; Fan, 1992; Hastie and Loader, 1993) has become a popular 
method because it can adapt automatically to randomly spaced x and to x near a boundary, 
can readily be extended to multivariate x and has intuitive appeal as a local Taylor series 
expansion of th~ regression function. 
IT the regression function can be approximated by a (p +I)-term Taylor series 
P J.LU>(xo) · J.L(x) = L .1 (x- xo)J + o(ix- xo)IP) 
j=O J· 
then a local polynomial regression estimator of degree p can be defined by 
fl(xo) = So(xo) 
where P, is the estimator of the regression function, and ,Bo(xo) is the constant term in a 
polynomial regression of y on the set of x's in neighborhood of xo. (In the remainder of the 
paper we will use the notation si, suppressing the dependence of the regression coefficients on 
the neighborhood.) For example, the local least squares polynomial kernel regression (LPKR) 
estimator of degree pis defined via the weighted least squares estimator. (So,···, {ip) minimize: 
1 ~ 2 ((Xi -x)) 
- Li (Yi - f3o - • • • - {3p(Xi - xo)P) K 
h i==l h 
(2) 
where K(x) is a symmetric probability density, and h is a smoothing parameter, called the 
bandwidth, that controls the size of the neighborhood. 
Choice of the degree of the polynomial depends to a large extent on the smoothness the 
investigator is willing to ascribe to J.L· Fan et al (1996) have shown that the optimal kernel 
for polynomials of any degree is the Epanechnikov kernel, K(x) = 3/4(1 - x2)+· However, 
good performance of the estimator depends on appropriate choice of bandwidth. A number of 
techniques have been developed for adaptive choice of h for continuous response. These include 
cross-validation and its relatives (Allen, 1974; Craven and Wahba, 1979; Geisser, 1975), plug-in 
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estimators (Hallet al, 1991; Park and Marron, 1990; Ruppert, Sheather and Wand, 1995) and 
various types of bootstrap estimators (Faraway, 1990; Faraway and Jhun, 1990). 
Fan, Heckman and Wand (1995) extended the generalized linear model to a generalized 
smooth model 
g(J.L(x)) = s(x) (3} 
where s(x) is a smooth function estimated by a local polynomial regression estimator based 
on local quasi-likelihood as discussed in Section 2.3. They show that their estimator is asymp-
totically normal and give closed form expressions for its asymptotic variance and bias. One 
drawback to their method is that it is very computationally intensive, requiring a numerical 
maximization at each design point. The Fan, Heckman and Wand (FHW) method is discussed 
in more detail in Section 2.3. 
In this article we show that LPKR, a much less computationally intensive method than the 
FHW method, is suitable for nonparametric binary regression. This estimator is asymptotically 
Normal with the same asymptotic variance as the FHW estimator and asymptotic bias of the 
same order. Moreover, algorithms for LPKR are O(n) and are available in many statistical 
packages. Asymptotic results for LPKR with binary response are discussed in Section 3. 
In Section 4 the issue of bandwidth selection is addressed via simulation. Several band-
width selection procedures which were developed for continuous data are compared for binary 
response data. Plug-in procedures, which appear to have very good performance for continuous 
response, perform very poorly. On the other hand, bootstrap procedures, while computation-
ally intensive, appear to perform adequately. 
In Section 6 LPKR is applied to the periparturient recumbency data (Clark et al, 1987) 
which were previously analyzed by kernel regression in Altman (1992) and Altman and McGib-
bon (1996). 
2 Regression Estimators 
In this section we discuss 3 regression estimators which are relevant to the application of LPKR 
to binary regression. These are GLMs, LPKR for continuous data and the FHW estimator for 
generalized smooth models. Notation and theoretical results needed for the comparison of 
LPKR and FHW for binary regression are introduced. 
2.1 Generalized Linear Models 
GLMs provide a flexible framework for parametric estimation of the regression function when 
the data are not normally distributed. Conditional on x, the data are assumed to come from 
an exponential family parametrized by its mean J.L(x), which is transformed to linearity by 
(1). Although maximum likelihood may be used to compute the regression parameters, often 
quasi-likelihood methods are used. In quasi-likelihood, the conditional variance Var(YIX = x) 
is replaced by a known function of the regression V(J.L(x)). Then the quasi-likelihood function 
lS 
i.p.(x) Y- t Q(J.L(x), y) = Y V(t) dt (4) 
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and 
d Y -p(x) 
dp(x) Q(p(x), Y) = V(p(x)) · 
The quasi-likelihood estimator is the parameter set minimizing 
n L Q(p(xi), }i). 
i==l 
Wedderburn (1974} discusses in detail the properties of quasi-likelihood functions, computa-
tional issues and the equivalence of quasi-likelihood and log-likelihood for exponential families 
when Var(YIX = x) = V(p(x)). 
For binary data, Var(YIX = x) = p(x)(1 -p(x)). The link function g is chosen to be 
bounded between 0 and 1, which automatically forces p(x) to be a valid probability. Common 
choices of g are the logistic and Gompertz functions. 
2.2 LPKR for Continuous Response 
Least squares local polynomial regression (2) was developed for the case of continuous response 
(Cleveland, 1979; Cleveland and Devlin, 1988). Interest in LPKR has grown since Fan (1992) 
demonstrated that the asymptotic bias and variance are smaller than those of local averag-
ing methods, such as kernel regression, for designs which are not equally spaced and near 
boundaries. Because locally the solution to the estimating equation is a weighted least squares 
estimator, for fixed bandwidth the estimator is linear. Efficient O(n) algorithms have been 
developed (Fan and Marron, 1994; Seifert et al, 1994}. 
Fan (1992) computed the asymptotic bias and variance of the least squares local linear 
regression estimator. These are: 
Bias (p,(x)) (5} 
and Variance(p,(x)) (6) 
where fx(x) is the density of the covariate. 
2.3 Local Polynomial Regression for Binary Response- The FHW Method 
Fan, Heckman and Wand (1995) have extended local polynomial kernel regression to generalized 
smooth models in the spirit of GLMs. 
They assume that the mean function is defined by (3) and estimate the smooth function 
s(xo) by weighted quasi-likelihood- that is, the local regression coefficients are estimated by 
maximizing 
4 
Then /),(xo) = g-1 (/Jo). 
Fan, Heckman and Wand (1995) derive expressions for the asymptotic distribution of s(x) 
for local polynomials of degree p. For local linear regression they found that under regularity 
conditions on f.L, s, g and V ar (YIX = x), and the condition 
(7) 
that s(x) is asymptotically Normal and asymptotically 
Bias(s(x)) s"~x) h2 j t2 K(t)dt 
and Variance(s(x)) = fx(~)nh Var(YIX = x)g' (J1(x))2 JD K2(t, D)dt 
where D = {z: z- hz E supp(K)} and K(t, D) is a weighted version of K where the weights 
depend on D and are 1 away from the boundary. 
Based on these results, the asymptotic distribution of jl(x) can be derived from the Taylor 
series expansion of Jl(x) = g-1(s(x)) about s(x). We find that fl(x) is also asymptotically 
Normal with asymptotic variance (6) and asymptotic bias: 
Bias(fl(x)) = ( g" (Jl(x) )11' (x )2 + f.L" (x )) h2 j t2 K ( t )dt 
g1 (Jl(X)) 2 
Notice that the asymptotic variance does not depend on the link function, but the asymp-
totic bias does. Consider two link functions 91 and 92· If gl(J1(x)) = s1 (x) has sharper local 
minima and maxima than g2 (11(x)) = s2(x), then g:l1 (sl(x)) will have more bias at local op-
tima than g21 (sz(x)}, although the estimators have the same variance. This means that the 
performance of the FHW estimator can depend strongly on the choice of link g. 
Use of the logit link function with local linear regression and binary data leads to what we 
shall refer to as fLFHw(x) with asymptotic variance (6) and bias: 
. (A ( )) ( 2J1(x)-1 '( )2 "( )) h2 j 2 () Bw.s /lFHW x = p,(x)(1 _ Jl(x))ll x + J1 x 2 t K t dt (8) 
3 LKPR for Binary Response 
Nonparametric regression estimators are inherently computationally intensive. They are widely 
used as graphical tools to gain insight into the true nature of Jl(x). As the local parameters of 
fLFHw(x) are obtained by numerically maximizing a quasi-likelihood function at each grid point, 
the method is computationally intensive relative to linear nonparametric regression estimators 
such as LKPR. Below we show that the LPKR estimator has similar asymptotic properties to 
fLFHw(x). 
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3.1 The Estimator 
The local estimator of s(x) = g(p(x)) is robust to misspecification of the conditional variance. 
Fan, Heckman, and Wand (1995) point out that because of the localness of the fitting, Theorem 
1 holds regardless of whether or not V(ft(x)) = Var (YIX = x). The expressions for the 
asymptotic variance and asymptotic ,bias of their estimator do not involve V(ft(x)). This 
coincides with earlier results given by Jones (1993) regarding heteroscedasticity and kernel 
nonparametric regression. He states, " ... one can afford to ignore heteroscedastic errors when 
nonparametrically estimating the regression mean using a single overall smoothing parameter." 
Since V(ft(x)) determines the quasi-likelihood function through Equation (4) an appropri-
ate misspecification of the conditional variance may lead to an explicit solution of the quasi-
likelihood function. H we let V(ft(x)) = u2 , some constant, then the quasi-likelihood function 
is 
Q(ft(x), Y) = - (Y- ~(x))2 
2u 
the least-squares function. Furthermore, if we choose the identity link function, g(x) = x, then 
the resulting estimator, /lilcv(x) (identity link, constant variance), is the local least squares 
linear kernel estimator (2). 
3.2 Asymptotic Properties 
The computationally simpler estimator, flucv(x), has the same asymptotic properties as fi.Fnw(x). 
It can be shown that flilcv(x) is asymptotically normal with asymptotic variance and asymptotic 
bias given by (5) and (6) respectively. flilcv(x) has the same asymptotic variance as flFnw(x) 
and asymptotic bias of the same order. 
3.3 The Identity and Other Link Functions 
Since the identity link function is used when calculating flilcv(x), it is possible for flilcv(x) to 
lie outside the interval (0, 1] although this seldom happens for reasonable bandwidths. If this 
is of concern, truncation of flilcv(x) is a simple way to guarantee that the estimator is truly a 
probability function. Under the assumptions giving the Fan, Heckman and Wand results, it 
can be shown that the truncated estimator is asymptotically Normal with the same asymptotic 
variance and asymptotic bias as foitcv(x). The truncated estimator will always lie closer to 
IL(x) than fi.ilcv(x) and so will have a smaller risk than fLilcv(x) with respect to squared error 
loss. The only drawback to truncation is that the truncated estimator will not have the same 
smoothness properties as ft(x). 
The data analyst should be wary about the use of other link functions in conjunction with 
local least squares. The link functions that are commonly used in the parametric setting to 
guarantee that the estimator lie in the interval (0, 1 ], may not work for local least squares linear 
kernel estimators. Application of these functions does guarantee that the resulting estimator 
is always a probability (i.e. 0 $ fi,(x) $ 1), but condition (7) need not hold, and so the local 
least squares estimator need not be consistent. It is easy to check that (7) does not hold for 
the logit, probit, log-log, and complementary log-log functions for x E R1and Y'E [0, 1]. 
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3.4 Asymptotic Bias of fi.izcv(x) and f.tFnw(x) 
The symptotic biases of jlucv(x) and jl.Fnw(x) are given by (5) and (8) respectively. We see 
that the asymptotic bias of jlizcv(x) is a much simpler expression, involving only the second 
derivative of p.(x). jlilcv(x) will underestimate the peaks of p.(x), where p."(x) < 0, and fill in 
the valleys of ~(x), where p."(x) > 0. This makes intuitive sense because p."(x) can be thought 
of as a measure of the curvature of p.(x); p.(x) will be harder to estimate in regions where 
IP."(x)l is large. Also, the accuracy of this estimator does not depend on the value of p.(x), 
which agrees with intuition. 
On the other hand, the asymptotic bias of ftFnw(x) is much more complicated. It involves 
p.'(x) > 0 and more troubling, it involves p.(x). This conflicts with simple intuition. For 
instance, if 0 :::; p.(x) :::; 1, then FHW estimators of the parallel functions p.1(x) = .5p.(x) and 
J.L2(x) = J.LI(x) + .5 have different asymptotic biases. 
The difference in asymptotic biases is due to the different "smoothing spaces". ftilcv (x) is 
obtained by smoothing the untransformed data, while jl.Fnw(x) is obtained by smoothing the 
data in the "logit" space, and then transforming back. The asymptotic bias of s(x) involves 
only the terms" (x ), but transformation back to the space of interest complicates things because 
s"(x) - ::2 logit (p.(x)) 
( -1 + 2p.(x) ) '( )2 1 "( ) 
- p.(x )2 (1 - p.(x ))2 J.L x + p.(x) (1 - p.(x)) J.L x · 
The remainder of this paper will deal strictly with Pilcv(x). 
4 Bandwidth Selection 
Appropriate selection of bandwidth is critical to the performance of local polynomial regression 
estimators. Too small a bandwidth unduly increases the variance of the estimator, and leads 
to an undersmoothed estimate with a number of spurious bumps. Too large a bandwidth 
introduces excessive bias, and leads to an oversmoothed estimate where important features of 
the true curve may be smoothed out. 
Data-adaptive procedures for bandwidth selection are commonly based on minimizing mean 
integrated squared error, MISE: .. 
The minimizing bandwidth, hMISE is considered optimal. Alternatively, the target bandwidth 
is hAsE, the bandwidth minimizing 
However, because neither MISE nor ASE can be computed, a number of adaptive bandwidth 
selection procedures have been proposed. 
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4.1 Selection Procedures 
In this section we describe several different bandwidth selection procedures for the estimator 
P.itcv(x). Altman and MacGibbon (1996) discuss bandwidth selection for binary data with ker-
nel regression estimators, but no articles have been published regarding LPKR and bandwidth 
selection for binary response data. Most of the procedures described here are adaptations of 
bandwidth selection procedures often used in kernel density estimation, kernel regression or 
LPKR with continuous response. 
4.1.1 Plug-in Estimators 
Plug-in estimators are based on the asymptotic mean integrated squared error (AMISE) which 
from (5) and (6) is readily computed: 
AMISE= :hi K 2(z)dz I p(x)(l-p(x))f(xt1dx+ ~4 [I z2K(z)dzr I l.l'(x)2dx. 
Solving explicitly for the h that minimizes the above expression, yields 
1 
h ( J K 2(z)dz J p(x) (I- p(x)) f(x)- 1dx) 5 AMISE = 2 
n [J z2K(z)dz] J p"(x)2dx (9) 
The plug-in estimator for hAMISE is obtained by plugging nonparametric estimates of the 
unknown functionals into the right hand side of equation (9). For example, we might compute 
Mlcv(x) = 2/h (recalling the dependence of fh on x) to estimate the corresponding functional 
J p"(x) 2dx. A pilot bandwidth is required to estimate the functionals. 
For stability purposes, some statisticians (e.g. Fan, Heckman, Wand 1995) prefer to slightly 
perturb this by including the design density, /(·), and a weight function, w(·). /(·) is meant 
to give more weight to the estimator of p"(x) where the data is expected to be more plentiful. 
w(·) is usually specified to be 0 near the boundaries of the covariate space and 1 elsewhere. 
This compensates for the high small sample variability of LPKR derivative estimators near the 
boundaries (Ruppert, Sheather, Wand 1994). 
Plug-in estimators are very simple to understand and have received recent attention in 
the literature. In the contexts of density estimation and the usual regression setting, plug-in 
estimators have outstanding theoretical performance (some converge to tile- "optimal" at rate 
Op ( n-~ )), and have performed well in simulations (Hardie, Hall, and Marron, 1988; Park 
and Marron, 1990; Sheather and Jones, 1991; Hallet al, 1991; Ruppert, Sheather, and Wand, 
1994). A number of plug-in estimators have been proposed. 
Plug-in estimator 1: 
The first plug-in estimator is 
l 
h (X)_ ( Y (1- Y) (b-a)J K 2(z)dz ) 5 
plugl - n (f z2 K(z)dz)2 (k Ef=l Mzcv (Xii k)2 1[(1-a:)a+a:b<X,<a:a+(l-n)bJ) 
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where Y is the sample mean, the notation fl(Xi, k) refers to the LPKR estimator with band-
width k, [a, b] is the range of x, l[c,d] is the indicator function for the interval [c, d] and a is a 
trimming percentage. The following should be noted 
1. ~ Ei=1 p,r,cv (Xi; g}2 1[(1-o:)a+o:b<Xi<o:a+(1-o:)b] is a natural estimator off p."(x)2 f(x)w(x)dx. 
The weight function trims the observations that lie within a% of the boU;ndaries. This 
type of estimator was suggested by Ruppert, Sheather and Wand (1994}. · 
2. The bandwidth, k, for estimating p."(x) needs to be specified. The method of Ruppert 
and Wand (1994}, specified for continuous response data, is adapted here. This gives 
k = C2(K) ( y (1 - Y)(b- a) ) ~ ' 
nl f P.~ara(x)P,~!>ra(x)dxl 
where P.~ara(x), p,~;2ra(x) are the parametric estimates obtained by fitting a cubit logit to 
the data, and 
G K _ 3157 for { 
1 
2 ( ) - (1575/2) t for 
I P.~ara(x)p,~;2ra(x)dx < 0 
I fi~ara(x)fiWra(x)dx > 0. 
3. The variance functional! p.(x) (1- p.(x)) dx has been replaced by Y (1- Y) (b-a). This 
approximation will be very good if a significant proportion of the true curve lies in the 
interval [0.2, 0.8]. This can be seen by the simple inequality 
(b- a)0.8 · 0.2 $lb p.(x) (1- p.(x)) dx $ (b- a)0.52 
1 
and the fact that the graph of (v(1- v))5 is very flat for 0.2 S v S 0.8 
Plug-in estimator 2: 
The second plug-in estimator is given by 
h (X) _ ( Y (1 - Y) (b- a) I K 2(z)dz ) ~ 
plug2 - ( 1 2 ) 
n (f z2 K(z}dz)2 ~ E~1 P,ftcv (Xi; n-'f) 1[(1-o:)a+ab<Xi<o:a+(1-o:)b] 
This is the same as hptug1 except for the choice of pilot bandwidth, here k = n-t. H the 
quantity ~ Et=1 P,~~cv (Xi;· )2 1[(1-a)a+ab<Xi<aa+(1-alpha)b], is robust to the choice of bandwidth, 
then hplug2(X) and hplug2(X) should be comparable. 
Plug-in estimator 3: 
The third plug-in estimator is given by 
1 
h lu 3(X) = ( I K 2(z)dz I fiilcv(x; ..\) (1 - fiucv(x; ,\)) dx ) 5 
P 9 n (J z2 K(z)dz) 2 (~ Ei=1 P,~~cv (Xi; g)2 1[(1-a)a+o:b<Xi<aa+(1-a)bJ) 
hplug3(X) has the following characteristics: 
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1. hptuga(X) is just a high powered version of hplugi(X) with the integrated variance esti-
mated by J P.ilcv (x; .\) (1 - P.ilcv (x; .\)) dx. 
2. Since hpluga(X) uses a consistent estimator off f..L(x) (1- f..L(x)) dx, hptuga(X) is consistent. 
hptugl (X) and hptug2(X) are not consistent. 
4.1.2 Rule of Thumb Estimators 
Rule of thumb estimators, ROT, are the parametric analog to plug-in estimators. Instead of es-
timating the unknown functionals by nonparametric procedures, the nonparametric functionals 
are estimated parametrically. For example, the functional f p,"(x) 2dx, can be estimated by first 
fitting a cubic logistic regression curve to the data, and then substituting back the parameter 
estimates, (~o,PlJh,~a), into 
This expression can be computed explicitly and is a parametric estimator of J p,11 (x )2dx. Since a 
cubic logistic regression curve is somewhat flexible, this is a reasonable estimator of J f..L11(x)2dx; 
if necessary, higher order logistic curves can be fitted. It is important to notice that the 
dependence of hAMISE on J f..L"(x)2dx is dampened by taking the 1/5th power (e.g. 10t -2ot ~ 
0.5). 
Rule of thumb estimator: 
The rule of thumb estimator is 
1 
h X _ (y (1- Y) (b- a) J K 2(z)dz J ( d2 1 ) 2 d ) 5 
ROT( ) - n [f z2K(z)dz]2 (b~a) dx2 1 +ePo+Ptx+P2x2+ffiax3 X ' 
Note that the weight function w(·) has been discarded since a parametric estimate of J f..L 11 (x)2dx 
is being used. 
4.1.3 Smoothed Cross-Validation 
Smoothed cross-validation (SCV) is a very computer intensive method of estimating hMISE· 
SCV was first introduced by Hall, Marron, and Park (1992) in the context of density estimation 
as an alternative to least squares cross-validation (CV), which suffers from high sample vari-
ability. As with the plug-in and ROT estimators, its derivation begins with an approximation 
to the MISE of flilcv(x). Notice that 
MISE~ :h j K 2 (z)dz j f..L(x) (1- f..L(x)) f(x)- 1dx + j (EP,itcv(x; h)- f..L(x)) 2 dx. 
The second term is the integrated squared bias. 
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Hall, Marron, and Park (1992) derive an approximation to the bias component by replacing 
JL(x) by a nonparametric estimator, flitc:v(x; k). The resulting approximation is 
j (E* flilc:v (x; h) - flilc:v (x; k) )2 dx, 
where E* indicates that expectation is taken over the binary responses generated by fluc:v(x; k). 
E* flilc:v ( x; h) can then be generated by first generating B bootstrap samples, ( Yl, ... , Y~) "' 
Bernoulli (flilc:v(·; k)), forb= 1, ... , B, and then smoothing each sample to get flftc:v(x; h). The 
resulting estimator is 
B ~ L fl~tcv(x; h). 
b=l 
Notice that a plug-in estimator was used for the variance component and a bootstrap estimator 
for the bias component. 
Hall, Marron, and Park (1992) suggest choosing k larger than hMrSE so that the estimator 
of the bias component is based on an oversmoothed version of the data. 
SCV estimator: 
The SCV estimator, hscv is the minimizer of 
(b ;:h a) j K 2(z )dz j iluw(x; A) (I - !iilw (x; A)) dx + j ( ~ ~ iiitw(x; h) - lii!w(x; k) )' dx 
where A= hptugl (X). 
4.1.4 Bootstrap 
The last bandwidth estimator considered here, the bootstrap, is also based on an approximation 
to the MISE of flilc:v(x; h). The bootstrap estimator of hMISE was first introduced by Faraway 
(1990) and Faraway and Jhun (1990) in the contexts of nonparametric regression and density 
estimation, respectively. They point out that although the usual bootstrap estimate of the 
integrated variance, 
1 B J 2 B L ( (1i(x; h)- jL(x; h)) dx, 
b=l 
should perform well, the usual bootstrap estimate of the integrated bias2 , 
(10) 
does not. (Here fJ, denotes a generic smooth of the data (i.e. nonparametric regression or density 
estimator), flb(x; h) is the smooth of the bth bootstrap sample, and jl(x; h) = -J3 'E~=l pb(x; h). 
Faraway shows that the difference, fl(x; h) - jl(x; h), tends to decrease as h increases, in-
compatible with the true bias and bandwidth relationship. This allows (10) to dominate the 
approximation, resulting in a bandwidth that is too large. 
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Faraway (1990) and Faraway and Jhun (1990) propose instead that fl be replaced by the 
same form of nonparametric smoother, with a different bandwidth k. For LPKR, this becomes 
Faraway shows that provided h = 0 (n-i), and ng-k -+ oo as n-1,g-+ 0, then the boot-
strapped difference n~ (Pb(x; h)- P(x; k)) has the same asymptotic distribution as n~ (P(x; h)- f.l(x)). 
This indicates that an oversmoothed pilot curve is needed to handle the bias. 
Bootstrap estimator: 
The bootstrap estimator is 
5 Simulation 
A simulation study was conducted to assess and compare the performance of the estimators 
proposed in Section 4.1. 
Four mean functions were considered: 
1) a linear logistic curve, ILl (x) = 1+1-4.,, for - 2::; x ::; 2 
2) a complementary log-log curve, /L2(x) = 1 - e-e4"', for -1 ::; x ::; 0.5 
3) a quadratic logistic curve, f.13(x) = l+e-(_1] 12.,_12.,2), for 0::; x::; 1 
4) and a fifth degree polynomial, 
IL4(x) = 2_~7 (19.1- 57.1x + 63x2 - 31.9x3 + 7.6x4 - 0.69x5), for 0.5::; x::; 3.5. 
Figure 1 contains plots of these mean functions. The Xi's were generated from a uniform 
distribution on their respective intervals. Binary responses, Yi, were then generated based on 
f.lj(Xi) for j = 1, ... , 4,. Sample sizes of n =50, 100, and 500 were used for the ROT and plug-
in methods. A sample size of n = 50 was used for the bootstrap and smoothed cross-validation 
methods since these methods are very computationally expensive. The number of replications 
for each of the twelve mean function/sample size scenarios was 100. 
For the estimated bandwidths, all integrals of nonparametric smoothers were estimated 
by Simpson's method, with the number of partitions equal to the sample size. For the plug-
in bandwidth selectors, a was set at 5%. The pilot bandwidth for the estimated integrated 
variance for hplug3(X) was hplugl (X). For SCV and the bootstrap bandwidth estimator, B, the 
1 
number of bootstrap samples, was set at 100, and k was chosen to be n-7. 
Much of the discussion is based on the type of results displayed in Figure 2, which shows 
the logarithm of h/hAsE for each of the bandwidth estimators for sample size 50 and mean 
function f.12· 
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Figure 1: Mean functions: a) linear logit, b) complementary log-log, c) quadratic logit and d) 
5th degree polynomial 
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Figure 2: Boxplots of log(h(X}/hAsE) for the complementary log-log regression function and 
sample size 50. 
Section 5.1 discusses some of the important characteristics of the bandwidth estimators 
, that can be seen graphically and offers explanations. Section 5.2 suggests which estimators are 
best by ranking them with respect to average squared error. Section 5.3 summarizes guidelines 
for choice of bandwidth selection method. 
5.1 Performance of the Bandwidth Selection Methods 
5.1.1 Plug-in Methods 
Boxplots of estimated bandwidths and bandwidth ratios, showed that the plug-in methods 
tended to undersmooth the data. The undersmoothing was severe for n =50, but tended to 
be much less of a problem for larger n. All the plug-in methods performed well for n = 500. 
Plug-in methods tend to produce bandwidths that are too small because although the 
estimators of J p."(x}2dx are consistent, large samples sizes are required to obtain reasonable 
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Figure 3: Estimates of (J 11" (x )2dx )115 for the quadratic logit. The true value is indicated by 
the dotted line 
estimates. Due to the high variance of binary data, [l'(x) 2 tends to be too wiggly resulting 
in very large estimates off J-L11 (x) 2dx. Figure 3 shows boxplots of the estimated value of 
1 h (J 11"(x)2dx) 5 used in hplug3(X). Notice that these estimated values are extremely poor for 
n = 50, but get better as n increases. 
Ironically, the plug-in estimator that provides the only consistent estimate of the numerator, 
hplug3(X), does the worst of all three plug-in methods. The simple estimator, (b- a)Y(l -
Y), tends to over-estimate Jba J-L(x) (1- 11(x)) dx, which helps compensate for the larger than 
optimal denominator. As displayed in Figure 4, the estimator of the integrated variance is 
reasonably good. Plots of the regression estimators show that undersmoothing is less of a 
problem for estimates using hptugz(X) instead of hptugl(X), especially for n =50. 
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Figure 4: Estimates off J.t(x)(l- J.t(x))dx for the quadratic logit. The true value is indicated 
by the dotted line. 
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5.1.2 Rule of Thumb 
For the first thre~ types mean functions, hRoT(X) tended to perform very similarly to hplug2(X}; 
and for small n, were of noticeably higher quality than estimates based on hplugl (X) or 
hplug3(X). This is to be expected because J.ti(x) and J.t3(x) are logistic curves, and J.t2(x) 
and its second derivative are shaped very similarly to a linear logistic curve and its second 
deriviative. 
Since J.t4(x) does not resemble a polynomial logistic curve, hRoT(X) did not perform as 
well. Estimates using hRoT(X) tend to oversmooth J.t4(x) for n = 100 , and especially for 
n = 500. This highlights the lack of flexibility of the parametric rule of thumb estimator. 
5.1.3 SCV and the Bootstrap 
Both the bootstrap and SCV methods did very well, although they tend to slightly oversmooth 
the data generated from the smoother curves, J.t2(x) and J.t3(x). In these cases, J.t(x) has very 
little structure, so the oversmoothed pilot estimator used in estimating the bias component has 
even less structure leading to underestimating the bias. 
The oversnioothing due to the bootstrap and SCV estimators is not nearly as distressing 
as the undersmoothing due to the plug-in estimators for n =50. In general, AMISE increases 
quite rapidly as h approaches zero, but increases slowly as h moves past hAMISE· In fact, 
MISE and ASE as a function of h also have this general shape (see Hardie 1990). Therefore, 
both the bootstrap and SCV produce reasonable estimates. 
5. 2 Rankings 
In hopes of determining which bandwidth selection method resulted in the best estimate of J.t(x), 
the ASEs were compared via a nonparametric variant of Fisher's Protected LSD. For each of 
the twelve probability function/sample size scenarios, Friedman's test (see Conover 1980} was 
used to determine whether there were differences among the bandwidth selectors. Here a block 
is a sample, the treatments are the selection procedures, and a = 0.05. If a difference was 
detected, paired Wilcoxon tests were used to rank the selection methods based on their median 
ASE's (Ruppert, Sheather and Wand 1994). These tests were done at a= 0.05/c level, where 
c is the number of pairwise comparisons. The results are ·given in Table 1. A ranking of "1" 
indicated the best method, and the *'s in indicate "ordered" ties. For example, for n = 100, 
hplug2(X) was significantly better than all other estimators. On the other hand, hplugl (X) 
was significantly better than hplug3(X) but not hRoT(X), and hplug2(X} was not significantly 
different from hRoT(X). 
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Mean func. rot plug1 plug2 plug3 boot scv 
n=50 
J.£1(x) 4 5 3 6 1 1 
J.t2(x) 3 5 1 6 1 3 
J.ta(x) ' 1 5 1 6 1 4 
J.t4(x) 1 4 4 6 1 1 
mean rank 2.25 4.75 2.25 6 1 2.25 
n = 100 
J.£1 (x) 3* 2* 1 4 
J.t2(x) 2 2 1 4 
J.ta(x) 1 3 1 4 
J.t4(x) 3* 1 4* 2* 
mean rank 2.25 2 1.75 3.5 
n = 500 
J.£1 (x) 3 3 1 2 
J.t2(x) 1 1 1 4 
J.ta(x) 1 3 1 4 
J.£4(x) 1 1 2 2 
mean rank 2.25 2 1.25 3 
Table 1: Rankings of the bandwidth selection methods based on a Friedman test of the equality 
of the average squared error. 1 indicates the best method (lowest average squared error). An 
asterisk (*) indicates that the method did not differ significantly from a method with adjacent 
rank. 
From Table 1, we see that the bootstrap method does well for n =50, but was too computa-
tionally intensive to assess for larger sample sizes. The SCV method also does well, although it 
is prone to oversmoothing when J.t(x) has little structure as indicated by its rankings for J.t2(x) 
and J.ta(x). hRoT(X) and hptug2(X) are also quite good but hptuga(X) cannot be recommended 
for small samples. 
We see that hplug2(X) does the best in many of the scenarios. hRoT(X) and hptug1 (X) 
seemed to do equally well, while hptuga(X) was ranked last more often than not. 
5.3 Summary 
For small sample size, the bootstrap method is recommended. For samples too large to boot-
strap, hptug2(X) appears to work well. (Note that bootstrapping is practical for much larger 
samples than used here- in a simulation study, the need to bootstrap numerous samples is a 
limiting factor.) Neither method requires estimation of the design density. 
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6 Analysis of Periparturient Recumbency Data 
In New Zealand, 3% to 5% of dairy cows will suffer from periparturient recumbency (Clark 
et al, 1987), a potentially fatal syndrome following calving. For humanitarian and economic 
reasons, it is important to predict which cows are likely to recover. The data analysed in 
this section were collected by Clark et al (1987). A sample of 110 cows diagnosed with the 
syndrome were examined, and blood and urine samples were taken from each animal. Recovery 
is considered a "success". Animals which did not recover either died or were euthanized due to 
poor prognosis. Here we will consider the binary regression on serum urea, which was found 
by the investigators to be one of the predictors of recovery. Both high and low levels of serum 
urea are associated with poor health in dairy cows. 
These data were previously analyzed in Altman (1992) using kernel regression and an ad 
hoc bandwidth selector, and in Altman and McGibbon (1996) using kernel regression with 
bandwidth selected by CV and generalized cross-validation. 
Figure 5 shows the LPKR estimates of recovery based on the 2 most promising bandwidth 
selection methods, plug-in estimator 2, and the bootstrap. Although the bootstrap estimate 
is much smoother, both estimates show a peak in the recovery probability at about log(Serum 
Urea)=l. 7 and then a slow decline in the probability with increasing urea. There is also a hint 
of a small bump near log(Serum Urea)=3. 
The plug-in estimator actually picked the smallest bandwidth for these data, while SCV 
picked the largest, and showed evidence of severe over-smoothing. 
A parametric model was also fitted to the data for comparison. A suitable parametric model 
was difficult to find. Since use of logit, probit and complementary log-log link functions led to 
similar results, the discussion will be limited to the logit link. 
The analysis began by fitting a fifth degree logit polynomial curve, and proceeded by back-
wards selection, removing the highest order term when the change of deviance was not signifi-
cant at level o: = .05. 
This process led to a linear logistic model, which seems very unrealistic. Figure 6a shows 
the linear logistic fit, the 95% pointwise confidence interval for the linear logistic, and ftilcv ( x ). 
Notice that the linear logistic does not account for the mode or the flat region at high serum 
urea. The failure of the parametric model to identify the mode is particularly distressing 
because it is very evident in the data, and it is known that both high and low serum urea are 
indicators of poor health. The cubic logistic fit (Figure 6b) is much closer to the non parametric 
fit, and picks up the features of interest. 
7 Conclusions 
In this article we have shown that LPKR is a consistent estimator of a smooth mean function 
for binary response data. Although the estimate is not constrained to lie in the interval [0, 1], 
its asymptotic variance and bias are of the same order of magnitude, and the bias is of simpler 
form, than those of the generalized smooth estimator proposed by Fan, Heckman and Wand 
(1995). LKPR offers computational advantages over the FHW estimator, as it is linear and 
can be computed in O(n) operations. 
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function of log(Serum Urea) with bandwidth selected by (a) plug2 and (b) bootstrap. 
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A number of bandwidth selectors proposed for nonparametric regression with continuous 
response were tested for binary response data. Because binary response data have a low signal 
to noise ratio, plug-in bandwidth estimators, which require estimation of integrated derivates, 
perform poorly for small sample sizes. Bootstrap bandwidth selection performed best in the 
simulations and provided a reasonable picture for the example analyzed here. 
Nonparametric regression has been used with continuous response to provide guidance about 
the goodness-of-fit of a parametric model (Cox and Koh, 1989; Cox et al, 1988; Eubank and 
Speigelman, 1990). In Section 6 we used the nonparametric regression estimate to supplement 
the parametric analysis. Although the parametric analysis of deviance did not show a lack of fit 
of a linear logistic model, the biological theory indicated that both low and high values of the 
predictor were detrimental to survival. The LKPR fit indicated this as well, and informal visual 
inspection showed that a cubic logistic model provides a reasonable parametric fit to the data. 
Azzalini, Bowman and Hardie (1989) suggest an informal method for using nonparametric 
regression to test goodness-of-fit for parametric binary regression. Formal testing methods for 
goodness-of-fit of binary regression models, such as those provided by the references above for 
continuous response, would be a useful addition to the data analysis toolkit. 
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