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摘されている。たとえば、G. J. Tesauroの TD-Gammon [17] [18]というバックギャモ








ジェントによる経験の共有 [16] [5]、教示の導入 [6] などがある。一方、計算時間の短縮
を目的とした研究には、利得を近似して計算量を減らす Truncated Temporal Diﬀerence



























































ジェント以外を環境と呼ぶ。環境の状態を s ∈ S（状態の集合）、エージェントの行動を
a ∈ A（行動の集合）とする。状態 s で行動 a を取ると環境の状態は s から s′ ∈ S に移
り、このとき環境からエージェントに報酬 r ∈ R が与えられる。報酬はエージェントにさ












態 s、行動 a、次状態 s′、報酬 r から成る経験を用いて価値関数を更新する強化学習アル
ゴリズムの一種である。
エージェントは価値関数 Q(s, a)を内部に持っている。価値関数 Q(s, a)は、状態 s に
おいて行動 aをとったときに得られる報酬の期待値を表している。価値関数が正しく評価
されていれば、エージェントは価値の高い状態に遷移するような行動を選択できる。
Q-Learningでは、価値関数 Q(s, a)を式 (1)で更新することによって学習が行われる。
Q(s, a) ← Q(s, a) + α[r + γ max
a′∈A
Q(s′, a′)−Q(s, a)] (1)
















択し、確率 1 − で価値関数に基づいて行動を選択する方法である。は探査率と呼ばれ

























































1 s = st, a = at
γλet(s, a) それ以外の s,a
(2)






δ = r + γQ(s′, a′)−Q(s, a)













関数近似を用いると価値関数 Q(s, a)は、θ をパラメータベクトルとするパラメータ関





価値関数 Q(s, a)は、パラメータベクトル θ と特徴ベクトル φを用いて式 (4)の線形関
数で表される。




そして、線形関数形式の Q-Learningでは、Q(s, a)を直接更新するのではなく、式 (5)で
パラメータベクトル θ を更新する。


































3.2.1 Truncated Temporal Diﬀerence（TTD）
強化学習の時間計算量を減らす試みとして Truncated Temporal Diﬀerence [2] と
TD(λ) の対数時間更新算法 [3] が提案されている。TTD は収益を m ステップで打ち切
り、mステップ収益を効率的に計算することによって時間計算量を減らす手法である。従



























[9]は、分散メモリ型並列計算機 Power Mouse Parallel Machine 上で PVM（Parallel















Q˜(a) ∗ k˜(a) + Qˆ(a) ∗ kˆ(a)
k˜(a) + kˆ(a)
(6)





































































Q(s, a) // global (shared) variable
// main method
main() {
for (i=0; i ＜ NUM AGENTS; i++)




Initialize Q(s, a) arbitrarily
Repeat (for each episode):
Initialize s
Repeat (for each step of episode):
Choose a from s using policy derived from Q(s, a) (e.g., -greedy)
Take action a, observe r, s′
Q(s, a) ← Q(s, a) + α[r + γ maxa′ Q(s′, a′)−Q(s, a)]
s ← s′
until s is terminal
}

























使用した共有メモリ型並列計算機は SUN Ultra 80と IBM pSeries 690 である。特に




機種名 Sun Ultra 80 IBM pSeries 690 PCクラスタの各 PE
CPU Ultra SPARC II × 4 Power4 × 24 Pentium4
クロック 450MHz 1.1GHz 2.4GHz
L1キャッシュ 16KB 64KB 8KB
L2キャッシュ 4MB 1.4MB 512KB
L3キャッシュ - 32MB -
メインメモリ 1GB 8GB 1GB
OS SunOS 5.8 AIX 5 RedHat Linux 7.3
プログラムの実装には、C 言語を用いた。並列化には共有メモリ型並列計算機では










迷路タスクにおける環境は図 6 に示す迷路である∗9。迷路の大きさは、63 × 63 と
127 × 127 の 2 種類を用意した。左上隅がスタート地点、右下隅がゴール地点である。
エージェントの目的はスタート地点からゴール地点への最短経路を学習することである。
状態は、エージェントの迷路中の位置である。各迷路にはそれぞれ 3969（63 × 63）、
16129（127× 127）の状態が存在する∗10。
各状態でエージェントが選択できる行動は、UP（上へ 1マス進む）、DOWN（下へ 1









いた。価値関数は式 (1)で更新される。強化学習のパラメータは、学習率 α を 0.1、探査











vt+1 = bound(vt + 0.001at − 0.0025 cos 3xt)





のとき-1、ゼロスロットルのとき 0 とする。bound() は、位置、速度の範囲をそれぞれ
−1.2 ≤ xt+1 ≤ 0.5、−0.07 ≤ vt+1 ≤ 0.07に制限する関数である。
報酬はエージェントがゴール状態にいるとき 0、それ以外の状態では-1とした。
使用した強化学習アルゴリズムは Q(λ)であり、価値関数には線形関数形式を用いた。
価値関数は式 (5)で更新される。強化学習のパラメータは、学習率 αを 0.1、探査率 を


























φ1 −m2l1lc2θ˙12 sin θ2 − φ2
)




c2 + 2l1lc2 cos θ2) + I1 + I2
d2 = m2(l2c2 + l1lc2 cos θ2) + I2
φ1 = −m2l1lc2θ˙22 sin θ2 − 2m2l1lc2θ˙2θ˙1 sin θ2
+ (m1lc1 + m2l1)g cos(θ1 − π/2) + θ2
φ2 = m2lc2g cos(θ1 + θ2 − π/2)
(8)
ここで、τ はトルク、m1 = m2 = 1（リンク質量）、l1 = l2 = 1（リンク長）、lc1 = lc2 = 0.5




価値関数は式 (5)で更新される。強化学習のパラメータは、学習率 α を 0.0001、探査率


























図 9: 迷路タスク（63× 63）の学習曲線
5.3.1 学習曲線
図 9は迷路タスク（63× 63）、図 10は迷路タスク（127× 127）の学習曲線であり、並
列に動作するエージェント数と学習速度の関係を表している。横軸はエピソード数（ス
タート地点からゴール地点へたどりつくまでが 1エピソード）、縦軸はステップ数（エー
ジェントの 1 回の行動が 1 ステップ）である。たとえば、図 9 では、学習初期（1 エピ
ソード）では迷路を抜けるのに 10000 ステップ以上かかっている。しかし、学習が進むに
つれて迷路を抜けるためのステップ数が強化学習によって徐々に小さくなっていくことが
























図 10: 迷路タスク（127× 127）の学習曲線
図 9と、図 10からエージェント数と収束エピソード数の関係をまとめると表 4のよう
になる。
表 4: エージェント数と収束エピソード数の関係
エージェント数 1 2 3 4
収束エピソード数（63× 63） 6300 3300 2100 1600
収束エピソード数（127× 127） 20800 10400 7100 5300
表 4から価値関数の更新に参加するエージェント数が増えるにしたがい、学習の収束エ















表 5、表 6 は、迷路タスクでエージェント数を 1、2、3、4、8 としたときの収束まで
の時間を測定した結果である。計算機の負荷は一様でないため 10回の試行でもっとも速
かった結果を記録した。
表 5: 迷路タスク（63× 63）における学習時間
エージェント数 1 2 3 4 8
学習時間（秒） 8.99 5.10 3.65 2.83 2.91
速度向上率 1.00 1.76 2.46 3.18 3.09
表 6: 迷路タスク（127× 127）における学習時間
エージェント数 1 2 3 4 8
学習時間（秒） 82.82 45.02 31.78 24.65 24.82




∗11 経験数は図 9、図 10において横軸、縦軸、関数値で囲まれた面積で表される
27
// mutex for synchronization
pthread mutex t mutex = PTHREAD MUTEX INITIALIZER;
// lock mutex
pthread mutex lock(&mutex);
// update value function





















エージェント数 1 2 4 8
非同期更新時（秒） 83.82 45.02 24.65 24.82


























































である。127 × 127 の迷路タスクを使用した。横軸は何回目の価値関数更新かを表すス







































エージェント数 1 2 4





エージェント数 1 2 4
学習時間（秒） 5.87 3.58 1.82


































エージェント数 1 2 4
収束エピソード数 2730 1230 580







エージェント数 1 2 4
学習時間（秒） 1074.70 552.72 319.89
速度向上率 1.00 1.94 3.36
5.3.7 IBM pSeries 690での結果
本項では、迷路タスクと車の山登りタスクを IBM pSeries 690 で実験した結果をまと
める。IBM pSeries 690は 24プロセッサを持つ共有メモリ型並列計算機である。この実
験は本手法の速度向上の限界を調べることが目的である。
表 12、表 13は、迷路タスクでエージェント数を 1、2、4、8、16、24、32としたとき
の収束までの時間を測定した結果である。計算機の負荷は一様でないため 10回の試行で
もっとも速かった結果を記録した。
表 12: 迷路タスク（63× 63）における Regattaでの学習時間
エージェント数 1 2 4 8 16 24 32
学習時間（秒） 1.92 0.99 0.51 0.27 0.15 0.10 0.11
速度向上率 1.00 1.94 3.76 7.11 12.8 19.2 17.5
表 13: 迷路タスク（127× 127）における Regattaでの学習時間
エージェント数 1 2 4 8 16 24 32
学習時間（秒） 15.29 7.77 3.95 1.99 1.01 0.69 0.70











表 14: 車の山登りタスクにおける Regattaでの学習時間
エージェント数 1 2 4 8 16 24 32
学習時間（秒） 5.25 2.77 1.59 0.82 0.53 0.57 0.66
速度向上率 1.00 1.90 3.30 6.40 9.91 9.21 7.93











とした。また簡単のため使用するエージェント数（使用する PE 台数）を 2とした。エー
ジェント 1の探査率は 0.01、エージェント 2の探査率は 0.7とした∗12。表 15に収束エピ
∗12 エージェント 1とエージェント 2の探査率を同じにした場合、結合の効果が全く得られなかった。[5]の




結合間隔 収束エピソード 通信回数 通信時間 結合時間 残り時間 全体時間
なし 20305 - - - - 17.71
5000 18797 4 3.78 0.01 16.66 20.45
2000 16010 9 4.37 0.02 16.18 20.57
1 8903 8904 397.27 10.18 15.64 423.09
ソード、通信時間、結合時間、全体時間を測定した結果を示す。





























Agent 1 Agent 2
(1) Read Value (3) Read Value
    from Same Place




    New Value
(5) Calculate
    New Value
This Calculation is useless
図 16: 非同期更新で無駄が生じる場合
37




























強化学習アルゴリズムには Q-Learning のほかに TD 法や Proﬁt Sharing といったア
ルゴリズムもある。これらのアルゴリズムも基本的には Q-Learningと同じく経験による
価値の更新である∗14ため提案手法が適用できると考える。
また、Sun Ultra 80と IBM pSeries 690という異なる種類のマシンでもほぼ同様の速
度向上を達成できた。ただし、オペレーティングシステムの種類に応じて速度向上が得ら
れないという結果も出た。たとえば、Redhat Linux 9ではエージェント数（スレッド数）














































































する。今回は図 19のように 4等分して 4つのプロセッサに割り当てたと仮定する。価値
関数の更新には次状態の価値関数の値が必要である。たとえば、状態 s1 から状態 s2 に遷
移した場合、状態 s1 の価値関数の更新には状態 s2 の価値関数の値を使って、
Q(s1, a) ← Q(s1, a) + α[r + γ max
a′∈A
Q(s2, a′)−Q(s1, a)] (9)
のように行われる。状態 s1 と状態 s2 がともに同じ PE上にあればプロセッサ間通信は生
じないが、状態 s3 と状態 s4 のように互いに異なる PE上にある場合はプロセッサ間通信






















テーブルの大きさは 127× 127の状態に加えそれぞれの状態に 4つの行動がある。価値関
数は double型なので 127× 127× 4× 8 で 516,128(Byte)である。さらに各価値関数の
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