Abstract-In this paper, an integration between Discrete Cosine Transform (DCT) matrix and clustering in wireless sensor networks (WSNs) is exploited. Since sensor readings in WSNs are highly correlated and are suitable to be transformed in DCT domain, in each cluster in the network the sensory data is transformed and only a small number of large DCT coefficients are sent from the cluster-head (CH) to the base-station (BS) directly or in multi-hop routing. All data from the network can be recovered based on the transformed large coefficients at the BS. Based on stochastic problems, we analyze and formulate the communication cost as the power consumption for transmitting data in such networks. Some common clustering algorithms are applied and compared to analysis results. Both noise and noiseless environments for this method are considered.
None of the algorithms mentioned above consider the power consumption for communication in such networks.
There are other energy-efficient data collection methods utilizing compressive sensing (CS) in WSNs [9] , [10] . The networks only needs to collect a certain number of CS measurements, denoted as M , at the BS for all data recovered. The number of measurements required are much greater than the number of large coefficients as mentioned in [11] , [12] (M ≥ 2K).
In this paper, a distributed algorithm is proposed to transmit only the large DCT transformed coefficients to the BS for the signal recovery processes. In WSN that is partitioned into non-overlapped clusters, all non-CH sensors send their data to the CHs which they belong to. Each CHs sorts the received data and multiplies to a DCT sub-matrix to achieve a certain number of large coefficients, and finally sends the coefficients to the BS. We offer and analyze two ways to send the coefficients to the BS, directly and in multi-hop. At the BS, K large coefficients are used to recover all data from clusters. We formulate and analyze all the power consumptions for communications in the networks. The compression algorithm is simulated and addressed with real sensor readings in both noise and noiseless environments.
The rest of this paper is organized as follows. The main problems and the algorithm are addressed in Section II. All the power consumptions for data communications are calculated in Section III. Simulation results are shown in Section IV. Finally, conclusions and suggestions for future work are presented in Section V.
II. PROBLEM FORMULATION

A. Network model
We assume a WSN with N sensors are distributed randomly with equal probability in a square sensing area (dimension L × L) or a circular area with the radius R 0 . The network is partitioned into N c non-overlapped clusters. The CHs are randomly chosen from all the sensors based on a probability N c /N in each observing time that helps balance energy between all sensors. The non-CH sensors choose one CH which is closest to form clusters. In our analysis, we assume all clusters have an equal number of sensors. On average, each cluster has ( Figure 1 shows the clustered network in general with the BS outside the sensing area. As mentioned in the previous section, we need to observe all sensory readings from the network and send them to the BS. DCT is chosen to create a square sub-matrix ϕ i with dimension (n i × n i ) at each CH, where n i is the number of sensors in the i th cluster. All readings from non-CH sensors are sent to CHs with their indices and then are sorted in descending or ascending order. After being multiplied with a sparsifying DCT matrix, a large proportion of the signal energy is focused on the very first large coefficients, given as K coefficients. Only these coefficients from all CHs are sent to the BS. The rest of the transformed vector can be considered as zeros which are added back to the large coefficients at the BS for the recovery process. The DCT compression algorithm can be written in short as: 1) Non-CH sensors send their own readings to their CHs. 2) All received data including the CHs' reading are sorted and then are transformed in DCT domain. 3) There are only K large coefficients taken to be sent to the BS. The rest of the transformed coefficients are considered as zeros. 4) At the BS, all readings from each cluster are recovered by multiplying the large coefficients to the submatrix used at each cluster.
B. DCT data compression algorithm
In formula, we have the transformed vector s i at the cluster i th as follows
At the BS, we obtain the readings from the i th cluster based on s ′ i which is created from the received k i large coefficients and additional zeros asx
III. POWER CONSUMPTION ANALYSIS
As mentioned in [13] only the consumed power of the power amplifier is a function of transmitting distances which we consider to formulate based on stochastic problem in this paper. The total power consumption for transmitting data in such networks contain two parts, the total intra-cluster power consumption denoted as P intra−cluster is for non-CH sensors to transmit their readings to the CHs and the consumed power for all CHs to transmit K coefficients to the BS, denoted as P to BS .
A. Analysis of P intra−cluster
We assume to have a uniformly distributed WSN divided into N c non-overlapped clusters with the same number of sensors as N/N c , consisting of one CH and ( N Nc − 1) non-CH nodes. We have
where r is a random variable which represents distances between non-CH sensors and their CHs, and α is the path loss exponent. α = 2 or 4 in free space or multiple fading channels, respectively [14] . For simplicity, we assume it to be 2 throughout the paper. As mentioned in [15] , [16] we obtain E[r 2 ] for the square sensing area as
and the total intra-cluster power consumption is
*Note: in case the sensing area is circular [17] , P intra−cluster is calculated as
where R 0 is the radius of the sensing area.
B. Analysis of P to BS
We assume that all clusters have the same number of sensors. We show that the number of large coefficients taken from a cluster are linearly proportional to the number of sensors in that cluster. Hence
where k i is the number of coefficients collected from cluster i th . We consider both ways to forward the large coefficients to the BS, transmitting directly or forwarding through intermediate CHs based on a routing tree.
1) Transmitting the large coefficients directly to the BS:
As shown in Figure 1 , the average consumed power for all CHs to transmit K large coefficients to the BS is
where d is the random variable representing the distance between CHs and BS. Assuming that all CHs are randomly distributed in the entire area to balance the power consumption for the network, the expected squared distance between CHs and the BS [9] is given by
From Equations (5) and (9), the total power consumption in this method can be formulated in general as 2 . Hence, the total power consumption is
2) Transmitting the large coefficients to the BS using intercluster multi-hop routing: As shown in Figure 2 , we have a routing tree formed connecting all CHs with the root at the center as mentioned in [17] . The total power consumption for all data collection in the network is
where R is the CH's transmission range. E[n] is the average number of hops away from any CH to the BS. The distance between a random CH and the BS can be considered as a random variable, denoted as x. The probability of being able to make a connection at distance x using n or less hops is denoted by P n (x).
In [18] E[n] is calculated as
where n max is the maximum number of hops allowed.
IV. SIMULATION RESULTS
In this section, we consider both types of networks, square sensing area with dimension 100 × 100 and circular area with radius R 0 = 50. 2000 sensors are randomly distributed in the areas. K-means [3] and LEACH [4] are applied as two common clustering algorithms to be compared with the analysis. We consider both sorted and unsorted signals collected from Sensorscope [19] . We simulate the power consumptions for communications and then the results of the DCT compression. The normalized reconstruction error is used as ∥x− x∥2 ∥x∥2 . Figure 3 compares the histogram of the number of sensors in each cluster between two clustering algorithms Kmeans and LEACH when the network is divided into 10 clusters. Kmeans provides more uniform size for clusters than LEACH does, which results in the smaller intra-cluster power consumption as shown in Figure 4 (a). Figure 4 (b) depicts the total consumed power for communications in the network when the BS is at L i = 3L. Since the total number of large coefficients is fixed as K = 200, the power decreases as we increase the number of clusters.
We deploy the sensors in the circular area and form a tree connecting all CHs using an algorithm proposed in [17] . The network is partitioned into different numbers of clusters as With the same number of coefficients being sent to the BS, the ones from sorted signals carry more signal energy than unsorted signals do that results in the smaller reconstruction errors as shown in both Figures 6(a)(b) . Increasing the number of clusters results in increasing the reconstruction error as shown in Figures 6(a)(b) . The DCT compression method works well with noiseless coefficients but degrades quickly with noisy data as shown in Figure 6 (c). In practical networks, this DCT compression algorithm depends on a good receiver providing minimum noisy measurements for the recovery process.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we proposed DCT based data compression algorithms for clustered WSNs for collecting data to reduce power consumption. Based on the fact that almost all data energy focused in relatively small numbers of large coefficients in the transformed vector, we only the coefficients are sent to the BS for signal reconstruction. We analyzed and formulated either the intra-cluster power consumption or the total power consumption for the network to transmit data. Simulation results are provided for both consumed power calculation and the DCT compression method. We concluded that this DCT compression method degrades its performance when working in noisy environment. We suggest an optimal case for the networks to use multi-hop if many clusters are applied. In future work, we will study the boundary for the number of clusters in both noise and noiseless environments. 
