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Resumo
O entendimento de ações é um tópico que tem sido continuamente estudado por seres
humanos com, por exemplo, o objetivo de compreender comportamentos sociais ou pre-
venir situações. Além disso, com o crescente número de dispositivos que podem capturar
informações do ambiente, a possibilidade de monitorar facilmente essas ações tem sido
aprimorada. Dado que a sociedade tem buscado medidas de segurança mais imponentes,
tanto no sentido de bem-estar quanto de proteção, estudos computacionais têm surgido na
área de classificação para ajudá-los. O estudo da classificação de ações anômalas tornou-
se comum para o desenvolvimento de aplicativos úteis para detectar e sinalizar eventos
incomuns em um determinado ambiente. No contexto de ações anômalas, durante o nosso
trabalho, decidimos focar em apenas dois grupos. O primeiro grupo considerou ações en-
volvidas com o bem-estar nas quais os conjuntos de dados estavam relacionados a quedas.
O segundo, relacionado a medidas preventivas de proteção, utilizou conjuntos de dados
associados a eventos de brigas. Há muitos estudos sobre esse campo de especialização. Os
melhores resultados relatados na literatura são de trabalhos relacionados a abordagens de
aprendizado profunda. Portanto, esta investigação teve como objetivo propor e avaliar um
modelo de aprendizado profundo baseado em sistemas de classificação de múltiplos fluxos
usando características de alto nível para poder abordar a detecção de brigas e a detecção
de quedas em vídeos. Neste trabalho, focamos no uso de uma rede de múltiplos fluxos,
em que cada um dos fluxos é uma rede VGG-16. Além disso, cada fluxo é responsável por
receber como entrada um vídeo pré-filtrado. Este vídeo pré-filtrado está relacionado ao
que, neste trabalho, consideramos descritores de alto nível. Assim, durante este estudo,
também são investigados descritores de alto nível concebíveis, como informações espa-
ciais, temporais, rítmicas e de profundidade de um vídeo para a classificação das ações
anômalas escolhidas. Validamos nosso método em cinco conjuntos de dados comumente
usados na literatura, dois destinados à detecção de brigas e três à detecção de quedas. Os
experimentos demonstraram que a associação de informações de descritores, correlaciona-
dos a uma estratégia de fluxo múltiplo, aumentou a classificação de nossa abordagem de
aprendizado profundo, portanto, o uso de características complementares pode produzir
resultados interessantes que são correspondentes a outros estudos anteriores.
Abstract
The understanding of actions is a topic that has been continuously studied by human
beings with, for example, the purpose of understanding social behaviors or preventing sit-
uations. In addition, with the increasing number of devices that can capture information
from the environment, the possibility of easily monitoring these actions has improved.
Moreover, given that society has been seeking more imposing security measures, both in
the sense of well-being and protection, computational studies have been emerging in the
classification area to assist them. The study of anomalous action classification has become
common for the development of useful applications for detecting and signaling unusual
events in a given environment. In the context of anomalous actions, during our work, we
decided to focus only on two groups. The first group considered actions involved with
well-being in which the datasets were related to falls. The second, related to preventive
measures for protection, used datasets associated with fighting events. There are many
studies regarding this field of expertise. The best results reported in the literature are
from works related to deep learning approaches. Therefore, this investigation aimed to
use a deep learning model based on a multi-stream classification systems using high-level
features to be able to address the issue of fight detection and fall detection in videos. In
this work, we focused on using a multi-stream learner where each of the streams is a VGG-
16 network. In addition, each stream is responsible for receiving as input a pre-filtered
video. This pre-filtered video is related to what, in this work, we assume are high-level
descriptors. Thus, conceivable high-level descriptors were also investigated, such as a
video’s spatial, temporal, rhythmic and depth information for the classification of the
chosen anomalous actions. We validated our method on five commonly used datasets
throughout the literature, two aimed at fight detection and three at fall detection. Ex-
perimentation has demonstrated that the association of correlated descriptor information
with a multi-stream strategy increased the classification of our deep learning approach,
hence, the use of complementary features can yield interesting outputs that match other
previous studies.
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Chapter 1
Introduction
In this chapter, we will present the problem that motivated the study. In addition, it will
be characterized the importance of anomalous action detection and how we managed to
cope with the presented situation.
1.1 Problem Characterization
It is possible to use as a meaning of performing an action the concept of some activity, that
has an explicit purpose or not, that is usually done by some living being. In other words,
we consider action as a combination of movements that generates a certain behavior, such
as sitting, walking, hugging, squatting, dancing, among others.
There can be many interpretations of what is considered an action in the recognition
field. Thus, it is possible to analyze micro, medium or an aggregation of actions. The
first, micro, can be considered the study of actions, such as a certain hand gesture or
head movement. Considering medium motion gestures, it is possible to acknowledge a
combination of micro events to compose a bigger action, for example, sitting. Finally,
there is also the possibility of evaluating aggregations of micro and medium actions.
Specifically for the problem addressed in the present study, the actions analyzed were
focused on what we call anomalous (Figure 1.1). Therefore, these anomalous actions
are related to unusual behaviors that must be monitored in order to avoid any major
problems. Examples of applications that contain these are: (i) security and (ii) patient
monitoring.
In a security scenario, it has become common not only for establishments, but also
for places were there are people transiting and interacting (for instance, schools, sub-
ways, stores, airports and banks) to install surveillance cameras. Thus, by observing
these videos, a security system team is required to take prompt or even hasty actions in
some situations; otherwise, it can be difficult to prevent some harmful event from being
triggered. Concerning patient monitoring, muscle and bone structures weakening allied
to a series of other factors makes falling become a common injury associated with aging
people. The implications of these falls can be either harmless or, most likely, lead to a
serious outcome. In this sense, it is important that the victim is promptly attended.
Therefore, for both of these applications to run smoothly, part of the monitoring
16
Figure 1.1: Examples of anomalous and normal events in videos. The highlighted images
represent violence and falling events, respectively. Sources: University of Central Florida
(UCF)-Crimes Database [60] and the Fall Detection Dataset (FDD) [11].
professional’s job demands a thorough video checking (Figure 1.2). It is crucial to detect
an outlier action among what is expected for people, in their respective situations, be
commonly doing. However, even though there are trained professionals to perform these
tasks, this is tiring and the large number of cameras can make it almost impossible to
monitor the videos uninterruptedly [61].
Figure 1.2: Monitoring scheme with video cameras. Sources: left image [63] and right
image [50].
Nowadays, with the advent of technologies, it is possible to associate this need for iden-
tification and detection with dedicated computer systems. As a result of the mentioned
monitoring struggle, human action analysis gained a significant interest. Accordingly, a
considerable number of methods for identifying these behaviors have been proposed in
the literature.
There are two main branches involving action detection. In the first one, studies are
made upon information gathered from hardware devices such as, for example, accelerom-
eters, gyroscope, pressure and temperature measures. Thus, volunteers would have to
wear these devices constantly to monitor their daily activities. Despite of results provid-
ing good information about possible anomalous events, in a falling environment, the use
of wearable devices might be frustrating for the elderly and it would be practically an
unrealistic task for a security context. Therefore, the second research branch focuses its
work on analyzing video sequences. Video information has made possible to contribute to
a certain degree of freedom. In addition, collaborating with machine learning techniques,
studies have been able to further detect these critical cases.
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1.2 Objectives and Contributions
In this work, we propose and evaluate a multi-stream learning model based on convolu-
tional neural networks using high-level features as input in order to cope with anomalous
action detection. Therefore, our approach consists in extracting high-level features and
use each one as an input to a distinct classifier. Hence, each individual result will be
ensemble for a final classification.
This work adopted a multi-stream VGG-16 architecture and explored high-level fea-
tures as inputs to investigate their impact on abnormal activity detection. More specif-
ically, we focused on the detection of fights or falls in videos. As other studies mainly
use similar features for these binary classification problems, we focus on finding distinct
feature descriptors that can also be good investments for anomalous detection. Therefore,
we examine the influence of using: (i) the optical flow, (ii) a depth estimation, (iii) the
visual rhythm, (iv) the pose estimation, and (v) the RGB (Red-Green-Blue) frames for
classification.
Although some of these features have already been used in works available in the liter-
ature, their combination for exploring spatial, temporal and spatio-temporal information
from the video frames through RGB, depth, optical flow and visual rhythms is, in fact,
novel and one of the main contributions of our work. In this manner, it is possible to
use the temporal, depth, rhythmic and spatial information of a video in a complementary
fashion.
1.3 Research Questions
In this section, we present some research questions that motivate our dissertation:
• Can high-level features maintain sufficient motion information so that deep networks
are still able to extract complex temporal patterns from them?
• Is it possible to improve recognition accuracy by exploring multiple streams of in-
formation?
• How can we combine characteristics of distinctive nature to improved classification
accuracy?
• Can the proposed method present successful performance across different datasets?
• Can this model be extended to different recognition scenarios?
1.4 List of Publications
The following papers were published during this work, whose results are directly related
to the research topic of the dissertation:
• S.A. Carneiro, G.P. Silva, S.J.F. Guimarães, H. Pedrini. Fight Detection in Video
Sequences Based on Multi-Stream Convolutional Neural Networks. Conference on
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Graphics, Patterns and Images (XXXII SIBGRAPI), pp. 8-15, Rio de Janeiro-RJ,
Brazil, October 28-31, 2019.
• S.A. Carneiro, G.P. Silva, G.V. Leite, R. Moreno, S.J.F. Guimarães, H. Pedrini.
Deep Convolutional Multi-Stream Network Detection System Applied to Fall Iden-
tification in Video Sequences. 15th International Conference on Machine Learning
and Data Mining (MLDM), pp. 681-695, New York-NY, USA, July 20-24, 2019.
• S.A. Carneiro, G.P. Silva, G.V. Leite, R. Moreno, S.J.F. Guimarães, H. Pedrini.
Multi-Stream Deep Convolutional Network Using High-Level Features Applied to
Fall Detection in Video Sequences. 26th International Conference on Systems, Sig-
nals and Image Processing (IWSSIP), pp. 293-298, Osijek, Croatia, June 05-07,
2019.
1.5 Text Organization
This text is organized into six chapters. In Chapter 1, we describe the research problem
addressed in this work, present the main goals and contributions expected, as well as
propose some research questions. In Chapter 2, we describe relevant work available in the
literature. In Chapter 3, we introduce some key concepts to understand the methodology
of this work. In Chapter 4, we present our deep learning architecture, some databases that
will be used in our experiments, and validation measures. In Chapter 5, we outline our
experiments and results. Finally, in Chapter 6, we present some concluding considerations.
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Chapter 2
Literature Review
In this chapter, we discuss about works related to anomalous action detection found in
the literature, as well as divide these works into fall and fight detection categories.
2.1 Fall Detection
Sase et al. [54] opted to use an unsupervised method to cope with fall detection. Their
approach dealt with the use of background subtraction to identify regions of interest (ROI)
based on image filtering associated with falling scenarios. The authors defined a threshold
line in the frames that was dependent on the object height divided by 3. In their work, no
training was needed, the analysis was made upon if the ROI found itself bellow or above
the threshold. However, it is possible to observe some flaws regarding this method. One
issue that can be considered is, in more generalized situations, to depend on the object
height to determine a threshold would not be as useful if the image was shot in a different
angle.
Yhdego et al. [74], based on the idea of Kwolek and Kepski [35], used only the ac-
celerometer information for fall classification. However, this information was converted to
scalogram images using continuous wavelet transform (CWT). An AlexNet architecture
in conjunction with transfer learning was the methodology used during their work. In
addition, it was decided that a support vector machine (SVM) classifier would provide
more stable results and would be faster than the Softmax, so it was used as the classi-
fier. Training and testing were divided into 80% and 20%, respectively, and their results
demonstrated to be better than when considering both acelerometry data and the Kinect
depth data proposed by Kwolek and Kepski [35].
Sadreazami et al. [53] focused their work on fall detection based on ultra-wideband
radar signals. Therefore, to use the signals in a deep convolutional network, that needed
to be transformed into a time-frequency representation. This representation was obtained
by applying the short-time Fourier transform to the radar time series and resulting in a
spectrogram image. The authors used a VGG16 network, pre-trained on the ImageNet to
fine-tune the last layers and achieve classification. They concluded that fine-tuning had
a noticeable impact on feature learning and that their model was able to have better re-
sults compared to other methods based on K-nearest neighbors (KNN), Gaussian support
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vector machine (GSVM) and linear support vector machine (LSVM).
Tsai and Hsu [65] invested in skeleton extraction based on depth information algo-
rithms and deep learning to classify falls. The dataset used in their work was the National
University of Singapore (NTU) RGB+DE dataset and their goal encompassed real-time
processing. Since they did not have a connection between the horizontal axis and the
vertical axis of the skeleton information, the authors intended to use a simpler network
that did not require 2D convolutions. The results proposed by their network named
MyNet1D-D had compatible performance with AlexNet and MyNet2D.
Not aiming to previously extract high-level features to classify falls, Lu et al. [42] used
a combination of a 3D convolutional neural network (CNN) and a long short-term memory
(LSTM) attention scheme. The 3D CNN was used to extract temporal information that
could be associated with the videos and the LSTM was intended to locate the region of
interest in the video and encode the motion information. In their work, it was expected
to use a small amount of simulated fall data. Hence, they pre-trained a motion feature
extractor with kinematic data with events such as sports and then redirected the study to
the falling situations. Their experiments were based on different amounts of overlapping
video information. In their research the Multiple Cameras Fall Dataset, Fall Detection
Dataset (FDD), and UR Fall Dataset (URFD) were used to validate their work.
Influenced by co-saliency-enhanced schemes, Ge et al. [22] focused their work on a
Recurrent Convolutional Network (RCN) architecture also associated with an LSTM.
Since the main event that needs to be detected in a video probably does not occupy a
significant portion of the frame, the use co-saliency detection was proposed to highlight
the video’s foreground. An LSTM was then used to analyze the spatio-temporal features.
The experiments were made considering the ACT4^2 dataset and the results showed an
above 95% accuracy for the proposed method.
Núñez-Marcos et al. [48] assessed this detection using a VGG-16 associated with the
video’s optical flow. In their work, the network was pre-trained using the ImageNet
dataset [13] and UCF101 dataset [58]. This process insured information for the lack
of data to train their entire model. Núñez-Marcos et al. [48] also used stacked optical
flow frames since the investigation was made upon time sensitive matter, thus being
able to view the correlation between frames. A drawback from this study is the heavy
computational effort needed to address solely the optical flow pre-processing. This work
also achieved its results based on the a 3,000 to 6,000 epoch learning performance.
Concerned with the shortcomings involved with the body’s silhouette proportions in
the learning process, Zerrouki and Houacine [79] used curvelets and hidden Markov models
(HMM) to address fall detection. By doing a background subtraction and then passing
the frame through a curvelet transform, the authors were able to use this data as input
to an SVM for posture classification. Lastly, based on the results computed by the SVM,
an HMM was employed for activity recognition. An HMM, in this context, was used to
cope with the time variability associated with the falling.
Adopting a combination of thresholds and optical flow, Bhandari et al. [4] computed
the motion and speed of ROIs to determine falls. The Shi-Tomasi algorithm determined
the frame ROIs tracked by a Lucas-Kanade optical flow algorithm. The motion correlated
to these ROIs are calculated and compared to a threshold. Therefore, this comparison
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would determine if it was a relevant falling movement and if it was going towards the
floor. Nevertheless, this method, once again, can be susceptible to camera shifts.
Seeking a better sensitivity when attending to fall detection, Harrou et al. [27] coordi-
nated a study engaging a multivariate exponentially weighted moving average (MEWMA)
monitoring scheme chart. Initially, after segmenting the object of interest in the video,
the information goes through a feature extraction process. The authors then compared
the feature outcomes to the MEWMA chart and it is defined if it is an alarming activity
or not. Once the features are recognized as similar to a falling event, to verify the activity,
an SVM acts as a fall recognition tool.
Concerned with addressing fall detection in an RGB-D (RGB image and its analogous
depth image) video context, studies were directed to extracting features (Histogram of
Oriented Gradients (HOG), Optical Flow (OF), target skeletons) combined in a single fea-
ture vector to feed a binary support vector machine classifier [33]. Comparative research
has also been done by using different learning structures to detect fall in videos [78].
Kwolek and Kepski [35] focused on using a KNN classifier to detect falls. A link
between hardware generated information and video information was made. To determine
if a falling event occurred, an accelerometer needed to be worn, whereas to validate if the
device’s data was a fall, the Kinect sensor was used. This information was authenticated
using a KNN learning algorithm since falling follows a specific pattern.
Lin et al. [39], considering a compressed-domain, extracted motion vectors (MVs)
and DC+2AC images from the video frame’s bitstream and served to a Global Motion
Estimation (GME) aiming separating global and local object motion by clustering. After
this object clustering, falls can then be detected by analyzing three features: (i) the
person’s centroid, (ii) the vertical projection histogram value, and (iii) the event duration.
Other works, inspired by personal anonymity, focused on using HMMs to detect falls in
videos based on a human’s silhouette [1, 51].
Methods have also used background subtraction in conjunction to particle filtering
algorithms for head tracking [75]. Similar head tracking work considered studying a
single Gaussian model, a mixture of Gaussian model and the Parzen window method
to calculate the density used for fall detection [76]. Also employing a Gaussian mix-
ture model, experiments demonstrated the possibility of using human shape deformation
to cope with falling [52]. Similar to previously discussed work, studies concentrated
on privacy-enhanced fall detection [17]. Therefore, techniques for identity concealment
(blurring, silhouetting, covering the object with graphical shapes) were tested with a bi-
nary classifier. In addition to silhouette, by using the object’s bounding box angulations
as well, attempts were made by training a K-nearest neighbor classifier for a time and
energy-efficient fall detection [38].
In Table 2.1, we report an overview of other recent works found in the literature related
to fall detection.
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Table 2.1: Fall detection methods found in the literature.
Year Author Approach Features
2019 Yhdego et al. [74]
AlexNet
SVM
Acelerometer Scalogram Image
2019 Sadreazami et al. [53] VGG-16
Ultra-Wideband Radar Signals
Time-Frequency Representation
2019 Tsai and Hsu [65] MyNet1D-D Skeleton Extraction
2018 Sase et al. [54] Threshold Analysis
Background Subtraction
ROI Height
2018 Lu et al. [42]
3D CNN
LSTM
Temporal Information
Regions of Interest
2018 Ge et al. [22]
RCN
LSTM
Co-saliency
2018 Zerrouki and Houacine [79]
Hidden Markov Models (HMM)
SVM
Background Subtraction
Curvelet Transform
2017 Núñez-Marcos et al. [48] VGG-16 Optical flow
2017 Bhandari et al. [4] Threshold Analysis ROI Motion and Speed
2017 Harrou et al. [27] SVM
MEWMA Chart
Object Segmentation
2015 Kwolek and Kepski [35] K-NN Classifier
Accelerometer
Kinect Data
2013 Lin et al. [38] Global Motion Estimation Motion Vectors
2.2 Fight Detection
Sultani et al. [60] decided to tackle a multiple instance learning (MIL) approach to cope
with video anomaly identification. The use of normal and anomalous videos as bags,
and their video segments as instances in MIL was thought to reduce the necessity of
obtaining exact video temporal annotations by learning anomaly automatically through
deep learning techniques. By evaluating the experiment results through receiver operating
characteristic (ROC) curve and corresponding area under the curve (AUC), the authors
noticed a better performance compared to other state-of-the-art approaches. Furthermore,
their main contribution was to provide a dataset containing a series of unforeseeable
events, involving real world situations from several different regions.
Li et al. [37] proposed a depth image information based framework to recognize hu-
man interaction. Since extracting information from the whole data would generate a large
amount of information, and studies have shown that a small number of frames are neces-
sary for activity recognition, the authors invested in key-frame extraction. The problem
of finding the most representative frames was treated as a dictionary selection problem us-
ing sparsity consistency. Therefore, these frames will have the proposed spatio-temporal
image motion feature and a local edge feature extracted (3D Gabor filters and optical
flow) and sent to an SVM to be recognized.
Other studies, such as Keçeli and Kaya [32], also investigated the SVM behavior using
high-level features, such as optical flow and transfer learning, for violence detection on
both crowded and uncrowded environments. Keçeli and Kaya [32] focused their study on
popular datasets, such as Violent Flows (ViF), Hockey, and Movie Fights, demonstrating
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that high-level features can produce reasonable results. In addition, by using an SVM in
an ensemble combination with other learning algorithms such as K-means and random
forests, Lejmi et al. [36], based on the Stony Brook University (SBU) Kinect Interaction
dataset, approached the violence scenario by feature extracting the points-of-interest from
the inputs.
To detect crowded settings anomalous violent actions, Hassner et al. [28] captured the
optical flow from the videos and the changes between frames. In addition, a descriptor
was proposed by distributing the extracted features into cells and gathering the values
related to the changes in frequencies of the individual cells. This was represented by a
concatenated vector. These descriptors were then quantized into a vocabulary using the
K-means technique. Finally, a video sequence was then represented using the frequen-
cies of the Violent Flows (ViF) words and used as input to an SVM. Since abnormality
detection is not confined to a few actions, Antić et al. [2] decided to parse video frames
and use a discriminative background classification method. Therefore, this method used a
background subtraction approach; thus, abnormalities could be indirectly evidenced after
the discard of irrelevant background video parts and the analysis of the foreground.
Stephens et al. [59] focused their studies on group activity recognition. During their
research, the authors investigated the video’s motion flow association. The goal of their
work relied on: (i) extracting representations of medium-time trajectories of movement
(streakflows), (ii) modeling the extracted features by their inter-dependant differences,
(iii) expressing these differences by their density estimation calculated after using ker-
nel density estimation (KDE), and (iv) classifying the inputs into the defined activities
through the use of SVMs. Experiments were conducted on the NUS-HGA dataset and,
without relying on manual registration of pedestrian tracks, the obtained results from
their best configuration achieved a total of 98% correct outputs outmatching previous
state-of-the-art results.
Mahjoub et al. [43], also committing their work to using SVMs as classifiers, engaged
activity recognition by constructing bag of words (BoW) from histogram of oriented gra-
dient (HOG) and histogram of optical flow (HOF) descriptors calculated from the video’s
spatio-temporal interest point (STIP). Tests, for this study, were carried out on the Uni-
versity of Texas at Dallas - Multimodal Human Action Dataset (UTD-MHAD) achieving
a best of 70,37%, being superior or equivalent to other studies that also used the same
dataset.
Although not attempting to specifically recognize human actions, Cai et al. [5] pro-
posed a feature encoding method regarding deep canonical correlation analysis (DCCA)
for a similar purpose. By calculating the principal component analysis (PCA) applied
separately on the HOG, HOF, and motion boundary histogram (MBH) descriptors, the
authors compared their approach (DCCA) to the recognition accuracy rates achieved
with BoW, Fisher vector (FV), vector of locally aggregated descriptors (VLAD) and
multi-view super vector (MVSV) results. The study achieved 82.68% of accuracy when
using the Non-Human Primates (NHPAR) dataset.
Naikal et al. [46], concentrating their work on simultaneous detecting and recognizing
human actions from both single camera or multiple cameras, decided on extracting HOG
descriptors from the foreground region of each frame, along with the coordinates of the
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bounding box and use them as inputs for their deformable keyframe model framework
(DKM). The researches validated their method using the Weizmann dataset and the
Bosch Multi-view Complex Action (BMCA) dataset earning an accuracy of 86.28% and
81.28%, respectively.
Htike et al. [29] showed that self-organizing maps achieved the highest recognition rates
among a number of other classifiers and that supervised learning classifiers tend to perform
better than unsupervised classifiers for this study case. In order to detect anomalous
events, Du et al. [16] experimented with structural multi-scale motion interrelated patterns
(SMMIP) and a Gaussian mixture model (GMM). After using PCA, the authors trained
the GMM to learn normal event patterns and estimate the likelihood to identify the
existence of an abnormality in the video. This study focused its testing on the University
of California San Diego (UCSD) Ped1, University of Minesota (UMN), and the Subway
Exit datasets. The results attained were 64.9%, 97.8% for the UCSD Ped1 and UMN
sets, respectively.
Convinced that traditional spatio-temporal features extracted methods do not achieve
the best results regarding abnormal crowd behavior detection, Wang et al. [68] considered
in their study the use of high-frequency and spatio-temporal (HFST) features. Dur-
ing their study, Wang et al. [68] applied wavelet transformations on traditional spatio-
temporal features to acquire high-frequency information. According to the authors, these
are significant features to be evaluated since normal and abnormal occurrences contain
distinct high-frequency characteristics. Multiple Hidden Markov Models, allied to a mech-
anism to judge the inputted behavior type, are then used to detect video abnormality.
Personal recorded videos and publicly available datasets were used in the experiments,
such as from the University of Minnesota to carry out the mentioned research. The study
yield an average detection rate of 85%.
Basing their work on bag of features (BOF) with key-point trajectories, Takahashi et
al. [62] made efforts of training SVMs to detect certain actions within crowd sequences.
The steps taken to achieve their results consisted on: (i) detecting foreground, (ii) ex-
tracting key-points on the foreground, (iii) extracting a fixed-dimensional descriptor from
a key-point trajectory, (iv) extracting Speeded up Robust Features (SURF) descriptor,
(v) integrating trajectory feature and the SURF descriptor into a fixed-dimensional tra-
jectory descriptor, and (vi) detecting actions with BOF and SVMs. The TREC Video
Retrieval Evaluation - Surveillance Event Detection (TRECVID SED) dataset was used
in their experiments and the result of the proposed method have demonstrated better
rates compared to other studies analyzed by the authors.
Given the observation that the majority of studies involving action recognition were
related to simple detection, such as hand gesture recognition, Bermejo et al. [47] also
targeted their work on video fight detection. The main contribution of their work verified
that the use of BoW associated to Space-Time Interest Points (STIP) and Motion Scale-
Invariant Feature Transform (MoSIFT) could provide approximately 90% accuracy when
dealing with fighting in videos. In addition, the author introduced two datasets aimed at
fights: (i) Hockey Fights and (ii) Movie Fights.
Wiliem et al. [72], basing their work on BOW techniques, believed that an optimal
codebook size needed to be determined to have a relevant ratio of human action recog-
25
nition. Accordingly, the authors observed that, considering real world situations, there
is no certainty of an optimum number of visual words to always achieve a best recog-
nition performance. Thus, the research was focused on developing an “update-describe”
approach to cope with this issue. Therefore, by extracting the patches of interest points,
from the Weizmann and KTH action datasets, and clustering them into groups of visual
words, Wiliem et al. [72] used a histogram of these groups, which represent actions, allied
to a chi-squared distance-based classifier, to classify the input actions.
Wang et al. [71] proposed an optical flow based multi-class AdaBoost classifier to
recognize individual person activities contained in surveillance video scenes. One of these
contributions of their work was the construction of a novel human action dataset (CASIA).
The extracted features from the optical flow were: (i) the motion pixel portion (MPP),
(ii) average speed (AS), (iii) relative majority direction (RMD), (iv) majority direction
portion (MDP), and (v) variance of direction distribution (VDD). The authors achieved
a correct classification rate of 92.49% by sequence considering the CASIA dataset and
93.3% by video sequence and 82.37% by frame with the Weizmann dataset.
Lin et al. [40], by experimenting with GMMs, proposed an automatic recognition
method for human activities in videos. The studies were conducted using the PETS’04
database. The approach relied on: (i) grouping, into Category Feature Vectors (CFV),
the extracted video features, (i) using GMM classifiers for each CFV to representing
each activities, and (iii) combining results from the multiple GMM classifiers with a
confident-frame-based recognizing (CFR) algorithm to calculate the recognition results.
Their studies showed that a CFR algorithm was able to enhance the recognition accuracy
with a best rate of 79.2% for fighting detection using a CFV body movement features.
Deniz et al. [14] concerned with time efficiency compared to previous work, that relied
on costly feature extractions, decided to study fight detection using kinematic features.
In their work, the use of extreme acceleration patterns calculated based on motion blur
allied to an SVM classifier proved that less features could generate significant results for
three datasets. Their experiments were conducted on the datasets proposed by Bermejo
et al. [47] and the UCF101 dataset demonstrating to be 15 times faster than their other
compared methods. Also concerned with practical implementations of fight detection,
Gracia et al. [24] based their work on classification of motion blobs extracted from video
frames. Although the method, depending on the dataset, could not outperform the com-
pared approaches, the authors were able to maintain a 70% to 90% accuracy average and
still be time efficient. The study was also performed by using the datasets proposed by
Bermejo et al. [47] and the UCF101 dataset associated with SVM, AdaBoost and Random
Forest classifiers.
Convinced of the need of improvements in surveillance applications, Gao et al. [21]
employed the Violent Flows (ViF) as a descriptor for fight detection. Since the ViF did
not consider some information involving both motion magnitudes and motion orientations,
the authors proposed the Oriented Violent Flows (OViF) descriptor. By using the SVM
and AdaBoost algorithms, the Violent Flow dataset and the Hockey Fight dataset [47],
Gao et al. [21] was capable of obtaining an accuracy average of 94%. In their study, it was
concluded that the proposed feature was more appropriated for violence detection in non-
crowded scenarios and that the combination of learning algorithms improved classification.
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Interested in detecting violent content in videos, Mukherjee et al. [45] compared two
methods for fight detection in sports. The first used blur and Radon transform with
a feed-forward Neural Network. For the second, the performance was fine-tuned using
pre-trained VGG16. The authors reported that, after 550 epochs, using the Hockey Fight
dataset [47], the performance did not change and the accuracy continued 75%, when
dealing with the pre-trained version. Considering only the feed-forward Neural Network,
after 200 epochs the accuracy remained 56%.
Fu et al. [19], inspired by an ensemble learner and the fact that there were not suf-
ficient data in human fighting datasets, proposed a cross-species learning method. In
their experiments, the authors used local motion features (LMF), including the motion
statistics and segment correlation to readjust animal fighting data to assemble a human
fight detection model. Results were based on four datasets: (i) Hockey Fights [47], (ii)
Movie Fights [47], (iii) Animal Fights [19], and (iv) Human Fights [20]. Results achieved
85% to 99% of accuracy depending on the dataset.
Serrano et al. [56] proposed a hybrid “handcrafted/learned” feature. Their method
was based on summarizing the content of a video sequence into an image and afterwards
identifying representative motion areas of fighting scenarios. In their work, a designed
2-D Convolutional Neural Network was used to classify the summarized resulting images
between violent and normal cases. Compared to other works that used handcrafted fea-
tures, such as LMF and ViF, results showed an above 90% of accuracy when applied to
the Hockey Fight [47] and Movie Fight [47] datasets. A spatio-temporal elastic cuboid
(STEC) trajectory descriptor was proposed and used as input to a Hough forest classifier
by Serrano et al. [55]. This made possible an average result of 90% for both of the Bermejo
et al. [47] study.
Xia et al. [73] invested on a bi-channel with VGG networks and two SVMs to achieve
violence detection by using a label fusion method. In their study, a pre-trained VGG-f
model on the ImageNet dataset was used for feature extraction of the original video frame
and the difference of adjacent frames. For each of these channels, an SVM was used for
appearance and motion classifier, respectively. Their approach yielded a 96% accuracy
for the Hockey Fight [47] dataset.
To detect violent actions in videos, after detecting people in frames using a trained
MobileNet CNN model, Ullah et al. [66] used a sequence of frames as input to a 3D
CNN model for spatial and temporal features extraction. Accordingly, the extracted
features were passed to a Softmax classifier, so their predictions could be obtained. Their
proposed method was able to achieve an above 95% accuracy with both of Bermejo et
al. [47] datasets.
Febin et al. [18] used a movement filtering algorithm to check the existence of violence
in videos. Only the frames that were assumed to have significant movement had their
scale-invariant feature transform (SIFT), histogram of optical flow feature and motion
boundary histogram extracted. The combined features formed the MoBSIFT descriptor
used as inputs to SVM, AdaBoost and Random Forest learning algorithms. Performance
showed that classification ranged between 85% and 98% on Bermejo et al. [47] datasets
depending on the classifying algorithm.
In Table 2.2, we summarize some of the discussed works related to fight detection
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found in the literature.
Table 2.2: Fight detection methods found in the literature.
Year Author Approach Features
2019 Ullah et al. [66] Softmax
Spatial
Temporal
2019 Febin et al. [18] SVM MoBSIFT
2018 Xia et al. [73]
VGG-f
SVM
Appearance
Motion
2018 Sultani et al. [60] Multiple Instance Learning Bag of Words
2018 Fu et al. [19] Ensemble Learner Local Motion Features (LMF)
2018 Serrano et al. [56] 2-D CNN Handcrafted/Learned
2017 Mukherjee et al. [45] VGG16
Blur
Radom Transform
2017 Li et al. [37] SVM
Video Depth
Key-frame Extraction
2017 Keçeli and Kayaet al. [32] SVM Optical Flow
2016 Stephens et al. [59] SVM Streakflows
2016 Mahjoub et al. [43] SVM
Bag of Words
Histogram of Oriented Gradients
Histogram of Optical Flow
2016 Gao et al. [21] SVM Violent Flows (ViF)
2015 Gracia et al. [24] SVM Motion Blobs
2014 Deniz et al. [14] SVM
Extreme Acceleration Patterns
Motion Blur
2014 Naikal et al. [46] Deformable Keyframe Model
Bounding Box
Histogram of Oriented Gradients
2014 Hitke et al. [29] Supervised Learning Classifiers Self-Organizing Maps
2013 Du et al. [16] Gaussian Mixture Mode Multi-Scale Motion Interrelated
2012 Wang et al. [68] Multiple Hidden Markov Models
High-Frequency
Spatio-Temporal Feature
2012 Hassner et al. [28]
SVM
K-Means
Violent Flow Words
2011 Takahashi et al. [62] SVM Speed up Robust Features
2011 Bermejo et al. [47] BoW
Space-Time Interest Points (STIP)
Motion SIFT (MoSIFT)
2010 Wiliem et al. [72] Multi-Class AdaBoost Classifier
Optical Flow
Motion Pixel Portion
Average Speed
Relative Majority Direction
Majority Direction Portion
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Chapter 3
Theoretical Background
In this chapter, we explain some of the relevant concepts and techniques related to anoma-
lous action detection in video sequences.
3.1 High-Level Descriptors
In this work, we considered hand-crafted features as high-level descriptors. Therefore, the
spatial, temporal, rhythmic and depth information extracted from video are clarified.
3.1.1 Optical Flow
The optical flow is a feature that captures an image object movement in a video (Fig-
ure 3.1). This can be identified by an object motion or a camera shift, and it is calculated
based on the comparison of following frames.
Optical flow extractors can generate the information relying on the analysis based
on detecting related movements among neighboring pixels or the modifications of pixel
intensities of objects between frames. Therefore, being able to describe motion, it can
support the network’s recognition concerning classification and detection.
Let I be a video frame and I(x, y, t) a pixel in an initial frame. In addition, compared
to the next frame obtained dt time after, the pixel then moves a distance (dx, dy).
Hence, considering the mentioned pixels being equivalent and having static intensities,
it is possible to consider Equation 3.1.
Subsequently, after applying a Taylor series approximation of right-hand side and
dividing by dt, the optical flow equation (Equation 3.2) is achievable, in which ft is the
gradient given time, fx, fy, u and v are given in Equation 3.3. Finally, to obtain the
variable results of u and v, there are some methods that can be used, such as Lucas-
Kanade [31] and Farnebäck [41].
I(x, y, t) = I(x+DEx, y +DEy, t+DEt) (3.1)
fxu+ fyv + ft = 0 (3.2)
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fx =
∂f
∂x
; fy =
∂f
∂y
; u =
∂x
∂t
; v =
∂y
∂t
(3.3)
Figure 3.1: Examples of x and y extraction frames of the optical flow and their respective
matching video frames.
3.1.2 Visual Rhythm
The visual rhythm is an image of a full-length video and can describe both spatial and
temporal information [44, 64, 67] (Figure 3.2). There are distinct forms to build a visual
rhythm from the video, some of them are known as visual rhythm by histogram or by
sub-sampling [25,26].
In order to understand this concept, it must be considered that D ⊂ Z2, in which
D = {0, ...., H−1}×{0, ....,W −1}, H and W are the height and the width of each video
frame. Therefore, a video V , in domain 2D + t, is a sequence of frames Ft and can be
described in Equation 3.4, where T is the number of frames contained in the video.
V = (Ft)t∈[0,T−1] (3.4)
A visual rhythm generated by the histogram B can be, considering (Hft)t∈[0,T−1] the
sequence of histograms, computed from all frames of V , described as a 2D representation
of all frame histograms, where each vertical line represents a frame histogram, therefore,
B is defined in Equation 3.5, where z ∈ [0, L − 1] and t ∈ [0, T − 1], such that T is
the number of frames and L the number of histogram bins, whereas the sub-sampling
technique consists of encoding videos into images by adding slices from every frame to
it. Thus, the visual rhythm, in domain 1D + t, is a rendition of the video in which
each frame ft is transformed into a vertical line of the visual rhythm image A, defined in
Equation 3.6, where z ∈ {0, ...., HA− 1} and t ∈ {0, ...., T − 1}, HA, T , rx, ry, a and b are
the height and the width of the visual rhythm, the ratios of pixel sampling and shifts on
each frame, respectively.
Informally, a slice is a one-dimensional column image of a set of linearly organized
pixels that can be constructed based on the iteration over every pixel of the image in a
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Figure 3.2: Examples of visual rhythm extraction and their respective matching frames.
diagonal path. All slices are horizontally concatenated to form an image with dimensions
W ×H pixels.
B(t, z) = Hft(z) (3.5)
A(t, z) = ft(rx × z + a, ry × z + b) (3.6)
In this manner, each column of a visual rhythm image represents an instant in time,
while each row represents a pixel of the image, or some other visual structure, varying in
time. A construction of a visual rhythm can be observed in Figure 3.3.
Figure 3.3: A diagram of how a visual rhythm algorithm can work.
3.1.3 Pose Estimation
The main goal of a pose estimation feature is to take, as input, a video sequence that con-
tains human movement and generate the key-points indicating the basic human anatom-
ical positioning (Figure 3.4).
This process receives a frame that is then used on a feed-forward network able to
predict both sets of 2D confidence maps (S) of body member positioning and 2D vector
fields (L) that calculate the degree of association between these members. The set S =
(S1, S2, ..., SJ), being J the number of body parts found, and L = (L1, L2, ..., LC), being
C the number of limbs, are parsed by greedy inference. Lastly, the algorithm produces
the 2D key-points indicating the posture of all human components of the frame [6].
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Figure 3.4: Examples of pose extraction and their respective matching frames.
3.1.4 Depth Estimation
Much information can be obtained by calculating the video depth. Since specific fighting
datasets have not already included the depth information (achievable with multiple camera
shots) and it is a difficult task to compute this information based on a single 2D camera
shot.
For computing the depth descriptor, we used the depth estimator proposed by Godard
et al. [23]. This estimator based on a deep learning approach is able to process a single 2D
frame and estimate its depth values. Depth estimation frames can be seen in Figure 3.5.
Figure 3.5: Examples of depth extraction and their respective matching frames.
3.2 Multi-Stream Model
The multi-stream model concept [12, 57, 70], used in this work, is a learning architecture
(Figure 3.6). Therefore, we proposed the use of an individual isolated deep learning
network for each of the hand-crafted features that were used. This singular approach
focused on specializing a network according to each of its inputs.
The main goal of this architecture is the possibility of working with the same input,
however, the learning process employs distinct hand-crafted features regarding different
combinations of information such as spatial, temporal, or spatial-temporal information.
Accordingly, each feature-specialized network is considered a stream. Subsequent to the
individual results achieved for each feature, an ensemble of these networks calculates the
final classification results.
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Figure 3.6: Example of a multi-stream architecture.
3.2.1 Transfer Learning
Transfer learning is a technique employed when it is possible to use previously trained
weights based on other similar datasets to instantiate earlier layers in a learning architec-
ture [49]. Since transfer learning has shown promising results, it is mostly used to reduce
training time and when the original problem data size for training samples is insufficient
to correctly tune the model weights.
The method consists in using a larger dataset containing similar instances of the prob-
lem to train the learning model and instantiate the first layers of this model. Eventually,
to be able to deal with the specific study subject, the original dataset will be, then, used
to train and generate the weights for the last convolutional layers of the model.
The main idea of transfer learning is to allow that the information, learned from
the initially trained dataset, can be useful to further adding to the learning process of
the topic under investigation. Therefore, transfer learning is particularly common in the
image recognition field problems, since there already are many previously trained weights
publicly available, such as ImageNet’s [13], making the specific learning process much
faster and more robust to different input data.
3.2.2 Ensemble
To improve accuracy, new architectures have always been developed, thus, a useful ap-
proach is ensemble. Therefore, by arranging an ensemble, a number of different learning
approaches are joined [15]. These architectures can be either equal or distinct. However,
the concept of ensemble relies on training each of these networks according to a specific
input.
In this sense, multiple learners will specialize in a different input, hence, the input
will be used in all of the ensemble networks. Finally, after each learner computes their
individual results, the one that has the majority of votes will have its results associated
to the mentioned input.
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Chapter 4
Multi-Stream Strategy for Anomalous
Action Detection
The methodology proposed in this project aims to implement and evaluate an architecture
based on a multi-stream deep neural network [7,8,9] to verify the existence of anomalous
actions in videos. Since anomaly can become an open-set problem, in this work, we only
detect two separate categories of anomalous cases: (i) falling and (ii) fighting. A multi-
stream model can provide the information of which features are relevant to be considered
during this binary detection problem. In addition, it is tested if the increasing number of
used streams is proportional to the escalation in evaluation metric values. In this section,
we describe each part of the model illustrated in Figure 4.1, as well as what was done in
each stage.
4.1 High-Level Descriptor Extraction
Four high-level descriptors were investigated in this work: (i) pose estimation, (ii) optical
flow, (iii) depth estimation, and (iv) visual rhythm. An additional fifth input, the RGB
frame information, was also investigated along with these descriptors. The frame RGB
was the only information that did not need a specific algorithm to be extracted. Therefore,
we use RGB information but we do not considered it as a high-level descriptor extraction.
The inputs to our multi-stream learner needed to be the extracted high-level descrip-
tions of each video. Hence, the initial step of the process was related to using the algo-
rithms for extracting the visual rhythm, pose estimation, depth estimation, and optical
flow of each of the dataset videos.
The algorithms used for extracting the optical flow and the visual rhythm were the
Farnebäck’s [41] and the horizontal visual rhythm, respectively. In order to associate
temporal information with these two descriptors, they were submitted to a staking process.
The optical flow stacks received a block size of L frames and gathered 2L components
(L horizontal (dxt ) + L vertical (d
y
t ) optical flow component vector fields) creating a stack
O = {dxt , d
y
t , dxt+1, d
y
t+1, ..., dxt+L, d
y
t+L }. The total number of stacks is given by N -L+1,
where N is the number of frames in a video and L the size of the sliding block. This
stacking process can be better understood in Figure 4.2.
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Figure 4.1: Diagram for the multi-stream strategy for anomalous action detection used
in this study.
On the account of the original visual rhythm being a single representation of a full-
length video, we reduced this information to a group of frames. In other words, instead of
using all of the frames in the video to produce a single visual rhythm image, we propose
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Figure 4.2: Optical flow stacking demonstration for four frame stacks.
to generate a number visual rhythms based on various subsections of the video (stacks
of frames). Therefore, we are able to have multiple distinct visual rhythms of the same
video.
Hence, a sliding window of 10 frames was implemented, so that the horizontal vi-
sual rhythm information could be extracted from this assemble. Thus, for each frame
Ft in the video at location t, a horizontal visual rhythm is generated. During this pro-
cess the subsections is created based on the current frame plus its 9 following frames
(Ft+Ft+1+Ft+2+...+Ft+9).
Once the algorithm is not able to construct a visual rhythm with the 10 following
frames (when it approaches the final video frames), it then constructs the image based on
the 10 preceding frames. For the sake of explanation, supposing a video has 40 frames,
once the subsection visual rhythm algorithm gets to frame 32, it does not have 10 available
following frames. Thus, once reaching the 32nd frame, the algorithm uses the current plus
its 9 preceding frames (Ft+Ft−1+Ft−2+...+Ft−9) to build the image. Figure 4.3 illustrates
this procedure. Finally, a third stream was included in our work, responsible for extracting
features directly from the RGB video frames.
Stacked	Visual
Rhythm
Frame	Stack
Video
Figure 4.3: Visual rhythm stacking demonstration.
Accordingly, for each of these groups, we associated their extractions with a stream in
the multi-stream learner.
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4.2 High-Level Feature Weight Calculation
As it can be seen in Figure 4.1, each of the generated group of features went through a
modified VGG so that a weight vector could be calculated and used in a posterior step
of fine-tuning the streams. This weight vector generated by the CNN reduces the need of
explicit feature engineering and it is able to make the method more independent.
4.3 Individual Stream Learner
Since this study bases itself on the extraction of multiple descriptors, our learning model
needed to have three individual streams. Since we extracted four distinct features, it was
needed a four-stream model for the proposed multi-stream architecture. A multi-stream
model has two general learning processes. The first process is the individual stream
classification and the second process is the final classification based on the previous step.
Therefore, for each of the streams presented in Figure 4.1, a VGG-16 was used as the first
individual classification.
The VGG-16 model was chosen because of its simplicity as it is a classic convolutional
approach and less deep than other networks, such as ResNet and Inception. In addition,
it has yielded interesting results as it was found in previous works, such as Xia et al. [73].
A VGG-16 model has 16 layers and employs an architecture with small convolution filters,
that can perform and output relevant results when coping with images [57].
In this work, the fighting data provided by the datasets did not have the ideal amount
of information necessary to train an entire learning model. Therefore, a technique that was
used to handle this dilemma was to pre-train each VGG-16 with the ImageNet dataset [13],
and later with the UCF101 dataset [58]. This process ensures that the first layers are
able to identify basic shapes and objects as well as the further layers are capable of
distinguishing motion. This implies that the 14 first layers of the VGG-16 were trained
with both ImageNet and UCF101. Finally, after assuring that the network had learned
important basic information, the two last dense layers of the VGG-16 received one of
the calculated high-level feature weights, based on the generated features designated as
the input. This process allows the network to receive knowledge considered important to
distinguish fighting and not fighting cases.
4.4 Classification
For the final classification, an ensemble was considered to merge the results of each indi-
vidual stream. For this ensemble process, we intended to use three distinct approaches:
(i) average and threshold, (ii) average and a support vector machine (SVM), and (iii)
continuous values and SVM.
The average and threshold technique added the outputs of each stream and computed
the average to compare it to a network parameter classification threshold. The second
approach was similar to the previously discussed, however, instead of empirically defining
the threshold, an SVM was used for this purpose. Finally, the continuous values and SVM
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was responsible for generating a vector with each stream output, so that an SVM could
find this vector separation region.
After carrying out the experiments, we observed that the results for each ensemble
method were relatively close. Therefore, we will only present the metrics achieved by the
continuous values and SVM approach since the results were slightly higher.
The SVM used in our approach had a Radial Basis Function (RBF) kernel. This
SVM received as inputs the individual classifications of each stream and based on a new
learning procedure, it was able to yield the final classification.
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Chapter 5
Multi-Stream Experiments and Results
In this chapter, we present the metrics employed to evaluate our methods, describe the
computational resources used to implement our methods and conduct our experiments, as
well as discuss how experiments related to the detection of anomalous events were done
and what results were obtained based on them.
5.1 Evaluation Metrics
The evaluations metrics used were accuracy, specificity and sensitivity. These were chosen
since previous studies validated their works using them and we can better evaluate the
outputs of our learner. Accuracy is a metric for the model performance evaluation that
correlates both positive and negative classes and measures how accurate are the learner
results (Equation 5.1).
Accuracy =
TP+ TN
P+ N
(5.1)
Specificity is a metric that provide information related to, given a negative exam-
ple, the probability of a result being negative (Equation 5.2). Sensitivity, also known as
recall, is, given a positive example, the classification result being indeed positive (Equa-
tion 5.3). These metrics were chosen since we did not used the balanced accuracy to
evaluate our method. The balanced accuracy is achieved by calculating the proportion
of correct classifications within each class individually. However, it was uncommon to
find literature works that presented it. Therefore, we opted to present, in addition to the
regular accuracy, the sensitivity and specificity as well.
Specificity =
TN
TN+ FP
(5.2)
Sensitivity =
TP
TP+ FN
(5.3)
In the presented equations, variables TP, TN, FP, FN, P, N stand for true positives,
true negatives, false positives, false negatives, total number of positive, and total examples
of negative samples, respectively.
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5.2 Computational Resources
The proposed approaches were implemented in Python 3.6 programming language with an
Ubuntu operating system. Several libraries provided a powerful development environment
for visual content manipulation, machine learning, deep learning, and data analysis, such
as Numpy 1.17.4, Scikit-Learn 0.22, OpenCV 3.4.2, Keras 2.2.4, and TensorFlow 1.13.1,
CUDA 10.1.
The experiments were conducted at the Datalab Semantix-Unicamp laboratory. The
computers are equipped with Intel R© Core TMi7-3770K, 3.50GHz, 32GB of memory with
and Ubuntu 16.04 operating system. The experiments were performed with a cloud com-
puting platform offered by Amazon Web Services (AWS). The AWS resource used was an
Amazon EC2 G3 instance. The G3 instances are ideal for graphics-intensive applications
and provided access to an NVIDIA Tesla M60 GPU with up to 2,048 parallel processing
cores, 8 GB of GPU memory, 4 virtual central processing unit (vCPUs), and 30.5 GB of
memory. An additional 1000 GB disk was added to store data.
5.3 Fight Detection
In this section, we will discuss about anomalous event detection when considering fighting
datasets.
5.3.1 Datasets
It is not very common to find datasets that have been explicitly divided into fighting and
non-fighting videos. Action detection datasets can have fighting information yet, it is a
single class in a group of classes. Therefore, we did not intend to divide these datasets
between binary classes, one involved as the fighting class and the other containing all other
remaining classes. It was thought this way, since the fights are mostly a small amount of
videos, and dividing these sets would generate an unbalanced dataset.
Figure 5.1: Examples of frames from Hockey Fight Dataset [47].
In this work, we were able to evaluate our method on the Hockey Fight Dataset [47] and
Movie Fight Dataset [47]. These datasets are well-balanced considering the total number
of videos in both categories and have a greater number of fighting videos compared to
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non-fighting forward dataset. Both of the datasets have a range of videos that involve
camera shifting, different lighting conditions, different camera views and, in some cases,
there can be multiple actors in a scene.
The Hockey Fight Dataset [47] is a gathering of 1000 video segments of action collected
from the National Hockey League (NHL) hockey games (Figure 5.1). These segments have
a dimension of 720×576 pixels and are composed of 50 frames each divided between fight
and non-fight.
Figure 5.2: Examples of frames from Movie Fight Dataset [47].
The Movie Fight Dataset [47] contains 200 video snippets, separated in 100 fighting
scenes and 100 normal events, collected from action movies (Figure 5.2). The videos are
composed of an average of 50 frames, however, there was no standardization in quantity.
Both of the datasets had their video resolution modified to 224×224 to meet our learning
model. These datasets were divided into a 80% for training and 20% for testing. From
these 80% training, 20% were used for validation. A summary of these datasets can be
seen in Table 5.1
Table 5.1: Fight related dataset summary.
Dataset Videos Frames Average Positives Negatives
Hockey Fights 1000 50 500 500
Movie Fights 200 50 100 100
5.3.2 Fighting Experiments
Throughout this study, we tested our method with a 5-fold cross-validation. The best
results were achieved considering a 10−4 learning rate, a batch size of 1024, threshold of
0.5 and 1000 epochs. For the fighting experiments, we used a four-stream multi-stream
learner. Thus, the chosen three high-level features were: (i) optical flow, (ii) visual rhythm,
and (iii) depth estimation. The RGB extracted features, as mentioned in Section 4, are
not considered high-level in this study since it does not need a particular pre-processing
algorithm to be extracted. However, it was used as input to fine-tune the fourth stream
in our four-stream learner experiment.
41
Because the Hockey dataset contained shifting cameras and, in a part of the videos,
contained lots of small players in a single view, the pose estimation algorithm did not
perform well to identify the humanoids. Therefore, we replaced the pose with another
high-level feature, the depth estimation.
Since there are no standard schemes for dividing the dataset and the works we found in
the literature only notify the 80:20 training and testing ratio division, we conducted two
dataset division experimentations. Initially, we divided the dataset based on alphabetical
or numerical ordering. In other words, we divided the videos into 80% and 20% based on
what their original order was. Results can be seen in Table 5.2.
Table 5.2: Hockey Fight results with ordered dataset division.
Sensitivity Specificity Accuracy
(%) (%) (%)
Multi-stream (OF+RGB+VR+DE) 91.36 85.87 88.62
Multi-stream (OF+RGB+VR) 91.30 86.12 88.71
Multi-stream (OF+RGB+DE) 90.80 85.45 88.12
Multi-stream (OF+VR+DE) 92.64 85.49 89.10
Multi-stream (RGB+VR+DE) 90.84 85.62 88.23
Multi-stream (OF+RGB) 90.51 85.66 88.09
Multi-stream (OF+VR) 91.03 82.09 86.56
Multi-stream (OF+DE) 91.61 79.65 85.53
Multi-stream (RGB+VR) 90.59 85.72 88.15
Multi-stream (RGB+DE) 90.05 85.06 87.56
Multi-stream (VR+DE) 88.68 84.00 86.34
Single-stream (OF) 86.30 77.37 81.84
Single-stream (RGB) 89.18 85.08 87.14
Single-stream (VR) 86.05 77.10 81.58
Single-stream (DE) 85.12 85.14 81.49
For the first dataset division scheme, all of our combinations had an above 80% in
metrics indicating their relevance considering a classification problem. Modifying the
number of epochs and the learning rate, the results did not improved significantly.
As an attempt to yield better metrics than the presented, since changing parameters
did not assist in a significant result upgrade, we decided to change the dataset division.
This second division was based on randomly assigning 80% and 20% of the videos to
training and testing, respectively. Hence, a random algorithm was designed to perform
this division task. The best metrics still remained with 10−4 learning rate, a batch size of
1024, threshold of 0.5 and 1000 epochs. Results can be seen in Table 5.3.
Compared to Table 5.2, the randomly separated dataset (Table 5.3) outperformed it.
A possibility is because, when analyzing the ordered dataset, the sequenced videos were
similar. This means that, when dividing the set, we had no generalization considering
training. Similar videos remained in training and another group was sent for testing. By
randomly separating the data, we were able to have a greater number of different videos
in training. Therefore, the learner was able to increase its accuracy.
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Table 5.3: Hockey Fight results with random dataset division.
Sensitivity Specificity Accuracy
(%) (%) (%)
Multi-stream (OF+RGB+VR+DE) 96.63 94.88 95.76
Multi-stream (OF+RGB+VR) 96.47 94.85 95.67
Multi-stream (OF+RGB+DE) 96.16 94.53 95.35
Multi-stream (OF+VR+DE) 92.29 90.51 91.40
Multi-stream (RGB+VR+DE) 96.34 94.85 95.60
Multi-stream (OF+RGB) 96.12 94.57 95.35
Multi-stream (OF+VR) 90.27 89.42 89.85
Multi-stream (OF+DE) 90.59 87.09 88.85
Multi-stream (RGB+VR) 96.19 94.92 95.56
Multi-stream (RGB+DE) 96.19 94.44 95.56
Multi-stream (VR+DE) 90.08 88.47 89.28
Single-stream (OF) 84.86 84.86 84.86
Single-stream (RGB) 95.94 94.66 95.30
Single-stream (VR) 84.89 85.24 85.06
Single-stream (DE) 87.09 80.35 83.75
However, the ordered results shown in Table 5.2 have showed a certain ability of
handling different scenarios. By observing the multi-stream (OF+VR+DE) in Table 5.2,
considering that the videos had more different natures in training and testing, we can
infer that the result for this three-stream was better than combinations involving RGB
since RGB spatial data makes the scores of the testing set dependable. Consequently, we
suppose that if the learner is trained with RGB videos of a certain type, these videos have
to be similar to the tested set so that results can be more accurate. Hence, the temporal,
visual and depth learner of Table 5.2 can illustrate that the use of high-level features can
make the learned not focused on specific actors, clothing, and colors, for example.
Moreover, we are able to observe that not necessarily by increasing the number of
streams, accuracy will also be increased. In some cases, it can be observed that the
numbers might decrease depending on the feature combination. However, by studying
these features, it is possible to observe which are conceivable descriptors to be used in
this fight detection problem that might be less expensive, more reliable and which are the
best feature combinations to cope with the presented situation.
From the results shown in Table 5.4, we are able to observe what were the metrics
attain by some works in literature that also used the Hockey Fight dataset [47]. We
cannot compare the results directly to each of the works presented in Table 5.4. As
mentioned, although in some cases the dataset division was specified, most of the works
did not evidence how exactly training, validation and testing were made. Considering each
accuracy as the best possible performance of each method, the multi-stream combinations
results on the Hockey Fight dataset (Table 5.4) demonstrate that our fight detection
approach is comparable to some methods available in the literature ( [14,18,19,21,24,45,
47,55,56]), although it does not surpass the state of the art.
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Table 5.4: Hockey Fight results of methods available in the literature.
Sensitivity Specificity Accuracy
(%) (%) (%)
Random Multi-stream (OF+RGB+VR+DE) 96.63 94.88 95.76
Ordered Multi-stream (OF+VR+DE) 92.64 85.49 89.10
Bermejo et al. [47] - - 90.90
Deniz et al. [14] - - 90.10
Gracia et al. [24] - - 72.50
Gao et al. [21] - - 86.30
Mukherjee et al. [45] - - 75.00
Fu et al. [19] - - 87.50
Serrano et al. [56] 93.80 95.4 94.60
Serrano et al. [55] - - 82.60
Xia et al. [73] - - 95.90
Ullah et al. [66] 96.67 95.43 96.00
Febin et al. [18] - - 86.50
Another remark that we were able to detect was that even though the accuracies were
not higher than all of the presented works, our study was only carried out with up to
1000 epochs compared to studies that ran on 1000 to 5000 epochs and demanded lots of
processing. Studies such as Ullah et al. [66] based their progress on much more costly
learning models compared to ours.
Finally, it is possible to notice from our achieved sensitivity and specificity scores that
the method has some trouble when dealing with negative fighting cases. Therefore, the
learning model is able to better detect positive situations and, in sensitive scenarios such
as health and security, it is best to detect a false positive than a false negative case.
The second dataset used during this anomalous detection study was the Movie Fight
Dataset [47]. Similar to the Hockey Fight Dataset [47] this set of videos was also divided
into two distinct forms: (i) ordered and (ii) random. Best results were established when
parameters were set with a 10−4 learning rate, a batch size of 1024, threshold of 0.5 and
1000 epochs.
The results on the orderly divided Movie Fight dataset (Table 5.5) achieved high rates
of sensitivity, specificity and accuracy in most of the stream combinations presented. The
movie fights did not have a specific pattern as we encountered during the hockey fights.
However, it had similar actors and different scenes from the same movie in some cases.
As a result of the RGB rates having a high performance, we believe that these results
were overfitted. Therefore, a second random dataset division was made to observe if this
behavior maintained (Table 5.6). As it can be seen in Table 5.6, the metrics presented
themselves to have, compared to the results of Table 5.5, a much more variant character-
istic. Even though learners that had RGB streams have a high rate of accuracy, results
seem to be more consistent than the previously presented in Table 5.5. As analyzed dur-
ing the experiments conducted on the hockey dataset, in spite of metrics having an above
90% average, sensitivity rates are still having a better performance in comparison with
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specificity values.
The modification of parameters such as the number of epochs and the learning rate
was not able to generate better results than those presented. Usually, the scores had a
similar nature as the presented using 10−4, 10−5 and, in some cases, 10−6 learning rate.
Accuracy values did not increase significantly much after 1000 epochs. Therefore, splitting
the dataset into two different manners was able to change the metrics since. Perhaps, the
network would find it easier to classify the ordered videos that were split for testing.
Randomly dividing the set added some difficulty in the classification.
Table 5.5: Orderly divided Movie Fight Dataset results.
Sensitivity Specificity Accuracy
(%) (%) (%)
Multi-stream (OF+RGB+VR+DE) 100.0 100.0 100.0
Multi-stream (OF+RGB+VR) 100.0 100.0 100.0
Multi-stream (OF+RGB+DE) 100.0 100.0 100.0
Multi-stream (OF+VR+DE) 100.0 98.48 99.32
Multi-stream (RGB+VR+DE) 100.0 98.25 99.21
Multi-stream (OF+RGB) 100.0 100.0 100.0
Multi-stream (OF+VR) 100.0 100.0 100.0
Multi-stream (OF+DE) 99.71 100.0 99.84
Multi-stream (RGB+VR) 100.0 99.76 99.68
Multi-stream (RGB+DE) 100.0 100.0 100.0
Multi-stream (VR+DE) 87.03 94.75 90.47
Single-stream (OF) 99.71 100.0 99.84
Single-stream (RGB) 100.0 100.0 100.0
Single-stream (VR) 83.92 94.52 88.65
Single-stream (DE) 100.0 93.12 96.93
As discussed for the previous dataset, we are not able to exactly compare if our
method is capable of being better or worse than those presented in the literature. This
is because there is no standardization in the division of the presented datasets. However,
comparing the performance of our method for the best ordered and random set to the other
presented methods in Table 5.7, we can observe that the results are consistently similar.
In a general comparison, our work still could not outperform the method developed by
Ullah et al. [66] concerning the random division of dataset result. However, it was able
to match the average of 99% accuracy that the most recent literature methods were able
to yield in classification. Despite being a widely used dataset to verify the existence of
fighting events in videos, since it had an easier classification rate, we conjecture that the
dataset is not currently very challenging.
As for a qualitative analysis on the Hockey Fight Dataset [47], we had different results
concerning each of the stream combinations. However, there were some specific videos that
were marked as mis-classified most of the combinations. What we could analyze in these
results is that the network did not follow a pattern for the misleading classifications. The
fighting videos considered not fights had some characteristics, such as game logos passing
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Table 5.6: Randomly divided Movie Fight Dataset results.
Sensitivity Specificity Accuracy
(%) (%) (%)
Multi-stream (OF+RGB+VR+DE) 100.0 98.59 99.28
Multi-stream (OF+RGB+VR) 100.0 97.56 98.76
Multi-stream (OF+RGB+DE) 100.0 98.84 99.41
Multi-stream (OF+VR+DE) 100.0 96.92 98.43
Multi-stream (RGB+VR+DE) 100.0 99.35 99.67
Multi-stream (OF+RGB) 99.86 98.71 99.28
Multi-stream (OF+VR) 100.0 94.87 97.39
Multi-stream (OF+DE) 100.0 94.87 97.39
Multi-stream (RGB+VR) 99.86 99.10 99.47
Multi-stream (RGB+DE) 99.86 99.23 99.54
Multi-stream (VR+DE) 94.54 93.59 94.06
Single-stream (OF) 100.0 94.87 97.39
Single-stream (RGB) 99.86 99.23 99.54
Single-stream (VR) 92.55 92.57 92.56
Single-stream (DE) 99.60 96.67 98.10
Table 5.7: Movie Fight Dataset results for literature methods.
Sensitivity Specificity Accuracy
(%) (%) (%)
Multi-stream (OF+RGB+VR+DE) 100.0 100.0 100.0
Multi-stream (RGB+VR+DE) 100.0 99.35 99.67
Bermejo et al. [47] - - 89.50
Deniz et al. [14] - - 82.50
Gracia et al. [24] - - 87.20
Fu et al. [19] - - 99.00
Serrano et al. [56] 98.00 100.0 99.00
Serrano et al. [55] - - 98.00
Ullah et al. [66] 100.0 100.0 99.90
Febin et al. [18] - - 76.60
in front of the players, riots that did not have much movement such as crushing a player
against the wall, or too many actions occurring in the scene at once. Examples of these
video frames can be seen in Figures 5.3, 5.4 and 5.5.
The mistaken not fighting videos that were classified as fights involved rapid move-
ments, such as the initial moment of the game of dropping the hockey disk, defense
strategies, stealing the hockey disk, and accidental collisions. The false positive frame
examples can be seen in Figures 5.6, 5.7 and 5.8.
The inaccurately classified videos from the Movie Fight Dataset [47] were not common
when dealing with false negative examples. Analogous to the sport related dataset, we
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Figure 5.3: Hockey Fight Dataset [47]. Examples of frames from the videos that were
classified as false negatives with game logo in front of the players.
Figure 5.4: Hockey Fight Dataset [47]. Examples of frames from the videos that were
classified as false negatives with players being crushed against the glass wall.
Figure 5.5: Hockey Fight Dataset [47]. Examples of frames from the videos that were
classified as false negatives with multiple players in the scene.
Figure 5.6: Hockey Fight Dataset [47]. Examples of frames from the videos that were
classified as false positives with the beginning of the game releasing hockey disk.
Figure 5.7: Hockey Fight Dataset [47]. Examples of frames from the videos that were
classified as false positives with a goalkeeper’s defense.
47
Figure 5.8: Hockey Fight Dataset [47]. Examples of frames from the videos that were
classified as false positives with a counterattack move.
had different false classifications regarding the stream combination. The videos that were
most miscalculated were of fighting scenes that the camera angle captured the actors
overlapping themselves. Thus, it is not possible to see clearly that there are two individuals
in the scene and it is possible to think that it was not easy for the learner to understand
that it was an interaction between two people. Frame examples of these videos can be
seen in Figure 5.9. False positive examples were also focused on videos that did not have
a specific characteristic to them, such as running and playing sports. Examples of images
can be seen in Figures 5.10 and 5.11.
Figure 5.9: Movie Fight Dataset [47]. Examples of frames from the videos that were
classified as false negative involving running.
Figure 5.10: Movie Fight Dataset [47]. Examples of frames from the videos that were
classified as false negative with sports.
5.4 Fall Detection
In this section, we will discuss about anomalous event detection when considering fall
detection datasets.
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Figure 5.11: Movie Fight Dataset [47]. Examples of frames from the videos that were
classified as false negative with running.
5.4.1 Datasets
As with fights, fall detection databases are rare to find. In addition, those that exist
do not have a large number of true positive examples, so that network training can be
effective. During this work, we used three databases aimed at indoor fall detection: (i)
URFD [34], (ii) FDD datasets [11], and (iii) Multiple Cameras Fall Dataset [3]. These
datasets were mostly unbalanced comparing the negative to the positive class, the video
size was not standard, and usually negative classes had a lot more video frame examples.
The URFD dataset is composed of 70 videos: (i) 30 videos of falls and (ii) 40 videos
displaying diverse activities (Figure 5.12). The falling videos were shot with 2 different
angles, a front view and a top view by a Microsoft Kinect camera. The non-falling videos
were taken with a single view camera.
Figure 5.12: Examples of frames from Fall Detection Dataset [11].
The Fall Detection Dataset [11] (FDD) contains 191 videos from single installed cam-
eras in each environment (Figure 5.13). This dataset includes 143 containing falls and 48
containing normal activities. The FDD although having 143 true positive videos has an
average duration of a fall is only 14 frames. This makes the dataset unbalanced since true
negative examples can have up to 100 frames. Another characteristic of this dataset is
that it contains footage of nine different actors in the videos. The original resolution of
the frames is 640×480 pixels.
The Multiple Cameras Fall Dataset [3] contains 24 scenarios, in which 22 have falling
situations. The recordings were made with IP (Internet Protocol) cameras with a wide an-
gle and by 8 differently positioned video cameras around the room (Figures 5.14 and 5.15).
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Figure 5.13: Examples of frames from Fall Detection Dataset [11].
The original video resolution is 720×480 pixels. Although having only two videos con-
taining events other than falling, these videos also have 8 different views and have more
than 1000 frames each.
Figure 5.14: Multiple Cameras Fall Dataset [3] camera instalation distribution.
Figure 5.15: Multiple Cameras Fall Dataset [3] camera instalation distribution.
All of the fall datasets used during our experiments had their resolution changed to
224×224 pixels, so the frames could be used as inputs to the learner. A summary of the
presented fall datasets can be seen in Table 5.8.
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Table 5.8: Fall related dataset summary.
Dataset Videos Frames (Average) Positives Negatives
URFD 70 150 30 40
FDD 191 50 143 48
Multiple Cameras Fall 24 3000 22 2
5.4.2 Falling Experiments
For our falling experiments, the hyper-parameters of 10−4 learning rate were maintained,
a batch size of 1024, threshold of 0.5. We used a four-stream multi-stream model that
received as inputs: (i) optical flow, (ii) visual rhythm, (iii) pose estimation, and (iv) RGB.
Depth estimation was substituted with pose estimation since, as we could notice during
the fighting experiments, increasing number of streams do not explicitly mean rising
the values of accuracy. Therefore, instead of using depth, considering that the pose
estimation algorithm had a better performance in extracting humanoid figures for the fall
datasets, we decided to perform the experiments using a pose stream. In addition, it was
also our intention to understand the impact of diverse high-level feature extractions in
classification, hence, by the reason of depth having the smallest accuracy scores in the
previous experiments we removed it.
Experimentation was done also dividing the dataset randomly into 80% training and
validation and 20% testing. Initial results for the UR Fall Dataset [34] can be seen in
Table 5.9. Considering that the true positive video examples from the dataset were not
only made by the frames that indicated falling events, we used the dataset annotations
to divide the falling videos into: (i) before the event, (ii) event, and (iii) after the event.
Before and after event cuts were excluded from the dataset since we could not contaminate
the fall training with events that had no fall indication such as walking. By training the
model with 500 epochs, we can see that the results (Table 5.9) that we yielded with this
configuration were overfitted. After analyzing the dataset videos, it is possible to observe
that, even though having different actor using diverse clothing, videos are similar.
As an attempt to correct the results of Table 5.9, instead of excluding the before
and after events of the falling videos, we considered them as true negative examples. In
addition, a new random division was made as an effort to reduce overfitting. Results for
this experiment can be seen in Table 5.10. Parameters were maintained as the previous
experiment.
It is possible to observe that the metric values achieved in Table 5.10 are better
than the previously overfitted test. As discussed in the fighting experiments, we can see
that raising stream quantities does not imply in high scores. Although the multi-stream
(OF+RGB+VR+PE), in this case, has the highest accuracy value, the multi-stream
(OF+VR) combination still performed better than some of the three stream combina-
tions.
During this test, it is also noticeable that most of the specificity and sensitivity results
were above 90% except when dealing with pose estimation. As we rely on estimations and
not the ground-truth of the humanoid poses in the video, it was expected to have lower
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Table 5.9: URFD results for randomly divided set and excluded parts of falling videos.
Sensitivity Specificity Accuracy
(%) (%) (%)
Multi-stream (OF+RGB+VR+PE) 100.0 100.0 100.0
Multi-stream (OF+RGB+VR) 100.0 100.0 100.0
Multi-stream (OF+RGB+PE) 100.0 100.0 100.0
Multi-stream (OF+VR+PE) 100.0 99.81 99.82
Multi-stream (RGB+VR+PE) 100.0 100.0 100.0
Multi-stream (OF+RGB) 100.0 100.0 100.0
Multi-stream (OF+VR) 100.0 99.81 99.82
Multi-stream (OF+PE) 99.16 99.20 99.20
Multi-stream (RGB+VR) 100.0 100.0 100.0
Multi-stream (RGB+PE) 100.0 100.0 100.0
Multi-stream (VR+PE) 100.0 94.94 95.28
Single-stream (OF) 98.33 99.20 99.14
Single-stream (RGB) 100.0 100.0 100.0
Single-stream (VR) 100.0 95.00 95.34
Single-stream (PE) 74.16 92.19 90.97
results by using this high-level feature. Nevertheless, it has proven to be a promising
feature to be used in video classification regarding action detection.
Table 5.10: URFD results for randomly divided set and not removing video parts.
Sensitivity Specificity Accuracy
(%) (%) (%)
Multi-stream (OF+RGB+VR+PE) 95.83 98.56 98.42
Multi-stream (OF+RGB+VR) 95.00 98.47 98.30
Multi-stream (OF+RGB+PE) 95.00 97.81 97.67
Multi-stream (OF+VR+PE) 99.16 99.81 97.88
Multi-stream (RGB+VR+PE) 82.50 97.51 96.76
Multi-stream (OF+RGB) 95.00 97.90 97.76
Multi-stream (OF+VR) 99.16 97.94 98.00
Multi-stream (OF+PE) 97.50 95.37 95.48
Multi-stream (RGB+VR) 95.83 97.03 96.97
Multi-stream (RGB+PE) 74.16 98.77 97.55
Multi-stream (VR+PE) 76.66 98.12 97.05
Single-stream (OF) 97.50 96.11 96.18
Single-stream (RGB) 94.16 95.76 95.68
Single-stream (VR) 91.66 93.80 93.69
Single-stream (PE) 71.66 93.80 92.70
Some literature results for the UR Fall Dataset [34] can be seen in Table 5.11. We did
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not find a protocol as to how to perform the experiments for this dataset. Therefore, these
results cannot be directly compared. In a general sense, our experimental configuration
was able to have better metrics of specificity and accuracy than the other studies.
Table 5.11: Results for URFD dataset found in the literature.
Sensitivity Specificity Accuracy
(%) (%) (%)
Multi-stream (OF+RGB+VR+PE) 95.83 98.56 98.42
Núñez-Marcos et al. [48] 100.0 92.00 95.00
Zerrouki and Houacine [79] - - 96.88
Kwolek and Kepski [35] 100.0 92.50 95.71
Bhandari et al. [4] 96.66 - 95.71
Harrou et al. [27] - - 96.66
Sase et al. [54] 81.00 - 90.00
As an attempt to follow the same pattern as the previous experiment, the Fall Detec-
tion Dataset [11] was also randomly divided into 80% training and validation and 20%
testing. From Table 5.12, we can see the results of a 5-fold cross validation and the
learning rate of 10−4. Since that true positive examples of the dataset had less informa-
tion compared to the true negatives, we decided to augment the dataset. However, since
temporal information is collected by with stacks and we need to follow a correct order of
frames, we only augmented information that was not as much linked to temporal stacking
such as the spatial, rhythmic and pose estimation.
Although the visual rhythm also include temporal information, the generated images
are stacked during the extraction process and not while in the learning process. Augmen-
tation was done considering rotation, shifting vertically and horizontally, shear, zooming,
and horizontal flipping. Results considering the augmentation experiments were not very
successful regarding sensitivity values. Specificity values were above 90%, however, sen-
sitivity was significantly low. We suppose that even though pose, rhythm and the video
frames do not undergo a stacking process the network was able to not explicitly learn a
pattern from the following frames.
Table 5.12: FDD results for data augmentation.
Sensitivity Specificity Accuracy
(%) (%) (%)
Multi-stream (RGB+VR+PE) 55.76 90.47 89.50
Multi-stream (RGB+VR) 41.93 92.05 90.64
Multi-stream (RGB+PE) 55.76 91.72 90.70
Multi-stream (VR+PE) 43.77 93.85 92.44
Single-stream (RGB) 37.32 94.45 92.84
Single-stream (VR) 13.36 96.00 93.66
Single-stream (PE) 89.40 51.53 52.60
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Another test was conducted to try to correct the FDD metrics yielded. The FDD,
using only the high-level extractions without excluding the before and after content of
the falling videos from the dataset without augmented frames can be seen in Table 5.13.
Considering that we were not working with augmentation and did not have to be concerned
with the temporal stacks, we used the initial four streams used in the URFD experiments.
The results had part of the combinations with above 95% accuracy and 80% sensitivity
and specificity. We are able to observe that sensitivity rates raised reasonably. Specificity
values maintained similar to the previous experiment.
Table 5.13: FDD results for randomly divided set and not removing video parts.
Sensitivity Specificity Accuracy
(%) (%) (%)
Multi-stream (OF+RGB+VR+PE) 83.92 97.12 96.46
Multi-stream (OF+RGB+VR) 83.00 97.26 96.55
Multi-stream (OF+RGB+PE) 84.22 97.29 96.64
Multi-stream (OF+VR+PE) 81.25 97.51 96.70
Multi-stream (RGB+VR+PE) 82.14 80.97 81.03
Multi-stream (OF+RGB) 84.52 97.10 96.48
Multi-stream (OF+VR) 83.03 97.12 96.42
Multi-stream (OF+PE) 83.92 97.52 96.85
Multi-stream (RGB+VR) 77.97 81.25 81.09
Multi-stream (RGB+PE) 89.88 80.27 80.75
Multi-stream (VR+PE) 78.86 72.94 73.23
Single-stream (OF) 85.11 97.66 97.04
Single-stream (RGB) 83.33 80.23 80.38
Single-stream (VR) 73.51 67.87 68.15
Single-stream (PE) 94.64 51.38 53.53
Compared to the previous URFD dataset, the FDD was more challenging to achieve
high scores. Literature studies that tested their methods on the FDD dataset usually had
an above 95% of accuracy values. The studies that defined their experimental protocol [10,
11], did not randomly divide the dataset into training and testing. In their study, they
had three protocols, and the results presented in Table 5.14 refer to only one protocol
that divided the training using the videos filmed in a coffee room environment and videos
without fall from office places and lecture rooms. Their test set was built based on office
and lecture rooms.
Our experiments did not specifically separated the environments as the previous study.
Thus, we are not able to compare directly each experiment, only infer that we have an
average of results that are matching considering the dataset difficulty.
The last dataset used in our fall experiments was the Multiple Cameras Fall Dataset [3].
This was the most challenging dataset to work with compared to the two other sets. The
data was not balanced, although containing only two videos (from eight different cameras)
in the true negative examples, the number of frames in each true negative video had an
average of 3000 to 4000 frames, while the fall videos had a little over 100 or 300 frames.
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Table 5.14: Literature results for FDD dataset.
Sensitivity Specificity Accuracy
(%) (%) (%)
Multi-stream (OF+RGB+VR+PE) 83.92 97.12 96.46
Núñez-Marcos et al. [48] 99.0 97.00 97.00
Zerrouki and Houacine [79] - - 97.02
Charfi et al. [10] 99.86 90.62 99.67
Charfi et al. [11] 99.79 92.15 99.42
Harrou et al. [27] - - 97.02
We experimented with different parameter values for training and we were still not
having good results, the best results involving parameter change was achieved when the
learning rate was 10−3, batch of 1024, and 1000 epochs. One of the tests we made was
considering a down-sampling of the true negative examples. We calculated the total
number of frames in the falling class and observed that the summation of frames, from
eight cameras from each falling video (22×8), was not greater than the number of frames
of a single cameras of the not falling dataset.
As we intended to observe what down-sampling was able to do for this situation we
divided the dataset into 80% training and validation and 20% testing. We down-sampled
the training true negative examples to only a single view of one of the negative videos,
randomly. Results had an average of 90% when considering stream combinations that
involved high-level features.
The visual rhythm, for this scenario, had the best classification metric and yielding
a sensitivity of 90.5%, a specificity of 93.2%, and an accuracy of 92.1%. However, when
incorporating the RGB frames as a stream, for all of the combination involving specificity,
the values where significantly low, missing almost every classification.
It was observed that, in the random division of the video, the non-falling training class
was filmed with, for example, camera 5 and the testing videos did not contain video shot
with camera 5. Thus, this meant that the testing set had videos from angles that the
learner have never seen before. Hence, our hypothesis for why we had such low results
regarding RGB was concentrated in this fact. Therefore, we conducted a new experiment
by placing videos in the test set that were shot in the same angle as the training example.
As we can see from the results presented in Table 5.15, the use of similar camera
view improved the missed classifications involving RGB frames. However, we are able
to observe that RGB is more vulnerable to different camera angles and generalization
compared to the other streams that used the high-level features. The lowest result was
related to the single-stream composed of pose estimation.
Observing the frames generated by pose estimation, we noticed that the pose extrac-
tion algorithm, although being accurate in detecting humanoids, still generated a large
quantity of blank frames. These blank frames in both classes could be responsible for
making the metrics for the single stream low.
From Table 5.16, we can see what literature results are achieving considering the
Multiple Cameras Fall Dataset [3].
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Table 5.15: Multiple Cameras Fall Dataset [3] results for down-sample and same camera
view.
Sensitivity Specificity Accuracy
(%) (%) (%)
Multi-stream (OF+RGB+VR+PE) 99.01 100.0 99.57
Multi-stream (OF+RGB+VR) 98.41 99.17 98.84
Multi-stream (OF+RGB+PE) 100.0 100.0 100.0
Multi-stream (OF+VR+PE) 93.04 93.21 93.14
Multi-stream (RGB+VR+PE) 99.01 100.0 99.57
Multi-stream (OF+RGB) 100.0 100.0 100.0
Multi-stream (OF+VR) 92.95 93.09 93.03
Multi-stream (OF+PE) 57.43 87.54 74.84
Multi-stream (RGB+VR) 100.0 100.0 100.0
Multi-stream (RGB+PE) 100.0 100.0 100.0
Multi-stream (VR+PE) 92.91 92.83 92.86
Single-stream (OF) 56.27 87.93 74.45
Single-stream (RGB) 100.0 100.0 100.0
Single-stream (VR) 93.04 92.80 92.90
Single-stream (PE) 24.35 73.86 53.78
Table 5.16: Literature results for the Multiple Cameras Fall Dataset [3].
Sensitivity Specificity Accuracy
(%) (%) (%)
Multi-stream (OF+RGB+VR+PE) 99.01 100.0 99.57
Núñez-Marcos et al. [48] 99.0 96.00 -
Lu et al. [42] 96.65 99.85 99.73
Iazzi et al. [30] 96.58 92.70 93.7
Wang et al. [69] 93.70 92.00 -
Yun and Gu [77] 98.55 95.84 -
An experiment was also conducted by uniting the FDD and URFD datasets by the
80% and 20% division. Thus, we created a union of the two datasets dividing it into
training, validation and testing. Results for this experiment can be seen in Table 5.17.
We can see that, although with some datasets we have some difficulty in maintaining
metric results above 90 %, in general, when training the dataset on a given set, our multi-
stream is able to do relatively well compared to what the literature methods are being
able to classify. We believe that, when using RGB information, the results are attached
to the dataset and there could be videos shot from similar views both in training and
testing.
Finally, by using the same union dataset through the merge of FDD and URFD, we
tested its training on the test set of the Multiple Cameras Fall Dataset [3]. It was tested an
augmented training version of the joined dataset, therefore, we conducted this experiment
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Table 5.17: FDD+URFD dataset union results.
Sensitivity Specificity Accuracy
(%) (%) (%)
Multi-stream (OF+RGB+VR+PE) 99.01 100.0 99.96
Multi-stream (OF+RGB+VR) 100.0 100.0 100.0
Multi-stream (OF+RGB+PE) 100.0 100.0 100.0
Multi-stream (OF+VR+PE) 98.21 99.85 99.67
Multi-stream (RGB+VR+PE) 100.0 100.0 100.0
Multi-stream (OF+RGB) 100.0 100.0 100.0
Multi-stream (OF+VR) 98.21 99.85 99.67
Multi-stream (OF+PE) 98.81 97.90 98.00
Multi-stream (RGB+VR) 100.0 100.0 100.0
Multi-stream (RGB+PE) 100.0 100.0 100.0
Multi-stream (VR+PE) 98.51 99.56 99.45
Single-stream (OF) 97.92 97.97 97.97
Single-stream (RGB) 100.0 100.0 100.0
Single-stream (VR) 98.51 99.31 99.22
Single-stream (PE) 59.34 92.84 89.20
without using the temporal information of the optical flow high-level feature.
For this experiment, we used a total of 500 epochs, batch of 1024, and learning rate of
10−4. When considering spatial information (RGB), similar to the experiments conducted
on solely the Multiple Cameras Fall Dataset [3], results for classification were low with
an average of 40% correct classifications. This might have occurred since the training set
was relatively small even with augmentation and the testing videos were filmed in much
different angles from the sets used as training.
The URFD and FDD datasets have camera angles that face the front of the event
or slightly diagonally, while the multiple cameras have eight distinct angles. However,
without changing the training and testing sets, we observed that, when we removed the
RGB element as a stream, we increased the accuracy by almost 20 %. The pose estimation
stream had an accuracy of 64%, whereas the rhythm 79%. Their combination resulted in
a 78% accuracy score.
In addition, augmentation was beneficial for this experiment because when experi-
menting with the same configurations of the joined set without augmentation, we had a
reduction of 10% in the results. It is a possibility that the results would have been better
if we applied an augmentation technique that could simulate different camera angles other
than rotation, shifting vertically and horizontally, shear, zooming, and horizontal flipping.
By analyzing the content of what was not correctly classified in each of the three
falling datasets used, we could not detect a particular motion or confusing action that
led to these mis-classifications in the URFD. The false negative examples were standard
falling actions, the only aspect we might say influenced it was falling speed and hand
support while falling. We can have an idea of what these events looked like by observing
Figures 5.16, 5.17, and 5.18.
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Figure 5.16: URFD [34]. Examples of frames from the videos that were classified as false
negative.
Figure 5.17: URFD [34]. Examples of frames from the videos that were classified as false
negative.
Figure 5.18: URFD [34]. Examples of frames from the videos that were classified as false
negative.
For URFD, we observed that most of the videos from false positive situations were
similar to true positive training example. Although not being contaminated since we
divided the video content and checked if the same videos were in testing and training,
actors could be similar and the clothing the same. Frame examples from videos that were
considered false positive cases can be seen in Figures 5.19, 5.20 and 5.21.
Figure 5.19: URFD [34]. Examples of frames from the videos that were classified as false
positives.
The FDD wrongly classified cases were also normal falling situations without any
specific event that the human eye could identify. As the previous dataset, the only aspect
it was possible to see was over-exaggeration of falls, hand supporting, while falling and
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Figure 5.20: URFD [34]. Examples of frames from the videos that were classified as false
positives.
Figure 5.21: URFD [34]. Examples of frames from the videos that were classified as false
positives.
difficult lighting conditions. Examples of the videos considered false negatives can be seen
in Figures 5.22, 5.23, and 5.24.
Figure 5.22: FDD [11]. Examples of frames from the videos that were classified as false
negative.
Figure 5.23: FDD [11]. Examples of frames from the videos that were classified as false
negative.
False positive examples for the FDD were related to videos that the person was al-
ready lying down or had similar difficult lighting conditions as the training set. It is
possible to observe some frame examples from the videos mis-classified as false positives
in Figures 5.25, 5.26 and 5.27.
Since the Multiple Cameras Fall Dataset [3] had a more diverse range of videos, it
was the dataset that we were able to detect some pattern connected to false classification
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Figure 5.24: FDD [11]. Examples of frames from the videos that were classified as false
negative.
Figure 5.25: FDD [11]. Examples of frames from the videos that were classified as false
positive.
Figure 5.26: FDD [11]. Examples of frames from the videos that were classified as false
positive.
Figure 5.27: FDD [11]. Examples of frames from the videos that were classified as false
positive.
events. Most of the videos wrongly classified as false negative involved people falling
into furniture. This might make the network consider that people are interacting with
the furniture since the dataset training examples have people lying down on sofas. Some
positive examples of frames that were judged as negative events can be seen in Figures 5.28,
5.29 and 5.30.
Lastly, another pattern we were able to detect based on false positive examples for
the Multiple Cameras Fall Dataset [3] was when actor crouched. Examples were falsely
classified when actors crouched to get something from the floor, or when they were holding
something similar to a jacket and it felt from their hands. False positive frame examples
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Figure 5.28: Multiple Cameras Fall Dataset [3]. Examples of frames from the videos that
were classified as false negative.
Figure 5.29: Multiple Cameras Fall Dataset [3]. Examples of frames from the videos that
were classified as false negative.
Figure 5.30: Multiple Cameras Fall Dataset [3]. Examples of frames from the videos that
were classified as false negative.
can be seen in Figure 5.31.
Figure 5.31: Multiple Cameras Fall Dataset [3]. Examples of frames from the videos that
were classified as false negative.
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Chapter 6
Conclusions and Future Work
As discussed, anomalous actions are acts that usually do not belong in a given scenario.
Since anomalous action detection as a hole is an open-set classification problem, as an
initial study we intended to invest in the classification of two categories of anomaly: (i)
falls and (ii) fights. These scenarios were analyzed individually as binary classification
problems. In addition, as its main concern, this work adopted a multi-stream of VGG-16
architecture and explored high-level features as inputs to investigate their impact on fight
and fall detection in videos. The main goal of this architecture was the possibility of
working with the same input, however, the learning process could employ distinct high-
level features regarding different combinations of information, such as spatial, temporal,
or spatial-temporal information.
As other studies mainly use similar features for these binary problem classifications,
we focus on finding distinct feature descriptors that could also be good investments for
fight and fall detection. Therefore, we examine the influence in classification of using: (i)
optical flow, (ii) depth estimation, (iii) visual rhythm, (iv) pose estimation, and (v) RGB
frames. The RGB frames were the only component, that had their features extracted,
that were not extracted by previous specific descriptor algorithms. Therefore, RGB is not
considered, in this work, a high-level feature. However, we chose to use it to verify what
would be its effect in the classification process.
Although some of these features have already been used in works available in the liter-
ature, their combination for exploring spatial, temporal, and spatio-temporal information
from the video frames through pose, depth, optical flow and visual rhythms is, in fact,
novel and one of the main contributions of our work. In this manner, it is possible to use
the temporal, depth, rhythmic and pose information of a video in a complementary fash-
ion. Despite the fact that studies have shown that the use of the optical flow in detection
cases using deep learning have had relevant results, we observed that its association with
other inputs generated better outcomes. Thus, making use of an ensemble of networks,
focused on specific high-level features, can balance outlier classifications more easily since
results obtained from a stream can be corrected by the others. In addition, the impor-
tance of high-level features lies not only on a good classification but, if necessary, it is
able to assist on identity concealment.
During our study, we observed that potentially weaker isolated features were able
to, when combined, provide as good results as other previous demanding approaches
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proposed by the literature for an anomalous classification problem. In addition, our study
demonstrated that, for this architecture and classification scenario, RGB information was
a dependable feature. Results regarding RGB were good when training and testing sets
were shot by the same camera, had the same actors or any other type of similarity.
Results involving RGB features were in most cases overfitted to the dataset making it an
unreliable feature for real case application scenarios. In some cases, when the dataset had
small camera distinctions, the combined use of features that conceal the RGB information
such as the optical flow, depth and visual rhythm was able to generate better results then
combinations including the RGB representation.
Optical flow temporal information, in many cases, had the best results regarding
single-stream classifications. The rhythmic features have demonstrated to perform better
than the other high-level features when dealing with different view scenarios. The depth
estimation, although being extracted from an algorithm that was not trained in human
depth groundtruths, had a good performance considering many actors in a certain scene
and fighting events. Pose estimation, compared to all other features, had the worst
performance. We conjuncture this because it is as estimation as well. However, it still
was able to yield interesting results when allied to other information streams.
The combination of stream information can help the improvement of the metric results,
yet it could be analyzed that an increase in the number of streams did not mean necessarily
to boost classification scores. The literature works we used to verify the results of each
dataset, in many cases, did not specify how was their training and testing protocol, so
we could not compare the results directly and explicitly infer that our work was better or
worse than the presented. Nevertheless, we were able to have an idea of how our learner
was performing based on their results. Generally considering the algorithms best possible
performance for each dataset, our method did not outperform current state-of-the-art
classification methods, however, it was not far away from their results.
While conducting this study, we proposed some research questions that motivate our
dissertation:
• Can high-level features maintain sufficient motion information so that deep networks
are still able to extract complex temporal patterns from them?
During our experiments, the above 85% scores even in the single-stream configura-
tions were able to demonstrate that most of the high-level features used are capable
of generating a motion pattern that the network can learn.
• Is it possible to improve recognition accuracy by exploring multiple streams of in-
formation?
Comparing our single-stream learner combination to our multiple-stream arrange-
ments, it can be noticed that metric values were improved. For anomalous detection
cases, it is important that we have the best possible performance, so accidents can
be avoided. Thus, improvements of 10% or even small upgrades, such as 2%, are
considered relevant.
• How can we combine characteristics of distinctive nature to improved classification
accuracy?
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The multi-stream architecture associated with an SVM ensemble system was able to
combine temporal, rhythmic, structural, spatial, and depth information. This com-
bination made it possible to use the high-level features, that provided distinctive
natural information, in a complementary fashion. Experimental results demon-
strated that the combination was able to enhance the algorithm performance in
many cases.
• Can the proposed method present successful performance across different datasets?
We tested our method on five different dataset widely used in detection cases
throughout the literature. For all of these proposed datasets, we divided them
into standard literature 80% training and validation and 20% testing sets that were
not contaminated by having the same video, or the same frames in two or more
sets. Based on experimental results, it was possible to conclude that the method
can perform well in distinct datasets.
• Can this model be extended to different recognition scenarios?
Our studies were based on anomalous detection. However, we used two binary
classification scenarios to validate our method on: (i) fights and (ii) falls. Therefore,
we are able to use our method in different binary recognition scenarios.
As a limitation of this work, we did not test if the VGG-16 was necessarily the best
option to cope with the presented problem. It has many parameters and can have a sig-
nificant training time, might not being the best in terms of performance and effectiveness.
This study is an after-event classification problem, thus, we were not able to apply it to
real-time situation testing.
As directions for future work, we intend to test the presented stream model using
other learning networks. In addition, it can be beneficial to impose some constraints on
the neural networks through regularization mechanisms and apply our method to other
scenarios that involve more than two major classes. There is also the necessity of finding
and studying new high-level features that can be even faster to be extracted, so they
could be used in real-time applications. In order to avoid having to suppose what the
network was truly learning, and to better justify the false negative and false positive
classifications, it is also intended to focus future studies on the network interpretability.
Therefore, through activation maps, it is possible to understand what the learner is, in
fact, considering important in the video. Finally, this method will also be tested in even
more challenging datasets to observe if it can maintain its performance.
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