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 En el presente capítulo nos proponemos exponer detalladamente las 
características generales del Proyecto Desarrollado. Se trata de un capítulo de 
introducción en el que se trazan las líneas generales del Proyecto y los 
aspectos de contenido y estructura del informe que se expone a lo largo de la 
presenta Memoria. En particular se tratan, por este orden, los siguientes 
aspectos: 
 
 En el primer apartado se incluye una descripción general del problema 
tratado y la solución adoptada. 
 
 En el segundo apartado se abordan los fines del Proyecto, las metas a 
cuya consecución se ha dedicado el trabajo realizado. 
 
 En el tercero apartado se tratan sobre los materiales y métodos que se 
han utilizado para el diseño de la solución tomada. 
 
  




1.1 Definición del problema y descripción general del trabajo 
realizado 
 
El presente Proyecto se ha orientado a diseñar, integrar y testear un 
sistema de propósito general, donde existirá una capa hardware basado 
en una arquitectura concreta y por otro lado una capa software  que será 
un sistema operativo sobre a partir del cual se podrán desarrollar las 
múltiples aplicaciones finales. 
 
La empresa requería un hardware suficientemente potente, como para 
poder prescindir del determinismo que aporta el Real Time1, o que al 
menos diera posibilidades de prescindir de él en una gran parte de las 
aplicaciones finales. 
 
La empresa también premiaba a la solución más económica posible, 
teniendo en cuento por ejemplo costes que podría llevar la adquisición de 
licencias. 
 
Otro punto a tener en cuenta, será que el propio sistema pueda ser a la 
vez el entorno de desarrollo, ya que podrían agilizar sobre todo los 
procesos de mejora de eficiencia de la aplicación y de test de ésta. 
 
Además de todo ello, la empresa consideraba interesante que el sistema 
que se quiere obtener tenga la opción de obtener la certificación safety en 
alguno de sus posibles grados de fiabilidad, para que esta pueda ser 
                                            
1
 Es aquel sistema que interactúa activamente con un entorno con dinámica conocida en 
relación con sus entradas, salidas y restricciones temporales, para darle un correcto 
funcionamiento de acuerdo con los conceptos de estabilidad, controlabilidad y alcanzabilidad. 
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integrada para funciones más o menos críticas, según su grado de 
fiabilidad. 
 
Sobre el hardware escogido, también debería ser posible integrar el 
sistema operativo hasta ahora utilizado VxWorks2, puesto que éste si tiene 
la propiedad de ser un sistema operativo en tiempo real y algunas de las 
futuras aplicaciones lo requieran. 
 
En definitiva se ha diseñado un sistema donde puedan implementarse una 
ran variedad de tipos de aplicaciones finales ya  la vez éste pueda 
funcionar como estación de trabajo 
 
1.2 Fines del proyecto 
 
 Una vez establecidos los propósitos generales descritos en el apartado 
anterior, con los que se delimita el problema técnico tratado, hemos de 
especificar los objetivos a cuya consecución viene a dar respuesta el desarrollo 
del Proyecto. Algunos de dichos objetivos son requisitos del Proyecto y otros 
han sido marcados con el fin de añadir mejoras al sistema, siendo éstos los 
siguientes: 
 
Examinación del hardware dado, para ver las características de éste que 
se puedan explotar. 
 
Elegir un sistema operativo, lo menos costoso posible sobre el que 
funcionaran las aplicaciones finales. 
 
Crear un entorno de trabajo apropiado sobre el target, para que éste 
pueda formar parte del sistema de desarrollo. 
                                            
2
 Es un sistema operativo de tiempo real, basado en Unix, vendido y fabricado por Wind River 
Systems. 




Conseguir que este sistema operativo, logre una certificación safety con 
unos costes más o menos razonables. 
 
Intentar hacer funcionar el sistema operativo VxWorks sobre el nuevo 
hardware. 
 
En definitiva se ha pretendido diseñar un sistema de propósito general 
donde puedan ser integradas una variedad extensa de tipos de aplicación 
y en el cual se pueda desarrollar dichos proyectos directamente sobre él. 
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1.3 Materiales y métodos 
 
 El diseño de nuestro sistema lo podremos ver más adelante, a medida 
que va avanzando la memoria del Proyecto. 
 
 Básicamente constará de dos partes, una parte hardware, donde se 
requerirá un microcontrolador con un microprocesador de altas prestaciones, 
con las diferentes interfaces de comunicación, como podrían ser la interfaz 
PCI3, PCI-E4, Ethernet5, Serie,… 
 
 Y una parte Software donde buscaremos un sistema operativo que 
podamos manipular y conocer en cierta medida, lo más económico posible y 
que disponga de todo una serie de herramientas que faciliten la integración de 
las múltiples aplicaciones que puedan funcionar sobre el sistema. 
 
 Para la creación de esto se ha seguido el siguiente procedimiento para 
el diseño: 
 
Conocimiento del hardware que deberá utilizarse para la creación del 
sistema. 
 
Elección de un sistema operativo existente que cumpla con los requisitos 
hasta ahora expuestos también. 
                                            
3
 consiste en un bus de ordenador estándar para conectar dispositivos periféricos directamente 
a su placa base. Estos dispositivos pueden ser circuitos integrados ajustados en ésta o tarjetas 
de expansión que se ajustan en conectores. 
4
 Es un nuevo desarrollo del bus PCI que usa los conceptos de programación y los estándares 
de comunicación existentes, pero se basa en un sistema de comunicación serie mucho más 
rápido. Este sistema es apoyado principalmente por Intel, que empezó a desarrollar el estándar 
con nombre de proyecto Arapahoe después de retirarse del sistema Infiniband. 
5
 Es un estándar de redes de computadoras de área local con acceso al medio por contienda 
CSMA/CD 
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Examinación de las herramientas disponibles para este sistema 
operativo que ayuden al desarrollo y debug de futuras aplicaciones 
finales. 
 
Puesta en marcha de este sistema. 
 
Test de funcionamiento de estas herramientas sobre nuestro sistema. 
 
Estudio de viabilidad de la posibilidad de certificación safety de este 
sistema diseñado. 
 
Integración del sistema operativo hasta ahora usado en la empresa en el 
nuevo hardware. 
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2 Descripción del Sistema 
 El sistema resultante, que trata de conseguirse, constará por un lado por 
los componentes hardware, donde buscamos una tarjeta que se pueda utilizar 
para un propósito general, está deberá tener las diferentes interfaces de 
comunicación, tales como Ethernet, serie, PCI, PCI-Express, … 
 
 Por otro lado tendremos la parte software, que estará formado por el 
sistema operativo escogido, el cual se encargará de comunicarse con el 
hardware y de que funcionen sobre él la otra parte software que serían las 
diferentes aplicaciones que se quieran desarrollar para trabajar sobre él. 
 





Figura 2-1 Esquema general del sistema 
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El hardware, ya viene fijado por la empresa, pero en el siguiente apartado 
observaremos que elementos, propiedades y características puedan aportar 
éste a nuestro sistema. 
 
El Sistema Operativo, como veremos más adelante, se tendrá que escoger cual 
es el más adecuado, valorando a partir de los requisitos que tiene la empresa 
pide por sus propias necesidades. 
 
Las aplicaciones, serán proyectos futuros, que deberán funcionar sobre el 
sistema que hemos diseñado. 
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3 Elección Hardware  
 
En este apartado trataremos de analizar, si el hardware elegido por la 
empresa se adecuan o no a sus propios requisitos, ya que en este caso el 
hardware ya está fijado y deberemos investigar si éste es apropiado. 
 
Hardware elegido por la empresa 
 
 La empresa ya tenía elegido el hardware a utilizar, entonces éste se 
requería como un requisito de nuestro sistema. 
 
 La empresa decidió hacer dos hardware muy parecidos, ambos con casi 
las mismas propiedades, uno sería para altas prestaciones, el MPC8572, y otro 
para las demás, MPC8548. Ambos son de la misma familia de procesadores, 
donde su principal diferencia es la de que uno solo tiene un núcleo y el otro 
dos. 
 




El hardware MPC8572 ha sido desarrollado por Freescale6 y pertenece a 
la familia de procesadores "PowerQUICC7™ III integrated communications".  
En el siguiente diagrama podemos ver los principales elementos de éste: 
 
                                            
6
 Es un fabricante estadounidense de semiconductores. Fue creado a partir de la división de 
semiconductores de Motorola en 2004. Freescale se centra en el mercado de los sistemas 
integrados y las comunicaciones. 
7
 Es el nombre de varios microcontroladores basados en la arquitectura PowerPC.  




Figura 3-1 Mapa lógico del microcontrolador MPC8572E 
 
Tal como hemos podido ver en el esquema, el microprocesador consta de: 
Dos  núcleos e500v2 con 36-bit de direccionamiento físico. 
1024-Kbyte de nivel 2 de cache 
Cuatro 10/100/1Gb integrados 
Dos DDR2/DDR3 SDRAM8 memory  
Tres controladores PCI Express 
Un controlador serial RapidIO9 
Pattern matching engine  
Dos TLUs  
PIC 




El hardware MPC8548 ha sido desarrollado por Freescale y pertenece a 
la familia de procesadores "PowerQUICC™ III integrated communications".  
                                            
8
 Es memoria RAM dinámica de acceso síncrono de tasa de datos simple 
9
 Es una comunicación de alta velocidad para la interconexión entre diferentes circuitos., 
DESARROLLO DE UN SISTEMA BASADO EN MPC8572 Y LINUX 
 
 11
En el siguiente diagrama podemos ver los principales elementos de éste  
 
 
Figura 3-2 Mapa lógico del microcontrolador MPC854872E 
 
Un core e500, escalable hasta 1.5 GHz con 36 bits de direccionamiento físico 
Memory Management Unit (MMU) 
L1/L2 cache integrado 
Controlador de memoria DDR integrado. 
Cuatro controladores on-chip triple Speed Ethernet (Gigabit) 
I/O de propósito general 
Serial RapidIO y high-speed PCI-Express 
Controlador DMA integrado 




3.3 Aspectos a considerar del hardware 
Los diseñadores piden hardware barato y que de un buen rendimiento a 
los sistemas. PowerPC a diferencia de otras arquitecturas, éste está basado en 
                                            
10
 Es el acrónimo para Joint Test Action Group 
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una arquitectura computacional RISC, donde una de sus características 
interesantes, es que por normal general un hardware de esta arquitectura tarda 
más en sacar una versión superior y por lo tanto tarda más en quedarse 
obsoleto. Se conocen varias empresas que desarrollan plataformas para 
sistemas empotrados con microprocesadores PowerPC, por lo que seguirán 
desarrollando tecnologías para esta arquitectura. 
Unos de los puntos fuertes de los procesadores con arquitectura 
PowerPC es el rendimiento que éste da sobre las operaciones con coma 
flotante. A diferencia que otras arquitecturas, PowerPC define la doble 
precisión en las operaciones con como flotante como una obligación lo que 
permite a los diseñadores, usar este tipo de operación sin preocuparse sobre 
posibles resultados catastróficos en cuanto  rendimiento, en plataformas no 
muy potentes. 
Además de todo ello y como trataremos de demostrar, con una 
arquitectura PowerPC, prácticamente podremos tener un entorno muy parecido 
al de un Intel, que parecería la opción más convencional. 
 
Además de todo ello, tenemos cerca un caso de una supercomputadora, 




 Llegados a éste punto, ya conocemos de que recursos hardware 
disponemos y sobre que arquitectura tenemos que basar el resto de nuestro 
sistema. 
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4 Elección del Sistema Operativo 
  
En este apartado trataremos de analizar, que sistemas operativos nos 
pueden ser útiles para nuestro hardware y cual podría ser el más adecuado 
para nuestros requisitos, antes expuestos. 
 
4.1 Aspectos a considerar del sistema operativo 
 
 Para hacer una valoración de que sistema operativo será el más 
adecuado para nosotros hemos tenido en cuenta los siguientes puntos: 
 
 Lo primero y esencial es que este sistema operativo sea compatible con 
el hardware anteriormente fijado, ya que sin este punto sería imposible que las 
siguientes condiciones se dieran. 
 
 El segundo punto, y como requisito del sistema, es que el sistema 
operativo proporcione unas características, que le hagan adecuado y coherente 
para el mayor número de aplicaciones finales posible. 
 
Por otro lado y siendo ya la naturaleza del requisito diferentes a los 
demás, la licencia del software, ya que se intenta reducir costes a los diferentes 
proyectos que incorporen este sistema. 
 
 El modelo de código sería otra característica interesante, ya que en el 
caso de que éste pueda ser de código abierto, añadiría facilidades tanto en el 
conocimiento del sistema operativo sobre el que trabajaremos, como la 
posibilidad de realizar adaptaciones y/o mejoras futuras. 
 
 La posibilidad de obtener una certificación safety, ya que lo ideal sería 
poder realizar cualquier tipo de aplicación final sobre este sistema. La no 
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posibilidad de obtener éste tipo de certificación, le cerraría sectores de 
mercado. 
 
 Que sea un sistema operativo en tiempo real no es estrictamente 
necesario, ya que éste se intentaría solventar gracias a una mayor potencia 
hardware, pero que el sistema operativo tenga esta opción añadiría una 
ventaja. 
 
 Otros aspectos a tener en cuenta y valorándolos después de decidir los 
candidatos descartando los que no cumplan los anteriores requisitos, 
deberíamos fijarnos las siguientes características para el sistema operativo 
finalmente utilizado. 
 
 En este se deben poder implementar o instalar diferentes herramientas 
de comunicación entre máquinas o comunicación máquina-persona. Para ello 
deberemos conseguir un sistema operativo capaz de cómo mínimo poder 
comunicarse seguro por puerto serie, por puertos Ethernet y puertos PCI y PCI-
Express. 
 
 El sistema operativo también a de proporcionar herramientas de Log, ya 
que en caso de posibles errores o estudio de diferentes comportamientos, es 
más que interesante que éste los incorpore. 
 
 Además de todo ello y por último sería conveniente que el sistema 
operativo empotrado en nuestra tarjeta disponga de un entorno de trabajo y de 
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4.2 Candidatos de sistema operativo para nuestro sistema 
 
 Una vez expuestos los requisitos anteriores, y después de haber hecho 
un pequeño estudio de los posibles sistemas operativos existentes, hemos 
hecho una pequeña lista de candidatos a sistema operativo para nuestro 
sistema. 
 
 En este apartado en concreto, intentaremos descartar los sistemas 
operativos que no cumplan la mayoría de los requisitos principales 
anteriormente citados o que los cumplan en menor medida. 
 
Así tendremos los siguientes sistemas operativos, con sus consecuentes 
análisis de los requisitos exigidos. 
 




 El sistema operativo Embedded Linux, igual que la versión estándar de 
Linux, está bajo licencia General Public Licence, por lo tanto su obtención es 
gratuita, lo cual no supondría un gasto adicional su uso. 
 
Modelo de código 
 
 Embedded Linux, es de código abierto, lo que aún nos daría más 
beneficios, sobre la elección de este sistema operativo, ya que gracias a esto 
podríamos tener control sobre su comportamiento y podríamos realizar 











 Dadas las diferentes características de Linux y tal como explicaremos en 
puntos posteriores, se podría dar la posibilidad de realizar una certificación 




 No dispone de tiempo real, pero esto se podría solventar, gracias a 
hardware más potentes, o en casos de tener procesadores multicores, una 




 Es capaz de soportar arquitectura PowerPC además de otro gran 




 Linux es cada vez más popular en el uso sobre sistemas empotrados. 




 Es una extensión del sistema operativo Linux, éste como podremos ver 




 Hay una versión gratuita de éste, pero no se puede considerar 
exactamente tiempo real. 




Modelo de código 
 




 Igual que en el aso de Embedded Linux, lo que esta vez será algo más 
complicado, ya que esto le añade mayor complejidad a ese estudio de 






















 Éste está bajo licencia propietaria, entonces no lo podremos obtener de 
forma gratuita. 




Modelo de código 
 
 LynxOS es un sistema operativo con código cerrado, así no podremos 
lograr hacer modificaciones, ni estudio de su comportamiento, sin permiso de 




 Existe una versión de este sistema operativo, llamado LynxOS-178B, 
que está preparado para integrarse en sistemas que requieren de certificación 




 Es un sistema operativo en tiempo real, lo que añade más interés en 




 LynxOS soporta PowerPC, lo que le podría colocar como una posible 
opción, además de esta también es capaz de soportar plataformas como 
Motorla 68010, Intel 80386 y ARM. 
 
 
1.1.4 Windows Xp Embedded 
 Es una edición de Windows XP para sistemas empotrados, que contiene 
todas las características de Windows XP Professional. 
Licencia software 
 
DESARROLLO DE UN SISTEMA BASADO EN MPC8572 Y LINUX 
 
 19
 Es de software con licencia propietaria, como todas las ediciones de 
Windows, así pues igual que el sistema operativo anterior, éste nos supondría 
también un gasto adicional. 
Modelo de código 
 




 Su certificación safety, sería prácticamente inviable, ya que no podemos 
ver su código fuente que implicaría que no podemos conocer su 
comportamiento en según que circunstancias, y Microsoft no nos ofrece un 




 Windows XP Embbeded si que nos podrá proporcionar tiempo real al 





 Éste no soporta plataformas PowerPC, por lo que ya no lo 


















 Esta bajo la licencia EULA11, lo que hace que el propietario ceda licencia 
a sus compradores, para poder trabajar con el sistema operativo, esto 
produciría gastos por cada licencia que se quisiera adquirir. 
 
Modelo de código 
 





 Hay alguna versión de este, que ha obtenido la certificación safety, pero 




 Como ya hemos comentado en su descripción, VxWorks es un sistema 




 WindRiver es capaz de trabajar sobre máquinas con arquitectura 




                                            
11
 Es una licencia  dirigida al software, que funciona de contrato entre el productor y el usuario 
donde el primero ofrece licencias al segundo.  




 WindRiver hasta la fecha es uno de los sistemas operativos de tiempo 
real utilizados por Indra. 
 Una vez expuesto todo esto, en primer lugar descartaríamos Windows 
XP embedded, ya que no puede trabajar sobre nuestra tarjeta, entonces sería 
imposible su utilización. 
 
 Por otro lado LynxOS no sería una mala opción, pero continuaría siendo 
de pago, tal y como están haciendo con el sistema operativo que utilizan en la 
empresa en la actualidad, así que a priori no aportaría al menos diferencias 
tangibles. 
 
 VxWorks es el sistema operativo utilizando, entonces éste lo 
descartamos como investigación del proyecto. 
 
 Por ultimo nos queda Embedded Linux y RTLinux, de los cuales uno es 
una extensión del otro. Por ese mismo motivo nos quedaríamos con el primer, 
la base, ya que siempre sería viable incorporar esas funcionalidades que pueda 
aportar RTLinux al sistema. Entonces la opción a priori elegida es la de 
Embedded Linux. 
 
4.3 Sistema operativo escogido 
 
 Teniendo en cuenta las características de todos los sistemas operativos 
antes expuestos, nos hemos decantado por la idea de integrar en nuestro 
sistema, el sistema operativo Embbeded Linux. 
 
 Sus razones principales que nos han hecho decantarnos por este 
sistema operativo, es la rebaja de costos que supondría su uso por un lado. 
Que el código sea abierto, hace que a parte de poder conocer todos los 
detalles, la posibilidad de que terceros desarrollen software para éste, cosa que 
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 Linux ya es un sistema operativo que está dotado de diferentes tipos de 
herramientas gratuitas, que nos pueden ayudar al desarrollo y análisis de 
futuras aplicaciones finales, todas estas quedarán explicadas en puntos 
posteriores. 
 
 A la vez y como se ha comentado con anterioridad, es cada un vez un 
sistema operativo que es mas utilizado como una solución para este tipo de 
sistema, lo que le puede hacer una apuesta muy interesante. 
 
 La única desventaja notable, sería la no inclusión del tiempo real, pero 
como también se ha comentado no es un requisito imprescindible, lo que nos 
ha acabado de inclinarnos a la opción de trabajar con Linux. 
 
4.4 Finalización del análisis 
 
 Una vez ya decidido nuestro sistema operativo y una investigación 
posterior, intentaremos ver como Embedded Linux puede dar diferentes 
soluciones a nuestro sistema, en el resto de requisitos. 
 
1.1.1 Herramientas de comunicación 
 
 Embedded Linux ya trae implementada y operativos los diferentes 
drivers para el funcionamiento correcto tanto de las interfaces Ethernet, serie, 
pci y pci-express, por lo que eso no debería suponer ningún problema. 
 
 Además y para poder utilizar estas interfaces, Linux tiene implementados 
y operativos diferentes protocolos para ellas. 
 
 Ethernet: 
Para poder explotar este interfaz de comunicación Linux, nos 
proporciona la oportunidad de incluir en el sistema protocolos 
tales como ip, tcp, ssh,… 
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Todos estos protocolos pueden ser explotados con herramientas 




Es necesario que el sistema tengo un registro de todas las situaciones y 
comportamientos por los que éste haya pasado por eso es interesante una 
herramienta que pueda guardar todo este historial, nuestro sistema operativo 
nos da la solución de SysLog 
 
1.1.3 Entorno de trabajo 
 
 Se necesitaran los diferentes compiladores, para poder desarrollar 
aplicaciones nativamente en nuestra tarjeta, entre ellos podríamos tener los 
siguientes: 
 
Gcc, ada, java phyton. Eclipse integraation, pthreats, openmpi 
 
 Para poder editar y crear los diferentes proyectos como partiremos de la 
herramienta Vi, aunque también se deberían contemplar otros entornos de 
desarrollo, para sistemas más complejos. 
  
También se requerirá herramientas para la medida de rendimiento y 
debug de aplicaciones finales como podrían ser: 
 
Gprof, oprofile, valgrind,… 
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5 Diseño del sistema  
En este apartado asumimos que tenemos ya nuestro hardware con el 
sistema operativo escogido ya operativos, llegados a éste punto hemos de 
decidir que podrá hacer nuestro sistema y como lo hará. 
 
A partir de aquí hemos decidido descomponer las funcionalidades, en 
tres grandes grupos. 
 
5.1 Comunicación 
 Nuestro sistema ha de ser capaz de establecer una comunicación con 
otras máquinas y/o poder establecer una comunicación máquina-persona. 
 A continuación se muestra un esquema de los medios que a priori 
queremos que nuestro sistema esté dotado.  
 
Figura 5-1 Esquema de comunicación del sistema 




 Como hemos podido observar dividimos nuestro sistema de 
comunicación, en Ethernet, puerto serie y PCI-Express. 
 
 Hemos considerado la interfaz Ethernet, ya que ésta ofrece grandes 
ventajas en la comunicación con otras máquinas. Empezando a tener en 
cuenta los servicios http, ftp y dns, con los cuales seríamos capaces de 
comunicarnos con cualquier equipo al que tengamos permiso que esté 
conectado en la red, y por otro lado los servicios de ssh y scp, que nos 
permitirá establecer diferentes túneles de comunicación desde la tarjeta  a otra 
máquina o viceversa, de forma simultánea y segura. 
 
 Por otro lado, y la forma quizás más primaria de comunicación, será la 
de por puerto serie, la que nos permitirá estar siempre en contacto con nuestro 
sistema. 
 Y por último hemos nombrado el PCI-Express, hemos nombrado a éste y 
no PCI ya que nuestro sistema está dotado de estas interfaces y creemos 
adecuado explotarlo. A priori está interfaz sería bueno aprovecharla con un 
servidor de ventanas que trabaje sobre la tarjeta gráfica conectada a esta 
interfaz, ya que de esta manera tendríamos un abanico mucho mas amplio de 
aplicaciones finales para clientes y por propia comodidad de los 
desarrolladores, ya que sin esto siempre se necesitará de una segunda 
máquina. 
 
5.2 Sistema de Log 
 
 También requerimos a nuestro sistema que sea capaz de guardar en un 
historial, todo lo que pueda pasar sobre él, entonces como podemos apreciar 
en el siguiente esquema: 
 






Figura 5-2 Esquema de log del sistema 
 
Para ello nuestro sistema operativo, nos proporciona la herramienta 
SysLog, que será la encargada de guardar en los diferentes ficheros lo 




5.3 Entorno de Trabajo 
 
 Como hemos comentado con anterioridad, sería bueno que nuestro 
sistema sea capaz de funcionar como estación de trabajo también, así nuestro 








Figura 5-3 Esquema del entorno de trabajo del sistema 
 
 
Por un lado los compiladores o librerías de lenguajes necesarios para 
que las aplicaciones puedan ser creadas y lanzadas sobre la misma máquina. 
Entre ellas está el compilador GCC y después podrían ser incluidas 
según la necesidad, otras como ADA, phyton, java,… 
 
Por otro lado tenemos el aspecto de los editores, desde los cuales 
podremos editar los diferentes ficheros fuente, para un comienzo hemos creído 
oportuno solo incluir el editor Vi, ya incluido en las opciones del kernel de 
nuestro sistema, pero más adelante, se podrán incorporar entornos de 
desarrollo más apropiadas para los futuros proyectos. 
 
Por último tendríamos las herramientas que nos pueden ayudar a ver el 
rendimiento de nuestro sistema o que recursos de nuestro estarían utilizando 
cada una de nuestras aplicaciones. 
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Por un lado GProf y OProfile, nos ayudan a obtener diferentes 
estadísticos de los procesos y aplicaciones del sistema, así podríamos obtener 
ayuda adicional para la mejora de dichas aplicaciones finales y por otro lado 
tendríamos valgrind, una herramienta muy potente, que ayudaría entre otras a 
examinar los datos de cache que ha podido utilizas una cierta aplicación. 
 
 








6 Puesta en marcha del sistema 
6.1 Material Proporcionado 
 
Antes de empezar a desarrollador y explicar los conceptos de este 
apartado, es conveniente saber de qué se ha dispuesto antes de empezar a 
investigar. 
 
Para este apartado se ha dispuesto de la placa de evaluación MPC8572DS 
 
 



















Aunque tenga forma de un ordenador de sobremesa convencional, éste 
es un sistema empotrado con un microprocesador 8572ds, que queda descrito 
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Donde Linux es capaz de reconocer el hardware siguiente: 
 
mpc8572ds 
    description: Computer 
    product: fsl,MPC8572DS 
    width: 32 bits 
  *-core 
       description: Motherboard 
       physical id: 0 
       capabilities: fsl_mpc8572ds 
     *-cpu:0 
          description: CPU 
          product: e500v2 
          physical id: 0 
          bus info: cpu@0 
          version: 3.0 (pvr 8021 0030) 
          size: 1500MHz 
          clock: 600MHz 
        *-cache 
             description: L1 Cache 
             physical id: 0 
             size: 32KiB 
     *-cpu:1 
          description: CPU 
          product: e500v2 
          physical id: 1 
          bus info: cpu@1 
          version: 3.0 (pvr 8021 0030) 
        *-cache 
             description: L1 Cache 
             physical id: 0 
             size: 32KiB 
     *-memory 
     *-processor:0 UNCLAIMED 
     *-pci 
        *-usb:1 UNCLAIMED 
        *-usb:2 UNCLAIMED 
        *-usb:3 UNCLAIMED 
        *-multimedia UNCLAIMED 
        *-isa 
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             description: ISA bridge 
             product: M1575 South Bridge 
             vendor: ALi Corporation 
        *-bridge UNCLAIMED 
        *-ide 
           *-cdrom 
                description: SCSI CD-ROM 
                product: DVD RW AD-7190A 
                vendor: Optiarc 
                physical id: 0.0.0 
                bus info: scsi@4:0.0.0 
        *-storage 
             description: SATA controller 
             product: ULi M5288 SATA 
             vendor: ALi Corporation 
             physical id: 1f.1 
             bus info: pci@0000:02:1f.1 
             logical name: scsi0 
           *-disk 
                description: ATA Disk 
                product: ST380815AS 
                vendor: Seagate 
                bus info: scsi@0:0.0.0 
                logical name: /dev/sda 
                size: 74GiB (80GB) 
              *-volume:0 
              *-volume:1 
              *-volume:2 
              *-volume:3 
     *-processor:1 UNCLAIMED 
          description: Power PC 
          product: MPC8572E 
          vendor: Freescale Semiconductor Inc 
          physical id: 4 
          bus info: pci@0001:03:00.0 
     *-display UNCLAIMED 
          description: VGA compatible controller 
          product: Mobilitiy Radeon HD 3600 Series 
          vendor: ATI Technologies Inc 
          physical id: 5 
          bus info: pci@0001:04:00.0 
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     *-multimedia UNCLAIMED 
          description: Audio device 
          product: RV635 Audio device [Radeon HD 3600 Series] 
          vendor: ATI Technologies Inc 
          physical id: 0.1 
          bus info: pci@0001:04:00.1 
  *-network:0 DISABLED 
  *-network:1 
       description: Ethernet interface 
       physical id: 2 
       logical name: eth1 
       serial: 04:00:00:00:00:0b 
       size: 100MB/s 
       capacity: 1GB/s 
  *-network:2 DISABLED 
  *-network:3 DISABLED 
  *-network:4 DISABLED 
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Figura 6-3 Comunicación entre tarjeta MPC8572DS e iBook 
Y de material de soporte para la tarjeta como podrían ser el software 
CodeWarrior con su USB TAP, posteriormente explicado, la herramienta LTIB, 
las archivos fuentes del kernel de Linux 2.6.23 con los parches a aplicar para 
nuestra tarjeta. 
6.2 Entorno de trabajo 
 
6.2.1 Componentes disponibles 
 
Para poderse comunicar con la tarjeta deberemos tener un ordenador ya 
sea arquitectura Intel o PowerPC. 
En nuestro caso partimos primero de un PowerPC con la distribución de 
Linux Ubuntu operativa. 
 
Entonces este primer sistema consta para la comunicación de: 
 Serial port 
 USB a Serial Port 
 Ethernet Port 
 Minicom 
 Compilador compatible con la tarjeta. 
 
Por otro lado también se disponía de un ordenador con arquitectura Intel 
con una distribución Ubuntu12. 
 
Este sistema consta de: 
                                            
12
 Es una distribución GNU/Linux que ofrece un sistema operativo predominantemente 
enfocado a computadores personales 
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 Serial port 
 USB a Serial Port 
 Ethernet Port 
 Minicom 
 
Figura 6-4  Comunicación vía JTAG entre MPC8548PC e iBook 
 
Por último esta última máquina también podía ser arrancada desde 
Windows XP y constaría para su comunicación de: 
 
 Serial port 
 USB a Serial Port 
 Ethernet Port 
 TeraTerm 




Figura 6-5 JTAG MPC8548PC 
 
 
A partir de ahora este apartado podremos asumir que hemos utilizado la 
primera configuración, ya que ha sido prácticamente realizada con esta 
máquina, aunque también hubiera servido cualquiera de las otras dos 
opciones. 




Figura 6-6 Conexión serie y Ethernet de la tarjeta MPC8548PC 
 
 
6.3 Formas de comunicación utilizadas 
 
Básicamente hemos tenido dos formas de trabajo:  
 La primera, siempre válida, era a través del puerto serie podíamos ver el 
estado de la tarjeta en cualquier momento. Como inconveniente tiene que solo 
puedes tener una conexión simultanea con el target y la transferencia de datos 
es muy lenta. Pero antes de que el sistema operativo este en marcha haya sido 
la única manera de trabajo.  
 
La segunda ha sido por SSH, a través de la conexión Ethernet, lo que 
nos proporcionaba una mayor velocidad de transmisión de ficheros y sobretodo 
tener múltiples sesiones abiertas simultáneamente y pudiendo trabajar desde 
cualquier punto de la red. 




También debemos enumerar el JTAG, ya que antes de que haya nada 
en la tarjeta, debemos utilizar esta conexión para poder programar la flash con 
lo necesario, para el arranque del sistema. 
 
6.4 LTIB para generar las imágenes de nuestro sistema 
Para su instalación es simplemente ejecutar el script install y seguir las 
instrucciones que te va dando el instalador. 
 
Para su instalación este tendrá las siguientes dependencias directas: 
 
 
Figura 6-7 Dependencias LTIB 
  
La herramienta LTIB es un conjunto de varias, en el cual primero se 
elegirán las diferentes opciones de compilación y generación de imágenes. En 
la memoria explicaremos los pasos que haría LTIB por separado. 
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6.5 Generación de la primera imagen del Kernel de Linux para 
MPC8572DS 
 
La primera imagen de Kernel generada ha sido de la versión 2.6.23, ya 
que era la proporcionada con el material de soporte, así que ese sería un buen 
punto de partida. 
 
Una vez con el código fuente de los parches para nuestra tarjeta, 
procederemos a aplicarlos con el “patch” y este quedará modificado y listo para 
empezar el proceso de compilación. 
 
Una vez obtenido el código fuente con el parche aplicado, tocará 





Las opciones seleccionadas para nuestra tarjeta estarán enumeradas en 
el siguiente apartado. 
 
Una vez configurado el kernel, ya solo quedará compilarlo, como 
nosotros tenemos en nuestra máquina un compilador nativo compatible con el 
de la tarjeta no nos será necesario un compilador cruzado, así que 




Con esto ya tendríamos la imagen del kernel, que será lanzada desde u-
Boot. 
Hay que tener en cuenta que para versiones superiores del kernel de 
Linux, este parche ya viene aplicado directamente, por lo que ya no será 
necesaria su aplicación. 
 
DESARROLLO DE UN SISTEMA BASADO EN MPC8572 Y LINUX 
 
 42
6.5.1 Selección de opciones del Kernel 
 
A continuación expondremos las diferentes opciones de Kernel que se 
han decidido marcar o omitir, para arrancar nuestra sistema basado en Linux. 
 
# 
# Automatically generated make config: don't edit 
# Linux kernel version: 2.6.23 
# Mon Jan 25 12:18:13 2027 
 












Como hemos podido ver, aquí hemos escogido la familia de nuestro 
microprocesador, un PowerPC 85xx, con soporte SMP13 para habilitar la 
comunicación entre diferentes núcleos y habilitar así la función multicore. 







                                            
13
 Es la sigla de Symmetric Multi-Processing, multiproceso simétrico. Se trata de un tipo de 
arquitectura de ordenadores en que dos o más procesadores comparten una única memoria 
central. 
14
 s un dispositivo de Hardware formado por un grupo de circuitos integrados, responsable del 
manejo de los accesos a la memoria por parte de la Unidad de Procesamiento Central 








Habilitamos la posibilidad de cargar módulos dinámicamente, es decir 
una vez tenemos puesto en marcha nuestro Kernel podremos añadir 
funcionalidades a nuestro sistema. 
 
 





En este punto se especifica delante de que plataforma nos encontramos, 










A destacar que aquí marcamos que queremos rehacer la imagen del 
Kernel con los dispositivos descritos en el fichero Device Tree, el cual 


















Habilitamos las interfaces de PCI y la opción de reconocer los diferentes 




# Advanced setup 
# 
# CONFIG_ADVANCED_OPTIONS is not set 
# 









Le indicamos las diferentes opciones de memoria, tales como las 















# Display device support 
CONFIG_DISPLAY_SUPPORT=y 
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Aquí principalmente hemos habilitado las opciones Framebuffer15, para 
el posible uso posterior de las diferentes tarjetas gráficas y otros dispositivos e 
interfaces. 








# Kernel hacking 
CONFIG_DEBUG_BUGVERBOSE=y 
 
6.6 Generación de la primera imagen de U-Boot para 
MPC8572DS 
La primera versión de U-Boot utilizada para crear la imagen del boot 
loader ha sido la versión 1.3.0 rc3, que venía con el material de soporte, en 
ésta también se le han tenido que aplicar parches, para que funcione 
correctamente con nuestra tarjeta, como en el caso del kernel. 
 
Entonces deberemos aplicar el parche con la instrucción patch para 
obtener el código fuente que sus pertinentes modificaciones. 
 
Igual que en el caso anterior lo podemos compilar desde nuestro iBook, 
por la misma razón que en el Kernel de Linux. Así primero configuraremos el U-




Y ejecutaremos el comando para el proceso de compilación 
                                            
15
 Es una categoría de dispositivos gráficos, los cuales basan su funcionamiento en representar 
cada uno de los píxeles de la pantalla como localidades de memoria en RAM. 






Con esto obtendremos un fichero llamado u-boot.bin el cual será 
programado en flash para la puesta en marcha de la tarjeta. 
 
6.7 Programación Flash 
Para la programación de la memoria flash, tenemos dos métodos, el 
primero es reprogramar  nuestro U-Boot desde otro U-Boot ya residente en la 
flash, si no existiera un U-Boot ya operativo, sería imposible realizarlo por este 
método y debería ser siempre por el segundo método, el cual debería ser 
mediante la herramienta CodeWarrior.u otro JTAG. 
 
A continuación procederemos a explicar ambas maneras de programar 
la memoria flash. 
6.7.1 Programar U-Boot en Flash desde otro U-Boot operativo  
Una vez iniciado U-Boot el mapa de memoria que tendríamos será el siguiente:  
 
Figura 6-8 Mapa de Memoria de U-Boot del MPC8572DS 
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Y dentro del rango de memoria flash:  
 
 
Figura 6-9 Vista mapa de Memoria banco flash del MPC8572DS de U-Boot 
 
Entonces tal y como hemos podido ver en la tabla, el archivo binario u-
boot.bin que en el proceso de compilación del código fuente del U-Boot se ha 
generado, deberá ser programado a partir de la dirección 0xeff80000 hasta la 
dirección 0xefffffff.  
Para proceder a reprogramar debemos utilizar los siguientes comandos:  
 
=>tftp 1000000 u-boot.bin  
=>protect off all  
=>erase eff80000 efffffff  
=>cp.b 1000000 eff80000 80000  
 
Para el comando tftp debemos tener las variables de entorno ipaddr, 
serverip, gatewayip y netmask con los valores correctos para la red. Y en la 
maquina servidor, debemos tener arrancado el daemon de tftp y correctamente 
configurado. Entonces esta instrucción descarga del servidor el fichero u-
boot.bin a la dirección 1000000, que tal como podemos apreciar, corresponde a 
memoria RAM.  
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Seguidamente desprotegemos la memoria flash para poder escribir en 
ella con el comando protect con parámetro off y posteriormente borramos el 
rango de memoria flash mapeado en eff80000 – efffffff. Ya solo nos quedará 
copiar bit a bit a partir de la dirección RAM antes fijada, hasta el offset eff80000 
con el comando cp.b.  
 
Si todo se ha hecho correctamente deberíamos tener el nuevo u-boot 
listo para arrancar. En caso contrario ya no podríamos repetir esta operación y 
ya sería necesario seguir el proceso de programación de CodeWarrior o algún 
otro JTAG.  
 
6.7.2 Programar U-Boot en Flash con CodeWarrior  
 
Ahora procederemos ha explicar el proceso de grabación, de el fichero 




Como ya habíamos explicado en el apartado anterior de CodeWarrior, 




Una vez ahí cargaremos un fichero de configuración que nos 
proporcionan con el material de soporte, que nos dejará configurado la 
aplicación para empezar a programar la memoria flash. 
 
 




Figura 6-10 Fichero de configuración Code Warrior 
 
Se nos quedará de la siguiente manera configurado 
 
 
Figura 6-11 Vista Flash Configuration de Code Warrior 




Por un lado, se nos ha puesto la ruta al archivo de configuración, 
también proporcionado como soporte y se nos ha especificado el procesador. 
 
Se ha seleccionado correctamente la flash del que está dotado nuestra 




Figura 6-12Vista Flash dispositivo Configuration de Code Warrior 
 
Se ha de tener en cuenta que las direcciones que se ven aquí son las 
reales, ya que como hemos visto desde u-boot este las mapeaba de manera 
diferente, así que en este caso hemos de coger el mapa de memoria original 
del microprocesador, desde la f800 0000 hasta la ffff ffff, y en concreto el u-boot 
tenía que ser programado en la dirección ff80 0000 hasta la ffff ffff. 
 
Para poder escribir en una zona, primero nos hemos de asegurar de que 
este está borrado, así que podemos primero hacer un blank check de la zona 
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ff80 0000 hasta la ffff ffff. Y en caso de no estar en blanco, proceder a borrar 
esa misma zona. 
 
Una vez borrada la zona, podemos proceder a la operación de 
programación de la flash. 
 




Figura 6-13 Vista Program/Verify de Code Warrior 
 




De esta manera ya podremos arrancar la tarjeta. 
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6.8 Proceso de arranque del sistema 
 
Partimos de que tenemos todas las imágenes necesarias, ahora se 
plantean diferentes maneras de arrancar el sistema. 
 
En todos los casos, tenemos el Boot Loader programado en flash, de tal 
manera que éste arranque al encender la placa.  
 
A partir de aquí se han utilizado dos maneras de arranque del kernel de 
Linux, el primero, que el kernel esté guardado en el sistema de ficheros y el 
segundo descargarlo por tftp y arrancarlo. Cualquiera de las dos nos es válida. 
Nuestro sistema de ficheros, está creado en un disco duro, por lo que los datos 
nos serán permanentes. 
 
Entonces procedemos a explicar estas dos opciones. 
 
Por defecto U-Boot arrancara lo que haya descrito en la variable de 
entorno “bootcmd” con el comando boot.  
En el caso de nuestro target nosotros tenemos definida la variable de la 
siguiente forma:  
 
>bootcmd=ext2load scsi 0:3 0x1000000 /boot/uImage; ext2load scsi 0:3 
0xc00000 /boot/mpc8572ds.dtb; bootm 0x1000000 – c00000  
 
Podemos apreciar que la variable “bootcmd” se divide en tres fases, las 
dos primeras serán cargar en memoria, con el comando ext2load, primero la 
imagen del kernel de linux deseada y luego el fichero dispositivo-tree, y la 
tercera parte será el comando de arranque.  
 
Darse cuenta que para arrancar diferentes kernel es suficiente con 
tenerlos en disco duro y poner la ruta correcta hasta el o hacerlo mediante un 
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servidor tftp, lo mismo pasaría con el fichero dispositivo-tree.  
 
Entonces siempre es conveniente ponerle nombre descriptivos a las 
diferentes imágenes, para saber con precisión cual es cada una.  
 
También es necesaria la variable de entorno “bootargs”, que serán los 
de arranque del kernel de linux.  
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7 Entorno de trabajo de la tarjeta 
 
Ahora mismo podemos considerar que tenemos la tarjeta operativa, que 
nos arranca el kernel de Linux sin ningún problema y que nos podemos 
comunicar con ella mediante cable serie. Entonces estamos delante de una 
tarjeta de propósito general, en el cual podemos hacer casi cualquier cosa que 
haríamos en ordenador normal. 
Para poder hacer la comunicación más fluida se han considerado dotar a 




 Tal como habíamos comentando en el diseño de nuestro sistema, 
tendríamos por un lado Ethernet, con el protocolo tcp/ip para la comunicación 
desde esta interfaz. 
 
 En nuestro kernel de Linux, ya nos vendrán incluidas los servicios de 
http, ftp, dns, ssh, y scp por ello no será necesario la instalación de nuevas 
herramientas, para establecer el entorno que nosotros queríamos. 
 
 Además de todo ello le hemos instalado el explorador de texto Lynx, 
para poder navegar de una forma rápida por la red. Su proceso de instalación 
ha sido el convencional, primero hemos descargado el código fuente de la red y 
hemos ejecutado el siguiente comando: 
 
>./configure && make && make install 
 
 Y ya teníamos nuestro explorador en funcionamiento. 
  
 





 Por otro lado también habíamos considerado la comunicación vía PCI-
Express, gracias a una tarjeta gráfica, que sería a través de la cual podríamos 
optar a dotar nuestro sistema de interfaz gráfica, para la comunicación con el 
desarrollador o usuario final. 
 
 Para conseguir ésta interfaz gráfica decidimos dotar al sistema de un 
servidor de ventanas, en nuestro caso utilizaremos una implementación del 






Es un sistema de ventanas, desarrollado para dotar al sistema operativo 
de interfaz gráfica a los sistemas Unix. Este protocolo permite la 
interacción gráfica en red entre diferentes usuarios. 
Este servidor es el encargado de mostrar la información gráfica y es 
totalmente independiente del sistema operativo. 
 
Instalación 
Ahora pasaremos a instalar un servidor Xserver, hemos de tener en 
cuenta de que nuestra Kernel no tiene ningún gestor de paquetes, por lo 
tanto hemos de ir instalando una a una todas las dependencias. 
 
Los ficheros fuentes se pueden descargar de los múltiples servidores 
que aparecen referenciados en la zona de descarga de 
http://www.x.org/wiki/ . 
Ya que no tenemos ninguna referencia para el orden de dependencias, 
iremos instalando desde el paquete entero hacia abajo, según nos vaya 
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informando el compilador de lo que vaya faltado. Es un proceso lento, 
pero en unas cuantas horas se consigue tener instalado el Xserver. 
 
Dependiendo de la versión instalada del Xserver, uno tiene solo la 
herramienta scanpci, para ver las interfaces pci y otras versiones tiene 
un pciaccess que a la vez llama a otro scanpci. Con el primero tenemos 
un problema ya que no contempla el concepto de dominios de PCI, en el 
siguiente apartado explicaremos, y por lo tanto, no es capaz de ver los 





Es un servidor gráfico, que como peculiaridad tiene que en vez de utilizar 
el framebuffer de una tarjeta gráfica, éste usa memoria del sistema, lo 
que provoca que a la vez éste no tenga ningún screen. 
 
Así Xvfb nos sirve como primer test para comprobar que nuestro sistema 





Podemos bajar el código fuente de varios servidores, entonces es tan 
sencillo como ejecutar la siguiente línea de comando: 
 
./configure && make && make install 
 
Y este ya estará listo para funcionar. 
 
Arrancamos el servidor 
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El cual podremos ver que está lanzado correctamente, ya que lo 
podemos ver en el monitor de procesos incluido en el Kernel de Linux, 
Top. 
Para comprobar que éste funciona, ejecutaremos una aplicación sencilla 





Y capturando el fichero que guarda en memoria, y abriéndolo con cual 




7.2 Puesta en marcha servidor Xserver desde tarjeta gráfica 
 
7.2.1 Tarjeta Gráfica 
 
Para nuestro sistema, hemos intentado incorporar una tarjeta gráfica, 
comunicada por interfaz PCI-Express. Era de interés que se comunicara PCI-
Express para intentar exprimir las tecnologías mas avanzadas. 
 
Una de las primeras decisiones que teníamos que tomar, era la marca 
de la tarjeta gráfica a utilizarse. 
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Las opciones que consideramos fueron entre ATI16 y NVIDIA17. 
 
Lo que nos hizo inclinarnos por una y no otra fueron los drivers 
disponibles para Linux para cada una de ellas. 
 
 Por un lado ATI, encontramos dos drivers que podrían ser útiles para 
nuestro sistema, el primero xf86-video-ati y el segundo un proyecto que se 
llamaba radeonhd, el cual parecía estar en muy buen lugar. 
 
 Por otro lado investigando sobre Nvidia parecía que éste traería más 
problemas para hacerlo funcionar en nuestro sistema y ya decidimos elegir una 
tarjeta ATI, para intentar hacer funcionar el servidor Xserver. 
En concreto la tarjeta que se ha selecciona a sido una ATI Radeon HD 
3650, con 512 MB de memoria DDR2, con conectores DVI. 
La elección de ésta fue porque era la única disponible con conexión por 
puerto PCI-Express, ya que es el sistema que queríamos tener. 
 
 
Figura 7-1Tarjeta Gráfica integrada en el sistema 
                                            
16
 Era una de las mayores empresas de hardware que diseñaba procesadores gráficos, tarjetas 
de video y procesadores, fue comprada por AMD en el año 2006 pero mantuvo su nombre para 
algunos productos 
17
 Es un fabricante estadounidense de procesadores gráficos (GPUs), chipsets, tarjeta gráficas 
y dispositivos para consolas 
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7.2.2 Puesta en marcha de Xserver utilizando el framebuffer de la 
tarjeta gráfica 
 
Lo primero que debemos hacer para intentar iniciar el Xserver a partir del 
framebuffer de la tarjeta gráfica, es activar los respectivos grupos de opciones 
de Kernel: 
 
Opciones de FrameBuffer activadas 
Opción de Control de PCIE activado 
 
El primero para darle soporte al sistema y el segundo ya que nuestra 
tarjeta gráfica en concreto, está conectada a través de la interfaz PCI-Express 
 
 Para intentar arrancar el servidor, antes editaremos el fichero 
xorg.conf.new, que será el fichero de configuración que utilizaremos para 




 Identifier     "X.org Configured" 
       Screen      0  "Screen0" 0 0  
# InputDevice    "Mouse0" "CorePointer" 




Hasta aquí hemos definido una screen donde su identificador será 0 y el 




        Option "Composite" "Off" 
EndSection 
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Desactivamos la opción de la extensión Composite, para hacer un primer 
arranque lo más simple posible. 
 




. . . 
 
 Driver      "ati" 
 BusID       "PCI:4@1:0:0" 
EndSection 
 
 Aquí lo que configuramos es el uso del driver “ati”, en está sección 
podríamos también configurarlo para que usara el driver radeonhd. 
 También le indicamos donde está ubicada la tarjeta gráfica que 
queremos utilizar. En este caso es el dispositivo 4 situado en el dominio 1 PCI. 
 
Section "Screen" 
 Identifier "Screen0" 
 Device     "Card0" 
 Monitor    "Monitor0" 
 SubSection "Display" 
  Depth     1 
  Modes     "800x600" 
 EndSubSection 
 SubSection "Display" 
  Depth     4 
  Modes     "800x600" 
 EndSubSection 
 SubSection "Display" 
  Depth     8 
  Modes     "800x600"                                   





 SubSection "Display" 
  Depth     15 
  Modes     "800x600" 
 EndSubSection 
 SubSection "Display" 
  Depth     16 
  Modes     "800x600" 
 EndSubSection 
 SubSection "Display" 
  Depth     24 




 Aquí simplemente le indicamos los modos en el que podría trabar 
nuestro screen. 
 
A partir de aquí intentamos iniciar el Xserver, con nuestro fichero 
xorg.conf.new editado, y el resultado será el siguiente: 
 




PCI:*(1@4:0:0) unknown vendor (0x1002) unknown chipset (0x9598) rev 0, 
Mem @ 0x0f971c44/0, 0x0f971c44/0, I/O @ 0x0f971c44/0, BIOS @ 
0x????????/261561412 
... 
(II) RADEON(0): Detected total video RAM=0K, accessible=262144K (PCI 
BAR=262144K) 
(--) RADEON(0): Mapped VideoRAM: 0 kByte (64 bit DDR SDRAM) 
... 
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X: symbol lookup error: /usr/local/lib/xorg/modules/drivers//radeonhd_drv.so: 
undefined symbol: xf86stat 
 
En los mensajes del Kernel podemos ver que ha habido algún problema 




PCI: Cannot allocate resource region 0 of device 0001:04:00.0 
... 
 
Y como podemos apreciar ese hardware, es en efectivo donde esta 








Como podemos ver aquí, nuestra tarjeta gráfica está situada donde le 
habíamos indicado con anterioridad en el fichero de configuración del Xserver. 
 
En el log de U-Boot podemos ver como la opción de VideoBoot falla, al intentar 
inicializar la tarjeta. 
 
PCIE1 on bus 05 - 05                                                         
Video: pci_bus_to_hose() failed                                                  
ATI Radeon video card (1002, ffff) found @(255:31:7)                             
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pci_bus_to_hose() failed                                                         
pci_bus_to_hose() failed                                                         
videoboot: Booting PCI video card bus 255, function 7, device 31                 
pci_bus_to_hose() failed                                                         
pci_bus_to_hose() failed                                                         
pci_bus_to_hose() failed                                                         
pci_bus_to_hose() failed                                                         
pci_bus_to_hose() failed                                                         
pci_bus_to_hose() failed                                                         
pci_bus_to_hose() failed                                                         
pci_bus_to_hose() failed                                                         
Find bios addr error                                                             
videoboot: Video ROM failed to map!                                              
640x480x8 31kHz 59Hz                                                             
radeonfb: FIFO Timeout !   
 
Éste no puede inicializar correctamente la tarjeta. 
 
Estrategias de investigación tarjeta gráfica 
 
Visto que hemos podido arrancar el servidor Xserver desde un 
framebuffer virtual, pero no desde el framebuffer de nuestra tarjeta gráfica nos 
tenemos que plantear una estrategia para intentar encontrar una solución o una 
línea futura de investigación. 
 
La investigación primero partirá en ver si versiones superiores de U-Boot 
y del Kernel de Linux, pueden solucionar este problema, por lo tanto primero 
testearemos varias combinaciones de versiones de éstos y analizaremos los 
resultados, a la vez también haremos un análisis de los diferentes 
controladores existentes para nuestra tarjeta. 
 
Una vez descartada esta posible vía, tendremos que analizar los error 
dados tanto por el Kernel al arrancar como los errores al intentar arrancar el 
Xserver. 
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Estas investigaciones las podremos ver en los siguientes apartados, donde se 




La idea de los dominios es poder ampliar el número de dispositivos 
conectadas por puerto PCI soportado. 
 
Cuando un sistema no soporta múltiples dominios, el número de 
dispositivos será: 
 
Por cada Bus puede haber 32 dispositivos 
Por cada Dispositivo puede haber un número indefinido de funciones 
 
La salida por ejemplo de ejecutar lspci daría una cabecera por cada 




En cambio si nuestro sistema soporta múltiples dominios, el número de 
dispositivos que éste reconocerá es mucho mayor, quedará entonces: 
 
Por cada Dominio puede haber hasta 256 buses 
Por cada Bus puede haber 32 dispositivos 
Por cada Dispositivo puede haber un número indefinido de funciones 
 
La salida por ejemplo de ejecutar lspci daría una cabecera por cada 




Para unir los diferentes buses PCI, se utilizan Bridges PCI-PCI, los 
cuales son transparentes para el microprocesador. 
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Entonces el problema que teníamos con el servidor Xserver que no 
soportaba dominios, si estamos en una sistema que tiene múltiples, nunca 
podría ver los dispositivos que no estuvieran en el dominio más bajo. 
 
Test de las diferentes versiones y parches para U-Boot y Kernel Linux 
 




X.Org X Server 1.5.1 
Release Date: 23 September 2008 
X Protocol Version 11, Revision 0 
Build Operating System: Linux 2.6.23 ppc  
Current Operating System: Linux mpc8572ds 2.6.23 #2 SMP Wed Sep 9 
. . . 
(--) PCI:*(1@4:0:0) ATI Technologies Inc Mobilitiy Radeon HD 3600 
Series rev 0, Mem @ 0x0f971c44/0, 0x0f971c44/0, I/O @ 0x0f971c44/0 
. . . 
II) RADEONHD(0): Detected VGA mode. 
(EE) RADEONHD(0): Failed to retrieve the minimum PLL output clock 
from ATOM. 
(EE) RADEONHD(0): Failed to retrieve the maximum PLL output clock 
from ATOM. 
(EE) RADEONHD(0): Failed to retrieve the Pixel Clock clock from 
ATOM. 
(EE) RADEONHD(0): Failed to retrieve the reference clock clock from 
ATOM. 
(II) RADEONHD(0): Query for AtomBIOS Get Connectors: failed 
(EE) RADEONHD(0): RHDConnectorsInit: Failed to retrieve Connector 
information. 
(EE) RADEONHD(0): Card information has invalid connector 
information 
(II) RADEONHD(0): I2C bus "RHD I2C line 0" removed. 
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(II) RADEONHD(0): I2C bus "RHD I2C line 1" removed. 
(II) RADEONHD(0): I2C bus "RHD I2C line 2" removed. 
(II) RADEONHD(0): I2C bus "RHD I2C line 3" removed. 
(II) RADEONHD(0): Query for AtomBIOS Teardown: failed 
(II) UnloadModule: "radeonhd" 
(EE) Screen(s) found, but none have a usable configuration. 
 
Fatal server error: 






0001:03:00.0 Non-VGA unclassified device: Freescale Semiconductor 
Inc MPC8572E (rev 10) 
 . . . 
 Latency: 0, Cache Line Size: 32 bytes 
 Bus: primary=00, secondary=04, subordinate=04, sec-latency=0 
 I/O behind bridge: 00000000-00000fff 
 Memory behind bridge: a0000000-bfffffff 
 Prefetchable memory behind bridge: 0000000000100000-
00000000000fffff 
 . . . 
 
0001:04:00.0 VGA compatible controller: ATI Technologies Inc 
Mobility Radeon HD 3600 Series (prog-if 00 [VGA controller]) 
 Subsystem: ATI Technologies Inc Unknown device 0b42 
 . . . 
 Latency: 0, Cache Line Size: 32 bytes 
 Interrupt: pin A routed to IRQ 18 
 Region 0: Memory at a0000000 (64-bit, prefetchable) 
[size=256M] 
 Region 2: Memory at b0000000 (64-bit, non-prefetchable) 
[size=64K] 
 Region 4: I/O ports at 1000 [size=256] 
 . . . 
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0001:04:00.1 Audio device: ATI Technologies Inc RV635 Audio device 
[Radeon HD 3600 Series] 
 Subsystem: ATI Technologies Inc RV635 Audio device [Radeon HD 
3600 Series] 
 . . . 
 Region 0: Memory at b0010000 (64-bit, non-prefetchable) 
[size=16K] 




Using MPC8572 DS machine description 
Memory CAM mapping: CAM0=256Mb, CAM1=256Mb, CAM2=256Mb residual: 
256Mb 
Linux version 2.6.23 (root@mpc8572ds) (gcc version 4.1.2) #2 SMP 
Wed Sep 
. . . 
Found FSL PCI host bridge at 0x00000000ffe08000.Firmware bus 
number: 0->255 
Found FSL PCI host bridge at 0x00000000ffe09000.Firmware bus 
number: 0->255 
Found FSL PCI host bridge at 0x00000000ffe0a000.Firmware bus 
number: 0->255 
. . . 
PCI: Found 0002:05:00.0 [1957/0040] 000b20 01 
PCI: Calling quirk c0463a60 for 0002:05:00.0 
PCI: 0002:05:00.0: class b20 doesn't match header type 01. Ignoring 
class. 
PCI: Calling quirk c00128a8 for 0002:05:00.0 
PCI: Calling quirk c0011abc for 0002:05:00.0 
PCI: Fixups for bus 0002:05 
PCI: Scanning behind PCI bridge 0002:05:00.0, config 000000, pass 0 
PCI: Scanning behind PCI bridge 0002:05:00.0, config 000000, pass 1 
PCI: Scanning bus 0002:06 
PCI: Fixups for bus 0002:06 
PCI: Transparent bridge - 0002:05:00.0 
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PCI: Bus scan for 0002:06 returning with max=06 
PCI: Bus scan for 0002:05 returning with max=06 
PCI: Cannot allocate resource region 0 of device 0001:04:00.0 
  got res [a0000000:afffffff] bus [a0000000:afffffff] flags 120c 
for BAR 0 of 0001:04:00.0 
. . . 
vga16fb: initializing 
vga16fb: mapped to 0x000a0000 
fb0: VGA16 VGA frame buffer device 
. . . 
 




X.Org X Server 1.5.1 
Release Date: 23 September 2008 
X Protocol Version 11, Revision 0 
Build Operating System: Linux 2.6.23 ppc  
Current Operating System: Linux mpc8572ds 2.6.26 #1 
. . . 
(--) PCI:*(1@4:0:0) ATI Technologies Inc Mobilitiy Radeon HD 3600 
Series rev 0, Mem @ 0x0f971c44/0, 0x0f971c44/0, I/O @ 0x0f971c44/0, 
BIOS @ 0x????????/261561412 
. . . 
(--) RADEONHD(0): Detected an RV635 on an unidentified card 
(II) RADEONHD(0): Mapped IO at 0x48051000 (size 0x00010000) 
(II) RADEONHD(0): Getting BIOS copy from legacy VBIOS location 
(EE) RADEONHD(0): rhdAtomGetTables: No AtomBios signature found 
(II) RADEONHD(0): Query for AtomBIOS Init: failed 
(--) RADEONHD(0): VideoRAM: 524288 kByte 
. . . 
(II) RADEONHD(0): Detected VGA mode. 
(EE) RADEONHD(0): Failed to retrieve the minimum PLL output clock from 
ATOM. 
(EE) RADEONHD(0): Failed to retrieve the maximum PLL output clock from 
ATOM. 
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(EE) RADEONHD(0): Failed to retrieve the Pixel Clock clock from ATOM. 
(EE) RADEONHD(0): Failed to retrieve the reference clock clock from 
ATOM. 
(II) RADEONHD(0): Query for AtomBIOS Get Connectors: failed 
(EE) RADEONHD(0): RHDConnectorsInit: Failed to retrieve Connector 
information. 
(EE) RADEONHD(0): Card information has invalid connector information 
(II) RADEONHD(0): I2C bus "RHD I2C line 0" removed. 
(II) RADEONHD(0): I2C bus "RHD I2C line 1" removed. 
(II) RADEONHD(0): I2C bus "RHD I2C line 2" removed. 
(II) RADEONHD(0): I2C bus "RHD I2C line 3" removed. 
(II) RADEONHD(0): Query for AtomBIOS Teardown: failed 
(II) UnloadModule: "radeonhd" 
(EE) Screen(s) found, but none have a usable configuration. 
 
Fatal server error: 






0001:04:00.0 VGA compatible controller: ATI Technologies Inc Mobility 
Radeon HD 3600 Series (prog-if 00 [VGA controller]) 
  
. . . 
 
 Latency: 0, Cache Line Size: 32 bytes 
 Interrupt: pin A routed to IRQ 18 
 Region 0: Memory at a0000000 (64-bit, prefetchable) [size=256M] 
 Region 2: Memory at b0000000 (64-bit, non-prefetchable) 
[size=64K] 
 Region 4: I/O ports at 1000 [size=256] 
 [virtual] Expansion ROM at b0020000 [disabled] [size=128K] 
 
. . . 
 
0001:04:00.1 Audio device: ATI Technologies Inc RV635 Audio device 
[Radeon HD 3600 Series] 
 Subsystem: ATI Technologies Inc RV635 Audio device [Radeon HD  
.  . . 
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 Region 0: Memory at b0010000 (64-bit, non-prefetchable) 
[size=16K] 
 





Using MPC8572 DS machine description 
Memory CAM mapping: CAM0=256Mb, CAM1=256Mb, CAM2=256Mb residual: 
256Mb 
Linux version 2.6.26 (root@mpc8572ds) (gcc version 4.1.2) #2 SMP 
Wed Sep 
. . . 
Found FSL PCI host bridge at 0x00000000ffe08000.Firmware bus 
number: 0->255 
Found FSL PCI host bridge at 0x00000000ffe09000.Firmware bus 
number: 0->255 
Found FSL PCI host bridge at 0x00000000ffe0a000.Firmware bus 
number: 0->255 
. . . 
PCI: Found 0002:05:00.0 [1957/0040] 000b20 01 
PCI: Calling quirk c0463a60 for 0002:05:00.0 
PCI: 0002:05:00.0: class b20 doesn't match header type 01. Ignoring 
class. 
PCI: Calling quirk c00128a8 for 0002:05:00.0 
PCI: Calling quirk c0011abc for 0002:05:00.0 
PCI: Fixups for bus 0002:05 
PCI: Scanning behind PCI bridge 0002:05:00.0, config 000000, pass 0 
PCI: Scanning behind PCI bridge 0002:05:00.0, config 000000, pass 1 
PCI: Scanning bus 0002:06 
PCI: Fixups for bus 0002:06 
PCI: Transparent bridge - 0002:05:00.0 
PCI: Bus scan for 0002:06 returning with max=06 
PCI: Bus scan for 0002:05 returning with max=06 
PCI: Cannot allocate resource region 0 of device 0001:04:00.0 
  got res [a0000000:afffffff] bus [a0000000:afffffff] flags 120c 
for BAR 0 of 0001:04:00.0 
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. . . 
vga16fb: initializing 
vga16fb: mapped to 0x000a0000 
fb0: VGA16 VGA frame buffer device 
. . . 
 
 




X.Org X Server 1.5.1 
Release Date: 23 September 2008 
X Protocol Version 11, Revision 0 
Build Operating System: Linux 2.6.23 ppc  
Current Operating System: Linux mpc8572ds 2.6.27 #1 
. . . 
(--) PCI:*(1@4:0:0) ATI Technologies Inc Mobilitiy Radeon HD 3600 
Series rev 0, Mem @ 0x0f971c44/0, 0x0f971c44/0, I/O @ 0x0f971c44/0, 
BIOS @ 0x????????/261561412 
 
. . . 
(--) RADEONHD(0): Detected an RV635 on an unidentified card 
(II) RADEONHD(0): Mapped IO at 0x48051000 (size 0x00010000) 
(II) RADEONHD(0): Getting BIOS copy from legacy VBIOS location 
(EE) RADEONHD(0): Cannot allocate 0 bytes of memory for BIOS image 
(II) RADEONHD(0): Query for AtomBIOS Init: failed 
(--) RADEONHD(0): VideoRAM: 524288 kByte 
(II) Loading sub module "i2c" 
 
. . . 
 
(II) RADEONHD(0): Detected VGA mode. 
(EE) RADEONHD(0): Failed to retrieve the minimum PLL output clock from 
ATOM. 
(EE) RADEONHD(0): Failed to retrieve the maximum PLL output clock from 
ATOM. 
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(EE) RADEONHD(0): Failed to retrieve the Pixel Clock clock from ATOM. 
(EE) RADEONHD(0): Failed to retrieve the reference clock clock from 
ATOM. 
(II) RADEONHD(0): Query for AtomBIOS Get Connectors: failed 
(EE) RADEONHD(0): RHDConnectorsInit: Failed to retrieve Connector 
information. 
(EE) RADEONHD(0): Card information has invalid connector information 
(II) RADEONHD(0): I2C bus "RHD I2C line 0" removed. 
(II) RADEONHD(0): I2C bus "RHD I2C line 1" removed. 
(II) RADEONHD(0): I2C bus "RHD I2C line 2" removed. 
(II) RADEONHD(0): I2C bus "RHD I2C line 3" removed. 
(II) RADEONHD(0): Query for AtomBIOS Teardown: failed 
(II) UnloadModule: "radeonhd" 
(EE) Screen(s) found, but none have a usable configuration. 
 
Fatal server error: 






0001:03:00.0 PCI bridge: Freescale Semiconductor Inc MPC8572E (rev 10) 
(prog-if 00 [Normal decode]) 
 
 . . . 
  
 Region 0: Memory at <ignored> (32-bit, non-prefetchable) 
 Bus: primary=00, secondary=04, subordinate=04, sec-latency=0 
 I/O behind bridge: 00000000-00000fff 
 Memory behind bridge: a0000000-bfffffff 
 Prefetchable memory behind bridge: 00000000fff00000 - 
00000000000fffff 
 
 . . . 
 
0001:04:00.0 VGA compatible controller: ATI Technologies Inc Mobility 
Radeon HD 3600 Series (prog-if 00 [VGA controller]) 




 . . . 
 
 Region 0: Memory at a0000000 (64-bit, prefetchable) [size=256M] 
 Region 2: Memory at b0000000 (64-bit, non-prefetchable) 
[size=64K] 
 Region 4: I/O ports at 1000 [size=256] 
 [virtual] Expansion ROM at b0020000 [disabled] [size=128K] 
 
. . . 
 
0001:04:00.1 Audio device: ATI Technologies Inc RV635 Audio device 
[Radeon HD 3600 Series] 
 Subsystem: ATI Technologies Inc RV635 Audio device [Radeon HD 
3600 Series] 
 
 . . . 
 
 Region 0: Memory at b0010000 (64-bit, non-prefetchable) 
[size=16K] 




Using MPC8572 DS machine description 
Memory CAM mapping: CAM0=256Mb, CAM1=256Mb, CAM2=256Mb residual: 256Mb 
Linux version 2.6.27 (root@mpc8572ds) (gcc version 4.1.2) #1 
 
. . . 
 
PCI host bridge /pcie@ffe08000 (primary) ranges: 
 MEM 0x0000000080000000..0x000000009fffffff -> 0x0000000080000000  
  IO 0x00000000ffc00000..0x00000000ffc0ffff -> 0x0000000000000000 
Found FSL PCI host bridge at 0x00000000ffe09000. Firmware bus number: 
0->255 
PCI host bridge /pcie@ffe09000  ranges: 
 MEM 0x00000000a0000000..0x00000000bfffffff -> 0x00000000a0000000  
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  IO 0x00000000ffc10000..0x00000000ffc1ffff -> 0x0000000000000000 
Found FSL PCI host bridge at 0x00000000ffe0a000. Firmware bus number: 
0->255 
PCI host bridge /pcie@ffe0a000  ranges: 
 MEM 0x00000000c0000000..0x00000000dfffffff -> 0x00000000c0000000  
  IO 0x00000000ffc20000..0x00000000ffc2ffff -> 0x0000000000000000 
 
. . . 
 
pci 0000:01:00.0: PCI bridge, secondary bus 0000:02 
pci 0000:01:00.0:   IO window: 0x1000-0x1fff 
pci 0000:01:00.0:   MEM window: 0x80000000-0x800fffff 
pci 0000:01:00.0:   PREFETCH window: disabled 
pci 0000:00:00.0: PCI bridge, secondary bus 0000:01 
pci 0000:00:00.0:   IO window: 0x00-0xffff 
pci 0000:00:00.0:   MEM window: 0x80000000-0x9fffffff 
pci 0000:00:00.0:   PREFETCH window: disabled 
pci 0000:00:00.0: enabling device (0106 -> 0107) 
pci 0001:03:00.0: BAR 9: can't allocate mem resource [0xc0000000-
0xbfffffff] 
pci 0001:04:00.0: BAR 6: got res [0xb0020000-0xb003ffff] bus 
[0xb0020000-0xb003ffff] flags 0x20027200 
pci 0001:03:00.0: PCI bridge, secondary bus 0001:04 
pci 0001:03:00.0:   IO window: 0x00-0xffff 
pci 0001:03:00.0:   MEM window: 0xa0000000-0xbfffffff 
pci 0001:03:00.0:   PREFETCH window: disabled 
pci 0001:03:00.0: enabling device (0106 -> 0107) 
pci 0002:05:00.0: PCI bridge, secondary bus 0002:06 
pci 0002:05:00.0:   IO window: 0x00-0xffff 
pci 0002:05:00.0:   MEM window: 0xc0000000-0xdfffffff 
pci 0002:05:00.0:   PREFETCH window: disabled 
pci 0002:05:00.0: enabling device (0106 -> 0107) 
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Resultado de los tests 
 
 Como hemos podido ver, la integración de diferentes versiones de 
kernel, no ha solucionado ninguno de los problemas existentes con el arranque 
de la tarjeta gráfica. Hemos podido ver que las trazas de todos ellos son 








Los I/O ports son el medio por los cuales es posible la comunicación 
entre muchos de los dispositivos. 
 
Una cosa a tener en cuenta sobre los I/O ports, es que tu no puedes 
utilizar estos sin estar realmente seguro, que tendrás uso exclusivo de ellos, al 
menos durante la franja de tiempo que quieras hacer uso de ellos. 
Para conseguir este uso exclusivo, Linux proporciona la llamada 
request_region el cual te indica si puedes utilizar ese puerto o no, así nos 




I/O memory tiene la misma función que los I/O Ports pero en vez de 
registros este utiliza regiones de memoria RAM. 
 
Normalmente estos dos a los dos se les conoce como I/O memory 
porque la diferencia entre ellos dos es transparente para el software. 
 
En este caso también existe una función similar a la de request_region 
pero para la memoria, la cual se llama request_mem_region. 
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Base Address Register  
BARs son recursos de los dispositivos PCI que son utilizados para el 
acceso y configuración de los recursos de estos dispositivos. En concreto los 
dispositivos de video, como sería el caso de nuestra tarjeta, como mínimo 
disponen de 2 BARs, uno para mapear el espacio de MMIO, y otro para 
mapear el framebuffer. 
Estrategia 
 
 En los siguientes apartado intentaremos modificar, las direcciones donde 
mapea el espacio de entrada y salida para comprobar que están bien, en el 
primer caso, probaremos de cambiar esas direcciones directamente desde el 
código fuente y en el segundo caso, se hará simplemente cambiando la 
descripción de los dispositivos de una manera más elegante, simplemente 
cambiándole los parámetros del fichero dispositivo tree. 
 
Código fuente del kernel de Linux 
 
 En este caso nos centramos en el fichero “pci.c” del código fuente del 
kernel de Linux. 
 Lo que intentaremos realizar es a cambiar las direcciones donde se 
mapea las zonas de I/O para ver si esto causa errores adicionales. 
 
 En el caso del código fuente lo que hacemos es: 
 
 Añadimos la siguiente línea de código: 
 
  If (io_offset != 0) io_offset = 0x00010000 
 
 Ese valor lo podemos cambiar como queramos, dependiendo donde 
queremos que se nos sitúen las zonas de direccionamiento I/O. 
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 Lo que nos provoca esto, es que en el arranque del sistema, se nos 
queje de otras BARs, en concreto de la 1 y la 4. 
 
Así que descartamos a priori que estén mal direccionadas. 
 
Fichero DTS 
A continuación podemos apreciar trozos de código del dispositivo tree 
utilizado en el MPC8572DS para el kernel 2.23 de Linux: 
 
model = "fsl,MPC8572DS";  
compatible = "fsl,MPC8572DS";  
#address-cells = <1>;  
#size-cells = <1>;  
 
cpus {  
#address-cells = <1>;  
#size-cells = <0>;  
 
PowerPC,8572@0 {      Definimos el primer core 
device_type = "cpu";  
reg = <0>;  
d-cache-line-size = <20>; // 32 bytes  
i-cache-line-size = <20>; // 32 bytes  
d-cache-size = <8000>; // L1, 32K  
i-cache-size = <8000>; // L1, 32K  
timebase-frequency = <0>;  
bus-frequency = <0>;  
clock-frequency = <0>;  
};  
 
PowerPC,8572@1 {      Definimos segundo core 
 





pcie@ffe09000 {       Definimos un Bridge PCI  
compatible = "fsl,mpc8548-pcie";  
device_type = "pci";  
#interrupt-cells = <1>;  
#size-cells = <2>;  
#address-cells = <3>;  
reg = <ffe09000 1000>;  
bus-range = <0 ff>;  
ranges = <02000000 0 a0000000 a0000000 0 20000000  
01000000 0 00000000 ffc10000 0 00010000>;  
clock-frequency = <1fca055>;  
interrupt-parent = <&mpic>;  
interrupts = <1a 2>;  
interrupt-map-mask = <f800 0 0 7>;  
interrupt-map = <  
/* IDSEL 0x0 */  
0000 0 0 1 &mpic 4 1  
0000 0 0 2 &mpic 5 1  
0000 0 0 3 &mpic 6 1  
0000 0 0 4 &mpic 7 1  
>;  
 
pcie@0 {        Definimos un bus PCI  
reg = <0 0 0 0 0>;  
#size-cells = <2>;  
#address-cells = <3>;  
device_type = "pci";  
ranges = <02000000 0 a0000000  
02000000 0 a0000000  
0 20000000  
01000000 0 00000000  
01000000 0 00000000  
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 Las pruebas  realizadas desde el fichero dts, son las mismas que las 
anteriores, pero de una manera más elegante y nos encontramos con los 
mismos problemas. 
 
 Además de todo ello, en éste caso hemos podido eliminar los demás 
zonas de memoria reservadas a I/O de las interfaces PCI no utilizadas y 
ampliar la de la tarjeta gráfica. Como era de esperar el resultado sigue siendo 
el mismo. 
 
Investigación sobre X86emu 
 
X86emu es un módulo que proporciona una API18 que es capaz de 
activar sistemas que te permiten reconocer por ejemplo la BIOS19 de una 
GPU20, que es lo que a nosotros nos interesa. 
 
La versión de U-Boot que nosotros hemos utilizado, ya usa por defecto 
esta, y aún así no es capaz de arrancar la tarjeta gráfica para que esta pueda 
ser utilizada. 
 
Después de comprobar que éste módulo existe tanto en U-Boot como en 
el propio código del Xserver, descartamos esta vía de investigación. 
 
                                            
18
 Es el conjunto de funciones y procedimientos que ofrece cierta biblioteca para ser utilizado 
por otro software como una capa de abstracción. 
19
 Es un código de software que localiza y carga el sistema operativo en la RAM 
20
 Es un procesador dedicado exclusivamente al procesamiento de gráficos, para aligerar la 
carga de trabajo del procesador central en aplicaciones como los videojuegos y o aplicaciones 
3D interactivas. 




Problema con AtomBios y Endians 
 
¿Qué es Atombios? 
 
Es una colección de tablas de datos y de scripts específicas de cada 
tarjeta almacenadas en la memoria ROM21 de ésta. Atombios se encuentra en 
los últimos modelos de tarjetas Radeon. Esas tablas de las que hemos hablado 
guardan datos específicos tales como las diferentes conexiones, el timming,… 
Por otro lado los scripts permiten realizar diferentes funcionalidades de la 
tarjeta a partir de una API. Algunas de estas funciones podrían ser la de la 
propia inicialización de la tarjeta, establecimiento de diferentes protocolos,… 
En resumen los scripts pueden hacer lo que un programador, manipulando 
registros,…, pero siempre necesitando un proceso de parseado para poder leer 
la información de la primera tabla mencionada. 
 
 
Little-Endian y Big-Endian 
 
El microprocesador MPC8572e es capaz tanto de trabajar en Little-
Endian como en Big-Endian, normalmente los PowerPC trabajan en Big-
Endian, pero las algunas de las máquinas actuales, mediante un bit en un 
registro es capaz de interpretar datos como Big o Little Endian según su valor. 
0 – La página es accedida como Big-Endian 
1 – La página es accedida como Little-Endian 
 
Problemas 
Precisamente el problema parece que venga dado, que el 
microprocesador no sabe interpretar bien, los datos de la ROM de la tarjeta 
                                            
21
 Es una clase de medios de almacenamiento utilizados en los ordenadores y otros 
dispositivos electrónicos. Los datos almacenados en la ROM no se puede modificar. 
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gráfica, ya que estos están dados en Little-Endian y aunque nuestra tarjeta 
pueda ponerse en modo este Endian, aún quedan incompatibilidades. 
 
El señor Benjamin Herrenschmidt, está trabajando en dar soporte a 
máquinas con que trabajan con Big-Endian para la AtomBios en el driver xf86-
ati-drv. Así entonces esperamos poder al menos descartar este problema y 
quizás conseguir lanzar el Xserver desde el framebuffer de nuestra tarjeta 
gráfica. 
 
7.3 Historial del sistema 
 
 Como habíamos comentado en la parte de diseño de nuestro sistema, 
era necesario un sistema para poder tener un seguimiento y un registro de 
este. 
 
 El kernel de Linux tiene una implementación para la herramienta SysLog, 
que se iniciaremos siempre al arranque de éste. 
 
 Para poder hacer la llamada a éste y en consecuencia poner operativo 
dicha herramienta que funcionara como demonio, tendremos que tener en la 




 Con todo esto nuestro sistema ya está listo para guardar el historial de 
sucesos de nuestro sistema. 
 
7.4 Herramientas del sistema 
 Tal como habíamos expuesto en el diseño del sistema, nuestro sistema 
estará dotado de una serie de herramientas, para que podamos trabajar sobre 
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él directamente y conseguir un mejor rendimiento de las aplicaciones finales 




 En nuestro sistema hemos creído apropiado dotarlo de compiladores, 
para poder generar las diferentes aplicaciones sin la necesidad de un 
compilador cruzado para nuestra arquitectura. 
 
 En nuestro sistema hemos creído conveniente a priori dotarlo ya del 
compilador gcc, ya residente en él y necesario para recompilar los diferentes 
kernels y también para generar las diferentes aplicaciones. 
 
 Los demás compiladores no han estado integrados en nuestro sistema 
en ésta primera versión, pero según diferentes artículos esto debería ser 




 Como ya habíamos comentado con anterioridad, también sería 
necesaria alguna herramienta desde la cual poder implementar y/o modificar 
fuentes y proyectos. 
 Para una primera versión operativa de nuestro entorno, hemos 
considerado que con un simple editor sería suficiente, además al no tener 
interfaz gráfica hasta el momento, dificultaba la operación. Por ello hemos 
creído que el editor Vi, ya incluido con nuestro Kernel de Linux, nos podría 
servir al menos para hacer pequeños cambios de una aplicación final desde la 
misma tarjeta que sería el producto final. 
 
 Así entonces en nuestra primera versión tendríamos ya un editor de 
textos para poder trabajar sobre él. 
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7.4.3 Herramientas de medida de rendimiento 
 
 Tal como habíamos decidido en el diseño inicial, creíamos conveniente 
dotar a nuestro sistema de diferentes herramientas, para ser capaces de medir 
el rendimiento y el uso de los recursos de nuestro sistema. 
 




Gprof es un profiler que recoge y organiza las estadísticas sobre un 
programa en concreto. Básicamente, se añade código al inicio y al final de cada 
función, tal que después sea posible recoger la información de cada una de 
ellas. 
 
Gprof es software libre con licencia GPL.  
 
Instalación 
Para poder instalar GProf en nuestra tarjeta debemos realizar las 
siguientes operaciones: 
 





Y ya tendremos la herramienta Gprof lista para funcionar. 
Ejemplo  
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Para poder usarlo se ha de compilar el código fuente con unos flags 
especiales, 
Si el programa estuviera escrito en c++, la línea de comando sería:  
 
>g++ -g -o test test.cpp 
Y seguidamente podríamos hacer: 
>gprof test 
 
Y podremos obtener una traza como la siguiente: 
 
Each sample counts as 0.01 seconds. 
  %   cumulative   self              self     total            
 time   seconds   seconds    calls  ms/call  ms/call  name     
 33.34      0.02     0.02     7208     0.00     0.00  open 
 16.67      0.03     0.01      244     0.04     0.12  offtime 
 16.67      0.04     0.01        8     1.25     1.25  memccpy 
 16.67      0.05     0.01        7     1.43     1.43  write 
 16.67      0.06     0.01                             mcount 
  0.00      0.06     0.00      236     0.00     0.00  tzset 
  0.00      0.06     0.00      192     0.00     0.00  tolower 
  0.00      0.06     0.00       47     0.00     0.00  strlen 
  0.00      0.06     0.00       45     0.00     0.00  strchr 
  0.00      0.06     0.00        1     0.00    50.00  main 
  0.00      0.06     0.00        1     0.00     0.00  memcpy 
  0.00      0.06     0.00        1     0.00    10.11  print 
  0.00      0.06     0.00        1     0.00     0.00  profil 
  0.00      0.06     0.00        1     0.00    50.00  report 
... 
 
Donde podemos analizar donde se gasta más tiempo de un recurso en 
concreto, para después poder hacer una posible mejor más eficiente. 
Un punto negativo para nuestro sistema de Gprof, es que no podemos ver por 
separa los dos núcleos, ya que nuestro sistema está dotado de esto sería 
interesante poder ver esos detalles. 




Además de todo ello, no podemos saber si nuestra CPU ha tardado más 
o menos en ejecutar cualquier aplicación ya que tampoco tiene en cuenta otros 




OProfile es un profiler para sistemas Linux, capaz de analizar todo 
programa en ejecución. OProfile es software libre, con licencia GPL de GNU.  




Para su instalación será necesito tener activados en la configuración del kernel 
las opciones de oprofile. 
Una vez estas están activadas es simplemente realizar: 
 
./configure && make && make install 
 
Ejemplo 
Un ejemplo de utilización de oprofile sería: 
>opcontrol –reset //resetea posibles valores anteriores  
>opcontrol –start //arranca el profiler 
> ejecutar código 
>opcontrol –shutdown  
>opreport -tl1  
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En este caso y a diferencia de GProf, si que podremos ver el trabajo 
realizado por cada CPU de unas llamas en concreto y también veremos todo el 
tiempo empleado a otras llamadas de sistema fuera de nuestra aplicación. Así 
podremos hacernos una idea más real de los diferentes motivos, por los cuales 





Valgrind es un conjunto de herramientas de Software Libre que ayuda en 
la depuración de problemas de memoria y rendimiento de programas.  
La herramienta más usada es Memcheck. Memcheck introduce código de 
instrumentación en el programa a depurar, lo que le permite realizar un 
seguimiento del uso de la memoria.  
Valgrind incluye además otras herramientas:  
Massif, mide el rendimiento del heap.  
Helgrind, herramienta de detección de condiciones en código multihilo.  
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El cual nos devolverá errores de variables no declaradas, entonces 
deberemos parchear el código fuente de Valgrind, con un parche llamado 
valgrind-software.patch. 
Aún con éste parche continúan apareciendo errores del mismo estilo al 
del parche, puesto que la versión del parche es anterior a la de valgrind. 
Entonces deberemos realizar la misma operación que hacia el parche, pero 
manualmente, sobre el resto de variables no declaradas. 
Una vez esto podemos repetir el comando 
Make && make install 
 
 Esta herramienta parece no ser totalmente compatible con nuestro 
microprocesador, ya que éste lanza excepciones de varias instrucciones que 
no conoce. 
 Por lo tanto no podremos incluir y probar correctamente Valgrind como 
herramienta en nuestro sistema. 
 
7.4.5 Open-mpi 
 Open-mpi no es una herramienta para medir el rendimiento de las 
aplicaciones ni del sistema, pero hemos creído conveniente probar la 
instalación de este en nuestro sistema, ya que resulta una API muy interesante, 
para aprovechar un sistema con varias unidades de procesamiento. 
 
Descripción 
Open MPI es un proyecto que combina las tecnologías y recursos de 
otros proyectos, tales como FT-MPI, LA-MPI, LAM/MPI i PACX-MPI, con el 
objetivo de ser la mejor librería de Message Parcing Interface (MPI). 
MPI se podría definir como un estándar que define la sintaxis y la semántica de 
las funciones contenidas en una librería de paso de mensajes diseñada para 
ser usada en programas que exploten la existencia de múltiples procesadores.  
 




La instalación de este paquete no ha llevado ningún problema, 
simplemente debemos ejecutar: 
 
./configure && make && make install 
 
Y ya tendremos el paquete open-mpi funcionando. 
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8 Certificación Safety 
 
8.1 Necesidad certificación safety  
Para según la finalidad que vaya a tener un sistema en concreto, éste 
debe dar unos índices de fiabilidad, según las consecuencias que pueda dar 
una posible situación anómala. 
Entonces para que unos sistemas puedan ser instalados para fines que pueden 
poner en riesgo la salud de las personas, por ejemplo, se necesita que ese 
sistema cumpla unos requisitos, que quedan más o menos fijados por unos 
estándares posteriormente explicados, los cuales deben seguir todo un proceso 
más o menos complicado. 
 
8.2 Objetivos del estudio 
Por un lado y como es evidente, este estudio será principalmente para 
plantear una primera hipótesis de si un Kernel de Linux puede ser certificable, y 
hasta que grado puede ser certificable. 
 
Por otro lado este estudio también proporcionará datos de cómo hay que 
enfocar la posible posterior certificación, y también podrá servir como un 
pequeño guión de los pasos a seguir. 
 
Por último a partir de este pequeño estudio, ya que el proceso de 
certificación normalmente es muy costoso, puede dar información de los 
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8.3 Certificación safety de un sistema basado en Linux 
8.3.1 Introducción 
A causa de las numerosas ventajas que puede aportar Linux sobre los 
sistemas empotrados se ha decidido hacer un primer informe de viabilidad a la 
hora para ver el coste y procesas a realizar para obtener una certificación 
safety en un núcleo de kernel. Estas ventajas y el estudio de viabilidad de su 
certificación serán expuestas en los puntos posteriores a este informe. 
 
8.3.2 Aspectos a tener en cuenta  del sistema operativo 
Los siguientes puntos, son algunos de los puntos que se ah de tener en 
cuenta para conseguir un Sistema Operativo robusto. 
 
Protección de memoria 
Cuando se ejecutan diferentes threads de las diferentes aplicaciones, 
alguno de ellos puede intencionalmente o no intencionalmente introducir 
errores en el código, los datos o la pila de otro thread. Con cualquier puntero 
mal inicializado es muy fácil provocar cualquier fallo de los anteriores, por ello 
se ha de tener en cuenta la protección de memoria cuando se intenta conseguir 
un sistema operativo safety. 
 
Fallo de tolerancia 
Siempre se ha de partir que todo código más o menos complejo siempre 
puede tener errores. A eso se le suma que cada vez las aplicaciones que se 
van creando pueden ser más complejas, con nuevas funcionalidades y esto a 
la vez hace que el número de posibles fallos en el sistema crezca. Entonces 
nuestro sistema operativo ha tenido que estar diseñado con un plan para fallos 
y utilizar técnicas de recuperación para situaciones no deseadas. Estas 
técnicas pueden ser varias, pero siempre dependerán de para que se usen 
éstas, ya que para situaciones diferentes son necesarias diferentes técnicas. 
Una de las maneras de tener esto controlado es tener un proceso  supervisor 
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en un espacio de memoria que pueda controlar todo, entonces en caso de error 




En los sistemas safety, una aplicación crítica no puede, a causa de un 
fallo u otras causas, quedarse sin recursos de memoria, ya que sus efectos 
podrían ser desastrosos. 
 
Tiempo 
El problema principal del dominio de tiempo, vendría dado 
principalmente en los sistemas operativos de tiempo real, que normalmente 
utilizan un scheduler basado en prioridades. En esta situación se puede dar 
que varios  threads tengan una idéntica prioridad, en cuyo caso estos se 
repartirán el tiempo de procesador. Entonces dada esta situación no se podrá 
dar una previsión de tiempo en la que finalizara dichos procesos. Esto puede 
ser un problema para las aplicaciones críticas del sistema, ya que no se podrá 
saber con exactitud cuando se podrá disponer de unos datos. 
 
8.3.3 Criterios safety de un sistema operativo 
Existen tres criterios básicos, los cuales cualquier sistema operativo ha 




Hay que tener un entendimiento preciso del comportamiento de los procesos 
en los aspectos relevantes del sistema. 
 
Criterio 2 
El comportamiento del sistema operativo debe adecuarse al las características 
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de la aplicación. 
Criterio 3 
El sistema operativo debe tener el índice de fallos lo suficientemente bajo para 
el buen funcionamiento de las aplicaciones. 
8.3.4 Enfoque 
El estudio de viabilidad de la certificación safety de un Sistema Operativo, en 
nuestro caso un Kernel de Linux, se basará concretamente en el propio kernel, 
los diferentes drivers imprescindibles y las APIs necesarias. 
Se descarta en este estudio del sistema X Windows, que añade la interfaz 
gráfica, que puede incluir el Kernel de Linux, puesto que principalmente éste 
funciona como una aplicación external al núcleo de Linux, entonces no es 
imprescindible que nuestro sistema la incluya y por otro lado éste ya ha sido 
muy utilizado por el sistema operativo Linux y además ya se ha utilizado en 
algunos sistemas safety. 
8.3.5 Evaluación preliminar de Linux con la metodología safety 
Para realizar la evaluación preliminar, se ha comparando las características de 
un Kernel de Linux frente a los 3 criterios anteriormente comentados. 
 
Contra criterio 1 
Los dominios de comprensión del comportamiento del sistema en general 
podrían dividirse en estas características de un sistema operativo: 
 
        Funcionalidad 
        Capacidad 
        Fallo en el comportamiento 
        Tolerancia a la sobrecarga 
        Fiabilidad 
        Precisión 
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Para la comprensión del funcionamiento y el comportamiento de nuestro 
sistema operativo sería buena la creación de un manual, donde expliquen 
todos estos comportamientos. 
Las implementaciones de Unix normalmente vienen con unos manuales que 
definen varios aspectos de las llamadas a sistema, de los comandos shell y la 
utilización de funciones o programas. Normalmente las páginas de este manual 
no son suficientemente precisas para el uso como manual en un sistema 
safety, pero éstas si pueden ser utilizadas como páginas de información. Por 
tanto ya tenemos un primer punto de partida, para la creación de ese manual. 
 
Otra fuente muy útil para la creación de un manual, para un sistema safety, del 
sistema operativo sería tomar también como referencia el proyecto "Linux 
Documentation Project", que lleva varios años en desarrollo. También podrían 
ser útiles referencias como libros de textos especializados, foros también 
especializados, mail-lists especializados, FAQs, howtos,... 
 
Para acabar de completar este manual, Linux parte con la ventaja de que es 
Open Source, entonces ese manual del que hablábamos puede acabar de 
completarse comprendiendo ese código. 
 
Los aspectos de tiempo y rendimiento que pueda dar nuestro sistema 
operativo, no solo dependerán de la calidad de éste, sino que se tendrá que 
tener en cuenta todo el sistema en el que este integrado, por lo tanto no se 
podrá hablar de ello en términos generales. 
Por otro lado, centrándonos en los drivers específicos de cada sistema, éstos 
deberán estar definidos con precisión, ya que trabajaran sobre un hardware 
muy concreto, que se ha de conocer su comportamiento y sin ello no podrán 
integrarse en el sistema de una forma segura. 
 
Por otro lado cuando hablamos de Linux, muchas veces también hemos de 
hablar de la API de POSIX, un estándar básico de los sistemas Unix en 
general, donde se definen la sintaxis y la semántica de llamadas a sistemas. 
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Entonces cuando estemos certificando el sistema operativo, el estándar POSIX 
será un punto relevante en el proceso, ya que influye directamente en las 
aplicaciones que se desarrollan bajo este entorno. 
 
Por tanto deberemos ser capaces de crear un manual donde al menos explique 
las funcionalidades, comportamientos,… de lo expuesto en este punto. 
 
 
Contra criterio 2 
En este punto se evalúa si Linux puede ser adecuado para las aplicaciones 
safety. Aplicaciones diferentes deben tener estudios diferentes sobre si utilizar 
el sistema operativo Linux es adecuado. 
 
Para cumplir este segundo criterio, hemos de tener en cuenta aspectos de 
nuestro sistema operativo tales como: 
 
Particionamiento 
El particionamiento es un mecanismo mediante el cual se es capaz de prevenir 
la propagación de un fallo. Así podemos encontraros delante de dos tipos de 
particionamiento: 
 El espacial, que previene que otro pueda alterar los datos o el software 
El temporal, que se asegura que reciba los servicios pertinentes, como 
podría ser tiempo de procesamiento. 
Los procesos de Linux vienen provistos de un mecanismo de partición, el cual 
separa las direcciones virtuales y un mecanismo de protección de recursos 
frente a diferentes procesos de usuarios. Esto es posible solo en los sistemas 
que tengan una unidad de manejo de memoria (MMU), en nuestro caso, 
nuestro sistema tiene el microprocesador 8572e, formado por dos núcleos 
e500v2 disponen de esta tecnología. 
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Omisión de funciones no utilizadas 
 Gracias a que Linux es software con el código abierto, podemos llegar a 
conseguir que a esas zonas, donde nunca se llegaría, pueda ser eliminado. 
 
Capacidad 
 Limitaciones de capacidad en la actualidad no tienen porque ser un 
problema en los sistemas safety, ya que en los sistemas actuales, la memoria 
es un recurso relativamente fácil de conseguir e implantar en los sistemas 
 
Solidez 
 Cuando hablamos de solidez de un sistema, podemos desglosarla en 
tres tipos, de manera que podríamos tener: 
  
En primer lugar la solidez del sistema operativo frente comportamientos 
inesperados del usuario, como respondería el sistema bajo esas situaciones 
anómalas. 
 Solidez frente a fallos de los dispositivos. 
 Solidez en fallos en las unidades de procesado. 
 Esos tres puntos se deberán tener en cuenta en el proceso de 
certificación. 
 
Tolerante a la sobrecarga 
Esto no debería llegar a situaciones inesperadas, ya que al final debería 
acabar de ejecutarse cualquier proceso. Como es lógico cuantos más procesos 
ejecutándose al mismo tiempo, más tiempo tardarán en ejecutarse todos o 
algunos, dependiendo de la política del scheduler. Además si conocemos a que 
va dedicado nuestro sistema, y esas situaciones se pueden dar siempre puede 
añadirse más hardware, para tratar de conseguir realizar más trabajo. 




Contra criterio 3 
Para cumplir este criterio 3, el sistema operativo deberá cumplir tres 
subcriterios: 
 
Se han de tener datos a experiencias previas con nuestro sistema operativo 
 
        Existe un proyecto llamado Linux Counter Project, en el cual están 
inscritas sobre unas 130000 personas y calculan diferentes estadísticas 
referentes a los usuarios de Linux. Nosotros nos centraremos en la media de 
días que una máquina con el sistema operativo Linux ha estado encendido sin 
necesidad de apagarse. Según este proyecto la cifra se situaría en los 73 días 
de media, el equivalente en horas serán un total de 1752 horas. 
        Se ha de tener en cuenta que estos datos pueden estar distorsionados por 
datos erróneos, ya que en el proyecto explican que puede existir valores mal 
calculados por incompatibilidades en su script con las diferentes arquitecturas 
de las máquinas o por el reseteo voluntario de la máquina, ya sea por 
mantenimiento o otras situaciones. Pero podemos tomar este dato como muy 
orientativo. 




En este caso existe un consorcio de los mayores vendedores de 
hardware que inició otro proyecto para el testeo del sistema operativo, llamado 
Linux Test Project (LTP). Esta suite de  tests incluye tests diferentes tipos de 
tests, como podrían ser tests de regresión, sanidad y tests de estrés del 
sistema, de resistencia, de rendimiento, de red o de sistemas de ficheros. En 
total este proyecto consta de unos 550 tests individuales. Entonces LTP 
debería ser una base para el testeo del sistema operativo. 
 




Este apartado trata de determinar las propiedades del sistema operativo, 
este análisis es bastante amplio pero entre ellos estarían los siguientes 
apartados: 
Análisis del diseño y del código fuente, para comprobar su validez 
Complejidad del código fuente  
Seguimiento de los estándares en la implementación de software crítico  
Análisis sobre el control y el flujo de datos  
Análisis semántico  
Detección de excepciones  
Análisis en la ejecución 
8.3.8 Configuración de Linux 
Para la configuración de nuestro Kernel de Linux, tenemos dos puntos 
básicos: 
 
Opciones de Kernel 
 El primero es que puedes recompilar el Kernel de Linux, con las 
opciones que más te convengan, de éste modo siempre podrás tener un Kernel 




 Como segunda opción, puedes configurar el Kernel, para que este 
permita la carga de módulos una vez éste a sido arrancado, de esta manera se 
pueden conseguir Kernels aún más pequeños y conseguir funcionalidades 
según se necesites simplemente cargando los módulos pertinentes. 
 
Análisis de fallos 
Tal como dice en los requisitos de sistema del Safety Regulation Group 
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(SGR), se ha de realizar un análisis de los posibles fallos en la interacción de la 
aplicación y el propio sistema operativo, para asegurarse que no aparecen 
nuevos fallos. 
Los grupos que el SGR a definido para las propiedades del software a 
analizar son las siguientes: 
 Facilidades en la ejecución y en el schudeling 
 Manejo de los recursos 
 Comunicación Interna 
 Comunicación Externa 
 Seguimiento en vivo 
 Particionado 
 Tiempo Real 
 Seguridad 





En la industria aeroespacial, el estándar ARINC 635, define un esquema 
del sistema operativo para poder ser integrados en sistemas safety, este 
esquema está explicado en el apartado conceptos previos, dentro de esta 
sección. Éste estándar es una buena base para realizar un software de calidad. 
En nuestro caso deberemos analizar si Linux cumple de una forma u otra ese 
esquema. 
 
A continuación analizaremos punto por punto si Linux puede realizar esas 
funciones y como 
 




Linux arranca todos los procesos, después de ser lanzado, ejecutando el script 
INIT, entonces éste puede estar controlado y probado directamente. 
 
Inicialización 
Linux introduce las llamadas a sistema y sus respectivos atributos. 
Entre ellos podemos listar los siguientes: 
Fork    bind 
sem_init    sched_setparam 
sem_open    sched_setscheduler 
…    … 
pthread_atfork   pthread_attr_setscope 
pthread_attr_init   pthread_attr_setstacksize 




En los sistemas empotrados, normalmente tiene implementado en hardware un 
watchdog, en el caso concreto de nuestro MPC8572ds también lo tiene. 
Por otro lado Linux nos puede proporcionar las siguientes llamadas a sistema: 
 
clock_settime   timer_delete 
clock_gettime   timer_settime 
clock_getres   timer_gettime 
timer_create    timer_getoverrun 
 
Particionado 
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Linux no tiene llamadas a sistemas específicas para el particionado, pero 




 Ya que como se ha expuesto anteriormente, Linux no tiene funciones 
propias para el particionado, tampoco tiene las funciones que facilitan el 
soporte a este tipo de comunicación. 
Por otro lado los threads al compartir el mismo espacio de memoria se puede 
comunicar entre ellos simplemente con direcciones de memoria, pero estas 
deberán ser controladas para evitar cualquier tipo de conflicto, estas serian 
algunas de ellas: 
 
pthread_mutex_lock   pthread_mutex_unlock 
pthread_mutex_trylock   pthread_mutexattr_getpshared 
 
Inter-partition Communication 
Linux permite el intercambio de datos entre diferentes particiones o 




alarm      sigprocmask 
kill      sigqueue 
pthread_kill     sigstop family 
pthread_sigmask    sigsuspend 
sigaction sigwait    family 
sigpending 
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pipes      sem_trywait 
named pipes    sem_wait) 
semaphores     mmap 




Este servicio permite a todos los procesos/threads pedir tiempo de 
procesado. Las llamadas que lo gestionan, serían: 
 
exec family      sleep 
wait family      select 
nanosleep      sched_getschedule 
pause      sched_rr_get_interval 
pthread_attr_getinheritedsched   sched_yield 
pthread_attr_getschedparam   pthread_mutex_setpriorityceiling 
pthread_getschedparam    pthread_mutex_getpriorityceiling 
sched_getparam     pthread_getspecific, pthread_once 
pthread_attr_getschedpolicy   pthread_self, pthread_mutexattr family 
pthread_attr_getscope    pthread_attr_getdetachedpolicy 
pthread_attr_getstacksize   pthread_attr_getdetached 
pthread_getstackaddr    sched_get_priority_max 
pthread_join      sched_get_priority_min 
pthread_testcancel     mutexes 
 
Processing 
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Esta función habla de los datos y las instrucciones procesadas por la 
CPU, un fallo en esta función provocará un fallo del sistema operativo. 
 
BITE y Health monitoring 
En el Kernel Básico de Linux se dan pocas facilidades sobre esta 
funcionalidad, una de ellas podrían ser las llamadas: 
 
pthread_attr_getdetachedstate   aio_error 
 
Close-down 
Tal como indica el nombre sería para finalizar los procesos, threads, etc. 
Las llamadas que Linux nos facilita para realizar esta funcionalidad serían: 
exit 
pthread_attr_destroy   sem_destroy 
pthread_key_delete   pthread_mutexattr_destroy 
pthread_detach    sem_unlink 
pthread_exit     munmap 
sem_close     shm_unlink 
 
Memory Management y data storage 
Preserva los datos, se asegura de la consistencia y coherencia de los 
datos,... Entonces las llamadas a sistema que nos proporciona Linux los 
podremos ordenar y listar de la siguiente manera: 
 
Llamadas a sistema: 
mlock   msync 
mlockall   munlock 
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mprotect   munlockall 
chdir    opendir 
closedir   readdir family 
getcwd   rewinddir 
mkdir    mdir 
 
File operations 
access    open 
chmod family   pathconf family 
chown    read 
close     rename 
create dup family   stat family 
fcntl     umask 
fsync family    unlink 
ftruncate    utime 




tcgetattr    tcsendbreak 
tcdrain    tcflush 
tcflow     tcgetgrp 
 
Asynchronous file operations 
aio_cancel    aio_fsync 
aio_return    aio_suspend 






getgid    geteuid 
getgid    getgroups 




No hay ninguna herramienta de configuración de Linux. 
 
8.3.9 Metodología para la certificación 
Una vez vistos los apartados anteriores, el proyecto de certificación 
debería seguir los siguientes puntos: 
1. Creación de una especificación sobre los diferentes 
comportamientos del sistema operativo.  
2. Creación de una suite de tests trazables para la especificación  
3. Ejecución de los tests y iniciar proceso de validación y corrección  
4. Inspección y análisis de código fuente  
5. Ejecución de todos los tests para ver todas las limitaciones del 
sistema operativo  
 
Entonces los documentos y objetos finales que debemos tener para su 
certificación será: 
• Un manual de certificación  
• Un documento donde esta la especificación del sistema operativo  
• La suite de tests  
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• Resultados de los tests y resumen de sus resultados  
• Documentos con el análisis de éstos últimos resultados  
• Documento de certificación, donde se identifica la configuración del 
hardware y del software y las conclusiones del proyecto de certificación  
 
Cada driver que se incluya posteriormente, provocará una recertificación de 
todo el software. 
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El objetivo de este apartado, es conocer el hardware, ya que muchas de 
las futuras placas podrían estar basados en ella, y la de poder generar un 
BSP22 para este hardware, a partir de otros BSP de referencia parecidos a 
éste. 
 
El resultado de ello, seria empezar a tener versiones más o menos funcionales 
de imágenes de VxWorks, que serán una referencia para futuros BSPs para 
hardware futuro 
9.2 Puesta en marcha de la tarjeta MPC8548PC con VxWorks 
9.2.1 Estudio de los posibles BSP de referencia 
Para empezar a poner en marcha la tarjeta antes mencionada, la 
primera decisión que debemos tomar, es escoger el BSP de referencia que 
más se adapte a nuestra tarjeta. 
 
En primer lugar, escogeremos de entre todos ellos, los que tienen un 









                                            
22
 En los sistemas empotrados, un BSP es una implementación específica de un sistema 
operativo para darle soporte a un hardware concreto.  
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Ahora pasaremos a concretar un poco más sobre cada BSP, para 
intentar decidir cual podría ser el más apropiado. 
 
ads8540 












256MB DDR SDRAM 
64MB LBC SDRAM 
 




Inicio Tamaño Final Recurso 
0x0000_0000 
 
256MB 0x0FFF_FFFF DDR SDRAM 
0x1000_0000 64MB 0x13FF_FFFF LBC SDRAM 
0xFE00_0000 1MB 0xFE0F_FFFF Configuration 
Control Registers 
0xFF00_0000 16MB 0xFFFF_FFFF Flash SIMM 
 
Figura 9-1 Mapa de memoria del BSP ads8540 
 
ads8544 
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El BSP soporta el siguiente hardware: 
 
MMU support, including 36-bit physical addressing (see the Makefile) 
Cache support 
L2 cache support 
L2 SRAM support 




on-chip 10/100/1000 TSEC 1 and 3 only 
on-chip programmable interrupt controller 
DDR SDRAM (up to 512 MB memory) 
Flash (16MB) 
Security Engine  - partial support only, SEC 2.0 features verified.  
   - See Wind River/Freescale support for latest drivers 
I2C controller - partial support only, single thread access 
Intel GEI 8254x 10/100/1000 gigabit controller 
PCI Express - note also known problems. 
 
 
Y tiene el siguiente mapa de memoria: 
 
Inicio Tamaño Final Recurso 
0x0000_0000 512 MB 0x1FFF_FFFF DDR SDRAM 
0x5000_0000 64 MB 0x53FF_FFFF PEX1 
Prefetchable 
Memory 
0x5400_0000 64 MB 0x57FF_FFFF PEX1 Non-
Prefetchable 
Memory 
0x5800_0000 64 MB 0x5BFF_FFFF PEX1 I/O 
0x6000_0000 64 MB 0x63FF_FFFF PEX2 





0x6400_0000 64 MB 0x67FF_FFFF PEX2 Non-
Prefetchable 
Memory 
0x6800_0000 64 MB 0x6BFF_FFFF PEX2 I/O 
0x8000_0000 64 MB 0x63FF_FFFF PEX3 
Prefetchable 
Memory 
0x8400_0000 64 MB 0x67FF_FFFF PEX3 Non-
Prefetchable 
Memory 
0x8800_0000 64 MB 0x6BFF_FFFF PEX3 I/O 
0x9000_0000 64 MB 0x63FF_FFFF PCI Prefetchable 
Memory 
0x9400_0000 64 MB 0x67FF_FFFF PCI Non-
Prefetchable 
Memory 
0x9800_0000 64 MB 0x6BFF_FFFF PCI I/O 
0xE000_0000 1 MB 0xFE0F_FFFF Configuration 
Control Registers 
0xF810_0000 1 MB 0xF81F_FFFF PIXIS 
0xFF80_0000 8 MB 0xFFFF_FFFF Flash 
 





 El BSP soporta el siguiente hardware: 
 
MMU support, including 36-bit physical addressing (see the Makefile) 
Cache support 
DESARROLLO DE UN SISTEMA BASADO EN MPC8572 Y LINUX 
 
 113
L2 cache support (pre-revsion 2 only) 
L2 SRAM support (pre-revsion 2 only) 




on-chip 10/100/1000 ETSEC 1,2,3,4(CDS_SYSTEM2 reqd for 3 & 4) 
on-chip programmable interrupt controller 
DDR SDRAM (up to 512 MB memory) 
Local bus SDRAM (up to 64 MB memory) 
Flash (about 16 MB) 
Local bus NVRAM (about 8 KB) 
Boot parameters on the NVRAM 
Security Engine - partial support only, SEC 2.0 features verified.  
   - See Wind River/Freescale support for latest drivers 
I2C controller - partial support only, single thread access 
PCI 1 host controller 
Intel 8254x 10/100/1000 gigabit controller 
Serial RapidIO - only point to point with another CDS8548. 
PCI Express - auto config not supported but an intel gei card tested  
          in the PCI Express slot manually configured in the BSP gei  
          configlette (CDS_SYSTEM2 reqd). 
 
Y tiene el siguiente mapa de memoria: 
 
Inicio Tamaño Final Recurso 
0x0000_0000 512 MB 0x1FFF_FFFF DDR SDRAM 
0x5000_0000 64 MB 0x53FF_FFFF PCI 1 Prefetchable 
Memory 
0x5400_0000 64 MB 0x57FF_FFFF PCI 1 Non-
Prefetchable 
Memory 
0x5800_0000 64 MB 0x5BFF_FFFF PCI 1 I/O 
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0x6000_0000 64 MB 0x63FF_FFFF PEX Prefetchable 
Memory 
0x6400_0000 64 MB 0x67FF_FFFF PEX Non-
Prefetchable 
Memory 
0x6800_0000 64 MB 0x6BFF_FFFF PEX I/O 
0xC000_0000 256 MB 0xCFFF_FFFF Serial RapidIO 
0xF700_0000 16 MB 0xF7FF_FFFF NVRAM/CADMUS 
0xF800_0000 64 MB 0xFBFF_FFFF LBC SDRAM 
0xE000_0000 1 MB 0xFE0F_FFFF Configuration 
Control Registers 
0xFF00_0000 8 MB 0xFF7F_FFFF Flash 2 
0xFF80_0000 8 MB 0xFFFF_FFFF Flash 1 
 




El BSP soporta el siguiente hardware: 
 
 




L2 Cache support. 
L2 SRAM support. 
Decrementer timer is used to implement a System Clock. 
Timestamp clock. 
MPC8560 10/100 FCC Ethernet Controller. 
MPC8540/MPC8560 10/100/100 TSEC Ethernet Controller. 
On-chip Programmable Interrupt Controller. 
DDR SDRAM (up to 512 MB Memory SODIMM). 
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Local bus SDRAM (up to 128 MB Memory SODIMM). 
FLASH (up to 64 MB SODIMM). 
FLASH 8MB on board, also used by bootrom. 
Saving boot parameters on the EEPROM when using vxWorks bootrom. 
 
 
Y tiene el siguiente mapa de memoria: 
 
Inicio Tamaño Recurso 
0x00000000          512 MB          DDR SDRAM SODIMM 
0x20000000           128 MB Local SDRAM SODIMM 
0x28000000            8KB          7-Segment Display 
0x28100000            8KB          User Switches 
0x28300000            8KB          Status Register 2 
0x28400000            8KB          Reset Control Register 
0x28500000            8KB          Wind Power Port 
0x28700000            8KB          DUART A COM1 
0x28800000            8KB          DUART B COM2 
0x28900000            8KB          Real Time Clock 
0x28B00000            8KB          8KB EEPROM 
0x7FFC0000 256 KB          L2SRAM 
0x80000000            8KB          ATM 
0xE0000000           64MB          User FLASH SODIMM 
0xE4000000           64MB          FLASH SODIMM 
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0xFE000000            1 MB          CCSR  
0xFF800000            8MB          On Board FLASH 
 
Figura 9-4 Mapa de memoria del BSP wrSbc8540 
 
wrSbc8548 












Y tiene el siguiente mapa de memoria: 
 
Inicio Tamaño Fin Recurso 
0x0000_0000 256MB 0x0FFF_FFFF DDR SDRAM 
0x5000_0000 64MB 0x53FF_FFFF PCI 1 Prefetchable 
Memory 
0x5400_0000 64MB 0x57FF_FFFF PCI 1 Non-
Prefetchable 
Memory 
0x5800_0000 64MB 0x5BFF_FFFF PCI 1 IO 
0x6000_0000 64MB 0x63FF_FFFF PCI Express 
Prefetchable 
Memory 
0x6400_0000 64MB 0x67FF_FFFF PCI Express Non-





0x6800_0000 64MB 0x6BFF_FFFF PCI Express IO 
0xF8B0_0000 16MB 0xF7FF_FFFF NVRAM/CADMUS 
0xF000_0000 64MB 0xFBFF_FFFF LBC SDRAM 
0xE000_0000 1MB 0xFE0F_FFFF Configuration 
Control Registers 
0xD000_0000 64MB 0xD3FF_FFFF SODIMM Flash 
0xFF80_0000 8MB   0xFFFF_FFFF On-Board Flash 
 
Figura 9-5 Mapa de memoria del BSP wrSbc8548 
9.2.2 Análisis 
Una vez vista las principales características del hardware que es capaz 
de soportar podríamos empezar a descartar alguno de los BSPs de referencia 
dados 
 
El BSP ads8540, no tiene soporte para las librerías matemáticas de 
soporte hardware para las operaciones de coma flotante, por lo que aunque 
pueda ser después adecuado, ya lo podríamos descartar. 
 
Sin embargo el BSP ads8544, si tiene ese soporte, además el hardware 
que es capaz de soportar se adapta bastante al de nuestra tarjeta, 
posiblemente le limitaría aspectos como la de no incluir Rapid I/O y no incluir el 
controlador de GigaEthernet integrado, pero podría ser un candidato. Otro 
aspecto sería que el microprocesador no es exactamente el mismo que el de 
nuestra tarjeta, pero al ser de la misma familia podría ser igualmente válido. 
 
Por otro lado el BSP cds8548, parece hasta el momento el más 
adecuado, a priori parece que soporte todo el hardware de nuestra tarjeta, con 
algunas limitaciones, al no admitir por ejemplo toda la memoria que podría 
tener,… De momento el candidato más serio. 
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Después tenemos otros BSPs, los cuales parecen específicos de placas 
de windriver, el primero es el wrSbc8540, que no soporta PCI-Express, 
elemento fundamental para nuestra tarjeta, ya que en el futuro se podrían 
comunicar varias tarjetas mediante el puerto XMC por interfaz PCI-Express, a 
parte de no tener otros de los elementos. 
 
También existe el BSP wrSbc8548, más concreto para nuestro 
microprocesador, el cual si tiene interfaz PCI-Express al contrario de la último 
versión mencionada, no tiene todos los elementos necesario, como podría ser 
el Rapid I/O, pero sin embargo si tiene soporte para GigaEthernet, podría ser el 
tercer candidato. 
 
En resumen, tendremos tres posibles candidatos, donde el cds8548 
parecería el más adecuado, ya que es el que parece que coincida más con el 
hardware de nuestra tarjeta. Después en un segundo plano tendremos los 
BSPs ads8544 donde el principal inconveniente es el modelo de 
microprocesador y el wrSbc8548, que parece también adaptarse bastante bien 
a lo que nosotros necesitamos. 
 
9.2.3 Compilación del proyecto a partir del BSP CDS8548 
Entonces llegaría el momento de crear los dos tipos de proyecto a partir 
del BSP que hemos considerado como mejor opción, así pues crearíamos tanto 
el proyecto de BootLoader como el de Imagen de VxWorks, ambos casos con 
el compilador e500v2diab y en concreto para el BootLoader escogeremos 
como formato de salido, el tipo de fichero binario y comprimido, ya que es el 
que indica el documentación del BSP. 
 
A partir de aquí, y asumiendo que el BSP debería ser operativo ya para 
esa tarjeta, ya que WindRiver lo proporción para esa tarjeta, nos dispondremos 
a compilar ambos proyectos, tal y como se ha explicado en puntos anteriores 
de los cuales saldrían por un lado del proyecto de BootLoader un fichero 
llamado “bootrom.bin” que seria el que deberemos programar en flash y del 
proyecto de imagen de VxWorks al compilarlo, este nos generar un fichero 
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llamado VxWorks, que será ya la imagen del sistema operativo que podremos 
arrancar de diferentes maneras, vía tftp, flash,… 
 
Ahora tendremos ya las dos imágenes listas para preparar el arranque 
de la tarjeta. 
9.2.4 Proceso de arranque de la tarjeta con VxWorks 
 
Como hemos podido ver en apartados anteriores, a partir de un BSP, 
podemos crear por un lado el Boot Loader y por otro lado la imagen de 
VxWorks, el sistema operativo. 
 
Entonces para poder arrancar la tarjeta en el caso de que todo primero 
deberemos grabar en flash el BootLoader. Tal como explican en la 
especificación del BSP, éste debe de ser programado en el último MegaByte 
del banco de memoria Flash, eso corresponde a la dirección de memoria 
0xFFF0 0000. 
 
Abriremos la aplicación CodeWarrior, ya explicada en la sección de 
desarrollo de la investigación basada en Linux. Y nos disponemos a grabarla 
como hubiéramos hecho con U-Boot, pero esta vez en la dirección ahora dicha. 
 
Una vez grabado con éxito el BootLoader en la dirección especificada, la 
tarjeta debería estar lista para el arranca de éste. 
9.2.5 Problemas 
 
Una vez hecho todo esto la tarjeta no consigue arrancar correctamente, 
el sistema no muestra nada por puerto serie, así que primero expondremos los 
problemas que ha podido dar el BSP y en seguidamente algunas de las 
estrategias que se estaban tomando debido a ello. 
 
Problemas de compilación del BSP 
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Una vez creado el proyecto basado en el BSP cds8548, no se lograba 




Figura 9-6 Errores de compilación WorkBench 
 
El tipo de warnings y errores que mostraba eran de ausencia de 
métodos, alguno de ellos bastante esenciales de librerías matemáticas, 
entonces podíamos pensar que fueran problema de include’s o problemas del 
compilador. 
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Mientras esperábamos, el nuevo software de WorkBench, se analizo el 
árbol de dependencias que generaba este proyecto y aparentemente estaba 
correcto, así que a priori podíamos descartar que fuese ese el error. 
Una vez llegado el nuevo software desde WindRiver, pudimos compilar el 
proyecto sin ningún tipo de problema y generar las respectivas imágenes, que 
con anterioridad hemos expuesto. 
 
 
Problemas de arranque del sistema 
 
 Se realizó el proceso anteriormente expuesto, y por cable serie no se 
apreciaba ninguna respuesta al encender la placa. 
 Entonces se examinó el fichero “target.ref” incluido en las fuentes 
disponibles del bsp cds8548 y en cual explicaba una secuencia de pasos, al 
generar las imágenes que se debían hacer con un Plugin adicional para 
WorkBench, el cual aún lo disponemos. 
 Entonces ahroa estamos en fase de espera del entorno de trabajo para 








10 Conclusiones  
En este apartado trataremos de resumir los logros conseguidos, desde 
punto de vista del problema expuesto al principio. 
 
 La solución a nuestro problema inicial era la creación de un sistema, con 
un hardware ya concretado, donde teníamos que integrar un sistema operativo 
sobre él y equiparlo con un entorno que satisficiera los requisitos planteados 
por la empresa. 
 
 Podemos dividir el trabajo realizado en diferentes secciones, para tratar 
de sacar conclusiones mas concretas de las diferentes etapas del proyecto. 
 
 En primer lugar hablaremos de la puesta en marcha del sistema, como 
puesta en marcha entendemos que es que el hardware es capaz de lanzar el 
boot loader, en este caso U-Boot y éste segundo lanzar a su vez el kernel de 
Linux. Como hemos podido observar durante el desarrollo del proyecto, hemos 
logrado crear las respectivas imágenes del software, grabarlas con éxito y 
arrancar el sistema operativo. Entonces podríamos dar como satisfactorio éste 
primer tramo de proyecto. 
 
 En segundo lugar hablaremos de la preparación del entorno para la 
comunicación una vez tengamos arrancado el sistema. Como podemos 
recordar, en nuestro entorno queríamos tener una comunicación entre otras 
máquinas y también conseguir una comunicación tarjeta-persona. La primera 
de ellas a sido lograda con éxito, ya que hemos podido experimentar y trabajar 
con ellas una vez preparadas sin ningún tipo de problema, pero por otro lado la 
segunda, la que trataba de arrancar el Xserver desde el framebuffer de la 
tarjeta, no hemos sido capaces hasta el momento, por problemas antes 
expuesto. Esto quedará como líneas futuras de investigación como podremos 
ver en el siguiente punto. 




 En tercer lugar hablamos de la opción de lograr un sistema que nos cree 
un historial de los eventos de nuestro sistema, para una posible mejora 
posterior de nuestro sistema,… Esto ha sido logrado con éxito, ya que el propio 
Kernel de Linux ya nos proporcionaba la herramienta adecuada. 
 
 En cuarto lugar, la preparación del entorno, para poder desarrollar y 
mejorar las aplicaciones finales destinadas a ser lanzadas desde nuestro 
sistema. En este grupo estaban incluidos los compiladores, editores y 
herramientas de medida del rendimiento de las aplicaciones. Como hemos 
podido observar la parte de compiladores, solo nos hemos quedado con el ya 
incluido gcc, puesto que a priori solo necesitábamos ese, pero también es 
conocido que no debería haber problema para hacer funcionar otros que 
hemos comentado durante el desarrollo del proyecto. En la parte de editores, al 
no tener interfaz gráfica, decidimos utilizar el edito Vi, ya incluido en el Kernel 
de Linux así tendríamos posibilidad de editar o crear diferentes ficheros. Por 
último las herramientas de medida de rendimiento, han sido satisfactorias, 
excepto con la de Valgrind, en la cual existen incompatibilidades con algunas 
de las instrucciones que ejecuta nuestro microprocesador. Así podemos 
considerar como bastante satisfactorio esta fase del proyecto. 
 
 Hasta aquí tendríamos un sistema basado con la tarjeta MPC8572DS y 
el Kernel de Linux lanzado, con una configuración en la cual se podría trabajar 
desde otra maquina conectado a él. 
 
Una vez llegados a este punto, después de ver las características de 
Linux que pueden favorecer dicha certificación, los diferentes proyectos que 
aportan datos estadísticos fiables, suites de tests ya existentes podemos llegar 
a las siguientes conclusiones iniciales. 
 
Analizaremos primero los aspectos generales que debe tener, y con que 
grado se podrían conseguir todos ellos: 




 Sobre la creación de una especificación sobre los diferentes 
comportamientos del sistema operativo, hemos hablado de la ayuda que 
proporciona ya Linux y el un proyecto sobre documentación de éste. Puesto 
que a parte de estas iniciativas también tenemos el código fuente, se podría 
lograr una especificación más o menos exacta sobre el comportamiento, al 
menos de los aspectos donde más incida nuestro sistema.  
 
 Sobre la creación de una suite de tests trazables para la especificación y 
su ejecución, también hemos hablado de otro proyecto sobre el testeo de 
Linux, también es un aspecto que se puede conseguir, se debería ver que 
partes requiere el sistema donde quiere implantarse, y centrarse sobretodo en 
eso, ya que su elaboración podría extenderse mucho. 
 
Una vez expuesto todo esto y partiendo de un Kernel de Linux, libre de 
ninguna modificación y mínimo o vanilla, podemos decir que es viable 
conseguir una certificación SIL 1 o incluso SIL 2, dependiendo éste también del 
resto del sistema donde se integre éste, puesto que los objetivos que se han de 
lograr son asumibles y conseguir una fiabilidad más o menos estable. 
 
Hablar ya de por ejemplo llega a la certificación en grado SIL 3, quizás 
sea alcanzable, pero seguramente no rentable, ya que el esfuerzo que este 
grado de certificación implica en tiempo y dinero, pueden dar sus frutos en un 
futuro relativamente lejano, es muy complicado probar esos ratios de error 
notablemente bajos, y explicar con tanta exactitud todos los comportamientos 
en muchas situaciones del sistema operativo. 
Y por último, hablando del grado de certificación SIL 4, el grado máximo, 
sería en la actualidad probablemente inviable y quizás no alcanzable, aún sería 
menos rentable que el SIL 3, como es evidente, en el caso de que se lograra 
llegar a él. Por lo tanto la posibilidad de alcanzar un sistema SIL 4, no se 
plantearía. 
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A parte de esto acabado de decir, para cualquier aplicación que quiera 
funcionar bajo nuestro sistema operativo, se ha de demostrar previamente que 
Linux se adecua a éste tal y como nos dice el criterio 2 antes expuesto, que en 
cualquier situación de fallo de esta aplicación, nuestro sistema operativo sea 
capaz de tratarla, como hemos explicado también en uno de los requisitos 
antes expuesto. Y que sobretodo un fallo en la aplicación de éste no suponga 
un fallo de grado mayor a la del sistema, ya que sino deberíamos diseñar más 
contramedidas para solventar éste. 
 
En conclusión es viable alcanzar el SIL 1 de certificación safety, siempre 
reduciendo el Kernel al mínimo posible, sino el proceso sería exponencialmente 
más costoso, incluyendo las APIs y drivers imprescindibles, por la misma 
razón. 
 
 Por último hemos intentado poner en marcha la tarjeta de bajas 
prestaciones MPC9548PC, con el sistema operativo hasta ahora utilizado para 
sistemas en tiempo real VxWorks. El resultado por motivos, de no disponer del 
material necesario para su integración no ha sido posible, pero en poco tiempo 
parece que podrá estar operativo. Valoramos positivamente la investigación 
sobre éste, ya que se ha estudiado la estructura de este sistema operativo, y el 
proceso de arranque de éste, llegando a la conclusión de que faltaban 
componentes para su integración. 
 
 Como conclusión general de todos los puntos anteriores, podemos 
considerar que hemos logrado un sistema que puede ser operativo y sobre el 
cual pueden ser lanzadas aplicaciones finales. Éste esta más o menos 
preparado para el desarrollo de proyectos sobre él mismo, lo que podría 
agilizar aspectos de la creación, éste aspecto aún debería estar más 
perfeccionado en entornos futuros. También hemos podido ver que es posible 
conseguir que nuestro sistema operativo pueda ser utilizado para fines con 
necesidad de una certificación safety, ya que éste dedicándole los recursos 
necesarios debería poder ser certificado. Por último la integración de VxWorks 
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sobre el nuevo hardware no ha sido exitosa, pero no por su incompatibilidad, 
sino por falta de herramientas que nos ha de proporcionar la propia empresa 
que distribuye los BSPs del sistema operativo. 
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11 Líneas futuras de investigación 
 Después de la finalización del proyecto y haber realizado las 
conclusiones, este proyecto no quedará estanco sino que se seguirá trabajando 
sobre él. 
 
 Dentro de las líneas futuras de investigación se han considerado las 
siguientes: 
 
 Primero una mejor del entorno de desarrollo nativo en la propia tarjeta, 
con esto queremos incluir un entorno de edición y debug, como bien podría ser 
una buena opción el IDE Eclipse. A todo ello también se debería ampliar el 
número de compiladores nativos sobre la tarjeta, ya que así se podría abrir el 
abanico de posibilidades, abriéndose a diferentes tipos de soluciones sobre los 
problemas que se puedan plantear. 
 
 Por otro lado, se debe conseguir un entorno gráfico sobre esta tarjeta, 
como ya se había comentado durante el desarrollo del proyecto, ya había gente 
trabajando sobre el problema de los diferentes Endians con la AtomBios, por 
ello, esto debería poder realizarse o al menos progresar en la investigación y 
conseguir un resultado satisfactorio. 
 
 Hablando del sistema operativo VxWorks, éste una vez tengamos todo el 
material, debería sin muchos problemas poder implementarse en este nuevo 
hardware, así que es un punto más a desarrollar en un futuro inmediato. 
 
 Todo lo desarrollado sobre éste hardware en un futuro tampoco muy 
lejano, se debe poder exportar a un nuevo hardware de Indra, basado en los 
mismos microprocesadores y un hardware más o menos parecido. 
 
Así pues podemos observar que la continuidad de éste proyecto es una 
realidad. 
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 Aplicación lista para entregar al cliente. 
 
Tarjeta 
 Hardware normalmente dotado de un microprocesador e interfaces de 
entrada y salida, sobre el cual trabajará el software que desarrollemos. 
 
Desarrollador 
 Persona cualificada para desarrollar software o hardware. 
 
Cliente 
 Persona que compra las aplicaciones finales desarrolladas. 
 
Proyecto 
 Proyecto Final de Máster 









El llamado embedded Linux, es un kernel de Linux, preparado para funcionar 
en sistemas empotrados. 
Como los sistemas empotrados pueden tener hardware diferente, ese kernel no 
podrá ser como uno convencional, pero si muy parecido. 
 
Estructura 
Normalmente está formado por: 
Bootloader 
 
 Son utilizados para inicializar la tarjeta. 
 Proporciona un primer mecanismo para la interacción con la tarjeta. 
 Proporciona un mecanismo para arrancar el kernel 
 Este está configurado y compilado para la arquitectura en concreto 
 







Continúa con la inicialización de la tarjeta 
Proporciona una interacción con los dispositivos 





 Implementa los drivers 
 Proporciona más funcionalidades al Kernel 
Reside en el sistema de ficheros y puede ser cargado y descargado del 




 Está protegida por la MMU 
 Las aplicaciones residen en éste. 
 Hay diferentes tipos de file system como: 
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  NFS 
  RAM 
  Flash 
  … 
 
Sistema de ficheros 
El sistema de ficheros de un Linux empotrado es muy similar al de una 
distribución de Linux convencional. 
 






























Normalmente los siguientes directorios son temporales, ya que están 
mapeadas en memoria RAM, pero en el caso de nuestra tarjeta,  también es 






Introducción a uCLinux 
La mayoría de los sistemas empotrados utilizan uCLinux, ya que la gran 
mayoría no disponen de MMU y por lo tanto no tendrían protección de 
memoria. 
 
La función principal de uCLinux es la de proporcionar sin MMU esa protección 
de memoria. También es importante que tenga una versión del glibc más 
reducida, por lo que le hace más adecuado en estos sistemas. 
 
En nuestro caso, nuestro microprocesador dispone de MMU, entonces no es 
necesaria la utilización de éste. 








Linux Target Image Builder (LTIB) es una herramienta con el propósito de crear 
imágenes para diferentes tarjetas.  
LTIB fue creado por Freescale con la licencia GNU: 
 
LTIB es simplemente una herramienta que engloba varios elementos básicos e 
imprescindibles. 
1. Compilador cruzado, adecuado a la arquitectura del hardware destino 
2. Las Fuentes del boot loader 
3. Las fuentes del kernel 
4. La configuración del Kernel 
5. Un fichero de configuración de LTIB... (main.lkc) 
6. Un fichero de configuración del BSP  (defconfig) 
 
LTIB actualmente solo es operativo en sistemas operativos Linux,  es 
totalmente compatible con la arquitectura x86 y solo con algunas distribuciones 




Con la instrucción  /ltib –help podemos observar las diferentes operaciones de 
que es capaz LTIB, en la siguiente ilustración quedan enumeradas: 





Ahora  podremos ver el funcionamiento de alguna s de las operaciones 
utilizadas en la creación de nuestras imágenes. 
./ltib –configure 
El cual nos permite modificaran las opciones de configuración de LTIB. En 
éstas se incluirán tales como las diferentes plataformas donde puede ir dirigido, 
el compilador a utilizar, el kernel de Linux que queramos con sus 
correspondientes parches. 
 
DESARROLLO DE UN SISTEMA BASADO EN MPC8572 Y LINUX 
 
 138
Una vez escogido esto entraremos en la configuración del Kernel de Linux, 




Este se ejecutará cuando queramos crear o actualizar con las nuevas 




Está opción es para forzar que recompile todos los paquetes. 
 
Al generar la salida con LTIB, podrás obtener los elementos:  
 
rootfs/     directorio, la raíz del file system 
 
rootfs/boot/uImage   kernel image, que posteriormente podrá ser  
cargado con U-Boot 
 
rootfs.ext2.gz.uboot   ramdisk image que podrá ser cargado desde  
U-Boot 
 
rootfs.ext2.gz    gzipped ramdisk image 
 
rootfs/boot/u-boot.bin   U-Boot binary image que puede ser  
programada en el banco de memoria flash. 








Las que usamos en nuestro sistema son las siguientes: 
u-boot.bin   Será nuestro bootloader 
mpc8572ds.dtb Fichero de descripción del hardware básico de 
nuestro sistema 
uImage Nuestra imagen del Kernel de Linux, que será 
iniciado desde u-boot. 
Rootfs/ Nuestro directorio raíz 
 
 
Entonces gracias a esta herramienta se puede conseguir de una forma sencilla 





Para que u n código pueda funcionar en otras plataformas, éstos normalmente 
requieren unas pequeñas modificaciones en el código, entonces para poder 
crear las imágenes correctas para este sistema, es práctico poder tenerlas 
automatizadas. 
Entonces LTIB tiene la siguiente opción: 
./ltib –p <pkg> -m patchmerge 
 
El cual primero creará un fichero llamado name.patch y modificará 
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El nombre el name.spec para que luego pueda ser configurado 
automáticamente. 
De esta manera seremos capaces de crear los diferentes BSPs para los 
diferentes sistemas 
 




Universal Bootloader  
 
¿Qué es U-Boot?  
El Universal Bootloader (U-Boot) es un boot loader para diferentes 
arquitecturas, entre ellas estarían el PowerPC, x86, ...  
Es software gratuito bajo licencia GNU.  
 
¿Para qué lo usamos?  
En nuestro caso, tenemos una microprocesador MPC8572 de Freescale, con 
dual core e500v2 (PowerPC 32bit), en el cual necesitamos arrancar un kernel 
de Linux para esta máquina.  
 
Entonces una de las opciones que se podían manejar era la de U-Boot, ya que 
puede trabajar en arquitectura PowerPC y a la vez es software gratuito.  
 
¿Cómo utilizaremos U-Boot?  
Lo primero que tenemos que conseguir es el código fuente de U-Boot esto lo 
podremos conseguir en ftp://ftp.denx.de/pub/u-boot/ donde podemos ver los 
diferentes releases de este.  
En nuestro caso hemos empezado con la versión 1.3.2-rc2 que es la que nos 
recomendaba Freescale, pero posteriormente lo hemos probado también con la 
versión 2008.10-rc1.  
Una vez obtenido el código fuente, pasaremos a compilarlo, en nuestro caso 
como ya disponíamos de otra máquina con arquitectura PowerPC lo hemos 
podido compilar directamente sin ningún tipo de problema, en caso de no 
disponer se podría hacer a través de compiladores cruzados para la 
arquitectura del target.  
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Una vez compilado obtendremos un archivo binario nombrado “u-boot.bin”, el 
cual será el que posteriormente programáramos en la flash del target.  
 
Comandos básicos de U-Boot  
 
Los comandos de U-Boot pueden cambiar dependiendo las versiones, en 
nuestro caso tendremos la siguiente lista de comandos:  
 
? - alias for 'help'  
as - assemble memory  
autoscr - run script from memory  
base - print or set address offset  
bdinfo - print Board Info structure  
boot - boot default, i.e., run 'bootcmd'  
bootd - boot default, i.e., run 'bootcmd'  
bootm - boot application image from memory  
bootp - boot image via network using BootP/TFTP protocol  
break - set or clear a breakpoint  
cmp - memory compare  
coninfo - print console devices and information  
continue- continue from a breakpoint  
cp - memory copy  
crc32 - checksum calculation  
diswd - Disable watchdog timer  
ds - disassemble memory  
echo - echo args to console  
erase - erase FLASH memory  
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exit - exit script  
ext2load- load binary file from a Ext2 filesystem  
ext2ls - list files in a directory (default /)  
flinfo - print FLASH memory information  
go - start application at address 'addr'  
help - print online help  
icrc32 - checksum calculation  
iloop - infinite loop on address range  
imd - i2c memory display  
iminfo - print header information for application image  
imls - list all images found in flash  
imm - i2c memory modify (auto-incrementing)  
imw - memory write (fill)  
inm - memory modify (constant address)  
iprobe - probe to discover valid I2C chip addresses  
itest - return true/false on integer compare  
loadb - load binary file over serial line (kermit mode)  
loads - load S-Record file over serial line  
loady - load binary file over serial line (ymodem mode)  
loop - infinite loop on address range  
md - memory display  
mii - MII utility commands  
mm - memory modify (auto-incrementing)  
mtest - simple RAM test  
mw - memory write (fill)  
next - single step execution, stepping over subroutines.  
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nfs - boot image via network using NFS protocol  
nm - memory modify (constant address)  
pci - list and access PCI Configuration Space  
ping - send ICMP ECHO_REQUEST to network host  
pixis_reset - Reset the board using the FPGA sequencer  
printenv- print environment variables  
protect - enable or disable FLASH write protection  
rarpboot- boot image via network using RARP/TFTP protocol  
rdump - Show registers.  
reset - Perform RESET of the CPU  
run - run commands in an environment variable  
saveenv - save environment variables to persistent storage  
scsi - SCSI sub-system  
scsiboot- boot from SCSI device  
setenv - set environment variables  
sleep - delay execution for some time  
step - single step execution.  
test - minimal test like /bin/sh  
tftpboot- boot image via network using TFTP protocol  
version - print monitor version  
where - Print the running stack.  
 
A continuación explicare los comandos que más he utilizado:  
help  
sin parámetros: muestra la lista de comandos  
[comando]: muestra ayuda sobre el comando  




run var [...]  
Ejecuta la variable de la variable de entorno var.  
 
bootm [addr [arg ...]]  
Arranca el boot application que empieza en esa dirección  
 
ext2ls <interface> <dev[:part]> [directory]  
lista los archivos del “dev” de la interfaz “interface” del directorio “directory”  
 
ext2load <interface> <dev[:part]> [addr] [filename] [bytes]  
carga un fichero binario con nombre “filename” del “dev” de la interfaz 
“interface” a la dirección “addr” del sistema de ficheros ext2.  
 
printenv  
Muestra las variables de entorno  
 
setenv name  
Sin parámetro, borra la variable de entorno name  
Con parámetro, Modifica la variable de entorno “var”  
saveenv  
Graba permanentemente las variables de entorno.  






¿Qué es dispositivo Tree? 
 
El dispositivo tree es una estructura que representa un árbol, donde cada 
elemento como mucho puede tener un padre y nodos que tiene un nombre que 
los identifica y una lista con sus respectivos datos. 
 
Entonces cada nodo será un elemento hardware del sistema, en este no hará 
falta especificar cada dispositivo, por ejemplo no es necesario describir cada 
dispositivo conectada a los buses PCI, pero si decir de cuantos buses PCI 
disponemos o bridges,… 
 
¿Por qué el uso de dispositivo Tree? 
 
Con la creación de los dispositivo tree, es posible reducir los problemas de 
direcciones con el hardware, ya que estos quedan determinados en este 
fichero estructurado. 
dispositivo Tree es una forma clara y flexible de representar los diferentes 
dispositivos que formaran para del sistemas. 
Además tiene la ventaja que puedes hacer invisible hardware existente. 
 
Ventajas y desventajas de usar dispositivo Tree 
 
Ventajas 
Descripción formal y clara del hardware 
Ahora un mismo kernel puede ser multiplataforma 
Provoca un menor dependencia del código fuente con el hardware 
 
Desventajas 
El Kernel normalmente es más grande 
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El tiempo de arranque es sensiblemente mayor 
 
dispositivo Tree Source, Compiler, Bindings 
 
Existen tres elementos que intervienen en la creación de este dispositivo tree, 
el dispositivo tree source, es el código fuente donde se programa la estructura 
de árbol de nuestra tarjeta. El dispositivo tree compiler, es el compilador que 
reconoce un árbol y genera el dispositivo tree source, que será el objeto final a 




Y la sintaxis para generar el fichero DTB sería la siguiente: 
 
Dtc –I dts –O dtb path/fichero.dts > fichero.dtb 







Code Warrior es un entorno de desarrollo integrado (IDE), para sistemas 
Windows, Linux, Solaris y sistemas empotrados, que ha sido desarrollado y 
comercializado por Freescale. 
 
En nuestro caso hemos utilizado CodeWarrior  IDE solo para programar la flash 
de nuestra tarjeta, pero éste también da soporte en la depuración de Kernel’s, 
módulos o simples aplicaciones. 
Instalación 
Para poder utilizarlo primer tendremos que instalar el software CodeWarrior 
IDE, eligiendo el compilador GNU que utilizáremos o cualquier del que 
dispongamos y sea adecuado para la arquitectura de nuestra tarjeta 
. 
 






Una vez instalado el software también debemos conocer como establecer la 
comunicación entre nuestra máquina de trabajo y la tarjeta, entonces 
CodeWarrior proporciona lo denominado “CodeWarrior USB TAP”. 
 
 
Como hemos podido observar, éste tendrá un extremo, un cable USB que irá 
conectado a la máquina desde la cual trabajaremos y en el otro extremo una 
conexión JTAG, la cual nos permitirá comunicarnos con las diferentes zonas de 
memoria. 
 
Hemos de tener cuidado cuando queremos conectar el JTAG, éste debe estar 
conectado de manera que coincida el lado de la línea pintada en rojo del cable, 
con el lado donde este el primer PIN del JTAG de la tarjeta, en caso contrario 
podríamos dañar la tarjeta. 
 
 
Entonces una vez conectado todo quedaría de esta manera: 
 




También hemos de tener en cuenta que para conectar y desconectar el JTAG, 
deberemos tener la tarjeta apagada y para poder trabajar sobre ella, ésta 
siempre ha de estar encendida. 
 
 
SI ha estado bien conectado deberíamos ver el Led de “Transmit/Receive en 
verde y el Led de Run/Pause o apagado o en rojo mientras no ejecutamos 
ninguna operación desde CodeWarrior IDE. 
En el caso de que el Led de “Transmit/Receive” esté en rojo, querrá decir que 
nuestro USB TAP no ha estado bien configurado, ya sea porque los drivers no 
han sido instalados, problemas hardware,… 
Una vez se estén transmitiendo datos a través de nuestro USB TAP, el Led de 
Transmit/Receive empezará a parpadear en color naranja. 
 
Herramientas utilizadas de CodeWarrior 
 







Esta herramienta será la que nos servirá para programar en flash. 
Dentro de esta herramienta, encontramos diferentes pestañas. 
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La primera es la de “target configuration”, la cual nos permite, especificar con 
que tarjeta nos vamos a comunicar, normalmente junto al hardware vienen 
diferentes ficheros de configuración que nos facilitará el proceso de 




Una vez configurado, podemos pasar a la parte de flash configuration, si antes 
hemos utilizado ya una configuración adecuada para la tarjeta, aquí se nos 
habrá configurado la flash adecuado, en caso contrario deberemos informarnos 
sobre que flash queremos trabajar y seleccionar los parámetro correctos. 
 





Si todo ha ido bien, tendremos la herramienta flash programmer lista para 
trabajar sobre nuestra tarjeta. 
 
Ahora esta herramienta nos puede proporcionar la opción de borrado de flash y 
verificación de que ésta ha sido borrada. Es tan sencillo como seleccionar las 
zonas de memoria que se quiere borrar o verificar y si anteriormente ha sido 
bien configurado, este procederá a hacer la operación. 
 
Existe la opción de hacer un borrado/verificación de toda la flash, así ahorras 
tener que seleccionar todas las zonas de memoria. 






También y como no podía faltar tenemos la operación de programar en flash, 
en esta te pide un fichero de salido, que podrá estar en formato binario, hex o 
elf. Una vez seleccionados éstos, se le ha de indicar la zona de memoria a 
escribir y proceder a la programación, si todo ha estado bien configurado no 
debería dar ningún tipo de error. 
 
En esta pestaña también nos da la opción de verificar lo que hayamos 
programado, así nos podemos asegurar que en flash está escrito lo que hay en 
el fichero de salida. 










Conceptos certificación safety 
 
Software Level Definition 
 
El concepto Software Level Definition trata de describir los diferentes grados de 
fallo a para de la consecuencias que pueda desencadenar un error en 
concreto. 
Entonces dependiendo de la situación de dicho error se plantean los diferentes 
niveles 
1. Level A: Software que por su mal comportamiento resulta en un error 
catastrophic para la aeronave. 
2. Level B: Software que por su mal comportamiento resulta en un error 
Severe-Major para la aeronave.  
3. Level C: Software que por su mal comportamiento resulta en un error 
Major para la aeronave.  
4. Level D: Software que por su mal comportamiento resulta en un error 
Minor para la aeronave. 
5. Level E: Software que por su mal comportamiento resulta en un error 
No-Effect para la aeronave. 
 
    Si un fallo afecta a más de una función, el nivel de software será el del fallo 
de más nivel. 
 
 
Safety Integrated Level (SIL) 




Es una medida para medir la efectividad de los sistemas safety basados en la 
probabilidad que un incidente pueda pasar en un cierto número de demandas. 
Existen 4 categorías numeradas del 1 al 4, que indicarían: 
 
SIL 1, se daría un fallo cada 10-100 demandas 
SIL 2, se daría un fallo cada 100-1000 demandas 
SIL 3, se daría un fallo cada 1000-10000 demandas 
SIL 4, se daría un fallo cada 10000-100000 demandas 
 
Entonces como hemos podido apreciar el SIL 4 sería el más sencillo de 
alcanzar y por el contrario el SIL 1 el más difícil. 
 
 
Estándar ARINC 653 
 
 
        Es un estándar no gratuito realizado por ARINC, en el cual se especifica 
una estructura de sistema operativo, cuyo diseño podría ser una perfecta base 
para la integración de estos en sistemas safety. 
        ARINC 635 determinó 6 funciones generalizadas que engloban a otras 
como base para implementar software en sistemas safety. Estas seis funciones 
son: 
Seguridad y tiempo en el flujo de datos de los dispositivos de entrada/salida  
Acceso controlado al hardware de procesamiento  
Seguridad en el grabado de datos y en su manejo  
Que el estado de ejecución de un proceso sea consistente  
Health monitoring y manejo de fallos  
Previsión general de las fuentes del sistema  






El modelo ARINC, tiene dos niveles de clasificación, por un lado las funciones y 
por otro los servicios. Ésta misma clasificación puede utilizarse como referencia 
a aspectos a tener en cuenta de un sistema operativo. 
 
Este esquema puede ser utilizado para el análisis de Linux para el uso de 
aplicaciones safety. Si nuestro sistema operativo no tiene una estructura similar 
a éste o carece de muchos de esos bloques, podremos decir que nuestro 
sistema no es adecuado para ejecutar aplicaciones safety, ya que este 
esquema está basado en el documento SW01, que seguidamente 









Es la sección SW01 del capitulo  670 del Documento "Air Traffic Services 
Safety Requeriments, Civil Authority Safety Regulation Group". 
 
 
Entonces la intención de esta medida es la de establecer los requisitos de 
nuestro sistema, que garanticen la seguridad para el uso de éstos en los 
diferentes servicios que lo requieran 
 
 
QUE ES EL DO-178B 
 
El DO-178B (Software Considerations in Airbone Systems and Equipment 
Certification) es una guía para el desarrollo de software publicado por la RTCA. 
La FAA acepta el uso del DO-178B como guía a seguir para la certificación de 
software en aviones. 
 
La estructura básica del documento a presentar para la certificación de un 
software seria la siguiente: 
 
Aspectos del Sistema relativos al desarrollo 
del software 
Vista de la certificación de aeronaves 
 
Software life cycle process 
Software life cycle 
Software planning process 




          Software verification 
          Software configuration Management 
          Software quality assurance 
           Certification liaison 




Aspectos del Sistema relativos al desarrollo del software 
 
Las características principales que intenta explicar este punto serian: 
El intercambio de datos entre el system y el software life cycles  
Categorización de las condiciones de fallo y definición del nivel de 
software  
Consideraciones de la arquitectura del sistema  
Consideraciones del sistema  
Consideración del diseño del sistema  
Requisitos del sistema para la verificación del software  
Consideraciones del software para la verificación del sistema  
 









No Effect  
 
Software Level Definition 
• Level A :  Software que por su mal comportamiento resulta en un error 
catastrophic para el avión 
• Level B :  Software que por su mal comportamiento resulta en un error 
Severe-Major para el avión  
• Level C :  Software que por su mal comportamiento resulta en un error 
Major para el avión  
• Level D :  Software que por su mal comportamiento resulta en un error 
Minor para el avión  
• Level E : Software que por su mal comportamiento resulta en un error 
No-Effect para el avión  
 
    Si un fallo afecta a más de una función, el nivel de software del fallo de más 
nivel. 
 
Software life process 
 
Constará de los siguientes tres procesos: 
 
• Es el software planning process que define y coordina las actividades del 
software  
• Es el software development process que produce el software product  
• Es el software verification process el proceso que asegura la validez, el 
control y la confidencialidad del software life process y de sus salidas  
 
DESARROLLO DE UN SISTEMA BASADO EN MPC8572 Y LINUX 
 
 161
Software Planning process 
 
Define los medios de la producción de software que satisfagan los requisitos 
del sistema y proporcionen los niveles de confidencialidad adecuados. 
 
Software Development Process 
 
El Software Development Process está compuesto por: 
• Software Requeriment process:  utiliza las salidas del system life cycle 
process para desarrollar los requisitos software de alto nivel  
• Software Design Process: Los requisitos software de alto nivel son 
refinados con una o más iteraciones en el software design process para 
poder desarrollar una correcta arquitectura software y los requisitos de 
bajo nivel, que serán usados después en la implementación de código 
fuente.  
• Software Coding Process: el código fuente es implementado a partir de 
la arquitectura software y de los requisitos de bajo nivel  
• Integration Process: la maquina a usar, el código fuente y el object code 
del software coding es utilizado para realizar el en desarrollo de 
integración del sistema de la aeronave.  
 
Software Verification Process 
 
Es una técnica de evaluación del resultado de todos los procesos software de 
desarrollo y los procesos software de verificación. 
El objetivo de éste es detectar y reportar los error que han podido ser 
introducidos durante el proceso de desarrollo software. 
 
 






Software Configuration Management Process 
 
Los objetivos de este proceso se podría resumir en: 
• Dotar de una configuración software definida y controlada  
• Dar una cierta agilidad en el proceso de substitución de object code  
• Dar control en las entradas y salidas de los procesos en el software life 
cycle  
 
Software Quality Assurance Process 
 
Los principales objetivos del Software Quality Assurance Process serian los 
siguientes: 
• Que el software development process y el integral process sean 
coherentes con el software plan y los diferentes standards a seguir  
• Que el criterio de transición en el Software life cycle process sea 
satisfactorio  
• Que se haga un examen sobre el producto para validar el software  




Certification Liaison Process 
 
Este proceso trata de establecer una comunicación y un entendimiento entre el 
solicitante y la autoridad certificadora. Este proceso consta de los siguientes: 
• Cumplimiento de la planificación  
• Cumplimientos de los fundamentos  
• Entregar el mínimo Software Life Cycle Data a la entada certificadora  
 
Overview of Aircraft and Engine Certification 
 
Bases de la Certificación: 
La autoridad certificadora establece las bases de certificación sobre la 
aeronave con el solicitante. Estas bases definen las regulaciones 
pertinentes, que puedes ser distintas condiciones especiales que 
suplementaran esta regulación. 
 
Software Aspects of Certification: 
La autoridad certificadora asesora la validez del Plan for Software 
Aspects of Certification 
 
Compliance Determination: 
Determina si la aeronave cumple con las bases de certificación 
 
Software Life Cycle Data 
 
Las características fundamentales de este deben ser: 
• No ambiguo  
• Completo  
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• Verificable  
• Consistente  
• Modificable  
• Trazable  
• Exista Control  
 
Plan for Software Aspects of Certification 
 
• System overview: descripción de las funciones del sistema y la 
localización de estas en el hardware y en el software, la arquitectura, los 
procesadores utilizados, las interfaces hardware/software y los aspectos 
relaciones con la certificación safety.  
• Software overview: breve descripción de las funciones software con 
énfasis en sus aspectos relacionados con la certificación safety.  
• Certification Considerations: resumen de las bases de certificación  
• Software life cycle: define el uso del Software Life Cycle e incluye un 
resumen de cada Software Life Cycle y sus procesos con su respectiva 
información detallada.  
• Software Life Cycle Data: especifica el futuro Software Life Cycle Data a 
crear  
• Schedule: describe los medios que el solicitante vaya a utilizar para 
prestar el servicio de certificación con la visibilidad de las actividades del 
futuro software  
 
Software Development Plan 
 
Este incluye: 
• Estándares: Identificación de los estándares para los requisitos software, 
del diseño y del código fuente.  
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• Software Life Cycle: descripción del Software Life Cycle Processes que 
serán usados  
• Software Development Enviroment: Listado del software y hardware 
escogido para el Software Development Enviroment  
 
Software Verification Plan 
 
Es una descripción de los procesos de verificación que serán utilizados para 
verificar el software. 
 
 
Estos deberán ser unos de los principales puntos a tener en cuenta: 
• Organización  
• Independencia  
• Verificación de métodos  
• Métodos Verificados  
• Entornos Verificados  
• Criterios de transición  
• Condiciones de partición  
• Código hecho con anterioridad  





Estructura de un sistema VxWorks 
 
VxWorks normalmente está orientado a sistemas empotrados, en los cuales 
tanto los elementos físicos en éstos como su lógica y arquitectura pueden ser 
diferentes. Por lo tanto da lugar al concepto de Board Support Package, el cual 
está compuesto en su mayor parte por código C y código ensamblador, 
Readers y makefiles. Éstos también deben incluir unos ficheros en los cuales 
se especifique las modificaciones que ha ido sufriendo el BSP y unos ficheros 
de especificación. 
 
A partir de aquí podemos apreciar que un sistema basado en VxWorks, se 
divide en una parte hardware, un núcleo del sistema operativo y las diferentes 
interfaces para comunicarse con el hardware específico del sistema. 
 
A partir de aquí WindRiver proporciona diferentes BSPs de referencia, que 
pueden ser adaptados para un hardware más específico. 
 
Anexo C.2 




Acciones      Funciones 
 
Inicializar CPU     SysInit 
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Inicializar RAM     SysALib.s 




Acciones      Funciones 
 
Inicialización mínima del Kernel   usrInit 
 
Tercer Paso #1 
Acciones      Funciones 
 
Configura la estructura de datos   usrKernelInit 
del Kernel 
 
Tercer Paso #2 
Acciones      Funciones 
 
Inicializa Hardware     sysHwInit 
 
Tercer Paso #3 
Acciones      Funciones 
 
Inicializa y arranca el Kernel   kernelInit 
Define la memoria del sistema 
Activa la task y userRoot 
Habilita las interrupciones 
Cuarto Paso 
Acciones      Funciones 
 
Inicializa librerías y la MMU   usrRoot 
Inicializa el system clock 
 
Quinto Paso 
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Acciones      Funciones 
 
Habilita el system clock    sysClkConnect 
 
Sexto Paso 
Acciones      Funciones 
 







El entorno de desarrollo de los BSPs de WindRiver es WorkBenchIDe, éste 
está basado en eclipse. 
A través de éste hasta el momento nos interesara, la creación de proyectos de 
BootLoader para VxWorks y la creación de Imágenes para VxWorks. 
 
Vista general de Workbench 
A continuación podemos ver la vista general de WorkBench y los pasos a 
seguir, para su funcionamiento. 
 
Antes de acabar de iniciarse la aplicación,  éste te pedirá la ruta del directorio 
de trabajo, donde mirará si hay proyectos anteriores existentes para cargarlos 
posteriormente en WorkBench, y así poder reanudar el trabajo sobre ellos. 
 
Una vez lanzada la aplicación veremos algo parecido a la siguiente imagen: 
 






Tal como podemos observar en la visto, tenemos al margen izquierdo superior, 
un explorador de proyectos ya existentes, con todos sus elementos. 
Inmediatamente debajo de él tendríamos una ventana con los sistemas 
remotos donde nos podemos conectar, para probar el diferente software que 
podamos desarrollar dentro de WorkBench. 
 
En la ventana central, podemos ver el editor, donde realizaremos la mayoría 
del trabajo, en éste podremos abrir todos los ficheros fuentes. Como hemos 
podido apreciar, al vista es del estilo de software Eclipse, ya que como se ha 
dicho en puntos anteriores se basa sobre éste. 
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En la parte inferior de éste, podemos ver una serie de ventanas organizadas en 
pestañas, básicamente estas son reportes de errores, la consola de 
compilación, información sobre los diferentes procesos en curso,… 
 
Por último en el margen derecho, tendremos una ventana, donde podremos 
acceder de una manera rápida a las variables y constantes globales de cada 
fichero fuente que visualicemos en la ventana de edición y sus funciones, para 
tener una visión más general y más rápida sobre el fichero en el cual estemos 
trabajando. 
 










¿Cómo crear un proyecto en VxWorks? 
 
Desde Workbench se pueden crear diferentes tipo de proyectos, cada uno 
dependiendo de lo que queramos, nosotros como queremos una primera 
imagen del sistema operativo VxWorks, para empezar solo necesitaríamos 
crear un proyecto de Boot Loader, para poder lanzar luego la imagen creada 
desde el proyecto VxWorks Image Project. 
 
Para crear un proyecto pulsaremos sobre File, después New y por último 
elegimos el tipo de proyecto deseado. 






La creación de los proyectos de BootLoader y de Imagen son muy parecidas, 
por eso explicaremos la creción del proyecto de VxWorks Image Project, 
excepto un paso que es mas concreto de cada uno. 
 
Entonces seleccionamos la opción de VxWorks Image Project y nos aparecerá 
la siguiente ventana: 
 
 





Donde tendremos que poner el nombre de nuestro proyecto y seleccionar en 
que directorio lo queremos crear. 
  
Después podemos hacer click en finalizar, si queremos tener las mismas 
opciones que el último proyecto creado, como no las sabemos a priori hacemos 
click en Next. 
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Ahora WorkBench nos muestra la siguiente ventana, donde podemos crear tres 
tipos de proyecto, uno sobre otro ya existente, un proyecto vacío o un proyecto 
basado en un BSP, éste último será el que nosotros utilizaremos, ya que 
partimos desde un BSP que a priori es semejante al nuestro. 
 
En concreto y como se puede observar nosotros escogemos el BSP cds8548, 






Esta lista de BSPs, se pueden encontrar dentro del directorio donde se instaló 
este software, en /target/config, tenemos las carpetas con los nombres de los 
BSPs, con su código fuente específico dentro de cada una de ellas y un fichero 
.h que ha de coincidir con el nombre de la carpeta, para que WorkBench lo 
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reconozca, así si creáramos nosotros un BSP concreto, tendríamos que crear 
una carpeta con el nombre que quisiéramos con su fichero .h respectivo, 
además de cómo es evidente todos el código fuente necesario. 
 
Luego también hemos de escoger el compilador que queremos utilizar, aquí se 
nos presentan cuatro, diab es el compilador de VxWorks, pero VxWorks se 
puede compilar también con compilador gnu. En Indra utilizamos el compilador 
diab porque es el que se recomienda. 
 
Las diferencias entre e500v2 y sf, son básicamente que el primero incorporará 
librerías matemáticas de soporte hardware para operaciones de coma flotante y 
el segundo no. La tarjeta sobre la cual queremos arrancar la imagen de 
VxWorks está dotado de un microprocesador con core e500v2 que soporta ese 
tipo de soporte hardware, así que el más adecuado a elegir en nuestro caso 










La parte del compilador es común a la parte de la imagen de VxWorks. 
 
Luego tenemos los apartados de Style y Format donde definiremos en que 
formato queremos que sea la salida del BootLoader. Podemos ver que en Style 
podemos escoger Compressed, Uncompressed, Resident o Resident At High 
Address y como Format en Hex, Bin y Elf. 
Tal como se especifica en el fichero de información de la tarjeta, tendremos 
que crear la imagen del Boot Loader en estilo Compressed y Formato Bin. 
 
 
Una vez hecho esto, haremos click en Finish, y se nos creará un proyecto con 
la configuración ahora explicada. 
 




Podemos observar en la ventana de Project Explorer, como se ha creado el 





Creación de las Imágenes de Boot Loader y de VxWorks 
 
Para crear las imágenes, simplemente  tendremos que hacer click derecho 
sobre el nombre del proyecto, y hacer click sobre build Project, entonces 
WorkBench nos compilara el código fuente, con las opciones que pusimos 
anteriormente al crear el proyecto, y nos generará un fichero VxWorks, que 
podremos renombre y que será la imagen de nuestro sistema operativo. 








El proceso para crear la imagen del Boot Loader, será idéntica. 
 
