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Abstract
With the wide adoption of functional magnetic resonance imaging (fMRI)
by cognitive neuroscience researchers, large volumes of brain imaging data
have been accumulated in recent years. Aggregating these data to derive sci-
entific insights often faces the challenge that fMRI data are high dimensional,
heterogeneous across people, and noisy. These challenges demand the devel-
opment of computational tools that are tailored both for the neuroscience
questions and for the properties of the data. We review a few recently devel-
oped algorithms in various domains of fMRI research: fMRI in naturalistic
tasks, analyzing full-brain functional connectivity, pattern classification, in-
ferring representational similarity and modeling structured residuals. These
algorithms all solve the challenges in fMRI by resorting to the same solu-
tion: they start from making clear statements of assumptions about neural
data and existing domain knowledge, incorporating those assumptions and
domain knowledge into probabilistic graphical models, and using those mod-
els to estimate properties of interest or latent structures in the data. Such
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approaches can avoid erroneous findings, reduce the impact of noise, better
utilize known properties of the data, and aggregate data across groups of
subjects. With these successful cases, we advocate wider adoption of explicit
model construction in cognitive neuroscience. Although we focus on fMRI,
the principle illustrated here is generally applicable to brain data of other
modalities.
Keywords: probabilistic graphical model, Bayesian, fMRI, cognitive
neuroscience, big data, factor model, matrix normal
1. Introduction
Functional magnetic resonance imaging (fMRI) [1, 2] is a powerful tool
to study the brain’s activity and functions. The fluctuation of the fMRI
signal is related to the fluctuation of the concentrations of the oxygenated
and deoxygenated hemoglobin in the blood, which follows the increase or
decrease of local neuronal activity with a delay[3, 4]. This relation to the
neural activity, together with its non-invasive nature, full brain coverage and
reasonable balance between spatial and temporal resolution, makes fMRI a
widely used brain imaging technique for studying the neural correlates of
perceptual and cognitive processes in humans.
Early fMRI studies focused on identifying the brain regions specifically
activated when certain perceptual or cognitive processes are engaged. Most
of the widely used fMRI analysis packages [5–7] were originally developed
primarily in service of this goal of functional localization. Due to individ-
ual differences in brain structure, head motion during experiments and the
existence of various artifacts, many steps of preprocessing are needed for
the fMRI data to be properly analyzed. These include motion correction,
slice-timing correction and alignment between functional and structural MRI
images. New denoising methods continue to be developed [8–11], providing
many options to suppress noise and artifacts. As a result, all of these software
packages are modular: each module performs one unique type of processing
or analysis on its input data. It becomes a common practice to compose an
analysis pipeline by stacking modules one after another. Data flow through
the pipeline, such that the output from one or more modules become input
data to another module. In such an approach, a researcher might perceive
a sense of assurance that after each data processing procedure, certain type
of noise or artifact has been removed, or certain quantities of interest have
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been correctly estimated (for example, estimating voxel-wise activation by
different task conditions using the general linear model, or GLM [12]). Re-
searchers then often move on to the next stage of data mining by applying
various machine learning tools or further compose analysis procedures using
the results generated from early stages of processing as input. The popularity
of this workflow is such that several tools have been developed specifically to
facilitate building pipelines by mixing and matching modules from different
packages [13, 14]. Benefits of such pipelines include wider adoption of robust
pipelines and easy validation of published results. While modularity is a
good programming principle and pipelining analyses is a common practice,
recent work has pointed out that during sequential applications of analysis or
filtering steps on the data, later steps may reintroduce artifacts intended to
be removed by early steps [15]. Similar to this phenomenon, it has also been
shown that when directly taking the output of early processing steps (such as
the estimation of the activation pattern to each task condition) as input to
representational similarity analysis (RSA), the correlation of noise inherent
in the output of GLM can in fact create spurious similarity structure in the
RSA result [16–18]. In functional connectivity analysis, it was also found
that various denoising procedures can introduce spurious brain network cor-
relational structures[19–23]. These findings illustrate one practical drawback
of the pipelining approach: individual steps of procedures may not be com-
patible in their assumptions, leading to potential adverse interaction among
procedures.
In this article, we argue that instead of taking a data mining approach
towards neural imaging analysis by composing various data processing proce-
dures, a model-based approach is more transparent and often more accurate.
In this approach, a probabilistic model of how the quantities of interest di-
rectly or indirectly generate the measured data stands in the center of the
analysis. By focusing on the model, assumptions about data becomes more
transparent to developers and users.
As illustrated in Figure 1, such approach typically involves four major
steps. The first step is defining the problem: deciding what question is asked
or what problem needs to be solved, and deciding what quantity allows one to
answer the question or to characterize certain aspect of the brain. After the
question is clearly defined, the second step is to make explicit assumptions
of how the quantity of interest and experimental manipulations directly or
indirectly contribute to the data to be analyzed, and to make assumptions of
how variables of no interest (nuisance factors) may jointly impact the data.
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If there is domain knowledge of the properties of fMRI data that can help
constructing models of fMRI, it should be clearly stated at this step as well.
The third step is to translate these assumptions and domain knowledge into
a computational model. Such computational models can often be described
by probabilistic graphical models [24] composed of nodes and directed edges
between nodes. When building probabilistic graphical models, the data, ex-
perimental manipulation, quantity of interest and nuisance factors that are
considered in the assumptions of the previous step all become variables (ei-
ther known or unknown) and are each represented by a node in the graph.
The hypothesized relations between variables in the models are expressed as
conditional probability of one variable given one or more other variables and
are represented by directed edges. Each edge is directed from one variable to
another variable that is conditioned on it. The domain knowledge is either
captured by the prior distribution of certain variables in the graph, or in the
form of the conditional dependencies. The probabilistic nature of such mod-
els is a natural choice for capturing the noise properties in the system and
the potential uncertainty in the estimates from the researchers’ perspective.
Once the probabilistic graphical model is built, the fourth step is to deploy
computational techniques to estimate the unknown variables of interest in the
model. This step essentially inverts the model by inferring variables of inter-
est at the source of the directed edges in the graphical model. In some cases,
inferring these variables serves to answer the original question by providing
characterization of some aspect of brain activity. In other cases, when the
scientific question is to test competing hypotheses, the competing hypotheses
should be translated into probabilistic graphical models that differ in either
the range of values of some key variables or in the structures of the models.
The selection of the winning model can be either based on classical statistical
tests of the inferred values of the key variables, or based on the likelihood
that each model can give rise to the data, marginalizing unknown variables
(model evidence). To approximate posterior distributions of latent variables
(variables that are directly or indirectly causal to nodes representing observ-
able data) in the probabilistic graphical models, techniques such as Markov
Chain Monte Carlo (MCMC) or variational Bayes are often employed. In
certain cases, when the posterior distribution of these latent variables given
the observed data can be analytically derived, exact inference of the posterior
distribution or the maximum a posteriori values of the variables can often
be achieved. A full discussion of the inference methods is out of the scope
of this paper. Interested readers may refer to tutorials such as Chapter 8 of
4
[25] or part II of [24].
Figure 1: The model-based approach to analyze neural data. In general, this involves
four steps: (1) clearly defining the problem to solve or the question being asked; (2) mak-
ing assumptions about the property of the data, including domain knowledge and causal
relation between latent variables and measured data; (3) Translating these assumptions
to a probabilistic graphical model which expresses how latent variables together generate
measured data. The model uses conditional probability distribution between variables to
capture their causal relations; (4) solving the model to infer latent variables or to draw
conclusion for the question asked in the first step.
In the model-based approach described above, because a probabilistic
graphical model is explicitly built, it is easy to evaluate whether the infer-
ence procedure can reliably recover the variables of interest in the model, by
simulating data according to the model and comparing the recovered values
of those variables with the values used in the simulation. In contrast, the tra-
ditional approach which merely stacks analysis procedures without building
an explicit model of the data generating process lacks the ability to simulate
data in accordance with its (implicit) assumptions. Without simulating data,
it becomes impossible to verify an analysis can yield correct result, because
researchers are only left with real neural data of which the generative process
is not known. Thus, there is no guarantee that the quantity extracted by
such analysis bears direct relation to what the researchers are interested in.
In addition to transparency and verifiability, the model-based approach
offers the flexibility to combine the advantage of various pieces of domain
knowledge of the brain (for example, brain activation patterns tend to be
spatially smooth). This is because domain knowledge can be translated into a
prior distribution of certain form over some latent variables in the probabilis-
tic graphical model. With the probabilistic graphical model as a backbone,
different prior distributions may act as add-on parts that can be plugged in at
different places of the model depending on what domain knowledge is proper
for the purpose of analysis. For example, in 2.2, we show that the smoothness
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assumption of the brain activity and the similarity of brain networks across
people are incorporated in the Gaussian shape of the spatial basis for brain
patterns and the Gaussian distribution of node location across subjects, re-
spectively. In 2.3, we show that two types of prior knowledge about fMRI
decoding weights can also be incorporated together by assuming a Gaussian
Process prior on the joint distribution of the fMRI decoding weights of all
voxels.
In the following, we select example analysis methods developed in differ-
ent domains to illustrate how the model-based approach to neural imaging
data can be applied to discovering shared neural dynamics across participants
doing the same task, modeling the functional connectivity among voxels, im-
proving the performance of decoding mental contents and obtaining inter-
pretable decoding weights, reducing the bias in estimating similarity among
activation patterns, and providing more comprehensive model of the noise
in fMRI data. These methods also illustrate how the probabilistic graphical
model[24], which stands at the center of all the methods, can accommodate
domain knowledge and known properties of the data and facilitate aggregat-
ing information over larger datasets. These features allow us to mitigate the
limitations in fMRI data: high dimensionality (many voxels), low sample size
in single participant, heterogeneity across participants and high noise.
Because the focus is on illustrating the principle of model-based approach,
this paper can by no means provide a thorough review of all model-oriented
methods of fMRI analysis. Readers are encouraged to also refer to several
other reviews (e.g., [26, 27]) on Bayesian approaches to fMRI for a more
comprehensive understanding of other existing model-based tools that also
share the advantages illustrated here.
2. Examples of model-based analysis methods for fMRI data
2.1. Discovering latent neural dynamics for naturalistic task
- Defining the problem: aggregating multi-subject fMRI data
The fMRI datasets with naturalistic stimuli, such as movies or audiobooks,
usually have limited number of samples per subject. In general, fMRI datasets
not only have a large number of voxels but also tends to have a small number
of time points due to the limitation of samples per experiment session as a
result of the slowness of haemodynamic response and limited sample rate of
the scanner. In fMRI datasets with naturalistic stimuli, it is also infeasible
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to collect many samples from a single subject in many cases when the experi-
ments require the natural stimulus to be fresh to the subjects, so each subject
could only be exposed to the same stimulus once. Therefore, to improve anal-
ysis sensitivity, we need to aggregate data from multiple subjects with the
same stimulus effectively. The idea is similar to repeated measures designs
in neuroscience where the same variable is measured multiple times, but here
the repetition is over different subjects. In our fMRI analysis application,
essentially, we want to find what is common across subjects. The challenge
is that the anatomical and functional structures between subjects are not
aligned [28]. For example, when listening to the same music, a musician and
a person without any music training will probably have different responses.
Some early attempts applied pipelines such as averaging the fMRI data from
all subjects after anatomical alignment, which essentially assumes voxels of
different brains have one-to-one correspondence [28, 29]. In contrast, Shared
Response Model (SRM) [30] is a Bayesian factor analysis model that finds
the shared latent neural dynamics across subjects in a multi-subject fMRI
dataset after anatomical alignment, without assuming one-to-one voxel cor-
respondence.
- Making assumptions: temporally-aligned stimulus
SRM assumes that the stimulus in a naturalistic task dataset is temporally-
aligned. That is, all the subjects receive the same stimulus at the same
time point in the task. Therefore, we assume that all the subjects share the
same low-dimensional latent representation within a dataset, called ”shared
response.” On the other hand, to account for the differences between sub-
jects, SRM assumes that each subject has a subject-specific spatial basis for
generating the observed fMRI data from the shared response.
- Translating assumptions to a graphical model: shared response as a latent
variable
To translate the assumptions above into a computational model, let us look
at the deterministic SRM first and then the probabilistic version. The de-
terministic SRM factorizes the transpose of each subject’s brain image data
XTm into a subject-specific spatial basis Wm and the shared response S with
the orthogonal constraint WTmWm = I (Fig.2), where Xm ∈ RT×Vm is the
brain image data of subject m, Wm ∈ RVm×K is the subject-specific spatial
basis of subject m, S ∈ RK×T is the shared response across subjects, Vm is
the number of voxels of subject m, T is the number of time points, and K
is the number of features. K is a tunable hyper-parameter which is usually
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much smaller than T . More formally, SRM minimizes the Frobenius norm of
reconstruction error ∥∥XTm −WmS∥∥2F (1)
under the constraint WTmWm = I. This simple model is then extended to a
probabilistic setting, as shown in Fig.2. Here xmt ∈ RVm denotes the observed
brain image data of subject m at time t, st ∈ RK denotes a shared latent
random vector with
st ∼ N (0,Σs). (2)
The distribution of xmt conditioned on st is then
xmt|st ∼ N (Wmst + µm, ρ2mI), (3)
where the subject-specific mean µm accounts for non-zero mean and ρ
2
mI
is the subject dependent isotropic noise covariance. In the probabilistic
version, the orthogonal constraint still holds. A constrained expectation-
maximization (EM) algorithm is used to solve this model.
Figure 2: Left: Illustration of deterministic SRM for three subjects. Right: Graphical
model for SRM with M subjects and T time points. Brain image data xmt ∈ RVm (Vm
voxels) is observed from subject m at time t, t = 1 : T,m = 1 : M . Each observation xmt
is a linear combination of subject-specific orthogonal basis (columns of Wm) using the
weights specified by st. The two plates are repeated T and M times, respectively. Shaded
nodes: observations, unshaded nodes: latent variables, and black squares: parameters.
- Applications: identified shared responses and extensions
The SRM model identifies the shared and individual responses in a multi-
subject fMRI dataset with naturalistic tasks. The extracted shared responses
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allow us to aggregate information from multiple subjects, and the individual
responses could be used to identify what is unique for each subject. SRM
shows improved performance in various tasks, such as image-viewing fMRI
data classification, using shared and individual responses, as described in [30],
and movie scene classification[31]. Compared with hyperalignment (HA)
[32], SRM also has a built-in dimensionality reduction mechanism with a
tunable number of features, where HA is an earlier multi-subject alignment
algorithms with the objective to minimize∥∥WTmXTm − S∥∥2F (4)
under the constraint WTmWm = I, Wm ∈ RVm×Vm . Furthermore, SRM
already has several extensions which make it more useful. For example,
searchlight SRM [33] combines SRM with searchlight analysis, which en-
ables the localization of shared responses. Multi-dataset multi-subject anal-
ysis (MDMS) [34] extends SRM to the multi-dataset setting where the model
can aggregate information across subjects and datasets with different stimuli.
Semi-supervised SRM [35] combines SRM with an additional multinomial lo-
gistic regression objective, such that the model can leverage partially labeled
data.
2.2. Discovering full-brain functional connectivity from fMRI
- Defining the problem: discovering full-brain functional connectivity
Recent research suggests that the functional connectivity (networks) in hu-
man brain, commonly represented by the spatial covariance structure of fMRI
data, can change during different cognitive states [36]. To estimate functional
connectivity during a particular cognitive state (or an experimental condi-
tion) from fMRI data, one approach is to compute the correlation between
the time series of pairs of voxels [37]. Because of the computational time
and memory demand by this voxel-based approach, most researchers focus
their analysis on pre-selected regions of interest (ROIs). Topographic Factor
Analysis (TFA) and Hierarchical Topographic Factor Analysis (HTFA) are
Bayesian factor analysis models that were proposed to efficiently discover full-
brain function connectivity in large multi-subject neuroimaging datasets [38].
- Making assumptions: spatial function-based latent factors
Both TFA [39] and HTFA [38] cast each subject’s brain images as a linear
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combination of latent factors, where each latent factor is modeled as a param-
eterizable spatial function. Each latent factor can be interpreted as a node
in a simplified representation of the brain’s network. A subject’s matrix
of the changing weights on the nodes over time may be viewed as a low-
dimensional embedding (or representation) of the original brain data. The
pairwise correlations between each factor’s weights over time further reflect
the signs and strengths of the node-to-node connections (i.e. the functional
connectivity). Both TFA and HTFA approximate each subject’s functional
connectivity by firstly representing each brain image in terms of the activities
of a set of localized network nodes, and then computing the covariance of the
activity. Furthermore, HTFA [38] is a multi-subject extension of TFA [39],
and attempts to discover the network nodes that are common across a group
of subjects. HTFA estimates a global template as well as each individual’s
subject-specific template. The global template describes where each com-
mon network node is placed, how wide it is and how active it tends to be.
Each subject-specific template is a particular instantiation of the common
network nodes and the subject’s node activities. The hierarchical global and
subject-specific template enables HTFA for conducting inter-subject func-
tional connectivity (ISFC) analyses.
- Translating assumptions to a graphical model: global and subject specific
template
HTFA is formulated as a probabilistic latent variable model. Let Xm ∈
RTm×Vm represent subject m’s data as a matrix with Tm fMRI samples of the
activity of Vm voxels, each sample being vectorized as one row in Xm. Then,
each subject is approximated with a factor analysis model
Xm = WmFm + Em, (5)
where Wm ∈ RTm×K are the weights of Fm ∈ RK×Vm , the latent factors.
Each latent factor (row of Fm) is a radial basis function (RBF) with center
at µm,k and width λm,k
fm,k (p;µm,k, λm,k) = exp
{
−‖p− µm,k‖
2
2
λm,k
}
, (6)
in positions p ∈ R3 for all the voxels in the three-dimensional voxel space
of the brain. HTFA defines the local factors in Fm as perturbations of the
factors of a global template in F. Therefore, the factor centers µm,k for all
subjects are obtained from a multivariate normal distribution with mean
10
Figure 3: Graphical model for HTFA. Brain image data xm,t ∈ RVm (Vm voxels) is observed
from subject m at time t, t = 1 : Tm,m = 1 : M . Each observation xm,t is a linear
combination of K number of subject-specific latent factors, using the weights specified
by wm,t,k. Each latent factor (row of Fm) is a spatial function of µm,k and λm,k). The
three plates are repeated K,Tm and M times, respectively. Shaded nodes: observations,
unshaded nodes: latent variables, and black squares: parameters.
µk and covariance Σµm . The mean µk represents the center of the global
kth factor, while Σµm determines the distribution of the possible distance
between the global and the local center of the factor. Similarly, the widths
λm,k for all subjects are drawn from a normal distribution with mean λk,
the width of the global kth factor, and variance σ2λm . The model defines
multivariate Gaussian prior N (µµk ,Σµk) for the global parameters µk and
Gaussian prior N (µλk , σ2λk) for λk, respectively. In addition, the columns
of the weight matrices Wm are modeled with a N
(
µwm , σ
2
wm
)
distribution
and the elements in the noise term Ei are assumed to be independent with a
N (0, γ2m) distribution. The associated graphical model is shown in Fig. 3.
- Solving the model
The maximum a posteriori (MAP) probability estimation procedure is used
to solve the HTFA model. The method consists of a global and local step that
iteratively update the parameters. The global step updates the parameters
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of the K distributions in the global template. The local step updates for each
subject m the weight matrices Wm, the local centers µm,k and the widths
λm,k of each latent factor. To update the parameters of the factors in Fm, the
local step solves the following problem, where φm is a subsampling coefficient.
{
µˆm,k, λˆm,k
}
k
= argmin{µm,k,λm,k}
k
1
2σ2m
‖Xm −WmFm‖2F
+
1
2φm
K∑
k=1
(µm,k − µˆk) Σ−1µk (µm,k − µˆk)T
+
1
2φmσ2λ
K∑
k=1
(
λm,k − λˆk
)2
(7)
Eq. (7) consists of reconstruction error, the Mahalanobis distance between
global and local centers, and the Euclidean distance between global and lo-
cal widths. Due to its non-linearity, the latent factors in local template are
computed using a non-linear least squares solver, and implemented with a
trust-region reflective method. The weight matrix is solved with a closed-
form solution of the form of ridge regression. The hyper-parameters of the
global template are updated given the local estimates and under the assump-
tion that the posterior has a conjugate prior with multivariate normal and
normal distribution for centers and width, respectively.
- Advantages
Because the number of network nodes is typically substantially smaller than
the number of fMRI voxels, one obvious advantage of HTFA is that it can
be orders of magnitude more efficient than traditional voxel-based functional
connectivity approaches. Compared to other dimensionality reduction meth-
ods, HTFA provides additional advantages: (a) it provides estimation of both
global and subject-specific templates, and builds connections between them;
(b) the spatial function of latent factors allows network nodes to be over-
lapping rather than forcing them to be completely distinct, as would be the
case of functional connectivity based on anatomically defined brain region
segmentation; (c) it provides a natural means of determining how many net-
work nodes (latent factors) should be used for a given dataset (further details
about determining K can be acquired from [38]); and (d) because HTFA
decomposes brain images into sums of spatial functions, it supports seam-
less mapping between images of different resolutions and potentially different
12
imaging modalities.
2.3. Obtaining interpretable decoding weights on fMRI patterns
- Defining the problem: fMRI decoding with sparsity
A primary research problem neuroscientists have been studying with fMRI
is brain decoding or inverse inference [40–42]. The goal of a decoding task
is to understand how brain activity can predict task-related variables, e.g.
reaction time or object category. Researchers often use linear classification
and regression methods to identify the brain regions or voxels that are most
related to these task-related variables by inspecting the decoding weights.
A piece of domain knowledge with fMRI decoding is that only few small
regions of the brain are specifically activated during an individual task be-
cause different regions of the brain are specialized to different functions. In
the linear regression methods that are common in the field, this assumption
is equivalent to assuming that the weights mapping fMRI to task-related
variables are mostly zeros with a few non-zero values, which is referred to
as “sparsity”. This model assumption is also reasonable from a statistical
standpoint, since the task variable is linked to fMRI with usually tens of
thousands of voxels, but the number of fMRI volumes with valid task labels
is far smaller, e.g. a few hundreds. We need to estimate tens of thousands of
coefficients to map a full brain pattern down to a single task variable given
only a few hundreds of observations. This is referred to as a high-dimensional
and small-sample issue, where the linear regression model would fit seemingly
predictive information from noise instead of the underlying brain signal, and
thus doesn’t generalize well to new data. To address this issue, one can reduce
the number of coefficients. With the sparsity assumption, we effectively reg-
ularize the linear decoding model by restricting the weight parameter space
to a much smaller one, thus mitigating the issue.
- Making assumptions: region sparsity
Sparse decoding has already been exploited in the previous literature [43–45].
However, the non-zero coefficients are not randomly distributed throughout
the brain, but tend to arise in clusters, and are therefore not independent a
priori. Sets of voxels allowing to discriminate between different brain states
are expected to form small localized and connected areas. If one voxel encodes
information related to the task, its neighbor voxels should carry similar infor-
mation, given that contiguous brain regions of shared functions extend over
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multiple adjacent voxels. This type of sparsity is referred to as “region spar-
sity” [46]. By considering such region sparsity, one can impose a structured
sparsity regularization over the decoding weights which further constrains
the parameter space to search and thus eases the decoding weights optimiza-
tion task. Wu et al. [46] developed a Bayesian framework that incorporated
such region sparsity into brain decoding for fMRI analysis and showed the
superior decoding performance and interpretable decoding weights for three
brain imaging datasets.
- Translating assumptions to a graphical model: building a region sparsity
prior over the brain weights
The model proposed in [46] is referred to as “Dependent Relevance Deter-
mination” (DRD). It builds a Bayesian hierarchical model that imposes a
sparsity prior over the decoding weights. Unlike previous work with sparsity
assumptions, DRD also assumes that nearby sparse voxel-activation events
should be correlated to each other based on their spatial locations.
Formally, the fMRI decoding problem can be formulated in a linear re-
gression setting: at time t, consider a scalar response yt ∈ R linked to an
input vector xt ∈ RV via the linear model:
yt = x
>
t w + t, for t = 1, 2, · · · , T, (8)
with observation noise t ∼ N (0, σ2), where T is the number of time points
and V is the number of voxels. The regression (linear weight) vector w ∈ RV
is the quantity of interest. We can denote the fMRI data matrix by X ∈
RT×V , where each row of X is the tth input vector xt> and T  V , and the
observation vector by y = [y1, · · · , yT ]> ∈ RT . Since the noise is Gaussian,
it can be written as
y|X,w, σ2 ∼ N (y|Xw, σ2I). (9)
DRD imposes a zero-mean multivariate normal prior on w:
w|θ ∼ N (0, C(θ)), (10)
where the prior covariance matrix C(θ) is a function of hyperparameters θ.
One can specify C(θ) based on prior knowledge on the regression vector, e.g.
sparsity [47–49], smoothness [50, 51], or both [52]. Ridge regression assumes
C(θ) = θ−1I where θ is a scalar for precision and I is the identity matrix. Au-
tomatic relevance determination (ARD) [53] uses a diagonal prior covariance
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matrix with a distinct hyperparameter θi for each element of the diagonal,
thus Cii = θ
−1
i . DRD is an extension of ARD by imposing dependency over
θi.
Given the general Bayesian linear regression setting, DRD aims to con-
struct a covariance C(θ) which generates the region-sparse w. This is achieved
by introducing a latent variable u ∈ RV . u is from a Gaussian process (GP)
prior, i.e.
u ∼ N (b1, k). (11)
A Gaussian process [54] is a stochastic process whose realizations are draws
from a multivariate normal distribution, but whose mean b and covariance k
can be functions of another input (e.g. spatial locations). For example, by
defining a Gaussian process with covariance (kernel) that is a function of spa-
tial distances, we can constrain covariance of draws from it to be constrained
based on this information. Most commonly in GPs, the squared exponential
kernel is used, which constrains the draws from the multivariate normal to
be smooth over space, i.e. k(χ, χ′) = ρ exp(− ||χ−χ′||2
2l2
) where χ is the spatial
location of a voxel. Functions sampled from such a GP are smooth functions.
The smoothness is determined by the length scale l ∈ R and the magnitude
of the functions is determined by ρ ∈ R. These three hyperparameters in the
DRD prior are jointly denoted by θ = {b, ρ, l}.
By imposing a GP prior over the latent u, DRD effectively captures de-
pendencies in u, based on which Wu et al. formulate the covariance of w
with
C = diag[exp(u)]. (12)
The exponential function here ensures the non-negativity of values on the
diagonal of C, which makes it a valid covariance. When the mean b is very
negative, exp(u) has many close-to-zero values that result in soft-sparsity.
Note that the spatial smoothness of u induces dependencies between the
variances of nearby voxels, that is, the prior variance changes slowly between
neighboring coefficients. If the ith coefficient of u has a large prior variance,
then probably the coefficients of its adjacent voxels are large as well.
Fig. 4A and B show the probabilistic graphical model of DRD and the
process to generate region-sparse samples for w. Given a smooth kernel k,
DRD first generates a smooth function for u with some negative mean b.
Exponentiating it gives rise to a nonnegative function g which has a few
nonzero bumps and largely zeros. The covariance C is then formulated by
putting g on the diagonal of the covariance matrix. Finally region-sparse
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Figure 4: A) Probabilistic graphical model for DRD. The rectangular box indicates a
graph for each time point. Each fMRI slice xt is mapped to the experimental response yt
together with a global variable w (eq. 8). The decoding weight vector w is conditioned
on a latent variable u (eq. 10 and 12). The latent variable u is generated from some
hyperparameters in θ (eq. 11). B) The generating process for region-sparse decoding
weight w. C) Interpretable decoding weight map for the house vs bottle pair. Yellow
indicates very positive values and light blue indicates very negative values. Black means
small values.
w are sampled from a Gaussian prior with such a covariance. The region
sparsity is achieved by 1) imposing dependence among nearby voxels; 2)
squashing most values to approximately zeros via exponentiating negative
values.
- Solving the model
In the paragraphs above, we show how to build a generative model for DRD
to generate region-sparse decoding weights. When using DRD, one can apply
it to fMRI decoding problems where we have the data X and y, and we aim
to figure out what is the decoding weight vector w. To solve this problem, we
need to reverse the generating process using some inference methods. Exact
Bayesian inference is infeasible with a DRD prior. However, approximate
inference can be carried out efficiently using both Laplace approximation and
Markov Chain Monte Carlo (MCMC) sampling. Further details regarding
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inference can be acquired from [46].
- Application: classification on a visual recognition task
The visual recognition dataset [55] is from a study on object representation
in human ventral temporal cortex. In the object recognition experiment, 6
subjects were asked to recognize 8 different types of objects (bottles, houses,
cats, scissors, chairs, faces, shoes and scrambled control images). Wu et
al. [46] examined this dataset to learn the weights mapping the fMRI brain
activity to object categories for each subject. They cast the multi-category
classification problems into multiple binary classification problems for each
pair of categories. Wu et al. employed the same linear regression model as in
eq. 8 for training the model. When making predictions, they took the sign
of the output y as the discrete binary labels (+1/− 1).
They showed that DRD achieved the highest accuracies for most of the
binary classifications compared with other state-of-art sparse decoding meth-
ods [44, 45]. More specifically, DRD is able to find interpretable decoding
weight maps for many pairs. Fig. 4C presents the brain map estimation for
the house-vs-bottle pair. There are clustered positive decoding weights in
the parahippocampal place area (PPA) (responding more strongly to scenes
depicting places) [56] and clustered negative weights in the lateral occipital
complex (LOC) (responding to objects in human occipito-temporal cortex)
[57] discovered by DRD, which are not found by other sparse decoding meth-
ods.
We describe the DRD model here in a generative way. The brain decoding
weights are generated from a DRD prior. But the application is a discrim-
inative model, i.e. mapping fMRI data to experimental variables. Because
the DRD prior was proposed to learn region-sparse brain weights regardless
of whether a model is discriminative or generative, it can also be inserted to
generative models such as the factor analysis models in SRM in essentially
the same way.
2.4. Inferring representational similarity between neural patterns
- Defining the problem: neural pattern similarity
As sensory inputs get processed in the brain, each neural population of one
brain region performs nonlinear computation of the input from neurons of
other regions. The representation of the same external object thus changes
from one region to another. One fundamental question in neuroscience is
how these representations are transformed, in service for deciding the right
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actions to take[58, 59]. One way to describe representation is in terms of
what stimuli are encoded closer and what are encoded farther apart. Beyond
studying representation of external stimuli, the same question can also be
asked about different cognitive states: which states are represented closer in
a brain region?
Early behavioral studies investigated representations of objects by asking
people to judge how similar a pair of stimuli are to each other [60]. The
structure of the similarity matrix, composed of the judged degrees of simi-
larity between all pairs of tested stimuli, reflects the geometry of the internal
representational space being used to encode stimuli. Such approach is lim-
ited to representations accessible for conscious report[61]. To overcome this
and to compare computational models against multiple types of neural data,
Kriegeskorte et al. [62] proposed Representational Similarity Analysis (RSA),
which utilizes neural recordings to understand the structure of representa-
tions. This analysis assumes that the similarity between the neural patterns
elicited by each pair of stimuli in a brain region reflects the similarity be-
tween the representations of these stimuli in that region. Because it does not
rely on subjective judgment, RSA can be applied to study representation in
any stage of sensory processing[63, 64]. Measuring similarity between neural
activity patterns evoked by sensory stimuli or cognitive states is its central
goal.
- Making assumptions: relations of representational structure, neural pat-
terns and fMRI data
In order to infer the similarity between neural activity patterns, one needs
to first make assumptions about the relations between the neural patterns
and the recorded neural data, and between the similarity structure and the
patterns.
The neural activity of a region (RSA typically focuses on single brain
region instead of the whole brain) during a task can be considered as be-
ing generated by the sum of various spatial patterns, each being modulated
by different time courses. In this sense, the basic assumption of fMRI data
underlying RSA is also a factor model, as in SRM and (H)TFA (Fig. 5A).
The difference here is that at least a subset of the modulation time courses
are explicitly tied to when and how much the brain is engaged in each task
condition, which are pre-defined by the researchers. The spatial pattern be-
ing modulated by each time course is the relative degree by which different
voxels are activated by the task condition. In addition to the activity ex-
18
plained by the temporal modulation of these patterns, the data also contain
unexplained fluctuation with both spatial and temporal correlation. There-
fore, the similarity matrix one seeks to estimate is only indirectly related
to the noisy fMRI data through unknown neural activity patterns and their
modulation time courses predicted by the task.
There are many ways to define similarity. One way is based on the co-
sine of the angle between the vectors corresponding to activity patterns in
the space spanned by the voxel activation levels, which is adopted by the
algorithm of Bayesian RSA (BRSA) [16, 17]. Other common ways include
correlation between demeaned patterns, and Euclidean distance or Maha-
lanobis distance between patterns (as measures of dissimilarity) [62, 65–67].
Here we focus on cosine of angle between patterns, which can be alternatively
considered as correlation without demeaning patterns.
- Translating assumptions to a graphical model: two-stage model of fMRI
data with representational structure as latent variable
Since the time course of a task is known, the modulation time course
(so-called design matrix) can be constructed based on the timing of the task
conditions and the shape of the smooth delayed response (the haemodynamic
response function, HRF) in fMRI signals following neuronal activity. We
denote the design matrix as S ∈ RT×K , where T is the total time points and
K is the number of task conditions in an experiment, then the factor model
of fMRI data can be expressed as
X = SW + S0W0 + E (13)
Here, X ∈ RT×V is the time by voxel matrix of the fMRI time series in
a region of interest where V is the total number of voxels in that region.
W ∈ RK×V is the unknown activation patterns associated with all the task
conditions. S0W0 captures spatially correlated fluctuation unrelated to the
task. E denotes the residual spatially independent noise, but it can have tem-
poral autocorrelation, which may be modeled with an auto-regressive (AR)
process such as AR(1). Generally, researchers do not have full knowledge of
S0 or W0, but may have regressors (such as the head motion time course)
which accounts for some variance in S0. Eq. 13 defines the conditional prob-
ability of the data in each voxel given S, W, S0, W0 and the parameters θ
of the AR process, e.g., p(X(v)|S,W (v), S0,W (v)0 , θ(v)) for voxel v.
When cosine angle αi,j is used as a measure of similarity between pat-
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terns Wi and Wj (row vectors of W), cos αi,j =
WiW
T
j√
WiWTi
√
WjWTj
. If the
activation profile of each voxel W (v) is a sample from a multi-variate dis-
tribution, then E[WiW Tj ] is the covariance between the dimensions i and j
of this distribution[68]. By estimating the covariance structure UW of W,
one can obtain the cosine angle between patterns as a similarity measure.
Therefore, the relation between unknown neural patterns and their similar-
ity is modeled by assuming that each column of W is a sample drawn from
a multivariate distribution with its covariance matrix being UW :
W (v) ∼ N(0, UW ) (14)
This specifies the form of conditional probability ofW (k) given UW : p(W
(k)|UW ).
The two-stage generating model from covariance structure through activity
patterns to fMRI data is depicted in Fig. 5B.
- Solving the model: inferring covariance structure of unknown neural pat-
terns directly from data
After the probabilistic graphical model is built and the conditional probabil-
ity distribution corresponding to each edge is specified, one can derive the
likelihood p(X|UW ). This can be achieved after marginalizing the intermedi-
ate variables such as W and other unknown quantities that X’s distribution
is conditioned on (S0 is determined through an iterative fitting procedure as
in [17]). Then maximizing this likelihood yields the maximum likelihood es-
timation UˆW of UW . Finally, the consine angles between W can be obtained
as the correlation matrix corresponding to the covariance matrix UˆW .
- Application: reducing spurious similarity structure
Maximizing the likelihood p(X|UW ) while marginalizing unknown intermedi-
ate variables and uninteresting variables is a principled approach to infer the
latent variable UW . An alternative pipeline-oriented approach is to instead
first calculate Wˆ as estimates of the unknown patterns W from the data
by regressing X against S, and then calculate the similarity among rows of
Wˆ. This approach, however, has been shown [16–18, 69] to introduce spuri-
ous similarity structure unrelated to the neural activity corresponding to the
task of interest. The reason is that although the regression provides unbiased
estimates Wˆ of the neural patterns, the covariance of Wˆ is not the same as
the covariance of W: Wˆ is contaminated by noise with specific covariance
structure introduced by the regression procedure. The noise itself originates
from the task-unrelated fluctuation in fMRI data. The regression procedure,
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Figure 5: A) BRSA assumes a similar factor model as SRM and (H)TFA. To capture both
spatial and temporal correlation in residual noise, the noise is further modeled by a factor
decomposition of spatially correlated noise plus spatially independent noise. Additionally,
each column of the weight matrix W (activation patterns) are assumed to share the same
covariance structure, which underlies the similarity between patterns. B) Probabilistic
graphical model for BRSA. The rectangular plate is repeated for each voxel. Variables
within the plate are voxel-specific and those outside the plate are shared by all voxels. UW
is the target to estimate but is indirectly related to X through unknown patterns W. To
infer UW , other unknown variables are either marginalized or (in the case of S0) determined
through an iterative fitting procedure (see [17]) C) The simulated similarity structure, the
similarity structures recovered by BRSA, by correlation of point estimates of W (data-
mining approach) and the theoretical spurious structure expected to be introduced by the
design matrix S when estimating Wˆ. B) and C) are adapted from [17]
at the same time of disentangling W from X, also “entangles” the the noise
into each row of Wˆ in a way that depends on the correlational structure be-
tween different columns of S. The covariance structure of the noise in Wˆ can
dominate the estimated similarity structure when signal-to-noise ratio is low
[16, 17] (Fig. 5C). BRSA takes into account both the property of noise and
uncertainty of intermediate variables W, thus avoiding analyzing Wˆ with
structured noise.
Instead of directly inferring UW from X, one can alternatively assume
that UW is composed of the sum of a few theoretically-motivated candidate
covariance structure, and estimate the mixture coefficient of each component
covariance structure. This method is called Pattern Component Modeling
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(PCM) [70, 71]. One can even impose hyperprior on the the mixing co-
efficients, and use variational Bayesian technique to infer them [72]. The
introduction of hyperprior can incorporate additional prior assumption or
knowledge of the data. These methods are both developed based on clear
probabilistic graphical models. It is worth pointing out that in using these
methods, in order to overcome the spurious similarity structure introduced
by the design matrix S, one needs to either directly model the data X as in
BRSA, or to model Wˆ while explicitly taking into account the structure of
the noise it carries.
Even if one takes the data mining approach, a correct understanding of
the confounding effect of noise by analyzing a probabilistic graphical model
is helpful for developing a better data mining procedure. For example, one
can still approximate the covariance or distance structure based on the noisy
patterns estimated from separate runs of experiment[18, 65]. This is because
the noise of different runs are independent, and the expectation of the product
of two independent zero-centered noises is zero. To see this, one needs to
understand how data X is generated from W (13) and how the noise in this
data generating process impacts Wˆ.
2.5. Modeling structured residuals
- Defining the problem: modeling spatiotemporal residuals in fMRI data
fMRI data has structure in both the spatial and temporal dimension, and
this spatiotemporal consistency needs to be exploited (or at least, managed)
in order to contend with this high-dimensional and noisy signal. This spa-
tiotemporal structure exists both in the neural components corresponding
to the effects of interest, and in the residual components corresponding to
everything else going on. In the conrext of supervised regression models for
fMRI, practitioners tend to worry about temporal structure in both signal (by
convolving the predictors with a synthetic haemodynamic response function)
and residual (by performing generalized least squares, or GLS, estimation
wherein the temporal structure of the residuals is modeled, [e.g. 73]). More
recent factor-analytic unsupervised approaches implicitly assume the signal
of interest itself is likewise spatially or temporally structured due to their
low-rank structure, for example the case of TFA (above) modeling brain net-
works as a linear combination (in time) of spatially contiguous factors. To
the extent that they have modeled structure in the residuals, it has been
in only the temporal or spatial dimensions (e.g., BRSA modeling residual
temporal autocorrelation per-voxel).
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Figure 6: Matrix normal models simultaneously model spatial and temporal
residuals. On the left is a schematic view of a vectorized data matrix, where each voxel’s
time series is vertically concatenated (in orange), and the covariance of every voxel at
every timepoint with every other voxel at every other timepoint is modeled. Modeling all
of these elements independently is intractable, and some structure needs to be imposed –
in this case, kronecker-separable structure. On the right is the un-vectorized data matrix
(orange rectangle), and its spatial and temporal covariances on the right and bottom. A
matrix-normal distribution with the mean (green rectangle) and row/column covariances
on the right is equivalent to the large structure on the left, but can be much more tractable
to estimate.
- Making assumptions: structured, separable residuals
As noted above, both the fMRI signal and residual are autocorrelated in
both space and time; thus, modeling the residual structure in both dimen-
sions is needed. This is not tractable in the general case, as it effectively
means modeling the covariance between every voxel at every timepoint with
every other voxel at every other timepoint. A simplifying assumption that
permits modeling residuals in both space and time is that the spatial resid-
uals of all time points have the same distribution, and the temporal residu-
als of all voxels likewise have the same distribution (for an illustration, see
Fig. 6). This separable residuals assumption has been made in a GLS frame-
work by Katanoda et al. [74] and factor-analytic framework by Shvartsman
et al. [75]. A similar approach has been taken to modeling the entire dataset
(rather than residuals only) in both neuroimaging [e.g. 76, 77] and elsewhere
in the multitask learning community [e.g 78–82]. Once separability is as-
sumed, theoretically motivated structure could be placed on the individual
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Figure 7: Plate diagrams for matrix-normal shared response model. In the matrix-
normal notation one can see that there are two possible formulations for an SRM-type
model: one which integrates over the shared timecourse (as SRM does), and one which
integrates over the subject-specific weightings while removing the orthonormality assump-
tion on Wm (this is termed ‘dual probabilistic SRM’ or DP-SRM by analogy to dual
probabilistic PCA, which makes the same extension to PCA [83]). In both cases, the
brain image data Xm ∈ RV×T is observed from subject m, m = 1 : M . As in conventional
SRM, each observation (now represented as the full data matrix) is a linear combination
of subject-specific latent factors. In regular MN-SRM (left), the time-course S is treated
as a latent variable that is integrated over and the mean Mm and weight vector Wm are
treated as (hyper)parameters that need to be estimated. In DP-SRM (right), the weight
vector and mean matrix are treated as latent variables and integrated over whereas the
shared timecourse is treated as a (hyper)parameter to estimate. Note how in contrast to
Fig. 2, there is no plate denoting independence between timepoints, since their covariance
is now modeled. Shaded nodes: observations, unshaded nodes: latent variables, and black
squares: parameters.
spatial and temporal residual covariances, for example autoregressive in time
(as in BRSA, above) and smooth in space (as in DRD, above).
- Translating assumptions to a graphical model: matrix-normal
The informal claim of separability above is denoted by defining Σall to be
equal to the kronecker product of a spatial and temporal residual covariance,
Σall := Σt⊗Σv. The kronecker product is a generalization of the vector outer
product to matrices, and precisely performs the weighted tiling illustrated in
Fig. 6. Using this notation, we define the matrix-variate normal distribution,
a distribution over matrices parameterized by a mean matrix and both row
and column covariances. We denote matrices drawn from this distribution as
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X ∼MNm,n(M,R,C), with mean M ∈ Rm×n, row ccovariance R ∈ Rm×m
and column covariance C ∈ Rn×n. It has the following density:
log p(X |M,R,C) =− 2 logmn−m log |C| (15)
− n log |R| − Tr [C−1(X−M)>R−1(X−MM)] .
The above notation is equivalent to denoting vec(X) ∼ N (vec(M),C ⊗
R), where ⊗ is the kronecker product and vec is the vectorization operator.
If the column covariance C is the identity matrix, the expression reduces to
the multivariate density summed over column dimension. We can use this
notation to write, for example, a separable-residual model SRM model:
S ∼MN (0,Σs, I) (16)
Xm | S ∼MN (WmS + Mm,Σv,Σt), (17)
where Σv and Σt are spatial and temporal residual covariances and the
remaining parameters are as defined above. In contrasting the diagram in
Fig. 7 one can see the disappearance of the plate iterating over timepoints,
since now temporal residuals are modeled. In this view, we can also see a
similar model in which the prior on Wm is modeled instead:
Wm ∼MN (0, I,Σw) (18)
Xm | S ∼MN (WmS + Mm,Σv,Σt), (19)
In this view, which Shvartsman et al. label dual probabilistic SRM (DP-
SRM) by analogy to dual probabilistic PCA [83], Wm can no longer be
modeled as orthonormal but can now be integrated over with a gaussian
prior, estiamting substantially fewer parameters. Similar modification can
be performed on other factor models [75].
- Solving the model
While simply estimating all parameters by gradient descent is theoret-
ically possible, a more practical approach is to marginalize over nuisance
parameters, and estimate only the parameters of interest. Marginaliza-
tion in the multivariate normal setting with gaussian priors is well-known
[84], but the separable covariance formulation introduces some new infer-
ence challenges: marginaliation yields a non-separable marginal likelihood,
naive computation of which would require inverting a matrix of dimension
vt × vt for v voxels and t, which is intractable for fMRI data. However,
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Rakitsch et al. [81] provide an efficient method for computing this likelihood
by exploiting the compatibility between diagonalization and the kronecker
product. If the spatial residual matrix itself needs to be separable (e.g. for
efficiently modeling whole-brain spatial residuals by separating them in the
x, y, and z dimensions), [75] show that particular assumptions about prior
covariances can likewise render the marginal separable (and thus tractable).
Once the marginal likelihood can be computed efficiently, standard gradient-
based techniques can be used for estimation. For even greater speed, Shvarts-
man et al. [75] derive an expectation-conditional-maximization algorithm for
maximizing the marginal likelihood by coordinate ascent (though they only
do so for matrix-normal SRM).
Applications and benefits
In the case of the fMRI GLM, Katanoda et al. [74] validate the separable-
residuals model on synthetic data, as well as on a finger-tapping experiment.
There, they demonstrate that the separable model recovers larger activations
more closely focused around the expected motor regions. Additionally, the
separable model provided the best fit to the data out of the models consid-
ered (which included models that did not include any residual structure and
those that included temporal structure only). In the case of factor models,
Shvartsman et al. [75] show that the separable model can be substantially
faster to estimate than a model that includes voxel-specific temporal residu-
als (as in the case of BRSA vs MN-RSA) and can achieve lower error while
retaining BRSA’s conservative behavior under the null. A separable variant
of SRM achieves lower out-of-sample reconstruction error for new subjects
than conventional SRM, though this reduced error does not seem to translate
to improved feature extraction for brain decoding.
3. Discussion
In this article, we use five computational tools developed for different goals
in fMRI research to illustrate how to build probabilistic graphical model to
address important questions arising in neural imaging studies. These meth-
ods also illustrate how the probabilistic graphical model[24], which stands
at the center of all the methods, can accommodate domain knowledge and
known properties of the data and facilitate aggregating information over
larger datasets. These features allow us to mitigate the limitations in fMRI
data: high dimensionality (many voxels), low sample size in single subject,
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heterogeneity across subjects and complex noise with high magnitude. The
model-based approach helps ensures the faithfulness of an algorithm to its
original purpose and provides flexibility in model building.
To tackle the limits of high dimensionality and low sample size, SRM[30]
uses shared latent response as its core assumption, which allows aggregating
data from multiple subjects; HTFA [38] uses hierarchical model across sub-
jects to discover common nodes in many brains. By utilizing big data across
many subjects, both methods essentially increase the sample size to discover
common structure in the data. In addition, the low-rank factor model under-
lying both methods reduce the model complexity, thus mitigating overfitting.
In aggregating data, both SRM and (H)TFA tolerate the heterogeneity of
data across subjects, but in slightly different ways: SRM assumes different
spatial weight matrices across subjects while HTFA allows the spatial loca-
tion of the same node in different subjects to vary. Similarly, an extension of
BRSA, the Group BRSA[17] allows spatial patterns to differ across subjects.
An alternative way to mitigate high dimensionality and low sample size
is to introduce domain knowledge which trades off between bias and vari-
ance in parameter estimation. The three-dimensional Gaussian kernel in
(H)TFA [38, 39] can be considered as adopting the belief that fMRI activa-
tions are smooth and local. DRD[46] introduces similar domain knowledge
(region sparsity) to tackle the problem by resorting to a Gaussian Process
prior on the log of decoding weight variance. This prior allows the weights
to have more flexible spatial patterns than Gaussian blobs. Although not
reviewed in this article, the method of estimating population receptive field
[85] and more generally, the encoding model approach [86] essentially also
bring in domain knowledge of neural tuning properties in modeling fMRI
data.
Aggregating more data and introducing domain knowledge both essen-
tially reduce the impact of high noise in fMRI data. BRSA and kronecker-
separable factor model variants [75] go one step further by explicitly modeling
the spatial and temporal correlation structure in noise. BRSA separates the
spatially correlated and independent noise components and models the for-
mer with a factor model, allowing for a more complex correlation structure.
Matrix normal assumes separability of the whole data covariance structure
into one corresponding to spatial covariance and one corresponding to tem-
poral covariance, largely reducing the number of free parameters while still
being able to capture the major structure in noise. Explicitly modeling the
noise structure helps reduce bias in estimation arising from the mismatch
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between an overly simplified noise assumption and the complex property of
noise in the data.
In addition to tackling the limitation in fMRI to increase the power for
discovering meaningful information in the data, one advantage of the model-
based approach is its faithfulness to the original goal of a research. This is
illustrated in the case of BRSA, where a data-mining approach may overlook
the difference between the output of a previous analysis procedure and the
true quantity of data that the procedure attempts to estimate, and may in-
troduce spurious results. Probabilistic graphical models allow for simulation
of data according to the model and verification of the inference algorithm.
This is an advantage not easily achieved by analysis procedures developed
without an explicit graphical model.
The model-based approach to neuroimaging analysis also offers the flex-
ibility of combining advantages of different models and tailoring models for
new application domains. This has been illustrated by the extensions of
SRM to several variants that utilize partial labels of data[35] or datasets
partially sharing subjects[34]. Likewise, it is illustrated in the development
of separable-covariance variants of existing models [75]. It is an interesting
future research direction to develop new tools that combine the advantage
of the existing model-based methods, including the models reviewed here.
Understanding the commonality among models is the first step towards in-
tegrating them. This is the reason we intentionally use the same notation
and matrix orientation of data matrix in this paper to help readers see the
commonality among these methods. Furthermore, several of the tools in this
article are available in the same open source package Brain Imaging Analysis
Kit (BrainIAK ) [87], which makes it easier for tool developers to understand
how the computational models and inference algorithms ultimately turn into
functioning code and to draw inspiration from these tools.
In the new era of big data for neuroscience[88–90], facilitating data shar-
ing is obviously one of the most important effort for making big data analysis
possible[91–94]. One step further, developing computational models that de-
rive insights from the big data is another key for the field of neuroscience
to benefit from the increasing data size, which should also be in synergy
with development of theory of the essence of the neural computation[95–97].
We suggest the process of future method development should place model
building as a central focus.
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