ABSTRACT The accuracy of classification and retrieval significantly depends on the metric used to compute the similarity between samples. For preserving the geometric structure, the symmetric positive definite (SPD) manifold is introduced into the metric learning problem. However, the SPD constraint is too strict to describe the real data distribution. In this paper, we extend the intrinsic metric learning problem to semi-definite case, by which the data distribution is better described for various classification tasks. First, we formulate the metric learning as a minimization problem to the SPD manifold on subspace, which not only considers to balance the information between inner classes and inter classes by an adaptive tradeoff parameter but also improves the robustness by the low-rank subspaces presentation. Thus, it benefits to design a structurepreserving algorithm on subspace by using the geodesic structure of the SPD subspace. To solve this model, we develop an iterative strategy to update the intrinsic metric and the subspace structure, respectively. Finally, we compare our proposed method with ten state-of-the-art methods on four data sets. The numerical results validate that our method can significantly improve the description of the data distribution, and hence, the performance of the image classification task.
I. INTRODUCTION
Metric, as a measure defined on a data set, plays a crucial role in the description of data distribution. Deferent metrics can offer different views of data. How to learn a suitable metric to well describe the data distribution and further improve the separability of the data becomes a fundamental issue in machine learning [1] , [2] .
Metric learning aims to find a proper metric for a given collection of pairs with similar/dissimilar samples [3] . It is widely used in classification [4] - [6] , image and 3D object retrieval [7] - [9] , face recognition [10] - [13] , and person re-identification tasks [14] , [15] , etc. From the geometric viewpoint, metric learning can be divided into two categories: linear and nonlinear metric learning. In linear metric learning the metric is formulated by a globally linear mapping, while
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in nonlinear metric learning it is defined locally. The nonlinear metric learning is often based on the linear metric learning, while the local linearization method [16] and the kernel based method [17] , [18] are two mainly used techniques in nonlinear metric learning. Therefore, the linear metric learning is the cornerstone and will improve the performance of the nonlinear metric case.
In past decades, several linear metric learning studies have been developed. These include the Mahalanobis distance metric for clustering [19] , the metric matrix parameterization method to learn a weighting diagonal matrix [20] , the Neighborhood Component Analysis (NCA) method in a probabilistic framework [21] , and the Large Margin Nearest Neighbors (LMNN) method [22] . As in Support Vector Machines (SVMs), LMNN proposes a margin criterion based on hinge loss. Then, Der and Saul adopt the alternating iterative method to solve it more efficiently [23] .
On the other hand, Shen et al. propose a dual method to improve the computational efficiency [24] . Kunapuli and Shavlik propose the mirror descent metric learning method for online Mahalanobis distance learning [25] . Recently, Nguyen and Baets solve the metric learning model by using the difference of convex functions programming [28] .
Focusing on the energy function, Davis et al. develop the Information-Theoretic Metric Learning (ITML) method by introducing an information measure [26] . ITML is important because it introduces the LogDet divergence regularization used in several other Mahalanobis distance learning methods [27] . Also, Nguyen et al. develop the Distance Metric Learning through Maximization of the Jeffrey divergence (DMLMJ) between two distributions derived from local pairwise constraints [28] . Later, Gu et al. compare the Schatten norm and the vector norm in metric learning [29] , and Zhang et al. design an FLS-SVM-ML algorithm by combining the fuzzy least squares SVM and metric learning [30] .
From the statistic viewpoint, Li et al. propose a maximum margin criterion, in which an insightful rule for distribution of data and a feature extraction method are established [31] . Liu et al. further discuss this criterion [32] . Later, Li et al. develop a distributed approach to discriminative distance metric learning [33] . Recently, Li and Chen propose a nonparametric metric learning approach based on Gaussian process (GP-Metric) and extend the bilinear similarity into a non-parametric form [34] .
Although the above-mentioned metric learning approaches have shown excellent performance, they do not consider the geometric structure of the set of all metrics, thus less improvement in the accuracy and efficiency is achieved. To solve these issue, Zadeh et al. revisit the metric learning from the viewpoint of geometric mean on the manifold of all positive definite matrices [35] . In this work, the best linear metric is learned on the manifold of positive definite matrices, which ensures that the metric in each iteration is positive definite. Reference [36] proposes an intrinsic structure-preserving semi-supervised approach (ISSML) for the linear metric learning, where a parameter is introduced into the objective function to fit the data distribution between inner and inter classes.
Nevertheless, the distribution of real data may not be fully filled in the whole feature space. That is, features may be located on a subspace of the feature space. On the other hand, noise and outliers may influence the learned metric. Therefore, it is important to design a more robust method for linear metric learning with noise and outliers.
Fortunately, many effective approaches, especially the subspace based methods, have been proposed to reduce the dimension of the feature space, as well as to improve the robustness of learning algorithms [37] - [41] . They attempt to find the underlying low dimension structure from the high dimensional data, which realizes the effective description and reduces the computation complexity. One fundamental method is Principal Component Analysis (PCA), which seeks the subspace by maximizing the variance of projected samples [38] . It offers a common technique for dimension reduction and feature representation. To improve the robustness of PCA, Candès et al. propose the Robust PCA (RPCA) method, which decomposes the data into low-rank background and sparse noise parts, and hence greatly promotes the robustness of data recovery [42] . Qiao et al. develop an explicit nonlinear mapping for manifold learning [43] . Further, He et al. propose a Local Preserving Projection (LPP) to find subspaces by preserving local structure of samples [44] . Later, Zhang develops the Linear Discriminant Analysis (LDA) by considering the inner class and inter classes information [39] . Li and Fu well realize the subspace discovery by introducing the low-rank constraints [40] , [41] . They also apply this approach to balanced and unbalanced graphs learning [45] . Recently, Ding and Fu improve it to multi-view data analysis by collective low-rank subspace learning [46] .
The subspace based methods well represent the features for learning issues, but they do not fully consider the metric factor in data representation. On the other hand, although the LDA considers the inner class and inter classes information with the basic idea to maximize the quotient of inter class matrix and inner class matrix after projecting samples to low dimensional space, the dimension of the projected space is fixed. Recently, Bhutani et al. propose a low-rank variant Low Rank Geometric Mean Metric Learning (LR-GMML) method of the GMML [35] based on the subspace methods [56] , which makes GMML scalable in a high dimensional data sets. However, this work does not pay enough attention to the noise distribution. Therefore, this paper will synthesize the advantages of intrinsic metric learning, subspace representation and noise sparsity to form a more robust metric learning method. Our contributions are twofold below. 1) Model: We extend our SPD metric learning model [36] to the subspace SPD metric learning for better fitting the real data distribution, which not only considers to balance the information between inner class and inter classes by an adaptive tradeoff parameter, but also improves the robustness by the low rank subspaces representation and sparsity of noise.
2) Algorithm: We propose an alternate structure preserving algorithm. The algorithm benefits much from the geodesic structure of positive-definite matrix group, which can transfer an SPD constrained optimization problem to an unconstrained problem on an SPD sub-manifold.
The rest of this paper is organized as follows. In Section II, after recalling the traditional metric learning model, we introduce the low rank constraints to the model to represent the optimal subspace for supervised metric learning. Then, to solve the model, we propose an alternately iterative strategy in Section III, where a structure preserving algorithm is designed by using the manifold structure of positive definite matrix group. In Section IV, we demonstrate the effectiveness of our method, as well as compare it with ten state-of-theart methods for classification on four real data sets, including ORL and Extended YaleB facial data sets, COIL-100 object VOLUME 7, 2019 data set [54] , and USPS digit data set [55] . Finally, this paper is concluded in Section V.
II. THE PROPOSED MODEL A. METRIC LEARNING MODEL ON MANIFOLD
Given a data set X = {x 1 , . . . , x n } with the label set Y = {y 1 , . . . , y n }, where
is the dimension of sample, n is the number of samples, and K is the number of class. Traditional supervised metric learning is to seek the best Mahalanobis distance metric M , such that samples are as close as possible in the same class and as far as possible in different classes.
Denote the Mahalanobis distance between x i and x j by
where M is a positive definite matrix (i.e. M 0). Then, a triplet set
ik } is used to distinguish the relationship between samples, where x i and x j are in the same class, i.e. y i = y j , and
Then, the supervised linear metric learning problem [22] is modeled by
To better balance the influences of the inner-class and inter-class data, we introduce an adaptive parameter γ = 1/(1 +D −1 ) into the objective function, whereD is the mean distance of the data set D [36] . Then, the model is rewritten by
To reduce the computational complexity, we only calculate the distances of k nearest neighbors in the same class for each sample. Therefore, the energy function is translated into
where η ij and y ij are two indicative functions defined by η ij = 1, x i and x j are neighbors in the same class 0, otherwise
n×n , e be a column vector with all elements 1, and E i be a column vector with all elements 0 except the ith element 1. Then the energy function is further simplified by
where
Further, we rewrite the objective function by matrix form and the model is translated to
where D c = diag(Ce) and C = (C ij ) n×n . For more detail deduction, we refer to [36] .
To enhance the generalization ability, inspired by [47] we introduce a locally topological structure of data to (6) in [36] . Although it improves the robustness, there are still some shortages: 1) The metric matrix M is always assumed to be positive definite, but the distribution of data may not be fully filled in the whole feature space in real cases, and 2) the computation of the distances of the nearest neighbors is time-consuming. Therefore, we should find a more efficient way to improve the robustness. Fortunately, subspace based methods have been proposed from another way to reduce the dimension of the feature space, as well as to improve the robustness of learning algorithms. They always assume that the samples may be located on a subspace of the feature space and offer a way to improve the robustness for feature representation. Therefore, we can improve the robustness of metric learning by a more robust feature representation.
B. METRIC LEARNING MODEL ON SUB-MANIFOLD
In subspace learning, one efficient way is the sparse low rank self-representation [40] . That is, all samples can almost be linearly represented by few samples in the data set X = XZ + E, where Z is an n × n coefficient matrix and E is the noise. From another viewpoint, samples used to represent the whole data set X span a subspace. Therefore, we reformulate the metric learning problem on subspace by
where r(Z ) is the rank of Z , µ and λ are two balance parameters, and · 2,1 is the l 2,1 norm, which can model the group-wise regularity of noise [37] , [48] . In fact, the second and third terms provide a way to settle the above issues by considering the metric learning on such subspace. That is, we can introduce the low rank self-representation for the data set X , and then consider the metric learning on the projected samples.
The rank of Z can be approximated by its nuclear norm. Then, the objective function can be rewritten as min
III. ITERATIVE STRATEGY AND ALGORITHMS
In this section, we propose an iterative strategy to solve the model (7). The detail is described as follows.
There are two kinds of independent variables in (7): the metric M 0 and the variables of low rank self representations Z and E. Hence a common solving strategy is the alternate iteration. Concretely, the model can be solved by iteratively minimizing two subproblems below. S1) For current fixed Z and E, we update M by solving the following minimization problem.
S2)
For current fixed M , we update Z and E by solving the following minimization problem.
For the subproblem S1), we can adopt the same intrinsic steep descent method on the positive definite matrix group P(d) in [36] . Only we need to modify is to replace the data set X in [36] by XZ k . That is, the iterative format for solving M by the geodesic structure of P(d) can be defined by
where α is the optimal step, and G(M k ) is the gradient of the objective function (8) at M k . It is calculated by
The detailed deduction can be found in [36] and we use the symmetry of
For solving the subproblem S2) easier, we introduce a slack variable V with respect to Z , and then the model (9) equals to
Then, by using the augmented Lagrange method, the model is translated into
where L 1 and L 2 are two Lagrange multipliers, σ > 0 is a penalty parameter, and · F is the Frobenius norm.
Using the same strategy, the minimization problem (13) can be solved by iterating the following three steps. S2-1) For current fixed Z k and E k , we update the V k+1 by solving
To solve (14), we adopt the singular value thresholding (SVT) technique [49] . That is,
where S τ (·) is the shrinkage thresholding operator. S2-2) For current fixed V k+1 and E k , we update Z k+1 by solving
From the KKT condition, we have
Then, we can solve Z k+1 by a fast algorithm in [50] . S2-3) For current fixed Z k+1 , we update E k+1 by solving
The minimization problem (18) can be solved by the method in [51] . Concretely,
σ , Q i is the i-th column of Q, and α = λ σ . Finally, it should be pointed out that the Lagrange multipliers L 1 , L 2 and σ are updated by
and
Then, we obtain the algorithm for metric learning via the subspace representation and summarize it as Algorithm 1.
IV. EXPERIMENTAL RESULTS
To demonstrate the effectiveness of the proposed robust metric learning algorithm, in this section, we compare it with ten state-of-the-art methods for classification on four real data sets, including ORL [52] and Extended YaleB [53] facial data sets, COIL-100 object data set [54] , and USPS digit data set [55] . All programs are written in Matlab 2013a and run by PC with Intel(R) Core(TM) i7-7500U CPU and 32GB RAM.
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Algorithm 1 Metric Learning Algorithm Require: Data matrix X , parameters µ, λ, ρ = 1.3 and σ max = 10 10 . Ensure: M * , Z * , and E * .
1:
while Error > ε or k < maxIteration do 3: Calculate the gradient G(M k ) by (11); 4: Calculate the optimal stepsize α by inexact line search. 5 :
Update V k+1 by (15) with Z k fixed.
7:
Update Z k+1 by solving (17) with V k+1 and E k fixed.
8:
Update E k+1 by (19) with Z k+1 fixed.
9:
Update the multipliers
Update σ k+1 = min(ρσ k , σ max ) 11: Calculate the Error k+1 by Eq. (13) at M k+1 , V k+1 , Z k+1 and E k+1 .
12:
Set k ⇐ k + 1. 13: end while 14: Output: M * = M k , Z * = Z k and E * = E k . 
A. DATASETS AND COMPARED METHODS
We compare our method with ten state-of-the-art methods on four widely used data sets. Fig. 1 shows some representative images in four data sets while Table 1 shows the attributes of the data sets. Fig. 1(a) shows the representative samples of the COIL-100 object data set. This data set contains 100 objects. All images of one object were taken 5 degrees apart because the object is imaged on a rotated turntable, and hence each object has 72 images. The size of each image is 32 × 32 pixels with 256 grey levels per pixel. Thus, the original dimension of each image is 1024. The bottom low shows the image with 10% salt & pepper noise. Fig. 1(b) shows the representative samples of the ORL facial data set. This data set contains 400 images with 40 classes acquired under different lighting conditions. All images in data sets are cropped and resized to the size of 32 × 32. Thus, the original dimension of each image is 1024. The bottom row shows the image with 10% Gaussian noise. Fig. 1(c) shows the representative samples of the Extended YaleB facial data set. This data set contains a total of 2414 images, including 64 frontal pose images of 38 different subjects. The variability between images of the same person is mainly due to different lighting conditions. The images are automatically centered by using optical flow and then converted to vectors. All images in data sets are cropped and resized to the size of 32×32. Thus, the original dimension of each image is 1024. Fig. 1(d) shows the representative samples of the USPS data set. This data set is one of the standard data sets for handwritten digit recognition. It contains 9298 images with the digits from 0 to 9, which have been normalized to size of 16 × 16. Thus, the original dimension of each image is 256.
To validate the abilities of classification and dimension reduction, we compare our method with ten state-of-the-art metric learning methods (ITML [26] , LMNN [22] , DMLMJ [28] , LR-GMML [56] , LDA [39] , LPP [44] , LSDA [57] and SRRS [41] ) and two baseline methods (Euclidean metric (EU) and PCA). For fair comparison, we only adopt the k-NN classifier under the learned metrics, because the ability of classification depends on the classifiers. Also, we use the recognition error rate to evaluate the performance of all compared methods. The recognition error rate is defined as
where n is the number of samples, f (x i ) is the prediction label of the sample, and y i is the real label of the sample.
B. NUMERICAL RESULTS AND DISCUSSION

1) COIL-100 OBJECT DATA SET
For COIL-100 object data set, the first 20 classes are selected as the subset of samples. Then, we randomly select 10 images in each class as the training samples and the rest as the testing samples. We repeat this process 20 times. Further, to validate the robustness of algorithms, we randomly add the salt & pepper noise from 10% to 50% on the data, respectively. The bottom of Fig. 1(a) shows the images with 10% salt & pepper noise. Then, the numerical results are displayed in Table 2 and Figs. 2-5 . Also, we adopt the area under ROC curve (AUC) and F1-measure as the evaluation metric, we report AUCs and F1s in Table 3 . For the multi-classification task, we divide it into C 2 K (K is the number of class) binary-classification tasks to calculate the mean of AUCs and F1s. F1 is defined as follows:
where P, TP, FN , R, FP and TN represent precision, the true positive, the false negative, recall, the false positive and the true negative, respectively. Table 2 shows the recognition error ratios of classification task for all methods in the different noise levels. The number in the bracket is the dimension of reduced feature space. We have the following three observations. 1) All learned metrics improve the performance of classification. It is validated from the results of ITML and LMNN. Their performance is better than the EU-based method under the learned metric in the original feature space with dimension of 1024.
2) The dimension reduction also contributes to improve the classification performance. It is demonstrated from the comparison results between EU method and all dimension reduction based methods. 3) Our proposed method outperforms listed state-of-theart methods under different salt & pepper noise in aspects of accuracy and robustness, as shown in Fig. 2 . Table 3 shows AUCs and F1s for all methods on COIL-100 data set. We can find that our method outperforms the other state-of-the-art methods under different evaluation metrics. Fig. 3 shows the relationship between the recognition error ratios and dimension of the learned feature space. We have selected six methods to compare with our proposed method, since some methods are less efficient without dimension reduction. At the same time, we only display the EU curves to be baselines. Our proposed method almost obtains the best subspace representation for the samples.
To show the distributions under the corresponding metrics, we project all learned features to two dimensional spaces by PCA and display them in Fig. 4 . Visually, the separability of data are all improved in different degrees under different learned metrics, where different colors represent different classes. The results of EU and PCA are the same because the final projections are the same. Further, the separability of data by our projection is the best.
Finally, to test the sensitivity of the model parameters, we validate the parameters in a large range. Concretely, we select µ from 10 2 to 10 5 and λ from 10 3 to 10 6 . The results are shown in Fig. 5 . The recognition error ratio is not sensitive to the model parameters and hence the model is robustness.
2) ORL AND EXTENDED YALEB FACIAL DATA SETS
To further validate the efficiency, we conduct the classification tasks on the ORL and Extended YaleB facial data sets. In experiments, we further consider the change of classification performance with the number of training samples on these two data sets.
First, we randomly select 3, 4, 5 and 6 images in each class as the training samples and the rest as testing samples. We repeat this process 20 times, and record the recognition error ratios with their standard variations by all methods, respectively. The results are displayed in Table 4 and Fig. 6 .
From Table 4 , we obtain the following facts. 1) All learned metrics improve the classification performance. It is validated from the results of ITML and LMNN. Their performance is better than the EU-based method under the learned metric in the original feature space.
2) The dimension reduction also contributes to improve the performance of classification. It is demonstrated from the comparison results between EU method and all dimension reduction based methods. Especially, compared with PCA, our proposed method has a large improvement even the dimensions of feature spaces are close. 3) The recognition error ratio of each method decreases with the increment of the training samples. On the other hand, at the same number of training samples, our proposed method significantly outperforms all other methods. Further, our proposed method obtains more promotion in the case of small training samples.
To further validate the robustness of the proposed method, we randomly add the Gaussian noise from 10%-50% on the data. In each noisy case, we randomly select 5 images in each class as training samples and the rest as testing samples, and repeat this process 20 times. Then, we obtain the results shown in Table 5 and Fig. 7 . Table 5 shows that the above three facts still hold in the noisy cases. Further, Fig. 7(a) shows the relationships between recognition error ratios and dimension of the learned feature space in the case of 50% Gaussian noise. In this figure, we also exclude the ITML and LMNN methods because they do not reduce the dimension of feature space. At the same time, we only display the EU curves to be baselines. It is seen that our proposed method almost obtains the best subspace representation for the samples. On the other hand, from Fig. 7(b) , we conclude that recognition error ratios increase with increment of the noise, while our proposed method obtain the best performance in all noisy cases.
Further, the above process is repeated on the Extended YaleB facial data set. We randomly select 10, 20, 30 and 40 images in each class as training samples and the rest as testing samples. We repeat this process 20 times again, and VOLUME 7, 2019 record the recognition error ratios with their standard variations by all methods, respectively. The results are displayed in Table 6 and Fig. 8 . Fig. 8 reveals the same phenomenon with the results on ORL data set, but the performance of PCA on this data set is not well like it on ORL data set. On the other hand, the performances of SRRS and our method are close, but our method is still better than all other methods in the same size of training samples.
3) USPS DIGITAL DATA SET
Finally, we compare all methods for the image retrieval task on USPS digital data set. Here, we only use the first 100 images for each number to be subset. Then, we randomly select 30 images in each class as training samples and the rest as testing samples. We also repeat this process 20 times. By applying nine methods on them, we obtain the results and display them in Table 7 and Figs. 9 and 10.
From Table 7 , we see that 1) All learned metrics improve the performance of retrieval. It is validated from the results of ITML and LMNN. The performances are better than the EU-based method under the learned metric in the original feature space with dimension of 256; 2) The dimension reduction also contributes to improve the performance of retrieval. It is demonstrated from the comparison results between EU method and all dimension reduction based methods; and 3) Our proposed method still outperforms the rest state-ofthe-art methods. Fig. 9 shows the relationship between the recognition error ratios and the dimension of the learned feature space. Here, we only display the PCA, SRRS and our method with the EU baselines. It is seen that our proposed method almost obtains the best subspace representation for the samples.
To intuitively display the results, we portrait the image retrieval results in Fig. 10 . Our proposed method finds the most similar images by using the learned metric.
Finally, we give the convergence analysis by the numerical experiments. Fig. 11 shows the convergence curves of our proposed method on four data sets without noise. It is seen that our proposed method has a fast convergence rate.
V. CONCLUSION
In this paper, we have proposed a robust intrinsic metric learning method based on the subspace representation for samples. Concretely, we formulate the metric learning problem as a minimization problem on the SPD manifold. To extend this model to the semi-definite cases, we introduce the robust subspace representation to our geodesic preserving metric learning method by applying the low-rank and sparse representations. To solve this model, we develop an iterative strategy to update the metric and the subspace structure, respectively. In the step of updating the metric, we construct a structure-preserving algorithm. Finally, the numerical results validate that our method can significantly improve the performance of image classification, even under high noise. 
