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I. INTRODUCTION

F
LASH memory is a non-volatile technology that is both electrically programmable and electrically erasable. It incorporates a set of cells maintained at a set of charge levels to encode information. While raising the charge level of a cell is an easy operation, reducing the charge level requires the erasure of the whole block to which the cell belongs. For this reason charge is injected into the cell over several iterations. Such programming is slow and can cause errors since cells may be injected with extra unwanted charge. Other common errors in flash memory cells are due to charge leakage and reading disturbance that may cause charge to move from one cell to its adjacent cells. In order to overcome these problems, the novel framework of rank modulation was introduced in [8] . In this setup, the information is carried by the relative ranking of the cells' charge levels and not by the absolute values of the charge levels. Denote the charge level in the i th cell by c i , 0 ≤ i < n, and hence c = (c 0 , c 1 , . . . , c n−1 ) is the sequence of the charge levels in the n cells. A codeword in this scheme is the permutation defined by the order of the charge levels, from the highest one to the lowest one, e.g. if n = 5 and c = (3, 5, 2, 7, 10) then the permutation, i.e., the codeword in the rank modulation scheme, is [5, 4, 2, 1, 3] . This allows for more efficient programming of cells, and coding by the ranking of the cells' charge levels is more robust to charge leakage than coding by their actual values. The push-to-thetop operation is a basic minimal cost operation in the rank modulation scheme by which a single cell has its charge level increased such that it will be the highest of the set. Research on the rank modulation scheme since its introduction less than ten years ago has been developed in a few directions, such as error-correction [1] - [3] , [9] , [10] , [13] , [18] , Gray codes [6] - [8] , [16] , [17] , and capacity [14] .
Two main metrics were studied in the literature. The first is the Kendall τ -metric [1] - [3] , [10] , [18] which corresponds to a case where the total difference in the charge levels can be bounded. The second is the infinity metric [13] , [16] which models a different type of common errors, the limitedmagnitude spike errors. A useful method for studying of the Kendall τ -metric is embedding the set of all permutations with the Kendall τ -metric into a different spaces and metrics, such as Lee metric and Hamming Distance [1] , [10] , [18] . This method is used also for constructing error-correcting codes for multi-permutations [3] . Many papers consider the single error case: design codes [1] , [3] , [10] , explore bounds on the capacity [1] , [2] , and study the snake-in-the-box codes [6] , [7] , [15] - [17] , which are Gray codes capable for correcting one error. Mazumdar and Barg [10] construct families of rank modulation codes that correct a number of errors that grows with the number of cells at varying rates.
A drawback of the rank modulation scheme is the need for a large number of comparisons when reading the induced permutation. Furthermore, n distinct charge levels are required for a group of n cells. The local rank modulation (LRM) scheme was suggested [5] in order to overcome these problems. In this scheme, the n cells are locally viewed through a sliding window, resulting in a sequence of permutations for a much smaller number of cells which requires fewer comparisons and fewer distinct values. For 0 < s ≤ t ≤ n, where s divides n, the (s, t, n)-LRM scheme, defined in [5] and [14] , is a local rank modulation scheme over n physical cells, where t is the size (length) of each sliding window and s is the gap between two such windows. In this scheme the permutations are over {1, 2, . . . , t}, i.e., elements from S t , and the push-to-the-top operation merely raises the charge level of the selected cell above those cells which are comparable with it. We say that a sequence with n s permutations, from S t , is an (s, t, n)-LRM scheme realizable if it can be demodulated to a sequence of charges in n cells under the (s, t, n)-LRM scheme. Except for the degenerate case where s = t = n, not every sequence is realizable.
In [14] bounded LRM codes were defined and studied. In this setup, the charge levels in each window are taken from {1, . . . , D} for some D ≥ t. The authors mainly study the
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The (1, 2, n)-LRM scheme was defined in [5] in order to get the simplest hardware implementation. All demodulated sequences of permutations in this scheme are realizable, except for the two sequences of permutations in which all permutations are the same. Hence, 2 n − 2 sequences of permutations are realizable in this scheme. But, since only two permutations are used in this scheme, it follows that this scheme is relatively very weak, as the total number of possible codewords is relatively small. Therefore, we are interested in the (1, t, n)-LRM schemes for t ≥ 3, and this is the motivation for this work.
In this paper we focus on the (1, t, n)-LRM schemes for t ≥ 3, and suggest a demodulation method for these schemes. The (1, t, n)-LRM scheme is a local rank modulation scheme over n physical cells, where the size of each sliding window is t, and each cell starts a new window. Since the size of a sliding window is t, demodulated sequences of permutations in this scheme contain t! permutations. Therefore, we need t! symbols to represent the demodulated sequences of permutations.
Let θ = (θ 1 , θ 2 , . . . , θ t ! ) be an order of the t! permutations from S t , and = {1, 2, . . . , t!} be an alphabet where i represents the permutation s i . A sequence α = (α 0 , α 1 , . . . , α n−1 ) over the alphabet is called a base-word in the (1, t, n)-LRM scheme, and it is realizable, if there exists a sequence of charge levels c = (c 0 , c 1 , . . . , c n−1 ), such that for each i , 0 ≤ i < n, α i represents the permutation induced by c i , c i+1 , . . . , c i+t −1 , where indices are taken modulo n.
In this paper a mapping method, in which each base-word α = (α 0 , α 1 , . . . , α n−1 ) over the alphabet of size t!, is mapped to a codeword g = (g 0 , g 1 , . . . , g n−1 ) over an alphabet of size t, will be presented. A codeword is called legal if there exists a realizable base-word which is mapped to it. We have to make sure that two distinct realizable base-words are mapped into two distinct legal codewords. Note again, that the indices in the base-words, charge levels, and the codewords are taken modulo n.
Let M t be the number of legal codewords in the (1, t, n)-LRM scheme. Since a symbol in a codeword is from an alphabet with t letters, it follows that M t ≤ t n . But, this upper bound is not tight since there exist illegal codewords. We prove in this paper that this upper bound on M t is asymptotically tight, i.e. lim n→∞ M t t n = 1. Our setup assumes that the words are cyclic, i.e. there is wrap-around, a convention that was also assumed in [5] . A cyclic setup reduces the number of possible codewords in the sense that some base-words are not realizable. But, as it will be proved, asymptotically the number of codewords is not reduced, i.e. lim n→∞ M t t n = 1, when n cells with a window of size t are used. On the other hand, if we consider a noncyclic setup then with n cells there exist only n − t + 1 distinct windows of length t and hence a related code has at most t n−t +1 codewords. Therefore, the cyclic setup increases the number of codewords compared to the noncyclic setup in a factor of about t t −1 . This implies a considerable advantage (at least theoretically) for the cyclic setup on the noncyclic one. Moreover, the cyclic setup is more symmetric (with respect to the different cells) which makes it simple to handle (encoding/ decoding), more appealing, and more interesting. The only advantage of the noncyclic setup is that all the codewords are legal. This make this setup very simple, but with a factor of about t t −1 less codewords.
Another possible drawback of the local rank modulation is a potential of too many charge levels. There are a few ways to overcome this problem. The most simple one is to have n not larger than the number of charge levels. It should be emphasis that by using this solution, the local rank modulation has no advantage on the rank modulation in the number of required distinct charge levels, but LRM is still better in sense of having less comparisons when the data is read. It should be noted also that the technology is improving all the time, and with the advancing time the number of possible charge level is increased. A large number of charge levels can be also achieved and solved by using a careful programming. Such a careful programming can reduce the gaps between consecutive charge levels. This is a natural topic for future research. Hence, advance in both hardware and software can achieve a large number of charge levels [12] . Moreover, it can be shown that the number of codewords with high charge levels is relatively small. Hence, the related codewords can be removed and be neglected, but this will cause a much more difficult analysis.
The rest of this paper is organized as follows. The encoding and decoding of the (1, 3, n)-LRM scheme is presented in Section II. Enumeration technique for the (1, t, n)-LRM scheme, t ≥ 3, is given in Section III. In Section IV conclusion and problems for future research are presented.
II. THE (1, 3, n)-LRM SCHEME
In the (1, 3, n)-LRM scheme the size of each sliding window is 3. Therefore, an alphabet of size 3! is required to represent the demodulated sequences of permutations.
The alphabet of the base-words is = {1, 2, . . . , 6}, where the symbol represents the permutation θ . Let α = (α 0 , α 1 , . . . , α n−1 ) be a base-word. Note that the last two cells which determine α i , 0 ≤ i < n, are the first two cells which determine α i+1 , i.e., the permutation related to α i+1 is obtained from α i by the following way. The symbol 1 in the permutation related to α i is omitted, the symbols 2, 3 in the permutation are replaced with 1, 2, respectively, and a new symbol 3 is inserted before 1, 2, between them, or after both of them, depending on the new charge level c i+3 compared to c i+1 and c i+2 . Therefore, given α i , there are exactly 3 options for α i+1 .
Let 1 = {1, 3, 5} and 2 = {2, 4, 6} be a partition of into the even and the odd symbols, respectively. Note that for each i , i ∈ {1, 2}, the permutations related to the symbols in i agree on the order of cells 2 and 3. Therefore, they also agree on the three possibilities of their succeeding permutation. Denote the set of symbols of these succeeding permutations by i . It is readily verified that 1 = {1, 2, 4} and 2 = {3, 5, 6}. The base-word α is mapped to a codeword g = (g 0 , g 1 , . . . , g n−1 ) over the alphabet {0, 1, 2}. Given the charge levels c i , c i+1 , c i+2 , the permutation α i is uniquely determined. If we are given now also the charge level c i+3 , then its rank among c i+1 , c i+2 uniquely determines g i+1 . Therefore, α i+1 can be deduced from α i and g i+1 instead of c i+1 , c i+2 , c i+3 . The relations between α i−1 , α i , and g i are presented in Table I . This table induces a mapping from the realizable base-words to the codewords. As mentioned before, given α i−1 , there are three options for α i . In all these options the sub-permutation of {1, 2} is the same, and the difference is the index of the symbol 3 in the permutation related to α i . Thus, g i represents the index of the symbol 3 in this permutation and it is equal to the number of symbols which are to the right of the symbol 3 in the permutation related to α i . In other words, g i represents the relation between c i+2 , the charge level in cell i + 2, and the charge levels in the two cells which proceed it, i.e., c i and c i+1 .
Note that there might exist non-realizable base-words which are mapped to codewords by this method. A base-word α, which can be mapped to a codeword by this method, satisfies the dependencies between α i and α i+1 for all i , but it can still be non-realizable. The n cells are viewed cyclically, i.e., the charge levels of the last two cells, c n−2 and c n−1 , are compared with the charge level in the first cell, c 0 , to determine α n−2 . The same works for the three charge levels c n−1 , c 0 , and c 1 to determine α n−1 . Therefore, there might exists a non-realizable dependency between the charge levels in the last two cells and the charge levels in the first two cells. Such a non-realizable base-word will be called a cyclically non-realizable base-word. ).
• (1, 1, . Proof: Obviously, each base-word is mapped to exactly one codeword since the rules to determine a codeword are deterministic and unique. Now, we prove that the other direction is also true, i.e. given a legal codeword g, there is a unique base-word which is mapped to g. By Example 1,
) is an illegal codeword. Hence, given a legal by Table I we have that α j ∈ {1, 3}, i.e., α j is odd. Therefore, given g j +1 , the permutation α j +1 is determined by an entry in the first row of Table I , where the column is chosen by the value of g j +1 . Similarly, if g j = 2 then α j ∈ {4, 6}, i.e., α j is even. Hence, α j +1 is determined by an entry in the second row of Table I , where the column is chosen by the value of g j +1 . Now, it is easy to determine the symbols of the base-word α j +2 , α j +3 , . . . , α j +n−1 , α j +n = α j one by one from the rules given in Table I in this cyclic order.
Theorem 1 implies a decoding algorithm for a codeword of length n in the (1, 3, n)-LRM scheme. Given a codeword g it produces a base-word α of length n which implies the rankings between the n charge levels. Algorithm 1 presents the formal steps of the decoding.
Note that decoding a given codeword g to a base-word α does not guarantee that g is legal. For some illegal codewords the decoding procedure fails, while for the others it succeeds without a notification about the illegality of the input g. Let j be the starting point of the decoding algorithm as described in the proof of Theorem 1 and in Algorithm 1. At the first step of the algorithm, α j has two options ({1, 3} if g j = 0 or {4, 6} if g j = 2, as implied by Table I ). At the last step, if α j is not equal to one of these two optional initial values, which was chosen in the first step, then we conclude that the given codeword is illegal. However, the algorithm may decode some cyclically non-realizable base-words without realizing that it is an illegal codeword. For example, the procedure decodes the cyclically non-realizable base-word α = (1, 1, . . . , 1 n times ) from Algorithm 1 Decoding for the (1, 3, n) 
Let T 1(row, col), row = 1, 2 and col = 0, 1, 2, be the values for r and g i = col in Table I . ). Therefore, given such a codeword g, it would be interesting to decide efficiently whether it is legal or not. First, we apply the decoding algorithm to obtain a base-word α which corresponds to g. If the decoding algorithm fails, then g is an illegal codeword. However, the decoding algorithm might produce a cyclically non-realizable base-word α. Note, that by the decoding algorithm, the dependencies between α i and α i+1 are preserved for all i . Thus, the only case in which α is non-realizable is related to the dependencies of the first two charge levels and the last two charge levels. These dependencies are implied by considering the consecutive permutations from α 0 , α 1 , α 2 , and so on up to α n−4 and α n−3 . These dependencies can be inconsistent when we continue and consider the dependencies of the charge levels implied by the consecutive permutations α n−2 and α n−1 , i.e. α is cyclically non-realizable base-word. Thus, the question is how to indicate that a base-word is cyclically non-realizable. This question will be considered in the next section after a new concept of states will be defined. The formal steps to decide if a codeword g is legal by a decision if the related base-word α is cyclically realizable, are presented in Algorithm 3.
III. THE (1, t, n)-LRM SCHEME FOR t ≥ 3
In this section we will consider the enumeration of the number of the legal codewords in the (1, t, n)-LRM Scheme, t ≥ 3. The ideas will be described in details in this section, where the examples will be given for t = 3. It should be emphasized that for other concepts, some generalizations from the (1, 3, n)-LRM scheme, are more complicated for t = 4 and become impractical as t increases. One of the concepts which are presented in this section are the states which also help to determine non-realizable base-words for the (1, 3, n) -LRM scheme.
In the (1, t, n) -LRM scheme the size of each sliding window is t. Therefore, to present the demodulated sequences of permutations, the alphabet of the base-words is of size t!. The n charge levels form a sequence c = (c 0 , c 1 , . . . , c n−1 ). Given t consecutive charge levels, c i , c i+1 , . . . , c i+t −1 , the corresponding permutation α i , from S t , is uniquely determined by the order of these t consecutive charge levels. Therefore, the n charge levels define a sequence of permutations α = (α 0 , α 1 , . . . , α n−1 ). The position of the symbol t in the permutation α i determines the value of g i , i.e., g i = j , 0 ≤ j < t, if t is in position t − j in the permutation. In other words, g i is the ranking of c i+t −1 among c i , c i+1 , . . . , c i+t −1 , i.e. g i = 0 if c i+t −1 is the lowest charge level, g i = 1 if only one charge level is below c i+t −1 , and so on, where finally g i = t − 1 if c i+t −1 is the highest charge level.
The consecutive values g 0 , g 1 , etc. define the codeword g = (g 0 , g 1 , . . . , g n−1 ). This means that given the last t − 1 charge levels c i+1 , c t +2 , . . . , c i+t −1 , a new charge level c i+t combined with these t −1 charge levels, define the permutation α i+1 and the new symbol g i+1 in the codeword g. Therefore, the base-word α defined by the charge levels' sequence c, uniquely determines the related codeword g. Clearly, given a permutation α i−1 , not all the t! permutations of S t can follow α i−1 to serve as α i . Only t permutations can be used for α i based on α i−1 , including α 0 which follows α n−1 . The formal steps to produce a legal codeword g from a realizable base-word α are presented in Algorithm 2.
Algorithm 2 Encoding Algorithm From a Base-Word to a Codeword
Recall that a base-word α might not be realizable, even if it meets the dependencies between α i−1 and α i . This might happen if there is no possible sequence of charge levels that can be demodulated from α due to the dependencies between the first t − 1 charge levels and the last t − 1 charge levels. If α i can follow α i−1 for all i , then the base-word α can be mapped to a codeword g, but g might be illegal since the base-word α is not realizable by a sequence of charge levels. Given the suggested mapping between the base-words and the codewords, we are mainly interested in three related questions concerning the legal codewords of the (1, t, n)-LRM scheme: 1) Given a legal codeword g over the alphabet {0, 1, . . . , t − 1}, present an efficient method to find the base-word α mapped to g. 2) Given a codeword g over the alphabet {0, 1, . . . , t − 1}, present an efficient method to decide whether g is legal.
3) Find the number of legal codewords in the (1, t, n)-LRM
scheme. The rest of this section will be devoted to solve some of these questions.
To obtain the original base-word from the given codeword would be easy if for some i , α i is given or known (in fact the permutation related to t − 1 consecutive cells is sufficient to figure out the entire base-word from a known codeword, either legal or illegal). If no such permutation is known then the task becomes more complicated and we have to analyse the codeword based only on the mapping from the base-words to the codewords.
To enumerate the number of legal codewords in the (1, t, n)-LRM scheme, t ≥ 3, we need another concept which describes the permutation defined by the current last t − 1 charge levels c i−t +2 , c i−t +3 , . . . , c i and the rank of each one of them among the first t − 1 charge levels c 0 , c 1 , . . . , c t −2 .
Given a prefix of a codeword (g 0 , g 1 , . . . , g i−t +1 ), 2t − 3 ≤ i < n, obtained by the unknown charge levels c 0 , c 1 , . . . , c i , the ranking among the charge levels in the j th cell, c j , i − t + 2 ≤ j ≤ i , and the first t − 1 cells, c 0 , c 1 , . . . , c t −2 , might have a few options (at most t). These options will be denoted by 0, 1, up to t − 1, where 0 represents that c i is lower than c 0 , c 1 , . . . , c t −2 , 1 represents that c i is higher than exactly one of them, and so on. levels c 0 , c 1 , . . . , c t −2 . Note, that for a given permutation defined by (Q.1), not all the t t −1 possible (t − 1)-tuples can be obtained. We call a pair defined by the permutation of (Q.1) and the set of (t − 1)-tuples defined by (Q.2) a state. The state at index i (for c i−t +2 , c i−t +3 , . . . , c i ) will be denoted by P i . For the computation of the states, only the codeword g is known, while neither the charge levels nor the permutations defined by them, from which it was computed, are known. Lets denote by π i , t − 2 ≤ i < n, the permutation defined by c i−t +2 , . . . (1, 3, n) -LRM scheme, assume that the prefix of the codeword is g = (g 0 , g 1 , . . . , g n−3 ) = If c 1 < c 0 ,  i.e. π 1 = [1, 2], then the base-word is α = (6, 6, . . . , 6 n−2 times 
Example 2: For the
Recall that if the ranking between the charge levels c i−t +1 , c i−t +2 , . . . , c i is known then g i−t +1 can be computed based on the ranking of the charge level c i among the t − 1 preceding charge levels c i−t +1 , c i−t +2 , . . . , c i−1 . Recall also that the state P i is defined by two properties (Q.1) and (Q.2). By (Q.1) we know the ranking between the charge levels c i−t +2 , c i−t +3 , . . . , c i and by (Q.2) we know the ranking of each one of these last t − 1 charge levels among the first t − 1 charge levels. The state P i is now determined based on these two properties.
Lemma 2: If P i and g i−t +2 , for some 2t − 3 ≤ i < n − 1, are given, then P i+1 is uniquely determined.
Proof: P i is characterized by the permutation π i in (Q.1) and the (t − 1)-tuples in (Q.2). The permutation π i is defined by the sequence of charge levels c = (c i−t +2 , c i−t +3 , . . . , c i ) and g i−t +2 defines the ranking of c i+1 among the set of charge levels in c . Hence, the permutation defined by c = (c i−t +3 , c i−t +4 , . . . , c i+1 ) is uniquely determined and property (Q.1) for P i+1 is well defined.
Let y = (y 0 , y 1 , . . . , y t −2 ) be a possible (t − 1)-tuple in (Q.2) of P i+1 , that is, y represents a possible ranking of each charge level in c among (c 0 , c 1 , . . . , c t −2 ) , where y j , 0 ≤ j ≤ t − 2, represents the ranking of c i−t +3+ j among the charge levels of the first t − 1 cells. Then, there exists a possible
, where x j = y j −1 , 0 < j ≤ t − 2, since x j represents a ranking of c i−t +2+ j among the charge levels of the first t − 1 cells in one possible (t − 1)-tuple in (Q.2) of P i .
Thus, to complete the proof, it is sufficient to show, that π i , π i+1 , and x, determine all possibilities for y t −2 . Recall, that y t −2 relates to the ranking possibilities of c i+1 among the first t − 1 charge levels.
The permutation π i+1 determines the ranking of c i+1 among c = (c i−t +3 , c i−t +4 , . . . , c i+1 ) . Denote by c j 1 and c j 2 the two charge levels in c which are adjacent to c i+1 in their value, where c j 1 < c i+1 < c j 2 . (that is, j 1 − (i + 1) + t − 1 and j 2 − (i + 1) + t − 1 are adjacent to t − 1 in π i+1 .) Note that if t − 1 is the first or the last symbol in π i+1 then only one of j 1 , j 2 exists. Then, x j 1 −i+t −2 and x j 2 −i+t −2 represent a possible ranking of c j 1 and c j 2 among the charge levels of the first t − 1 cells. These possible rankings of c j 1 and c j 2 , with the only constraint on c i+1 to be between c j 1 and c j 2 , determine the possible rankings of c i+1 among the first t − 1 cells, and therefore determine the possible values for y t −2 .
Corollary 1: If P i = P j for some 2t − 3 ≤ i < j < n − 1 and g i−t +2 = g j −t +2 then P i+1 = P j +1 .
A state which has all 2t −2 
We are only interested in complete states since non-complete states might lead to a relatively small number of legal codewords. The non-complete states and their related codewords will be omitted in the computations of the number of legal codewords which follows.
Given π t −2 , the permutation defined by the first t − 1 charge levels and g = (g 0 , g 1 , . . . , g n−4 , g n−t ), we have to determine the sub-base-word (α 0 , α 1 , . . . , α n−t ), of a realizable base-word which corresponds to π t −2 and g . This sub-base-word is determined unambiguously. But, there are a few possible assignments for α n−t +1 , α n−t +2 , . . . , α n−1 , which correspond to possible assignments for g n−t +1 , g n−t +2 , . . . , g n−1 . These assignments are determined by the state P n−1 and the permutation π t −2 . Each assignment provides a distinct realizable base-word which is represented by the state P n−1 and the permutation π t −2 . Lemma 3) .
Recall, that only complete states will be considered in the computations. We generate a table G with (t − 1)! rows when n tends to infinity. This improves the rate of convergence of lim n→∞ M 3 3 n . Similar computation can be done for larger t, but the computations become more messy as t increases.
1) If
To end this section, we return to the question how to indicate that a base-word is cyclically non-realizable in the (1, 3, n) -LRM scheme. To answer this question, we use the states defined in this section. Given a codeword g = (g 0 , g 1 , . . . , g n−1 ), and α 0 (which is computed by the decoding procedure), we can determine P 3 . Then, by Lemma 2, we can compute P n−1 . Note, that α 0 determines the permutation of the first three cells and P n−1 (see (Q.1)) determines the permutation of the last two elements. Additionally, P n−1 (see (Q.2)) determines exactly all the possible rankings for the charge levels of each one of the last two cells among the first two cells. Thus, from α 0 and P n−1 we can determine whether α is cyclically realizable, i.e., if g is legal. The complexity of this procedure is O(n). Algorithm 3 presents the formal steps of this procedure. 
IV. CONCLUSIONS AND OPEN PROBLEMS
In this paper, encoding, decoding, and enumeration of the (1, t, n)-LRM scheme are studied. A complete solution was given for the (1, 3, n)-LRM scheme. A simple encoding for the (1, t, n)-LRM scheme for any t ≥ 3 is presented. For the (1, 3, n) -LRM scheme a related decoding was presented. We also proved that if M t is the number of legal codewords in the (1, t, n)-LRM scheme then lim n→∞ M t t n = 1. We conclude with several problems for future research raised in our discussion.
1) Find an efficient algorithm to determine if a given codeword in the (1, t, n)-LRM scheme, for t ≥ 4, is legal or not. 2) Prove that the encoding algorithm for the (1, t, n)-LRM scheme, t ≥ 4, induces a bijection between the realizable base-words and the legal codewords.
3) Find an efficient decoding algorithm for the (1, t, n 
