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Vorwort des Herausgebers
Unter einem Software Radio wird ein Transceiver verstanden, dessen Funktionen
so weit wie möglich als Programme auf einem Rechner ablaufen. Die zugehöri-
ge Hardware gestattet, dass auf ihr unterschiedliche Sende-/Empfangsalgorithmen,
die in aller Regel Übertragungsstandards wiedergeben, implementiert werden kön-
nen. Die notwendigen Routinen sind in dem in dieser Arbeit vorgestellten Ansatz
so programmiert, dass die Standards über Parameterlisten geladen werden. Dieses
Vorgehen ermöglicht gegebenenfalls schnell das Übertragungsverfahren wechseln
zu können.
Mit den in der hier vorliegenden Dissertation Parametergesteuertes Software Ra-
dio für Mobilfunksysteme erzielten wissenschaftlichen Ergebnissen wird ein ganz
wesentlicher Schritt von der Vision eines Software Radios in Richtung auf dessen
Realisierung geleistet. Die Arbeit beschäftigt sich also nicht nur mit der Theorie des
Software Radios, sondern auch mit Fragen seiner praktischen Implementierung. Ih-
re wichtigsten Beiträge zum wissenschaftlichen Fortschritt sind:
  Die Angabe einer Modulatorstruktur, auf der lineare (QPSK, QAM und  /4-
DQPSK) und nichtlineare (GMSK) Modulationsverfahren genauso wie Band-
spreiztechniken (CDMA) Anwendung finden können.
  Die Entwicklung einer Encoderstruktur, die Blockcodes, Faltungscodes und
Turbocodes verarbeiten kann.
  Die Darstellung der zugehörigen adaptiven Empfängerstruktur, auf der insbe-
sondere Entzerrung, Demodulation und Decodierung durchgeführt werden.
  Der Nachweis dafür, dass der für die Decodierung turbocodierter Daten einge-
setzte MAP-Decoder (UMTS) bei veränderter Parametrierung zur Entzerrung
(GSM) eingesetzt werden kann.
  Grundsätzliche Überlegungen zum Interstandard-Handover.
  Die Überprüfung der theoretisch erarbeiteten Ergebnisse mit Hilfe von COS-
SAP-Simulationen und unter Einbindung realistischer Modelle für den Mobil-
funkkanal.
Die Arbeit stellt außerdem die wichtigsten Entwicklungen auf dem Gebiet des
Software Radios, die dessen Basisbandsignalverarbeitung betreffen, zusammen und
gibt einen Überblick über andere in diesem Zusammenhang wichtige Themen. Dar-
über hinaus werden für den Parameteransatz unabdingbare Details ausführlich be-
schrieben.
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Zusammenfassung
Seit den ersten Veröffentlichungen über Software Radios Anfang der 90er Jahre
hat sich die Mobilfunkkommunikation stark verändert. Die Idee eines Mobilfunk-
gerätes, das verschiedenste Luftschnittstellen beherrscht, ist heute, kurz vor der
Einführung von Mobilfunksystemen der dritten Generation, besonders aktuell. Zu
den weltweit vier digitalen Systemen der zweiten Generation kommt nun die dritte
Generation hinzu, die fünf Luftschnittstellen beinhaltet. Das Design-Konzept heuti-
ger Mobilfunkgeräte ist nicht ausreichend, um überall mobil telefonieren bzw. Da-
tenübertragung durchführen zu können und um eine Kompatibilität zwischen den
Systemen der zweiten und dritten Generation zu gewährleisten. Diese Anforderun-
gen werden aus heutiger Sicht wohl nur durch Software (Defined) Radios erfüllt
werden können. Bei der Realisierung eines Software Radios für Mobilfunksysteme
steht man heute aber noch am Anfang der Entwicklung.
Eine wesentliche Eigenschaft eines Software Radios ist seine Rekonfigurierbarkeit
und damit die Fähigkeit, die Luftschnittstelle an die erforderliche Dienstgüte, die
Übertragungssituation und an die vorhandene Netzinfrastruktur anzupassen. Die
Rekonfigurierbarkeit kann erreicht werden, indem möglichst nahe an der Antenne
abgetastet wird, um damit die Signale größtenteils digital verarbeiten zu können.
Die komplette Basisbandverarbeitung kann dann in Software definiert und damit
leicht rekonfiguriert werden. In dieser Arbeit wird hierfür als Ansatz die Para-
metrisierung der Basisbandfunktionen für Mobilfunksysteme realisiert. Gegenüber
der Rekonfiguration durch Software-Download, hat dies unter anderem den Vor-
teil, dass bei einem System-Handover sehr schnell die Luftschnittstelle gewechselt
werden kann. Hier werden erstmalig die Basisbandfunktionen für verschiedens-
te Mobilfunksysteme der zweiten und dritten Generation gemeinsam, durch einen
parametrisierten Aufbau implementiert. Die Funktionen können allgemein verwen-
det und durch Parameter an verschiedene Mobilfunksysteme angepasst werden. Es
wird dabei die Strategie verfolgt, Funktionsblöcke möglichst für eine gemeinsame
Benutzung aufzubauen. Insbesondere wird eine gemeinsame Modulatorstruktur für
GMSK- und PSK-Modulationen entwickelt, die auf der Linearisierung der GMSK
basiert. Einen nicht unerheblichen Rechenaufwand stellen die MAP-Detektionsal-
gorithmen für die Turbocodierung dar, die in Systemen der dritten Generation ver-
wendet werden. Diese werden entsprechend parametrisiert implementiert, so dass
sie ebenfalls für die verkettete Entzerrung und Kanaldecodierung in Systemen der
zweiten Generation verwendet werden können.
Die Vorteile der gemeinsamen Nutzung der Basisbandfunktionen liegen in der Hard-
ware-Einsparung, die um so größer ist, je mehr verschiedene Systeme in dem Soft-
ware Radio integriert werden sollen, und in der hohen Flexibilität der Luftschnitt-
stelle, die somit auch sehr schnell rekonfiguriert werden kann. Es kann gezeigt wer-
den, dass mit einem entsprechend parametrisierten Aufbau von UTRA die meisten
für GSM oder DECT benötigten Funktionen bereits enthalten sind. Da jedes zu-
künftige UTRA-Mobilfunkgerät ein nahtloses System-Handover zu GSM beherr-
schen muss, wird dies als Beispiel für ein Handover zwischen verschiedenen Mo-
bilfunksystemen gewählt und gezeigt, welche Basisbandfunktionen hierfür durch-
zuführen sind und wie schnell die Rekonfiguration der Funktionsblöcke erfolgen
muss.
Die gemeinsame, parametrisierte Implementierung von Basisbandfunktionen ver-
schiedenster Mobilfunksysteme und die Analyse der dafür verwendeten Algorith-
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In diesem einleitenden Kapitel wird zunächst aufgezeigt, warum Software Radios
vor allem im Zusammenhang mit der Einführung der Mobilfunksysteme der dritten
Generation (3G) eine immer wichtigere Rolle spielen. Die Motivation für Software
Radios und speziell der Erarbeitung einer gemeinsamen Software für unterschied-
liche Schnurlos- und Mobilfunksysteme wird herausgestellt. Der hier verwirklichte
Lösungsansatz wird anhand der Gliederung der Arbeit beschrieben.
1.1 Heutige und zukünftige Mobilfunksysteme
Nachdem die analogen Mobilfunksysteme der ersten Generation, wie zum Beispiel
Total Access Communications System (TACS) und das C-Netz in Deutschland,
Anfang der 90er Jahre in Europa von dem zellularen, digitalen System GSM abge-
löst wurden, ist die Anzahl der Mobilfunkteilnehmer enorm angestiegen. Das Glo-
bal System for Mobile Communications (GSM) hat den Mobilfunkmarkt vor allem
durch das erstmalig mögliche Roaming, höhere spektrale Effizienz und damit höhe-
re Kapazitäten vorangetrieben. Entsprechende Entwicklungen gab es auch mit den
digitalen Systemen Pacific Digital Cellular (PDC) in Japan sowie mit den Interim
Standards IS-54/IS-136 und IS-95 in den USA. Gemeinsam haben diese Systeme
der zweiten Generation (2G), dass deren Luftschnittstellen so festgelegt sind, dass
auch unter ungünstigen Bedingungen noch eine Übertragung möglich ist. GSM ist
zum Beispiel auf eine maximale Teilnehmergeschwindigkeit von 250 km/h und ei-
nem maximalen Zellendurchmesser von 35 km ausgelegt. Entsprechend bietet es
nur Dienste wie Sprachübertragung und niederratige Datenübertragungen für zum
Beispiel Kurznachrichten an. Die Schnurlosstandards, wie Digital Enhanced Com-
munications System (DECT) in Europa, sind speziell für Übertragungen innerhalb
von Gebäuden bzw. sehr kleinen Zellen mit geringen Teilnehmergeschwindigkei-
ten und damit geringen Störungen ausgelegt. Die Beschränkung des Systems auf
bestimmte Szenarien und die Ausrichtung auf die daraus resultierenden schlech-
testen Übertragungsbedingungen beschränkt die Flexibilität und Kapazität dieser
Systeme jedoch erheblich.
In den letzten Jahren unterliegen Multimedia Anwendungen über das Festnetz wie
Internet, E-Mail, Video-Konferenzen usw. ebenfalls einem starken Wachstum. Da-
her werden seit Anfang der 90er Jahre Mobilfunksysteme, die hochratige Daten-
übertragung für Multimedia-Dienste ermöglichen, unter dem Namen Universal Mo-
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bile Telecommunications System (UMTS) entwickelt. Die International Telecom-
munications Union (ITU) legte FDD- und TDD-Frequenzbänder für Systeme der
dritten Generation (zusammengefasst unter dem Namen International Mobile Tele-
communications-2000 (IMT-2000)) fest, die weltweit benutzt werden können und
daher ein globales Roaming begünstigen. Bei FDD (frequency division duplex)
sind Up- und Downlink über die Frequenz getrennt, bei TDD (time division du-
plex) über die Zeit. TDD ist insbesondere bei bezüglich der Datenrate asymmetri-
schen Verbindungen sinnvoll. Ein typischer Anwendungsfall einer Verbindung mit
asymmetrischen Datenraten ist das Internetsurfen. Der Anwender überträgt eini-
ge wenige Bytes, die für das Anfordern einer Web-Seite genügen, und empfängt
daraufhin im Extremfall einige Megabytes Daten.
In Europa wurde Anfang 1998 die Entscheidung über die grundsätzlichen Über-
tragungstechniken für das terrestrische UMTS (UTRA) gefällt. Die UTRA-Luft-
schnittstellen UTRA-FDD und UTRA-TDD sind inzwischen auch in das IMT-2000
eingegangen. Aus den insgesamt 10 Vorschlägen aus verschiedenen Ländern wur-
den 5 Modi für die terrestrische Übertragung von IMT-2000 gebildet: Direct Spread
(UTRA-FDD), Multi Carrier (cdma2000), Time Code (UTRA-TDD), Single Car-
rier (UWC-136) und Frequency Time (DECT) [71, 172]. Hierbei bauen cdma2000,
UWC-136 (Universal Wireless Communications 136) und DECT jeweils auf schon
bestehende Systeme der zweiten Generation wie IS-95, IS-136 und (dem heutigen)
DECT auf. Lediglich UTRA-FDD und UTRA-TDD stellen komplett neue Luft-
schnittstellen dar und haben nur geringfügige Gemeinsamkeiten mit dem 2G Sys-
tem GSM. Mit der Inbetriebnahme der ersten UMTS- bzw. IMT-2000-Netze wird
ca. 2002/2003 gerechnet. Die zukünftigen Systeme werden ein breites Angebot an
Diensten in vielen verschiedenen Übertragungsumgebungen ermöglichen. Wichtig
ist, dass diese Dienste außerdem unterschiedliche Anforderungen an Bitfehlerraten,
Verzögerungszeiten und Arten des Datenflusses (paket- oder verbindungsorientiert,
symmetrisch oder asymmetrisch) aufweisen. Für UMTS bzw. IMT-2000 wurden
folgende Datenraten als Ziele festgelegt [34, 35]:
  2,048 Mbit/s für eine stationäre Büroumgebung
  384 kbit/s für Fußgängergeschwindigkeiten
  144 kbit/s für hohe Geschwindigkeiten in Fahrzeugen
  9,6 kbit/s für Satellitenübertragung
IMT-2000/UMTS wird es auch ermöglichen, über eine Verbindung mehrere Diens-
te gleichzeitig in Anspruch zu nehmen. Neu ist auch, dass die Dienste und deren
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Übertragung sehr flexibel an verschiedenste Szenarien und Netzbelastungen ange-
passt werden können. Dies soll unter anderem durch eine hierarchische Zellstruktur
(HCS) erreicht werden: Bild 1.1 zeigt die Aufteilung der UMTS-Zellen in kleine
Picozellen für einzelne Gebäude, Microzellen für größere Gebiete wie Stadtteile
und Macrozellen für ganze Landstriche. Satellitenbeams decken sogar ganze Län-
der ab. Die hierarchische Zellstruktur hat den Vorteil, dass durch die hohe Anzahl
der Zellen eine hohe Netzkapazität erreicht wird und zudem aber unnötig viele
Handover zwischen den Zellen vermieden werden, da die Zuteilung zu einer Zelle
von der Geschwindigkeit des Teilnehmers abhängt. Ein Teilnehmer mit einer hohen
Fahrgeschwindigkeit wird daher einer Macrozelle zugeteilt, ein Fußgänger dagegen
einer Microzelle [79].
Interessant ist auch eine Vorgabe der europäischen Standardisierungsorganisation
European Telecommunications Standardization Institute (ETSI), die besagt, dass
zukünftige UMTS-Geräte sowohl UMTS als auch GSM beherrschen müssen. Dies
ist vor allem deswegen sinnvoll, da UMTS-Netze eher eine Ergänzung der heuti-
gen Netze darstellen und die mit hohem Investitionsaufwand aufgebauten GSM-
Netze nicht auf einen Schlag verdrängen werden. Es ist davon auszugehen, dass
UMTS-Netze zunächst nicht flächendeckend sondern in kleineren, einzeln ver-
streuten Gebieten mit besonders hohem Bedarf an der Übertragungen von hohen
Datenraten aufgebaut werden. Verlässt ein Teilnehmer die UMTS-Abdeckung, so
soll ein System-Handover zu GSM möglich sein.
Es werden inzwischen auch Weiterentwicklungen von GSM als 2.5G Systeme vor-
angetrieben [129]: High Speed Circuit Switched Data (HSCSD), General Packet
Radio Service (GPRS) und Enhanced Data Rates for GSM Evolution (EDGE). Die-












Quelle: UMTS Task Force Report
Picozelle
Bild 1.1 Hierarchische Zellstruktur von UMTS
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schlitze oder eine mehrwertige Modulationsart, um mit der Luftschnittstelle von
GSM höhere Datenraten bis maximal 384 kbit/s übertragen zu können. Diese Wei-
terentwicklungen werden etwas früher als UMTS/IMT-2000 auf den Markt kom-
men.
Das Ziel einer gemeinsamen weltweiten Luftschnittstelle konnte mit der Einfüh-
rung fünf verschiedener Modi nicht erreicht werden. Weder wird jede der 2G- noch
jede der IMT-2000-Luftschnittstellen überall auf der Welt von allen Netzbetreibern
angeboten werden. Trotzdem wäre ein globales Roaming möglich, wenn wenigs-
tens die Mobilfunkgeräte alle diese Übertragungstechniken beherrschen und sich
damit überall in ein bestehendes Mobilfunknetz einwählen könnten. Die Vision für
zukünftige Mobilfunktechnik ist, dass dem Kunden mit Hilfe eines einzigen Mo-
bilfunkgerätes jederzeit, an jedem Ort jeder Service, von Sprach- bis Video- oder
Internetdaten-Übertragung, zur Verfügung steht.
1.2 Software Radios
Aufgrund der im vorigen Abschnitt geschilderten Entwicklungen im Mobilfunkbe-
reich wird es bald nicht mehr ausreichen, dass ein Mobilfunkgerät nur einen ein-
zigen Standard beherrscht. Bei den Anforderungen an einen solchen Transceiver
unterscheidet man zwischen einem [70]
  Multi-Band Radio: Das Gerät muss über einen größeren Frequenzbereich
einsetzbar sein. Dieser Bereich liegt im digitalen Mobilfunk- und Schnurlos-
telefon-Bereich weltweit zwischen 800 MHz und 2200 MHz.
  Multi-Mode Radio: Verschiedene Verbindungs- und Netzprotokolle werden
auf der Basis einer leistungsfähigen, softwarekonfigurierbaren digitalen Sig-
nal- und Kontroll-Prozessor-Plattform realisiert.
  Multi-Function Radio: Multimedia-Anwendungen (Sprach-, Daten, Fax- und
Videoübertragung) werden unterstützt.
Erste Schritte in diese Richtung stellen im zivilen Bereich Dualband-Geräte dar,
die eine Verbindung in D- und E-Netzen (also im 900 und 1800 MHz Bereich) auf-
bauen können. Um eine Verwendung sowohl in den europäischen GSM-Netzen als
auch in den amerikanischen GSM-Netzen im 1900 MHz Bereich zu ermöglichen,
gibt es inzwischen auch schon Triband-Geräte. Da hier die Luftschnittstelle aber
außer den belegten Frequenzbändern gleich ist, ist die Flexibilität solcher Geräte
recht gering. Es gibt zudem Dualmode-Geräte für DECT und GSM. Diese bestehen
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aus zwei einzelnen Geräten in einem Gehäuse (die so genannte „Velcro Lösung“),
was bei zwei zu beherrschenden Standards eine akzeptable Lösung darstellt. Im
Fall eines 3G Gerätes, das sehr viele verschiedene Luftschnittstellen beinhalten
muss, wäre eine solche (pragmatische) Lösung aber aufgrund der Größe und des
Energieverbrauchs unakzeptabel.
Eine elegantere Lösung stellt daher ein Software Radio dar, das 1992 von Mitola
allgemein wie folgt definiert wurde [114, 116]:
  Die Analog/Digital- und Digital/Analog-Wandler (A/D- und D/A-Wandler)
liegen so nah an der Antenne wie möglich.
  Verschiedene Standards werden durch Software auf derselben Hardware ver-
arbeitet.
  Die Transceiver Funktionen werden als Software-Module auf digitalen Pro-
zessoren wie Digitale Signal Prozessoren (DSPs) oder Field Programmable
Gate Arrays (FPGAs) implementiert und durchgeführt.
Die Transceiver Funktionen sind somit flexibel und rekonfigurierbar. Diese Flexi-
bilität hat nicht nur den Vorteil des globalen Roamings, sondern bietet auch die
Möglichkeit einer Anpassung an neue Standards und Entwicklungen der Übertra-
gungstechnik: Für die Netzbetreiber wird die Erweiterung von Standards wesent-
lich einfacher, da sich die im Einsatz befindlichen Software Radios umprogram-
mieren ließen. Damit wäre zum Beispiel die Einführung des Half-Rate Codecs in
den GSM-Netzen wesentlich vereinfacht worden. Auch eine Fehlerkorrektur in der
Software ist so möglich. Weiterhin macht ein Software Radio die Anpassung der
Luftschnittstelle an die jeweilige Übertragungssituation und an den gewünschten
Service leicht: Das Software Radio kann sich aus den angebotenen Netzen die ge-
eignetste und günstigste Übertragung aussuchen.
Bei der Entwicklung von Software Radios unterscheidet man verschiedene Ent-
wicklungsstufen [117]. Kriterien sind dabei:
  Die Anzahl der Luftschnittstellen, die unterstützt werden,
  an welcher Stelle im Empfangs- und Sendezweig mit welcher Bandbreite
digitalisiert wird und ab welcher Stelle damit der Transceiver konfigurierbar
ist,
  wie flexibel und reprogrammierbar die verwendete Hardware ist, und
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  wie flexibel die Software ist, d.h. ob sie unterschiedliche Luftschnittstellen
unterstützt und ob sie auf unterschiedlichen Hardware Plattformen lauffähig
ist.
Zum Beispiel wird von einem Software Defined Radio oder Programmable Digital
Radio gesprochen, wenn die Funktionen zwar in Software definiert sind, das Radio
aber keinen Breitband-A/D-Wandler besitzt [110, 150]. Das Software Defined Ra-
dio digitalisiert also nicht die gesamte in Frage kommende Bandbreite und filtert
dann erst im Digitalbereich das gewünschte Frequenzband heraus, sondern die Ein-
gangsbandbreite wird im analogen Bereich reduziert. Durch diese Vorgehensweise
werden die sonst extrem hohen Anforderungen an den A/D-Wandler vermieden.
Da in dieser Arbeit der Schwerpunkt bei der Basisbandverarbeitung liegt, wird hier
nicht streng zwischen einem Software Radio und einem Software Defined Radio
unterschieden.
1.2.1 Stand der Forschung
Mehrere Projekte in den USA und Europa arbeiten an der Entwicklung von Soft-
ware Radios. Das amerikanische Open Architecture Modular Multifunktional In-
formation Transfer System (MMITS) Forum (inzwischen umbenannt zu Softwa-
re Defined Radio (SDR) Forum) ist eine Industrie-Verbindung, die sich mit der
Entwicklung und Förderung einer offenen, einheitlichen Architektur für software-
definierte Transceiver beschäftigt [33]. Das Forum entstand ursprünglich aus dem
SpeakEasy Programm des amerikanischen Verteidigungsministeriums. SpeakEasy
wird als das erste Software Radio bezeichnet, welches allerdings allein für den mi-
litärischen Bereich entwickelt wurde [100]. Das europäische Projekt Flexible Inte-
grated Radio System Technology (FIRST) hat das Ziel, eine Software Radio Archi-
tektur speziell für die GSM-, DECT- und UTRA- Luftschnittstellen zu entwickeln.
Ein Schwerpunkt liegt hierbei nicht nur bei der digitalen Basisbandverarbeitung,
sondern auch bei der Entwicklung eines flexiblen HF-Frontends [24, 88, 89, 97].
In dem ACTS-Projekt Software Radio Technologies (SORT) werden die Haupt-
ziele Software-Portabilität und Hardware-Rekonfigurierbarkeit für UMTS verfolgt
[67]. Einen guten Überblick über Projekte in diesem Zusammenhang gibt [151].
Es ist damit zu rechnen, dass UMTS-Geräte eine erste Generation von Software
Radios sein werden [104]. Handover zwischen verschiedenen Systemen sowie das
Anbieten von sehr vielen verschiedenen Diensten mit unterschiedlichsten Quali-
tätsanforderungen benötigt natürlich auch einen erhöhten Signalisierungsaufwand.
Arbeiten, die sich mit Protokollen für Software Radios beschäftigen finden sich in
[119, 141].













































Bild 1.2 Funktionseinheiten eines Software Radios
Eine sehr visionäre Beschreibung davon, was Mobilfunkgeräte in Zukunft leisten
können, hat Mitola in [115, 118] gegeben. Ein so genanntes Cognitive Radio be-
herrscht nicht nur verschiedene Standards, es kann z.B. auch Informationen über
das zu erwartende Datenaufkommen, ableitbar durch Erfahrungswerte und intelli-
gentes Erfassen des Teilnehmerverhaltens, an das Netz weiterleiten. Cognitive Ra-
dios funktionieren auf der Basis einer Radio Knowledge Representation Language
(RKRL).
Der schematische Aufbau eines Software Radios ist in Bild 1.2 dargestellt. Es be-
steht, wie andere Transceiver auch, aus einem RF- und IF-Teil, der Basisbandverar-
beitung und der Datenverarbeitung. Der Unterschied zu einem gewöhnlichen Mo-
bilfunkgerät besteht in der Steuerung aller Funktionseinheiten. Die meisten aus der
Literatur bekannten Arbeiten über Software Radios beschäftigen sich mit der Reali-
sierung eines flexiblen HF-Frontends und der dafür verwendeten A/D-Wandler, al-
so die in Bild 1.2 hellgrau unterlegten Blöcke des RF- und IF-Teils, z.B. [66, 73, 89,
91]. Eine Zusammenfassung und Diskussion dieser Arbeiten wird als Grundlage in
Abschnitt 2.2 gegeben. Ein weiteres Thema in der Literatur ist die speziell für Soft-
ware Radios geeignete, rekonfigurierbare Hardware [17, 33, 38, 107, 160]. Nur we-
nige Arbeiten beschäftigen sich direkt mit der Basisbandverarbeitungs-Software für
Software Radios [39, 97, 134, 144]. Diese Arbeiten beschäftigen sich hauptsächlich
mit der digitalen Signalverarbeitung direkt nach der Abtastung, also zum Beispiel
mit der Ratenanpassung oder der Synchronisation. Auf gemeinsame Modulatoren,
Entzerrer oder Kanaldecodierer wird nicht oder nur sehr oberflächlich eingegangen.
Bei der Entwicklung einer gemeinsamen Software für verschiedene Mobilfunkge-
räte muss einerseits berücksichtigt werden, dass die Software auch für zukünftige
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Systeme verwendbar ist und andererseits sollte sie so gestaltet sein, dass durch die
gemeinsame Implementierung eine erhebliche Hardware Ersparnis erreicht wird.
Dies wurde mit dem Ansatz der Parametrisierung in dieser Arbeit erreicht. Es kann
außerdem gezeigt werden, dass durch diese Art der Implementierung auch System-
Handover durchgeführt werden können, was viele andere Software Radio Lösun-
gen nicht ermöglichen.
1.3 Gliederung der Arbeit
Zunächst wird in Kapitel 2 diskutiert, warum die Lösung der parametrisierten Soft-
ware zur Konfigurierbarkeit von Software Radios im Vergleich zu anderen Lösun-
gen vorzuziehen ist. Danach werden als Grundlagen eines Software Radios die
wichtigsten Aspekte eines gemeinsamen HF-Frontends, der A/D-Wandlung und
der Ratenanpassung, die bei einer festen Abtastrate notwendig ist, erläutert. Es wer-
den Beispiele gegeben, welche Empfänger, die zwar nicht dem idealen Software
Radio Empfänger entsprechen, aber trotzdem flexibler als herkömmliche Empfän-
ger sind, heute schon für verschiedene Mobilfunksysteme realisierbar sind.
Für die Entwicklung einer gemeinsamen Software für verschiedene Systeme ist
die Analyse der Luftschnittstellen der einzubeziehenden Standards unabdingbar. In
Kapitel 3 werden daher die wichtigsten 2G und 3G Systeme beschrieben.
Eine Besonderheit der 3G Systeme ist, dass bei der Datenübertragung z.B. von hoch
komprimierten Bildern eine Bitfehlerrate von mindestens
 
benötigt wird. Dies
wird in einigen IMT-2000 Modi durch das hocheffektive Kanalcodierungsverfah-
ren der Turbocodierung erreicht. Die erste Veröffentlichung über Turbocodierung
ist aus dem Jahr 1993 [26], es ist also ein recht neues Verfahren. Es ergibt zwar
sehr gute Kanalcodierungsgewinne, ist aber auch relativ rechenintensiv. Es wurde
daher besonders darauf geachtet, die Turbocodierungs-Algorithmen durch Parame-
trisierung auch für andere Systeme verwendbar zu machen. In Kapitel 4 wird die
Turbocodierung genauer erklärt.
In Kapitel 5 werden die allgemeinen Sender-Funktionen wie Kanalencodierung,
Burstaufbau und Modulation und ihre Parametrisierung beschrieben. Für den Auf-
bau eines gemeinsamen, linearen I-/Q-Modulators wurde die linearisierte GMSK
verwendet, die hier genauer erläutert wird.
Die gemeinsamen Empfänger-Funktionen wie Entzerrung, Demodulation und Ka-
naldecodierung werden in Kapitel 6 behandelt. Es wird aufgezeigt, wie auch hier
eine möglichst gemeinsame Nutzung von Algorithmen für verschiedene Standards
realisiert werden kann. Simulationsergebnisse unterstreichen, dass die gemeinsam
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verwendeten Algorithmen gegenüber speziellen Lösungen keine Verluste bezüglich
der Bitfehlerraten bedeuten.
Die durch den parametrisierten Ansatz erzielte Hardware-Ersparnis wird in Kapi-
tel 7 abgeschätzt. Es wird außerdem gezeigt, wie ein System-Handover mit diesem
Software Radio, das zwar konfigurierbar ist, aber nur Signale von einem System
zur selben Zeit empfangen bzw. senden kann, durchzuführen ist. Wie schnell dafür
die Luftschnittstelle gewechselt werden können muss, wird dabei an dem wichtigen
Beispiel eines System-Handovers zwischen GSM und UTRA aufgezeigt.
2 Software Radio Grundlagen
Der in dieser Arbeit realisierte Software Radio Ansatz der Parametrisierung der
Basisbandsoftware wird anhand eines Vergleichs mit anderen Lösungsansätzen dis-
kutiert. Desweiteren wird aufgezeigt, inwieweit ein gemeinsames HF-Frontend für
verschiedene Mobilfunksysteme mit heutiger Technik schon zu realisieren ist.
2.1 Rekonfiguration eines Software Radios
Es gibt verschiedene Ansätze für die Rekonfiguration eines Software Radios [28,
33, 39, 127, 144]. Sehr ineffizient ist die Implementierung der einzelnen Systeme
parallel, z.B. auf mehreren DSPs. Denkbar ist zum Beispiel das Laden neuer Soft-
ware (Software-Download) über Funk oder über Smartcards. Das Laden über Funk
hat den Vorteil, dass es relativ unabhängig vom Benutzer geschehen kann. Es hat
aber auch folgende Nachteile: Es muss für diese Übertragung eine einheitliche
Luftschnittstelle ( in [150] network access and connectivity channel (NACCH) ge-
nannt) definiert werden, die überall in jedem Netz zum Software-Download ver-
wendet wird, da erst nach dem Herunterladen die spezielle Luftschnittstelle des
Mobilfunknetzes verwendet werden kann. Fehlerfreiheit kann bei der Funküber-
tragung auch bei einer sehr aufwendigen Kanalcodierung und Fehlerkorrektur im
Empfänger nicht garantiert werden, sondern höchstens durch mehrmalige teilweise
Übertragung (also durch Automatic Repeat Request (ARQ) verbunden mit einer
sehr starken Kanalcodierung zur Fehlererkennung). Dies führt natürlich zu erheb-
lichen Verzögerungen, so dass das Laden der stark kanalcodierten Software rela-
tiv lange dauert. Das schnelle Wechseln der Luftschnittstelle, z.B. für ein nahtlo-
ses Systemhandover, wie es zwischen GSM und UMTS verlangt wird, ist so nicht
möglich. Im Falle der Smartcards, welche eine Erweiterung der Subscriber Identi-
fication Module-Karten (SIM-Karten) darstellen, die in heutigen Mobilfunksyste-
men unter anderem zur Teilnehmeridentifizierung verwendet werden, müssen die-
se einen großen Speicher für die zu ladende Software enthalten. Das Verwenden
einer Smartcard verhindert zwar, dass Fehler beim Software-Download entstehen
und dass, wie beim Download durch Funkübertragung, wertvolle Frequenzressour-
cen belegt werden, ist aber auch nicht schnell genug für ein System Handover.
Der Kunde muss außerdem eigenhändig die Luftschnittstelle durch das Laden der
zugehörigen Smartcard auswählen. Der Software-Download ist daher eher für mi-
litärische Anwendungen geeignet, bei der vor einem Einsatz eine Software geladen
2.1 Rekonfiguration eines Software Radios 11
wird und kein Systemhandover notwendig ist.
Es gibt drei verschiedene Möglichkeiten, ein Software Radio zu entwickeln [28]:
1.) Es wird eine einzige Hardware Plattform standardisiert, für die eine entspre-
chende Software entwickelt wird. Es gibt dann nur noch einen Programmco-
de für einen Standard, der auf jedem Gerät lauffähig ist. Software-Download
ist damit sehr einfach. Nachteilig ist hier, dass Gerätehersteller ihre eige-
nen Algorithmen- und Hardware-Entwicklungen nur noch schwer einbringen
können.
2.) Ein Compiler erzeugt aus einem generischen Code (z.B. in Java) einen lauffä-
higen Programmcode für eine spezielle Hardware. Damit ist es möglich über
Software-Download von generischem Programmcode, diesen auf verschie-
denen Plattformen zu implementieren. Hier kann zwar jeder Geräteherstel-
ler seine eigene Hardware Plattform entwickeln und einsetzen, verschiedene
Algorithmen, die empfängerseitig in Standards nicht festgelegt sind, können
aber auch hier nicht eingebracht werden. Außerdem ist ein DSP-Code, der
durch Compilierung eines Codes in einer höheren Sprache erzeugt wurde,
immer um einiges ineffizienter als direkt programmierter, „von Hand opti-
mierter“ DSP-Code. Gerade bei Echtzeitfunktionen kann diese Vorgehens-
weise eine enorm hohe Rechenleistung bedeuten, der bei einer auf die Hard-
ware angepassten Software weitaus geringer ausfallen würde.
3.) Jeder Gerätehersteller entwickelt eine spezielle Software für eine speziel-
le Hardware Plattform. Damit bleibt der Wettbewerb zwischen den Geräte-
herstellern erhalten, was vor allem bei zivilen Anwendungen, bei denen der
Wettbewerb verschiedener Hersteller eine größere Rolle spielt, von Vorteil
ist. Man umgeht somit auch das Problem, dass bei jedem Luftschnittstellen-
wechsel ein Software-Download durchgeführt werden muss, System-Hand-
over sind also möglich. Ein Software-Download wird hier nur für Fehlerbe-
hebungen und zum Updaten von Standards verwendet und kann z.B. von den
Geräteherstellern durchgeführt werden. Diese Lösung ist aus den genannten
Gründen vorzuziehen. Effizient wird diese Implementierung aber erst, wenn
die Software gemeinsam für verschiedene Systeme verwendet werden kann.
Im Rahmen dieser Arbeit wurde entsprechend Lösung 3.) eine Software für die Ba-
sisbandverarbeitung entwickelt, bei der die einzelnen Module parametrisiert auf-
gebaut und diese damit für verschiedene Standards verwendbar sind. Die Software
wurde unter Benutzung des Simulationstools COSSAP (Communication System
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Simulation and Analysis Package) erstellt. Die Standards können somit durch ver-
schiedene Parameterlisten und dieselbe Software realisiert werden. Dieser Ansatz
hat zunächst den Vorteil, dass das Software Radio zu Anfang einfach die entspre-
chenden Frequenzbereiche nach Broadcast Kanälen abhören kann, um das vorhan-
dene Angebot der Netzanbieter herauszufinden. Ein Software-Download ist also
beim Einwählen in ein anderes System nicht notwendig. Da das Wechseln der
Luftschnittstelle nur ein Verändern der Trägerfrequenz und der Parameter der Ba-
sisbandverarbeitung bedeutet und damit sehr schnell durchführbar ist, ist auch ein
Systemhandover mit diesem Ansatz möglich. In Kapitel 1 ist in Bild 1.2 ein Soft-
ware Radio dargestellt. Es unterscheidet sich von einem gewöhnlichen Transceiver
durch die parametergesteuerte flexible Funktionalität der einzelnen Module wie Ka-
nalencodierung oder Modulation.
Da hier die Software fest installiert ist und nur Parameter geändert werden kön-
nen, ist die Flexibilität natürlich eingeschränkt. Bei einer guten Strukturierung der
Software Module ist aber eine Erweiterung zu Systemen späterer Generation bis
zu einem gewissen Grad möglich. Durch die genaue Analyse der einzubindenden
Systeme lässt sich außerdem die benötigte Hardware genau abschätzen, was bei
einem Software Radio mit Download-Lösung von vorneherein nicht möglich ist.
Durch die Verwendbarkeit von Empfangs- und Sendefunktionen wie Kanalcodie-
rung und Modulation, lässt sich der Hardware-Aufwand erheblich reduzieren ge-
genüber der schon erwähnten Velcro-Lösung, die eine parallele Implementierung
der Standards beinhaltet. Neben dem Beweis, dass eine Hardware-reduzierende,
gemeinsame Software-Implementierung verschiedener Standards möglich ist, wird
in dieser Arbeit auch aufgezeigt, dass es ausreicht, immer nur einen Standard zu
einer Zeit empfangen zu können, auch wenn ein nahtloses Systemhandover durch-
geführt werden soll. Nicht nur eine gemeinsame Software für die Basisbandver-
arbeitung, auch ein einziges HF-Frontend für verschiedene Signal-Typen ist mit
heutiger Technik schon realisierbar, dies wird im nächsten Abschnitt diskutiert.
2.2 Software Radio HF-Frontend
Neben der gemeinsamen Implementierung der Basisbandfunktionen unterschied-
lichster Mobilfunksysteme, muss ein Software Radio auch ein gemeinsames HF-
Frontend besitzen. Die Ansätze aus der Literatur für eine kostengünstige, ener-
giesparende Lösung sollen hier vorgestellt werden. Betrachtet man die verschie-
denen Frequenzbänder der zivilen, digitalen Mobilfunk- und Schnurlossysteme in
Bild 2.1, so erkennt man, dass diese sich alle im Bereich zwischen     MHz und
GHz befinden. Ein Software Radio für Mobilfunksysteme der 2. und 3. Ge-
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neration muss also nur dieses Teilband aus dem UHF-Bereich abdecken, was den
Realisierungsaufwand natürlich stark vereinfacht. Trotzdem ist der ideale Ansatz
eines Software Radios, wie er von Mitola in [114] postuliert wurde auch mit dieser
Einschränkung heute noch nicht möglich: Damit der Empfangszweig eines Softwa-
re Radios möglichst flexibel ist, lautet das Prinzip, die A/D-Wandlung so nah wie
möglich an der Antenne zu platzieren, um fast alle Funktionen digital durchfüh-
ren zu können. Da die unterschiedlichsten Bandbreiten empfangen werden sollen,
müssten sonst entweder sehr unterschiedliche analoge Filter parallel im Empfangs-
zweig implementiert oder sehr aufwendige, variable analoge Filter verwendet wer-
den. Analoge Filter haben einen sehr hohen Platz- und Energieverbrauch im Gegen-
satz zu digitalen Filtern, und die Implementierung vieler verschiedener Empfangs-
filter sollte daher möglichst vermieden werden. Allerdings ermöglicht die analoge
Bandpassfilterung des Eingangssignals auf die benötigte Bandbreite eine starke Re-
duzierung der Abtastrate bei der darauffolgenden A/D-Wandlung [78].
Der ideale Software Radio Empfänger ist in Bild 2.2 dargestellt. Das RF-Signal
wird direkt nach einer analogen Bandpassfilterung und Verstärkung ohne Misch-
zwischenstufe abgetastet. Das Mischen in das Basisband und die Unterdrückung
von Nachbarkanälen kann dann digital und somit sehr flexibel erfolgen. Aller-
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Bild 2.1 Frequenzzuweisung der betrachteten Standards








Bild 2.2 Idealer Empfänger eines Software Radios
Da die Anforderungen an die Abtastrate, den Dynamikbereich und den Aperturjit-
ter viel zu hoch sind, wird dieser Ansatz aufgrund des hohen Energieverbrauchs
für Mobilfunkgeräte auch nicht in absehbarer Zeit wirklich realistisch sein [92].
Der A/D-Wandler ist also eine sehr kritische Komponente eines Software Radio-
Empfangszweiges, daher soll hier etwas näher darauf eingegangen werden. An-
zumerken ist, dass nicht nur die A/D-Wandlung sondern auch die darauffolgende
digitale Verarbeitung eines idealen Software Radio Empfängers mit der extrem ho-
hen Abtastrate heute nicht realisierbar ist.
2.2.1 Eigenschaften von A/D-Wandlern
Um die Störungen, die bei der A/D-Wandlung entstehen, zu untersuchen, wird zu-
nächst von einer idealen A/D-Wandlung ausgegangen, d.h. es wird zunächst nur das
Quantisierungsrauschen als Störquelle berücksichtigt. Das Quantisierungsrauschen




der bei der Quantisierung (   ) der Abtastwerte des Eingangssignals 	 erzeugt
wird. Ist  pp    max die peak-to-peak Spannung, die am A/D-Wandler anliegt,
und  die Anzahl der Quantisierungsbits, so ist bei einer linearen Quantisierung die
Höhe der Quantisierungsstufe
   pp     (2.2)
Mit der Voraussetzung, dass das Eingangssignal nur Werte zwischen   max und  max annimmt, gilt für den Quantisierungsfehler        . Folgende Modell-
annahmen für das Quantisierungsrauschen werden üblicherweise getroffen:
  Der Quantisierungsfehler   ist ein Pfad eines diskreten, weißen, mittelwert-
freien gleichverteilten Rauschprozesses   [77].
  Der Rauschprozess   ist unkorreliert zu dem Eingangssignal 	  .
2.2 Software Radio HF-Frontend 15
Aufgrund der Gleichverteilung und der Mittelwertfreiheit ergibt sich für die mitt-
lere Leistung des Quantisierungsrauschens         pp         
	  pp        (2.3)
Das Leistungsdichtespektrum (LDS) des Quantisierungsrauschens ist     
            (2.4)
wobei
 
die Abtastfrequenz darstellt. Das Verhältnis von Signalleistung zu Quan-
tisierungsrauschen ist
SNR   dB         (2.5)	       pp !        #"       (2.6)
Das SNR  lässt sich also mit jedem weiteren Bit bei der Darstellung der Quanti-
sierungsstufen um ca.
"
dB erhöhen. Da die mittlere Leistung des Quantisierungs-
rauschens in dem Frequenzbereich     $   nicht von der Abtastrate abhängt,
lässt sich auch durch eine Überabtastung des Eingangssignals und einer nachfol-
genden Filterung ein SNR  -Gewinn erzielen. Bei einer Überabtastung wird das
Eingangssignal 	 &%  , das zunächst als Tiefpasssignal betrachtet wird und die ma-
ximalen Frequenz





Überabtastungsrate (oversampling ratio) OSR        max  zeigt an, inwieweit
die minimale Abtastrate, bei der das Abtasttheorem noch eingehalten wird, auch
Nyquistrate genannt, überschritten wird. Da das LDS des Quantisierungsrauschens
sich nun über eine sehr viel größere Bandbreite bei gleichbleibender mittlerer Leis-
tung erstreckt, ist die Rauschleistung, die das Eingangssignal überlagert, kleiner
als wenn die Nyquistrate
   
max verwendet würde. Geht man von einer idea-
len Tiefpassfilterung nach dem A/D-Wandler aus, so ergibt sich das resultierende
SNR  nach dieser Filterung zu
SNR   dB   (        )*$ OSR  (2.7)
Durch eine Verdoppelung der Abtastrate ergibt sich also ein Gewinn von ca. + dB.
Ein weiterer Vorteil der Überabtastung ist, dass die Anforderungen an die Anti-
Aliasing-Filter vor dem A/D-Wandler geringer werden [47]. Ein Nachteil liegt na-
türlich in der höheren Datenrate, die nach der A/D-Wandlung verarbeitet werden
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muss. Bei einer Überabtastung wird daher spätestens nach einer ersten Filterung
eine Abtastratenreduzierung durchgeführt (siehe Abschnitt 2.3).
Ein wichtiges Gütemaß eines A/D-Wandlers ist sein Dynamikbereich. Der Dyna-
mikbereich gibt an, für welche Eingangsamplituden der A/D-Wandler ein positives
SNR  (in dB) produziert. Er ist definiert als das Verhältnis der Signalleistung   opt
eines sinusförmigen Signals, bei der sich das beste SNR  ergibt, dividiert durch
die minimale Signalleistung   min,ein eines sinusförmigen Signals, bei der das SNR 
gerade

dB ist. Das maximale SNR  ergibt sich, wenn das Sinus-Signal die ma-
ximale Amplitude  max und damit die Leistung  pp    aufweist. Damit ergibt sich





   *$   opt
  min,ein 	     pp         OSR pp ! (2.8)	    " #"        OSR  (2.9)
Dies entspricht dem maximalen SNR  , das mit einem konventionellen A/D-Wand-
ler, wie zum Beispiel dem Parallelumsetzer, innerhalb der Kanalbandbreite erreicht
werden kann. Allerdings entstehen in realen A/D-Wandlern nicht nur Quantisie-
rungsfehler sondern vor allem auch Fehler durch
  Aperturjitter,
  thermisches Rauschen erzeugt durch Bauteile,
  Komparatorunschärfe und
  Intermodulationen durch nichtlineare Eigenschaften.
Die Jitterfehler hängen von den maximal auftretenden Frequenzen im Eingangs-
signal ab und schränken somit den Frequenzbereich des Eingangssignals ein. Eine
Abschätzung der Rauschleistung, die durch Jitterfehler erzeugt wird ist [155]:        max  max    (2.10)
mit der Standardabweichung des Abtastzeitpunktes  , genannt Aperturjitter. Wei-
tere Abschätzungen der Rauschleistungen erzeugt durch die anderen Fehlerquellen
finden sich in [155]. Wird bei einem realen A/D-Wandler das resultierende SNR ge-
messen, so ergibt sich statt der theoretischen (nominalen) Auflösung die effektive
Auflösung
 eff   SNR  dB    	 "     OSR   "     (2.11)
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Die effektive Auflösung ist bei den heute verfügbaren A/D-Wandlern aufgrund der
oben aufgeführten Fehlerquellen im Durchschnitt um 1,5 Bit schlechter als die no-
minale Auflösung nach (2.7) bei einer festen Abtastrate [156]. Ein weiteres Güte-
kriterium für A/D-Wandler ist die Leistungsaufnahme, die bei sehr hohen Auflö-
sungen und Geschwindigkeiten sehr hoch liegen kann und damit die Verwendung
dieser Wandler in Mobilfunkgeräten unakzeptabel macht. Weiterhin wird auch der
störungsfreie Dynamikbereich (Spurious-free Dynamic Range, SFDR) aufgeführt
[161], der angibt, inwieweit bei einer Überabtastung starke Störsignale im Fre-




Da bei einem digitalen Empfänger, der eine Breitbandabtastung durchführt, die Ab-
tastrate immer weitaus höher sein wird als eigentlich notwendig, ist der Aspekt
der Überabtastung für unseren Fall also besonders interessant. Der Nachteil der
Breitbandabtastung ist, dass nicht nur der gewünschte Kanal, sondern auch die be-
nachbarten Kanäle mitabgetastet werden. Will man, wie in unserem Fall, nicht nur
meist schmalbandige TDMA-Signale sondern auch breitbandige CDMA-Signale
empfangen, so ergibt sich eine Eingangsbandbreite von mindestens 5 MHz (sie-
he Tabelle 2.1).1 Im Fall von schmalbandigen TDMA-Systemen befinden sich in
Tabelle 2.1 System- und Kanalbandbreiten der betrachteten Systeme
1Die in der Tabelle angegebene Systembandbreite für UMTS ist die gesamte für IMT-2000 reser-
vierte Bandbreite. Wie in Bild 2.1 zu sehen, sind in verschiedenen Ländern diese Frequenzbänder zum
Teil schon belegt. In Europa stehen für den terrestrischen Mobilfunk der 3. Generation lediglich die
Frequenzbänder 1920-1980 MHz für UMTS FDD Uplink, 2110-2170 MHz für UMTS FDD Downlink,
1900-1920 MHz und 2020-2025 MHz für UMTS TDD zur Verfügung.
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diesem Frequenzband sehr viele einzelne Kanäle, die recht unterschiedliche Leis-
tungen besitzen können. Dies erhöht den für den A/D-Wandler zu fordernden Dy-
namikbereich sehr stark, d.h. Auflösungen von mindestens 12 Bit bei sehr hohen
Abtastgeschwindigkeiten werden notwendig (siehe unten). Die Anzahl der Kompa-
ratoren
     in einem Parallelumsetzer steigt aber exponentiell mit der Anzahl der
Auflösungsbits. Sehr hohe Auflösungen werden hier nur durch hohen Systemauf-
wand und Energieverbrauch erreicht. In [156] wird festgestellt, dass Parallelumset-
zer im Schnitt in den letzten 8 Jahren nur um ca. 1,5 Bit für jede Abtastrate verbes-
sert wurden. Mit einem stärkeren Leistungszuwachs ist daher auch in den nächs-
ten Jahren nicht zu rechnen. Mit speziellen A/D-Wandlern wie den
  
-Wandlern
(Sigma-Delta-Wandler), lassen sich aber noch bessere SNR  bzw. Auflösungen
erreichen, in dem bei einer genügend hohen Überabtastung noise-shaping (Rausch-
Formung) durchgeführt wird [15].
  
-Wandler werden z.B. für die hochauflösen-
de Abtastung von Audiosignalen verwendet, also für Basisbandsignale. Inzwischen
gibt es aber immer mehr Untersuchungen über deren Einsatz in digitalen Empfän-
gern [29, 72, 171].
Bei einem Parallelumsetzer ergibt sich das abgetastete und quantisierte Signal nach
(2.1) zu
    	       (2.12)
Transformiert man dies in die z-Ebene, so erhält man
           (2.13)
Dieses Modell kann nun verallgemeinert werden, indem man die Signaltransfor-
mationsfunktion     und Rauschtransformationsfunktion     einfügt:
                  (2.14)
Im Falle eines Parallelumsetzers werden die Spektren des Eingangsignals und des
Quantisierungsrauschens nicht verändert und es gilt        und        .
Ein
  
-Wandler  -ter Ordnung dagegen liefert folgendes Ausgangssignal
       
	          	  (2.15)
in der z-Ebene [15]. Bei einem
  
-Wandler 1-ter Ordnung bedeutet dies im Zeit-
bereich
    	  
	        	  (2.16)


















Bild 2.3 Leistungsdichtespektrum des Quantisierungsrauschen eines   -Wandlers
mit TP-Charakteristik (schematisch)
Das Eingangssignal wird lediglich verzögert, das Rauschen dagegen differenziert.
Bei Überabtastung bewirkt das Differenzieren von    , dass im interessanten Be-
reich um Null Hz das Quantisierungsrauschen gedämpft, das Rauschen in dem un-
interessanten Randbereich aber erhöht wird (siehe Bild 2.3 und [87]). Durch ei-
ne TP-Filterung mit anschließender Abwärtstastung nach der A/D-Wandlung wird
dieser hoch verrauschte Bereich herausgefiltert und man erhält für das gewünsch-
te Signal ein sehr gutes SNR  . In Bild 2.4 ist ein    -Wandler 1-ter Ordnung
aufgezeigt. Für die A/D und D/A-Wandlung innerhalb des
  
-Wandlers werden
meistens 1-Bit-Wandler verwendet. Diese reichen für eine sehr gute Auflösung aus
und haben außerdem den Vorteil, linear zu sein. Für einen
  
-Wandler 1-ter Ord-





SNR   dB   (       + )*$ OSR   )*$(  +   (2.17)
Hier erhält man also für jedes Verdoppeln des OSR einen Gewinn von ca. 9 dB.
Verallgemeinert auf
  
-Wandler  -ter Ordnung erhält man
SNR   dB                    OSR
             (2.18)
Je höher die Ordnung des
  
-Wandlers, um so mehr Quantisierungsrauschen wird
aus dem gewünschten Frequenzbereich geschoben, ohne dass die Überabtastung
erhöht werden muss. Allgemein erhält man hier einen Gewinn von ca. +        dB
bei Verdoppelung der Abtastrate. Allerdings wird die Rückführung innerhalb des
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Analoge, diskrete Signalverarbeitung Digitale Signalverarbeitung
-
Bild 2.4   -Wandler 1-ter Ordnung
  
-Wandlers mit größerem  aufwendiger und damit die Zeitverzögerung höher.
Im Zusammenhang mit Nachrichtensignalen ist vor allem auch das Abtasten von
Bandpasssignalen interessant. Es ist auch möglich, die Unterdrückung des Quanti-
sierungsrauschens statt im Null-Hz-Bereich in einem Bandpassbereich durchzufüh-
ren, allerdings benötigt dies je nach Methode ungefähr die doppelte Rechenleistung
wie der TP-Wandler [140]. Wird ein IF-Signal aber mit Hilfe der Bandpassunter-
abtastung [74] abgetastet, so liegt eine Spiegelung des gewünschten Spektrums bei   
. Die BP-
  
-Wandler für diesen BP-Bereich sind besonders leicht zu imple-
mentieren. Wie die Bandpassunterabtastung mit einem
  
-Wandler durchgeführt
werden kann, wurde z.B. in [145] untersucht.
2.2.2 Gemeinsamer Empfänger
Da der Empfänger in einem Transceiver höhere Ansprüche stellt als der zugehörige
Sender, soll nun vor allem ein gemeinsames Empfänger-Frontend für verschiedene
Mobilfunksysteme diskutiert werden. Hierzu gibt es mehrere Lösungen, deren Vor-
und Nachteile gegeneinander abgewägt werden.
Nach der Diskussion von A/D-Wandlern wird klar, warum der ideale Software Ra-
dio Empfänger aus Bild 2.2 nur sehr schwer zu realisieren ist: Hier müsste die
gesamte Bandbreite zwischen 800 und 2200 MHz im RF-Bereich abgetastet wer-
den, wenn nur ein analoges Bandpassfilter verwendet werden soll. Die Eingangs-
bandbreite läge also bei 1400 MHz und

max
     MHz. Die Abtastrate müsste
mindestens 4,4 GHz betragen (Bandpassunterabtastung ist aufgrund der sehr hohen
Bandbreite hier nicht möglich), was zu Aperturjittern   im Größenbereich von 2 ps
und damit zu sehr niedrigen effektiven Auflösungen  eff von maximal 3 Bit führt
[156]. Ein weiteres Problem ist, dass die digitalen Komponenten nach dem A/D-
Wandler eine extrem hohe Rechenleistung aufweisen müssten, um die anliegenden





















Bild 2.5 Zero-IF-Empfänger, direkte Mischung
hohen Datenraten zu verarbeiten [17]. Auch aufgrund der sehr hohen Energiekosten
ist diese Lösung insbesondere für Mobilfunkgeräte nicht praktikabel.
Die konventionelle Lösung dagegen ist ein Superhet-Empfänger nach dem Über-
lagerungsprinzip mit mehreren Misch-Zwischenstufen, bei dem erst im Basisband
die A/D-Wandlung erfolgt. Die A/D-Wandlung hat hier die geringste Anforderung
bezüglich der Abtastrate, dafür kann es Probleme beim Gleichlauf der analogen
I/Q-Mischung und Tiefpassfilterung und der A/D-Wandlung in I- und Q-Zweig ge-
ben. Der analoge Anteil der Empfangskomponenten ist sehr hoch, dieser Empfän-
ger widerspricht daher dem Software Radio-Prinzip.
Aufgrund des hohen Energie- und Platzverbrauchs der analogen Komponenten bei
dem Superhet-Empfänger wird stattdessen heute in GSM-Handgeräten vermehrt
eine direkte Mischung durchgeführt. Das heißt, auf IF-Stufen wird ganz verzichtet,
analog eine komplexe Mischung direkt in die Nulllage durchgeführt, tiefpassgefil-
tert und dort abgetastet (siehe Bild 2.5). 2 Dieser Empfänger-Typ wird auch Zero-
IF-Empfänger genannt [12, 91, 148]. Der große Vorteil ist hier, dass die analoge
Filterung vor der A/D-Wandlung zur Unterdrückung des Aliasings im Tiefpassbe-
reich durchgeführt wird und somit deren Anforderungen weitaus geringer sind als
im IF-Bereich. In diesem Fall wäre es auch einfacher, variable analoge Filter ein-
zusetzen und damit die Anforderungen an den Dynamikbereich des A/D-Wandlers
zu reduzieren. Der Nachteil ist wiederum das Problem des Gleichlaufes der A/D-
Wandlung in I- und Q-Zweig und die Ungenauigkeit des analogen Oszillators, was
starke Phasenverzerrungen bewirkt. Hinzu kommt, dass hier der Oszillator Signale
mit einer Frequenz im Empfangssignalbereich erzeugt und damit bei einer schlech-
ten Isolierung gegenüber der Antenne Störungen des Empfangssignals entstehen
können. Für die Anwendung in einem Software Radio für verschiedene Mobil-
2Es kann gezeigt werden, dass die komplexe Mischung in die Nulllage und die darauffolgende Tief-
passfilterung der Bildung des analytischen Signals durch Hilbertfilterung und einer nachfolgenden Ab-
wärtsmischung entspricht [86]. Probleme mit Spiegelspektren treten also nicht auf.































Bild 2.6 Digitaler Empfänger
funksysteme ist dieser Ansatz daher zu fehleranfällig.
Der heute schon realisierbare Kompromiss für einen Software Radio Empfänger
zwischen der Direktmischung und dem Superhet-Empfänger ist der digitale Emp-
fänger. Dieser weist je nach Ansprüchen ein oder zwei analoge IF-Stufen auf, da-
nach folgt eine Bandpassunterabtastung und eine digitale Mischung ins Basisband
[73, 75, 89, 98]. In Bild 2.6 ist ein solcher digitaler Empfänger mit zwei IF-Stufen
dargestellt. Der Unterschied zum konventionellen Superhet-Empfänger liegt also
in der A/D-Wandlung des reellen IF-Signals und der nachfolgenden digitalen Mi-
schung in die Nulllage, womit man das Problem des Gleichlaufs in I- und Q-Zweig
behoben und außerdem eine höhere Flexibilität durch eine frühere A/D-Wandlung
erreicht hat. Die erste Bandpassfilterung filtert zunächst den gesamten in Frage
kommenden Bereich von 800 MHz bis 2200 MHz aus dem an der Antennen anlie-
gendem Signal aus. Die Mischung in die letzte IF-Stufe erfolgt so, dass das ge-
wünschte Signalband bei der Mittenfrequenz

IF2 liegt. Es gibt die Möglichkeit,
variable Bandpassfilter zu implementieren. Diese sind allerdings sehr teuer und
aufwendig, vor allem, weil die Kanal-Bandbreite zwischen 5 MHz und 25 kHz lie-
gen kann (siehe Tabelle 2.1). Wird die Bandbreite des letzten Bandpassfilters vor
dem A/D-Wandler   IF2 dagegen auf die maximal notwendige Bandbreite festge-
legt, ergibt sich bei dem Empfang von Schmalbandsignalen wie GSM ein recht
hoher Dynamikbereich von bis zu 100 dB. Bei der Abtastung des IF-Signals kann
die Abtastrate durch das Prinzip der Bandpassunterabtastung stark verringert wer-
den [74]. Um eine überfaltungsfreie Bandpassunterabtastung durchzuführen, muss        IF2    (2.19)
und
 	     IF2 gelten. Die Zwischenfrequenz  IF2 ist nach der Bestimmung
der minimalen Abtastrate, die von dem abzudeckenden Dynamikbereich abhängt,
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entsprechend Gl. (2.19) zu wählen und sollte nicht zu groß sein, da wie schon dis-
kutiert, der Aperturjitter durch hohe Eingangsfrequenzen größer wird. Das abgetas-
tete Signal weist dann im Basisband zwei Spiegelspektren mit den Mittenfrequen-
zen      auf. Durch eine digitale Mischung wird das Spiegelspektrum bei     
in die Nulllage gemischt, danach wird in I- und Q-Zweig tiefpassgefiltert und die
Abtastrate um zwei verringert. Die Mischung kann in diesem Fall durch Multipli-
kation mit der periodischen Bitfolge
            im I-Zweig bzw.            im




IF2 und die Abta-
strate festzusetzen und danach eine digitale Ratenanpassung (siehe Abschnitt 2.3)
für die einzelnen Systeme durchzuführen.
Wird die erste IF-Stufe weggelassen, so ergeben sich folgende Probleme, wenn
IF2 aufgrund des A/D-Wandlers möglichst klein gewählt wird: Die analoge Fil-
terung zur Image-Unterdrückung wird durch die niedrige IF-Frequenz schwierig.
Außerdem ist die Bandbreite des Signals nach der ersten Vorfilterung und vor dem
Mischen noch sehr breit, so dass eine niedrige IF-Frequenz unrealistisch ist, da eine
Überlappung der Spiegelspektren auftreten würde. Es ist also nur möglich, auf die
erste IF-Stufe zu verzichten, wenn danach eine Bandpassunterabtastung mit einer
Abtastfrequenz
  
IF2 nach Gl. (2.19) durchgeführt wird. Dies wiederum ist
nur mit A/D-Wandlern mit einer sehr hohen Eingangsbandbreite möglich, was wie
schon diskutiert zu hohen Aperturjittern führt.
Soll nun die Eingangsbandbreite   IF2 mindestens  MHz betragen und ein GSM-
Signal mit einem Dynamikbereich von 90 dB empfangen werden können, so kann
für einen Parallelumsetzer mit der Auflösung von 10, 12 bzw. 14 Bit eine not-
wendige Abtastrate wie folgt berechnet werden: Setzt man  pp    +    und
SNR    dB in Gl. (2.7) so ergibt sich für      ein OSR 	     , für     
ein OSR 	     und für       ein OSR 	     . Bei einer GSM-Bandbreite von
200 kHz wären die entsprechenden Abtastfrequenzen dann 572 MHz, 35 MHz bzw.
2,2 MHz. Realistisch ist hier nur eine Abtastfrequenz von 35 MHz mit 12 Bit Auflö-
sung, diese wird heute gerade erreicht, allerdings mit einem sehr hohen Energiever-
brauch. Berücksichtigt man allerdings noch die 1-2 Bits Auflösung, die aufgrund
der in Abschnitt 2.2.1 zusätzlich auftretenden Störungen in A/D-Wandlern notwen-
dig sind, so ergibt sich eine Auflösung von 13-14 Bit. Die zweite IF-Stufe liegt
dann mit






   IF2   	   MHz, was mit heutigen A/D-Wandlern mög-
lich ist. Damit sollte die Bandbreite des Signals vor dieser Mischung bei maximal
  IF1 
   
MHz liegen, damit es keine Überlappung der Spiegelspektren in dem
gewünschten Bandbereich gibt. Bei UMTS entspricht diese Abtastfrequenz einem
OSR   und damit einem SNR  	  " dB, was völlig ausreichend ist.
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In [47], [66] wird ein digitaler Empfänger mit nur einer IF-Stufe vorgestellt, der
zur Abtastung des IF-Signals, das auf ein Teilband reduziert wurde, einen
  
-
Wandler verwendet. Dadurch ergeben sich weitaus geringere Anforderungen an
die A/D-Wandlung, als wenn man einen konventionellen Parallelumsetzer verwen-
den würde. Wird die Bandbreite des Eingangssignals in den A/D-Wandler fest auf
 MHz gesetzt, so ergibt dies eine Überabtastung für Schmalbandsignale wie bei
GSM. Die Verwendung des
  
-Wandlers hat nun den Vorteil, dass danach nicht
nur die störenden Signalanteile sondern auch Quantisierungsrauschen herausgefil-
tert werden kann. Ein
  
-Wandler der 2. Ordnung mit einem 1-Bit-Quantisierer
kann hier schon genügen, um die hohe Auflösung bei Schmalbandsignalen zu errei-
chen: Setzt man wie im oberen Beispiel  pp    +    und SNR     dB diesmal
in Gleichung (2.18) so ergibt sich für    und     ein OSR 	      und damit
eine Abtastrate
 	   MHz. Da hier nur eine IF-Stufe eingesetzt werden soll,
ist die Bandbreite vor der einzigen Mischung noch recht groß. Ein in der Mitten-
frequenz variables Filter könnte jeweils den Bandpassbereich um das gewünschte
Signal herausfiltern und zwar im günstigsten Fall mit einer Bandbreite von maxi-
mal
" 
MHz. Dann kann mit

IF2
   "   MHz gemischt werden, d.h. die maxima-
le Eingangsfrequenz liegt nur noch bei

max
    MHz. Ist eine analoge Filterung
mit dieser Bandbreitenreduzierung in diesem Frequenzbereich nicht möglich, so
muss entsprechend Gl. (2.19) eine höhere IF-Frequenz gewählt werden. Die Ab-
tastrate
     MHz entspricht einem Faktor von OSR 	   bei UMTS bzw.
SNR  	   dB, was immer noch ausreichend ist, da die Bandbreite des Vorfilters
auf 5 MHz reduziert und somit nur ein UMTS-Trägersignal digitalisiert wurde, der
Dynamikbereich in diesem Fall also sehr viel kleiner ausfällt.
2.3 Abtastratenanpassung
Wird mit einer festen Abtastrate abgetastet, muss nach der A/D-Wandlung und der
digitalen Mischung in die Nulllage eine Abtastratenanpassung durchgeführt wer-
den, und zwar aus folgendem Grund: Es sollte mit der kleinsten notwendigen Ab-
tastrate gearbeitet werden, um den Rechenaufwand so gering wie möglich zu hal-
ten. Diese minimale Abtastrate hängt allerdings von dem Symbol - bzw. Chiptakt
     (respektive von der Symbol - bzw. Chipdauer  ) des empfangenen Sig-
nals ab. Im Allgemeinen reicht eine Abtastrate
        und damit eine zeitliche
Auflösung von
  
aus [162]. Nach der Feinsynchronisation kann die Abtastrate
nochmals um den Faktor vier reduziert werden.

















Bild 2.7 Ratenanpassung durch Kaskadierung von Interpolation und Dezimation





           und     teilerfremd (2.20)
rational ist, so kann die Ratenanpassung wie in Bild 2.7 erfolgen. Das komplexwer-
tige Eingangssignal    in     wird zuerst um  hochgetastet, indem    
Nullen eingefügt werden. Danach erfolgt eine Tiefpassfilterung, die gleichzeitig zur
Eliminierung der Images und als Anti-Aliasing-Filter zur nachfolgenden Ratenre-
duzierung um
 
dient. Der gesamte Vorgang besteht also aus einer Kaskadierung
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Die Impulsantwort muss also im Prinzip an allen Stellen
   in      bekannt
sein. Da hier die Unterdrückung von Aliasing besonders wichtig ist, das Tiefpass-
filter     also sehr schmale Übergangsbereiche aufweisen muss, kann die Filterung
mit der Taktfrequenz
  
in gegebenenfalls sehr aufwendig werden. Bei der Reali-
sierung von     mit einem FIR-Filter können sich sehr hohe Impulsantwortlängen  ergeben. Berücksichtigt man dagegen die Aufwärtstastung vor und die Ab-
wärtstastung nach der Filterung, so lässt sich der Rechenaufwand stark reduzieren:
Da das hochgetastete Signal durch Einfügen von
    Nullen in   entsteht,
kann in der nachfolgenden Filterung die Berechnung dieser Null-Werte weggelas-
sen werden. Statt
  Taps müssen also nur  berechnet werden. Damit ergibt
sich die Struktur eines Polyphasenfilters wie in Bild 2.8. Für jeden eingelesenen
Wert müssten im Prinzip

Werte berechnet werden, indem die Koeffizienten des
Filters im Takt
  
in gewechselt werden. Aus diesen

Werten wird aber danach
bei der Ratenreduzierung nur jeder
 
te verwendet. Durch entsprechende Steuerung
der variablen Filterkoeffizienten lässt sich somit der maximale Takt von
  
in auf




out reduzieren. Da verschiedene Verhältnisse SR
für verschiedene Signale einstellbar sein müssen, ergibt sich eine sehr hohe Anzahl
von zu speichernden Filterkoeffizienten     . Gegebenenfalls kann hier eine direkte
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Bild 2.8 Polyphasenfilter mit variablen Koeffizienten zur Ratenanpassung
Berechnung der Koeffizienten effizienter sein als eine Vorabspeicherung. Spezielle
Implementationen der Ratenanpassung sind in [30, 65] aufgeführt.
Die Voraussetzung eines rationalen Taktverhältnisses ist nicht immer gegeben, kann
aber durch geschickte Wahl der Abtastfrequenz
$
meistens annähernd erreicht
werden. In [73] wird zum Beispiel als Abtastfrequenz
   
in
    +       MHz +     MHz vorgeschlagen, die achtfache Chiprate von UMTS. Bei dieser Ab-
tastrate benötigt man, analog den Berechnungen aus Abschnitt 2.2.2, nominal
    
Bits Auflösung (im Falle des Parallelumsetzers). Zuzüglich der
    weiteren Bits,
die aufgrund von Aperturjitter usw. berücksichtigt werden müssen, kommt man
hier ebenfalls auf
  +      Bits. Bei der Verwendung eines    -Wandlers, wie
es im vorhergehenden Abschnitt vorgeschlagen wurde, verbessert sich mit dieser
etwas höheren Abtastrate das SNR  zu ca.    dB. Statt der achtfachen UMTS-
Chiprate könnte man auch nur mit der sechsfachen UMTS-Chiprate, also

in
"  +       MHz   +     MHz, abtasten, dies würde allerdings die Ratenanpas-
sung für UMTS-Signale komplizieren. Bei dem Empfang eines UMTS-Signals
kann im Falle von

in
 +  	   MHz die Abtastrate um  verringert werden, so
dass sich eine zeitliche Auflösung von einer viertel Chiplänge ergibt. Im Falle von
in
  +     MHz müsste hierfür eine Ratenanpassung um den Faktor      +  
durchgeführt werden, was aufgrund der hohen Raten sehr rechenintensiv wäre. Für
den Empfang eines GSM- oder DECT-Signals kann nun ebenfalls eine zeitliche
Auflösung von einer viertel Symbollänge durch entsprechende Ratenanpassung er-




out in ihre Primfaktoren:
in
    +      kHz   	 	  +   kHz (2.22)
out  GSM 
     "  " kHz         ++ kHz (2.23)
out  DECT           kHz    +  kHz (2.24)
Ein GSM-Signal wird zuerst um
  "
abwärts getastet, danach folgt eine Ratenan-
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passung mit dem Verhältnis
    +          +     "  +   . Da der Faktor der
Hochtastung
  +   beträgt und damit sehr hoch ist, kann auch ein anderes (nicht
exaktes) Raten-Verhältnis mit einem kleineren

und einer anschließenden Interpo-





aus (2.22) und (2.23) und besteht aus der Hintereinanderschaltung
mehrerer weniger aufwendiger Ratenanpassungen, was den Vorteil hat, dass man
aufwendige Interpolationen spart und trotzdem ein exaktes Ergebnis erhält. Der
Nachteil besteht darin, dass hier die Flexibilität der Ratenanpassung relativ gering
ist. Im Fall von GSM erreicht man zum Beispiel auch die gewünschte Abtastrate
out 	         +$+ kHz aus der Eingangsrate  in  +     MHz indem zuerst um
den Faktor
"  
abwärts getastet wird und danach zwei Ratenanpassungsstufen mit
den Verhältnissen     + und   "    durchgeführt werden. Um die vierfache Sym-
bolrate des DECT-Systems zu erhalten, ist, nach einer Abwärtstastung um
 
, eine
Ratenanpassung mit dem Verhältnis
       + durchzuführen.
2.4 Zusammenfassung
In diesem Kapitel wurde eine allgemeine Definition von Software Radios gege-
ben und die verschiedenen Möglichkeiten der Realisierung diskutiert. Die Vor- und
Nachteile der Konfiguration eines Software Radios durch Software-Download an-
hand von Funkübertragung oder Smartcard wurden aufgezeigt und die in dieser
Arbeit verfolgte Strategie einer parametrisierten, gemeinsamen Software für ver-
schiedene Standards vorgestellt. Um eine hohe Flexibilität mit nur einem einzigen
Empfangs- und Sendezweig zu erreichen, muss in einem Software Radio die Digi-
talisierung möglichst nah an der Antenne durchgeführt werden. Dass ein gemein-
sames Empfänger-Frontend mit einem geringen Anteil an analogen Komponenten
heute schon machbar ist, wurde hier gezeigt. Will man variable (und damit auf-
wendige) analoge Bandpassfilter vermeiden, so ergeben sich sehr hohe Anforde-
rungen an die Auflösung und die Abtastrate der A/D-Wandler. Durch Bandpassun-
terabtastung mit
  
-Wandlern können diese Anforderungen aber auch mit einem
relativ niedrigen Energieverbrauch erfüllt werden. Eine geschickte Wahl der Ab-
tastfrequenz kann wiederum die digitale Verarbeitung, wie die unmittelbar nach
der A/D-Wandlung folgende Ratenanpassung, stark vereinfachen und Fehler durch
Interpolationen vermeiden. Der gemeinsame HF-Empfänger legt die Grundlage für
die Diskussion der gemeinsamen Basisbandverarbeitung, die in den folgenden Ka-
piteln detailliert beschrieben wird.
3 Digitale Schnurlos- und
Mobilfunksysteme
In diesem Kapitel werden die Luftschnittstellen der wichtigsten digitalen Schnurlos-
und Mobilfunksysteme vorgestellt. Die Analyse der Systeme ist für den Aufbau
einer gemeinsamen Software unabdingbar. Auf spezielle Aspekte der Modulati-
onsverfahren und auf das Kanalcodierungsschema der Turbo-Codierung wird in
späteren Kapiteln genauer eingegangen.
3.1 DECT
Das europäische digitale Schnurlossystem DECT wurde 1992 von der ETSI ein-
geführt [40]. Es dient nicht nur zum schnurlosen Telefonieren, sondern kann auch
für Datenübertragungen in einer Büroumgebung verwendet werden. Ein weiteres
Einsatzgebiet von DECT ist der so genannte local loop, d.h. der drahtlose Telepho-
nanschluß ans Festnetz. Auch für kleine Mobilfunkzellen mit einem hohen Kom-
munikationsaufkommen, wie zum Beispiel in Bahnhöfen, ist DECT eine günsti-
ge Alternative. Die Luftschnittstelle von DECT [13, 36, 53, 149] basiert wie GSM
auf dem TDMA (Time Division Multiple Access) Zugriffsverfahren, kombiniert
mit FDMA (Frequency Division Multiple Access). Das Frequenzband von 1880-
1900 MHz ist in 10 Träger mit dem Abstand von 1728 kHz aufgeteilt. Auf jedem
Träger werden wiederum den Teilnehmern unterschiedliche Zeitschlitze jeweils für
Up- und Downlink zugewiesen, es handelt sich hiermit um ein Time Division Du-
plex (TDD) System.
In Bild 3.1 ist der Rahmenaufbau von DECT dargestellt. Ein Rahmen dauert 10 ms
(ähnlich wie bei UTRA), dieser ist in insgesamt 24 Bursts der Dauer 0,417 ms auf-
geteilt, von denen die ersten 12 für den Downlink und die anderen 12 Bursts für
den Uplink vorgesehen sind. Bei der symmetrischen Übertragung (z.B. von Spra-
che) belegt ein Teilnehmer für Up- und Downlink immer Zeitschlitze im Abstand
von 5 ms. Es stehen pro Träger maximal 12 Duplexkanäle zur Auswahl, also insge-
samt 120 DECT-Kanäle. Da aber in den DECT-Basisstationen normalerweise nur
ein Transceiver integriert ist, können nur maximal 12 Kanäle pro Basisstation zur
Verfügung gestellt werden, da in einem Zeitschlitz dann nur auf einer Frequenz ge-
sendet bzw. empfangen werden kann. Wieviele Kanäle eine Basisstation zur Verfü-
gung stellen kann hängt auch davon ab, wie schnell der Transceiver der Basisstation
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Bild 3.1 Der Rahmenaufbau bei DECT
von Senden auf Empfang umschalten kann. Da Up- und Downlink nur durch eine
relativ kurze Schutzzeit getrennt sind, kann es sein, dass die Zeitschlitze 12 und 24
zum Umschalten der Basisstation verwendet werden müssen, was die Anzahl der
Kanäle weiter einschränkt.
Im Gegensatz zu den Mobilfunksystemen wurde bei DECT das Frequenzband all-
gemein zur Verfügung gestellt, d.h. es können überall ohne weiteres DECT-Geräte
aufgestellt und betrieben werden. Den Teilnehmern wird nicht ein Kanal vom Netz
her zugewiesen, sondern das Teilnehmergerät sucht sich automatisch aufgrund von
Messungen auf den Trägerfrequenzen, den besten freien Kanal aus. Daher spricht
man hier von Dynamic Channel Selection (DCS) [158]. Auf eine aufwendige Fre-
quenzplanung für die Basistationen kann somit verzichtet werden. Die Sprachqua-
lität ist hier so gut wie im Festnetz, aufgrund des verwendeten ADPCM (Adaptive
Differential Pulse Code Modulation) Sprachcodierers, der eine Ausgangsdatenra-
te von 32 kbit/s produziert. DECT ist für Picozellen mit einem Radius von 200 m
bis 300 m und einer Teilnehmergeschwindigkeit von maximal 20 km/h ausgelegt,
d.h. die Empfängeralgorithmen sind normalerweise recht einfach konzipiert. Die
maximale Sendeleistung beträgt 250 mW.
3.1.1 Kanalcodierung
Auf eine Kanalcodierung zur Fehlerkorrektur wird weitgehend verzichtet, da auf-
grund der guten Übertragungsbedingungen nur wenige Bitfehler auftreten. Es wer-
den aber unterschiedlich starke Blockcodes, genauer Cyclic Redundancy Check
Codes (CRC-Codes), zur Fehlererkennung verwendet. Grundsätzlich werden bei
jeder Übertragung durch zyklische Blockcodierung ausgewählter Datenbits eines
Bursts 4 Prüfbits gebildet und diese im X-Feld und im Z-Feld eines Bursts über-
tragen (siehe Bild 3.2). Dies dient zur Kontrolle der Übertragungsqualität und ist
bei der Sprachübertragung, die eine Fehlerrate von
  
  benötigt, ausreichend.
Es gibt aber auch die Möglichkeit, eine bessere Fehlererkennung für die Daten-
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übertragung durchzuführen (protected mode). Hierbei wird zusätzlich ein binärer
Bose-Chaudhuri-Hocquenghem Code (BCH-Code) [51] verwendet, der jeweils aus
Datenblöcken mit 64 Bits 16 Prüfbits berechnet. Es wird eine Übertragungswie-
derholung (ARQ) durchgeführt, wenn eine zu hohe Fehlerrate durch den BCH-
Blockcode festgestellt wird. Derselbe Blockcode wird verwendet, um die Kontroll-
bits, die in jedem Burst gesendet werden, zu schützen. Wird die Übertragungsqua-
lität auf einem Kanal zu schlecht, so wird gegebenenfalls ein Handover innerhalb
der Zelle auf einen anderen Kanal (ein anderer Zeitschlitz auf einer anderen Trä-
gerfrequenz) durchgeführt.
3.1.2 Burststruktur
Es gibt drei Bursttypen, die in Bild 3.2 aufgezeigt sind. Sie enthalten alle einen
Header der gleichen Länge, bestehend aus dem S- und dem A-Feld. Das S-Feld
enthält zwei Synchronisationswörter, jeweils der Länge 16 Bit. Diese haben im
Prinzip eine ähnliche Funktion wie die Trainingssequenzen in GSM oder die Pilot-
sequenzen in UTRA und werden daher im Software Radio in die Gruppe der be-
kannten Bitfolgen, die in jedem Burst bzw. Slot gesendet werden, eingeordnet. Das
A-Feld enthält Kontrolldaten, die zur Aufrechterhaltung des Gesprächs notwendig
sind. Entsprechende Daten werden auch in jedem Mobilfunksystem (oft unter dem
Namen Slow Associated Control Channel (SACCH)) regelmäßig gesendet. Das
B-Feld enthält die zu übertragenden Informationsdaten einschließlich des schon
erwähnten X-Feldes mit Prüfbits. Danach folgt das Z-Feld, das eine Wiederholung
des X-Feldes darstellt und die Schutzzeit (GT), die in allen TDMA-Systemen zum



























































Bild 3.2 Die Burststrukturen bei DECT
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tenraten können verschieden lange B-Felder verwendet werden, was auf die drei
Bursttypen in Bild 3.2 führt. Bei der uncodierten Übertragung (unprotected mode)
ergeben diese drei Bursts, aufgrund der verwendeten zweiwertigen Modulations-
art GMSK, Datenraten von (mindestens) 8 kbit/s, 32 kbit/s und 80 kbit/s. Bursttyp
P32 wird im unprotected mode zur Sprachübertragung verwendet. Es ist außerdem
möglich, einem Teilnehmer mehrere Zeitschlitze zuzuweisen oder eine asynchrone
Übertragung durchzuführen, indem unterschiedlich viele Zeitschlitze für den Up-
und Downlink für eine Verbindung verwendet werden. Es können so sehr hohe Da-
tenraten von bis zu 931,2 kbit/s pro Träger erreicht werden. Vor der Modulation
wird im DECT-System eine Verwürfelung, d.h. eine mod2-Addition mit einer bi-
nären, pseudozufälligen Folge, durchgeführt, um eine Gleichverteilung von Einsen
und Nullen zu gewährleisten und damit die Empfängerdetektion zu vereinfachen.
Dies ist erforderlich, da keine Sprachpausen detektiert werden und daher lange
Null- oder Einsfolgen auftreten können.
Die Symbolrate beträgt 1152 kbit/s, das ergibt eine Symboldauer von 0,868   s.
Dies bedeutet, dass bei sehr kurzen Mehrwegeverzögerungen von max. 200 ns, wie
sie innerhalb von Gebäuden typisch sind, kaum Intersymbol-Interferenz (ISI) ent-
steht und auf einen Entzerrer verzichtet werden kann. Die durch die Modulationsart
GMSK entstehende ISI wurde durch das Bandbreite-Zeit Produkt (BT) von 0,5 auf
Kosten der Bandbreiteneffizienz gegenüber der verwendeten GMSK in GSM redu-
ziert. Stattdessen kann Antennen Diversity angewendet werden, da aufgrund der
kurzen Laufzeitunterschiede und der langsamen Teilnehmergeschwindigkeit die
Fading-Einbrüche besonders stark und langanhaltend sein können und dies durch
den Empfang mit zwei Antennen ausgeglichen werden kann. Treten längere Verzö-
gerungszeiten durch Mehrwegeausbreitung auf, zum Beispiel bei der Anwendung
außerhalb von Gebäuden, so kann eine Entzerrung notwendig werden [85, 138].
Interessant ist, dass DECT auch als Luftschnittstelle in das IMT-2000 eingegan-
gen ist. Zur Übertragung mit hohen Datenraten von bis zu 2 Mbit/s wurde DECT
vor allem mit zusätzlichen, z.T. höherwertigen Modulationsarten wie  /2-DBPSK,
 /4-DQPSK und  /8-D8PSK ausgestattet [71].
3.2 GSM
Das erste digitale Mobilfunksystem GSM wurde in Deutschland 1991 eingeführt.
Die D-Netze belegen Frequenzen im 900 MHz Bereich und werden daher auch
GSM-900 Systeme genannt. Die E-Netze belegen dagegen den Frequenzbereich
um 1800 MHz, und werden GSM-1800 (früher auch DCS1800) genannt. In Nord-
amerika gibt es auch Netze, die GSM im 1900 MHz Bereich betreiben (GSM-
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Bild 3.3 Der Rahmenaufbau und die normale Burststruktur bei GSM
1900). Bis auf die Trägerfrequenzen unterscheiden sich diese Systeme nicht von-
einander. GSM basiert, wie die meisten Systeme der zweiten Generation, auf ei-
nem TDMA/FDMA Zugriffsverfahren. Aufgrund der großen Zellradien von bis
zu 35 km und den daraus resultierenden Zeitverzögerungen werden hier Up- und
Downlink auf verschiedenen Frequenzen mit einem Abstand von 45 MHz (im Fal-
le von GSM-1800 mit 95 MHz Abstand) übertragen. GSM ist damit ein Frequency
Division Duplex (FDD) System. Da die Freiraumdämpfung auch von der Trägerfre-
quenz abhängt und in Mobilfunkgeräten immer das Problem der Energieknappheit
besteht, wird die Uplink-Übertragung stets auf der niedrigeren Frequenz durchge-
führt. In dem GSM-900-Frequenzbereich sind 124 Trägerfrequenzen im Abstand
von 200 kHz verteilt. Bei GSM-1800 gibt es 374 Träger, da aufgrund der höhe-
ren Freiraumdämpfung die Zellradien hier kleiner bemessen werden müssen (max.
10 km). In Mobilfunksystemen werden die Frequenzen als Lizenzen vergeben, je-
der Netzbetreiber versucht, mit seinen zugewiesenen Frequenzen so viele Teilneh-
mer wie möglich zu versorgen. Aufgrund des TDMA/FDMA-Zugriffverfahrens
muss eine Frequenzplanung durchgeführt werden. Dabei werden Zellen, die die
gleichen Trägerfrequenzen verwenden, voneinander entfernt gelegt, um die Inter-
ferenzstörungen zu reduzieren.
Auf jedem Träger können maximal 8 Teilnehmer bei Full Rate (FR) senden. In
Bild 3.3 ist die Rahmenstruktur von GSM aufgezeigt. Die TDMA-Rahmen sind
4,616 ms lang, jeder Zeitschlitz hat damit die Dauer von 576,9   s. Die Burstdau-
er wurde so gewählt, dass eine Schätzung der Kanalimpulsantwort pro Burst für
die Entzerrung ausreicht. Die Rahmen für Down- und Uplink sind um drei Zeit-
schlitze versetzt, so dass die Mobilfunkgeräte nicht gleichzeitig senden und emp-
fangen können müssen. Bei der Übertragung von Sprach- oder Datenbits ergeben
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26 TDMA-Rahmen einen Multirahmen der Dauer 120 ms. GSM ist vor allem für
das mobile Telefonieren entwickelt worden, so können nur recht geringe Datenra-
ten von 2,4 kbit/s, 4,8 kbit/s oder 9,6 kbit/s übertragen werden. Der Full Rate Mo-
dus, der einzige Modus der ersten Version von GSM (Phase 1), bezieht sich auf
die Sprachcodierung Regular Pulse Excitation-Long Term Prediction (RPE-LTP)
[152] mit der Rate 13,0 kbit/s. Die Sprachcodierung wurde bei GSM um einiges
effizienter als bei Schnurlossystemen wie DECT gewählt, weil in Mobilfunksyste-
men die Netzkapazität eine höhere Priorität als die Sprachqualität hat. Im Vergleich
zu den amerikanischen und japanischen Mobilfunksystemen der zweiten Generati-
on ist die Sprachqualität von GSM Full Rate aber noch etwas besser. Es wurde in
einer späteren Version GSM (Phase 2) der Half Rate (HR) Modus eingeführt, bei
dem ein Code Excited Linear Prediction (CELP) Sprachcoder [61] mit einer nied-
rigeren Rate von 5,6 kbit/s verwendet wird und daher ein Teilnehmer nur in jedem
zweiten TDMA-Rahmen einen Zeitschlitz belegt. Pro Träger können somit beim
Half Rate doppelt so viele Teilnehmer wie beim Full Rate versorgt werden, d.h. 16
Teilnehmer. Allerdings kann innerhalb einer Zelle eine Trägerfrequenz nur entwe-
der im Full Rate oder im Half Rate belegt werden. Zudem wurde eine neue, bessere
Full Rate Sprachcodierung (Enhanced Full Rate EFR) mit der Rate 12,22 kbit/s
eingeführt. Es gibt damit in GSM nur 7 verschiedene Übertragungsmöglichkei-
ten: TCH/FS (Traffic Channel Fullrate Speech), TCH/HS (Traffic Channel Halfrate
Speech) und die fünf Datenübertragungskanäle TCH/F9,6, TCH/F4,8, TCH/F2,4,
TCH/H4,8 und TCH/H2,4. Einen guten Überblick über die Übertragungstechnik in
GSM geben zum Beispiel [130, 146].
Eine Option in GSM ist die Voice Activity Detection (VAD) und die damit verbun-
dene Discontinuous Transmission (DTX). Hierbei wird zuerst detektiert, ob über-
haupt gesprochen wird und damit wirklich Sprachrahmen zu übertragen sind, was
bei einem Gespräch in nur weniger als 50 % der Zeit der Fall ist. Während Sprech-
pausen findet keine Übertragung statt, sondern es wird im Empfänger Rauschen
(Comfort Noise) eingespielt. Dadurch können Gleichkanalstörung und der Ener-
gieverbrauch im Sender verringert werden.
Optional kann im GSM-System auch ein langsames Frequency Hopping (SFH)
durchgeführt werden, das starke Störungen in bestimmten Frequenzbereichen aus-
gleichen kann. Diese frequenzselektiven Störungen können durch Mehrwegeaus-
breitung oder Gleichkanalstörungen entstehen. Alle Mobilfunkgeräte müssen dazu
ausgerüstet sein. Die Trägerfrequenz wird nach jedem gesendeten Burst gewech-
selt, das ergibt eine Hoprate von ca. 217 hop/s. Eine Zelle führt unabhängig von
anderen Zellen das SFH über die der Zelle zugeteilten Trägerfrequenzen durch. Da
in einer Zelle im SFH-Modus alle Teilnehmer versetzt eine bestimmte Frequenz-
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sprungsequenz durchführen, kommt es nicht zur Kollision der Bursts. Durch das
SFH ist ein Träger- zu Interferenz-Verhältnis (C/I) von mindestens 9 dB statt 12 dB
am Empfängereingang ausreichend.
Ein weiterer wichtiger Aspekt ist das Handover in GSM, das ohne Gesprächsunter-
brechung, also nahtlos, stattfindet. Im Zusammenhang mit dem System-Handover
zwischen UTRA und GSM wird darauf genauer in Kapitel 7 eingegangen.
3.2.1 Kanalcodierung
Aufgrund der schlechteren Übertragungsbedingungen ist die Kanalcodierung in
Mobilfunksystemen aufwendiger als in Schnurlossystemen. Hier müssen Fehler-
korrekturen im Empfänger durchgeführt werden, um eine gute Fehlerrate zu errei-
chen. Die Kanalcodierung von GSM soll nun anhand von zwei Beispielen, dem
TCH/FS (Traffic Channel Fullrate Speech) Sprachkanal und dem TCH/F9.6 (Traf-
fic Channel Full Rate) Datenkanal mit der Netto-Datenrate von 9,6 kbit/s, erläutert
werden. Nähere Ausführungen zur Kanalcodierung finden sich in [51]. Der Un-
terschied zwischen der Sprach- und der Datenübertragung liegt vor allem darin,
dass bei der Datenübertragung alle Bits gleich stark geschützt werden müssen, bei
der Sprachübertragung erzeugt der Sprachcoder aber wichtige und weniger wich-
tige Bits, die entsprechend unterschiedlich stark geschützt werden. Im Falle des
TCH/FS entstehen durch die Sprachcodierung aus einem 20 ms langen Sprachrah-
men 260 Bits. Davon werden 182 Klasse I Bits kanalcodiert und 78 Klasse II Bits
ohne Kanalcodierung übertragen (siehe Bild 3.4). Von den Klasse I Bits werden
50 Klasse Ia Bits zusätzlich mit einem Blockcode geschützt. Der Blockcode ist
ein Hammingcode, der drei Prüfbits erzeugt, die an die Klasse Ia Bits angehängt
werden. Mit diesen Prüfbits wird im Empfänger eine Fehlererkennung durchge-
führt. Nach einer Umsortierung der Bits (aufgrund der innerhalb eines Kanalcodie-
rungsblockes unterschiedlich verteilten Bitfehlerwahrscheinlichkeiten [130]) und
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Bild 3.5 Interleaving des TCH/FS bei GSM
Klasse I Bits dann mit der Coderate        und der Gedächtnislänge    
faltungscodiert. Insgesamt ergeben sich durch die Kanalcodierung 456 Bits pro
Sprachrahmen und damit eine Bruttodatenrate von 22,8 kbit/s.
Aufgrund der größeren Zellen und der Mehrwegeausbreitung entstehen in Mobil-
funksystemen bei der Übertragung durch das Fast Fading (siehe Abschnitt 6.2) vor
allem Bündelfehler. Es sind also oft mehrere aufeinander folgende Bits oder so-
gar ganze Bursts verfälscht. Die meisten Kanalcodierungen, wie die oft verwende-
ten Faltungscodes, können allerdings Einzelfehler besser beheben, da Bündelfehler
hier zu Folgefehlern führen können. Daher werden in Verbindung mit Faltungs-
codes immer Interleaver verwendet, die die kanalcodierten Bits vor dem Senden
umsortieren. Im Empfänger wird dies vor der Kanaldecodierung rückgängig ge-
macht und dadurch Bündelfehler in näherungsweise Einzelfehler verwandelt. Je
größer die Interleavertiefe, also je weiter die Bits nach vorne oder nach hinten um-
sortiert werden, um so unabhängiger werden die Einzelfehler nach dem Deinterlea-
ven, aber um so länger wird auch die Verzögerung bei der Übertragung. Gerade bei
der Sprachübertragung sollten aber insgesamt keine Verzögerungen länger als ca.
60 ms auftreten, so dass hier kürzere Interleavertiefen als bei der Datenübertragung
gewählt wurden. In Bild 3.5 ist das Interleaverschema für TCH/FS aufgezeigt. Ein
Bitblock von 456 codierten Bits wird auf 8 hintereinander gesendete Bursts verteilt,
die Verzögerung aufgrund des Interleavings beträgt somit ca. 37 ms.
Die Kanalcodierung von TCH/HS, dem Half Rate Sprachkanal, ist ähnlich aufge-
baut. Hier werden aus 20 ms Sprache 112 sprachcodierte Bits erzeugt und in ver-
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GSM Kanal Syst. Blockcodierung Tailbits Faltungscodierung Interleaving
Tiefe (Bursts)
Bild 3.6 Kanalcodierung bei GSM [51]
schieden stark geschützte Klassen eingeteilt. Es werden von den 22 Klasse Ia Bits
wiederum drei Prüfbits berechnet. Die Klasse I Bits werden mit einem Faltungsco-
de der Rate         kanalcodiert, die Prüfbits aber mit einer Rate        + . Es
werden somit für einen Sprachrahmen 228 codierte Bits übertragen, das entspricht
einer Bruttodatenrate von 11,4 kbit/s. Danach erfolgt ein Interleaving über 4 Bursts,
was die gleiche Verzögerungszeit wie bei TCH/FS ergibt, da jeder Teilnehmer nur
in jedem zweiten TDMA-Rahmen einen Zeitschlitz belegt.
Die Datenübertragung von GSM soll nun noch beispielhaft für den TCH/F9.6 be-
schrieben werden. Die Nettodaten, die noch einige Headerdaten enthalten, werden
in Blöcke von 60 Bits pro 5 ms gepackt. Vier solcher Blöcke werden zu 240 Bits
zusammengefasst. Es erfolgt hier keine Blockcodierung, sondern alle Bits werden
mit einem Faltungsencoder der Rate        faltungscodiert, nachdem 4 Tail-
bits angehängt wurden. Von den 528 codierten Bits werden 72 punktiert, also nicht
übertragen, wodurch wieder eine Bruttodatenrate von 22,8 kbit/s entsteht. Die In-
terleavertiefe wurde zu 19 Bursts gewählt, da hier die Anforderungen an die Ver-
zögerung nicht so hoch sind wie bei der Sprachübertragung.
In Bild 3.6 sind die Kanalcodierungsschemata der GSM-Kanäle zusammengefasst.
Dabei sind auch die Kanalcodierungen von Kontrollkanälen wie dem SACCH (Slow
Associated Control Channel) aufgeführt, mit dem regelmäßig verbindungsspezifi-
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sche Kontrolldaten zwischen Mobil- und Basisstation ausgetauscht werden. Die
SACCH-Daten werden in jedem 26. TDMA-Rahmen (d.h. einmal pro Multirah-
men) bei FR (bzw. in jedem 13. TDMA-Rahmen bei HR) statt TCH-Daten über-
tragen. Nur so können ganze Bursts beim DTX ausgelassen werden, ohne dass die
Datenrate des SACCH beeinträchtigt wird. Weitere Kanäle sind der RACH (Ran-
dom Access Channel), er wird zum Gesprächsaufbau von Seiten der Mobilstation
verwendet. Es gibt außerdem Kanäle, die nur von der Basisstation für alle Mobil-
stationen gesendet werden und zur Synchronisation und zum Gesprächsaufbau die-
nen: der SCH (Synchronisation Channel), der FCCH (Frequency Correction Chan-
nel) zur Synchronisation und der BCCH (Broadcast Control Channel) über den die
Mobilstationen Informationen über die Zelle erhalten. Diese gemeinsamen Kanä-
le werden auf einer bestimmten Frequenz (Beacon Frequency) gesendet. Weitere
GSM-Kontrollkanäle werden zum Beispiel in [37, 157] beschrieben.
3.2.2 Burststruktur
In Bild 3.3 ist der normale Verkehrsburst zur Übertragung von Sprache, Daten und
Kontrollinformationen aufgezeigt. Der Normal Burst beginnt und endet jeweils mit
drei Tailbits, die zur Terminierung des Entzerrers dienen. Die beiden Datenblöcke
von 57 Bits werden jeweils mit einem Stealingflag gekennzeichnet, das angibt, ob
die Datenblöcke statt Sprach- oder Datenbits im Falle eines Handovers FACCH
(Fast Associated Control Channel) Kontrolldaten enthalten. In der Mitte des Bursts
wird eine 26 Bit lange Midamble übertragen, die dem Empfänger bekannt ist und
zur Kanalschätzung (siehe Abschnitt 6.3.1) wie auch zur bitgenauen Synchronisa-
tion dient. Die Schutzzeit beträgt bei GSM 30,46   s (entsprechen 8,25 Bits), inner-
halb derer die Sendeverstärker hoch- bzw. heruntergefahren werden. Die Verzöge-
rungszeiten, die durch sehr lange Übertragungswege entstehen, können allerdings
bei großen Zellradien um einiges länger sein: Bei einem maximalen Zellradius von
35 km ist die Verzögerung eines direkten Mehrweges 116,6   s lang, das entspricht
ca. 31 Symboldauern. Durch Mehrwegeausbreitung kann die Verzögerungszeit aber
auch doppelt so lang oder länger sein. Um die Netzkapazität durch zu lange Schutz-
zeiten nicht zu stark zu verringern, wurde das Adaptive Time Alignment oder auch
Timing Advance für den Uplink eingeführt. Aufgrund von Messungen in der Ba-
sisstation, werden im Downlink regelmäßig Kontrolldaten zur Regelung des Sen-
dezeitpunktes im Uplink gesendet. Entsprechend wird im Uplink der Burst zur Ba-
sisstation um
 
früher abgesendet, damit dieser an der Basisstation nicht mit den
Bursts anderer Teilnehmer überlappt. In GSM liegt
  
zwischen 0   s und 233   s
(
   der Burstdauer). Es gibt außerdem noch vier andere Bursttypen, zum Beispiel
für den RACH, sie sind in [36, 122, 157] beschrieben.
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Nach der Burstbildung werden die Bits einem GMSK-Modulator mit dem BT-
Faktor 0,3 zugeführt und mit der Symbolrate
     +$+ kbit/s gesendet [42]. Die
Bruttodatenraten bei Full Rate ergeben sich durch folgende Betrachtung: Pro Mul-
tirahmen der Länge 120 ms (bzw. 26 TDMA-Rahmen) überträgt jeder Teilnehmer
nur in 24 TDMA-Rahmen Verkehrsdaten und pro TDMA-Rahmen mit 8 Zeitschlit-
zen nur in einem Zeitschlitz. Pro Zeitschlitz der Länge 156,25 Bits ( 	      s) wer-
den 114 Bit Verkehrsdaten übertragen. Das ergibt genau 22,8 kbit/s pro Teilnehmer
im Full Rate. Da die maximale Mehrwegeverzögerung bei GSM ca. 20   s beträgt,
ergibt sich mit der Symboldauer 3,692   s Intersymbolinterferenz über maximal 6
bis 7 Symbole. Der Entzerrer im Empfänger ist also relativ aufwendig.
3.2.3 Erweiterungen von GSM
Die wichtigsten die Luftschnittstellen betreffenden Details der schon erwähnten
Erweiterungen von GSM in Phase 2+ sollen nun noch kurz zusammengefasst wer-
den. Die HSCSD-Erweiterung basiert vor allem auf der Vergabe von maximal vier
Zeitschlitzen an einen Teilnehmer. Kombiniert mit einer etwas effizienteren Ka-
nalcodierung lassen sich Datenraten von bis zu 57,6 kbit/s erreichen. Die Kanal-
codierung im HSCSD unterscheidet sich von der Kanalcodierung des TCH/F9,6
lediglich durch eine andere Eingangsblocklänge (290 statt 260) und einer stärkeren
Punktierung. Diese Übertragung ist daher etwas weniger gut geschützt, so dass sie
nur bei entsprechend guter Übertragungssituation angewendet werden kann. Da bei
der Übertragung mit HSCSD, wie in GSM, die Belegung der Kanäle verbindungs-
orientiert ist, reduziert die Belegung mehrerer Zeitschlitze durch einen Teilnehmer
die Anzahl der Kanäle pro Trägerfrequenz recht stark. Bei der Kombination von
z.B. drei Zeitschlitzen für den Downlink und drei für den Uplink für eine Verbin-
dung wird es, im Gegensatz zur normalen GSM-Technik, notwendig, gleichzeitig
zu senden und zu empfangen. Theoretisch überlagern sich zwar aufgrund der Ver-
zögerung von 3 Bursts des Uplinks gegenüber des Downlinks (siehe Bild 3.3) die
Bursts nicht, wegen des Timing Advance kann es aber trotzdem notwendig wer-
den, dass die Mobilstation während des Empfangs des letzten Bursts schon den
ersten Burst senden muss. Daher werden die ersten HSCSD-Geräte die maximale
Datenrate von 57,6 kbit/s eher nicht erreichen, sondern in einer Richtung maximal
43,3 kbit/s übertragen. Allerdings muss auch dann das Umschalten zwischen Emp-
fang und Senden in der Mobilstation um einiges schneller möglich sein als bisher,
und zwar in ca. 344   s statt wie bisher in ca. 921   s.
Die GPRS-Erweiterung basiert auf der HSCSD-Technik mit dem Unterschied, dass
es paketorientiert operiert, was sich positiv auf die Netzkapazität auswirkt. Die ma-
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ximalen Datenraten liegen hier bei 115 kbit/s. Der Aufrüstungsaufwand ist um ei-
niges größer als bei HSCSD, da die Netzinfrastruktur auf paketorientierte Vermitt-
lung umgeschaltet werden muss. Bezüglich der Luftschnittstelle ändert sich, außer
die schon erwähnten Anforderungen an das schnellere Umschalten zwischen Emp-
fang und Senden in der Mobilstation, fast nichts.
Bei der EDGE-Erweiterung wird eine neue höherwertige Modulationsart einge-
führt, um in Kombination mit der Belegung mehrerer Zeitschlitze noch höhere Da-
tenraten von bis zu 384 kbit/s zu ermöglichen. Durch eine 8-PSK mit einem beson-
deren Impulsformfilter, das auf der Linearisierung der GMSK-Modulation basiert
(siehe Abschnitt 5.2.3) und die Amplitudenschwankungen verringern soll, kann ei-
ne Nettobitrate pro Zeitschlitz von 69,2 kbit/s statt nur 22,8 kbit/s erreicht werden
und zwar unter Beibehaltung des 200 kHz Trägerabstands [52].
3.3 IS-54/IS-136
Das amerikanische Mobilfunksystem IS-54 (der Vorläufer von IS-136) der zweiten
Generation wurde in den USA 1989 von dem Normierungsgremium TIA verab-
schiedet und 1991 zum ersten Mal eingesetzt. Im Gegensatz zu dem europäischen
Mobilfunksystem GSM, das Anfang der 90er Jahre ein vollkommen neues System
darstellte, baut der IS-54 Standard auf seinem analogen Vorgänger AMPS (Ad-
vanced Mobile Phone System) auf. Um einen fließenden Übergang zwischen der
analogen und der digitalen Technik zu ermöglichen, wurde für IS-54 dieselbe Ka-
nalbandbreite von 30 kHz wie im AMPS-System gewählt. Ein wichtiger Grund für
die Koexistenz zwischen AMPS und IS-54 war, dass in Nordamerika keine neu-
en Frequenzen wie in Europa für GSM belegt werden konnten, es gab also nur die
Möglichkeit, das analoge AMPS nach und nach auf das digitale System umzuschal-
ten. Daher ist das IS-54 System auch unter dem Begriff Digital AMPS (DAMPS)
bekannt. Es operiert im selben Frequenzbereich wie AMPS: Der Uplink wird im
Bereich 824-849MHz und der Downlink bei 869-894 MHz mit einem Duplex-
Abstand von 45 MHz gesendet. Es stehen damit 832 Träger mit der Bandbreite
30 kHz zur Verfügung. Die Kontrollkanäle bei IS-54 sind dieselben wie in AMPS,
werden also analog übertragen. Erst mit der neueren Variante IS-136 (früher IS-54-
C) wurden auch digitale Kontrollkanäle und die Möglichkeit der Datenübertragung
eingeführt. Somit konnten in AMPS-Netzen einzelne Basisstationen auf die digita-
le Sprachübertragung umgestellt werden. Allerdings waren dafür Dualmode-Geräte
erforderlich, die sowohl IS-54-fähig als auch AMPS-fähig waren.
Da nur die digitalen Datenkanäle betrachtet werden, die bei IS-54 und IS-136 iden-
tisch sind, wird im Folgenden nur noch von IS-136 gesprochen. Das IS-136 System
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Bild 3.7 TDMA-Rahmen und Burststruktur bei IS-136
basiert auf dem TDMA/FDMA-Zugriffsverfahren. Aufgrund der schmalen Kanal-
bandbreite von 30 kHz, wurde hier eine effizientere Sprachcodierung verwendet:
Vektor Sum Excited Linear Prediction (VSELP) mit einer Rate von 7,95 kbit/s für
Full Rate und 3,975 kbit/s für Half Rate. Pro Sprachrahmen von 20 ms werden al-
so 159 Bits erzeugt. Mit der (alternierend) vierwertigen  /4-DQPSK-Modulation,
bei der zwei Bits pro Symbol übertragen werden, ist es möglich, mit der geringen
Kanalbandbreite 3 bzw. 6 Teilnehmer zu versorgen. Der TDMA-Rahmen ist bei
IS-136 40 ms lang und enthält 6 Zeitschlitze. Bei Full Rate werden jedem Teilneh-
mer zwei 20 ms entfernte Zeitschlitze zugewiesen, bei Half Rate belegt jeder Teil-
nehmer nur einen Zeitschlitz. Ähnlich wie bei GSM sind hier Up- und Downlink-
Rahmen um 412 Bits zeitversetzt, damit nicht gleichzeitig gesendet und empfangen
werden muss.
Bild 3.7 zeigt die zwei in Up- und Downlink verwendeten Burstarten. In jedem
Burst werden zusätzlich zu den 260 Sprach- bzw. Datenbits eine dem Empfän-
ger bekannte Synchronisationssequenz der Länge 28 Bit, verbindungsspezifische
SACCH Kontrolldaten und ein mit 4 Prüfbits geschützter Color Code (CDVCC)
der Länge 8 zur Identifizierung der Basisstation gesendet. Im Uplink hat man eine
Schutzzeit GT von 6 Bits und weitere 6 Bits zum Hoch- und Herunterfahren der
Verstärker eingebaut. Beim Downlink hat man auf Schutzzeiten verzichtet, die da-
durch frei werdenden 12 Bits bleiben für spätere Erweiterungen reserviert und sind
mit Nullen aufgefüllt. Pro Zeitschlitz werden also 324 Bits übertragen. Die Sym-
bolrate ist 24,3 kbaud/s und damit ist die Symboldauer mit 41,15   s wesentlich
länger als im GSM-System. Die Burstdauer ist mit 6,67 ms auch sehr viel länger
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als bei GSM. Verbunden mit einem Wurzel-Cosinus-roll-off-Impulsfilter mit Roll-
Off-Faktor      +  ergibt sich nur in bestimmten Ausbreitungssituationen ISI
über zwei aufeinanderfolgende Symbole. Dementsprechend ist ein weniger auf-
wendiger Entzerrer als im GSM-System hier ausreichend. In IS-54/IS-136 muss
dagegen eine Nachführung der Kanalschätzung durchgeführt werden, da sich der
Kanal während der langen Burstdauer signifikant ändern kann. Wie schnell sich
der Kanal ändert wird aber durch die maximal zugelassene Teilnehmergeschwin-
digkeit von 100 km/h beschränkt. Die Zellradien sind maximal 10 km groß, da der
Energieverbrauch von IS-54/IS-136 Mobilfunkgeräten sowieso recht hoch ist. Die
Standby-Zeiten sind um einiges kürzer als bei GSM-Geräten. Dies liegt an der ver-
wendeten Modulationsart  /4-DQPSK, die zwar sehr bandbreiteneffizient ist, dafür
aber keine konstante Einhüllende besitzt. Die Sendeverstärker müssen daher mög-
lichst lineare Kennlinien aufweisen, um keine Intermodulationsprodukte und damit
eine Verbreiterung des Spektrums zu erzeugen. Solche Verstärker haben einen hö-
heren Energieverbrauch. Genaue Beschreibungen der IS-136 Luftschnittstelle fin-
den sich in [19, 112, 133].
3.3.1 Kanalcodierung
Die Kanalcodierung der Sprachdaten ist sehr ähnlich wie im GSM-System. Auch
hier werden die sprachcodierten Bits in drei Klassen aufgeteilt und unterschiedlich
stark geschützt. Das entsprechende Schema für die Full Rate Sprachübertragung
zeigt Bild 3.8. Von den 159 sprachcodierten Bits eines Sprachrahmens werden von
12 Klasse Ia Bits mit einer CRC-Blockcodierung 7 Prüfbits berechnet, um eine
zusätzliche Fehlerkontrolle im Empfänger durchführen zu können. Gemeinsam mit
den 65 Klasse Ib Bits werden sie nach dem Anfügen von Tailbits faltungscodiert mit
der Rate         und der Gedächtnislänge    . Die restlichen 82 Klasse II
Bits werden uncodiert übertragen. Pro Sprachrahmen werden also 260 kanalcodier-


















Bild 3.8 Kanalcodierung für Full Rate Sprachübertragung bei IS-136
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zwei Zeitschlitze umsortiert, was einer Verzögerungszeit von 40 ms entspricht. In
jedem Burst werden also jeweils die Hälfte der Bits von zwei aufeinander folgen-
den Sprachrahmen übertragen.
Der IS-136 Standard wurde unter dem Namen UWC-136 für die hochratige Da-
tenübertragung modifiziert und ist inzwischen auch in dem IMT-2000 integriert.
Ähnlich wie bei der GSM-Erweiterung EDGE werden unter anderem höherratige
Modulationsverfahren wie 8PSK sowie für den Indoor-Bereich 16QAM verwendet.
3.4 PDC
Das japanische, digitale Mobilfunksystem der zweiten Generation PDC (früher
auch Japanese Digital Cellular (JDC) genannt) hat sehr große Ähnlichkeiten mit
IS-54/IS-136, und wird daher hier nur kurz beschrieben. Einer der wesentlichen
Unterschiede zu IS-54 ist, dass PDC von Anfang an mit digitalen Kontrollkanä-
len operierte. Es verwendet auch ein TDMA/FDMA-Zugriffsverfahren, aber mit
einer Kanalbandbreite von 25 kHz. Die zugehörigen Frequenzbänder liegen einmal
für den Uplink bei 810-826 MHz und für den Downlink bei 940-956 MHz (Du-
plex Abstand 130 MHz) und zum anderen für den Uplink bei 1429-1453MHz und
für den Downlink bei 1477-1501MHz (Duplex Abstand 48 MHz). Insgesamt ste-
hen damit 800 Trägerfrequenzen zur Verfügung. Der TDMA-Rahmen ist dem von
IS-54/IS-136 sehr ähnlich: Er ist nur halb so lang (20 ms), besteht aber aus nur
3 Zeitschlitzen, die also genauso lang sind wie die IS-54/IS-136-Zeitschlitze. Pro
Träger werden hier auch 3 (bzw. 6) Teilnehmer bei Full Rate (bzw. Half Rate) ver-
sorgt. Aufgrund der schmaleren Bandbreite wurde der Sprachcodierer VSELP bei
Full Rate auf eine Rate von 6,7 kbit/s ausgelegt. Die Sprachdaten werden dann ka-
nalcodiert (Faltungscodierung und CRC-Code), so dass sich eine Bruttorate von
11,2 kbit/s ergibt. Pro TDMA-Rahmen müssen damit 224 Sprachdaten übertragen
werden. Verwendet wird hier auch die  /4-DQPSK-Modulation, aber mit einem
Wurzel-Cosinus-roll-off-Impulsfilter mit Roll-Off-Faktor       . Die Symbolra-
te beträgt 21 kbaud/s, ist also noch etwas langsamer als bei IS-54/IS-136. Durch
die lange Symboldauer von ca. 47,6   s ist die Intersymbol-Interferenz nur noch
sehr gering, man hat daher auf Entzerrer verzichtet. Stattdessen hat man speziel-
le Antennendiversity-Verfahren und Vorverzerrer gegen Spektrumsverbreiterungen
durch die nichtlinearen Verzerrungen bei der Verstärkung entwickelt [106]. Nähe-
res zum PDC Standard findet sich zum Beispiel in [19].
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3.5 IS-95/cdma2000
Der Mobilfunkstandard IS-95 wurde von der Firma Qualcomm in den USA ent-
wickelt und 1995 eingeführt. Es ist zwar das erste Mobilfunksystem das auf dem
CDMA (Code Division Multiple Access) Zugriffverfahren aufbaut. Da es aber nur
geringe Datenraten übertragen kann, wird es auch zu den Systemen der zweiten
Generation gezählt. Ähnlich wie bei der Einführung von IS-54 standen wiederum
nur die Frequenzbereiche zwischen 824 MHz und 894 MHz zur Verfügung, so dass
die neue Luftschnittstelle nur lokal eingeführt wurde. Die verwendete Bandbreite
beträgt 1,25 MHz bei einer Chiprate von 1,2288 Mchip/s. Es können also maximal
20 IS-95-Träger in dem Frequenzband betrieben werden. Aufgrund des CDMA-
Zugriffverfahrens greifen die Teilnehmer gleichzeitig auf dasselbe Frequenzband
zu und werden durch die verschiedenen Spreiz- und Scramblingsequenzen getrennt.
Theoretisch kann der Wiederholungsfaktor gleich eins gesetzt werden, was bedeu-
tet, dass alle Zellen dasselbe Frequenzband verwenden. Um die Interferenz zwi-
schen den Zellen (intercell interference) zu reduzieren, wird hier trotzdem eine
Frequenzplanung durchgeführt.
Auch diese Luftschnittstelle wurde hauptsächlich zur Sprachübertragung entwi-
ckelt und kann daher nur eine maximale Datenrate von 9,6 kbit/s übertragen. Als
Sprachencoder wird ein Qualcomm Code Excited Linear Prediction (QCELP) Co-
der mit VAD verwendet, der in Abhängigkeit von der Sprachaktivität Datenra-
ten von 0,8 kbit/s, 2,0 kbit/s, 4,0 kbit/s oder 8,6 kbit/s erzeugt. Nach der Berech-
nung von Prüfbits und dem Anhängen von 8 Tailbits ergeben sich die Datenraten
1,2 kbit/s, 2,4 kbit/s, 4,8 kbit/s bzw. 9,6 kbit/s. Dies sind wiederum die möglichen
Bitraten im Falle der Datenübertragung. Da Up- und Downlink unterschiedlich
konzipiert sind, werden diese nun getrennt beschrieben.
3.5.1 IS-95 Downlink
Der IS-95 Downlink für die Daten- bzw. Sprachkanäle ist in Bild 3.9 dargestellt.
Der Datenstrom wird zunächst faltungscodiert mit der Coderate         und ei-
ner Gedächtnislänge     . Danach wird durch Bitwiederholung die Datenrate
einheitlich auf 19,2 kbit/s gebracht und ein Block-Interleaving über die Sprachrah-
menlänge von 20 ms durchgeführt. Als nächstes erfolgt durch bitweise modulo-2
Addition ein Scrambling mit einem reduzierten pseudozufälligen Long-Code der
Periode
       . Durch eine teilnehmerspezifische Maske ergibt sich für jeden Teil-
nehmer eine andere Scramblingsequenz. Durch dieses Scrambling wird die Un-
terscheidbarkeit der Teilnehmer, die dieselbe Spreizsequenz in unterschiedlichen































































Bild 3.9 Downlink Kanal bei IS-95
Zellen verwenden, erhöht und außerdem eine Verschlüsselung durchgeführt.
Danach werden zwei codierte Bits mit den Bits für die Leistungsregelung in der
Mobilfunkstation überschrieben. Die Position dieser Power Control Bits hängt von
bestimmten Bits des Long Codes ab, es wird aber im Schnitt ein Power Control
Bit pro 1,25 ms gesendet. Es ist im IS-95-System nur eine Leistungsregelung im
Uplink vorgesehen, daher werden lediglich im Downlink Power Control Informa-
tionen gesendet.
Daraufhin erfolgt die Spreizung auf die Chiprate 1,2288 Mchip/s mit Hilfe der
orthogonalen Walsh Codes mit Spreizfaktor 64, wobei jedem Teilnehmer in ei-
ner Zelle ein eigener Code aus den 64 möglichen Codes zugewiesen wird. Zum
Schluss werden die Signale der anderen Teilnehmer und die Kontrollkanäle, die
Pilot-, ein Synchronisations- und ein Pagingsignal umfassen, aufaddiert. Mit Hilfe
dieser Kontrollkanäle können sich die Mobilfunkstationen phasengenau auf die Ba-
sisstation synchronisieren, was eine kohärente Demodulation in den Mobilstationen
ermöglicht. Der Pilotkanal dient außerdem zur Schätzung der Kanalimpulsantwort
und des Verhältnisses von Träger- zu Interferenzleistung C/I. Ersteres wird zum
Empfang mit einem Rake-Empfänger verwendet, letzteres zur Entscheidung über
die Einleitung eines Handovers.
Das Summensignal wird  /4-QPSK moduliert, indem die ankommenden Chips in
den I- und Q-Zweig geleitet werden und dort jeweils ein kurzer PN-Code der Pe-
riode
 	 
aufaddiert wird. Durch bestimmte, zelltypische Zeitverschiebungen der
PN-Codes können die Zellen unterschieden werden. Damit wird die Resistenz ge-
genüber Störungen aus Nachbarzellen erhöht. Durch die Synchronisation der Ba-
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sisstationen werden außerdem Mehrdeutigkeiten zwischen den zeitverschobenen
PN-Sequenzen vermieden. Danach wird eine Impulsformfilterung mit einem spe-
ziellen, im Standard angegebenen Impulsfilter mit Wurzel-Cosinus-Charakteristik
durchgeführt.
3.5.2 IS-95 Uplink
Der IS-95 Uplink ist etwas anders aufgebaut als der Downlink. Da es hier keinen
Pilotkanal gibt, ist eine kohärente Demodulation nicht möglich. In Bild 3.10 ist
der Sender-Aufbau für den Uplink skizziert. Hier wird eine Faltungscodierung der
Rate       + und der Gedächtnislänge     benutzt, was nach einer Sym-
bolwiederholung auf eine einheitliche Datenrate von 28,8 kbit/s führt. Nach dem
Block-Interleaver über 20 ms werden jeweils 6 Bits zusammengefasst, als binäre
Adresse interpretiert und einem der 64 Walsh Codes zugeordnet, die dann anstelle
der 6 Bits übertragen werden. Dies wird orthogonale Modulation genannt und er-
möglicht im Empfänger eine inkohärente Demodulation (mehr dazu findet man z.B.
in [86, 128]). Es ergibt sich eine Datenrate von 307,2 kchip/s. Da durch die Wieder-
holung von Datenbits bei Datenraten < 9,6 kbit/s Redundanz entsteht, kann auf die
Übertragung einzelner Bits verzichtet werden. Da das Interleaving an die jeweilige
Datenrate angepasst ist, vereinfacht sich das Ausblenden redundanter Bits. Aus-
geblendet werden jeweils Abschnitte (Bursts) bestehend aus 6 Walsh-Folgen. Dies
entspricht einer Ausblenddauer von 1,25 ms. Das heißt, es wird letztlich kein kon-
tinuierliches Signal gesendet. Die Auswahl der auszublendenden Bits wird hierbei
durch die nutzerspezifische Verwürfelung mit dem Long Code und die Datenrate
bestimmt. Je geringer die Datenrate, desto mehr Bursts werden ausgeblendet. Dies












































Bild 3.10 Uplink Kanal bei IS-95
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Dann erfolgt die Teilnehmerkennung und eine nochmalige Spreizung um den Fak-
tor 4 durch modulo-2 Addition mit der langen, teilnehmerspezifischen Long Co-
de Folge der Periode
       . Das gespreizte Signal der Chiprate 1,2288 Mchip/s
wird dann mit denselben PN-Codes wie die zugehörige Basisstation offset-QPSK-
moduliert. Hier unterscheidet also allein der Long Code die Teilnehmer und nicht,
wie beim Downlink noch zusätzlich der Walsh Code. Die offset-QPSK reduziert
die Schwankungen der komplexen Einhüllende, was die nichtlinearen Verzerrungen
durch den Endverstärker in der Mobilstation aus oben schon diskutierten Gründen
reduziert.
Nähere Beschreibungen der IS-95 Luftschnittstelle finden sich in [36, 86, 128, 133].
Inzwischen gibt es die IS-95-B Version, die etwas höhere Datenübertragungsraten
von bis zu 14,4 kbit/s pro Kanal erlaubt. Im Downlink wird dies durch eine Punktie-
rung von 2 von 6 Bits erreicht. Im Uplink, indem die Coderate auf         gesetzt
wird. Durch diese neuen Datenraten ist es möglich, einen verbesserten Sprachenco-
der QCELP13 einzusetzen. Noch höhere Datenraten von bis zu 115,2 kbit/s lassen
sich durch Zuweisung von bis zu acht Kanälen an einen Teilnehmer erreichen.
3.5.3 cdma2000
Wie auch bei dem anderen in dieser Arbeit berücksichtigtem System der dritten
Generation, UTRA, ist die Entwicklung der Luftschnittstelle von cdma2000 noch
nicht vollständig abgeschlossen und standardisiert. Die beschriebenen Luftschnitt-
stellen entsprechen daher zwar einem relativ aktuellen Stand, können aber bis zum
Abschluss der Spezifizierung noch Änderungen unterliegen.
Für den Einsatz in dem IMT-2000 System wurde der IS-95-B Standard für die
Übertragung von hohen Datenraten zu der Luftschnittstelle cdma2000 erweitert
[11]. Es besteht aber die volle Rückkompatibilität, da IS-95-B als eine spezielle
Übertragungsmöglichkeit in cdma2000 enthalten ist. Zur Verbesserung der Bitfeh-
lerrate wird zudem (wie in UTRA auch) Turbocodierung, eine schnelle Leistungs-
regelung und ein Pilotkanal zur kohärenten Demodulation in Up- und Downlink
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Hier wird lediglich ein einziger Träger mit einer größeren Bandbreite von
ca. 5 MHz verwendet. Die Chiprate erhöht sich gegenüber der Multi Carrier
Übertragung um den Faktor drei zu 3,6864 Mchip/s.
cdma2000 Downlink
Es gibt im Downlink neun verschiedene Übertragungs-Konfigurationen; zwei da-
von stellen die Übertragung, wie sie in IS-95 und IS-95-B mit den maximalen
Datenraten von 9,6 kbit/s bzw. 14,4 kbit/s möglich ist, dar. Für eine Übertragung
mit lediglich einer Bandbreite von 1,25 MHz (
     ) gibt es noch drei weitere
Konfigurationen, die sich vor allem durch die Verwendung einer „echten“ QPSK-
Modulation, bei der auf I- und Q-Zweig verschiedene Daten übertragen werden,
von IS-95 unterscheiden. Hier wird dann die Multiplikation mit den zellspezifi-
schen PN-Folgen in I- und Q-Zweig als komplexe Multiplikation durchgeführt.
Die Kanalcodierung besteht aus einer Faltungs- oder Turbocodierung mit Codera-
ten         oder     . Für den Fall      gibt es außerdem noch die Möglichkeit
des Transmit Diversity (TD) in der Basisstation: Hierbei werden die Daten ent-
weder gesplittet und mit verschiedenen Symbolwiederholungs-Schemata parallel
über zwei Antennen mit der gleichen Trägerfrequenz übertragen (Orthogonal TD
(OTD)). Oder die Daten werden ähnlich wie bei OTD über zwei Antennen mit der
gleichen Trägerfrequenz, dafür aber doppelt, d.h. jedes Bit gleichzeitig über beide
Antennen, übertragen (Space Time Spreading (STS)). Dies hat den Vorteil, dass
die Signale, die von unterschiedlichen Antennen abgesendet werden, mit anderen
Kanalbedingungen übertragen werden. Für diese drei Konfigurationen dürfen bis
zu drei Kanäle pro Teilnehmer zugewiesen werden.
Die anderen vier Konfigurationen im Downlink verwenden Multi Carrier mit
  + . Die Daten werden gesplittet und parallel über drei Antennen mit unterschiedli-
chen Trägerfrequenzen übertragen und zwar pro Träger jeweils wie im Fall
    
mit einer echten QPSK-Modulation. Der Spreizfaktor wird hier je nach Datenrate
ähnlich wie bei UTRA angepasst und besteht aus Zweierpotenzen zwischen 4 und
256.
cdma2000 Uplink
Da in der Mobilstation normalerweise nur eine Sendeantenne eingebaut ist, wird
hier entweder mit einem Kanal der Bandbreite
     MHz (      ) oder 5 MHz (Di-
rect Spread) gesendet. Im Uplink gibt es lediglich sechs verschiedene Konfigura-
tionen, von denen zwei die schon genauer beschriebenen Übertragungen von IS-95
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und IS-95-B unter Verwendung der orthogonalen Modulation mit den maximalen
Datenraten von 9,6 kbit/s bzw. 14,4 kbit/s darstellen. Zwei weitere Konfigurationen
arbeiten mit
     und übertragen auf I- und Q-Zweig mehrere durch verschiedene
Walsh-Codes (mit maximalem Spreizfaktor 16) zu trennende Kanäle, darunter auch
einen Pilotkanal. Pro Teilnehmer dürfen maximal drei Verkehrskanäle zugewiesen
werden. Zur Trennung der Teilnehmer wird hier bei dem komplexen Scrambling
des I- und Q-Zweiges mit den zellspezifischen PN-Folgen zusätzlich auch mit dem
Long Code mit teilnehmerspezifischer Maske multipliziert. Die beiden Konfigura-
tionen unterscheiden sich sonst nur durch verschiedene Kanalcodierungsraten von
        bzw.     . Durch Direct Spread können höhere Datenraten übertragen
werden indem einfach die Chiprate auf dem Kanal erhöht wird.
Mit dem Direct Spread ergibt sich eine Chiprate von 3,6864 Mchip/s, die der von
UTRA (3,84 Mchip/s) sehr ähnlich ist. In beiden Systemen wird außerdem eine
Kanalbandbreite von 5 MHz verwendet. Dies erleichtert die Entwicklung eines ge-
meinsamen Transceivers. Auf cdma2000 soll nicht weiter eingegangen werden,
da die Spezifizierung der Luftschnittstelle noch in einem relativ frühen Stadium
und daher größeren Veränderungen unterworfen ist. Zum Beispiel war ursprüng-
lich auch für den Downlink Direct Spread geplant, dies ist in den derzeit aktuellen
3GPP2-Dokumenten [11] aber nicht mehr berücksichtigt.
3.6 UTRA
Es gibt zwei Luftschnittstellen innerhalb des terrestrischen UMTS: UTRA-FDD
und UTRA-TDD. Inzwischen sind beide Luftschnittstellen in das globale Sys-
tem IMT-2000 eingegangen und werden nun von der 3GPP-Gruppe weiterentwi-
ckelt. Der hier beschriebene Stand der UTRA-Entwicklung entspricht dem Relea-
se 1999 vom März 2000. Es ist aber davon auszugehen, dass bezüglich der Luft-
schnittstellen von UTRA keine großen Änderungen mehr gemacht werden. Wie
schon erwähnt, sind für UTRA-FDD und UTRA-TDD getrennte Frequenzbän-
der im 2 GHz-Bereich vorgesehen. Es gibt insgesamt 12 Träger für UTRA-FDD
und sieben Träger für UTRA-TDD, von denen zwei ohne Lizenzvergabe (ähn-
lich wie bei dem Schnurlossystem DECT) verwendet werden sollen. Die beiden
Luftschnittstellen haben einige Gemeinsamkeiten wie zum Beispiel die Bandbreite
(5 MHz), den Chiptakt (3,840 Mchip/s), die QPSK-Modulation und das Impuls-
formfilter    %  (Wurzel-Cosinus-Roll-Off mit        ), beruhen aber auf unter-
schiedlichen Zugriffsverfahren WB-CDMA (Wide Band CDMA) und TD-CDMA
(hybrides Zugriffsverfahren aus TDMA und CDMA). Die TDMA-Komponente

































Bild 3.11 UTRA Codierung und Aufteilung von Transportkanälen auf physikalische
Kanäle im Downlink
als auch im Uplink. Dadurch lassen sich in der Basisstation leichter Multiuser-
Detektions-Algorithmen verwenden, die die Interferenzen der Teilnehmer inner-
halb einer Zelle durch nicht ideale Kreuzkorrelationsfunktions(KKF)-Eigenschaften
der verwendeten Spreizcodes eliminieren können [94]. Außerdem ist durch das
TDD ein asynchroner Datenverkehr effizienter möglich. Die UTRA-FDD Luft-
schnittstelle ist dagegen durch die Trennung der Frequenzbänder für Up- und Down-
link und höheren Spreizfaktoren für größere Zellen und schnellere Teilnehmerge-
schwindigkeiten geeigneter.
In UTRA können pro Teilnehmer mehrere Transportkanäle (TrCHs) übertragen
werden [2, 3]. Diese Transportkanäle werden dann entweder durch Zeitmultiplex
mit einem physikalischen Kanal oder durch Zuweisung mehrerer physikalischer
Kanäle an einen Teilnehmer und damit parallel übertragen. Ein physikalischer Ka-
nal wird im UTRA-FDD durch einen Spreizcode bzw. im UTRA-TDD durch einen
Spreizcode und einen Zeitschlitz auf einem bestimmten Träger definiert. Eine be-
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sondere Eigenschaft von UTRA ist, dass sehr individuelle Übertragungsraten mög-
lich sind. Die einzelnen Transportkanäle können unterschiedliche Datenraten ha-
ben und unterschiedlich stark geschützt werden, d.h. ein Teilnehmer kann zum
Beispiel gleichzeitig telefonieren und Daten übertragen. Die Sprachencodierung ist
sehr flexibel (Adaptive Multi-Rate AMR) und liefert Datenraten zwischen 12,2 und
4,75 kbit/s. Sie beruht auf einem allgemeinen algebraischen CELP-Algorithmus,
der für bestimmte Raten Sprachcodern von 2G-Systemen entspricht, was die Kom-
patibilität zu diesen Systemen erhöht. Auch hier werden die sprachcodierten Bits
wieder in drei verschiedene Klassen aufgeteilt, die unterschiedlich stark kanalco-
diert und daher über unterschiedliche Transportkanäle übertragen werden. Ein wei-
teres Beispiel von mehreren Transportkanälen eines Teilnehmers ist die Übertra-
gung von spezifischen Kontrolldaten (entsprechend den SACCH/FACCH-Daten in
GSM) über einen separaten Transportkanal. Dies kann flexibel an die jeweilige Si-
tuation angepasst werden. Für jeden Transportkanal können die Daten in Sätzen
von Transportblöcken in Zeitabständen (transmission time interval TTI) von 10 ms,
20 ms, 40 ms oder 80 ms kanalcodiert, umsortiert und übertragen werden (siehe
Bild 3.11). Die Kanäle werden durch flexible Kanalcodierungen und eine Ratenan-
passung in eine der erlaubten Bruttodatenraten umgewandelt. Vorgesehen ist zuerst
eine systematische Blockcodierung zur Kontrolle der Übertragungsqualität, dabei
werden jedem Transportblock zwischen 0 und 24 CRC-Bits angehängt.
Für die Kanalcodierung zur Fehlerkorrektur gibt es folgende Möglichkeiten:
  eine Faltungscodierung der Rate        oder    + mit Gedächtnislänge
    und maximaler Codierungsblocklänge        (für zum Beispiel
Sprachübertragung),
  Turbocodierung der Rate       + mit maximaler Codierungsblocklänge
          für Bitfehlerraten von höchstens     oder
  keine Kanalcodierung, wenn die zu übertagenden Daten schon mit einer spe-
ziellen Kanalcodierungen versehen oder die Übertragungsbedingungen sehr
gut sind.
Die Anzahl der zu übertragenden Bits inklusive der CRC-Bits innerhalb eines TTI
wird zur Codierungsblocklänge
 
gesetzt falls sie kleiner als
 
ist, ansonsten müs-
sen die Bits in mehrere Codierungsblöcke aufgeteilt werden. Zur Terminierung
werden bei der Faltungscodierung 8 Nullen nach jedem Codierungsblock einge-
fügt. Die Turbocodierung wird in Kapitel 4 genauer beschrieben. Es folgt ein va-
riables Block-Interleaving mit Spaltenvertauschung über die gesamte Dauer eines
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TTI und danach die Ratenanpassung, die sehr stark von der Übertragungssituation
und der Belegung der Zelle abhängt und von höheren Schichten kontrolliert wird.
Die Ratenanpassung punktiert bzw. wiederholt gezielt Bits, um eine nächstliegen-
de Datenrate der physikalischen Kanäle zu erreichen. Im Downlink bei UTRA-
FDD erfolgt dagegen zuerst die Ratenanpassung und dann das erste Interleaving.
Dann werden alle Transportkanäle eines Teilnehmers in 10 ms-Blöcke eingeteilt
und zu einem einzigen Datenstrom (Coded Composite TrCH (CCTrCH)) gemul-
tiplext. Dieser Datenstrom wird wiederum in 10 ms-Blöcken auf einen oder meh-
rere physikalische Kanäle (DPCH) verteilt und dort jeweils nochmal mit einem
zweiten Block-Interleaving mit Spaltenvertauschung über 10 ms umsortiert. Dies
bedeutet im Falle von UTRA-FDD, dass ein CCTrCH eines Teilnehmers auf phy-
sikalische Kanäle mit der gleichen Übertragungsrate (bzw. Spreizfaktor) aufgeteilt
wird. Bei UTRA-TDD können die physikalischen Kanäle (charakterisiert durch
Zeitschlitz und Spreizcode) aber unterschiedlich viele Datenbits enthalten. Außer
im UTRA-FDD Uplink können sogar mehrere solcher CCTrCH pro Teilnehmer
gebildet und übertragen werden. Das gleichzeitige Senden mehrerer physikalischer
Kanäle durch Verwendung unterschiedliche Codes erhöht allerdings im Uplink die
Amplitudenschwankungen des Sendesignals in der Mobilstation (auch User Equip-
ment (UE) genannt) und im Downlink die Anzahl der erforderlichen Rake-Finger.
Jeder physikalische Kanal (DPCH) besteht aus Informationsdaten (DPDCH) und
verbindungsspezifischen Kontrolldaten (DPCCH) [4, 5]. Die Kontrolldaten bein-
halten
  Pilotsequenzen, die zur Synchronisation, zur Kanalschätzung und zur Schät-
zung des C/I für die Leistungsregelung verwendet werden (Länge 2, 4, 8 oder
16 Bits),
  Feedback Information (FBI) Bits, die nur im Uplink gesendet werden und zur
Übertragung von Informationen der Mobilstation an die Basisstation dienen,
  Transmit Power Control (TPC) Bits, die Anweisungen zur Leistungsregelung
enthalten (Länge 2, 4 oder 8 Bits) und
  Transport Format Combination Indicator (TFCI) Bits, die Angaben über die
Zusammensetzung der Datenbits geben (Länge 0, 2 oder 8 Bits).
Im Gegensatz zum IS-95 System werden in jeder Verbindung getrennt Pilotsequen-
zen gesendet. Dies hat den Vorteil, dass auch beim Einsatz von adaptiven Anten-
nen die Piloten zur Kanalschätzung verwendet werden können. Zudem ist auch
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im Downlink mit Hilfe der Piloten eine Leistungskontrolle und im Uplink eine
Phasenregelung möglich. Die Sendeleistung wird in UTRA außerdem sehr schnell
ausgeregelt, so dass sogar Fast Fading Einbrüche (siehe Abschnitt 6.2) gedämpft
werden können. Die Aufteilung von Kontroll- und Datenbits auf I- und Q-Zweig
ist bei UTRA-FDD in Up- und Downlink unterschiedlich, daher werden diese ge-
trennt beschrieben. Auf reine Kontrollkanäle wie z.B. RACH oder BCH (Broadcast
Channel) soll hier nicht weiter eingegangen werden.
3.6.1 UTRA-FDD Downlink
In Bild 3.12 ist die Rahmen- und Slotstruktur des UTRA-FDD Downlinks auf-
gezeigt [4]. Ein Slot enthält 2560 Chips und ist damit 0,667 ms lang. Innerhalb
eines Slots werden die DPDCH und DPCCH Bits hintereinander gesendet. Die
Anzahl der Bits pro Slot hängt vom Spreizfaktor
    ab, der die Werte
    
         zwischen 4 und 512 annehmen kann. Ein Slot beinhaltet aufgrund der
QPSK-Modulation (siehe Bild 3.13) bei einem Spreizfaktor von
       daher   "              Kontroll- und Datenbits und bei einem Spreizfaktor von
         genau    "      $       Kontroll- und Datenbits. Durch dieses Kon-
zept der variablen Spreizfaktoren ist es möglich, sehr unterschiedliche Datenraten
mit derselben Kanalbandbreite von 5 MHz zu übertragen. Entsprechend werden
niedrige Datenraten mit einem hohen Spreizfaktor mit guten Kreuzkorrelations-
funktions (KKF)- und Autokorrelationsfunktions (AKF)-Eigenschaften übertragen,
die resistenter gegenüber Mehrwegeausbreitung und Teilnehmerinterferenzen sind.
Für hohe Datenraten gilt der umgekehrte Fall. Ein UTRA-Rahmen besteht aus 15
Slots bzw. 38400 Chips und hat die Länge 10 ms. Ein Superrahmen besteht wieder-
um aus 72 UTRA-Rahmen. Hat ein Teilnehmer mehrere DPCHs belegt, so werden
nur ein Mal DPCCH Bits übertragen und in den anderen DPCHs die Kontrolldaten
ausgeblendet.
Bild 3.13 zeigt, wie aus dem Bitstrom das gespreizte, modulierte Sendesignal 
 % 
entsteht [8]. Die Bits des DPCHs werden zunächst durch Seriell-zu-parallel-Wand-
lung auf den I- und Q-Zweig gegeben. Es folgt eine Spreizung der Daten auf die
Chiprate 3,840 Mchip/s mit demselben teilnehmerspezifischen OVSF-Code (Ortho-
gonal Variable Spreading Faktor Code) in I- und Q-Zweig. Danach wird noch ein
komplexes Scrambling durchgeführt, das der Trennung der Zellen und einer Ver-
besserung der Code-Eigenschaften bezüglich der KKF und AKF dient. Verwendet
werden dafür aus Goldfolgen erzeugte komplexe Scramblingsequenzen der Länge
38400 (also genau einem Rahmen). Im Gegensatz zu den IS-95 und cdma2000 Sys-
temen sind hier die Basisstationen aufgrund der hierarchischen Zellstruktur nicht
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Bild 3.13 UTRA-FDD Downlink Modulation und Spreizung
untereinander synchronisiert, sondern jeder Zelle wird eine eigene Scramblingse-
quenz zugewiesen. Der fehlende Aufwand der Synchronisation muss dafür beim
Gesprächsaufbau von Seiten der Mobilstation bei der Zellsuche verwendet wer-
den, dies ist unter Umständen sehr aufwendig, da insgesamt 262143 verschiede-
ne Scramblingsequenzen, eingeteilt in 512 Gruppen, eingesetzt werden können.
Im Downlink wird für jeden Teilnehmer einer Zelle dieselbe Scramblingsequenz
verwendet, die Trennung der Teilnehmer erfolgt nur über die OVSF-Codes. Die
OVSF-Codes stellen im Prinzip dieselbe Folgenfamilie wie die Walsh-Codes, die in
IS-95/cdma2000 verwendet werden, dar, der Unterschied liegt allein in der Reihen-
folge der Codes bei der Erzeugung. Es kann gezeigt werden, dass die Reihenfolge
der Walsh-Codes durch einfaches Bitreversal in die Reihenfolge der OVSF-Codes
überführt werden kann [109]. Alle OVSF-Codes bzw. Walsh-Codes   (i) mit demsel-
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c = (1)
(11)
c = (1, 1)
(22)
-
c = (1,  1)
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c = (1,  1, 1, 1)
(42)
- -
c = (1, 1, 1, 1)
(43)
- -
c = (1, 1, 1, 1)
(44)
- -
Bild 3.14 OVSF-Code Baum
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	  (3.1)
Bei unterschiedlichen Längen gilt dies nur bedingt. Zur Auswahl der OVSF-Codes
in einer UMTS-Zelle, in der Teilnehmer-Signale mit verschiedenen Spreizfaktoren
gesendet werden, dient der in Bild 3.14 gezeigte Code-Baum. Es dürfen nur Codes
ausgewählt werden, die nicht auf demselben Pfad, von der Wurzel bis zu den äu-
ßeren Ästen des Baums, liegen. Bei dieser Auswahl bleibt die Orthogonalität auch
bei unterschiedlichen Spreizfaktoren erhalten.
3.6.2 UTRA-FDD Uplink
In Bild 3.15 ist die Rahmen- und Slotstruktur von UTRA-FDD Uplink aufgezeigt.
Hier erfolgt die Übertragung der Kontrollbits (DPCCH) im Q-Zweig und der Da-
tenbits (DPDCH) im I-Zweig (siehe auch Bild 3.16). Es ergeben sich dadurch in
den meisten Fällen unterschiedliche Datenraten in I- und Q-Zweig. Um auf die
gleiche Chiprate zu kommen, werden im Q-Zweig immer der Spreizfaktor 256
und im I-Zweig Spreizfaktoren ähnlich wie im Downlink, also Zweierpotenzen               zwischen 4 und 256, verwendet. Es können also zwischen
10 und 640 Datenbits pro DPDCH in einem Slot übertragen werden. Die Auftei-
lung der Daten- und Kontrollbits auf I- und Q-Zweig wurde aufgrund der besseren
elektromagnetischen Verträglichkeit eingeführt. Da die Kontrolldaten in jedem Slot
übertragen werden müssen, ist trotz DTX ein kontinuierliches Senden gesichert.
Sendepausen, die ein Hoch- und Herunterfahren der Sendeverstärker bewirken wür-
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Bild 3.16 UTRA-FDD Uplink Modulation und Spreizung
den, werden vermieden. Beim Downlink werden mehrere Signale auf einmal gesen-
det und z.B. der Broadcast Control Channel (BCCH) wird immer gesendet, daher
gibt es hier keine Sendepausen.
Da die Teilnehmer im Uplink nicht nur durch die OVSF-Codes sondern durch teil-
nehmerspezifische Scramblingsequenzen getrennt werden, kann an mehrere Teil-
nehmer derselbe OVSF-Code innerhalb einer Zelle vergeben werden. Für den Fall
des Spreizfaktors 4 für DPDCH dürfen insgesamt sogar 6 DPDCHs parallel über
I- und Q-Zweig übertragen werden, indem mindestens einer der vier OVSF-Codes
gleichzeitig in I- und Q-Zweig verwendet werden. Die komplexen Scramblingse-
quenzen können aus zwei Folgen-Familien ausgewählt werden: Die erste Fami-
lie wird aus quaternären Folgen gebildet und ist nur 256 Chips lang. Diese kurz-
en Scramblingsequenzen sollen gegebenfalls bei einer Multiuser-Detektion in der
Basisstation den Rechenaufwand verringern. Die zweite Familie besteht aus Aus-
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schnitten der Länge 38400 von Goldfolgen. Die komplexen Folgen werden daraus
so gebildet, dass sich die Anzahl der Phasensprünge von 180   des Sendesignals mi-
nimiert. Da jedem Teilnehmer im gesamten Netz eine eigene Scramblingsequenz
zugeteilt wird, ist die Anzahl der Scramblingcodes sehr hoch: es gibt jeweils
   
lange und kurze Scramblingsequenzen.
3.6.3 UTRA-TDD
Die UTRA-TDD Luftschnittstelle unterscheidet sich von der UTRA-FDD Luft-
schnittstelle vor allem durch die TDMA-Komponente. Die Rahmenstruktur von
UTRA-TDD ist dieselbe wie bei UTRA-FDD, d.h. es gibt pro Rahmen 15 Zeit-
schlitze der Länge 0,667 ms mit jeweils 2560 Chips. In einem Rahmen können
die Zeitschlitze flexibel, also auch asymmetrisch, für Up- oder Downlink verwen-
det werden [5]. Die einzige Vorgabe ist, dass jeweils mindestens ein Zeitschlitz
für Up- und Downlink in einem Rahmen belegt werden muss. Hier findet im Up-
und im Downlink eine Synchronisation auf den Rahmen statt, d.h. die Zeitschlitze
überlappen sich nicht, auch aufgrund der Schutzzeiten zwischen den Zeitschlitzen
(siehe Bild 3.17). Dies ist erstens zur Trennung von Up- und Downlink notwendig,
zum anderen gibt es mit dem Spreizfaktor 1 hier auch die Möglichkeit, dass nicht
gespreizt wird und damit keine Störresistenz gegenüber anderen Teilnehmern be-
steht. Problematisch ist dabei allerdings, dass in diesem Fall auch Störungen aus
benachbarten Zellen mit derselben Trägerfrequenz vermieden werden müssen. Da-
her ist für UTRA-TDD im Gegensatz zu UTRA-FDD eine Synchronisation der
Basisstationen vorgesehen. Ansonsten gibt es für den Uplink die Möglichkeit der
Spreizung mit den Spreizfaktoren 2,4,8 oder 16. Im Downlink sollte bei einer Sprei-
zung immer der Faktor 16 verwendet werden. Das heißt in einem Zeitschlitz kön-
nen mehrere physikalische Kanäle überlagert und durch Zuweisung von mehreren
Spreizcodes an einen Teilnehmer vergeben werden. Dies ist im Uplink aber auf
zwei Kanäle pro Zeitschlitz und Teilnehmer beschränkt.
Es gibt im UTRA-TDD zwei mögliche Burst Typen (siehe Bild 3.17), die jeweils
für alle physikalischen Kanäle eines Zeitschlitzes gleich sind. Sie unterscheiden
sich durch die Länge der Midamble, die bei dem ersten Burst Typ 512 Chips und
bei dem zweiten 256 Chips lang ist. Der erste Typ kann sowohl im Up- als auch im
Downlink ohne Einschränkung verwendet werden, der zweite Typ darf im Uplink
nur eingesetzt werden, wenn weniger als vier Teilnehmer in einem Zeitschlitz sen-
den. Die Midambles sind jeweils zeitverschobene Versionen eines zyklischen Ba-
siscodes, daher können durch eine Korrelation im Empfänger Kanalschätzungen al-
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Bild 3.18 UTRA-TDD Modulation und Spreizung
wenn eine gemeinsame Detektion durchgeführt werden soll. Bei der Zuweisung der
Midambles gibt es unterschiedliche Möglichkeiten: Im Downlink kann zum Bei-
spiel pro Zeitschlitz nur eine Midamble für alle Teilnehmer verwendet werden, da
hier nur eine einzige Kanalimpulsantwort geschätzt werden muss. Es ist auch mög-
lich, individuell jedem Teilnehmer eine Midamble für alle physikalischen Kanäle
oder sogar für jeden physikalischen Kanal eines Teilnehmers eine Midamble zuzu-
weisen. Die Midambles sind als komplexe Folgen im Standard direkt vorgegeben
und werden erst nach der Spreizung und dem Scrambling der Datenblöcke ein-
gefügt. Die Datenblöcke können auch TPC und TFCI-Daten enthalten, die direkt
vor oder direkt nach der Midamble angeordnet werden. Allerdings muss für jeden
Teilnehmer nur mindestens einmal pro Rahmen eine TPC-Information übertragen
werden, d.h. nur ein physikalischer Kanal eines Teilnehmers muss TPC-Daten ent-
halten.
Die Datenblöcke, bestehend aus binären 1 und 0, werden zunächst QPSK-moduliert
mit der Zuweisung aus Tabelle 3.1 [9]. Die komplexen Symbole werden dann mit
dem gleichen OVSF-Code in I- und Q-Zweig gespreizt (siehe Bild 3.18). Danach








Tabelle 3.1 Zuordnung der QPSK-Modulation bei UTRA-TDD
folgt ein komplexes Scrambling mit im Standard abgelegten Scramblingsequen-
zen der Länge 16. Erst dann werden die komplexen Midambles in den Datenstrom
eingefügt. Es ergibt sich wiederum ein QPSK-Signal, das dann mit dem Impuls-
formfilter geformt wird.
Für weitere Erläuterungen von UTRA wird auf [34, 35, 172] verwiesen, in denen
die prinzipiellen Konzepte der UTRA-Luftschnittstellen erläutert werden.
3.7 Zusammenfassung
Zur Vorbereitung auf die folgenden Kapitel wurden die Luftschnittstellen der wich-
tigsten digitalen Schnurlos- und Mobilfunksysteme beschrieben. Die Arbeit kon-
zentriert sich vor allem auf die Systeme DECT, GSM und UTRA-FDD. Die Luft-
schnittstellen der Mobilfunksysteme der zweiten Generation unterscheiden sich vor
allem durch die unterschiedlichen Modulationsarten und die Symbolrate. Die Mo-
dulationsarten werden im Abschnitt 5.2 besprochen und ein gemeinsamer Modu-
lator diskutiert. Die hier aufgeführten Systeme der dritten Generation cdma2000
und UTRA-FDD sind beides CDMA-Systeme und verwenden eine ähnliche Chip-
rate. Die Luftschnittstelle von UTRA-TDD ist der von UTRA-FDD recht ähnlich,
der Hauptunterschied besteht in der zusätzlichen TDMA-Komponente bei UTRA-
TDD und einer etwas anderen Burst- bzw. Slotstruktur und Modulation. In allen
drei Systemen werden aber im Prinzip QPSK-Modulationen verwendet. Da das
cdma2000-Systemkonzept noch starken Veränderungen unterliegt, wird im weite-
ren nicht darauf eingegangen. Die größten Unterschiede der Luftschnittstellen be-
stehen demnach zwischen 2G- und 3G-Systemen. Es gibt auch 2G-Systeme wie
IS-95 und DECT, die beide zu einem 3G-System erweitert wurden. Die UTRA-
FDD Luftschnittstelle wird nun im Folgenden oft als Repräsentant der 3G-Systeme
und GSM als Repräsentant der 2G-Systeme verwendet, da eine gemeinsame Soft-
ware für diese Systeme am schwierigsten zu finden ist. Zudem soll jedes UTRA-
Mobilfunkgerät auch die GSM-Schnittstelle beherrschen, so dass in diesem Fall ein
dringender Anlass besteht ein UE als Software Radio zu realisieren.
4 Turbocodierung
Turbocodierung ist ein relativ neues Verfahren der Kanalcodierung und wird in
zukünftigen Systemen wie UTRA und cdma2000 für Übertragungen mit Bitfehler-
raten von höchstens
   
verwendet. Die erste Veröffentlichung über Turbocodes
erschien 1993 von Berrou et al. [25, 26]. Darin wurden Turbocodes vorgestellt, mit
denen bei einem Kanal, der lediglich aus additivem weißen Gaußschen Rauschen
(AWGN) besteht, Bitfehlerraten nahe der Shannon-Grenze erreicht werden können.
Allerdings werden dazu sehr lange Verzögerungszeiten (Interleavertiefe
 	 
Bits)
und 18 Decodieriterationen, also ein sehr hoher Rechenaufwand, benötigt. Durch
die langen Verzögerungen ist die Kanalcodierung bei Sprachübertragung mit Tur-
bocodes ungünstig, da Verzögerungsdauern länger als 60 ms bei einem Gespräch
als störend empfunden werden. Sprachbits werden daher meistens mit Faltungsco-
des kanalcodiert, verbunden mit Interleavern geringerer Interleavertiefe. Bei reiner
Datenübertragung dagegen sind die Anforderungen an Verzögerungsdauern meist
geringer, an Bitfehlerraten aber höher. Daher bietet sich dafür die Turbocodierung
an. Einführungen zum Thema Turbocodierung findet man z.B. in [64, 84, 142].
Da der Rechenaufwand der Turbodecodierung einen erheblichen Anteil in der Ba-
sisbandverarbeitung der betrachteten Systeme ausmacht, wird bei deren Integration
in das parametergesteuerte Software Radio besonders Wert auf eine vielseitige Ver-
wendung der Algorithmen gelegt. Wie später in Kapitel 6 gezeigt wird, lässt sich
auch die Entzerrung und Faltungsdecodierung mit dem in Abschnitt 4.2.1 vorge-
stellten MAP-Algorithmus durchführen. Als Grundlage für die Ausführungen in
Kapitel 6 werden im Folgenden die Turbocodierung und der MAP-Algorithmus
genauer erläutert.
4.1 Turboencodierung
Der Turboencoder besteht aus zwei Faltungsencodern, die entweder parallel oder
seriell, durch einen Interleaver getrennt, geschaltet werden. Üblich (und auch in
UTRA spezifiziert) sind zwei gleiche parallele Faltungsencoder der Rate 1/2. Der
Turboencoder, der im UTRA-System verwendet wird, ist in Bild 4.1 dargestellt.
Hier repräsentiert

die Verzögerung um einen Takt. Die Datenbitfolge           
wird bei der Schalterstellung 1 gleichzeitig in den Encoder 1 und nach dem Interlea-
ver in den parallel geschalteten Encoder 2 eingeführt. Die Additionen im Schaubild
sind binäre Additionen in GF(2). Durch Umschalten auf die Schalterstellung 2 wird






















Bild 4.1 Aufbau des Turboencoders in UTRA
eine Terminierung durchgeführt, die in Abschnitt 4.1.4 genauer erläutert wird. Nur
am Ende eines Datenblocks werden die Bits    von Encoder 2 übertragen.
Die verwendeten Faltungsencoder sind RSC (Recursive Systematic Convolutional)
Codes, d.h. die Codewörter bestehen aus der Eingangsfolge    und angehäng-
ten Prüfbits    . Durch die Verwendung der RSC-Codes ergibt sich eine Codera-
te        + , da die Informationsbits    nur einmal übertragen werden müssen.
Optional kann durch eine Punktierung bis zu der Hälfte der Prüfbits nicht übertra-
gen werden, wodurch man auf die maximale Coderate         kommt. In Ab-
schnitt 4.2 wird außerdem klar, welche wichtige Rolle die systematische Codierung
bei der Turbodecodierung spielt. Das Interleaving zwischen den beiden RSC-Codes
bezweckt, dass die Informationsbits in einer veränderten Reihenfolge in das Schie-
beregister des zweiten RSC-Codes geschoben werden und damit andere Prüfbits
generieren. Die Codierungen von Encoder 1 und Encoder 2 sollten möglichst un-
abhängig voneinander sein, so dass im Empfänger aus beiden Codierungen so viel
Information wie möglich extrahiert und zur Fehlerkorrektur benutzt werden kann.
Damit spielt der Interleaver (vor allem die Interleavertiefe) eine wesentliche Rolle
für die Bitfehlerraten des Turbocodes [83, 135].
Im nächsten Abschnitt wird zunächst die Polynomdarstellung von Faltungscodes
eingeführt, mit der eine allgemeine Beschreibung von Faltungscodes einfach mög-
lich ist. Weiterhin werden die RSC-Codes genauer untersucht.
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4.1.1 Polynomdarstellung von Faltungscodes
Für die Polynomdarstellung von Faltungscodes wird die, im Allgemeinen unend-
lich lange, binäre Eingangsfolge durch folgendes Polynom dargestellt [51]:
 
    	
 
  
               (4.1)
Diese Eingangsfolge wird bei der Faltungscodierung mit einem Polynomvektor        	               (4.2)
bestehend aus den  Generatorpolynomen
      	 
                 (4.3)
multipliziert (in GF(2)). Die  Codewortfolgen werden dann durch einen Poly-
nomvektor dargestellt                  	                (4.4)
Ein allgemeines Schieberegister, das solch eine Faltungscodierung durchführt, zeigt
Bild 4.2. Im Gegensatz zu den Blockcodes, die in Abschnitt 5.1.1 genauer be-
schrieben werden, haben Faltungscodes ein Gedächtnis. Die Gedächtnislänge eines
Faltungscodes ist
 
		    Grad         (4.5)
Der Faltungscode erzeugt also eine bestimmte Menge an Codefolgen                    	 
                   (4.6)
Ein Maß für die Leistungsfähigkeit des Codes ist die freie Distanz des Codes                      	   (4.7)
Hierfür muss das Hamminggewicht

aller Codefolgen berechnet werden. 1 Je
größer

, desto besser ist der entsprechende Code bei der Korrektur von Übertra-
gungsfehlern. Bei den Faltungscodes ist es allerdings schwieriger als bei den Block-
codes, die optimalen Generatorpolynome zu finden. Die Suche wird nicht analy-
tisch, sondern per Rechnersuche durchgeführt. In Bild 4.3 ist der nicht-rekursive
1Das Hamminggewicht einer Folge  "!#%$'&)(* +-,. * ! * berechnet sich durch /102 "!#3#%$&)(* +-,  * , wobei hier in 4 5 addiert, also die Anzahl der Einsen berechnet wird.






































































Bild 4.3 Beispiel eines nicht-systematischen Faltungscodierers
Faltungscode der Rate 1/2 und der Gedächtnislänge   + gezeigt, der dieselben
Generatorpolynome verwendet, wie die in Bild 4.1 dargestellten RSC-Codes. Der
entsprechende Polynomvektor ist                          (4.8)
Das Schieberegister wird durch drei Nullen initialisiert.
4.1.2 Rekursive Systematische Faltungscodes
Systematische Faltungscodes werden aus optimalen nicht systematischen Faltungs-
codes erzeugt. Wichtig ist dabei nachzuprüfen, ob die erzeugten systematischen
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Faltungscodes dieselben Codeeigenschaften wie die nicht systematischen Faltungs-
codes besitzen. Damit ein Ausgang des Encoders wieder die Eingangsfolge ergibt,
muss das entsprechende Generatorpolynom gleich
 
gesetzt werden. Rekursive sys-
tematische Codes werden folgendermaßen gebildet:                 	              	        	         (4.9)
Damit ist der Ausgangsfolgenvektor                         	            (4.10)
mit
    	       (4.11)
         
	                	         (4.12)
Die erste Codewortfolge ist hier wieder die Eingangsfolge, die anderen Codefolgen
werden als Prüfbitfolgen       bezeichnet. Es kann gezeigt werden, dass diese En-
codierung durch die Rekursion wie in Bild 4.1 realisiert wird. Die Schieberegister-
Eingangsfolge  
  
, wie sie im RSC-Encoder 1 in Bild 4.1 eingezeichnet ist, be-
steht aus der Summe der Eingangsfolge  
  
und der Encoderrückführung




. Dies kann umgeformt werden zu
 
            	             (4.13)
  
         	    (4.14)
Die Prüfbitfolge    	    ergibt sich also durch die Faltungscodierung von     
mit dem Generatorpolynom      für      . Es ist klar, dass bei dem RSC-
Encoder aus Bild 4.1 durch dieselbe Eingangsfolge eine andere Codefolge erzeugt
wird, als bei dem entsprechenden nicht-rekursiven Encoder aus Bild 4.3. Um zu
zeigen, dass der rekursive systematische Code die gleichen Eigenschaften hat, wie
der ursprüngliche Faltungscode, muss nachgewiesen werden, dass beide Encoder
insgesamt die gleiche Menge an Codefolgen erzeugen, d.h.
     . Dies kann wie
folgt gezeigt werden:
1. Sei
                 , eine aus einer beliebigen Eingangsfolge     
erzeugte Codefolge aus

. Dann kann mit    
           	    gezeigt
werden, dass der Codevektor
   
auch durch den RSC-Code gebildet wer-
den kann:
                   . Damit gilt     .
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2. Ist die Eingangsfolge    
  
für den RSC-Code beliebig, dann gilt nach
(4.14), dass  
             	    auch eine Eingangsfolge darstellt, dass
sie also keine negativen Potenzen beinhaltet. Mit
                     
 
        ist gezeigt , dass auch      gilt.
Es ist somit bewiesen, dass beide Encoder die gleiche Codefolgen-Menge erzeu-
gen und damit die freie Distanz gleich ist. Dies ist vor allem deswegen wichtig,
weil gezeigt werden kann, dass nicht-rekursive, systematische Codes schlechtere
Eigenschaften als optimale nicht-systematische Codes haben. Der entsprechende
Generatorpolynomvektor solch eines Codes ist                            (4.15)
Die freie Distanz dieses Codes kann wie folgt nach oben abgeschätzt werden:                 	
 
 	
        (4.16)
               (4.17)
Die freie Distanz des nicht-systematischen Codes wird dagegen nur durch
        nach oben beschränkt und kann daher größere Werte annehmen als
nichtrekursive, systematische Codes.
Daher werden in Turbocodes immer rekursive systematische Codes benutzt, die aus
schon bekannten optimalen nicht-systematischen Faltungscodes erzeugt werden.
4.1.3 Trellisdiagramm
Als Grundlage für die Decodierung dient die Darstellung der Faltungscodierung
mit einem Trellisdiagramm. Das Schieberegister des RSC-Encoders durchläuft in
Abhängigkeit der Eingangsfolge verschiedene Zustände. Als Zustand   werden die
 rechten Schieberegisterinhalte bezeichnet. Mit diesem Zustand ist das gesamte
Gedächtnis beschrieben, von dem die im nächsten Schritt berechneten Prüfbits ab-
hängen. Für ein bestimmtes Eingangsbit    geht dieser Zustand in einen anderen
der
    Zustände über. In Bild 4.4 ist das Trellissegment für den Zeitpunkt
des Trellisdiagramms dargestellt, das die Zustandsübergänge des in Bild 4.1 ver-
wendeten RSC-Encoders beschreibt. Jeder Übergang ergibt zwei eindeutig festge-
legte Ausgangsbits, die aus dem Eingangsbit    und einem Prüfbit    bestehen.
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Bild 4.4 Trellissegment zu den RSC-Encodern aus Bild 4.1
4.1.4 Terminierung von RSC-Codes
In der Praxis werden Faltungscodes immer terminiert, d.h. es wird durch Hinzu-
fügen von zusätzlich  Nullen (so genannte „Tailbits“) an die Eingangsfolge der
Länge
 
eine Rückführung des Schieberegisters auf den Nullzustand erzwungen.
Dies verhindert, dass bei der Decodierung zu viele Werte gespeichert werden müs-
sen und die Wahrscheinlichkeit von Fehlerfortpflanzungen wird verringert.
Im Gegensatz zu den nicht-systematischen Faltungscodes ist eine Terminierung bei
RSC-Codes schwieriger zu erreichen. Durch die Rückkopplung führt eine Nullfol-
ge als Eingangsfolge  
  
nicht unbedingt in den Nullzustand. Daher wird hier
nach der Eingangsfolge der Länge
 
die Summe der rückgekoppelten Register
statt der Eingangsfolge  
  
eingegeben. Hierzu wird ein Schalter eingebaut, der
die entsprechenden Werte in den RSC-Encoder führt. Hierdurch wird erreicht, dass
bei der Schalterstellung 2 die Schieberegistereingangsfolge  
  
auf Null gesetzt
wird (siehe Bild 4.1). Die drei Eingangsbits für die Terminierung werden zusätzlich
übertragen (da deren Werte nicht bekannt sind) und zwar auch die im Bild mit   
bezeichneten Bits aus dem RSC-Encoder 2.
4.1.5 Interleaver
Wie schon erwähnt, ist der innere Interleaver zwischen den beiden RSC-Encoderblö-
cken bei der Turbocodierung besonders wichtig. Es kann gezeigt werden, dass je
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länger die Interleaver-Tiefe gewählt wird, d.h. je stärker die Eingangsbits in ih-
rer Reihenfolge vertauscht werden, die Turbocodierung um so bessere Kanalcodie-
rungsgewinne ergibt [23]. Eine weitere Anwendung von Interleavern wurde schon
in vorhergehenden Kapiteln erwähnt, und zwar die Umwandlung von durch Fa-
ding entstandenen Bündelfehlern in voneinander unabhängige Einzelfehler. Diese
können bei der Decodierung besser korrigiert werden. Bei Fading-Kanälen erzielt
man mit einer Faltungscodierung nur durch eine genügend große Interleaving-Tiefe
einen entsprechenden Codierungsgewinn. Auch bei Turbocodes ist bei der Über-
tragung über Fading Kanäle aus diesem Grund ein zusätzlicher, zweiter Interleaver
nach der Turboencodierung notwendig. Es gibt zwei grundlegende Arten von nicht-
zufälligen Interleavern: Block- und Faltungsinterleaver. Für den inneren Interleaver
von Turbocodes wurden auch Random-Interleaver untersucht, die die ankommen-
den Blöcke von Bits in eine (pseudo-)zufällige Reihenfolge bringen. Diese sind vor
allem bei sehr großen Interleaverblockgrößen den Blockinterleavern vorzuziehen
[83]. In realen Systemen wie GSM oder UMTS werden sehr spezielle Interleaver
eingesetzt, die auf die jeweilige Luftschnittstelle angepasst sind.
4.2 Turbodecodierung
Bei der Turbodecodierung werden nicht wie sonst üblich harte Entscheidungen bei
der Schätzung der Informationsbitfolge gefällt, sondern Softdecision-Outputs und
-Inputs iterativ zur Berechnung verwendet. Diese weichen Entscheidungen geben
ein Maß für die Sicherheit der Schätzung an. Zu diesem Zweck werden die Bits
im Empfänger mit
  
und    dargestellt, anstatt mit 0 und 1. Entsprechend be-
steht eine Softdecision-Information       aus reellen oder quantisierten Werten.
Das Vorzeichen sgn
   
     gibt die harte Entscheidung über das Bit an und der
Zahlenwert gibt die Sicherheit dieser Schätzung an. Ist das Informationsbit eine 1
(bzw.    ) und wurde es bei der Übertragung kaum verfälscht, so ist der zugehö-
rige Softdecision-Betrag um einiges größer als 1, das Vorzeichen ist dagegen

(bzw.  ). Ist das Bit stark verfälscht, die Schätzung somit eher unsicher, so ist der
Softdecision-Betrag entsprechend klein und nahe der Null. Punktierte (d.h. einzel-
ne nicht übertragene) Bits können daher im Empfänger einfach auf Null gesetzt und
damit entsprechend als unsicher übertragene Bits im Detektor gewertet werden.
Das Prinzip der Turbodecodierung ist in Bild 4.5 aufgezeigt. Geht man von einem
reinen, reellwertigen AWGN-Kanal   aus, so besteht die empfangene Codefolge
  aus den empfangenen, systematischen Infobits




































den empfangenen Prüfbits des Encoders 1
 (1)
       (1)      (4.19)
und den empfangenen Prüfbits des Encoders 2
 (2)
       (2)        (4.20)
wobei hier jeweils (durch einen äußeren Interleaver erreichte) unabhängige Störun-
gen    angenommen werden können. Die mittlere Leistung des reellwertigen,
mittelwertfreien Rauschprozesses sei          . Die Prüfbitfolgen   (i) beste-
hen aus allen nicht systematischen Codebits des

-ten RSC-Encoders. Der emp-
fangene Bitblock wird zunächst demultiplext und gegebenenfalls depunktiert, d.h.
es werden an den punktierten Stellen Nullen eingefügt. Mit  (1)
   ,  (1)    und dem
Softdecision-Input  (1) 
    wird die erste Decodierung des ersten Blocks durch-
geführt und der Softdecision-Output  (1)     über die Informationsbits    ausge-
geben. Bei der ersten Iteration liegt noch keine Folge  (1) 
    an, es wird daher
zunächst von einer gleichen Wahrscheinlichkeit  

          	 ausgegangen.
Danach werden für den zweiten Decoder die systematischen Informationsbits  (1)
  
und der Softdecision-Output  (1)     entsprechend dem inneren Interleaver umsor-
tiert. Mit Hilfe der Prüfbits  (2)    wird wieder eine Folge von Softdecision-Outputs
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berechnet. Nach der ersten Iteration kann die berechnete Softinformation  (2)    
durch den Deinterleaver umsortiert und für den ersten Decoder als  (1) 
    ver-
wendet werden und so weiter. Das besondere der Turbodecodierung ist also die ge-
genseitige, wiederholte Verwendung der durch die Decodierung des anderen RSC-
Codes gewonnene Softinformation. Es wird klar, dass die Ergebnisse um so besser
werden, je unabhängiger der rückgekoppelte Softdecision-Input vom entsprechen-
den Decodierungsvorgang ist. Deshalb wird der beste Codierungsgewinn zwischen
zwei Iterationen nach den ersten Iterationen erzielt. Je länger iteriert wird, um so
weniger ist die Bedingung der Unabhängigkeit erfüllt und daher können durch den
Softdecision-Input keine größeren Codierungsgewinne mehr erzielt werden. Nach
einer bestimmten Anzahl an Iterationen wird über die gesendeten Informationsbits
durch die Vorzeichen von       entschieden.
4.2.1 Der MAP-Algorithmus
Natürlich bietet sich auch hier wie bei einer normalen Faltungsdecodierung der
Viterbi-Algorithmus (VA) an. Der VA realisiert einen MLSE-Detektor (Maximum
Likelihood Sequence Estimation). Unter der Voraussetzungen gleichwahrschein-
lich gesendeter Bitsequenzen ist der MLSE bezüglich der Minimierung der Block-
fehlerwahrscheinlichkeit der optimale Detektor. Der VA kann zwar leicht Softde-
cision-Input verarbeiten, erzeugt aber keinen Softdecision-Output. Es gibt hier-
für eine Erweiterung des VA, den SOVA (Softdecision-Viterbi-Algorithmus) [59].
Für die Turbocodierung wird dagegen auch oft der Symbol-by-Symbol-MAP-Al-
gorithmus verwendet, der in [16] erstmals vorgeschlagen wurde und daher auch
als BCJR-Algorithmus (Bahl-Cocke-Jelinek-Raviv) bekannt ist. Der Symbol-by-
Symbol-MAP-Algorithmus ist optimal bezüglich der Minimierung der Bitfehler-
wahrscheinlichkeit bzw. Symbolfehlerwahrscheinlichkeit. Dieser erzeugt im Ver-
gleich zum SOVA geringere Bitfehlerraten [20, 60]. In diesem Abschnitt soll nun
aus dem Prinzip der Maximum-A-Posteriori-Entscheidung für das einzelne Bit   
der MAP-Algorithmus in groben Zügen hergeleitet werden.
Aufgrund der gedächtnisbehafteten Kanalcodierung müssen alle empfangenen Wer-
te   eines Codierungsblocks, die im Folgenden in dem Vektor   zusammengefasst
werden, bei der Schätzung der einzelnen Informationsbits    berücksichtigt wer-
den. Der empfangene Codierungsblock   besteht aus der gesamten, empfangenen
Codewortfolge, die durch einen RSC-Encoder erzeugt wurde:
          	        	   (4.21)
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wobei
      	                  (4.22)
gilt.  ist die Anzahl der Generatorpolynome des Encoders. Betrachtet wird ein
RSC-Code mit der Gedächtnislänge  . In unserem Beispiel aus Bild 4.1 gilt
     	              	   
	      
	   (4.23)
wobei  	        die systematischen Bits und           die Prüfbits des betrach-
teten RSC-Codes sind.
Die empfangenen Bits   seien durch einen AWGN-Kanal gestört und stellen daher
stetige Zufallsvariablen dar. Die Informationsbits    nehmen nur die Werte    oder   an und werden mit der diskreten Zufallsvariable   beschrieben. Nach dem
MAP-Kriterium, angewendet auf die einzelnen Datenbits, das allgemein auch aus
dem Bayes-Kriterium hergeleitet werden kann [99], entscheidet man sich für den
Wert von    , für den die folgende bedingte Wahrscheinlichkeit maximiert wird:
 
        	
	 	  	              (4.24)
Bei einer binären Entscheidung kann diese Entscheidung auch wie folgt beschrie-
ben werden:
 
                         (4.25)
Diese Gleichung kann mit Hilfe von Bayes Gesetz umgeschrieben werden und man
erhält
           
                                    (4.26)
wobei               die bedingte gemeinsame Dichte von   darstellt. Damit man
eine einfache Vorzeichenentscheidung machen kann und die linke Seite von (4.26)
in eine Summe zerfällt, wird nun von diesem Term der Logarithmus berechnet und
man erhält somit folgende Entscheidungsvorschrift:
                       
                                      (4.27)
Der Term         wird logarithmisches Likelihood-Verhältnis (LLR) genannt. Das
Vorzeichen von         ergibt eine harte Entscheidung über    , der Wert von
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        ist dagegen die Softdecision-Information. Vereinfacht kann das LLR auch
so geschrieben werden:
                          (4.28)
Das LLR         setzt sich aus zwei Termen zusammen. Der erste Term         
enthält die Information, die aus dem Empfang des Infobits erlangt wird. Der zwei-
te Term   
    in (4.28) repräsentiert die A-priori-Information über das Infobit
  und wird als intrinsische Information bezeichnet. Pro Infobit werden ein oder
mehrere Prüfbits gesendet, die zusätzliche Information über das Infobit enthalten.
Diese aus der Kanalcodierung gewonnene Information kann bei einer systemati-
schen Codierung, wie später genauer gezeigt wird, als ein weiterer Summenterm
in Gleichung (4.28) geschrieben werden. Man erhält nun den erweiterten Ausdruck
für         , und definiert das LLR des Schätzwertes     zu
   
                                       (4.29)
Die zusätzliche Information aus den Prüfbits wird auch extrinsische Information
genannt, die unabhängig von dem empfangenen systematischen Wert und der A-
priori-Information sein sollte. Im Falle der Turbodecodierung erhält der eine MAP-
Decoder als Softdecision-Input die intrinsische Information   
    und berechnet
in einem Schritt die extrinsische Information (Softdecision-Output)       und
gibt diese für den anderen MAP-Decoder aus. Wie schon erwähnt, ist die Unabhän-
gigkeit des Softdecision-Inputs und -Outputs nach mehreren Iterationen nicht mehr
gegeben. Nach einer gewünschten Anzahl an Iterationen, gibt der zweite MAP-
Decoder die       aus, deren Vorzeichen die geschätzten Bit     ergeben.
Das logarithmische Likelihood-Verhältnis kann mit Hilfe des Trellisdiagramms
durch
   


















ausgedrückt werden, wobei die Summe der Verbund-Wahrscheinlichkeiten  

       
über alle existierenden Übergänge der Zustände  nach  mit       bzw.      berechnet wird. Der Übergang     muss natürlich ein erlaubter Übergang
im Trellis sein und legt in eindeutiger Weise die encodierten Bits          
4.2 Turbodecodierung 71
fest. Dabei gilt für systematische Faltungscodes nach (4.11) und (4.12)
 	       (4.31)
       	        (4.32)
Für den Fall    ergibt sich nur eine Prüfbitfolge, die mit    bezeichnet wird
(siehe (4.19) bzw. (4.20)). Die zugehörigen Werte für einen bestimmten Trellis-
übergang kann für das betrachtete Beispiel aus Bild 4.4 abgelesen werden.
Mit Hilfe der Formel von Bayes kann die Dichte aus dieser Gleichung umgeformt
werden. Hierbei stellt   
  die empfangene Bitfolge vom Trellisbeginn bis zum
Zeitpunkt
    dar,    die empfangenen Bits zum Zeitpunkt  und      die emp-
fangene Bitfolge vom Zeitpunkt
   
bis zum Trellisende. Es ergibt sich
 

                                                                                                                                                (4.33)
wobei berücksichtigt wurde, dass      lediglich von  , aber nicht von            
abhängt. Die Dichte kann somit dargestellt werden als
 

                                              (4.34)    
	                    (4.35)
Bild 4.6 soll diese Gleichung verdeutlichen. In diesem Bild werden zur Vereinfa-
chung nur vier mögliche Zustände betrachtet. Die gestrichelten Linien deuten alle
möglichen Übergänge an. Für die Berechnung der Übergangswahrscheinlichkeit
 

        zum Zeitpunkt  werden alle Pfade vom Beginn bis zum Ende des ge-
samten Codierungsblocks betrachtet, die an dieser Stelle den Übergang    
enthalten. Diese Pfade sind im Bild mit den durchgezogenen Linien gekennzeich-
net. Die Wahrscheinlichkeit  

       setzt sich damit zusammen aus
  der Wahrscheinlichkeit    	    , dass der Pfad vom Anfangszustand aus in
 mit den empfangenen Symbolen   
  der ersten     Übergänge endet,
  der Übergangswahrscheinlichkeit         vom Zustand   nach  und
  der Wahrscheinlichkeit      , dass der Pfad vom Endzustand des Trellis aus
in dem Zustand  mit den empfangenen Symbolen      endet.
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Bild 4.6 Illustration der Berechnung von   *
   	    bzw.      können rekursiv aus ihren zeitlichen Vorgängern bzw. Nach-
folgern berechnet werden:
                 	 	 
 	                    
 	                           
 	               	     (4.36)
beziehungsweise analog
  	      	                (4.37)
mit den Anfangs- bzw. Endzuständen








 	   für   
sonst
(4.39)
Die Übergangswahrscheinlichkeit für die einzelnen Zweige  

                
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lässt sich für binäre    nach einiger Umrechnung (siehe Anhang A) durch




        !          (4.40)
darstellen. Hier gibt 
	
      , wie es im Anhang A in (A.12) genauer be-
schrieben ist.   
    ist die intrinsische Information. Der empfangene Wert zum
Zeitpunkt

, der mit dem  -ten Generatorpolynom erzeugt wurde, wird mit    dar-
gestellt. Entsprechend ist    das durch   und    eindeutig bestimmte Codewort
im Trellis. Der Term    braucht nicht explizit berechnet zu werden, da er für alle
Übergänge zum Zeitpunkt k gleich ist und sich später im LLR herauskürzen lässt.
Zur späteren Vereinfachung wurde




        ! (4.41)
gesetzt. Da bei weiteren Berechnungen    weggelassen wird, wird         einge-
führt, das        ohne dem Faktor   entspricht:
                            (4.42)
Nun kann man  

       in Gleichung (4.30) durch       ,      und        
ersetzen und erhält folgende Rechenvorschrift für den MAP-Algorithmus:
   
          
      	                  
  
  
   	                    (4.43)
Mit dieser Gleichung wird also die Softdecision-Information       für jedes In-
formationsbit berechnet. Es lässt sich zeigen, dass dieses LLR bei einer systemati-
schen Encodierung wirklich aus den drei Termen          ,        und      
wie in (4.29) besteht. Hierfür setzt man zunächst direkt        aus (4.42) in (4.43)
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ein und erhält
   
           
       	                 	            
    
   
   	                              
 
 
           
      	                   
	 
  
   	                     (4.44)
Im Falle einer systematischen Encodierung, wie sie bei der Turbocodierung ver-
wendet wird, kann nun auch das            extrahiert werden, denn hier gilt
 	       . Mit
            	      	
            	    	  
     
       !
  	      	
                     (4.45)
ergibt sich dann
   
       	
               
 
    
   
   
	                    
 
    
   
   
	                     (4.46)
Damit ist gezeigt, dass das LLR       aus den drei Summanden wie in (4.29)
besteht. Soll nun aber nur die extrinsische Information       an den nächsten
Decoder weitergegeben werden, so kann mit Hilfe von        das       nach
(4.29) durch Subtraktion
                               (4.47)
berechnet werden.
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Der Ablauf der MAP-Decodierung
Die MAP-Decodierung läuft im Prinzip nach folgendem Schema ab:
1. Vor der Decodierung müssen zunächst alle Empfangswerte eines terminier-
ten Blockes eingelesen werden. Mit ihnen werden dann die          nach
Gleichung (4.41) berechnet. Diese Werte bleiben für alle Iterationen des ter-
minierten Blockes gleich. Die    stehen für die Bits, die zu einem Trellis-
übergang     gehören.
2. Die eigentliche Decodierung beginnt mit dem Einlesen der A-priori-Infor-
mationen. Mit ihnen wird        nach Gleichung (4.42) berechnet.
3. Jetzt werden       und      mit den Gleichungen (4.36) und (4.37) rekur-
siv gewonnen.
4. Anschließend werden die Werte in Gleichung (4.43) eingesetzt und daraus
das logarithmische Likelihood-Verhältnis für den Schätzwert berechnet.
5. Diese Information wird je nach Decoder und Iterationsnummer entweder zur
Berechnung von      benutzt und an den nächsten Decoder übergeben
oder als endgültiger Schätzwert ausgegeben.
4.2.2 Varianten des MAP-Algorithmus und deren Implementie-
rung
Für die Implementierung des MAP-Algorithmus werden aus praktischen Gründen
die akkumulierten Wahrscheinlichkeiten       und      skaliert. Man erhält
             
 

              (4.48)
mit
       	                	     (4.49)
   	        (4.50)
und
  	                        (4.51)
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Es wird zuerst
      für alle möglichen Zustände  berechnet, daraus dann   und
danach kann die Berechnung von        und      erfolgen. Die Skalierung  
kürzt sich in (4.43) wieder heraus, so dass dort direkt        und      statt      
und      eingesetzt werden können.
Um die Berechnung von (4.43) zu vereinfachen, wurden in der Literatur mehrere
Möglichkeiten vorgeschlagen [136]. Durch das logarithmische Rechnen erreicht
man eine starke Vereinfachung der Berechnung des LLR, indem Multiplikatio-
nen in Additionen verwandelt werden und viele Operationen auf reine Maximum-
Bestimmungen reduziert werden können. Schreibt man (4.43) wie folgt
   
       	
   
  
 	         
	                       
   	
    
   
 	         	                         (4.52)
so besteht der MAP-Algorithmus hauptsächlich aus der Berechnung von Termen
wie
        	       	
  . Bei dem Log-MAP-Algorithmus wird der Jacobische
Logarithmus für die Berechnung verwendet:               	  	                       	  	           	      (4.53)

   ist eine Korrekturfunktion mit der die Berechnung des Logarithmus durch die
Maximum-Funktion exakt wird. Der Logarithmus einer Summe mit mehr als zwei
Summanden kann rekursiv berechnet werden. Ist
                      
  
schon bekannt, so ergibt sich         	
  
	                 (4.54)
Wird die Korrekturfunktion exakt berechnet, liefert der Log-MAP-Algorithmus
die gleichen Ergebnisse wie der ursprüngliche MAP-Algorithmus. Der Rechen-
aufwand ist allerdings erheblich reduziert, da statt Multiplikationen hauptsächlich
Maximum-Operationen und Additionen durchgeführt werden. Da


   nur von
     	  abhängt, konnte gezeigt werden, dass es für die Berechnung von       
ausreicht 8 Werte dieser Funktion zu speichern [136]. Es kann außerdem ein ge-
wisser Zusammenhang zwischen dem SOVA- und einer weiteren Vereinfachung
des MAP-Algorithmus, dem Max-log-MAP-Algorithmus, hergestellt werden [50].
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Für den Max-log-MAP-Algorithmus wird die folgende Approximation verwendet:          	        	
  	  	
 
 	     

  (4.55)
Dann vereinfacht sich der MAP- zum Max-log-MAP-Algorithmus:
   
    	 
	 	  
          	                    
  	   
         	                     (4.56)
Hierzu werden alle in (4.43) berechneten Wahrscheinlichkeiten logarithmiert:
    
	            	     (4.57)
             (4.58)
                   (4.59)
Die Berechnung dieser Werte vereinfacht sich durch die Logarithmierung wie folgt:
                                 (4.60)




       (4.61)
Die Exponentialfunktion entfällt hier also, dies reduziert die benötigte Wortlän-
ge bei einer Implementierung erheblich. Die Wahrscheinlichkeiten
    	    und
     werden mit
               (4.62)
       (4.63)
folgendermaßen berechnet:
                 (4.64)
  	         	                !    (4.65)
Dafür muss erst
            	                  	     !	  	                  	                     	      (4.66)
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und dann
      	        ! 	 
	        	                (4.67)
berechnet werden, wobei   und
 
 die beiden möglichen Vorgängerzustände von   
sind. Man erkennt, dass durch die Approximation der Algorithmus hauptsächlich
auf Additionen und Maximum-Funktionen reduziert wird. Allerdings bewirkt die
Approximation des Logarithmus auch, dass die Entscheidungen nicht mehr optimal
sind und damit die Bitfehlerrate schlechter wird, wie in Kapitel 6 gezeigt wird. Da
der Verlust aber nicht besonders groß gegenüber dem optimalen MAP-Algorithmus
ist, die Implementierung aber sehr viel einfacher, wird normalerweise der Max-log-
oder Log-MAP-Algorithmus implementiert. Wie sich in Abschnitt 6.3.4 zeigt, hat
die Logarithmierung auch den Vorteil, dass die Wortlänge des      und auch
der internen Variablen für eine Implementierung sehr viel günstiger zu realisieren
sind als bei dem optimalen MAP-Algorithmus. Ein weiterer Vorteil ist, dass eine
Schätzung des SNR bei dem Max-log-Algorithmus nicht mehr gebraucht wird und
auch beim Log-MAP-Algorithmus nicht immer sinnvoll ist, wie in [170] gezeigt
wurde.
Eine parallele Implementierung ist aufgrund des hohen Rechenaufwands sinnvoll.
Es können zunächst die Berechnungen der Übergangswahrscheinlichkeiten
     
für jeden möglichen Übergang parallel durchgeführt werden. Die rekursive Be-
rechnung von
         kann auch zum Teil parallelisiert werden, wie beispielhaft in
Bild 4.7 aufgezeigt [165]. Dieses Berechnungsschema basiert auf dem in Bild 4.4
gezeigten Trellisdiagramm mit
    Zuständen. Zunächst werden die        
für alle Zustände   
           parallel berechnet. Dann wird das Maximum
der
        bestimmt und dieses Maximum von jedem         als Normierung  
subtrahiert. Es ergeben sich damit gleichzeitig alle
         , die dann im nächsten
Schritt wieder zur Berechnung der
    	 	      verwendet werden. Die Berechnung
der
       kann sehr ähnlich erfolgen. Aufgrund der Normierung mit   können al-
lerdings erst nach Berechnung aller
         die Berechnungen der        beginnen.
Eine weitere Möglichkeit der Parallelisierung liegt in dem Ablauf der Turbode-
codierung [103]. Legt man die maximale Anzahl an Iterationen
 
fest und geht
man von einer stetigen Übertragung der Daten aus, so kann man die Turbodeco-
dierung wie folgt beschleunigen: Ein Turbodecoder Dec   enthält zwei komplette
MAP-Decoder mit den entsprechenden Rückkopplungen und Ausgängen wie in
Bild 4.5. Die jeweiligen Ein- und Ausgänge bestehen aus   

    , der Empfangs-



























































































Bild 4.7 Berechnung der Wahrscheinlichkeiten   *   
Decoder werden
 
-mal wie in Bild 4.8 seriell implementiert. Im ersten Schritt führt
Dec
	
die erste Iteration des ersten empfangenen Codeblocks durch und gibt am
Ende die Ergebnisse für die nächste Iteration und den empfangenen Bitblock an
Dec  weiter. Im zweiten Schritt führt Dec  die zweite Iteration des ersten Code-
blocks und Dec
	
die erste Iteration des zweiten empfangenen Codeblocks durch.
Es können also mehrere Codeblöcke parallel decodiert werden. Block Dec

führt
die letzte Iteration durch und gibt dann die Schätzungen
 
   aus. Zur Implementie-


































Bild 4.8 Pipeline-Struktur für Turbodecodierung
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4.3 Zusammenfassung
In diesem Kapitel wurde das Prinzip der Turbocodierung erläutert. Die in der UTRA-
Luftschnittstelle verwendeten Turboencoder bestehen aus zwei RSC-Encodern, die
parallel angeordnet sind und zwischen denen ein Interleaver geschaltet ist. Es wur-
de gezeigt, dass bei der Verwendung von RSC-Codes dieselbe Menge an Code-
folgen erzeugt wird, wie bei nicht rekursiven, nicht systematischen Faltungscodes
mit denselben Generatorpolynomen. Der Turbodecoder besteht aus zwei MAP-
Decodern zwischen denen Softdecision-Information ausgetauscht wird. Der MAP-
Algorithmus und vereinfachte Varianten wie den Log-MAP- und den Max-log-
MAP-Algorithmus wurden genauer beschrieben. In Kapitel 6 wird gezeigt, wie die-
ser Algorithmus auch zur Entzerrung und Faltungsdecodierung in GSM verwendet
werden kann. Es wurden außerdem Vorschläge zur Parallelisierung der Berechnun-
gen innerhalb des Max-log-MAP-Algorithmus gemacht.
5 Software Radio Sender
In Kapitel 3 wurden die verschiedenen einzubeziehenden Standards betrachtet. Nun
soll aufgezeigt werden, wie für diese 2G- und 3G-Systeme eine gemeinsame, pa-
rametrisierte und damit flexible Kanalencodierung und Modulation aufgebaut wer-
den kann. Hierbei soll vor allem das Ziel verfolgt werden, möglichst Redundanz
zu vermeiden und so viele Funktionsblöcke wie möglich für eine gemeinsame Be-
nutzung aufzubauen. Andererseits soll die Funktionalität der Basisbandblöcke auf
die in Kapitel 3 aufgeführten Systeme eingeschränkt werden. Das bedeutet, dass
zum Beispiel keine in diesen Systemen nicht verwendeten Verfahren implementiert
werden sollen. Entsprechend werden auch die implementierten Verfahren einge-
schränkt, zum Beispiel wird die Gedächtnislänge der Faltungsencoder auf die maxi-
male Länge der in den Systemen vorkommenden Faltungscodierungen beschränkt.
Dies bedeutet zwar einerseits eine mögliche Einschränkung der Einbeziehung zu-
künftiger Systeme, andererseits reduziert dieses Vorgehen den Hardware-Aufwand
auf das für diese Systeme notwendige Maß.
5.1 Gemeinsame Kanalencodierung
Die Kanalcodierung besteht hauptsächlich aus systematischen Blockcodes und Fal-
tungscodes kombiniert mit Interleavern. Die Faltungscodes wurden schon in Kapi-
tel 4 beschrieben und die spezielle Form der RSC-Codes, die in Turbo-Encodern
eingesetzt werden, erläutert. Daher werden zunächst zyklische Blockcodes beschrie-
ben.
5.1.1 Zyklische Blockcodes
In den hier betrachteten Mobilfunksystemen werden ausschließlich binäre, zykli-
sche, systematische Blockcodes verwendet, da sich diese leicht mit einem Schie-
beregister implementieren lassen. Zyklische Blockcodes können ähnlich wie Fal-
tungscodes auch durch eine Polynomdarstellung beschrieben werden. Ein zykli-
scher Blockcode wird definiert durch die Länge
 
der Eingangsfolge    , die Länge
 
der Ausgangsfolge   und das verwendete Generatorpolynom
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Bild 5.1 Allgemeine Schieberegister-Realisierung von zyklischen, systematischen
Blockcodes
mit den Generatorpolynomenkoeffizienten   und dem Grad             
 
. Die Codierungsvorschrift kann wiederum mit der Polynomdarstellung beschrie-
ben werden. Aus algebraischen Gründen wird hier die binäre Eingangsfolge    in
eine andere Polynomdarstellung gebracht als bei den Faltungscodes:
 
      		

   
    
	               (5.2)
Zyklische, systematische Blockcodes ergeben Codefolgen   , die aus der Eingangs-
folge    und      Prüfbits    bestehen. Die Codefolge   in Polynomdarstellung
ergibt sich zu
       
		 
       	        		 
         	   (5.3)
                  (5.4)
Alle Codewörter sind dabei Vielfache der Generatorpolynome (vergleiche (4.4) bei
Faltungscodes)
              (5.5)
Damit gilt also
     
 
   
 
             (5.6)
     
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          (5.7)















Bild 5.2 Allgemeine Schieberegister-Realisierung zur Berechnung des Syndroms von
zyklischen Blockcodes
und die Prüfbitfolge ist der Rest bei der Division von




Generatorpolynom     :
 
    Rest                  (5.8)
Es kann gezeigt werden, dass die Berechnung der Prüfbits durch ein linear rückge-
koppeltes Schieberegister wie in Bild 5.1 realisiert werden kann [51]. Nacheinander
wird die Eingangsbitfolge                       eingeschoben, am Schluss
enthält das Register die Prüfbits    . Die häufigsten in den Standards verwendeten
Blockcodes sind CRC-Codes, deren Generatorpolynome aus dem Produkt eines
primitiven Polynoms mit
     
besteht [51]. Mit CRC-Codes können beson-
ders gut Bündelfehler erkannt werden. Die Blockcodes werden in den allermeisten
Fällen nicht zur Fehlerkorrektur sondern zur Fehlererkennung verwendet. Im Emp-




    Rest           (5.9)
berechnet. Ist das Syndrom gleich Null, liegt kein (erkennbarer) Fehler vor. Wurde

  
zwar verfälscht, aber stellt 
  
wiederum ein Codewort dar, so kann der
Fehler nicht erkannt werden. Die Realisierung der Syndromberechnung mit einem
Schieberegister zeigt Bild 5.2.
5.1.2 Parametrisierung
In diesem Abschnitt wird nun die Parametrisierung der Kanalcodierung genauer
erläutert. Zur Übersicht sind in Anhang D alle Parameter und als Beispiele die Pa-
rameterwerte für verschiedene Übertragungsmodis nochmals in einer Tabelle auf-
gelistet. Die in COSSAP realisierten Funktionsblöcke zeigt Bild 5.3 und heißen:
  MUXI























Zunächst wird in dem Multiplexer-Block MUXI für den speziellen Fall der Über-
tragung eines FACCH-Kanals in IS-136 das Anfügen des Color Codes der Län-
ge acht Bit durch den Parameter CCODE_Length_DATAinput berücksichtigt. Für
alle anderen Standards wird dieser Parameter auf Null gesetzt. Danach findet im
Funktionsblock SPLIT_CLASS die Aufspaltung in die verschiedenen Klassen I,
Ia und II statt. Entsprechend den Standards werden mit den Parametern N_Class_1,
N_Class_1a und N_Class_2 jeweils die Anzahl der Bits der Klassen eingestellt.
Dabei wird berücksichtigt, dass zum Beispiel bei der Sprachübertragung bei DECT
das X-Feld berechnet wird, sonst aber keine Kanalcodierung stattfindet. Daher wer-
den alle Bits als Klasse I Bits deklariert, die entsprechenden anderen Kanalcodie-
rungsblöcke aber abgeschaltet. Danach erfolgt im Funktionsblock CLASS_1_EN-
CODER die Berechnung der Prüfbits aus den Klasse Ia Bits. Im Falle von protec-
ted mode bei DECT werden hier die zusätzlichen Prüfbits erzeugt. Dabei ist vor
allem das verwendete Generatorpolynom als Parameter Cycl_Generator_Polyno-
mial einzustellen. Dies kann anhand der binären Darstellung oder innerhalb von
COSSAP anhand der dezimalen Darstellung durchgeführt werden. Die binäre Dar-
stellung des Polynoms aus (5.1) ist     
	      , die dezimale Darstellung ist
die Dezimalzahl, die mit diesem Binärwort dargestellt wird.
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Beispiel: Das Generatorpolynom für die Berechnung der Prüfbitfolge in GSM-
TCH/FR ist
             (5.10)
Die binäre Darstellung dieses Polynoms ist 1011, die Dezimalzahl 11.
Die Anzahl der Prüfbits entspricht dem Grad des Generatorpolynoms und wird
durch den Parameter Cycl_N_Checkbits angegeben. Im IS-95-Standard ist der An-
fangszustand des Schieberegisters nicht Null, sondern alle Registerzellen werden
auf eins gesetzt, dies wird durch einen Parameter Cycl_Start_State gesteuert. In
mehreren Standards werden die berechneten Prüfbits ganz oder teilweise invertiert
übertragen, hierfür muss ein weiterer Parameter Cycl_BitInversion eingeführt wer-
den.
Vor der Faltungscodierung werden Bits der Klasse I in manchen Übertragungsmo-
di (z.B. im GSM TCH/FS) umsortiert. Um die Umsortierung einzustellen, wird der
Parameter Sorter_OnOff verwendet. Danach werden die Tailbits zur Terminierung
des Faltungsencoders eingefügt. Im Falle vom FACCH-Kanal in IS-136 wird statt
Nullen der Color Code zur Terminierung verwendet. Dies wird mit dem Parameter
Conv_Tailbits_Value eingestellt. Die Anzahl der Tailbits entspricht der Gedächtnis-
länge des Faltungsencoders und damit dem maximalen Grad seiner Generatorpo-
lynome Conv_Max_Degree_Polynomials. In allen betrachteten Standards werden
maximal vier unterschiedliche Generatorpolynome verwendeten, die mit den Pa-
rametern Conv_Generator_Polynomial_i festgelegt werden. Findet keine Faltungs-
codierung statt (z.B. in DECT), werden alle Generatorpolynome auf Null gesetzt.
Aufgrund eines speziellen Falles beim GSM TCH/F2.4 Kanal muss außerdem die
Coderate durch einen weiteren Parameter Conv_Rate_1_over_x angegeben wer-
den, da dieser hier nicht der Anzahl der Generatorpolynome entspricht. Dort be-
trägt die Coderate
   "
, es werden aber nur drei verschiedene Generatorpolynome
verwendet. Die Blocklänge wird durch den Parameter Input_Frame_Length ange-
geben. Für die Turbodecodierung muss die Faltungsdecodierung rekursiv sein, der
Parameter Conv_Recursive wird dann auf eins gesetzt.
Für UMTS müssen gegebenenfalls mehrere solcher allgemeiner Kanalencoder par-
allel implementiert werden, wenn verschiedene Transportkanäle gleichzeitig über-
tragen werden sollen und eine serielle Verarbeitung nicht schnell genug ist. Diese
müssen dann natürlich nicht mehr die speziellen DECT-Blöcke enthalten.
Danach erfolgt eine Punktierung der kanalcodierten Bits. Hier gibt es bei den Sys-
temen der zweiten Generation feste Schemata, die mit fünf Parametern eingestellt
werden können. Bei UTRA dagegen ist die Punktierung (bzw. Bitwiederholung)
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mit einer Ratenanpassung an die erlaubten Übertragungsraten verknüpft. Diese
ist sehr flexibel gestaltet und wird durch höhere Schichten gesteuert. Da der Re-
chenaufwand nicht bedeutend ist, scheint es sinnvoll, die Verfahren ausnahmswei-
se parallel zu implementieren. Es folgt dann der binäre Verwürfler, der an dieser
Stelle nur in DECT gebraucht wird und für andere Systeme mit dem Parameter
DECT_Scrambler_OnOff ausgeschaltet wird. Genaueres über die Erzeugung der
Verwürfelungssequenz findet sich in [40].
Es folgt die X-Feld-Berechnung von DECT. Da dies im Falle des protected mode ei-
ne zusätzliche Blockcodierung mit dem Generatorpolynom X_Field_Generator_Po-
lynomial darstellt, ist sie an dieser Stelle zusätzlich eingefügt. Für alle anderen
Standards ist dieser Blockencoder ausgeschaltet. Für die Berechnung der Prüfbits
im X-Feld des DECT-Bursts wird je nach Burstlänge nur eine Auswahl an Bits aus
dem B-Feld verwendet. Daher muss dem Blockencoder ein Funktionsblock vor-
geschaltet werden, der gesteuert durch die zwei Parameter X_Field_Input_Length
und X_Field_Offset die entsprechenden Bits extrahiert.
Am Schluss werden gegebenenfalls das Z-Feld und die Klasse II-Bits angehängt.
Es folgt das Interleaving, das bei der Verwendung von Faltungscodes bei der Über-
tragung über Fast Fading Kanäle notwendig ist. Bei den 2G-Systemen sind für ver-
schiedenen Kanäle bestimmte Interleaving-Schemata z.T. in Tabellenform in den
Standards festgeschrieben und genau auf die Eingangsblocklänge angepasst. Für
diese Systeme eignet sich ein allgemeiner Interleaver, der eine Adressierer-Tabelle
einliest und entsprechend die Bits umsortiert. In UTRA wird der Interleaver an
die Eingangsblocklänge und die Interleavertiefe angepasst. Hier müssten zu vie-
le verschiedene Tabellen abgelegt werden, um alle möglichen Interleaver abzude-
cken. Daher wird hier bei der Initialisierung entsprechend den Eingangsgrößen die
Adressierer-Tabelle erzeugt.
Es folgt die Bildung eines Bursts bzw. Slots. Dazu werden die Pilot-, Trainings-
bzw. Synchronisationssequenzen, die kanalcodierten Informations- und Signalisie-
rungsdaten, Tailbits, Stealingbits usw. mit der entsprechenden Länge und in der
richtigen Reihenfolge zusammengefasst. Die Parametrisierung der Burstbildung er-
folgt daher nach folgendem Schema: Zum Einfügen z.B. der Trainingssequenzen
werden die Parameter Synch_Length, Synch_Position und Synch_DataSetNumber
verwendet. Mit Synch_DataSetNumber wird die abgelegte Trainingssequenz aus-
gelesen, mit Synch_Length wird die Länge angegeben und mit Synch_Position die
Position innerhalb des Bursts. Diese entspricht in einem normalen GSM-Burst der
Position 3, da vorher noch ein Block Datenbits und ein Block Stealingbits eingefügt
wird. Die Tailbits bestehen immer aus Nullen und werden daher nicht eingelesen
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sondern über Parametersteuerung eingefügt. Zu jedem logischen Datenblock eines
Bursts bzw. Blocks werden nun entsprechend Position und Länge angegeben.
5.2 Gemeinsame Modulation
Bevor die in den betrachteten Mobilfunksystemen verwendeten Modulationsfor-
men näher untersucht werden, werden die beiden grundsätzlichen Kriterien, nach
denen man digitale Modulationsverfahren unterscheidet, kurz erläutert [131]:
  Eine Modulationsart nennt man gedächtnisbehaftet, wenn die Abbildung ei-
nes Datenwortes auf eine bestimmte Wellenform von vorhergehenden Daten-
wörtern abhängt.
  Eine Modulationsart nennt man linear, wenn die Abbildung von Datenwör-
tern auf Wellenformen dem Superpositionsprinzip entspricht, d.h., wenn sich
das Gesamtsignal einer Datensequenz, bestehend aus mehreren Datenwör-
tern, als Summe der einzelnen Wellenformen zusammensetzt.
Bezüglich der in heutigen und zukünftigen Mobilfunkstandards verwendeten Mo-
dulationsarten kann man zwei verschiedene Typen unterscheiden: Einmal die Grup-
pe der Modulationen, die auf dem Prinzip des Phase Shift Keying (PSK) auf-
bauen. Dazu gehört auch die Spezialform 
  
-DQPSK (Differential Quarterna-
ry Phase Shift Keying), die in den Standards IS-136 und PDC verwendet wird.
Auch in CDMA-Systemen wie IS-95 und UMTS werden typischerweise PSK-
Modulationen verwendet. PSK-Modulationen lassen sich, genauso wie QAM-Mo-
dulationen, mit einem linearen I/Q-Modulator realisieren.
Zum Zweiten wird in den europäischen Systemen der zweiten Generation, GSM
und DECT, die Modulationsart GMSK (Gaussian Minimum Shift Keying) verwen-
det. GMSK ist eine spezielle Art des Frequency Shift Keying (FSK) und nichtli-
near. Da der Hardware-Aufwand für die Modulation unerheblich ist, wäre hier die
einfachste Möglichkeit zwei Modulatoren parallel zu implementieren. Dies wider-
spricht aber dem verfolgten Software Radio Ansatz und daher wurde eine gemein-
same Modulatorstruktur entwickelt. In den nächsten Abschnitten werden die bei-
den Modulationsarten genauer beschrieben und danach der gemeinsame Modulator
vorgestellt.
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5.2.1 PSK-Modulationsverfahren
Die komplexe Einhüllende eines PSK-modulierten Signals wird dargestellt als
 PSK
 %   	
 
 





       %    
mit den komplexen Symbolen
    	     , der Impulsantwort des Sendefilters    %  und der Symboldauer  . Da sich das Gesamtsignal aus der Summe der ein-
zelnen Wellenformen ergibt, handelt es sich hier um eine lineare Modulationsart.





                           (5.12)
dabei werden jeweils
   Bits zu einem Datenwort zusammengefasst. Zu be-
achten ist, dass in (5.11) der Impulsformer     %  in nichtkausaler Form steht. Geht
man von einem zeitlich begrenzten Impulsformer    &%  aus, so ist dieser ungleich
Null im Intervall                und sonst Null, hat also die Länge     .
Somit beeinflusst das Symbol
  das Modulationssignal schon ab dem Zeitpunkt%         $  . Als Impulsformfilter werden in praktischen Anwendungen
Cosinus-roll-off-Filter eingesetzt. Bei einer Matched-Filterung wird dieser Impuls
auf Sende- und Empfangsfilter aufgeteilt, wodurch sich eine Wurzel-Cosinus-roll-
off-Filterung ergibt [86]:
   &%      
	          	   2          	         	     	 (5.13)
mit dem Roll-off-Faktor   . Diese Filter müssen bei einer Realisierung auf die Län-
ge     begrenzt werden. Das Impulsformfilter, das sich aus der Faltung des Sende-
und Empfangsfilters ergibt, erfüllt die erste Nyquistbedingung:
   &%    &%      für %  
für
%            (5.14)
Es unterdrückt somit Intersymbol-Interferenz, d.h. bei Abtastung des Signals zu
den idealen Abtastzeitpunkten
%    ergeben sich bei einem idealen Kanal genau
die Symbolwerte
  ohne Beeinflussung durch benachbarte Symbole. Gleichzeitig
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bewirken diese Impulsformer eine erhebliche Bandbreitenreduzierung gegenüber
der harten Phasenumtastung. Abhängig vom Wert des Roll-off-Faktors   ist die
Breite der horizontalen Augenöffnung, die ein Maß für die Empfindlichkeit gegen-
über Synchronisations- bzw. Jitterfehlern ist. Diese Filter ergeben starke Amplitu-
denschwankungen des Übertragungssignals, die wiederum nichtlineare Verzerrun-
gen bei der Verstärkung mit nichtlinearer Verstärkerkennlinie bewirken. Die nicht-
linearen Verzerrungen äußern sich durch eine Verbreiterung des Spektrums [96].
Differentielle PSK-Modulation
Da im Falle der PSK immer die absoluten Phasen detektiert werden müssen, wird
oft stattdessen die gedächtnisbehaftete DPSK (Differentielle PSK) verwendet. Hier
ergibt sich die Phase der übertragenen Symbole wie folgt:
       	      (5.15)
mit
      

                           (5.16)
Die Information liegt hier also nicht in der Absolutphase des Signals, sondern in
der Differenzphase zweier aufeinanderfolgender Symbole. Das bedeutet allerdings,
dass durch ein einzelnes falsch detektiertes Symbol zwei aufeinanderfolgende Da-
tenwörter verfälscht werden. Das

-te Datenwort wird mit der Differenzphase zwi-
schen dem









Bild 5.4 Signalraumdiagramm der  -DQPSK





     , die zuerst in [18] vorgeschlagen wurde, ergeben sich
die Differenzphasen zu
                       + (5.17)
Jeweils zwei Bits werden folgendermaßen den Symbolen zugeordnet:






 +    
1 0    
1 1  +    
Dies ergibt das Signalraumdiagramm in Bild 5.4, das insgesamt acht verschiedene
Phasenzustände aufweist. Hier wird zwischen zwei Signalräumen mit jeweils vier
Phasenzuständen gewechselt. Dies verhindert Phasensprünge um  und verringert
dadurch erheblich die Amplitudenschwankungen des Signals und damit die schon
erwähnte spektrale Verbreiterung [14, 46, 106].
5.2.2 GMSK- und GFSK-Modulation
Die GMSK-Modulation entstammt dem Minimum Shift Keying (MSK)[125], einer
2-wertigen FSK-Modulation mit dem Modulationsindex       . Die GMSK wur-
de zum ersten Mal in [123] vorgeschlagen und diskutiert. Der Modulationsindex
von       ist der kleinste Index, mit dem man orthogonale Wellenformen er-
hält. Eine Verallgemeinerung ist die GFSK-Modulation (Gaussian Frequency Shift
Keying), bei der der Modulationsindex von       abweichen kann. Diese Mo-
dulationsarten gehören zu der Klasse der Continuous-Phase-Modulationen (CPM),
deren Merkmale ein stetiger Phasenverlauf und eine konstante Einhüllende sind.
Die komplexe Einhüllende eines GFSK-Signals ist wie folgt bestimmt
 GFSK
&%    	    
  	 
    	
 
         (5.18)
mit der Daten-Folge
            . Statt eines reinen Rechteckimpulses wie bei
der MSK, wird hier der Frequenzimpuls
 &%         	  %     Gauß  %  (5.19)














Bild 5.5 Gaußimpuls in Abhängigkeit vom Zeit-Bandbreite-Produkt  
benutzt, dabei ist   Gauß  %  der bekannte Gaußimpuls  Gauß &%             	       %      (5.20)
  ist die 3dB-Bandbreite des Gaußimpulses. Für verschiedene Zeit-Bandbreite-
produkte    sind in Bild 5.5 die Frequenzimpulse aufgezeigt. Je geringer   
und damit die Bandbreitenreduktion ist, desto breiter ist dafür der Frequenzimpuls,





[48] und (5.19) wird wieder zum Rechteckimpuls. Im
GSM-System wurde       + gewählt, was zu einer guten Bandbreitenredukti-
on, aber zu ISI führt, welche im Empfänger durch Entzerrer ausgeglichen werden
muss. Da durch den Mehrwegekanal zusätzliche ISI auftritt und im Empfänger da-
für sowieso ein Entzerrung eingesetzt wird (siehe Kapitel 6), kann dies in Kauf
genommen werden. Bei DECT wurde dagegen        gewählt, dies erzeugt
eine geringere Bandbreitenreduktion, aber vernachlässigbare ISI, so dass es keinen
Mehraufwand im Empfänger gibt. Die entsprechenden Leistungsdichtespektren ei-
nes GMSK-Signals in Abhängigkeit von    sind in Bild 5.6 dargestellt. Der Gau-
ßimpuls wird zur Realisierung mit einem FIR-Filter auf die Länge 
  gekürzt
und kausalisiert.1 Die Phasenantwort eines Bits ist definiert als
  %   	

      (5.21)
1CPM-Signale werden in der Literatur kausalisiert dargestellt, da die Impulslänge  eine größere
Rolle spielt und eine allgemeine, nicht kausale Darstellung zu kompliziert würde.













































Bild 5.7 Phasenantwort    , GMSK mit     ,   	

Die Phasenantworten  &%  einer GMSK mit       + und der MSK sind in
Bild 5.7 dargestellt. Für
%  
  beträgt   %      . Mit   %  kann  GFSK &% 
dargestellt werden als
 GFSK
&%    	    
  	 
    &%     (5.22)
Hier beeinflusst aufgrund der Kausalisierung des Frequenzimpulses das Datenbit  das Gesamtsignal erst ab dem Zeitpunkt %    . Das  -te Symbol   be-









Bild 5.8 Signalraumdiagramm MSK/GMSK






Bild 5.9 Modulator für GMSK
wirkt insgesamt eine Phasenänderung von     , welche zu den Phasenänderun-
gen der vergangenen Symbole hinzuaddiert wird. Damit ist klar, dass es sich hier
im Allgemeinen um nichtlineare, gedächtnisbehaftete Modulationen handelt. Eine
Ausnahme macht dabei MSK, wie wir später sehen werden, diese ist eine linea-
re Modulationsart. Bei der MSK-Modulation dreht sich der Signalzeiger innerhalb
einer Symboldauer exakt um
     , dies ist in Bild 5.8 dargestellt. Der Phasen-
verlauf der GMSK ist dagegen abgerundet, d.h. der Signalzeiger dreht sich, vor
allem bei alternierenden Datenfolgen, nicht mehr um ganze      während einer
Symboldauer.
Basierend auf der Darstellung der komplexen Einhüllenden eines GFSK-modu-
lierten Signals (5.18), wird ein GMSK-Modulator normalerweise wie in Bild 5.9
implementiert [63, 105]. Dieser GMSK-Modulator ist schwer mit einem linearen
I/Q-Modulator, wie er für PSK- und QAM-Modulationen verwendet wird, zu ver-
einheitlichen. Im nächsten Abschnitt wird daher eine Linearisierung der GMSK
vorgestellt, mit deren Hilfe eine gemeinsame Modulator-Struktur erreicht werden
kann.
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5.2.3 Linearisierung der GMSK
Nach [81, 101] kann die komplexe Einhüllende 
&% 
eines CPM-Signals auch durch
Superposition von
       	 Elementarimpulsen    (  
 ist die Länge des
Gaußimpulses aus Abschnitt 5.2.2) gebildet werden (siehe Anhang B):
 GFSK







 	    
         &%     (5.23)
mit
















  	                
Die Bitfolge      	         	 entspricht der binären Darstellung des Indexes  .
Die Repräsentation eines GFSK-Signals in (5.23) kann für alle CPM-Signale ge-
nutzt werden. Zum Beispiel ist die MSK ein Spezialfall mit 
    :
 MSK
 %   	
 







     MSK  %     (5.24)
Der Hauptimpuls der MSK ist
    MSK &%  	  2   %       %    sonst (5.25)
Die Symbole















        	 (5.27)
sind abwechselnd rein reell und rein imaginär (siehe auch Bild 5.8). Aus der Glei-
chung (5.24) ist nun eindeutig die Linearität der MSK zu erkennen. Zu beachten ist,
dass dies die kausale Form der MSK ist, wodurch sich eine etwas andere Darstel-
lung ergibt als z.B. in [86]. Die Darstellung der MSK kann auch als Offset QPSK
Modulation interpretiert werden. Dies wurde zuerst in [57] nachgewiesen.










Bild 5.10 Die Elementarimpulse   ,   und    für      ,     

Für GMSK wird die Länge des Frequenzimpulses aus (5.19) normalerweise auf 
    festgelegt und die exakte Superposition (5.23) enthält       Elemen-
tarimpulse, so dass die komplexe Einhüllende eines GMSK-modulierten Signals
exakt auch wie folgt dargestellt werden kann:
 GMSK


























 	               &%    
  lin  %    nl &%  (5.28)
Das bedeutet, dass 
&% 
aus einem linearen  lin
&% 
und einem nicht linearen Teil
 nl
 % 
besteht [164]. In Bild 5.10 sind die beiden Elementarimpulse     %  und   	 &% 
für die GMSK mit       + dargestellt. Wie in Anhang B in B.14 gezeigt wird,
hat für  
    der Hauptimpuls     %  die Länge   und   	  %  die Länge +  . Da   99% der gesamten Signalenergie enthält, ist die folgende lineare Approximation
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naheliegend:
 GMSK
&%  	  lin &%   	 
       &%     (5.29)
Die Symbole
  sind hier dieselben wie bei der MSK, siehe Gleichung (5.26).
Das bedeutet die Symbole
  , die durch den akkumulierten Datenstrom    be-
stimmt werden, werden nur mit dem Elementarimpuls    geformt. Wichtig ist
diese Approximation eines GMSK-Signals auch für den Entwurf von Entzerrer-
Algorithmen im Empfänger (siehe Kapitel 6.3).
Auswirkungen der Linearisierung der GMSK
Die Approximation der GMSK in (5.29) bewirkt unter anderem, dass die komplexe
Einhüllende nicht mehr exakt konstant ist (siehe Bild 5.11). Man kann hier auch
erkennen, dass die Linearisierung bei        weniger Fluktuationen bewirkt
als bei       + . Dies liegt daran, dass die bei DECT benutzte GMSK schon
fast linear ist und dadurch bei der Linearisierung nicht viel geändert wird. Gerade
die konstante Einhüllende macht die GMSK aber für den Mobilfunk attraktiv, da
so problemlos leistungseffiziente C-Verstärker benutzt werden können und keine
Intermodulationsprodukte entstehen.
Es sollen nun die Auswirkungen der Amplitudenschwankungen der linearisierten
GMSK durch die Leistungsverstärkung untersucht werden. In [96] wurden die von








- 1,0 0,0 1,0
Bild 5.11 Komplexe Einhüllende der linearisierten GMSK
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Bild 5.12 Modell für AM/AM-Verstärkerkennlinie eines GaAs FET
[139] vorgeschlagenen AM/AM- und AM/PM-Modelle für Röhren-Verstärker in
Satellitentranspondern verwendet. Diese Modelle bilden die in Mobilfunkgeräten
verwendeten Halbleiter-Leistungsverstärker nur unzureichend nach. Daher wird
hier ein anderes Modell aus [56] verwendet, das gute Übereinstimmungen mit Mes-
sungen an realen GaAs FET (Gallium Arsenide Field Effect Transistor) Leistungs-
verstärkern aufweist. Die komplexe Einhüllende des Sendesignals kann allgemein
wie folgt dargestellt werden

 %    &%        	   (5.30)
Durch die Leistungsverstärkung mit einer nichtlinearen Verstärkerkennlinie erge-
ben sich Veränderungen der Amplitude
  % 
und der Phase 
 % 
des Eingangssig-
nals. Das Ausgangssignal wird mit
  %      &%           	  	    	   (5.31)
modelliert. Die Funktion    &%   stellt die AM/AM-Verstärkerkennlinie dar. Die
Phasenverzerrungen sind amplitudenabhängig und werden durch
   &%   beschrie-
ben. Die für diese Funktionen in [56] vorgeschlagene Vier-Parameter-Formeln sind
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   &%     	   %  
    
 
 &%           %  (5.32)    %     	  &%   
     
 &%         &%   (5.33)
Die Parameter wurden in [56] durch Messungen an realen Verstärkern und Anglei-
chung an die Kennlinien bestimmt und sind in Tabelle 5.1 angegeben. Die normierte
AM/AM-Kennlinie zeigt Bild 5.12. In Bild 5.13 werden die Leistungsdichtespek-
tren (LDS) von Signalen mit der GSM-Symbolrate, moduliert mit der exakten bzw.
mit der linearisierten GMSK, verglichen. Ohne eine nichtlineare Verstärkung hält
das LDS der linearisierten GMSK den von dem Standard in [44] vorgegebenen
Verlauf eher besser ein, als das LDS der exakten GMSK. Mit dem C-Verstärker er-
gibt sich dagegen im Bereich um   +  kHz vom Träger eine starke Annäherung an
die GSM Vorgabe, diese wird aber noch eingehalten. Da in einem Software Radio
der Endverstärker aber auch den hohen Ansprüchen der 
 
-DQPSK und QPSK
Bild 5.13 Vergleich der Leistungsdichtespektren der GMSK, der linearisierten GMSK
mit und ohne Leistungsverstärkung und der GSM-Maske
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  	       "    	     ""               +        "  
 
 "                  
                     +
Tabelle 5.1 Werte der   und  nach [Gho91]
genügen muss, stellt die GMSK-Approximation in der Praxis keinen Effizienzver-
lust dar. Bei eher linearen Kennlinien dürfte das LDS der linearisierten GMSK die
GSM-Anforderungen besser erfüllen.
Betrachtet werden muss auch die Bitfehlerrate bei Benutzung einer linearisierten
GMSK. Diese hängt natürlich stark von den Empfängeralgorithmen bzw. dem Ka-
nal ab und wird daher in Kapitel 6 diskutiert.
5.2.4 Parametrisierung
Mit der Approximation der GMSK lassen sich mit demselben linearen I/Q-Mo-
dulator PSK-Signale und GMSK-Signale bilden. Der gemeinsame Modulator für
die Standards UTRA-FDD, GSM, DECT und IS-54 ist in Bild 5.14 aufgezeigt
[163, 166]. Dieser Modulator ist erweiterbar für UTRA-TDD und cdma2000, auf-
grund der Übersichtlichkeit, wurden hier aber nur die vier wichtigsten Standards
ausgewählt. Im Falle des UTRA-FDD wird der Modulator für den Uplink mitein-
bezogen, da hier ausschließlich Mobilfunkgeräte, keine Basisstationen, betrachtet
werden. Anzumerken ist noch, dass im GSM-System eine differentielle Vorcodie-
rung vorgenommen wird. Die binären Bits           werden wie folgt codiert:
        	      (5.34)
Hier stellt  die binäre Addition in GF(2) dar. Die Initialisierung mit  	   
ergibt sich bei GSM aus den Dummybits, die vor dem ersten verwertbaren Bit
während der Anfangsphase eines GSM-Bursts gesendet werden [41]. Die Auswir-
kungen dieser Vorcodierung werden im Zusammenhang mit der Demodulation in
Kapitel 6 diskutiert.
Der Funktionsblock Precoder wird durch die Parameter BurstLength und Preco-
der_On_Off eingestellt. Der Parameter BurstLength wird für die erwähnte Initia-
lisierung gebraucht, mit Precoder_On_Off lässt sich die Vorcodierung abschalten,
da alle anderen Systeme keine Vorcodierung verwenden.
Danach erfolgt die Umwandlung in ein NRZ(No Return to Zero)-Signal durch den








C , BT =0.50





































Bild 5.14 Gemeinsamer I/Q-Modulator für UTRA-FDD, GSM, DECT und IS-54
ModulationNumber Modulation Mode
1 GMSK
2    -DQPSK
3 QPSK
4 dual QPSK
Tabelle 5.2 Parameter für MBIT2Symbol
Funktionsblock NRZ. Im Falle von GSM entsprechend         (5.35)
Der Parameter NRZ_On_Off kontrolliert den Funktionsblock: Wird NRZ_On_Off
auf eins gesetzt wird ein Bit    in eine 1 umgewandelt und     in eine    .
NRZ_On_Off     bewirkt eine umgekehrte Umwandlung und NRZ_On_Off  
bedeutet keine Umwandlung.
Im anschließenden Funktionsblock MBIT2Symbol erfolgt die Umsetzung in die
komplexen Symbole
  . Die Modulationsart wird mit dem Parameter Modulation-
Number ausgewählt, dessen Werte in Tabelle 5.2 gezeigt werden. Für GMSK wer-
den die
  entsprechend (5.26) gebildet, für    -DQPSK entsprechend (5.11) und
(5.15). Da einige der Modulationsarten ein Gedächtnis haben, muss ein Startpunkt
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Filter_Number Filter
1 Hauptimpuls für lin. approx. GMSK mit     

2 Wurzel-Cosinus-roll-off-Filter mit Rolloff-Faktor    
 
3 Hauptimpuls für lin. approx. GMSK mit     
4 Wurzel-Cosinus-roll-off-Filter mit Rolloff-Faktor    
5 Wurzel-Cosinus-roll-off-Filter mit Rolloff-Faktor    
Tabelle 5.3 Impulsformfilter
definiert werden. Daher wird auch in diesem Modell der Parameter BurstLength
verwendet. Im Falle von UTRA-FDD (Uplink) erfolgt die Übertragung der Kon-
trolldaten des DPCCH-Kanals in dem Q-Zweig und die der Informationsdaten des
ersten DPDCH-Kanals (DPDCH 	 ) in dem I-Zweig. Diese Modulation kann als
duale QPSK angesehen werden, die eine Umwandlung von seriell zu parallel durch-
führt, indem I_Length Bits in den I-Zweig und Q_Length Bits in den Q-Zweig ge-
leitet werden. Diese Parameter werden für die anderen Systeme nicht verwendet.
Es gibt bei UTRA-FDD im Uplink auch die Möglichkeit, weitere DPDCH-Kanäle
auf I- und Q-Zweig zu übertragen (siehe Abschnitt 3.6.2), diese DPDCH-Kanäle
sind in Bild 5.14 gestrichelt angedeutet, da sie nur mit dem Spreizfaktor
      
möglich sind.
Für das CDMA-System UTRA-FDD wird im nächsten Schritt die Spreizung durch-
geführt. Diese Funktion wird durch den Parameter Spreadingfactor gesteuert. Die
Spreizsequenzen sind gespeichert und können anhand der Sequenznummer ausge-
wählt werden. Wird Spreadingfactor    gesetzt, findet keine Spreizung statt. Die




 und das komplexe Scrambling wird auch nur im Falle von UTRA-FDD
durchgeführt.
Es folgt die komplexe Impulsfilterung, bei der verschiedene FIR-Filter durch den
Parameter Filter_Number ausgewählt werden können (siehe Tabelle 5.3). Im Falle
von GMSK wird hier der Hauptimpuls    verwendet, im Falle von PSK-Modula-
tionen Wurzel-Cosinus-roll-off-Filter nach (5.13).
Tabelle 5.4 fasst die Parameter-Werte für verschiedene Systeme zusammen. Für
UTRA-FDD unterscheidet sich die Burstlänge in Abhängigkeit von dem verwende-
ten Spreizfaktor. Beispielhaft wurde hier der Fall Spreadingfactor_I    in der Ta-
belle aufgeführt. Der DPCCH wird dagegen immer mit Spreadingfactor_Q    "
gespreizt.
Um in diesen Sender zum Beispiel auch UTRA-TDD zu integrieren, muss eine an-
dere Modulation im Block MBIT2Symbol entsprechend der Tabelle 3.1 realisiert
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GSM DECT IS-136 UTRA-FDD
BurstLength 148 424 312 330
Precoder_On_Off 1 0 0 0
NRZ_On_Off 1 -1 1 -1
ModulationNumber 1 1 2 4
Spreadingfactor_I 1 1 1 8
Spreadingfactor_Q 1 1 1 256
Filter_Number 1 3 2 5
I_Length - - - 320
Q_Length - - - 10
Tabelle 5.4 Parametereinstellungen des Modulators für verschiedene Systeme
werden. Außerdem werden andere Scramblingcodes verwendet und die komplexe
Midamble muss am Schluss noch eingefügt werden.
Soll dagegen auch der IS-95-Standard integriert werden, so ist der Modulator noch
zu erweitern, unter anderem muss die orthogonale Modulation, die in Abschnitt 3.5
beschrieben wurde, realisiert werden. Wie schon erwähnt, reicht dagegen die Spei-
cherung der OVSF-Codes aus, da durch Bitreversal die Nummerierung der OVSF-
Codes in die der Walsh-Codes überführt werden kann und umgekehrt. Bei der Er-
zeugung der Long-Codes ist im IS-95-Standard ein Schieberegister angegeben, das
eine Form wie in Bild 5.15 dargestellt aufweist. In UTRA-FDD wird dagegen zur
Erzeugung der Scramblingcodes ein Schieberegister der Form wie in Bild 5.16 ver-
wendet. Um eine gemeinsame Implementierung zu erhalten, ist es möglich statt
dieser Schieberegisterform eine modifizierte Form zu verwenden, die der des IS-
95-Standards entspricht [109]. Die modifizierte Form ist in Bild 5.17 aufgezeigt
und ergibt dieselbe Codefolge wie Bild 5.16, durchläuft aber andere Registerzu-
stände. Bei einer allgemeinen Implementierung lässt sich somit durch Parametri-
sierung die entsprechende Codefolge mit derselben Schieberegisterform erzeugen.
Die Wahl der Schieberegisterform aus Bild 5.17 ist sinnvoll, da nur so die Erzeu-
gung des Long-Codes für jeden Teilnehmer individuell durch binäre Addition der
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Bild 5.16 Schieberegister zur Erzeugung der Scramblingcodes für UTRA-FDD
17 13 11 8 0
17 11 0 c
scr
Bild 5.17 Modifiziertes Schieberegister zur Erzeugung der Scramblingcodes für
UTRA-FDD
5.3 Zusammenfassung
In diesem Kapitel wurde gezeigt, wie eine gemeinsame Kanalencodierung und eine
gemeinsame Modulation durch Parametrisierung aufgebaut werden kann. Die Ka-
nalencodierung besteht aus zyklischen Blockcodes und Faltungscodes, die RSC-
Codes oder gewöhnliche nichtrekursive, nichtsystematische Faltungsencoder sein
können. Beschrieben werden die Kanalcodierungsencoder durch die verwendeten
Generatorpolynome, Coderaten, Eingangsblocklängen usw. Ein gemeinsames In-
terleavingschema kann durch Adressspeicherungen aufgebaut werden. Ein gemein-
samer Modulator wird durch die Linearisierung der GMSK erreicht. Die Lineari-
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sierung der GMSK erzeugt Fluktuationen der (bei der exakten GMSK konstanten)
Einhüllenden. Doch auch für Verstärker mit nichtlinearen Kennlinien kann der von
GSM vorgegebene Spektralverlauf eingehalten werden.
6 Software Radio Empfänger
Auch im Empfänger soll möglichst eine gemeinsame Struktur für verschiedene Mo-
bilfunkstandards gefunden werden. Zuerst wird die gemeinsame Demodulation un-
terschiedlich modulierter Signale bei reinem AWGN-Kanal diskutiert. Es folgt eine
kurze Einführung in den Mobilfunkkanal mit Mehrwegeausbreitung und das ver-
wendete Kanalmodell, auf dem übliche Entzerrer-Algorithmen basieren. Danach
wird die Entzerrung von Signalen, die über einen zeitvarianten Mehrwegekanal ge-
sendet wurden, und die dazu benötigte Kanalschätzung diskutiert. Spezielle Soft-
ware Radio Lösungen, das heißt möglichst allgemeine, für verschiedene Systeme
verwendbare Software Funktionen werden vorgestellt.
6.1 Gemeinsame Demodulation
Im Empfänger wird zuerst synchronisiert, worauf hier nicht weiter eingegangen
werden soll. Es wird im Folgenden vorausgesetzt, dass der ideale Abtastzeitpunkt
und die Lage der Bits innerhalb eines Bursts bekannt sind. Geht man von einem
linearen Modulator nach (5.29) aus, so ist bei einem GMSK-Signal der ideale Ab-
tastzeitpunkt mit der maximalen Augenöffnung für das Symbol
  aufgrund der
Länge des Hauptpulses    von       bei %        . Das Empfangssignal
ergibt sich bei einem reinen AWGN-Kanal zu
  %    &%    &%    &%  (6.1)
mit dem Empfangsfilter   &%  und dem tiefpassbegrenzten Rauschen

 %   
Kanal
&%    &%   (6.2)
Hier stellt  Kanal
&% 
einen komplexen weißen Gaußschen Rauschprozess dar, mit
dem Leistungsdichtespektrum
            . Wie später diskutiert wird, ist es in
den meisten Fällen sinnvoller bei einer GMSK-Modulation keine Matched Filte-
rung durchzuführen, daher ist das Empfangsfilter hier entsprechend (5.13) aufzu-
fassen. Fasst man Sende- und Empfangsfilter zusammen, so erhält man
   &%      &%    &%   (6.3)
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Das Empfangssignal  &%  wird im Empfänger zu den Zeitpunkten %        
abgetastet
            	
 
                       (6.4)





                  









mit den Abtastwerten   des komplexen weißen, Gaußschen Rauschprozesses  &%  .
Der diskrete, tiefpassbegrenzte Prozess   hat die Varianz        . Real- und
Imaginärteil des Rauschprozesses   werden als unabhängig und mit gleicher Va-
rianz          angenommen. Man erkennt hier die durch die GMSK erzeugte
Intersymbol-Interferenz, die bewirkt, dass keine exakt rein reellen und rein ima-
ginären Symbole
  mehr detektiert werden. Auffällig ist auch, dass ein detek-
tiertes Symbol




   
beeinflusst wird. Wie stark die ISI ist, hängt direkt
vom Verlauf von    &%  und damit vom    -Faktor ab. Betrachtet werden hier zwei
unterschiedliche Möglichkeiten der Demodulation für GMSK: die kohärente und
die differentielle (und damit inkohärente) Demodulation. In [86] wird noch eine
weitere inkohärente Demodulation für CPM-Signale vorgestellt und zwar ein FM-
Demodulator, der auf der Interpretation der GMSK als FSK-Modulation beruht.
Dieser FM-Demodulator wird hier aber nicht weiter untersucht, da er für den Mo-
dulationsindex       im Falle der MSK die gleichen Fehlerraten ergibt, aber den
Nachteil hat, dass er nicht auch für PSK-Signale angewendet werden kann, wie es
bei dem differentiellen Demodulator der Fall ist.
Die kohärente Demodulation basiert auf der Information, dass bei der MSK ab-
wechselnd rein reelle und imaginäre Symbole
  gesendet werden. Ist die Absolut-
phase und damit die Information bekannt, in welchem Takt ein reelles und wann
ein imaginäres Symbol zu erwarten ist, kann in I- und Q-Zweig abwechselnd im
Takt von
 
abgetastet werden. Da bei der GMSK dieselben Symbole
  detektiert
werden, kann dies auch auf die GMSK angewendet werden. Ist zum Beispiel be-
kannt, dass
  ein reelles Symbol ist, so ergibt die Abtastung im I-Zweig bei der
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GMSK
                             	                          (6.5)
Es erfolgt also eine Projektion auf die reelle bzw. imaginäre Achse. Die ISI wird
teilweise unterdrückt und der Rauschanteil wird halbiert. Da später nur noch die
Differenzphase berechnet wird, kann hier in I-und Q-Zweig eine Vorzeichenent-
scheidung durchgeführt werden. Ohne Rauschstörung liegen dann näherungsweise,
wenn die ISI nicht zu groß ist, wie bei der MSK die Symbole
  an. Im ungestörten
Fall erhält man bei der MSK mit (5.26) durch folgende Multiplikation das gesen-
dete Datenbit:
           	           
	   
	       (6.6)
Das Vorzeichen des Imaginärteils von
   ergibt gerade
   . Fehler bei der ko-
härenten Detektion entstehen, wenn bei der Vorzeichenentscheidung z.B. statt auf
das Symbol
 
auf    geschlossen wird. Man erkennt, dass hier aufgrund der ge-
dächtnisbehafteten Modulation und durch die Achsenprojektion bei einer falschen
Symboldetektion immer zwei aufeinanderfolgende Datenbits
  verfälscht wer-
den. Allerdings kann gezeigt werden, dass hier im Fall von mehreren direkt aufein-
anderfolgenden Fehlern (Bündelfehler1) bei der Symboldetektion nur das erste und
das letzte zugehörige Datenbit verfälscht werden (siehe Tabelle 6.1).
Wurde im Sender eine differentielle Vorcodierung nach (5.34) durchgeführt, so
muss diese im Empfänger rückgängig gemacht werden. Nach der Umwandlung der
NRZ-Bitfolge
  in die binäre Folge   nach (5.35) ergeben sich die ursprünglichen
Datenbits   wie folgt
        	       (6.7)
Es kann gezeigt werden [173], dass durch die differentielle Vorcodierung die Ab-
hängigkeit eines Datenbits von zwei aufeinanderfolgenden Symbolen aufgehoben
wird. Vertauscht man die beiden Operationen Vorcodierung und NRZ-Wandlung,
so ergeben sich die
  aus (5.35) durch
         (6.8)
und anschließender Vorcodierung der NRZ-Bits          	   	      (6.9)
1Bündelfehler sind in der Literatur etwas allgemeiner definiert: Ein Bündelfehler kann auch nicht
verfälschte Bits enthalten [51]. Hier ist aber mit Bündelfehler nur eine Folge direkt aufeinanderfolgender
Fehler gemeint.
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Einzelfehler Bündelfehler
Datenbits   1 0 1 1 1 0 1 1 1 0 1 0
diff.vorcod. Bits   1 1 0 0 1 1 0 0 1 1 1
Symbole
  -1 -1 1 1 -1 -1 1 1 -1 -1 -1
Symbole
  1 -j -1 -j 1 -j -1 -j 1 -j -1 j
empf. Symbole
   1 -j 1 -j 1 -j 1 j -1 j -1 j
NRZ-Daten
   -1 1 -1 1 -1 1 1 1 -1 1 -1
diff.vorcod. Bits
 
  1 0 1 0 1 0 0 0 1 0 1
Datenbits
   1 0 0 1 1 0 0 0 0 1 1 0
Tabelle 6.1 Entstehung von Einzel- und Bündelfehler bei kohärenter Demodulation
mit differentieller Vorcodierung
Dies eingesetzt in (5.27) ergibt
          	         	      (6.10)
















	   	 (6.11)
    	 	     
	   	 (6.12)
Damit hängen also nur noch ein Datenbit   sowie die Initialisierungen bei der
Vorcodierung  
	 und der Anfangsphase  	 und ein Symbol   voneinander ab.
Damit werden Folgefehler vermieden, das heißt ein falsch detektiertes Symbol
  
erzeugt nur noch einen Bitfehler
   (siehe Tabelle 6.1). Dies ist allerdings auch bei
Bündelfehlern der Fall, so dass bei einem schlechten Kanal, der viele Bündelfehler
erzeugt, durch Vorcodierung eher mehr Bitfehler erzeugt werden (vergleiche
  
und
   in der rechten Spalte von Tabelle 6.1). Treten dagegen eher Einzelfehler
auf, so kann durch Vorcodierung die Bitfehlerrate verbessert werden, da statt zwei
nur ein Fehler aus einem falsch detektierten Symbol resultiert (siehe linke Spalte in
Tabelle 6.1). Statt der komplexen Multiplikation aus (6.6), einer Entscheidung über
die
  und damit über   und einer anschließenden Umkehrung der differentiellen
Vorcodierung nach (6.7) kann die Detektion wie folgt durchgeführt werden:
 
 
           

	 (6.13)
Von den   kann dann direkt auf die   durch (6.8) geschlossen werden. Es müssen
hierfür nur die Anfangswerte  	 und  
	 bekannt sein, nicht der direkte Vorgän-
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ger. Dies ist vor allem dann von Vorteil, wenn in einem GSM-Burst der zweite In-
formationsbitblock detektiert wird und die direkten Vorgängerwerte nicht bekannt
sind, da die Trainingssequenz nicht detektiert wird.
Die kohärente Demodulation ist nur möglich, wenn der Modulationsindex von vor-
neherein bekannt ist und kaum schwankt. Ist dies nicht der Fall, wie bei dem DECT-
System, oder ist die Synchronisation nicht ausreichend exakt, so bietet sich statt-
dessen die differentielle Demodulation an. Bei der differentiellen Demodulation
wird direkt die differentielle Phase zwischen den Abtastwerten
    berech-
net, also      
	 . Es ist klar, dass hier stärkere Störungen auftreten. Außerdem
macht hier die differentielle Vorcodierung keinen Sinn mehr, denn hier kann der
Fall auftreten, dass nur eine Differenz-Phase und damit nur ein NRZ-Datenbit
 
falsch detektiert wird. Durch die inverse Berechnung der differentiellen Decodie-
rung nach (6.7) ergibt sich dadurch aber eine ganze Folge falscher
   , die erst bei
dem nächsten falschen
   wieder abbricht (siehe die letzten beiden Zeilen in Ta-
belle 6.1).
Die differentielle Demodulation kann auch für differentielle PSK-Modulationen
angewendet werden. Da hier ISI-unterdrückende Filter eingesetzt werden, erhält
man verhältnismäßig gute Ergebnisse. Am idealen Zeitpunkt abgetastet erhält man
bei idealem Kanal wieder die Symbole aus (5.11) und kann damit
   wie folgt
berechnen:
         	 (6.14)  	       	      
	   	      
Das Symbol
   weist die gesuchte Differenzphase      auf, mit der das ge-
sendete Datenwort bestimmt werden kann. Die 4DPSK ist allerdings bei einem
AWGN-Kanal und bei einer Bitfehlerrate von
     
um ca. 2,3 dB schlechter als
die 4PSK [22]. Ist   das additive Gaußsche weiße Rauschen, abgetastet zum Zeit-
punkt
%    , so ergibt sich durch die Multiplikation in (6.14) bei einem AWGN-
Kanal
             	    	 
  	              
	   
	          	 (6.15)
Es kann hier also auf eine näherungsweise Verdoppelung des Rauschanteils ge-
schlossen werden. Bei einer PSK-Modulation, wie zum Beispiel im UTRA-System,
wird direkt von den entspreizten Symbolen
   auf das gesendete Bit geschlossen.
Im Downlink von UTRA-FDD werden zwei aufeinanderfolgende Bits seriell zu
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parallel gewandelt und dann auf I- und Q-Zweig übertragen. Im Empfänger wird
durch Vorzeichenentscheidungen im I- und Q-Zweig Schätzungen für   und   	 	
erlangt.
In Bild 6.1 werden verschiedene Bitfehlerkurven bei einem AWGN-Kanal und dif-
ferentieller Demodulation gezeigt. Gemeinsam haben hier alle Simulationen der
GMSK, dass lineare Modulatoren verwendet wurden und der Modulationsindex
fest bei 0,5 liegt. Die Einflüsse des    -Faktors, der Vorcodierung und des Emp-
fangsfilters können hier abgelesen werden. Eine differentielle Vorcodierung macht
bei differentieller Demodulation keinen Sinn, wie oben schon diskutiert. Auch ein
Bild 6.1 Bitfehlerraten für differentielle Demodulation bei GMSK und    -DQPSK,
AWGN-Kanal
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Matched Filter mit    -Charakteristik ist nicht sinnvoll, da dies nur noch mehr ISI
erzeugt. Ein Vergleich verschiedener Empfangsfilter   &%  bei der differentiellen
Demodulation zeigt, dass ein Wurzel-Cosinus-roll-off-Filter am günstigsten ist. Mit
diesem Empfangsfilter ergibt sich ein Unterschied von 3,7 dB für        und
      + bei differentieller Demodulation und bei einer Bitfehlerrate von +      .
Die starke ISI bei       + ergibt nur noch sehr geringe Phasendrehungen bei ab-
wechselnd gesendeten    und   , was bei der differentiellen Demodulation schnell
zu Fehlern führt. Bei        dagegen beeinflussen sich die gesendeten Bits
nicht so sehr, so dass die Phasendrehungen fast wie bei der MSK immer nähe-
Bild 6.2 Bitfehlerraten bei kohärenter Demodulation für unterschiedliche    -
Faktoren, AWGN-Kanal
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rungsweise 
 
entsprechen. Zum Vergleich sind außerdem die Bitfehlerraten für
die 
  
-DQPSK mit differentieller Demodulation aufgetragen. Im Vergleich zu
GMSK mit differentieller Demodulation sind die Ergebnisse besser.
Allerdings ergeben sich bei kohärenter Demodulation bei GMSK (siehe Bild 6.2)
dagegen bessere Bitfehlerraten als bei 
 
-DQPSK. Es ergibt sich ein Verlust von
1,8 dB im Vergleich zu der in GSM verwendeten Konstellation, dafür besitzt die
vierwertige 
 
-DQPSK (theoretisch) eine höhere Bandbreiteneffizienz [46, 62,
143]. Ob dies in der Praxis noch der Fall ist, hängt stark von der Verstärkerkenn-
linie ab. Vergleicht man die Kurven mit kohärentem Empfang ohne Vorcodierung
Bild 6.3 Bitfehlerraten für DECT mit unterschiedlichen Modulationsindizes   ,
AWGN-Kanal
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mit        und       + , so sieht man, dass hier der    -Faktor nur noch
einen geringen Einfluss hat (ca. 0,5 dB Unterschied). Durch die Vorcodierung er-
reicht man dann mit       + fast dieselben Ergebnisse wie mit        , trotz
der höheren Bandbreitenreduktion. Der Gewinn durch die kohärente gegenüber der
differentiellen Demodulation ist bei       + größer (8,4 dB) als bei        .
Werden außerdem noch eine Matched Filterung durchgeführt und ein Vorcodierer
wie im GSM-System verwendet, ergibt sich sogar ein Gewinn von 9 dB.
In Bild 6.3 sind Bitfehlerraten für DECT, d.h. ohne Precoder und für den Fall
       , bei einem AWGN-Kanal aufgezeigt. Im DECT-System ist der Mo-
dulationsindex   nur nominal auf den Wert 0,5 festgelegt. Erlaubte Abweichungen
liegen zwischen 0,35 und 0,7. Wie schon erwähnt kommt somit nur noch eine diffe-
rentielle Demodulation in Frage, die unabhängig vom Modulationsindex eingesetzt
werden kann. Wie für den Fall       in Bild 6.3 abgelesen werden kann, beträgt
der SNR-Verlust gegenüber der kohärenten Demodulation ca. 5,5 dB, wenn in bei-
den Fällen das optimale Empfangsfilter und ein linearer Modulator verwendet wird.
Aus Bild 6.3 kann außerdem abgelesen werden, dass bei       und differenti-
eller Demodulation die Verwendung eines linearen Modulators einen geringeren
Gewinn von 0,3 dB gegenüber dem nicht linearen Modulator ergibt.
Weiterhin wurde der Einfluss des Modulationsindexes untersucht. Man erkennt,
dass mit einem Modulationsindex von      das niedrigste SNR benötigt wird,
um die BER von      zu erreichen. Für      + hat man die schlechtes-
ten Ergebnisse und einen Verlust von 5,2 dB gegenüber      . Aus technischen
Gründen wird oft der Modulationsindex auf 0,6 festgelegt, was einen Gewinn von












Bild 6.4 Entstehung von Bitfehlern bei GMSK mit unterschiedlichen Modulationsin-
dizes  











Bild 6.5 Blockschaltbild der Demodulation
lationsindexes nicht immer bessere Ergebnisse liefert. Bei        liegt man bei
einem SNR von 16,7 dB. Dies liegt daran, dass die maximale Phasendrehung pro
Symbol bei diesem Modulationsindex bei
       also nahe bei  liegt und durch
Rauschen oft auf eine falsche Drehrichtung geschlossen wird (siehe Bild 6.4). Bei     + beträgt die maximale Phasendrehung        . Hier liegt die Hauptfeh-
lerquelle in den minimalen Phasendrehungen, die sich durch die Gaußfilterung bei
abwechselnd gesendeten    und   ergeben.
In Bild 6.5 ist das gemeinsame Blockschaltbild für die Demodulation gezeigt [163].
Die geschätzten Symbole
   bestehen im Falle von DECT direkt aus den Abtast-
werten  und werden danach differentiell demoduliert. Im Falle von GSM ergeben
sich die
   durch eine Entzerrung, wie sie in Abschnitt 6.3 genauer erklärt wird und
die rein reelle bzw. imaginäre Schätzwerte ausgibt und damit einer kohärenten De-
modulation entspricht. Statt der differentiellen Multiplikation wird eine komplexe
Multiplikation nach (6.13) durchgeführt und danach dieselbe Entscheidung wie bei
DECT getroffen. Die differentielle Vorcodierung muss somit nicht extra rückgän-
gig gemacht werden. Bei UTRA ergeben sich die
   durch einen Rake-Empfänger,
der gleichzeitig eine Entspreizung durchführt. Hier werden direkt die Symbole
  
zur Entscheidung über die gesendeten Bits herangezogen. Bevor die Entzerrung
im Empfänger diskutiert werden kann, müssen zuerst eine Beschreibung und ein
Modell des Mobilfunkkanals eingeführt werden. Dies wird im folgenden Abschnitt
getan.
6.2 Modellierung des Mobilfunkkanals
Aufgrund von Reflexion, Streuung, Transmission und Beugung der elektromagne-
tischen Wellen entsteht bei der Funkübertragung im Mobilfunk Mehrwegeausbrei-
tung, d.h. im Empfänger treffen aus verschiedenen Richtungen, zu unterschiedli-
chen Zeitpunkten, unterschiedlich gedämpfte Signalanteile ein (siehe Bild 6.6). Da
oft kein direkter Sichtkontakt zwischen Basisstation und Mobilfunkteilnehmer be-




Bild 6.6 Mehrwegeausbreitung beim Mobilfunk
steht, findet die Übertragung durch Mehrwegeempfang statt. Die deterministische
Beschreibung der Mehrwegeausbreitung ist für die Untersuchung der Bitfehlerra-
ten einer Übertragung nicht sinnvoll. Stattdessen werden weitgehend statistische
Modelle verwendet, die im Folgenden kurz eingeführt werden und auf [21] beru-
hen.
Bewegt sich der Teilnehmer über eine längere Strecke (ca. 10-30 m), so können sich
die empfangenen Mehrwege komplett ändern. Durch Abschattung werden manche
Mehrwege gar nicht mehr, dafür aber Signalanteile aus völlig anderen Richtun-
gen empfangen. Unterschiedliche Umgebungen wie Häuser oder Wald erzeugen
außerdem unterschiedlich starke Dämpfungen der Ausbreitungswellen [54]. Die
dadurch erzeugten Schwankungen werden Slow Fading, Shadowing oder langsa-
mer Schwund genannt, da sie nur eine verhältnismäßig langsame Veränderung des
Empfangspegels über der Zeit bzw. den zurückgelegten Weg erzeugen [124]. Die-
ses Verhalten kann durch eine Lognormal-Verteilung modelliert werden. In den
meisten Mobilfunksystemen werden diese Schwankungen durch Leistungsregelung
ausgeglichen und werden daher für gewöhnlich nicht bei Simulationen berücksich-
tigt.
Die Überlagerung der zu einem Zeitpunkt ankommenden Wellen mit verschiedenen
Phasenverschiebungen resultiert in gegenseitiger Auslöschung oder Verstärkung an
der Empfangsantenne. Bewegt sich der Mobilfunkteilnehmer mit der relativen Ge-
schwindigkeit    zur Basisstation, so unterliegt das Empfangssignal innerhalb von
wenigen Zehnteln der Wellenlänge

starken Pegelschwankungen aufgrund der sich
verändernden Phasenwinkel der eintreffenden Wellen. Der Empfangspegel ist also
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ortsabhängig und bei einem bewegten Teilnehmer zeitabhängig, daher wird hier
auch von einem zeitselektiven Kanal gesprochen. Die beschriebenen Pegeleinbrü-
che werden Fast Fading oder Schneller Schwund genannt [82, 124]. Die größten
Pegeleinbrüche können bis zu 40 dB betragen.
Für die Simulation eines Mehrwegekanals wird als Modell hier vorausgesetzt, dass
die mit ungefähr derselben Verzögerungszeit    ankommenden Wellen aufgrund
der unabhängigen Streuung, Beugung usw. der Mehrwege stochastisch unabhän-
gig voneinander sind, aber identisch verteilte I- und Q-Komponenten besitzen. Die
Unabhängigkeit der Mehrwege wird Uncorrelated Scattering genannt. Nimmt man
eine große Anzahl von gleich lange verzögerten Wellen an, so unterliegt die Summe
dieser Wellen, die über der Zeit
%
als stochastischer Prozess   Kanal      %  aufgefasst
werden kann, dann aufgrund des zentralen Grenzwertsatzes der komplexen Gauß-
Verteilung. Der Mobilfunkkanal wird oft als schwach stationärer (im englischen:
Wide Sense Stationary) stochastischer Prozess bezüglich der Zeit modelliert, dies
bedeutet unter anderem, dass der Mittelwert und die mittlere Leistung des Prozes-
ses über der Zeit konstant bleiben [77]. Aufgrund dieser Modellannahmen wird in
der Literatur von einem GWSSUS-Modell gesprochen [68, 126]. Bei einer Über-
tragung ohne Sichtkontakt ist dieser Prozess mittelwertfrei und die Amplitude von  Kanal      %  ist Rayleigh-verteilt. Im Falle des direkten Sichtkontakts zwischen Ba-
sisstation und Mobilfunkteilnehmer dominiert der direkte Pfad und die Empfang-
samplitude kann als Rice-verteilt angenommen werden.



































Bild 6.7 Verzögerungs-Leistungsprofil des Vehicular A-Kanals für UTRA
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In Abhängigkeit der zeitlichen minimalen Auflösung

 des Kanalmodells wer-
den für verschiedene Verzögerungszeiten   
     mehrere Mehrwegetaps mit
unterschiedlichen mittleren Leistungen simuliert. Die Anzahl zeitlich aufgelöster
Mehrwegetaps ist endlich, da die maximale zeitliche Verzögerung die zwischen
zwei über verschiedene Wege empfangene Wellen auftritt als endlich angenommen
werden kann. Wichtige Kenngrößen zur Charakterisierung von WSSUS-Modellen
sind die mittlere Verzögerung   und die Verzögerungsspreizung   . Diese wer-
den anhand des Verzögerungs-Leistungsspektrums     berechnet, das angibt mit
welchen mittleren Leistungen Mehrwegetaps mit den Verzögerungen  auftreten





























Es wurden aufgrund von Messungen für verschiedene Umgebungs-Szenarien und
Mobilfunksysteme repräsentative Kanalmodelle festgelegt. Die Anzahl der Mehr-
wege, deren relative Verzögerungen und deren mittlere relative Dämpfungen ge-
genüber dem Hauptweg werden für diese Kanalmodelle bestimmt. In Bild 6.7 ist
zum Beispiel das Verzögerungs-Leistungsprofil des Vehicular A-Kanals aufgezeigt,
der für die Untersuchungen der UTRA-Luftschnittstellen in [45] vorgeschlagen
wurde. Es werden neben dem Hauptweg neun verzögerte Mehrwegetaps simuliert.
Die zeitliche Auflösung

 liegt hier exakt bei der Chipdauer
   "      ns, was
die Simulation wesentlich vereinfacht. Bei GSM wird dagegen gewöhnlich mit ei-
ner zeitlichen Auflösung von

    + "  +  "    + "   s 	    + ns simuliert.
Weitere in Simulationen verwendete Kanalmodelle werden in Anhang C aufge-
führt.
Neben dem Fast Fading wird für jeden Mehrwegetap ein weiterer Aspekt des Mo-
bilfunks modelliert und zwar dass, durch die Bewegung des Mobilfunkteilnehmers
Dopplerverschiebungen entstehen. Die relative Geschwindigkeit zwischen Sender
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mit der Lichtgeschwindigkeit                 m/s. Da nicht nur ein Signal
im Empfänger anliegt, sondern viele aus verschiedenen Richtungen und damit mit
verschiedenen relativen Geschwindigkeiten, ergibt sich ein Dopplerspektrum. Der
Einfachheit halber wird hier bei Simulationen oft das Clarke-Spektrum (oder auch
Jakes-Spektrum genannt) realisiert, das sich analytisch angeben und somit einfach
als Filter realisieren lässt. Allerdings wird bei diesem Modell die Elevation Null für
alle einfallenden Wellen vorausgesetzt, was beim terrestrischen Mobilfunk nähe-
rungsweise zutrifft, bei der Satellitenkommunikation aber kein realistisches Modell
darstellt [96]. Bei GSM mit einer Trägerfrequenz von um die 900 MHz beträgt bei
einer Geschwindigkeit von 250 km/h die maximale Dopplerfrequenz 208 Hz. Bei
UMTS liegt die maximale Dopplerverschiebung durch die höhere Trägerfrequenz
von maximal 2,2 GHz bei der gleichen Teilnehmergeschwindigkeit von 250 km/h
bei 509 Hz.
6.2.1 Kanalmodell im Empfänger
Im Folgenden wird beschrieben, auf welchen Kanalmodellen im Empfänger Ent-
zerrer- und Kanalschätzungs-Algorithmen basieren. Das Eintreffen von Signalan-
teilen zu verschiedenen Zeitpunkten kann zu Intersymbolinterferenz (ISI) führen.
Dies hängt einerseits von der Mehrwegespreizung und andererseits auch von der
Symbol- bzw. Chipdauer

des Nachrichtensignals ab. Die Impulsantwort des zeit-
varianten Mobilfunkkanals   Kanal    %  kann als die Antwort des Mehrwegekanals
zum Zeitpunkt
%
auf einen um  zurückliegenden Impuls interpretiert werden. Es
wird oft angenommen, dass sich   Kanal    %  für die Dauer eines Bursts nicht ändert,
so dass die Kanalimpulsantwort auch nur   Kanal    geschrieben wird. Das zeitkon-
tinuierliche Empfangssignal ergibt sich dann wie folgt zu:
  %    &%    Kanal &%      %    &%  (6.19)
mit dem Empfangsfilter   &%  und dem gefilterten Rauschen   %  (vergl. (6.1)). Ein
einfaches Übertragungsmodell für  &%  kann unter der Voraussetzung, dass   %  ein
linear moduliertes Signal ist, gefunden werden. Das Signal 
&% 
muss dann von der
Form





     &%     (6.20)
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als Anzahl der Symbole (bzw. Chips) in einem Burst
(bzw. Slot) im Fall von TDMA-System (bzw. CDMA-Systemen). Diese Voraus-
setzung trifft für PSK-modulierte Signale zu, für CPM-Signale wie GMSK kann
näherungsweise die Linearität angenommen werden (siehe Abschnitt 5.2.3). Somit
ergibt sich
  %    		

 





      %       &%  (6.22)
Hier stellt  &%      &%     Kanal  %     &%  (6.23)
die Gesamtimpulsantwort des Kanals dar. In dem Fall der exakten GMSK setzt sich
das gesendete Signal nach (5.28) aus einem linearen und einem nichtlinearen Anteil
zusammen und man erhält somit am Empfänger folgendes Signal:










      %       &%  (6.24)
Hier wird als Impulsformfilter    &%  in (6.23) der Hauptimpuls der GMSK    &% 
gesetzt. Da die Empfängeralgorithmen wie Entzerrer und Kanalschätzer auf dem li-
nearen Signal- und Kanalmodell basieren, kann der nichtlineare Anteil der GMSK
als zusätzliches Rauschen angesehen werden [164]. Dies wirkt sich auch entspre-
chend auf die Bitfehlerraten aus, wie später gezeigt wird.
Bei einer Matched Filterung mit zwei Wurzel-Cosinus-roll-off-Filtern, wie sie bei
PSK-Signalen durchgeführt wird, gilt wegen (5.14):     	   Kanal     (6.25)
Es entsteht also nur aufgrund der Mehrwegeausbreitung eine Intersymbolinterfe-
renz. Wird nun  &%  im Symboltakt an der idealen Stelle mit der maximalen Au-



















Bild 6.8 Diskretes im Empfänger verwendetes Gesamtkanalmodell






             		
 
   
            (6.26)
Aufgrund der näherungsweisen Bandbegrenzungen von  &%  auf eine Bandbreite
von
  
durch die Filterung mit   &%  und    %  , kann davon ausgegangen wer-
den, dass die Abtastung des Empfangssignals im Takt
       ausreichend ist,
damit keine Information gegenüber dem kontinuierlichen Signal verloren geht. Die
diskrete Kanalimpulsantwort    kann hier als kausal angesehen werden, d.h. in
(6.26)
   .
Im Fall der linearisierten GMSK entsteht auch ISI aufgrund des Sendefilters    &%  .
Die diskrete Gesamtkanalimpulsantwort    ist nicht mehr kausal, wie in (6.4) ge-
zeigt wurde. Hier läuft die rechte Summe in (6.26) von              . Als
Modell für die Mehrwegeausbreitung wird oft ein Tapped-Delay-Line-Modell ver-
wendet, siehe Bild 6.8. Dieses diskrete Modell entspricht einer FIR-Filterung. Die
Gleichung (6.26) lässt sich wiederum in das gewünschte Signal, die Intersymbolin-
terferenz und den Rauschanteil zerlegen:





       
   
ISI
   (6.27)
Vernachlässigt man die durch Sendefilter erzeugte ISI, so kann man generell zwi-
schen drei Kanaltypen unterscheiden: für     und       ergibt sich der reine
AWGN-Kanal, der nicht zeitselektiv ist, also kein Fast Fading aufweist. Ist    
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und    die Realisierung eines stochastischen Prozesses, der einen Mehrwegeka-
nal modelliert, so spricht man von einem nicht-frequenzselektiven Kanal. Es ent-
steht keine ISI, da die Verzögerungen der einzelnen Mehrwege relativ gering sind,
die Empfangsamplitude ist aber aufgrund der ankommenden Mehrwege aus unter-
schiedlichen Richtungen einem Fast Fading unterworfen. Dieser Fall tritt typischer-
weise im Indoor-Bereich auf, bei dem die Ausbreitungswellen an den Wänden re-
flektiert und gebeugt werden. Das Schnurlossystem DECT zum Beispiel kommt nur
im Indoor-Bereich mit kleiner Reichweite zum Einsatz. Obwohl die Symboldauer
         s hier kürzer ist als im GSM System, ist aufgrund der geringen Lauf-
zeitunterschiede der Mehrwege von einem nicht frequenzselektiven Kanal auszu-
gehen. Das heißt es treten nur vernachlässigbare Intersymbolinterferenzen auf und
damit kann in den meisten Fällen auf einen Entzerrer verzichtet werden. Simulatio-
nen vom DECT-System mit den im Anhang C aufgeführten Kanalmodellen werden
in Abschnitt 6.3.4 diskutiert.
Ist dagegen     , spricht man von einem frequenzselektiven Kanal, da hier das
Empfangssignal im Spektralbereich ebenfalls Einbrüche aufweist. Die ISI kann je
nach der Länge  des Kanals und der Leistungen der einzelnen Taps das Ergebnis
stark verfälschen. Daher müssen hier in der Regel Entzerrer im Empfänger einge-
setzt werden. In den von COST 207 erarbeiteten Kanalmodellen für GSM wird von
einer maximalen Mehrwegeverzögerung von 20   s ausgegangen, was einer ISI von
6 Symbolen entspricht [31].
6.3 Gemeinsame Entzerrung und Kanaldecodierung
Zunächst soll nun die allgemeine Verwendung von Detektionsalgorithmen im Soft-
ware Radio-Empfänger diskutiert werden. Bei CDMA-Signalen kann für die Ent-
zerrung ein Rake-Empfänger verwendet werden, der mit der Entspreizung des Emp-
fangssignals kombiniert wird. Der Rake-Empfänger wird in Abschnitt 6.3.3 ge-
nauer erklärt. In TDMA-Systemen ohne zusätzliche Spreizung kann der Rake-
Empfänger nicht verwendet werden, da sich hier die einzelnen Mehrwege nicht
trennen lassen. Stattdessen kann anhand des diskreten Gesamtkanalmodells aus
(6.26) und Bild 6.8 ähnlich wie bei der Faltungsdecodierung eine MLSE- oder
Symbol-by-Symbol-MAP-Schätzung der Symbole
  durchgeführt werden.
Eine gemeinsame Verwendung der MAP-Algorithmen für die Entzerrung und die
nachfolgende Faltungsdecodierung für GSM und die Turbodecodierung für UTRA
bietet sich für das parametergesteuerte Software Radio an. Durch die Verwendung
von Softdecision-Information, die bei der Entzerrung in GSM erzeugt wird, bei
der nachfolgenden Faltungsdecodierung kann ein zusätzlicher Codierungsgewinn
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Bild 6.9 Empfängerstruktur für GSM- und UTRA-Signale
von ca. 3 dB realisiert werden. In Bild 6.9 ist eine gemeinsame Empfängerstruktur
für GSM und UTRA aufgezeigt. Die gestrichelten Linien geben die Verarbeitung
von GSM-Signalen an, die durchgezogenen Linien die Verarbeitung von UTRA-
Signalen. Wie dieser Empfänger einerseits GSM-Signale und andererseits UTRA-
Signale verarbeiten kann, wird nun beschrieben. In den darauf folgenden Abschnit-
ten wird dann genauer auf die einzelnen Funktionsblöcke eingegangen.
Für eine Entzerrung der durch einen frequenzselektiven Mehrwegekanal entstan-
denen ISI muss zunächst im Empfänger eine Schätzung der Kanalimpulsantwort   durchgeführt werden. Die Empfangsfolge   wird hierfür aufgeteilt in empfan-
gene Trainings- bzw. Pilot-Sequenzen und Datenbits. Mit den empfangenen Pilot-
sequenzen   wird eine Kanalschätzung nach (6.36) durchgeführt. Im Falle von
GSM wird die geschätzte Gesamtkanalimpulsantwort
    zur Entzerrung der Da-
tensymbole im ersten MAP-Block verwendet. Dieser liefert die hart entschiede-
nen Symbole
   und die zugehörige Softdecision-Information       . Mit den de-
tektierten Symbolen
                     wird eine kohärente Demodulation,
wie sie in Abschnitt 6.1 ausführlich beschrieben wurde, durchgeführt. Es erge-
ben sich die demodulierten Bits
   . Es folgt das Deinterleaving, das für    und
den Softdecision-Output durchgeführt wird. Damit die darauffolgende Faltungsde-
codierung die Softdecision-Information verarbeiten kann, folgt ein Ersatzkanalmo-
dell, das in Abschnitt 6.3.2 genauer beschrieben wird. Der zweite MAP-Block wird
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Der Empfang eines UTRA-Signals beginnt ebenfalls mit einer Kanalschätzung.
Die Datensymbole werden von einem Rake-Empfänger unter Verwendung der ge-
schätzten Gesamtkanalimpulsantwort
    entzerrt. Danach folgt die Demodulation,
so dass sich hier die empfangenen kanalcodierten Bits   ergeben. Es folgt ent-
weder eine Turbodecodierung, wie sie im Bild 6.9 aufgezeigt ist oder eine Fal-
tungsdecodierung, die ebenfalls mit einem MAP-Block durchgeführt werden kann.
Die Funktionsblöcke, die gemeinsam verwendet werden können, sind in Bild 6.9
weiß ausgefüllt; Funktionsblöcke, die nur für UTRA-Signale benötigt werden wie
der Rake-Empfänger, sind grau gefüllt. Man erkennt, dass der einzige Funktions-
block, der nur für GSM verwendet wird, das Ersatzkanalmodell ist, das aber keinen
großen Rechenaufwand darstellt. Der Empfang eines DECT-Signals ist hier der
Übersicht halber nicht eingezeichnet. Verwendet werden muss bei DECT aber nur
der Demodulator, der in diesem Fall eine differentielle Demodulation durchführt.
Die Syndromberechnung für die Blockcodierung ist in Bild 6.9 nicht aufgezeigt,
muss aber im protected mode von DECT auch verwendet werden.
Im Folgenden soll nun genauer auf die einzelnen Funktionsblöcke eingegangen und
einige Simulationsergebnisse sollen diskutiert werden.
6.3.1 Kanalschätzung
Die Kanalschätzung wird für gewöhnlich mit Hilfe einer im Empfänger bekannten
Trainings- oder Pilotsequenz

                        durchgeführt.





       	   	                            (6.28)
Der Einfachheit halber wurde hier
   gesetzt, so dass sich als Länge der Ge-
samtkanalimpulsantwort    gerade  ergibt. Oft wird die Faltung aus (6.28) in Ma-
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 	  	    	        	

 (6.29)
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und den Vektoren
               	   (6.30)
               	   
	   (6.31)
              	   	   (6.32)
kann (6.28) wie folgt dargestellt werden
           (6.33)
Unter der Voraussetzung, dass  ein weißes Gaußsches Rauschen darstellt, ist die
optimale Schätzung nach dem Maximum-Likelihood-Kriterium (alle Impulsant-
worten sind gleich wahrscheinlich) diejenige Impulsantwort
 
, die den euklidi-
schen Abstand zwischen   und      minimiert [86]:
        2
  
           (6.34)

gibt die Menge aller möglichen Kanalvektoren an. Da es sich bei (6.34) um ein
lineares Schätzproblem handelt, lässt sich diese Aufgabe im Falle des Maximum-
Likelihood-Ansatzes mittels der Methode der kleinsten Quadrate (least squares)
explizit lösen. Der Schätzer lautet dann
       	     
	  	    (6.35)
mit
      
 . Für orthogonale Trainingssequenzen ist          	  und der
Schätzer vereinfacht sich zu
           (6.36)
Eine nachführende Kanalschätzung muss durchgeführt werden, wenn sich während
eines Bursts die Kanalimpulsantwort signifikant ändert. Dies kann zum Beispiel mit
dem LMS-Algorithmus (Least-Mean-Squares-Algorithmus) realisiert werden, der
hier aber nicht weiter erläutert werden soll [86, 173].
6.3.2 Modifikation des MAP-Algorithmus für die Entzerrung
Das diskrete Gesamtkanalmodell kann als eine nichtbinäre, komplexwertige Fal-
tungscodierung mit Coderate       und Gedächtnislänge         auf-
gefasst werden. Statt eines binären Generatorpolynoms ergibt sich eine Faltung
mit der Gesamtkanalimpulsantwort    . Entsprechend der Modulationsart basiert
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Bild 6.10 Zwei Trellissegmente für die Übertragung eines GMSK-Signals über einen
Kanal mit   

die Entzerrung auf dem Trellisdiagramm, das wiederum als Zustände die  rech-
ten Registerinhalte des Schieberegisters in Bild 6.8 darstellen. Die Registerinhalte
sind hier komplexwertig. In Bild 6.10 sind zwei Trellissegmente für den Fall einer
Übertragung eines GMSK- bzw. MSK-Signals über einen Gesamtkanal mit   +
aufgezeigt (vergleiche Bild 4.4). Aufgrund der abwechselnd rein imaginären und
reellen Symbole, ergeben sich pro Zustand ähnlich wie bei der binären Faltungs-
codierung nur zwei mögliche Vorgängerzustände. Allerdings wechseln sich zwei
verschiedene Zustandsmengen ab, wie in Bild 6.10 zu sehen ist. Dies muss bei der
Entzerrung berücksichtigt werden. Dazu kommt, dass im Gegensatz zur Faltungs-
decodierung bei der Entzerrung im Allgemeinen weder Anfangszustand noch der
Endzustand bekannt sind. Bei der Entzerrung eines GSM-Bursts vereinfacht sich
die Entzerrung aber durch die bekannte Midamble in der Mitte und den jeweils drei
Tailbits am Anfang und Ende eines Bursts (siehe Bild 3.3). Es hat sich gezeigt, dass
eine Entzerrung von der Mitte jeweils an das Ende bzw. an den Anfang des Bursts
die besten Ergebnisse liefert, da der Anfangszustand aufgrund der Midamble be-
kannt ist und die drei Tailbits zwar nicht zu einer Terminierung, aber zu einer Ein-
schränkung der möglichen Endzustände führen. Für die Entzerrung von der Mitte
zum Anfang des Bursts muss statt der diskreten Impulsantwort    lediglich    
	  
zur Entzerrung verwendet werden.
Unter Berücksichtigung des Trellisdiagramms der GMSK kann nun der MAP-
Algorithmus, der in Abschnitt 4.2.1 beschrieben wurde, modifiziert werden. Die
komplexe Eingangssymbolfolge   eines Datenblocks wird hier als Vektor  zu-
sammengefasst.
Da bei der GMSK-Modulation das zu detektierende Symbol wie bei der Faltungs-
codierung nur zwei verschiedene Werte annehmen kann (
  	     oder  *     
bzw.
  	  	 	    oder  *  	 	     ), ergibt sich hier für die Symbol-by-Symbol-MAP-
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Detektion ein ähnlicher Ansatz wie in (4.25):
 
       	      

 
      *     (6.37)
Dies ergibt eine Rechenvorschrift für die Entzerrung mit dem MAP-Algorithmus
analog zu (4.43). Lediglich bei der Berechnung der Übergangswahrscheinlichkeit
                             ergeben sich etwas andere Vorschriften. Da
hier die A-priori-Wahrscheinlichkeiten  
      (1)       und         (2)  
   
gleich sind, muss nur der erste Faktor von        bestimmt werden (siehe
dazu Anhang A). Der Zustand  und das darauf gesendete Symbol
  geben in
eindeutiger Weise den Wert des durch den Gesamtkanal verzerrten Symbols
 
aus Bild 6.8 an. Somit lässt sich  
          analog zu (A.10) mit     auch
schreiben als
 
                  (6.38)
mit     		
 
   
        (6.39)
Es gilt        , mit dem komplexen Rauschen   der Varianz            
 , die sich aus der Summe der Varianz des Real- bzw. Imaginärteils         
zusammensetzt. Somit kann analog zu (A.11) durch Variablentransformation (6.38)
umgerechnet werden zu
 
         
     	                (6.40)
Für        ergibt sich somit




           
und für den Max-log-MAP-Algorithmus
                              

(6.42)
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Der Faktor    kann wieder bei der Berechnung des LLR weggelassen werden, da
er sich herauskürzt. Für die Entzerrung wird hiermit das LLR      entsprechend
(4.43) berechnet und jeweils das zugehörige geschätzte Symbol
   ausgegeben.
Es kann auch gezeigt werden, dass beim Max-log-MAP-Algorithmus der Faktor
      
 in (6.42) bei der Maximierung in (4.56) keinen Einfluss hat und damit weg-
gelassen werden kann.
Es folgt dann die Demodulation und der Deinterleaver. Wie mit den so erlangten
binären Bits und dem Softdecision-Output die Faltungsdecodierung mit dem zwei-
ten MAP-Block durchgeführt werden kann, soll nun näher betrachtet werden [167].
Aus den Symbolen werden durch die Demodulation Schätzungen der gesendeten,
kanalcodierten Bits
   bestimmt, die binäre Entscheidungen darstellen. Um nun bei
der Faltungsdecodierung das LLR      als Softdecision-Input verwenden zu kön-
nen, muss aus dem deinterleavten
   und       mit dem äquivalenten Kanalmodell
umgerechnet werden, das in [132] vorgeschlagen wurde. Da hier pro Symbol
 
nur ein Bit   übertragen wird, kann jedem    ein zugehöriges LLR zugewiesen
werden:                   . Erwartet wird vom MAP-Decoder als Eingangsfolge
           mit              und           (6.43)
mit dem reellen Rauschen   und der Anzahl der Generatorpolynome  . Nach
(A.12) ergibt sich für das LLR der    , wenn von gleichwahrscheinlichen Bits
       bzw.        ausgegangen wird zu
                                     
     (6.44)
Es können nun die Eingangsbits    berechnet werden, die der MAP verarbeiten
kann:
                  (6.45)
Hierzu ist wiederrum eine Schätzung des Verhältnisses der Energie der kanalco-
dierten Bits zu der Varianz          notwendig. Die nach (6.45) berechneten
Bits    werden dann als Eingangsbits analog zur MAP-Detektion im Falle der
Turbodecodierung verwendet, unter Anpassung des Trellis an die verwendeten 
Generatorpolynome und die Gedächtnislänge  der Faltungscodierung in GSM.
Am Schluss wird das LLR der Datenbits        ausgegeben, aus dem durch Vor-
zeichenentscheidung die geschätzten Datenbits
 
   erlangt werden.
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6.3.3 Rake-Empfänger
Im Falle eines CDMA-Systems ist der Rake-Empfänger bei einem frequenzselekti-
ven Mehrwegekanal (unter der Voraussetzung von optimalen Spreizcodes) der op-
timale Empfänger [131]. Der Rake-Empfänger unterdrückt nicht nur die stören-
den Überlappungen der empfangenen Symbole sondern kann die Signalanteile, die
durch die Mehrwegeausbreitung mit unterschiedlichen Verzögerungen im Empfän-
ger anliegen, durch die Spreizung getrennt empfangen und aufsummieren. Dies
hat den Vorteil, dass im Idealfall bei der Gewichtung der Mehrwege mit    
	  
das maximale SNR erreicht werden kann, wie es bei einem reinen AWGN-Kanal
anliegen würde. Durch die Übertragung und den Empfang mehrerer Signalanteile
ergibt sich zudem der Vorteil eines Diversity. Die Wahrscheinlichkeit eines starken
Empfangseinbruchs wird verringert, da mehrere Rayleigh-verteilte Mehrwegetaps
empfangen und im Empfänger phasenrichtig summiert werden. Man spricht da-
her von einem Maximum-Ratio-Combiner [131]. Wie schon erwähnt, ist die Vor-
aussetzung von idealen Spreizsequenzen nicht erfüllbar. Weder ideale AKF- noch
KKF-Eigenschaften sind bei endlichen Spreizcodes zu erreichen. Die ideale Tren-
nung der Mehrwege-Signalanteile bzw. die Trennung der Teilnehmer ist also in
einem realen CDMA-System durch einfache Empfängeralgorithmen nicht mög-
lich. Durch Multiuser-Detektions-Verfahren lassen sich die Interferenzen zwischen
Teilnehmern (MAI) eliminieren [121, 153].
In Bild 6.11 ist ein Rake-Empfänger, wie er für den UTRA-Downlink geeignet ist,
aufgezeigt. Es lässt sich zeigen, dass eine Entspreizung in jedem Finger und eine
nachfolgende Filterung mit    
	   im Symboltakt in den meisten Fällen einen
günstigeren Rechenaufwand ergibt. Im UTRA-Uplink ergibt sich dagegen bei der
Übertragung mehrerer Kanäle über I- und Q-Zweig eine günstigere Realisierung,
wenn zuerst die Filterung und dann die Entspreizung durchgeführt wird [108].
Ein DSSS-Signal (Direct Sequence Spread Spectrum Signal) kann allgemein wie
folgt dargestellt werden (vergleiche (5.11))

 %   	






      %    
  (6.46)
mit der aus der Scramblingsequenz   scr der Länge
 
scr und dem Spreizcode
                 (6.47)
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Bild 6.11 Blockschaltbild eines Rake-Empfängers
der Länge
    bestehenden komplexwertigen Codefolge
      scr       scr         (6.48)
Statt der modulierten Symbolen
  , die im Symboltakt    mit dem Impulsform-
filter    &%  multipliziert und aufsummiert werden, werden hier die Chips   im
Chiptakt
 
 mit dem Impulsformfilter   &%  geformt. In den betrachteten CDMA-
Systemen werden verschiedene Versionen von QPSK-Verfahren verwendet mit Im-
pulsformfiltern    %  , die (5.14) erfüllen. Es ergibt sich daher bei der Übertragung
dieses Signals über einen frequenzselektiven Mehrwegekanal und der idealen Ab-
tastung im Chiptakt
%    
 entsprechend (6.26)
   
       		
 
 
            (6.49)
Signale anderer Teilnehmer werden hier nicht berücksichtigt, da von idealen Codes
ausgegangen wird und somit keine Teilnehmerinterferenz besteht.
Für den l-ten Rake-Finger ergibt sich für das k-te Symbol
  nach der Multipli-
kation mit der Spreizsequenz  
   	 	 und der Summation über die Symbollänge
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        
 :
  	 	     	   	

    	  	  
   	 	     
 
 	 	     	   	

    	  	  









     	 	    	   	
     	  	      	 	                      (6.50)
 
 	 	     	   	
 
     	  
	  
  	 	     
Bei idealen AKF-Eigenschaften bleibt von dem ersten Term in (6.50) von der Sum-
me über   nur für          ein Term übrig. Mit dem Korrelationskoeffizienten
   
  	 	    
		

     
    (6.51)
folgt für (6.50)
   
	     	 	     	   	
     	  
	          	 	            
    
	                  (6.52)
Die weitere Verarbeitung (Multiplikation mit    	   und Summation über die
Ausgänge der  Rake-Finger) liefert:




    




         	   (6.53)
Man erhält also eine Schätzung für das Sendesymbol
  , aus dem die gesendeten
Bits    durch Demodulation und Kanaldecodierung zurückgewonnen werden kön-
nen. Es ist leicht zu zeigen, dass das SNR, das am Rake-Empfänger-Ausgang in
Bild 6.11 anliegt, dem SNR bei gedächtnisfreier Übertragung entspricht [86]. In-
dem bei UTRA-FDD die Symbolfolge
   einfach wieder in Real- und Imaginärteil
aufgeteilt wird, ergeben sich die durch eine einseitige Rauschleistung gestörten,
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empfangenen Bits   , die nun entsprechend kanaldecodiert werden. In der Praxis
hat sich gezeigt, dass es oft ausreicht, nur die betragsmäßig größten vier bis sechs
Kanalimpulsantwort-Koeffizienten für den Rake-Empfänger zu nehmen. Trotz der
Suche nach den Fingern, in denen die größte Signalleistung auftritt, bedeutet dies
eine erhebliche Einsparung an Rechenleistung.
6.3.4 Simulationsergebnisse
DECT-Simulationen
Für das DECT-System wurden die in Anhang C aufgeführten Kanalmodelle ver-
wendet. Die Simulationen entsprechen der Übertragung mit einer Trägerfrequenz
von 1900 MHz und einer Teilnehmergeschwindigkeit von 3.0 km/h. Es wurden Si-
mulationen mit den Kanalmodellen
       ns,       ns und den ersten
drei Taps des Kanalmodells
      ns (ergibt ein    "  ns) durchgeführt.
Simuliert wurde die normale Sprachübertragung in DECT, also mit Bursttyp P32
und im unprotected mode (siehe Abschnitt 3.1). Da die maximale Verzögerung in
dem
      ns-Kanalmodell       s beträgt und die Symboldauer bei DECT
         s ist, entsteht in diesem Fall ISI über zwei Symbole, so dass die diffe-
rentielle Demodulation ohne Entzerrer auch bei sehr gutem SNR relativ schlechte
Bitfehlerraten liefert. Bei dem verkürzten Kanalmodell mit
   "  ns beträgt die
maximale Verzögerung nur
     s, die ISI ist also relativ schwach, entsprechend
sind die Bitfehlerraten recht gut. Diese kurzen Verzögerung entsprechen dem Aus-
breitungsverhalten im Indoor-Bereich. Interessant ist, dass bei allen drei Kanal-
modellen der Unterschied zwischen der linearisierten GMSK und der originalen
GMSK verschwindend gering ist. Auch der Gewinn durch einen Modulationsindex
von     	 gegenüber einem Modulationsindex von       bei der GFSK, der
bei einem reinen AWGN-Kanal in Bild 6.3 zu erkennen war, ergibt sich bei den
hier verwendeten realistischeren Kanalmodellen nicht mehr. Ein Modulationsindex
von      +  ergibt allerdings wiederum recht schlechte Ergebnisse. Es lässt sich
schließen, dass die Verwendung der linearisierten GMSK mit festem Modulations-
index       , wie sie für das parametergesteuerte Software Radio vorgeschlagen
wurde, im DECT-System keinen Verlust gegenüber der originalen GFSK mit Mo-
dulationsindizes zwischen      und      +  bedeutet. Um bessere Bitfeh-
lerraten zu erhalten, wird in DECT-Stationen oft ein einfaches Antennendiversity
durchgeführt [120]. Für Anwendungen von DECT in Picozellen kann auch ein ein-
facher Entzerrer verwendet werden [137].
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Bild 6.12 Bitfehlerraten für DECT mit differentieller Demodulation und Mehrwege-
ausbreitung
UTRA-Simulationen
Untersucht wurde vor allem die Übertragung von UTRA-FDD-Signalen mit Tur-
bocodierung [165]. Ein Vergleich des originalen MAP- mit dem Max-log-MAP-
Algorithmus bei der Turbodecodierung nicht nur bei der Übertragung über einen
reinen AWGN-Kanal, sondern mit der kompletten UTRA-FDD-Übertragungsstre-
cke wurde durchgeführt. Hierbei wurde vor allem auch untersucht, welche Wort-
breiten für den Softdecision-Input bzw. -Output notwendig sind, um noch gute Ge-
winne bei der Decodierung zu erhalten.
Gewählt wurde hierfür eine Länge von 3037 Bits für den inneren Interleaver I des
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Turboencoders. Diese Datenblockmenge kann bei der Coderate von        + und
dem verwendeten Spreizfaktor von acht genau in einem UTRA-Rahmen übertragen
werden. Eine Ratenanpassung ist daher nicht erforderlich. Danach folgen die zwei
in UTRA spezifizierten Interleaver, die zusammen eine Interleavertiefe über sechs
UTRA-Rahmen (60 ms) ergeben. Die Übertragung erfolgte mit einer Burststruk-
tur entsprechend dem UTRA-FDD Downlink mit einer Chiprate von 3,84 Mchip/s
(siehe Abschnitt 3.6). Simuliert wurde mit den Kanalmodellen Vehicular A und
Vehicular B aus Anhang C mit einer Teilnehmergeschwindigkeit von 120 km/h und
einer Trägerfrequenz von 2,2 GHz. Es hat sich gezeigt, dass unterschiedliche SNR-
Werte gerade bei der Betrachtung von quantisierten Darstellungen des Softdeci-
sion-Input bzw. -Output stärker abweichende Ergebnisse liefern als verschiedene
Kanalmodelle. Daher werden hier nur Ergebnisse mit dem Kanalmodell Vehicu-
lar A gezeigt. Der Empfänger ist entsprechend Bild 6.9 aufgebaut. Verwendet wird
ein Rake-Empfänger mit maximal vier Fingern, der entsprechend Bild 6.11 ein
Bild 6.13 BER bei der UTRA-FDD-Übertragung mit Turbocodierung
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Maximum-Ratio-Combining durchführt. Die Kanalschätzung und die Schätzung
des        , die im MAP-Algorithmus benötigt wird, wurde hier ideal durchge-
führt.
In Bild 6.13 sind Simulationsergebnisse mit dem originalen MAP-Algorithmus oh-
ne Quantisierung für verschieden viele Iterationen
 
aufgezeigt. Man kann sehen,
dass der Kanalcodierungsgewinn zwischen der Simulation mit
     und    "
Iterationen nur noch verhältnismäßig gering ausfällt. Der Gewinn nach nur einer
Iteration gegenüber der uncodierten Übertragung ist dagegen immens groß. Im Fol-
genden werden vor allem Simulationen mit
     Iterationen betrachtet, da dies als
ein guter Kompromiss zwischen Rechenaufwand und erzieltem Kanalcodierungs-
Bild 6.14 BER bei der UTRA-FDD-Übertragung mit Turbocodierung und quantisier-
ter Softdecision-Information
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gewinn erscheint. Zum Vergleich sind außerdem die Ergebnisse der Simulation mit
dem Max-log-MAP-Algorithmus mit
     Iterationen aufgetragen. Es zeigt sich,
dass die Verwendung des Max-log-MAP-Algorithmus nur einen Verlust von 0,5 dB
bei einer Fehlerrate von BER=
  
gegenüber dem originalen MAP-Algorithmus
ergibt.
Zuerst wird die benötigte Wortbreite bei quantisiertem Softdecision-Input   
   
bzw. Softdecision-Output       analysiert. Die Quantisierung wurde entspre-
chend dem Abschnitt 2.2.1 mit der Anzahl  an Bit für die Darstellung der quanti-
sierten Werte     
     in einem Wertebereich der        zwischen   max und  max durchgeführt. Die Quantisierung wird hier immer durch eine Rundung rea-
Bild 6.15 BER bei der UTRA-FDD-Übertragung mit Turbocodierung und quantisier-
ten Eingangsbits   *
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lisiert. Die Wortbreite  dieser Werte hängt hauptsächlich von der Anzahl der Ite-
rationen
 
ab. In Bild 6.14 wird die Berechnung des MAP-Algorithmus noch in
Fließkomma-Genauigkeit durchgeführt, die Eingangs- und Ausgangswerte   
   
bzw.       sind dagegen mit verschiedenen Auflösungen quantisiert. Anhand der
Simulationen lässt sich erkennen, dass es ausreicht, den Softdecision-Input bzw.
-Output in einem Wertebereich zwischen        mit einer Wortlänge von 5 Bit zu
quantisieren, wenn die Anzahl der Iterationen auf
     beschränkt wird.
Die Quantisierung der empfangenen Bits   wurde ebenfalls simuliert, die Ergeb-
nisse sind in Bild 6.15 dargestellt . Nur ein sehr kleiner Verlust von 0,1 dB er-
gibt sich bei einer quantisierten Bitfolge im Wertebereich zwischen    und
einer Wortbreite von 5 Bits. Auch die Quantisierung der berechneten Werte von
    	    ,        und      innerhalb des MAP-Algorithmus wurde untersucht.
Dabei ergab sich, dass vor allem der Term          von         in (4.42) im
originalen MAP-Algorithmus kritisch ist, da er eine recht große Wortbreite benö-
tigt. Aufgrund der Exponentialfunktion und des oben diskutierten benötigten Wer-
tebereiches und der Wortlänge für   
    , variiert dieser Term zwischen Werten
von 54,6 und
           . Dies bedeutet eine notwendige Wortlänge von 11 Bit für        und ergibt eine benötigte Wortlänge von 18 Bit für        . Da die
Werte     
	     und      rekursiv aus        berechnet werden, ergeben sich
für diese Werte noch höhere Wortlängen, was den originalen MAP-Algorithmus
sehr unpraktikabel macht. Betrachtet man dagegen den Log-MAP- bzw. den Max-
log-MAP-Algorithmus, so eliminiert die Logarithmus-Funktion die Exponential-
funktion in         , was die benötigten Wortlängen für die Berechnungen von
    	    ,        und      gering hält. Weitere Simulationen haben gezeigt,
dass eine Wortlänge von acht Bit für jede dieser berechneten, normierten Wahr-
scheinlichkeiten und fünf Bit für den Softdecision-Input bzw. -Output nur einen
Verlust von 0,1 dB im Vergleich zu den Simulationen mit Fließkomma-Zahlen er-
gibt. Für eine Implementierung der Turbodecodierung auf einen DSP sind damit
im Gegensatz zum originalen MAP-Algorithmus der Log-MAP- bzw. der Max-
log-MAP-Algorithmus aufgrund der auftretenden Zahlenwerte gut geeignet.
GSM-Simulationen
Zunächst wurde ebenfalls für das GSM-System untersucht, inwieweit die Verwen-
dung der linearisierten GMSK statt der exakten GMSK die Bitfehlerraten beein-
trächtigt [164]. Dabei ist vor allem die Übertragung über einen frequenzselektiven
Mehrwegekanal, wie es im GSM-System der Fall ist, interessant. Wie schon in Ab-
schnitt 6.2 im Zusammenhang mit (6.24) diskutiert wurde, sind aufgrund der An-
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PSfrag replacements
0.0 5.0 10.0 15.0 20.0
   
    
   
RA 100 km/h, nicht lin. GMSK
RA 100 km/h, lin. GMSK
HT 50 km/h, nicht lin. GMSK
HT 50 km/h, lin. GMSK
TU 50 km/h, nicht lin. GMSK
TU 50 km/h, lin. GMSK
BER
Eb/N0
Bild 6.16 Bitfehlerraten für GSM mit der exakten und der linearisierten GMSK bei
Mehrwegeausbreitung ohne Kanalcodierung
nahme eines linearen Gesamtkanalmodells bei der Entzerrung und der Kanalschät-
zung eher schlechtere Bitfehlerraten bei der Verwendung der GMSK gegenüber der
Verwendung der linearisierten GMSK zu erwarten. In Bild 6.16 sind Bitfehlerraten
einer GSM-Übertragung ohne Kanalcodierung aufgetragen. Als Modulation wurde
im Sender entweder die exakte GMSK nach (5.18) oder die linearisierte GMSK
nach (5.29) realisiert. Gesendet wurde mit dem Normal Burst aus Bild 3.3 und die
Kanalschätzung wurde anhand der Midamble entsprechend (6.36) durchgeführt.
Als Mehrwegekanalmodelle wurden die in Anhang C aufgeführten Kanalmodel-
le RURAL AREA (RA), HILLY TERRAIN (HT) und TYPICAL URBAN (TU)
verwendet. Die Teilnehmergeschwindigkeit betrug 100 km/h bzw. 50 km/h und die
Trägerfrequenz wurde auf 900 MHz festgelegt. Es zeigt sich, dass die linearisierte
GMSK keine Beeinträchtigung der Bitfehlerraten darstellt, sondern eher geringfü-
gig bessere Ergebnisse erreicht als die exakte GMSK.
Desweiteren wurden entsprechend dem Vorschlag der gemeinsamen Verwendung
der MAP-Algorithmen für GSM und UTRA, Simulationen von GSM mit Entzer-
rung und Kanaldecodierung durchgeführt. Realisiert wurde die Übertragung mit
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Bild 6.17 Bitfehlerraten für GSM mit Kanalcodierung entsprechend TCH/FS und
Mehrwegeausbreitung
der linearisierten GMSK und den unterschiedlich kanalcodierten Bits eines Sprach-
rahmens entsprechend eines TCH/FS, wie es in Abschnitt 3.2.1 beschrieben wur-
de. Zum Vergleich wurden auch Simulationen durchgeführt, in denen zur Entzer-
rung der SOVA und zur Kanaldecodierung der gewöhnliche Viterbi-Algorithmus
unter Berücksichtigung des Softdecision-Input angewendet wurden. Da hier recht
hohe Werte für        simuliert werden, ergeben sich erheblich größere Werte
für        als bei der Turbocodierung, was Überläufe erzeugen kann. Deshalb
wurde hier ausschließlich mit dem Max-log-Algorithmus gerechnet, bei dem der
Wert        nicht mehr gebraucht wird, da er bei der Maximierung in (4.56) kei-
ne Rolle spielt. Wie in Bild 6.17 dargestellt, ergeben sich für den Max-log-MAP-
Algorithmus um ca. 2-3,5 dB bessere Bitfehlerraten als mit dem SOVA-Algorithmus.
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6.4 Zusammenfassung
Basierend auf den vorherigen Kapiteln 3, 4 und 5 wurden hier gemeinsame Emp-
fängerstrukturen für verschiedene Mobilfunksysteme erarbeitet. Hierbei wurden
als repräsentative Beispiele vor allem die drei Systeme DECT, GSM und UTRA-
FDD genauer betrachtet. Zunächst wurden verschiedene Demodulator-Funktionen
für die in Kapitel 5 vorgestellten Modulationsverfahren untersucht. Es wurden die
kohärente und die differentielle Demodulation für GMSK und 
  
-DQPSK bei ei-
nem AWGN-Kanal betrachtet. Unter anderem wurde der Einfluss des    -Faktors
und des Modulationsindexs   bei der GMSK bzw. GFSK und der differentiellen
Vorcodierung, die in GSM verwendet wird, aufgezeigt. Da in Mobilfunksystemen
Mehrwegeausbreitung auftritt, müssen aber auch die entsprechenden Kanalmodel-
le und Entzerrer-Algorithmen betrachtet werden, auf die hier ebenfalls ausführlich
eingegangen wurde. Wichtig war dabei zu zeigen, dass sich durch die Verwendung
gemeinsamer Algorithmen oder Strukturen keine Verluste in der Bitfehlerrate erge-
ben. Für die approximierte GMSK wurde aufgezeigt, dass ihre Verwendung weder
im DECT- noch im GSM-System eine Beeinträchtigungen der Übertragungsquali-
tät bedeutet. Desweiteren wurde gezeigt, dass die recht aufwendigen Algorithmen
zur Turbo-Decodierung in UTRA bei einer entsprechend allgemeinen Implemen-
tierung auch im GSM-System verwendet werden können. Am Beispiel der Turbo-
Decodierung wurde aufgezeigt, dass die Implementierung des Log-MAP- bzw. des
Max-log-MAP-Algorithmus dem originalen MAP-Algorithmus vorzuziehen ist, da
sich dann erheblich kürzere benötigte Wortlängen der Parameter innerhalb des Al-
gorithmus bei annähernd gleich guten Bitfehlerraten ergeben.
7 Diskussion des Software Radios
Diese Arbeit beschäftigt sich mit der Analyse der Basisbandverarbeitung der gän-
gigsten Mobilfunksysteme. Es wurde eine gemeinsame Struktur für Mobilfunksys-
teme der zweiten und dritten Generation vorgestellt. Welche Einsparung an Hard-
ware diese gemeinsame Implementierung bringt, soll nun im nächsten Abschnitt
aufgezeigt werden. Dem Vorteil der Hardware-Reduzierung steht der Nachteil ge-
genüber, dass eine parallele Verarbeitung von Signalen aus unterschiedlichen Sys-
temen nicht möglich ist, was aber gegebenenfalls bei einem System-Handover not-
wendig wird. Dieses Problem wird in Abschnitt 7.2 diskutiert.
7.1 Hardware-Einsparung durch gemeinsame
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Zur Implementierung der parametrisierten Software bieten sich vor allem FPGAs
und DSPs an. Wichtig für die Parametersteuerung ist, dass die Bausteine auch wäh-
rend des Betriebs rekonfiguriert werden können. Dies kann von speziellen ASIC
(Application Specific Integrated Circuit)-Lösungen nicht erfüllt werden. FPGAs
sind Felder mit logischen Blöcken, deren Funktionen und Verbindungen program-
mierbar sind. Ein logischer Block eines FPGAs enthält in der Regel Lookup-Ta-
bellen, bestehend aus statischen RAMs (Random Access Memory), mit mehreren
Eingängen und Flip-Flops zur Datenspeicherung. FPGAs werden mit Hardware-
Beschreibungssprachen wie VHDL (Verilog Hardware Description Language) pro-
grammiert. Die meisten FPGAs werden typischerweise beim Einschalten des Sys-
tems konfiguriert und bleiben während des Betriebes fest. Neuere FPGAs können
aber auch während des Betriebs dynamisch umkonfiguriert werden, was für den
Einsatz in Software Radios unbedingt erforderlich ist.
DSPs sind speziell an die digitale Signalverarbeitung angepasste Prozessoren. Sie
sind besonders optimiert für Echtzeit-Durchführungen von MAC (Multiply and
Accumulate)-Operationen, die in der digitalen Signalverarbeitung besonders häu-
fig benötigt werden und zwar zum Beispiel bei Faltungen oder Korrelationen. Die
maximale verarbeitbare Abtastfrequenz liegt bei heutigen DSPs bei ca. 100 MHz.
DSPs können in einer höheren Programmiersprache wie C programmiert werden,
der compilierte Assemblercode ist allerdings im Allgemeinen wesentlich ineffizi-
enter als ein „von Hand optimierter“ Assemblercode. DSPs werden durch Ände-
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rungen der Inhalte des Programmspeichers rekonfiguriert.
Vergleicht man DSPs und FPGAs, so zeigt sich, dass FPGAs eine sehr hohe Leis-
tungsfähigkeit haben und besonders für parallele Verarbeitung geeignet sind [32].
DSPs sind dagegen nicht parallel programmierbar. Für eine parallele Partitionie-
rung der Rechenleistung müssen spezielle DSP-Architekturen, zum Beispiel Mul-
tiprozessor-Lösungen, verwendet werden [17]. FPGAs bieten sich somit für alle
Funktionen mit hohem Rechenaufwand und parallelisierbaren Strukturen an. Ei-
ne konfigurierbare Software Radio Architektur aus DSPs und FPGAs wurde zum
Beispiel in [107] vorgeschlagen.
Um abschätzen zu können, wieviel Hardware durch den parametrierten Aufbau
eingespart werden kann, soll für die aufwendigsten, in dieser Arbeit betrachteten
Basisbandfunktionen eine grobe Aufstellung der durchzuführenden Rechenopera-
tionen angegeben werden. Die rechenaufwendigsten Funktionen befinden sich im
Empfänger. Vor allem die Funktionen, die kurz nach der A/D-Wandlung durch-
geführt werden und mit den höchsten Abtastraten arbeiten, also zum Beispiel die
Ratenanpassung und Synchronisation, benötigen eine sehr hohe Rechenleistungen.
Für CDMA-Systeme ist der Rake-Empfänger, der gleichzeitig eine Entspreizung
durchführt, ein kritischer Funktionsblock, da die Rechenoperationen zum größten
Teil im Chiptakt durchgeführt werden müssen. Da aber allein innerhalb von UTRA
acht verschiedene Spreizfaktoren
    verwendet werden können, wäre es sinnvoll,
diese Operationen mit dynamisch konfigurierbaren FPGAs zu implementieren.
Für den in Bild 6.11 gezeigten Rake-Empfänger müssen in Abhängigkeit des Spreiz-
faktors
    und der Anzahl der Rake-Finger  für jedes detektierte Symbol   fol-
gende Operationen durchgeführt werden, wenn nur das Signal einer Basisstation
empfangen wird:
             Multiplikationen im Chiptakt und    Multiplikationen im
Symboltakt
               Additionen im Chiptakt und      Additionen im Symboltakt
Dies beinhaltet auch die Multiplikation zur Bildung der komplexen Codefolge  
aus der Scramblingsequenz   scr und dem Spreizcode   nach (6.48). Es ergeben sich
zum Beispiel für
         und     insgesamt 9232 Multiplikationen und 8198
Additionen, von denen 9216 Multiplikationen und 8184 Additionen im Chiptakt
durchgeführt werden müssen.
Für den Fall eines Soft Handovers, der genauer in Abschnitt 7.2.2 beschrieben
wird, müssen gleichzeitig Signale von mehreren Basisstationen empfangen wer-
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den, die verschiedene Scramblingsequenzen und Spreizcodes verwenden. Dann








 	              Multiplikationen im Chiptakt und     




 	                  Additionen im Chiptakt und          
 	       Additionen im Symboltakt
Mit
         ,   + und            + , also einem Empfang von
drei Basisstationen mit jeweils zwei Fingern ergeben sich: 15384 Multiplikationen
und 12296 Additionen. Auch in dem Fall, dass von einem Teilnehmer gleichzeitig
mehrere Spreizcodes belegt werden, reichen bei einem entsprechenden Mehrwe-
gekanal insgesamt vier Finger nicht mehr für den Empfang aus. Es wird deutlich,
dass eine flexible Implementierung des Rake-Empfängers für die verschiedenen
CDMA-Systeme wie UTRA-FDD, UTRA-TDD und IS-95 bzw. cdma2000 eine
große Hardware-Einsparung bedeutet.
Eine weitere Möglichkeit Hardware zu sparen, ist die schon diskutierte gemeinsa-
me Verwendung von Funktionsblöcken für die Turbodecodierung in 3G-Systemen
bzw. die Entzerrung und Kanaldecodierung in TDMA-Systemen. Nach der Dis-
kussion in Abschnitt 6.3.4, die ergab, dass der MAP-Algorithmus in seiner origi-
nalen Form unpraktikabel ist, wird hier lediglich der Max-log-MAP-Algorithmus
betrachtet. Die ausschlaggebenden Parameter für den Rechenaufwand sind bei der
Turbodecodierung die Gedächtnislänge  der RSC-Encoder und damit die   
Zustände, die Anzahl der Generatorpolynome  und die Anzahl der durch-
zuführenden Iterationen
 
. Entsprechend der obigen Aufstellung für den Rake-
Berechnung von Multiplikationen Additionen Vergleich-Operationen
          -           -
             -
  - -    
       - +     
  
	     - +           -                     -  -
Tabelle 7.1 Anzahl der Rechenoperationen innerhalb des Max-log-MAP-Algorithmus
bei der Faltungsdecodierung
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Empfänger wird in Tabelle 7.1 die Anzahl der Operationen pro detektiertem Bit
   , zunächst nur für die Berechnung innerhalb eines Max-log-MAP-Blockes für
eine Faltungsdecodierung, aufgelistet. Für die Turbodecodierung muss die Berech-
nung der
          nur zweimal jeweils für einen Decoder und alle anderen Werte  
mal berechnet werden. Für die Turbocodierung von UTRA gilt   + (also    ) und    . Für      Iterationen müssen demnach 128 Multiplikationen,
808 Additionen und 424 Vergleich-Operationen ausgeführt werden.
Bei der Entzerrung hängt der Rechenaufwand von den folgenden Parametern ab:
Länge der Kanalimpulsantwort des Mehrwegekanals  und der Anzahl der mögli-
chen Symbolzustände in einem Takt, die bei GMSK zwei ist. Die Anzahl der Zu-
stände ist dann
    
	 Entsprechend können die notwendigen Operationen für
die Entzerrung und Kanaldecodierung in GSM aufgestellt werden. Zusätzlich muss  aus (6.39) berechnet werden und        entsprechend (6.42), was folgende
Anzahl an Operationen benötigt:
Berechnung von Multiplikationen Additionen Vergleich-Operationen                  -
           "   -
Hier ist die Berechnung von
         schon in der Berechnung von        ent-
halten. Die Berechnung von
  ,        ,   
	    und       entspricht der Berech-
nung wie bei der Faltungsdecodierung und kann damit der Tabelle 7.1 entnommen
werden. Die Berechnung von       fällt hier weg. Ein typischer Wert für die
Länge der Kanalimpulsantwort des Mehrwegekanals ist    , was     " Zu-
stände bei der Entzerrung ergibt. Folglich werden für die Entzerrung pro Symbol
704 Multiplikationen, 833 Additionen und 109 Vergleich-Operationen benötigt.
Die Anzahl der Opertationen für die Faltungsdecodierung in GSM kann ebenfalls
aus Tabelle 7.1 entnommen werden. Da hier kein Softdecision-Input in der Form
 
    gegeben ist, muss für        lediglich           berechnet werden. Bei
der Faltungsdecodierung gilt zum Beispiel für den TCH/F2.4     (also     " 
und   " . Dies resultiert zu 321 Additionen und 109 Vergleich-Operationen.
Alle anderen, in dieser Arbeit betrachteten Basisbandfunktionen, erfordern im Ver-
gleich zu den oben analysierten Funktionen einen relativ geringen Rechenaufwand
und werden daher nicht genauer betrachtet. Im Vergleich zu CDMA-Systemen, bei
denen vor allem der Rake-Empfänger eine enorm hohe Rechenleistung benötigt, er-
geben sich dazu relativ geringe Ansprüche an die Rechenleistung für 2G-Systeme
wie GSM oder DECT. Im Prinzip kann daraus geschlossen werden, dass ein UTRA-
Gerät durch einen parametrisierten Aufbau bezüglich der Basisbandverarbeitung
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auch GSM- oder DECT-fähig ist. Nur relativ wenige Funktionen, die zudem nicht
rechenintensiv sind, müssen zusätzlich implementiert werden. Die Einsparung an
Hardware durch den hier verfolgten parametergesteuerten Ansatz ist um so grö-
ßer, um so mehr verschiedene Systeme integriert werden sollen und hängt stark
davon ab, ob die Systeme ähnliche Zugriffs- oder Übertragungstechniken verwen-
den oder nicht. Wollte man zum Beispiel in das hier diskutierte System zusätzlich
ein OFDM-System integrieren, so müssten die Funktionsblöcke für die OFDM-
Technik neu implementiert werden, da sich keine vorhandenen Funktionsblöcke
dafür eignen.
7.2 System-Handover am Beispiel UTRA-GSM
Wie schon in der Einleitung erwähnt, müssen UMTS-Mobilfunkgeräte nahtlose
System-Handover zu GSM beherrschen, zum Beispiel für den Fall, dass ein UMTS-
Teilnehmer ein UMTS-Abdeckungsgebiet während einer Verbindung verlässt. In-
wieweit dies mit einem Software Radio mit nur einem Empfangszweig und nur ei-
ner Hardware-Plattform möglich ist, soll nun diskutiert werden. Zunächst wird eine
Einführung in die verschiedenen Arten von Handover wie Hard und Soft Handover
gegeben, mit Schwerpunkt auf die in der physikalischen Schicht durchzuführen-
den Funktionen, die die Basisbandverarbeitung betreffen. Diese werden anhand der
Handover innerhalb von GSM bzw. innerhalb eines CDMA-Systems wie UTRA-
FDD erläutert. Da bei einem System-Handover zwischen GSM und UTRA die-
selben Anforderungen an die Verbindungsqualität eingehalten werden müssen wie
bei einem Handover innerhalb von GSM und daher ähnliche Abläufe geplant sind,
werden GSM-Handover in Abschnitt 7.2.1 ausführlicher behandelt. Auf die Proto-
kolle für Handover, also Funktionen höherer Schichten wird dabei aber nicht ge-
nauer eingegangen. Danach wird der Compressed Mode (CM) erklärt, mit dem ein
Handover von UTRA-FDD zu GSM möglich ist. Grundsätzlich unterscheidet man
zwischen
  Intrafrequency Handover, bei dem die Trägerfrequenz nicht gewechselt wird.
Beispiele hierfür sind Handover innerhalb einer Zelle (Intracell Handover)
zwischen Zeitschlitzen auf derselben Trägerfrequenz in TDMA/FDMA-Sys-
temen und Handover zwischen benachbarten Zellen mit derselben Trägerfre-
quenz in CDMA-Systemen.
  Interfrequency Handover, bei dem die Trägerfrequenz gewechselt wird. Bei-
spiele hierfür sind alle Handover in TDMA/FDMA-Systemen, außer dem
speziellen oben erwähnten Intracell Handover. In CDMA-Systemen treten
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Interfrequency Handover zwischen hierarchischen Zellen mit unterschiedli-
chen Trägerfrequenzen und gegebenenfalls als Handover bei Verlassen einer
Zelle auf, die starke Teilnehmerzahlen aufweist (Hot Spots) und daher mit
zwei Trägerfrequenzen arbeitet. Zudem sind System-Handover (z.B. zwi-
schen UMTS und GSM, aber auch Handover zwischen UTRA-FDD und
UTRA-TDD), immer Interfrequency Handover, da die Systeme in verschie-
denen Frequenzbändern operieren.
7.2.1 Hard Handover im GSM-System
Mobilfunksysteme bestehen aus einem Zugangsnetz, das die Kommunikation mit
den Mobilfunkteilnehmern durchführt, und dem Kernnetz, das die Anbindung an
das Festnetz organisiert. Im GSM-System wird das Zugangsnetz mit BSS (Base
Station Subsystem) bezeichnet, was sich aus BTSs (Base Transceiver Stationen)
und BSCs (Base Station Controllern) zusammensetzt (siehe Bild 7.1). Die BTSs
führen lediglich die Funkübertragung durch, die Protokollintelligenz liegt dagegen
bei den BSCs, an denen auch jeweils mehrere BTSs angeschlossen werden können.
Das Kernnetz besteht aus den Mobile Switching Center (MSCs), die die Vermitt-
lung der Gespräche organisieren, und Datenregistern, in denen u.a. Informationen
über die zugelassenen Teilnehmer und deren Aufenthaltsorte gespeichert werden.
Der direkte Anschluss an das Festnetz läuft über GMSCs (Gateway MSCs).
In selteneren Fällen kann ein Handover aus Netzaspekten, wenn zum Beispiel die
aktuelle Zelle überfüllt ist, durchgeführt werden. Der häufigste Grund ist aber das
Verlassen einer Zelle durch den Teilnehmer. In GSM (wie auch in UTRA) wer-
den Mobile-Assisted Handover (MAHO) durchgeführt. Die Entscheidung über ein
Handover wird hier vom Netz gefällt, basierend auf Messungen der Mobil- und der
Basisstation. Im GSM-System wird die Entscheidung über ein Handover entweder
von der BSC oder dem MSC gefällt, je nachdem, ob ein internes oder ein externes
Handover durchgeführt werden soll (siehe Bild 7.1). Die zur Entscheidung über ein
Handover benötigten Parameter bestehen aus Messungen der Übertragungsquali-
tät und der Empfangspegel der momentanen Verbindung in Mobil- und Basissta-
tion und Messungen in der Mobilstation von Empfangspegeln der BCCH-Signale
von benachbarten Basisstationen. Die Broadcast Control Channel (BCCHs) wer-
den ohne Leistungsregelung kontinuierlich gesendet und können daher leicht ge-
messen werden. Auf derselben Frequenz werden regelmäßig in aufeinander fol-
genden TDMA-Rahmen FCCH- und SCH-Bursts gesendet, mit denen sich die Mo-
bilstation noch vor einem Handover auf die neue Basisstation aufsynchronisieren
kann. Der FCCH-Kanal verwendet eine spezielle Burststruktur und sendet nur Nul-
len, was bei der verwendeten GMSK einen unmodulierten Sinusträger mit einem













Bild 7.1 Handover-Typen in GSM nach [37]
Frequenzoffset von
   "       
kHz zur Trägerfrequenz ergibt. Dieser Sinusträger
dient zur Frequenzsynchronisation, er kann leicht detektiert und damit auch der
nachfolgende SCH-Kanal gefunden werden. Der SCH-Kanal verwendet ebenfalls
eine spezielle Burststruktur. Diese besteht aus einer langen Trainingssequenz zur
Bitsynchronisation und 78 kanalcodierten Bits, die Informationen für die Zeitsyn-
chronisation (z.B. Rahmennummer) und zur Zellenunterscheidung enthalten. Um
Basisstationen, die ihre BCCH-Kanäle auf denselben Beacon Frequenzen senden,
unterscheiden zu können, werden zudem BSCIs (Base Station Identity Codes) über
die SCHs gesendet. Sie sind eine Art Color Code, mit dem zwar nicht die einzel-
ne Zelle identifiziert, aber die Cluster-Zugehörigkeit der Zelle festgestellt werden
kann [122].
Durch die Messungen kann festgestellt werden, ob eine andere Basisstation gege-
benenfalls eine bessere Übertragungsqualität als die momentane Verbindung bie-
ten kann. In TDMA-Systemen ist die Störung zwischen Zellen, die mit derselben
Trägerfrequenz arbeiten (Cochannel Interference oder Gleichkanalstörung), rela-
tiv gering, so dass die reinen Empfangspegel relevant für die Empfangsqualität
sind. Zur Kontrolle der Gleichkanalstörung wird in GSM aber auch die Signalqua-
lität der momentanen Verbindung anhand von Bitfehlern gemessen, um bei guten
Empfangspegeln, aber schlechter Signalqualität gegebenenfalls ein Intracell Hand-
over durchzuführen. In CDMA Systemen sollte dagegen das Träger- zu Interferenz-
Verhältnis (C/I) der Signale geschätzt werden, um die Empfangsqualität bewerten
zu können. Die Schätzung wird mit Hilfe der Pilotsequenzen durchgeführt. Die
Messungen werden regelmäßig ausgeführt und gemittelt, damit kurzfristige Pegel-
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Bild 7.2 Intervalle für Messungen benachbarter Basisstationen bei GSM
einbrüche durch Fast Fading nicht zu einem überflüssigen Handover führen. Die
Ergebnisse der Messungen der momentanen Verbindung und der Messungen der
bis zu sechs bestempfangenen Nachbarzellen in der Mobilstation werden über den
SACCH regelmäßig an die BTS gesendet und an den BSC weitergeleitet. Ein neu-
er SACCH-Block wird aufgrund des Interleavings alle 480 ms gesendet. Auf diese
maximal sechs bestempfangenen Nachbarzellen wird die erwähnte Vorsynchroni-
sation mit Hilfe der SCH-Kanäle durchgeführt, um im Falle eines Handovers diesen
möglichst schnell durchführen zu können.
In GSM verwenden alle benachbarten Basisstationen andere Trägerfrequenzen, d.h.
die Mobilstation muss für die Messungen die Trägerfrequenz wechseln und im Fal-
le eines Intercell Handover ein Interfrequency Handover durchführen. Da in GSM
normalerweise nur ein Zeitschlitz pro Teilnehmer belegt wird, bleibt zwischen Sen-
den und Empfang der Bursts ca. 2,3 ms (4 Bursts) Zeit, die Messungen durchzu-
führen (siehe Bild 7.2). Innerhalb eines Multirahmens, der aus 26 TDMA-Rahmen
besteht, werden nur 24 Rahmen für die Übertragung des TCH und ein Rahmen für
SACCH verwendet. Damit bleibt ein TDMA Rahmen pro Multirahmen frei, was
eine Zeit von ca. 6,9 ms (12 Bursts) ergibt, in der längere Messungen durchgeführt
werden können. Die Vorsynchronisation wird während dieser langen Messinterval-
le durchgeführt. Da auch die kurzen Zeitintervalle für Messungen genutzt werden
sollen, müssen die Oszillatoren in GSM-Handgeräten in maximal 1 ms die Träger-
frequenzen wechseln können, um in den kurzen Zeitintervallen noch eine Messzeit
von 0,3 ms zu erreichen, ansonsten müssen zwei Oszillatoren eingebaut werden
[157].
Fällt dann die Entscheidung für ein Handover, so werden in TDMA-Systemen für
gewöhnlich Hard Handover durchgeführt, d.h. zuerst wird die Verbindung mit der
alten Basisstation abgebrochen, bevor die neue Verbindung aufgebaut wird. Es ist
aufgrund des Interfrequency Handovers nur mit zwei Empfangs- und Sendezwei-
gen möglich, gleichzeitig Verbindungen zur alten und zur neuen Basisstation auf-
zunehmen; auf zwei Empfangs- und Sendezweige wird aber bei Mobilfunkgeräten
üblicherweise verzichtet. Bei einem nahtlosen Hard Handover muss das Wechseln
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Bild 7.3 Hard Handover mit Schwellwert und Hysteresis
der Basisstationen entsprechend schnell geschehen und wird daher durch spezielle
Kontrollkanäle (FACCH), die statt der TCH in den normalen Bursts gesendet wer-
den, unterstützt. Die neue Basisstation wird durch das MSC über das bevorstehende
Handover informiert.
Die Entscheidung für ein Handover könnte gefällt werden, wenn die empfangene
Leistung eines Signals von der bisherigen Basisstation (BS1) kleiner wird als das
Signal einer anderen Basisstation (BS2) (Entscheidung über relative Empfangsleis-
tung). Bewegt sich ein Teilnehmer jedoch an der Grenze zwischen zwei Zellen
oder bewegt sich der Teilnehmer für kurze Zeit in eine Abschattung, so kann es zu
dem „Ping-Pong-Effekt“ kommen, bei dem mehrere Handover kurz hintereinander
durchgeführt werden, da die Empfangsleistungen der Signale beider Basisstationen
fast gleich sind. In Bild 7.3 ist ein typischer Pegelverlauf zweier Empfangssignale
für diese Situation aufgezeigt. Bei allen Zeitpunkten
% 	 bis %   würden Handover
durchgeführt werden. Da Handover durch den Signalisierungsaufwand die Netz-
kapazität belasten und die Übertragungsqualität durch das Senden von FACCH-
statt TCH-Bits beeinträchtigen können, sollte der „Ping-Pong-Effekt“ vermieden
oder zumindest reduziert werden. Daher werden andere Entscheidungskriterien für
Handover verwendet [111]:
  Es kann eine Schwelle (Threshold) festgelegt werden. Erst wenn die Leis-
tung des Empfangssignals von der Basisstation BS1 unter diese Schwelle
fällt und die Leistung des Signals von BS2 größer ist als von BS1, wird ein




  Außerdem kann festgelegt werden, dass die Empfangsleistung des Signals
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von BS2 um einen bestimmten Betrag
  (Hysteresis Margin) größer sein
muss als die Empfangsleistung des Signals von BS1, damit ein Handover




Im GSM-Standard ist keine Handover-Routine vorgeschrieben, es ist aber in [43]
ein grober Vorschlag für die Handover-Entscheidung angegeben, die auf beiden
oben aufgeführten Entscheidungkriterien (Threshold und Hysteresis) basiert. Dabei
muss bei der Wahl des Threshold und der Hysteresis darauf geachtet werden, dass
einerseits überflüssige Handover vermieden werden, andererseits aber ein Hando-
ver nicht zu lange verzögert wird, was die Wahrscheinlichkeit eines Gesprächsab-
bruchs erhöhen würde. Bei gleichzeitiger Leistungskontrolle kann die Handover-
Entscheidung mit zu großer Hysteresis zu stärkeren Gleichkanalstörung führen
[169].
7.2.2 Soft Handover in UTRA-FDD
Es gibt verschiedene Möglichkeiten, ein UTRA-Netzwerk aufzubauen. Soll auf ein
existierendes GSM-Netzwerk aufgebaut werden, so kann zunächst eine Erweite-
rung zu GPRS wie folgt aussehen (siehe Bild 7.4): Für die Übertragung mit pake-
torientierter Vermittlung in GPRS muss parallel zu der MSC für GSM ein SGSN
(Serving GPRS Support Node) und entsprechend dem GMSC in GSM ein GGSN
(Gateway GPRS Support Node) für den Anschluss an externe Netze wie zum Bei-
spiel das Internet installiert werden [27]. Natürlich müssen auch die BSS Kom-
ponenten BTS und BSC entsprechend der GPRS-Übertragung aufgerüstet werden.
Dieses GSM Phase2+ Netz kann durch Aufrüstung der GSM MSC und der SGSN
befähigt werden, UTRA-Übertragungen mit paket- oder verbindungsorientierter
Vermittlung durchzuführen. Statt dem BSS ist allerdings ein komplett neues Zu-
gangsnetz UTRAN (UTRA Network) erforderlich, bestehend aus RNC (Radio Net-
work Controller) und Basisstationen (Node B) [27, 55]. Die Node B versorgen ei-
ne oder auch mehrere Zellen, indem der Abdeckungsbereich in Sektoren eingeteilt
wird, denen verschiedene Antennen mit Richtcharakteristik zugeordnet werden. In-
zwischen ist aber auch ein komplett neues UTRA-Kernnetz, das auf IP-Protokollen
basiert, in Diskussion. Inwieweit damit zeitkritische Übertragungen wie Sprache
mit einer garantierten Quality of Service (QoS) realisierbar sind, wird noch unter-
sucht [95].
In CDMA-Systemen werden im Gegensatz zu TDMA-Systemen vor allem Intrafre-
quency Handover durchgeführt. Im Zusammenhang mit der Leistungsregelung, die
in CDMA-Systemen notwendig ist, können in CDMA-Systemen durch Hard Hand-

































Bild 7.4 Erweiterung eines GSM-Netzes für GPRS und UTRA
over mit Hysteresis, bei der das Handover erst nach einer gewissen Verzögerung
durchgeführt wird, sehr starke Störungen erzeugt werden [169]. Daher wird bei In-
trafrequency Handover in CDMA Systemen meist das Prinzip des Soft Handovers
angewendet. Der Unterschied zu einem Hard Handover besteht darin, dass eine
Mobilfunkstation unter Umständen gleichzeitig Verbindungen mit mehreren be-
nachbarten Basisstationen mit derselben Trägerfrequenz aufrechterhält, wenn noch
nicht klar ist, dass wirklich ein Handover zu einer anderen Basisstation auf Dau-
er besser ist (siehe Bild 7.5). Damit ist garantiert, dass immer eine Verbindung
zur Basisstation mit dem besten Empfang besteht, der Ping-Pong-Effekt wird aber
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Bild 7.5 Soft Handover in UTRA
vermieden. Die Wahrscheinlichkeit eines Gesprächabbruchs wird wesentlich redu-
ziert. Hierfür sind wie bei GSM Messungen der benachbarten Zellen notwendig.
Die Basisstationen, die zum UTRAN gehören und regelmäßig gemessen werden,
mit denen aber noch keine Verbindung besteht, gehören zum Monitored Set. Basis-
stationen, die nicht zu UTRAN gehören, die aber trotzdem von dem UE gemessen
werden können (z.B. GSM-BTSs) gehören zum Unlisted Set.
Eine Verbindung zu einer Basisstation wird z.B. im IS-95-System aufgenommen,
wenn das C/I dieser Basisstation an der Mobilfunkstation größer wird als eine vor-
gegebene (absolute) Schranke. In UMTS soll dagegen das relative C/I einer Ba-
sisstation zum C/I der am besten zu empfangenen Basisstation als Entscheidungs-
kriterium für den Verbindungsaufbau (bzw. das Aufnehmen der Basisstation in das
Active Set) herangezogen werden [34]. Dies bewirkt, dass das Aufnehmen (bzw.
Ausschließen) einer Basisstation in das (bzw. aus dem) Active Set nicht von der
Netzbelastung abhängt und somit die Netzkapazität weniger belastet wird. Wie in
Bild 7.5 zu sehen ist, überlappen sich bei Soft Handover die Zellen, die Zellgren-
zen sind fließend. Soft Handover heißt damit nicht unbedingt, dass ein wirkliches
Handover durchgeführt wird. Es ist auch möglich, dass eine Verbindung zu einer
weiteren Basisstation aufgenommen wird, zum Beispiel, wenn der Teilnehmer sich
in eine Abschattung bewegt. Diese Verbindung kann, wenn der Teilnehmer wie-
der aus der Abschattung heraustritt, aufgehoben werden. Die Verbindung zur al-
ten Basisstation wurde also nicht unterbrochen, sondern es wurde nur zwischen-
zeitlich zur Unterstützung eine weitere Basisstation für die Aufrechterhaltung des
Gesprächs hinzugezogen. Der Vorteil, dass die Übertragung über mehrere Basis-
stationen jeweils anderen (z.T. besseren) Kanalbedingungen unterliegt und beim
Empfang kombiniert werden kann, wird Macro Diversity genannt.
Das TCH-Signal, das für eine Mobilstation bestimmt ist, wird im Downlink gleich-





Bild 7.6 Softer Handover in UTRA
zeitig von mehreren Basisstationen mit deren Scramblingcodes codiert abgesendet.
Ein besonderer Vorteil des Soft Handovers ist, dass die Signale aller Basisstationen
im Active Set durch Maximum-Ratio-Combining im Rake-Empfänger der Mobil-
station mit maximalem SNR kombiniert werden können. Die Leistungen der ein-
zelnen Signale und damit die Interferenzen in und zwischen den beteiligten Zellen
können so klein gehalten werden. Für diesen gemeinsamen Empfang muss aller-
dings eine gewisse Synchronisation der involvierten Basisstationen durchgeführt
werden [147], was im normalen UTRA-FDD-Betrieb sonst nicht der Fall ist. Zu-
dem müssen natürlich mehr Finger im Rake-Empfänger implementiert werden, um
gleichzeitig Signale mehrerer Basisstationen empfangen zu können. Soft Hando-
ver wirken sich auf Up- und Downlink unterschiedlich aus: im Downlink ist es
einerseits nachteilig, dass die Mobilstation in mehreren Zellen gleichzeitig physi-
kalische Kanäle belegt, womit die Netzkapazität reduziert wird. Andererseits wird
dadurch die Interferenz auf mehrere Zellen verteilt, was sich insgesamt positiv auf
die Netzkapazität auswirkt. Diese beiden Effekte heben sich ungefähr auf. Im Up-
link sendet die Mobilstation ein Signal mit ihrem spezifischen Scramblingcode,
das von allen Basisstationen mit Kenntnis dieser Sequenz empfangen werden kann.
Die Sendeleistung wird durch Kombination der TPC-Befehle aller Basisstationen
im Active Set geregelt. Es findet in jeder Basisstation eine Schätzung der Signal-
qualität (BER oder C/I) statt, aufgrund derer dann in den RNCs (oder MSCs)) eine
Auswahl des besten Signals durchgeführt wird (Selection Combining). Im Uplink
wird die Netzkapazität durch Soft Handover insgesamt verbessert, da keine weite-
ren Netzressourcen belegt werden (siehe dazu [93, 113, 154, 169]).
Es gibt noch einen Spezialfall von Soft Handover, und zwar das Softer Handover.
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Befindet sich der Teilnehmer in dem Überlappungsgebiet zweier Sektorzellen, die
vom selben Node B versorgt werden, so kann das Signal der Mobilstation durch
Empfang des Uplink-Signals mit beiden Sektorantennen des Node B direkt in ei-
nem Rake-Empfänger kombiniert werden (siehe Bild 7.6). Die Netzbelastung wird
im Softer Handover verringert, da nicht wie im Soft Handover mit Selection Com-
bining mehrere Empfangssignale zur RNC geschickt werden müssen. Zudem ergibt
sich mit Maximum-Ratio-Combining meist eine bessere Empfangsqualität. Unter-
suchungen zu Softer Handover finden sich in [90, 102].
7.2.3 System-Handover und Compressed Mode
Bei einem System-Handover zwischen UTRA und GSM ist vor allem die Frage,
wie die notwendigen Messungen auf GSM-Frequenzen während des UTRA-FDD-
Betriebs mit nur einem Empfangszweig bewerkstelligt werden können. In Hinblick
auf ein parametergesteuertes Software Radio ist auch zu klären, wann und wie
schnell die Luftschnittstelle hierfür komplett rekonfiguriert werden muss. Für ein
UE ist im Prinzip nur das Handover von UTRA zu GSM notwendig, um Gesprächs-
abbrüche bei Verlassen des UTRA-Abdeckungsgebietes zu vermeiden. Handover
von GSM zu UTRA sind nicht unbedingt erforderlich, da GSM-Netze flächende-
ckend sind und daher keine Gesprächsabbrüche drohen, sie sind aber trotzdem vor-
gesehen [1].
Netzseitig muss ein nahtloses System-Handover natürlich unterstützt werden. Bei
einem Handover von UTRA zu GSM muss zwischen den Netzen folgender In-
formationsaustausch stattfinden: das UTRA-System muss über die verwendeten
GSM-Frequenzen in der Umgebung informiert werden, was dann an die UE wei-
tergegeben wird. Bei einem Handover von UTRA zu GSM muss die neue GSM-
Basisstation über das bevorstehende Handover informiert werden. Im Falle einer
Datenübertragung müssen die Netze gegebenfalls die Reduzierung der Datenrate
koordinieren.
In einem CDMA-System wie UTRA-FDD wird bei verbindungsorientierter Über-
tragung ununterbrochen gesendet und empfangen. Messungen anderer Zellen kön-
nen von Mobilfunkgeräten mit nur einem Empfangszweig somit gleichzeitig nur
auf derselben Frequenz mit zusätzlichen Korrelatoren durchgeführt werden. Bei
paketorientierter Übertragung im UTRA-FDD oder bei UTRA-TDD ergeben sich
dagegen wie bei GSM freie Zeitintervalle für Messungen auf anderen Frequenzen.
Kritisch sind damit vor allem die Handover von UTRA-FDD-Gesprächen mit ver-
bindungsorientierter Übertragung nach GSM oder nach UTRA-TDD, aber auch al-
le oben erwähnten Interfrequency Handover innerhalb von UTRA-FDD. Für diese
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Bild 7.7 Compressed Mode in UTRA-FDD
Handover können Messungen mit einem Empfangszweig nur durchgeführt werden,
indem freie Zeitintervalle durch schnellere Übertragung der TCH-Daten geschaffen
werden. Die schnellere Übertragung wird durch den Compressed Mode erreicht, bei
dem die Daten entweder mit einem um Faktor 2 niedrigeren Spreizfaktor oder einer
schwächeren Kanalcodierung (erreicht durch Punktierung) übertragen werden [58].
Um die Übertragungsqualität zu erhalten, müssen die Daten im Compressed Mode
mit einer höheren Signalleistung übertragen werden, was natürlich die Interferenz
erhöht. Es gibt auch die Möglichkeit, die Bruttodatenrate durch höhere Schichten
zu verringern. In Bild 7.7 ist das Prinzip des Compressed Mode veranschaulicht.
Innerhalb eines UTRA-Rahmens ergibt sich eine gewisse Leerzeit (Idle Time), in
der Messungen auf anderen Trägern z.B. von GSM-BCCH-Kanälen durchgeführt
werden können.
Wie oft und wie lange Messungen anderer Zellen durchgeführt werden müssen, ist
in UTRA nicht festgelegt, sondern wird individuell von UTRAN mit einer Measu-
rement Control Message an das UE angeordnet. Es gibt verschiedene Arten von
Kriterien ob und wie Messungen durchgeführt werden: Sie können periodisch,
ausgelöst durch ein bestimmtes Ereignis oder auf direkte Nachfrage von UTRAN
durchgeführt werden. Dies hängt von der jeweiligen Situation und dem Zellauf-
bau ab. Im Folgenden wird vor allem auf die Messungen für System-Handover
von UTRA-FDD nach GSM eingegangen, da dies das schwierigste Handover dar-
stellt, wenn in dem UE nur ein Empfangszweig eingebaut ist. Hier muss zudem
die Luftschnittstelle komplett umkonfiguriert werden. Bei einem solchen System-
Handover sollen ähnliche QoS-Anforderungen eingehalten werden wie bei einem
GSM-internen Handover. Entsprechend sollen die Messungen und Handover-Ab-
läufe möglichst wie bei einem GSM-internen Handover durchgeführt werden. Auch
UEs müssen eine Vorsynchronisation auf die maximal sechs bestempfangenen GSM-
Basisstationen durchführen und die zugehörigen Messergebnisse mit den deco-
dierten BSICs regelmäßig an UTRAN senden [10]. Dies bedeutet, dass nicht nur
bei der Durchführung des System-Handovers, sondern noch während der UTRA-
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Verbindung die Luftschnittstelle für die Demodulation und Decodierung der GSM-
SCH-Kanäle umkonfiguriert werden muss. Dies ergibt extrem kurze Zeitspannen,
die für die Umkonfiguration zur Verfügung stehen.
Es ist bei einem UE mit Software Radio Architektur auch zu analysieren, ob für die
Messungen Compressed Mode nur im Downlink oder auch im Uplink durchgeführt
werden muss. Im Prinzip betrifft die kurze Unterbrechung der UTRA-FDD Verbin-
dung für Messungen auf anderen Frequenzen nur den Downlink. Unter bestimmten
Bedingungen muss aber gleichzeitig auch der Uplink im Compressed Mode über-
tragen werden, um auch dort eine Leerzeit für die Messung zu gewinnen. Dies
ist zum Beispiel der Fall, wenn GSM-1800-Zellen gemessen werden sollen, de-
ren Downlink-Frequenzen im Bereich von 1805-1880MHz liegen. Normalerweise
werden in einem UE bei UTRA-FDD für Up- und Downlink Sende- und Empfangs-
frequenzen mit einem festen Abstand von 190 MHz generiert und zum gleichzeiti-
gen Empfang und Senden über eine Antenne entkoppelt. Bei gleichzeitigem Emp-
fang eines GSM-1800-Kanals kann der Tx-Rx-Abstand auf 40 MHz sinken, womit
eine Entkopplung unmöglich wird [69]. Daher muss bei Messungen von GSM-
1800 oder auch gegebenenfalls von UTRA-TDD, das teilweise im Frequenzbereich
1900-1920MHz liegt, auch der Uplink im Compressed Mode gesendet werden [6].
Bei reinen Pegelmessungen von GSM-900-Zellen reicht gegebenenfalls Compres-
sed Mode im Downlink aus, es kann hierfür aber ein zweiter Frequenzgenerator im
UE notwendig werden. Im Falle von Messungen zur Vorsynchronisation muss da-
gegen nicht nur die empfangene Trägerfrequenz sondern die gesamte Luftschnitt-
stelle gewechselt werden. Bei einem parametergesteuerten Software Radio kann
dabei nicht gleichzeitig die UTRA-Uplink-Verbindung aufrechterhalten werden. In
diesem Fall muss also auch Compressed Mode im Uplink angewendet werden.
Mit welchen Zeitintervallen die GSM-Messungen durchgeführt werden sollen, wird
im Folgenden genauer erklärt. Der Compressed Mode wird durch mehrere Parame-
ter beschrieben [6] (siehe Bild 7.8):
  TGL (Transmission Gap Length) ist die Dauer, in der keine Übertragung bzw.
kein Empfang in dem UE stattfindet. Diese Dauer entspricht einer bestimm-
ten Anzahl an Slots innerhalb eines UTRA-Rahmens. Pro Rahmen können
maximal sieben Slots nicht übertragen werden [2].
  TGP (Transmission Gap Period) ist die Periodenzeit in UTRA-Rahmen, in-
nerhalb der maximal zwei Übertragungsunterbrechungen stattfinden und de-
ren Muster sich wiederholt.
  TGD (Transmission Gap Distance) ist die Zeitdauer zwischen zwei Übertra-






Bild 7.8 Parameter des Compressed Mode
gungsunterbrechungen innerhalb eines TGP. Falls es nur eine Übertragungs-
unterbrechung innerhalb des TGP gibt, wird TGD auf Null gesetzt.
  PD (Pattern Duration) ist die gesamte Dauer aller TGPs, ausgedrückt in der
Anzahl der Rahmen.
Für die Messungen der Pegel von GSM-Basisstationen, mit denen die sechs best-
empfangbaren Zellen gefunden werden, sind folgende Parameter in der UTRA-
Spezifikation festgelegt [7]:
TGL (Slots) TGD (Rahmen) TGP (Rahmen) PD (Rahmen)
3 0 8 128
Innerhalb der kurzen Messintervalle werden reine Pegelmessungen anderer Zellen
durchgeführt, hier muss also nicht die gesamte Luftschnittstelle sondern nur die
Trägerfrequenz des Oszillators gewechselt werden. Da im Downlink kein komplet-
ter Slot ausgelassen wird, sondern aus übertragungstechnischen Gründen die Pilot-
sequenz eines Slots und z.T. auch die TPC-Information noch gesendet wird, ergibt
sich bei einer TGL-Dauer von 3 Slots eine Übertragungsunterbrechung zwischen
1,6 und 1,99 ms in Abhängigkeit der Pilot- und TPC-Länge. Diese Zeit entspricht
also ungefähr der kurzen Messzeit im GSM-System (vgl. Bild 7.2). In welchem
Rahmen einer TGP und in welchen Slots dieses Rahmens die Übertragungsun-
terbrechung stattfinden soll, ist nicht festgelegt. Dies kann von oberen Schichten
angegeben werden. Der zeitliche Abstand der Übertragungsunterbrechung ist aber
bei einem festen CM-Muster ca. 78 ms (7 Rahmen und 12 Slots). In GSM treten
die kurzen Messintervalle dagegen alle 2,3 ms auf. Die Messungen brauchen nicht
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Bild 7.9 Messungen eines UE von GSM FCCH- und SCH Kanälen
unbedingt so oft durchgeführt werden wie bei einem Handover innerhalb des GSM-
Systems, da sich durch eine Verzögerung der Handover-Entscheidung bei Verlas-
sen des UTRA-Abdeckungsbereiches nicht das Problem der erhöhten Störung der
Nachbarzellen ergibt.
Bei der Vorsynchronisation auf die sechs bestempfangenen GSM-Zellen muss die
Luftschnittstelle gewechselt werden. Hierfür wird dem UE in [7] nur
       s
Zeit zum Trägerwechseln und 200   s zum Wechseln der Luftschnittstelle einge-
räumt. In [7] werden 10 verschiedene CM-Muster angegeben, mit denen die erst-
malige Vorsynchronisation ohne Vorinformation durchgeführt werden kann. Diese
besteht, wie schon in Abschnitt 7.2.1 beschrieben, in der Frequenzsynchronisati-
on mit Hilfe der FCCH-Kanäle und in der Zeitsynchronisation durch Demodula-
tion und Decodierung der SCH-Kanäle. Die TGL kann hierfür 7 Slots (zwischen
4,27 und 4,66 ms), 10 Slots (6,27-6,66ms) oder 14 Slots (8,93-9,33ms) lang sein.
Welches CM-Muster verwendet wird, hängt davon ab, wie dringend die Messun-
gen sind und wie wichtig die Leistungskontrolle ist, die im CM nicht optimal ist,
da zum Teil keine TPC-Information übertragen wird. Ungefähr die gleiche Syn-
chronisationsgeschwindigkeit wie in GSM ergibt sich durch das Muster TGL=10
Slots, TGD=12 Rahmen und TGP= 48 Rahmen. Ein GSM-Multirahmen hat diesel-
be Dauer wie 12 UTRA-Rahmen (120 ms), bzw. 6 GSM-Multirahmen bilden einen
UTRA-Superrahmen der Dauer 720 ms [147]. Somit ergeben sich dieselben Zeitab-
stände der langen Messintervalle in GSM, wenn in jedem 12. UTRA-Rahmen Mes-
sungen der GSM-Basisstationen durchgeführt werden (siehe Bild 7.9).
Compressed Mode für System-Handover Messungen ist nur bei verbindungsorien-
tierter Übertragung (z.B. bei Sprachübertragung) über UTRA-FDD notwendig. Da
Telefonieren in einem UTRA-Netz aber eher teurer als mit GSM sein wird, ist es
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eher unwahrscheinlich, dass ein Teilnehmer über das UTRA-Netz telefoniert, wenn
das GSM-Netz noch Kapazitäten frei hat. Telefoniert dagegen der Teilnehmer über
das UTRA-Netz, weil in GSM keine Kapazitäten frei sind, so wäre ein Hando-
ver zu GSM nur dann möglich, wenn der Teilnehmer in eine neue GSM-Zelle mit
freien Kapazitäten wechseln kann. Wie oft Compressed Mode für Messungen in-
nerhalb von UTRA verwendet werden muss, hängt vor allem vom Netzaufbau ab.
Da zum Beispiel in Deutschland jeder Netzbetreiber nur zwei 5 MHz Frequenz-
blöcke ersteigern konnte, werden die notwendigen Interfrequency Handover inner-
halb von UTRA eher geringer ausfallen, verglichen mit den ursprünglich geplanten
UTRA-Netzen mit zum Teil drei Frequenzblöcken. Da innerhalb von Compressed
Mode mit einer höheren Leistung gesendet wird, CDMA-Systeme aber leistungs-
beschränkt sind, ist klar, dass Compressed Mode Übertragungen möglichst wenig
durchgeführt werden sollten. Wie sich zum Beispiel eine Reduzierung des Spreiz-
codes um den Faktor zwei auf die Bitfehlerrate auswirkt zeigt Bild 7.10. Die Simu-
lationen zeigen die Bitfehlerraten einer Übertragung mit Faltungscodierung mit der
Coderate   
     + und Interleaving über 20 ms, jeweils im Normal und im Com-
pressed Mode für verschiedene Spreizfaktoren. Es wurden zwei Fälle simuliert:
  Der erste Fall ist die Übertragung mit dem Spreizfaktor 32 (SF32), der dann
im CM auf 16 reduziert wird (SF16_1). Es werden bei Spreizfaktor 32 pro
Slot 140 Datenbits und pro Rahmen 2100 Datenbits übertragen. Es ergibt
sich damit für das Interleaving über 20 ms eine Interleaving-Blocklänge von
2100   2, welche auch bei der Reduzierung des Spreizfaktors auf 16 beibe-
halten wird.
  Der zweite Fall ist die Übertragung mit dem Spreizfaktor 16 (SF16_2), der
dann im CM auf 8 reduziert wird (SF8). Es werden bei Spreizfaktor 16 pro
Slot 288 Datenbits und pro Rahmen 4320 Datenbits übertragen. Es ergibt
sich damit für das Interleaving über 20 ms eine Interleaving-Blocklänge von
4320   2, welche auch bei der Reduzierung des Spreizfaktors auf 8 beibehal-
ten wird.
Durch die unterschiedlichen Interleaver-Blocklängen ergeben sich für den Spreiz-
faktor 16 zwei unterschiedliche Bitfehlerkurven. Aus Bild 7.10 kann abgelesen
werden, dass im ersten Fall die Übertragung im CM einen Verlust von ca. 1,4 dB
und im zweiten einen Verlust von ca. 3 dB jeweils bei der Bitfehlerrate
  
  er-
gibt. Diese Verluste müssen im Compressed Mode durch die Übertragung mit einer
höheren Sendeleistung ausgeglichen werden.
Bei der Durchführung eines nahtlosen System-Handover sollte das Wechseln der
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Bild 7.10 Simulationsergebnisse für Normal und Compressed Mode bei Reduzierung
des Spreizfaktors um zwei
Trägerfrequenz und der Parameter der Luftschnittstelle möglichst schnell durchge-
führt werden, da sonst der Teilnehmer vor allem bei Sprachübertragung eine Unter-
brechung wahrnehmen würde. Bei Datenübertragungen sind kleine, durch System-
Handover und die dafür notwendige Umstellung der Luftschnittstelle erzeugte Zeit-
verzögerungen aber zumutbar. Wie schnell hierfür die Luftschnittstelle umgeschal-
tet werden können muss, ist in den UTRA-Spezifikationen (Release 1999) nicht
genau angegeben. Es sollen aber sowohl bei einem Handover von GSM zu UTRA
wie auch von UTRA zu GSM die kurzzeitigen Qualitätseinbrüche, die bei einem
Handover entstehen, entsprechend den Anforderung innerhalb des GSM-Systems
begrenzt werden [1]. Innerhalb von GSM wird ein Handover von einem Burst zum
anderen vollzogen, wobei am Anfang zuerst statt normalen Bursts kurze RACH-
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Bursts gesendet werden, wenn noch keine Information über den Timing Advance
für die neue Basisstation bekannt ist. Da in dem GSM-System das Umschalten
zwischen Empfang und Senden maximal in ca. 921   s durchgeführt werden muss,
wird auch bei einem Handover kein schnelleres Umschalten verlangt werden. Je
nachdem, wie die Rahmen der alten und neuen Basisstation zueinander liegen und
welcher Zeitschlitz jeweils bei der alten und neuen Verbindung belegt wird, kann
die Zeit zwischen letztem an die alte Basisstation gesendeten und dem ersten von
der neuen Basisstation empfangenen Burst auch relativ lang (max. 7 GSM-Bursts,
also ca. 4 ms) sein.
Ausschlaggebend, wie schnell in einem UE die Luftschnittstelle gewechselt werden
können muss, ist damit das Umschalten der Luftschnittstelle während der Vorsyn-
chronisation auf eine GSM-Zelle bei einem CM während einer UTRA-FDD Ver-
bindung. Können die Luftschnittstelle und die Trägerfrequenz nicht innerhalb von
ca. 600   s umgeschaltet werden, wie in der UTRA-Spezifikation gefordert, könnte
für die Vorsynchronisation immer mit den CM-Mustern mit längeren Idle Times
(TGL = 10 oder 14 Slots) übertragen werden. Dies hat den Nachteil, dass stärkere
Störungen anderer Teilnehmer entstehen. Ob Software Radios mit einer gemeinsa-
men Hardware-Plattform ohne Redundanz für UTRA zum Einsatz kommen, hängt
somit sehr stark davon ab, wie schnell der Wechsel von UTRA zu GSM und umge-
kehrt durchgeführt werden kann.
7.3 Zusammenfassung
Abschließend wurde zunächst die mögliche Hardware-Einsparung durch die ge-
meinsame Nutzung der parametrisierten Basisbandfunktionen für verschiedene Mo-
bilfunksysteme diskutiert. Abhängig davon, wieviele gemeinsame Systeme imple-
mentiert werden sollen und wie ähnlich diese Systeme sind, ergeben sich erhebli-
che Einsparungen. Ein weiterer Vorteil der parametrisierten Basisbandfunktionen
ist, dass diese Vorgehensweise auch bei der Entwicklung und Herstellung verschie-
denster Mobilfunkgeräte eine Einsparung an Arbeitsaufwand bedeutet, da allge-
meine Funktionen in mehrere Geräte einfließen können. Zudem wurde heraus-
gearbeitet wie schnell die Luftschnittstelle rekonfiguriert werden muss, um naht-
lose System-Handover zum Beispiel von UTRA-FDD zu GSM zu ermöglichen.
Aufgrund der notwendigen Vorsynchronisationen auf in Frage kommende GSM-
Basisstationen, die noch während der laufenden (UTRA-)Verbindung durchgeführt
werden müssen, ergeben sich sehr kurze Zeiten für das Umschalten der Luftschnitt-
stelle von ca. 600   s. Ist die Rekonfiguration in dieser Zeit nicht realisierbar, gibt es
auch die Möglichkeit einen weiteren Transceiver für diese Funktionen in das Mo-
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bilfunkgerät zu integrieren, wobei dies natürlich nicht dem ursprünglichen Konzept
eines Software Radios entspricht. Es ist aber auch klar, dass eine Rekonfiguration




An dieser Stelle soll die Berechnung der Übergangswahrscheinlichkeiten        
 

       genauer beschrieben werden. Zunächst gilt
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Die Wahrscheinlichkeit  
        kann nun wie folgt mit der intrinsischen In-
formation   
    dargestellt werden. Für die A-priori-Wahrscheinlichkeit       
gilt für binäre              

 
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bzw.
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Hiermit erhält man durch Auflösen nach  
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    bzw.          
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Der erste Faktor der rechten Seite aus Gleichung (A.4) ist unabhängig von    ,
wegen
  	 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und kann daher als Faktor in der LLR-Berechnung in (4.43) weggelassen werden.
Damit ergibt sich bei binären   
 
                        (A.6)
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Um eine allgemeinere Darstellung zu erhalten, bei der    zwar zunächst nur zwei
Werte annehmen kann, diese aber nicht unbedingt
  
und    sein müssen, sondern
allgemein mit    	  und   *  bezeichnet werden, ergeben sich mit

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                 	  
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      *    (A.7)
die Wahrscheinlichkeiten
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      (A.8)
und
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Die Wahrscheinlichkeit  
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   (A.10)
da
  durch  und    eindeutig bestimmt ist. Hier können wiederum die bedingten
Dichten  

        mit   	
 dargestellt werden. Bei reinem AWGN-Kanal (bzw.
idealer Entzerrung) ist             , mit dem abgetasteten, tiefpassbegrenzten
weißen Gaußschen Rauschprozess    . Durch Variablentransformation kann nun
die bedingte Dichte folgendermassen berechnet werden [99]
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  

      steht für die Varianz des reellwertigen Rauschens   .    stellt die
Energie pro gesendetem (codierten) Bit dar und ist damit je nach Coderate kleiner
als die Energie pro Informationsbit   . Das bedingte LLR von     lässt sich dann
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vereinfachen, wobei  
 
        gilt. Entsprechend den obigen Rechnungen in
(A.2) bis (A.4) zu  
        ergibt sich
 

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    (A.13)
wobei wieder gezeigt werden kann, dass     unabhängig von     ist. Insgesamt
ergibt sich mit           für die Übergangswahrscheinlichkeiten
             
 
 	
 	         	
                  
    	    	
 
 	
        
     !          (A.14)
B Darstellung von CPM-Signalen
nach Laurent
Jede CPM-Modulation wird bestimmt durch die Phasenantwort
  %   	

      	  für %     für %   
   (B.1)
also durch das Integral über den (kausalen) Frequenzimpuls   %  und durch den
Modulationsindex   . Die komplexe Einhüllende eines CPM-Signals besitzt die all-
gemeine Form

 %    	     
  	 
       %       (B.2)
Da die Bits
  ab dem Zeitpunkt %    übertragen werden, liefern zum Zeitpunkt%       mit      die Bits   	      , noch keinen Beitrag zu  &%  . Mit
Gleichung (B.1) gilt für (B.2) zum Zeitpunkt
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Die Exponential-Terme auf der rechten Seite können aufgespalten werden in eine
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Da die Datenbits binär sind (


          ), folgt
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Um diese Gleichung zu vereinfachen, wird die verallgemeinerte Phasenimpuls-
funktion   &%  eingeführt:
   %    &%    %   
  

  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Sie ist auf das Intervall
  %    
  begrenzt. Die Brüche in Gleichung (B.6)






                                    (B.8)








	              	                            (B.9)





















	             	                            (B.10)
Die rechte Seite des Ausdrucks entspricht einer Summe von
   
Summanden. Die-
se Summanden bestehen jeweils aus dem Produkt von 
 Grundimpulsen    &% 
und einem komplexen Phasenterm. Man kann zeigen, dass nur
        	 ver-
schiedene Produkte der Grundimpulse, genannt Elementarimpulse    &%  , und zeit-
verschobene     %  als Terme auftreten. Dies wird später am Beispiel  
   
erläutert. Die    &%  werden wie folgt definiert:
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basierend auf der binären Darstellung von
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    ist die jeweilige Dauer der    Elementarimpulse. Es gilt:
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Somit erhält man nun für alle Zeitpunkte
%
die folgende Darstellung der komplexen
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mit den akkumulierten Datenbits
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Das CPM-Signal wird also durch eine Summe gewichteter Elementarimpulse    &% 
ausgedrückt. Diese Darstellung ist exakt, bis auf das Abschneiden des Frequenz-
impulses auf die Länge  
 . Eine Untersuchung verschiedener CPM-Signale und
deren Darstellung mit Hilfe dieser Formel von Laurent ist z.B. in [80] ausführlich
beschrieben.
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Beispiel für  
   
An diesem Beispiel soll nun erläutert werden, wie (B.15) aus (B.10) folgt. Für 
    ergeben sich       unterschiedliche Elementarimpulse
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Dies eingesetzt in (B.10) unter der Berücksichtigung von (B.14) ergibt (B.15) mit 
    für den allgemeinen Zeitpunkt % .
Beispiel MSK mit  
   
Bei der MSK ist  
    , das heißt es gibt nur einen Elementarimpuls
    MSK &%      &%    2      %    (B.16)
Da der Frequenzimpuls hier
 &%         	  %  (B.17)
ist, und damit die Phasenimpulsantwort
  %   	

          für %  	  für   %     für %   (B.18)
beträgt, ist der Hauptimpuls hier
    MSK &%  	  2   %       %    sonst  (B.19)
Ein MSK-Signal hat also folgende Form

 %   	
 

       MSK  %      (B.20)
C Verwendete
Mobilfunkkanalmodelle
Hier werden die in dieser Arbeit verwendeten Mehrwegemodelle aufgelistet (vergl.
Abschnitt 6.2).
C.1 Mehrwegekanalmodelle für GSM
Die folgende Mehrwegekanalmodelle für GSM stammen aus [31] bzw. [44].





Leistung (lin.) Leistung (dB) Spectrum
1 0,0 1,000 0,0 RICE
2 0,1 0,398 -4,0 CLASSIC
3 0,2 0,158 -8,0 CLASSIC
4 0,3 0,063 -12,0 CLASSIC
5 0,4 0,025 -16,0 CLASSIC
6 0,5 0,010 -20,0 CLASSIC
Tabelle C.1 GSM-Verzögerungs-Leistungsprofil RURAL AREA





Leistung (lin.) Leistung (dB) Spectrum
1 0,0 1,000 0,0 CLASSIC
2 0,1 0,708 -1,5 CLASSIC
3 0,3 0,355 -4,5 CLASSIC
4 0,5 0,178 -7,5 CLASSIC
5 15,0 0,158 -8,0 CLASSIC
6 17,2 0,017 -17,7 CLASSIC
Tabelle C.2 GSM-Verzögerungs-Leistungsprofil HILLY TERRAIN
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Leistung (lin.) Leistung (dB) Spectrum
1 0,0 0,501 -3,0 CLASSIC
2 0,2 1,000 0,0 CLASSIC
3 0,5 0,631 -2,0 CLASSIC
4 1,6 0,251 -6,0 CLASSIC
5 2,3 0,158 -8,0 CLASSIC
6 5,0 0,100 -10,0 CLASSIC
Tabelle C.3 GSM-Verzögerungs-Leistungsprofil TYPICAL URBAN
C.2 Mehrwegekanalmodelle für DECT
Diese Mehrwegekanalmodelle für DECT sind aus [168].





Leistung (lin.) Leistung ( dB) Spectrum
1 0,0 1,000 0,0 CLASSIC
2 0,1 0,398 -4,0 CLASSIC
3 0,2 0,159 -8,0 CLASSIC
4 0,3 0,071 -11,5 CLASSIC
5 0,4 0,028 -15,5 CLASSIC
6 0,5 0,011 -19,5 CLASSIC
Tabelle C.4 DECT-Verzögerungs-Leistungsprofil         ns
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Leistung (lin.) Leistung ( dB) Spectrum
1 0,0 1,000 0,0 CLASSIC
2 0,1 0,562 -2,5 CLASSIC
3 0,2 0,447 -3,5 CLASSIC
4 0,3 0,282 -5,5 CLASSIC
5 0,5 0,501 -3,0 CLASSIC
6 1,0 0,036 -14,5 CLASSIC
Tabelle C.5 DECT-Verzögerungs-Leistungsprofil        ns
C.3 Mehrwegekanalmodelle für UTRA
Die Mehrwegekanalmodelle für UTRA sind aus [45] und wurden etwas modifiziert,
da für die aktuelle Version des Standards die Chipdauer geändert wurde.





Leistung (lin.) Leistung (dB) Spectrum
1
       1,000 0,0 CLASSIC
2
        "     0,562 -2,5 CLASSIC
3
             0,219 -6,6 CLASSIC
4 +           " 0,112 -9,5 CLASSIC
5
             "   0,050 -13,0 CLASSIC
6        +     0,044 -13,6 CLASSIC
7
              0,028 -15,5 CLASSIC
8         +$+ " 0,003 -25,5 CLASSIC
9
       "     0,007 -21,5 CLASSIC
10
          "   "  0,003 -25,5 CLASSIC
Tabelle C.6 UTRA-Verzögerungs-Leistungsprofil Vehicular A
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Leistung (lin.) Leistung (dB) Spectrum
1
       0,562 -2,5 CLASSIC
2
        "     1,000 0,0 CLASSIC
3 + "      +      0,052 -12,8 CLASSIC
4 +      +       " 0,100 -10,0 CLASSIC
5
               0,003 -25,2 CLASSIC
6           +        0,025 -16,0 CLASSIC
Tabelle C.7 UTRA-Verzögerungs-Leistungsprofil Vehicular B





Leistung (lin.) Leistung (dB) Spectrum
1
       1,000 0,0 FLAT
2
       "     0,112 -9,5 FLAT
3
             0,0005 -33,4 FLAT
Tabelle C.8 UTRA-Verzögerungs-Leistungsprofil Indoor Office A





Leistung (lin.) Leistung (dB) Spectrum
1
       1,000 0,0 CLASSIC
2
        "     0,054 -12,7 CLASSIC
3
             0,004 -24,5 CLASSIC
Tabelle C.9 UTRA-Verzögerungs-Leistungsprofil Indoor to Outdoor and Pedestri-
an A
D Parameterlisten für verschiedene
Übertragungsmodi
In der folgenden Tabelle sind die wichtigsten Parameter zur Steuerung der Luft-
schnittstelle aufgeführt. Als Beispiele wurden jeweils zwei Übertragungsmodi aus
GSM, DECT und UTRA-FDD ausgewählt: Die GSM-Kanäle sind der TCH/FS und
der TCH/F2.4. Die DECT-Kanäle sind der P32 Burst im unprotected mode und der
P80 im preotected mode. Bei UTRA können sich die Übertragungen im Up- und
Downlink unterscheiden, daher wurden als Beispiel einmal die Parametrisierung
für eine Übertragung mit Turbocodierung im Downlink und einmal die Übertra-
gung mit einer Faltungscodierung im Uplink aufgeführt. Entsprechende Parameter
können auch für die Kanalcodierung der SACCH- Daten eingeführt werden.
GSM DECT UTRA-FDD
FS F2.4 P32 u. P80 p. T. DL F. UL
Kanalcodierung
N Class 1 182 72 320 64 3037 392
N Class 1a 50 72 320 64 3037 392
N Class 2 78 0 0 0 0 0
CCCODE Length DATAInput 0 0 0 0 0 0
Importance Order -1 -1 -1 -1 -1 -1
Cycl1 Generator Polynomial 11 0 0 66953 0 0
Cycl Start State 0 0 0 0 0 0
Cycl1 BitInversion 1 0 0 -1 0 0
Cycl1 N Checkbits 3 0 0 16 0 0
Conv Tailbits Value 0 0 0 0 -1 0
Conv Tailbits Offset 0 0 0 0 0 0
Sorter OnOff 1 0 0 0 0 0
Conv Input Length 189 76 0 0 3037 380
Conv Rate 1 over x 2 6 1 1 2 3
Conv Generator Polynomial 1 25 27 1 1 13 493
Conv Generator Polynomial 2 27 21 0 0 11 411
Conv Generator Polynomial 3 0 31 0 0 15 295
Conv Generator Polynomial 4 0 0 0 0 0 0
Conv Max Degree Polynomials 4 4 0 0 3 8
Conv Termination OnOff 1 1 0 0 1 1
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Conv Recursive 0 0 0 0 1 0
Rate Matching OnOff 0 0 0 0 1 1
Punct Offset -1 -1 -1 -1 -1 -1
Punct Factor 0 0 0 0 0 0
Punct Off 1 0 0 0 0 0 0
Punct On 2 0 0 0 0 0 0
Punct Off 2 0 0 0 0 0 0
Scrambler OnOff 0 0 1 1 0 0
X Field Input Length 0 0 80 160 0 0
X Field Offset 0 0 48 64 0 0
X Field Length 0 0 4 4 0 0
X Field Generator Polynomial 0 0 17 17 0 0
Interleaving
Frame Length Interleaver 1 456 456 320 800 72960 2400
DataSetNumber Interleaver 1 2 4 1 1 -1 -1
Depth Interleaver 1 8 24 1 1 8 2
Frame Length Interleaver 2 456 456 320 800 9120 80
DataSetNumber Interleaver 2 1 1 1 1 -1 -1
Depth Interleaver 2 1 1 1 1 1 1
Burstbildung
BurstLength 148 148 424 904 640 90
Data Bursts per Multiframe 24 24 1 1 1 1
Key First Data Field 0 0 0 0 1 0
First Data Field Length 0 0 0 0 120 0
First Data Field Position 0 0 0 0 1 0
Sym Data Field Length 57 57 164 404 244 40
Sym Data Field Position1 1 1 3 3 3 1
Sym Data Field Position2 5 5 4 4 4 2
Synch Length 26 26 32 32 16 8
Synch Position 3 3 1 1 5 3
Synch DataSetNumber 1-8 1-8 15-16 15-16 18 19
PilotNumber 1 1 1 1 0-15 0-15
SACCH Length 0 0 64 64 16 2
SACCH Position 0 0 2 2 2 4
CCode Length 0 0 0 0 0 0
CCode Position 0 0 0 0 0 0
Stealflag1 Length 1 1 0 0 0 0
Stealflag1 Position 2 2 0 0 0 0
Stealflag1 Value 0 0 0 0 0 0
Stealflag2 Length 1 1 0 0 0 0
177
Stealflag2 Position 4 4 0 0 0 0
Stealflag2 Value 0 0 0 0 0 0
Tailbits1 3 3 0 0 0 0
Tailbits2 3 3 0 0 0 0
Modulation
Precoder On Off 1 1 0 0 0 0
NRZ On Off 1 1 -1 -1 -1 -1
Mod FIR Filter Number 1 1 3 3 5 5
Mod Num Coeff 180 180 180 180 288 288
Modulation Number 1 1 1 1 5 4
Spreadingfactor I 1 1 1 1 8 32
Spreadingfactor Q 1 1 1 1 8 256
Spreading Code Number I 1 1 1 1 6 24
Spreading Code Number Q 1 1 1 1 6 256
Mod Scrambler Seed 0 0 0 0 178 567
Mod Scrambler OnOff 0 0 0 0 1 1
I Length 1 1 1 1 1 80
Q Length 1 1 1 1 1 10




3GPP Third Generation Partnership Project
ACTS Advanced Communications Technologies and Services
A/D Analog/Digital
ADPCM Adaptive Differential Pulse Code Modulation
AKF Autokorrelationsfunktion
AM/AM Amplitude Modulation/Amplitude Modulation Conversion
AM/PM Amplitude Modulation/Phase Modulation Conversion
AMPS Advanced Mobile Phone System
AMR Adaptive Multi-Rate
ARQ Automatic Repeat Request
ASIC Application Specific Integrated Circuit
AWGN Additive White Gaussian Noise
BCCH Broadcast Control Channel
BCH Broadcast Channel
BCH Bose Chaudhuri Hocquenghem
BCJR Bahl-Cocke-Jelinek-Raviv
BER Bit Error Rate
BP Bandpass
BS Base Station
BSC Base Station Controller
BSIC Base Station Identity Code
BSS Base Station Subsystem
BT Bandbreite-Zeit Produkt
BTS Base Transceiver Station
CCTrCH Coded Composite TrCH
CDMA Code Division Multiple Access
cdma2000 (amerikanischer Vorschlag zu IMT-2000)
CDVCC Coded Digital Verification Color Code
CELP Code Excited Linear Prediction
C/I Carrier to Interference Ratio
CM Compressed Mode
COSSAP Communication System Simulation and Analysis Package
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COST European Cooperation in the Field of
Scientific and Technical Research
CPM Continuous Phase Modulation




DCS Dynamic Channel Selection
DCS1800 Digital Cellular System (working at) 1800 MHz
DECT Digital Enhanced Communications System
DPCCH Dedicated Physical Control Channel
DPCH Dedicated Physical Channel
DPDCH Dedicated Physical Data Channel
DPSK Differential PSK
DQPSK Differential QPSK
DSP Digital Signal Processor
DSSS Direct Sequence Spread Spectrum
DTX Discontinuous Transmission
EDGE Enhanced Data Rates for GSM Evolution
EFR Enhanced Full Rate
ETSI European Telecommunications Standardization
Institute
FACCH Fast Associated Control Channel
FBI Feedback Information
FCCH Frequency Correction Channel
FDD Frequency Division Duplex
FDMA Frequency Division Multiple Access
FET Field Effect Transistor
FIR Finite Impulse Response
FIRST Flexible Integrated Radio System Technology
FM Frequency Modulation
FPGA Field Programmable Gate Array
FR Full Rate
FSK Frequency Shift Keying
GaAs Gallium Arsenide
GF Galois Feld
GFSK Gaussian Frequency Shift Keying
GGSN Gateway GPRS Support Node
GMSC Gateway MSC
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GMSK Gaussian Minimum Shift Keying
GPRS General Packet Radio Service
GT Guard Time
GSM Global System for Mobile Communications
HCS Hierarchical Cell Structure
HF High Frequency
HR Half Rate
HSCSD High Speed Circuit Switched Data
IF Intermediate Frequency
I/Q Inphase/Quadrature
IMT-2000 International Mobile Telecommunications -2000
IS-136 Interim Standard 136
IS-54 Interim Standard 54
IS-95 Interim Standard 95
ISI Inter Symbol Interference
ITU International Telecommunications Union




LMS Least Mean Squares
LTP Long Term Prediction
MAC Multiply and Accumulate
MAHO Mobile-Assisted Handover
MAI Multiple Access Interference
MAP Maximum A Posteriori
MLSE Maximum Likelihood Sequence Estimation
MMITS Modular Multifunktional
Information Transfer Systems
MSC Mobile Switching Center
MSK Minimum Shift Keying
NACCH Network Access and Connectivity Channel
NRZ Non Return to Zero
OFDM Orthogonal Frequency Division Multiplex
OSR Oversampling Ratio
OTD Orthogonal TD
OVSF Orthogonal Variable Spreading Factor
PD Pattern Duration
PDC Pacific Digital Cellular
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PN Pseudo Noise
PSK Phase Shift Keying
QAM Quadrature Amplitude Modulation
QCELP Qualcomm Code Excited Linear Prediction
QPSK Quadrature Phase Shift Keying
QoS Quality of Service
RACH Random Access Channel
RAM Random Access Memory
RF Radio Frequency
RNC Radio Network Controller
RPE Regular Pulse Excitation
RSC Recursive Systematic Convolutional
SACCH Slow Associated Control Channel
SCH Synchronization Channel
SDCCH Stand-Alone Dedicated Control Channel
SDR Software Defined Radio
SF Spreizfaktor
SFDR Spurious-Free Dynamic Range
SFH Slow Frequency Hopping
SGSN Serving GPRS Support Node
SIM-Card Subscriber Identification Module Card
SKRL Radio Knowledge Representation Language
SNR Signal to Noise Ratio
SORT Software Radio Technologies
SOVA Softdecision Viterbi Algorithmus
SR Sampling Ratio
STS Space Time Spreading
TACS Total Access Communications System
TCH/FS Traffic Channel / Fullrate Speech
TCH/HS Traffic Channel / Halfrate Speech
TD Transmit Diversity
TD-CDMA Time Division CDMA
TDD Time Division Duplex
TDMA Time Division Multiple Access
TFCI Transport Format Combination Indicator
TGD Transmission Gap Distance
TGL Transmission Gap Length
TGP Transmission Gap Period
TIA Telecommunications Industry Association
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TP Tiefpass
TPC Transmit Power Control
TrCH Transport Channel
TTI Transmission Time Interval
UE User Equipment
UHF Ultra High Frequency
UMTS Universal Mobile Telecommunications System
UTRA UMTS Terrestrial Radio Access
UTRAN UTRA Network
UWC-136 Universal Wireless Communications 136
VA Viterbi Algorithmus
VAD Voice Activity Detection
VHDL Verilog Hardware Description Language
VSELP Vector Sum Excited Linear Predictive
WB-CDMA Wide Band CDMA
WSSUS Wide Sense Stationary Uncorrelated Scattering
Notation
 Index Variable
  Schätzung für  
Konstante 





   Dichte der Zufallsvariablen      
Fourier-Transformierte von  &%     





   Norm  ganzzahliger Anteil einer reellen Zahl     
	

    Argument, für das     maximal ist
       Realteil der komplexen Größe 
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      Imaginärteil der komplexen Größe 
       Erwartungswert der Zufallsvariablen
 
         Varianz der Zufallsvariablen  
Formelzeichen





  % 
Amplitude eines Signals
    akkumulierte Datenbits
 Anzahl der Quantisierungsbits
 eff effektive Auflösung
  Folge kanalcodierter Bits        
  Folge differentiell vorcodierter Bits        
    -te Codewortfolge   
Polynomvektor der Codewortfolgen
  3dB-Bandbreite
  IF Bandbreite des Signals nach Mischung auf die IF-Stufe
   Zufallsvariable für gesendete Bitfolge  
  Lichtgeschwindigkeit
   komplexer Spreizcode
     Codefolge für die Spreizung im I-Zweig
     Codefolge für die Spreizung im Q-Zweig
  scr,m komplexe Scramblingcodefolge
   komplexe Codefolge, bestehend aus
Scramblingcodefolge und Spreizcode    %   -ter Elementarimpuls    MSK  %  einziger Elementarimpuls der MSK  Faktor 
freie Distanz  NRZ-Bitfolge          
Platzhalter bei Polynomdarstellung
digital Dynamikbereich
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   Quantisierungsrauschen
  Energie pro Infobit
   Energie pro codiertem Bit
Frequenz
 Symbol- bzw. Chiprate
 Dopplerfrequenz 
Abtastfrequenz




   Korrektur Funktion    Funktion für AM/PM-Konversion
      -tes Generatorpolynom   Koeffizienten des  -ten Generatorpolynoms  %  Frequenzimpuls    %  Impulsform- bzw. Sendefilter  &%  Empfangsfilter   Funktion für AM/AM-Konversion     Generatorpolynomenvektor       Generatorpolynomenvektor eines RSC-Codes  Modulationsindex   zeitinvariante, diskrete Gesamtimpulsantwort des Kanals
 
Vektor der diskreten Gesamtimpulsantwort des Kanals  Gauß  %  Gaußimpuls  Kanal    %  zeitvariante Kanalimpulsantwort     %  zeitvariante Gesamtimpulsantwort des Kanals
    Rauschtransformationsfunktion
    Signaltransformationsfunktion

Index 
maximale Anzahl an Iterationen eines Turbo-Decoders 
Faktor der Abwärtstastung bei der
Abtastratenanpassung   % 
Inphasenkomponente
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 
imaginäre Einheit
      







Ausgangsblocklänge eines Blockcodes bzw. eines
terminierten Faltungscodierers
 Index Länge der Gesamtkanalimpulsantwort 
 Länge des Frequenzimpulsfilters   Länge der Impulsform- bzw. Sendefilter 
 normiertes SNR (MAP)  Länge des  -ten Elementarimpulses  
    Log-Likelihood-Verhältnis des Schätzwertes            bedingtes Log-Likelihood-Verhältnis der
Zufallsvariablen  
 
    intrinsische Information      extrinsische Information

Index
 Grad eines Generatorpolynoms für einen
Block- bzw. Faltungscodierer
 Anzahl der Phasenzustände bei PSK
  bandpassbegrenzter, abgetasteter reeller Rauschprozess
  bandpassbegrenzter, abgetasteter komplexer Rauschprozess









Eingangsblocklänge eines Blockcodes bzw. eines
terminierten Faltungscodierers
   Anzahl der Elementarimpulse
    Spreizfaktor und Länge der Spreizcodes
 
scr Länge der Scramblingcodes
   Rauschleistungsdichte   Menge der natürlichen Zahlen einschließlich Null
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OSR Überabtastrate
   Prüfbitfolge
     -te Prüfbitfolge
     Dichte der Zufallsvariablen  
  Leistung
 
      Einzelwahrscheinlichkeit der diskreten Zufallsvariablen  &%  Phasenantwort Anzahl der Generatorpolynome eines Faltungscodierers &%  Quadraturkomponente  Quantisierungsfunktion
  empfangene, kanalcodierte Bits

    empfangene Prüfbits

   empfangene systematische Bits
  Gesamtvektor der empfangenen, kanalcodierten Bits










komplexe Einhüllende des Sendesignals







linearer Anteil einer komplexen Einhüllenden
 nl
 % 
nicht linearer Anteil einer komplexen Einhüllenden  
Verzögerungsspreizung










  Zufallsvariable für   
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 pp peak-to-peak Spannung max maximale Spannung
   abgetastetes, quantisiertes IF-Empfangssignal    relative Geschwindigkeit
Anzahl der Trelliszustände 
Hamminggewicht  verzerrte Symbole ohne AWGN
 
Anzahl der Symbole/Chips in einem Burst bzw. Slot
	
 abgetastetes IF-Empfangssignal	  %  IF-Empfangssignal
  abgetastetes, quantisiertes Basisbandempfangssignal  abtastratenangepasstes Basisbandempfangssignal
  Empfangsvektor der Trainings- bzw Pilotsequenz
  Symbolfolge




Menge der ganzen Zahlen
  Roll-off-Faktor
      Wahrscheinlichkeit, dass nach     Bits
der Pfad im Trelliszustand  endet
       normiertes       
       normiertes, logarithmiertes       
     Wahrscheinlichkeit, dass der Pfad vom Trellisende
her im Trelliszustand  endet
       Übergangswahrscheinlichkeit vom Zustand   nach 
Menge der Codefolgen   Menge der Codefolgen eines RSC-Codes
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    binäre Variable
 
  Parameter
   Korrelationskoeffizient der Codefolge       Verzögerungs-Leistungsspektrums  
 Varianz des Prozesses 
 % 
 Zeitindex
 minimale Auflösung eines Mehrwegekanalmodells
  mittlere Verzögerung
  Aperturjitter
  &%  verallgemeinerte Phasenimpulsfunktion     
Leistungsdichtespektrum des Prozesses  &% 
  Wahrscheinlichkeitsterm
 &%  Phase eines Signals
         Wahrscheinlichkeitsterm
      Wahrscheinlichkeitsterm
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