Abstract. Let C and R be unital rings, and Z an injective cogenerator for right C-modules. For an R, C-bimodule U let U * = Hom C (U, Z), R ′ = End R (U ) and Biend R (U ) = End R ′ (U ), the biendomorphism ring of U . Under suitable requirements on U we show that B := Biend R (U ) can be identified with a subring ofB := Biend R (U * ), study conditions for the reverse inclusion and density of B inB. In the case C is contained in the center of R we describe Biend R (R * ) in terms of the Arens products in R * * and study Arens regularity of R in the context of duality of modules. We characterize Arens regular algebras over fields.
Introduction
The notion of a centralizer R ′ of a subring R in a ring L (that is, the set of all elements of L commuting with all elements of R) is fundamental in several areas of mathematics. The double centralizer ring R ′′ of R has continuously attracted attention in algebra (see e.g. [5] , [7] and references there for recent results in this direction) and in functional analysis ([6] is a recent example). For an algebra R of operators on a vector space U over a field F the centralizer R ′ = End R (U ) of R in L = End F (U ) is usually called the commutant and the bicommutant is just the ring R ′′ = Biend R (U ) = End R ′ (U ) of R-biendomorphisms of U Regarding U as a left R-module, the dual space U * is a right R-module by ρa := ρ • a (a ∈ R, ρ ∈ U * ). Clearly the adjoint f * of each endomorphism f ∈ End R (U ) acts as an endomorphism of U * , but in general End R (U * ) also contains many elements which are not adjoint to any linear map f on U (if U is infinite dimensional). Therefore for a map g ∈ B := Biend R (U ) the adjoint g * is not necessarily an element ofB := Biend R (U * ). For a right R-module, such as U * , it is convenient to let biendomorphisms to act from the right, so that U * is a right module overB, and to take the ring multiplication inB to be the reverse of the composition of maps, so that R can be regarded as a subring ofB. If in End F (U * ) we reverse the composition of maps, then the involution * is a ring monomorphism End F (U ) → End F (U * ) and may be regarded as an inclusion. In this way the inclusion (1.1) Biend R (U ) ⊆ Biend R (U * ) makes sense, although it does not hold in general. Perhaps surprisingly, it turns out that (1.1) and even the reverse inclusion hold under the conditions which are not very restrictive. Very special cases of the inclusion Biend R (U * ) ⊆ Biend R (U ) are known from functional analysis [13] (where susch an inclusion means weak*-continuity of certain maps) and in [15] the author (motivated by a problem concerning derivations) considered the case when R is generated by a single operator.
Here we study more general algebras. Although we are not striving for maximal generality, it turns out that the algebraic tools we need work equally well also for modules instead of just vector spaces. So we will consider R, C-bimodules U over a pair of unital rings R, C. The dual U * is defined as U * = Hom C (U, Z), where Z is an injective cogenerator in the category of right C-modules. (The definition of such modules is recalled below.) We will show that if U as a left R-module is torsionless and trace accessible (that is, T U = U , where T is the trace ideal of U in R; for example, U may be a projective R-module or a generator), then (1.1) holds. The reverse inclusion does not hold in general, but if U is faithful and flat as a left R-module then
for all sufficiently large exponents G. (Here X G denotes the direct product and X (G) the direct sum of copies of a module X.) We will also consider situation when no exponent G is needed in (1.2) and the density of Biend R (U ) in Biend R (U * ). In the proofs of these results we will use the maximal ring of quotients Q r max (R). The use of this algebraic tool (which is not available, or at least not so effective, in functional analysis) nevertheless forces perhaps to restrictive assumptions for the validity of our results and the author hopes that experts in algebra will be able to generalize the results considerably. With a different method, assuming that C is contained in the center of R and that Z satisfies Biend C (Z) = C (but without assuming that T U = U or that U is torsionless), we will show here that the inclusion (1.1) also holds for a large class of modules which includes all finitely related modules.
As a consequence of the results mentioned above it will follow that for many familiar algebras R over a field the ring Biend R (R * ) is the minimal possible, namely R. In an attempt to describe the ring Biend R (R * ) in general, we consider the situation when C is contained in the center of R and observe that on R * * := Hom C ′ (R * , Z), where C ′ = End C (Z), there are two Arens associative products (familiar to specialists in Banach algebra theory). We describe the ring Biend R (R * ) in terms of these products and characterize in purely algebraic terms when R is Arens regular (that is, when the two products on R * * coincide). If R is Arens regular, Biend R (R * ) turns out to maximal possible, namely R * * . In Banach and locally convex algebra theory many interesting papers have been published concerning Arens products (see [16] and the references there) beginning with [3] , [4] . The basic characterization of Arens regularity in Banach algebras is in terms of weak compactness of certain maps. We will first prove here some basic results concerning Arens regularity within the purely algebraic context of duality theory of modules, then we specialize to algebras over fields. Since many familiar algebras R over a field F have the property that Biend R (R * ) = R, while Biend R (R * ) = R * * for Arens regular algebras (if the duality is defined in terms of Z = F), the infinite dimensional Arens regular algebras over a field must be very special. We will show that every such algebra contains an ideal J of finite codimension with J 2 = 0. This may not be so for algebras over more general commutative rings.
Preliminaries
All rings here are assumed to be unital and the unit 1 acts as the identity on all modules. The category of all left (right) modules over a ring R is denoted by R M (M R , respectively). For a faithful X ∈ M R we would like to consider R as a subring of its biendomorphism ring Biend R (X) = End End R (X) (X), hence X is regarded as a right module over Biend R (X) and the ring multiplication in Biend R (X) is the reverse of the composition of maps. This suggests us to follow the convention of writing maps on the opposite side of scalars in general. Thus if X ∈ M R , x ∈ X and g ∈ Biend R (X), xg means g(x); such an expression will be also written as x, g if this contributes to a greater clarity.
Every R-module U is contained in its injective hull E(U ) as a large submodule (that is, U has nonzero intersection with all nonzero submodules of E(U ), see [14] , [17] ).
Regarding a ring R as a right R-module, let E = E(R), H := End R (E) and Q r max (R) := End H (E), the maximal right ring of quotients of R.
If X ∈ M R is injective and contains a copy of R as a submodule, then X contains also a copy of E = E(R), hence X is isomorphic to E ⊕ Y for a submodule Y of X. Since each φ ∈ Biend R (X) commutes with the projection of X onto E, it follows that Eφ ⊆ E and therefore the restriction defines a ring homomorphism η : Biend R (X) → Biend R (E). Since for each x ∈ X the map R → X, r → xr, can be extended to a homomorphism f : E → X of R modules, X is the sum of the images of all such homomorphisms f and consequently η must be injective [1, 14.1] . (Indeed, if g ∈ Biend R (X) annihilates E, then (f E)g = f (Eg) = 0 for all f ∈ Hom R (E, X), hence Xg = 0.) Thus we may regard Biend R (X) as a subring in Biend R (E) = Q r max (R). We need a more precise identification of this subring. Definition 2.1. Let Q X be the set of all those q ∈ Q r max (R) for which f (1) = 0 implies that f (q) = 0, whenever f ∈ Hom R (E, X).
It can be verified that Q X is a subring of Q r max (R) and clearly R ⊆ Q X . Definition 2.2. For each x ∈ X and q ∈ Q X take f ∈ Hom R (E, X) to be any extension of the map µ x : R → X, µ x (r) := xr, and define
That this definition is unambiguous follows easily from the definition of Q X . Part (i) of the following lemma and its Corollary 2.4 are known [20, p. 206 ]; short proofs are included here for convenience of readers.
Lemma 2.3. Suppose that X ∈ M R is injective and contains a copy of R (as above).
(i) Then the map ̺ : Q X → Biend R (X), ̺(q) = ̺ q , where ̺ q is the right multiplication by q on X, is an isomorphism of rings.
(ii) For each finite set F ⊆ Q X , ann X (F −1 R) = 0, where
Proof. (i) First observe that ̺ q is in Biend R (X). Namely, given x ∈ X and q ∈ Q X , let f ∈ Hom R (E, X) satisfy f (1) = x, so that xq = f (q). If g ∈ End R (X), then gf ∈ Hom R (E, X) and (gf )(1) = g(x), hence g(x)q = (gf )(q), and we now conclude that g(xq) = g(f (q)) = g(x)q, so ̺ q ∈ Biend R (X). Since ̺ q |E is just right multiplication by q on E, η̺ = 1 QX , where η is the restriction map Biend R (X) → Biend R (E) = Q r max (R). If we can show that im η ⊆ Q X , then ̺η is defined and from η̺η = η and the injectivity of η we will have that ̺η = 1 BiendR(X) , so ̺ and η will be isomorphisms. To prove the inclusion im η ⊆ Q X , let φ ∈ Biend R (X) and note that φ|E is the right multiplication by an element q ∈ Q r max (R); we must show that q ∈ Q X . So, let f ∈ Hom R (E, X) satisfy f (1) = 0 and extend it to f ∈ End R (X). Then f (q) = f (1q) = f ((1)φ) = (f (1))φ = 0, hence q ∈ Q X .
(ii) Let x ∈ X, F = {q 1 , . . . , q n } and denote q = (q 1 , . . . , q n ) and D q := F −1 R. If xD q = 0, then the map qr + s → xr from the submodule qR + R n of E n to X is a well-defined homomorphism f 0 of right R-modules. (Namely, qr + s = 0 implies that qr = −s ∈ R n , hence r ∈ D q = F −1 R and therefore xr = 0.) Hence f 0 can be extended to a map f ∈ Hom R (E n , X). Note that f is just an n-tuple of maps f j ∈ Hom R (E, X). Since f (R n ) = 0, f j (1) = 0 for all j. Hence f j (q j ) = 0, since q j ∈ Q X , and we conclude that x = f (q) = n j=1 f j (q j ) = 0. Corollary 2.4. Let X ∈ M R be injective and faithful and G ⊆ X a separating set for R (that is, Gr = 0 implies r = 0 if r ∈ R). Then the ring We recall that a submodule Y of a right R-module X is called dense in X if for all x, y ∈ X with x = 0 there exists an r ∈ R such that xr = 0 and yr ∈ Y .
By definition the trace ideal T (U ) of a left R-module U consists of all finite sums of elements of the form u, f , where u ∈ U and f ∈ Hom R (U, R). It is well known that T := T (U ) is indeed a two-sided ideal in R, which is idempotent (that is, T 2 = T ) if T U = U . For projective modules the following lemma is a part of [9, 1.16]; we will present a short proof in order to see that the condition U = T U suffices for our purposes. Modules satisfying U = T U are called T -accessible in [19] and [21] . It is well-known that generators and projective modules are T -accessible, for more examples see [21, Section 3] . Lemma 2.5. If U ∈ R M is faithful (so that we may regard R as a subring of
Proof. For each v ∈ U and f ∈ Hom R (U, R) denote by f ⋄ v the endomorphism of U defined by u, f ⋄ v := u, f v (u ∈ U ). Recall that R is regarded as a subring of B by identifying each r ∈ R with the left multiplication λ r on U . Then, since a biendomorphism g ∈ B commutes with all endomorphisms (hence also with f ⋄ v),
This implies that T is a left ideal in B. Now, since BT ⊆ T , to show that T is dense in B, it suffices to show that for any nonzero b ∈ B there exists t ∈ T such that bt = 0. If there were no such t, then bT = 0, but then (since U = T U by assumption)
Since R is dense in B by Lemma 2.5, we may regard B as a subring of Q r max (R) by [14, 13.11] . That for a projective R-module U the ring B is contained in Q r max (R) was proved in [9, 1.16] and in [10, 2.3] . We will need a more precise description of B for a more general class of modules provided by Lemma 2.6 below. Note that since R is dense in Q r max (R) (as a right R-submodule) and since by Lemma 2.5 T is dense in R (assuming that T U = U and U is faithful), T is dense in Q r max (R), hence the left annihilator of T in Q r max (R) is 0. (To see this, apply the definition of density to elements q, 1 ∈ Q r max (R): if q = 0 there exists r ∈ R such that qr = 0 and 1r ∈ T , hence qT = 0.) Recall that a module U ∈ R M is torsionless if for each nonzero u ∈ U there exists an f ∈ Hom R (U, R) with u, f = 0 (that is, U can be embedded into R G for a sufficiently large G).
Lemma 2.6. Let U be a faithful left R module, T the trace ideal of U in R and B = Biend R (U ). Suppose that U is torsionless and
Proof. By Lemma 2.5 qT ⊆ T for each q ∈ B. Assume now that q ∈ Q r max (R) and qT ⊆ T . Since T U = U , each u ∈ U can be expressed as a finite sum
To show that g is well-defined, it suffices to prove that
For this, since U is torsionless, it suffices to observe that for each f ∈ Hom R (U, R) we have
It is straightforward to verify that g commutes with all R-endomorphisms of U so that g ∈ B. To show that g, when regarded as an element of Q r max (R), is just q, it suffices to show that qt = gt for each t ∈ T (since ann Q r max (R) (T ) = 0 as observed above). If t is of the form t = u, f (u ∈ U , f ∈ Hom R (U, R)), then by (2.1)
Since U is faithful, this implies that gt = qt. Since each element of T is a sum of elements of the form u, f , this concludes the proof that g = q in Q r max (R). If q ∈ B, then as proved above qT ⊆ T , hence T ⊆ D q and it follows that
Recall that a module U ∈ R M is a generator if for some n there is an epimorphism U n → R.
Proof. Since U is a generator, T = R [14, 18.8], hence T U = U . We have observed in the proof of Lemma 2.6 that
A module Z ∈ M C is called a cogenerator if for every U ∈ M C and every nonzero u ∈ U there exists an f ∈ Hom C (U, Z) such that f (u) = 0.
Throughout the paper Z ∈ M C will always be an injective cogenerator, C ′ will be the ring C ′ := End C (Z) and
′′ -bimodule and C is regarded as a subring of C ′′ by identifying each c ∈ C with the corresponding right multiplication on Z. (Note that Z is faithful as a C-module since it is a cogenerator.) If C is abelian then
Definition 2.8. Given a fixed injective cogenerator Z ∈ M C , for any U ∈ M C the dual is defined by U * := Hom C (U, Z). Then U * is a left C ′ -module by tρ := t • ρ, where t ∈ C ′ and ρ ∈ U * . For a left module W ∈ C ′ M the dual is defined by W * := Hom C ′ (W, Z). In particular for U ∈ M C we have the bidual U * * = (U * ) * . Then U * * is a right C ′′ -module by θs := s • θ, where θ ∈ U * * , s ∈ C ′′ (recall that the multiplication in C ′′ is the reverse of the composition of maps). Then we can define U * * * := Hom C ′′ (U * * , Z) (homomorphisms of right C ′′ -bimodules).
We will need the second and the third dual only in the case C is commutative, contained in the center of R.
In the special case when Z = C is a field, U * * is just the familiar bidual of U . To avoid a possible ambiguity, in this paper U will always denote a right C-module and U * , U * * and U * * * its consecutive duals as defined in the above definition. The natural homomorphism ι : U → U * * of C-modules is injective since Z is a cogenerator in M C . We will also use the notation ρ, u := ρ(u) (u ∈ U, ρ ∈ U * ).
is surjective (by the injectivity of Z), and its kernel is
in the following sense: for each θ ∈ U * * and each finite subset {ρ 1 , . . . , ρ n } of U * there exists u ∈ U such that ρ j θ := ρ j u for all j = 1, . . . n.
Proof. The proof of (i) is a routine verification (where Remark 2.9 is used to prove the last formula in (i)).
(ii) The first equality is just a special case of the last formula in Remark 2.9. For the second equality, first note that a * * (U * * ) = (ker a * ) ⊥ . Indeed, the inclusion ⊆ is obvious and for the reverse inclusion, given θ ∈ (ker a * ) ⊥ , we need to find σ ∈ U * * such that σ • a * = θ. Since θ annihilates ker a * , we may define σ on the range of a * by ρ, a * , σ := ρ, θ (ρ ∈ V * ) and then extend it by C ′ -injectivity of Z to σ ∈ Hom C ′ (U * , Z) = U * * . Finally, using the obvious identity ker a
. . , ρ n x) : x ∈ U }, and z = (ρ 1 θ, . . . , ρ n θ). We must show that z ∈ Y . If z / ∈ Y , then (since Z is a cogenerator in M C ) there exists t ∈ Hom C (Z n , Z) such that tY = 0 and tz = 0. But the fact that t is just a n-tuple of maps t j ∈ C ′ leads to n j=1 t j ρ j = 0 and (since t j ∈ C ′ and θ is a homomorphism of C ′ -modules) to ( n j=1 t j ρ j )θ = tz = 0, a contradiction.)
A module U ∈ R M is linearly compact if for any family of submodules U i of U and elements u i ∈ U the system of relations x − u i ∈ U i has a solution x provided that every finite subsystem has a solution.
By a C-algebra we mean a ring R containing C as a subring in its center so that C and R have the same identity
is also a homomorphism of C-modules, hence so is its adjoint f * : V * → U * . Note also that U * (and V * ) is a right R-module by ρr := ρ • λ r , where λ r is the left multiplication by r ∈ R on U . Moreover, U * is a C ′ , R-bimodule. Consequently U * * is a left R-module by (rθ)(ρ) := θ(ρr) (θ ∈ U * * , ρ ∈ U * , r ∈ R), and the natural map U → U * * is a homomorphism of left R-modules. The adjoint f * of each homomorphism f ∈ Hom R (U, V ) is a homomorphism of right R-modules and also a homomorphism of C ′ -modules. Since C is contained in the center of R, elements of C act as R-endomorphisms of U , hence Biend R (U ) ⊆ End C (U ) and so for each b ∈ Biend R (U ) the adjoint b * is defined.
Biendomorphisms of torsionless modules
Recall that if U is an R, C-bimodule which is flat as a left R-module and Z ∈ M C is injective, then U * = Hom C (U, Z) is injective in M R [14, 3.5] , where the right action of R on U * is defined by u, ρr = ru, ρ (u ∈ U , r ∈ R, ρ ∈ U * ). Observe that a subset G ⊆ U * is separating for R (that is, the map R → (U * ) G , r → (ρr) ρ∈G , is injective) iff the inclusion rU ⊆ ρ∈G ker ρ for r ∈ R implies that r = 0. Note also that if U is faithful as an R-module, so is U * = Hom C (U, Z) ∈ M R since Z is a cogenerator in M C , thus U * has a separating subset G for R (for example, G = U * ).
(ii) If U ∈ R M is flat and G ⊆ U * is a separating subset for R, then
Thus if U * has a finite separating subset for R (which is always the case if R is right artinian), then
Proof. First note that since each c ∈ C acts as an R-endomorphism of U , c commutes with every q ∈ B := Biend R (U ), hence q ∈ End C (U ). Therefore q * is defined and ρ • q ∈ U * for each ρ ∈ U * . (i) If U is torsionless and T U = U , then we will show that q * ∈ Biend R (U * ) for each q ∈ B; in other words, that q
By Lemma 2.6 B is a subring of Q r max (R). For each q ∈ B let D q := q −1 R = {r ∈ R : qr ∈ R}. As usual, we regard R as a subring in B by identifying each r ∈ R with the left multiplication λ r on U . Then (ρ • q)r = ρ • (qr) for all q ∈ B, ρ ∈ U * and r ∈ R (this is just the associativity (ρ
By Corollary 2.4 Biend R (V ) can be identified with the subring Q := Q V of Q r max (R). So, to prove (3.2), we will define a left Q-module structure on W (and on U ) so that for each q ∈ Q the right multiplication ̺ q by q on V will be just the adjoint operator of the left multiplication λ q by q on W . Assuming this, and noting that for each f ∈ End R (W ) the map f * is in End R (V ), hence f * commutes with λ * q = ̺ q ∈ Biend R (V ), we will have that λ q f = f λ q , which means that λ q ∈ Biend R (W ). Since the map q → λ q is injective (for λ q = 0 only if ̺ q = λ * q = 0, hence q = 0), this will show that Q can be regarded as a subset of Biend R (W ) and consequently (3.2) will follow.
Note that by Lemma 2.3(ii) for each q ∈ Q the annihilator in V of D q := q −1 V is 0. This means that D q W = W , for otherwise D q W, v = 0 for some nonzero v ∈ V (since Z is a cogenerator in M C ), which would mean that W, vD q = 0, hence that v ∈ ann V (D q ) and therefore ann V (D q ) would not be 0.
Since W = D q W , we may now define a Q-module structure on W by
To show that this is well defined, assume that n j=1 a j w j = 0. Then the vector w := (w 1 , . . . , w n ) ∈ W n is in the kernel of the operator a :
Since a j ∈ D q , b j := qa j ∈ R, so the right multiplication by b j on V is just the adjoint operator of the left multiplication by b j on W and similarly for a j . So we consider now the operators a := (a 1 , . . . , a n ) and b := (b 1 , . . . , b n ) from W n to W with the adjoints
By definition of adjoints we have that va := (va 1 , . . . , va n ) = ( v, a * 1 , . . . , v, a * n ) = v, a * for all v ∈ V , hence V a = im a * and similarly V b = im b * . Since b = qa, it follows that
Since w ∈ (im a * ) ⊥ , it follows now that w ∈ (im b * ) ⊥ = ker b, which means that n j=1 (qa j )w j = bw = 0. This proves that (3.4) is well defined. It can be verified routinely (using Lemma 2.3(ii)) that in this way W becomes a left Q module such that V is its dual module. Further, it follows from (3.4) that q preserves all the summands U in the decomposition W = U (G) , hence U is also a Q-module and W = U (G) as left Q-modules. If U * has a finite separating set G (3.3) follows from (3.2), since for a finite G we have Biend R (U ) ∼ = Biend R (U G ) and Biend R (U * ) ∼ = Biend R ((U * ) G ). If U * does not have any finite separating subset for R, then for any ρ 1 ∈ U * the annihilator ann R (ρ 1 ) is nonzero (since {ρ 1 } is not separating for R). Since U * is faithful there exists ρ 2 ∈ U * such that ρ 2 ann R (ρ 1 ) = 0, hence ann R (ρ 1 , ρ 2 ) ⊂ ann R (ρ 1 ) (where the inclusion is strict). Continuing in this way, we can find a strictly decreasing sequence of right ideals ann R (ρ 1 ) ⊃ ann R (ρ 1 , ρ 2 ) ⊃ . . .. Thus, if R is right artinian, U * must have a finite separating subset for R.
The set G in Theorem 3.1 is not redundant, that is, the inclusion (3.3) does not always hold even if U is projective and faithful. For example, if U is an infinite dimensional vector space over a field C = F, Z = F and R = End F (U ), then Biend R (U * ) = End F (U * ) contains also operators which are not adjoint to any operator in R = Biend R (U ).
If R is a C-algebra, the module R * plays a special role. We will now observe that if R * has a finite separating subset for R, then the same holds for many modules U * . Suppose that besides R * also U has a finite separating subset for R. This means that there exist monomorphisms µ : R → U m and ν : R → (R * ) n of R-modules (left and right, respectively) for some m, n ∈ N. Then the direct sum of n copies of µ * is an epimorphism (U * ) mn → (R * ) n of right R-modules, and we may lift ν(1) to an element ω of (U * ) mn , which defines a monomorphism R → (U * ) mn , r → ωr of right R-modules. So in this case U * has a finite separating subset for R and therefore (3.3) holds. In particular, if R is a domain, then every nonzero element in a flat R-module U is separating since flat modules are torsion-free [14, 4.18] , so in this case we have the above monomorphism µ (with m = 1). Note also that a generator U ∈ R M has a finite separating subset. (Namely, a generator means that for some m ∈ N there exists an epimorphism U m → R, hence also a monomorphism from R to U m since 1 ∈ R can be lifted to an element of U m .) If U is torsionless and T U = U (for example, U = R), then equality holds in (3.3) by Theorem 3.1. Thus we have the following corollary. (ii) Biend R (R * ) = R.
Suppose that Z = C and C is a field F. It turns out that the class of Falgebras R such that R * has a separating functional ω for R (so that Corollary 3.2 applies) includes all primitive algebras with nonzero socle, von Neumann algebras (where F = C) and various function algebras, such as polynomial algebras R = F[x 1 , . . . , x n ] over fields F ∈ {C, R}. On the other hand, if R = F ⊕ R 0 , where R 0 is an infinite dimensional vector space over F, and the multiplication on R is defined so that R 0 R 0 = 0 and 1 ∈ F acts as the identity in R, then it can be proved that R * does not admit any finite separating subset for R. (In fact, it turns out that in this example Biend R (R * ) ∼ = R * * = R. We will consider a more general situation in the last section.)
Problem. Is the inclusion (3.3) true for all R-modules if R is, say, a commutative noetherian algebra over a field F and Z = F?
Biendomorphisms of certain modules admitting torsion
In this section we will prove the inclusion Biend R (U ) ⊆ Biend R (U * ) for a large class of (not necessarily flat) modules over C-algebras.
Recall that a finitely related module is a quotient of a free module by a finitely generated submodule. .) To each g ∈ Hom R (V * , U * ) we can associate the formal adjoint map g * |U , but to assure that its range is in V * * , we need that g is a homomorphism of left C ′ -modules (this is automatic if
It is convenient that the natural homomorphism of C-modules
turns out to be an isomorphism. Indeed, the inverse map sends h ∈ Hom R (U, V * * ) to h * |V * , where V * is regarded as a submodule of V * * * . We need the following generalization of [15, Theorem 2.2]. Theorem 4.2. Let R be a C-algebra, U, V ∈ R M, let Z ∈ M C be an injective cogenerator and let U * = Hom C (U, Z) and V * = Hom C (V, Z). If U has the FRCP then each g ∈ Hom C ′ ,R (V * , U * ) can be approximated by adjoints of elements of Hom R (U, V ) in the following sense: for all finite subsets G of U and H of V * there exists f ∈ Hom R (U, V ) such that u, gρ = uf, ρ for all ρ ∈ H and u ∈ G.
Proof. First consider the case when U is finitely related, that is, U = R (I) /A for some I and a finitely generated submodule A of R (I) . (Here R (I) ⊆ R I consists of elements which have only finitely many nonzero components.) Let {r 1 , . . . , r m } be a set of generators of A. Using the standard basis (e i ) i∈I of R (I) , Hom R (R (I) , V ) can be naturally identified with V I (by identifying each f ∈ Hom R (R (I) , V ) with (e i f ) i∈I ∈ V I ) and consequently
Similarly, using the natural isomorphism (4.1) we have that
The space (V * * ) I is the dual of (V * ) (I) and it can be verified that under the above identifications the theorem translates to the following statement: given θ = (θ j ) ∈ (V * * ) I which annihilates A, for each finite subset H 0 of (V * ) (I) there exists v = (v j ) ∈ V I annihilating A such that v, ρ = θ, ρ for all ρ ∈ H 0 . Denoting by r i,j the components of the generators r i of A, an element v = (v j ) ∈ V I (respectively an element θ = (θ j ) ∈ (V * * ) I ) is in ann V I (A) (resp. in ann (V * * ) I (A)) if and only if j∈I r i,j v j = 0 (resp. j∈I r i,j θ j = 0) for all i = 1, . . . m.
Since all ρ ∈ H 0 and all r i have only finitely many non-zero components, there exists a finite subset n of I such that r i,j = 0 and ρ j = 0 for all i ∈ {1, . . . , m} and all ρ ∈ H 0 , if j ∈ I \ n. Let r : V n → V m be the homomorphism of C-modules defined by (r ((v j )) 
m is given by (r * * ((θ j ))) i = j∈n r * * i,j θ j and it follows that (4.2) ann V I (A) = ker r × V I\n and ann (V * * ) I (A) = ker r * * × (V * * ) I\n .
By Lemma 2.10(iii)
k for each finite k and then by Lemma 2.10(i) ker r is dense in ker r * * . Since all the components of elements of H 0 ⊆ (V * ) (I) are zero outside of n, we see now from (4.2) that ann V I (A) is dense in ann (V * * ) I (A) in the appropriate sense, which proves the theorem for finitely related modules.
In general, let U ∈ R M be a direct summand in W ∈ R M, where each finite subset of W is contained in a finitely related complemented R-submodule of W , and let p : W → U be a projection, so that p * : U * → W * is a monomorphism of right R-modules and also a homomorphism of left C ′ -modules. Given finite subsets G ⊆ U and H ⊆ V * and g ∈ Hom C ′ ,R (V * , U * ), we consider the composition
where U G is a complemented finitely related submodule of W containing G and i : U G → W is the inclusion. By what we have already proved there exists f 0 ∈ Hom R (U G , V ) such that u, (i * • p * • g)ρ = uf 0 , ρ for all ρ ∈ H and u ∈ G. Let f := f 0 • (q|U ), where q : W → U G is a projection. Then f ∈ Hom R (U, V ) and u, gρ = uip, gρ = u, i * p * gρ = uf 0 , ρ = uf, ρ for all u ∈ G and ρ ∈ H.
Assume that U has the FRCP. If b ∈ Biend R (U ), then f b = bf for all f ∈ End R (U ), hence b * f * = f * b * . Since every g ∈ End C ′ ,R (U * ) can be approximated by maps f * by Theorem 4.2, it follows that b * g = gb * . Hence b * ∈ End End C ′ ,R (U * ) (U * ). By associativity of composition of maps we also have that b
and we can state the following corollary.
where (Note that since Z is an injective cogenerator in M C and C is commutative, the assumption C ′ = C implies that C admits a Morita duality by [14, 19.43 ], hence by [2] C must be linearly compact in M C .)
Density
In general, for a faithful flat U ∈ R M the inclusionB = Biend R (U * ) ⊆ Biend R (U ) = B does not hold (as we have noted immediately after Theorem 3.1) and it is more natural to ask if at leastB is contained is an appropriate closure of B.
If U ∈ R M is T -accessible, then for many rings R the condition that u ∈ Ru for all u ∈ U n and all n ∈ N (used in the Proposition 5.1 below) is automatically satisfied. We will see in a moment that this is so if R has the following property: for each idempotent two-sided ideal J of R (that is, J 2 = J) and each finite subset F of J there exists an element e ∈ J such that er = r for all r ∈ F . (This property holds, for example, if all idempotent two-sided ideals in R are generated by idempotents, which includes all commutative noetherian rings by [14, 2.43 ].) Namely, in this case, given u = (u 1 , . . . , u n ) ∈ U n , since T U = U , each u i is a finite sum j t i,j u i,j , where t i,j ∈ T and u i,j ∈ U . If e ∈ T is such that et i,j = t i,j for all i, j, then eu = u, hence u ∈ T u. The first part of the following proposition, or at least a variation of it, is known [12, 1.3], but we will present a very short direct proof. The hypothesis that u ∈ T u can be replaced by the assumption that U is a Σ-self generator in the sense of [21] without essentially changing the proof also in the second part of the proposition.
Proposition 5.1. Let U be an R, C-bimodule which is faithful as a left R-module and let T be the trace ideal (in R) of U as a left R-module.
Suppose that u ∈ T u for each u ∈ U n and each n ∈ N. (i) Then R is dense in B := Biend R (U ) in the sense that for each b ∈ B and each finite subset G ⊆ U there exists an r ∈ R such that ru = bu for all u ∈ G.
(ii) Suppose that C is contained in the center of R and cu = uc for all u ∈ U and c ∈ C. If U is torsionless and flat as an R-module and if End C (Z) = C, then R is weakly dense inB := Biend R (U * ) in the sense that for each s ∈B and each finite subset H of U × U * there exists r ∈ R such that u, ρr = u, ρs for all (u, ρ) ∈ H.
Proof. (i) Let b ∈ B.
It suffices to show that bu ∈ Ru for each u ∈ U , for then the proposition follows by applying this to the modules U n (n ∈ N) instead of U . By the hypothesis u ∈ T u and so Ru = T u. By Lemma 2.5 T is a left ideal in B, hence T u is an B-submodule of U . So bRu = bT u ⊆ Ru, hence in particular bu ∈ Ru.
(ii) Let (u i , ρ i ) (i = 1, . . . , n) be elements of H and denote
We have to prove that z ∈ V and for this we will show that the assumption z / ∈ V leads to a contradiction. If z / ∈ V , then (since Z is an injective cogenerator in M C and V is a C-submodule of Z n ), there exists c ∈ Hom C (Z n , Z) such that cV = 0 and cz = 0. Since End C (Z) = C by the hypothesis, c = (c 1 , . . . , c n ) for some elements c j ∈ C and we have now j u j c j , ρ j r = 0 for all r ∈ R, while j u j c j , ρ j s = cz = 0.
Denoting u := (u 1 c 1 , . . . , u n c n ) ∈ U n and ρ := (ρ 1 , . . . , ρ n ) ∈ (U * ) n = (U n ) * , this means that (5.1) u, ρR = 0 and u, ρs = 0.
To prove that (5.1) leads to a contradiction, we use that v ∈ T v for all v ∈ U n . This (together with the definition of T ) implies that every (cyclic, hence every) R-submodule U 0 of U n is equal to the sum of the images of all R-module homomorphisms from U n to U 0 . Applying this to U 0 = (ρR) ⊥ , the annihilator of ρR in U n , it follows that for each ω ∈ (U n ) * \ ((ρR) ⊥ ) ⊥ there exists a nonzero R-module homomorphism f : U n → (ρR) ⊥ /(ρR + ωR) ⊥ . Then extending the adjoint f * (using the R-injectivity of (U * ) n , a consequence of the flatness of U ) we find an R-endomorphism g : (U n ) * → (U n ) * such that g(ρR) = 0 and g(ω) = 0. This means that ((ρR) ⊥ )
⊥ is the intersection of kernels of all g ∈ End R ((U n ) * ) satisfying g(ρR) = 0. Since such kernels are invariant under each biendomorphism s ∈B (because s and g commute), it follows that ((ρR) ⊥ ) ⊥ is invariant under s; in particular ρs ∈ ((ρR) ⊥ )
⊥ . But this contradicts (5.1).
6. Biend R (R * ) and Arens products on R * * Throughout this section we assume that R is a C-algebra. The second dual R * * acts on R * from the right and from the left side as (6.1) r, ρs := s, rρ and r, sρ := s, ρr (r ∈ R, ρ ∈ R * , s ∈ R * * ), where (we recall) rρ and ρr are defined by x, rρ = xr, ρ and x, ρr = rx, ρ (x ∈ R). As it is well-known from Banach algebra theory [16, 1.4.1], there are two associative algebra products on R * * that extend the product on R and were defined by Arens as follows:
s · t, ρ := s, tρ and s ⋄ t, ρ := t, ρs (s, t ∈ R * * , ρ ∈ R * ).
R is called Arens Z-regular (where Z is the injective cogenerator in M C relative to which the duality is defined) if the two products · and ⋄ coincide on R * * . When Z is the minimal injective cogenerator in M C (that is, the injective hull of the direct sum of 'all' simple C-modules (see [14, 19.13 ]) then we simply say that R is Arens regular.
It can be verified that the left multiplication λ t on R * by each element t ∈ R * * commutes with the right multiplication by every r ∈ R, hence the set λ R * * of all such multiplications is contained in the endomorphism ring End R (R * ) of R * ∈ M R . Conversely, each φ ∈ End R (R * ) commutes with the right multiplication on R * by each r ∈ R, therefore φ * commutes with the left multiplication by r on R * * , hence φ * |R must be the right multiplication by the element t := φ
This shows that End R (R * ) = λ R * * . Similarly, since a biendomorphism ψ ∈ Biend R (R * ) must commute with all elements of λ R * * = End R (R * ), ψ * commutes with λ * u for each u ∈ R * * . But directly from the definitions we can see that λ * u is given by t, λ * u = t · u for all t ∈ R * * , hence ψ * (t·u) = ψ * (t)·u and it follows that ψ * (u) = s·u, where s = ψ * (1). Now for each ρ ∈ R * and r ∈ R we have r, ρs = s, rρ = s · r, ρ = ψ * (r), ρ = r, ψ(ρ) , hence ψ must be the right multiplication on R * by the element s ∈ R * * . Moreover, since ψ commutes with λ R * * , s must satisfy (tρ)s = t(ρs) for all t ∈ R * * and ρ ∈ R * , that is (6.3) s, rtρ = t, ρsr for all r ∈ R.
With r = 1 (6.3) and (6.2) show that s · t, ρ = s, tρ = t, ρs = s ⋄ t, ρ for all ρ ∈ R * , hence
Conversely, (6.4) means that s, tρ = t, ρs for all ρ ∈ R * ; replacing in this equality t by rt (r ∈ R) we obtain (6.3). Elements s ∈ R * * satisfying (6.4) constitute a subring of (R * * , ·) (and of (R * * , ⋄)) which in Banach algebra theory is called the left topological center of R * * [11, 2.24 ]. This proves the first part of the following proposition. 
consists of right multiplications by elements s ∈ R * * such that for each finite subset F of R * there exists an element r F ∈ R satisfying ρs = ρr
Proof. We have already proved (i). Then part (ii) follows from the fact that R * is a cogenerator in M R since for any cogenerator M ∈ M R the ring R is dense in Biend R (M ) (that is, on finite subsets of M each biendomorphism coincides with the multiplication by an element of R) by [1, p. 164] . (To see that R * is indeed a cogenerator, given X ∈ M R , let G be so large that there is an epimorphism q : R (G) → X * and let X → X * * be the natural map. Then we have a monomorphism
. By (ii) for each finite subset F of R * there exists an element r F ∈ R such that ρr F = ρs. Let J F = ann R (F ), a right ideal in R. For each finite subset F = {ρ 1 , . . . , ρ n } of R * we have that r F − r {ρj } ∈ J {ρj } . Then by the definition of linear compact modules there exists an r ∈ R such that r − r {ρ} ∈ J {ρ} for all ρ ∈ R * . This implies that ρs = ρr {ρ} = ρr, hence s = r.
Proof. Since U is a generator there exists an epimorphism U n → R (for some n ∈ N), hence
commutes with the projections of (U * ) n onto the two summands R * and V * , φ must be of the form φ = a ⊕ ψ, where a ∈ Biend R (R * ) and ψ ∈ Biend R (V * ). For each v ∈ V let f v ∈ Hom R (R, V ) be defined by r, f v := rv and let g ∈ End R (R * ⊕ V * ) be represented by the matrix
By assumption a is the right multiplication by an element r 0 ∈ R, hence the last equality means that (ρ • f v )r 0 = ρ, ψ • f v (the equality of two elements of R * ), that is r 0 rv, ρ = rv, ρ, ψ = v, ρ, ψ r for all r ∈ R. Evaluating at r = 1 we conclude that v, ρ, ψ = r 0 v, ρ = v, ρr 0 for all v ∈ V and ρ ∈ V * , hence ψ must be the right multiplication by r 0 on V * . Consequently φ is the right multiplication by r 0 on (U * ) n , which proves that Biend R ((U * ) n ) = R. Since Biend R (U * ) = Biend R ((U * ) n ), this concludes the proof.
Arens regular Banach algebras are characterized by the weak compactness of certain operators [16] and characterizations in the same spirit are known for certain topological algebras. Here we would like to characterize Arens regularity of Calgebras (relative to the given injective cogenerator Z) in purely algebraic terms. For this we first need some facts concerning extensions of bilinear forms.
Given C-modules X and Y , a C-bilinear map θ : X × Y → Z defines two C-module homomorphisms 
. This is analogous to the well-known situation in Banach algebra theory.
Returning now to C-algebras R, by Proposition 6.1(i) R is Arens Z-regular if and only if Biend R (R * ) = R * * , that is s(ρt) = (sρ)t for all s, t ∈ R * * and ρ ∈ R * . This means that (6.5) r, s(ρt) = r, (sρ)t for all r ∈ R.
For fixed r ∈ R and ρ ∈ R * both sides of (6.5) are C-bilinear maps R * * × R * * → Z which extend the C-bilinear map θ : R × R → Z defined by θ(a, b) = r, aρb . The left side of (6.5) is normal in the variable s since r, s(ρt) = s, ρtr , where ρtr ∈ R * . Similarly the right side of (6.5) is normal in the variable t, so (6.5) means that θ l = θ r . By Lema 6.3 and Theorem 6.5 this means that the range of the map t l :
is reflexive. From θ(a, b) = r, aρb = b, raρ we now observe that t l (a) = raρ. Thus the Arens Z-regularity of R is equivalent to the condition that all C-modules rRρ (r ∈ R, ρ ∈ R * ) are reflexive. If we assume that Z is injective also as a left C ′ -module, then reflexive Cmodules are the same as linearly compact C-modules by [14, 19.66] , [8] . Since rRρ is a C-submodule of Rρ and submodules of linearly compact modules are linearly compact, this proves most of the following theorem. Proof. It only remains to prove the last sentence of the theorem. Since C is commutative and linearly compact, C admits a Morita duality by a result of Anh [2] , [14, 19.77] . Then by Müler's second theorem [14, 19.71 ] the minimal injective cogenerator Z ∈ M C defines a Morita duality from C to C ′ , hence by Morita's first theorem [14, 19.43 ] Z is injective (and a faithfully balanced cogenerator) in C ′ M, so the first part of the theorem applies. Proof. Let S be a C-subalgebra of R and ω ∈ S * . By the C-injectivity of Z we can extend ω to ρ ∈ R * . Then the map f : Rρ → S * , f (rρ) := (rρ)|S, is homomorphism of C-modules and Sω ⊆ f (Rρ). Since quotients of reflexive modules are reflexive by [14, 19 .58] (we are here again in the context of Morita duality as in the proof of Theorem 6.7), f (Rρ) is reflexive (as a C-module) and then its C-submodule Sω is reflexive.
Arens regularity for algebras over fields
Let us now consider the special case when C is a field F and Z = F. Then Theorem 6.7 says that R is Arens regular if and only if Rρ (and ρR) are finite dimensional vector spaces for all ρ ∈ R * . If, for a given ρ, {ρ 1 , . . . , ρ n } is a basis of Rρ, then N := ∩ n j=1 ker ρ j is a subspace of finite codimension in R such that (rρ)(N ) = 0 for all r ∈ R. This means that ker ρ contains the right ideal N R. Conversely, if ker ρ contains a right ideal of finite codimension, then clearly Rρ is finite dimensional. Further, finite dimensionality of Rρ and ρR for all ρ ∈ R * is easily seen to be equivalent to finite dimensionality of RρR and this in turn means that ker ρ contains a two-sided ideal of finite codimension in R. The intersection J of all such ideals must be 0. (Otherwise we could find ρ ∈ R * with ρ(J) = 0 and then an ideal J ρ ⊆ ker ρ of finite codimension, hence J ⊆ J ρ , a contradiction with ρ(J) = 0 = ρ(J ρ ).) This proves the following proposition. 
Proof. Suppose the contrary, that for each n ∈ N there exists a ρ n ∈ R * with dim Rρ n ≥ n. Then for each n we can choose y n,j ∈ R such that the set {y n,j ρ n : j = 1, . . . , n} is linearly independent, which means that the vectors (ρ n (xy n,j )) x∈R ∈ F R (j = 1, . . . , n)
are linearly independent. Then, by a standard argument there exist x n,j (j = 1, . . . , n) such that the determinant of the n × n matrix [ρ n (x n,i y n,j )] is nonzero, so the restrictions of the functionals y n,j ρ n (j = 1, . . . , n) to the subalgebra R n of R generated by {x n,i , y n,j : i, j = 1, . . . , n} are linearly independent. Considering the algebra S generated by the union of all R n , we see that S is of countable dimension over F and the dimensions dim Sρ (ρ ∈ S * ) are not bounded. So, replacing R by S, we may assume that R has countable dimension over F. Let (a k ) k∈N be a basis of R as a vector space and
where for fixed i, j only finitely many coefficients µ i,j,k are nonzero. Identify R * with F N by identifying each ρ ∈ R * with the sequence (ρ(a k ) k ) ∈ F N . By Proposition 7.1 dim Rρ < ∞ and this is equivalent to the condition that the linear span of {((a j ρ)(a i )) i∈N ∈ F N : j ∈ N} is finite dimensional, hence to the condition that the infinite matrix [ρ(a i a j )] i,j∈N has finite rank. Since this matrix is equal to
we see that the map
contains in its range only finite rank matrices. Let F be equipped with the discrete topology, which is metrizable by d(α, β) = 1 if α = β, so that F N with the product topology is also metrizable by
Then for each n the set F n ⊆ F N , consisting of all ρ ∈ F N such that rank of µ(ρ) is at most n, is closed. (To see this, note that if a matrix µ(ρ) has rank ≥ n+ 1, then some finite submatrix of it, say I × J submatrix, has rank ≥ n + 1; but since only finitely many indexes i, j are involved in such a submatrix, it follows that the sum k [µ i,j,k ] (i,j)∈I×J ρ k involves only finitely many components ρ k of ρ, say components with k ≤ k 0 . Then the definition (7.1) of µ implies that the rank of µ(ω) ≥ n + 1 if ω agrees with ρ in the first k 0 components.) Since ∪ n F n = F N by Proposition 7.1, it follows by Baire's theorem that F n has nonempty interior for some n ∈ N. If ρ = (ρ k ) k is an interior point of F n , then there exists m ∈ N such that every ω = (ω k ) ∈ F N satisfying ω k = ρ k for k ≤ m must be in F n . Since a general τ ∈ F N can be decomposed as
has rank at most k≤m rank([µ i,j,k ] i,j ) + n. This proves that
It follows that for each ρ ∈ R * the rank of the matrix [ρ(a i a j )] i,j∈N is at most n 0 , which implies that at most n 0 among the vectors ((a j ρ)(a i )) i∈N ∈ F N are linearly independent, that is, dim Rρ ≤ n 0 .
Theorem 7.3. An infinite dimensional algebra R over a field F is Arens regular if and only if R contains an ideal J of finite codimension such that
Proof. Suppose that R contains an ideal J of finite codimension with J 2 = 0. Let X be a vector subspace of R such that R = X ⊕ J. Given 0 = ρ ∈ R * , let q : R → R/ ker ρ = F be the quotient map. For each x ∈ X the subspace J x := {a ∈ J : xa ∈ ker ρ} is of finite codimension since J x is just the kernel of the map qλ x , where λ x is the left multiplication by x on J. Since X is finite dimensional, it follows that there exists a subspace J ρ of finite codimension in J such that XJ ρ ⊆ ker ρ. (Namely, J ρ = ∩ n j=1 J xj , where {x 1 , . . . , x n } is a basis of X.) Since R = X ⊕ J and J 2 = 0, it follows that RJ ρ ⊆ ker ρ. Thus RJ ρ is a left ideal of finite codimension contained in ker ρ, hence R is Arens regular by Proposition 7.1.
To prove the converse, it is convenient to choose three basis (a i ) i∈I , (b i ) i∈I and (c i ) i∈I for R as a vector space over F, where the index set I = {1, 2, . . .} is well ordered, but not necessarily countable. (In the beginning these may be the same basis, but during the course of the proof they will change.) Let
be the multiplication table of R. Identify R * with F I by ρ → (ρ(a i )) i∈I and consider the map µ :
where (for fixed i, j ∈ I) only finitely many µ i,j,k are nonzero. Let ω = (ω k ) ∈ F I be such that rank(µ(ω)) = n 0 = max ρ∈F I rank(µ(ρ)) (Lemma 7.2). By a suitable replacement of the basis (a i ) we may assume that ω is just the first coordinate functional λ 1 , where λ i ∈ R * are defined by x = i∈I λ i (x)a i . (For example, if ω 1 = 0, we may replace a i by (a Thus rank(µ(λ 1 )) = n 0 . If we change the basis (b i ) i∈I and (c i ) i∈I , it is easy to show that each of the matrices [µ i,j,k ] i,j∈I changes to an equivalent matrix and we have the elementary row and column operations at our disposal, so we may assume that the matrix [µ i,j,1 ] i,j∈I = µ(λ 0 ) has the identity matrix 1 in its n 0 × n 0 upper left corner and zeros elsewhere. Now fix a k > 1 and consider the decomposition of the matrix
where a is a n 0 × n 0 matrix, d is a (I \ {1, . . . , n 0 }) × (I \ {1, . . . , n 0 }) matrix and so on. From the definition of n 0 we have that rank(t[µ i,j,1 ] i,j + [µ i,j,k ] i,j ) ≤ n 0 for all t ∈ F, that is
If F is infinite, there exists t ∈ F such that a + t1 is invertible. By elementary column operations (that is, multiplying the matrix in (7.3) from the right by a suitable invertible matrix) it follows that the rank of the matrix
is at most n 0 . Since a+ t1 is of size n 0 , it follows that −c(a+ t1) −1 b + d = 0 for each t ∈ F such that a+t1 is invertible. Thus c(a+t1) −1 b = d is a constant matrix, which implies that d = 0. (This is obvious if F = C, R since we may let t → ∞. The general case follows from the formula for the inverse of a matrix using subdeterminants, namely (a + t1) −1 = (p(t)) −1 q(t), where q(t) is a matrix polynomial of degree at most n 0 − 1, while p(t) := det(a + t1) has degree n 0 . The identity cq(t)b = p(t)d therefore implies that d = 0.) This proves that µ i,j,k = 0 for all k if i > n 0 and j > n 0 . Thus R 1 := span{b i : i > n 0 } and R 2 := span{c j : j > n 0 } are subspaces of finite codimension in R such that R 1 R 2 = 0. Putting R 0 := R 1 ∩ R 2 , we have found a subspace of finite codimension in R with R 2 0 = 0. Now, since for each x ∈ R the space {s ∈ R 0 : xs ∈ R 0 } is of finite codimension (namely, this is just the kernel of the map s → q(xs), where q : R → R/R 0 is the quotient map) and R = R 0 ⊕ X for a finite dimensional X, it follows (as in the proof of Lemma 7.2) that there exists a subspace S of finite codimension in R 0 such that XS ⊆ R 0 . Then RS ⊆ XS + R 0 S = XS ⊆ R 0 , so L := RS is a left ideal of finite codimension (since S ⊆ RS) contained in R 0 . Similarly we can now find a two-sided ideal J of R of finite codimension, contained in L, so J 2 = 0. When F is finite the argument of the previous paragraph must be replaced by the following induction on n 0 . We consider the compression of the map µ to the lower right corner, that is, the mapμ : F I → MĨ (F), whereĨ = I \ {1, . . . , n 0 } andμ(ρ) is the lower rightĨ ×Ĩ corner of µ(ρ) for each ρ ∈ F I . Let n 1 = max ρ∈F I rank(μ(ρ)). If n 1 < n 0 , we may inductively assume that there exists a subset I 0 ofĨ with finite complement such that the compression ofμ to the lower right I 0 × I 0 corner is 0. Then this holds also for the compression of µ and the proof can be completed as in the previous paragraph. If n 1 = n 0 then, by a suitable replacement of vectors (a i ) i∈Ĩ by their linear combinations, we may assume that n 1 =μ(λ n0+1 ) (where, as above, λ i are the coordinate functionals relative to the basis (a i )). Further, by elementary row and column operations which effect only the coordinates i ∈Ĩ (that is, by replacing b i and c i with suitable linear combinations) we can achieve that the matrixμ(λ n0+1 ) has the identity matrix in its upper left n 1 × n 1 corner and zeros elsewhere. Then the upper left n 0 × n 0 corner of µ(λ n0+1 ) must be zero since rank(µ(λ n0+1 )) ≤ n 0 . However, then the matrix µ(λ 1 + λ n0+1 ) has rank greater than n 0 which is impossible by the definition of n 0 .
