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Abstract
The wave equation with a source term is considered
utt  Du ¼ jujru in O ð0;þNÞ:
We prove the existence and uniform decay rates of the energy by assuming a nonlinear
feedback bðutÞ acting on the boundary provided that b has necessarily not a polynomial
growth near the origin. To obtain the existence of global solutions we make use of the potential
well method combined with the Faedo–Galerkin procedure and constructing a special basis.
Furthermore, we prove that the energy of the system decays uniformly to zero and we obtain
an explicit decay rate estimate adapting the ideas of Lasiecka and Tataru (Differential Integral
Equations 6 (3) (1993) 507) and Patrick Martinez (ESAIN: Control, Optimisation Calc. Var. 4
(1999) 419). The resulting problem generalizes Martinez results and complements the works of
Lasiecka and Tataru (1993) and Vitillaro (Glasgow Math. J. 44 (2002) 375).
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1. Introduction
This paper is concerned with the existence and uniform decay rates of solutions of
the wave equation with a source term and subject to nonlinear boundary damping
utt  Du ¼ jujru in O ð0;þNÞ;
u ¼ 0 on G0  ð0;þNÞ;
@u
@n
þ bðutÞ ¼ 0 on G1  ð0;þNÞ;
uðx; 0Þ ¼ u0ðxÞ; utðx; 0Þ ¼ u1ðxÞ; xAO;
8>>><
>>>:
ðÞ
where O is a bounded star-shaped domain of Rn; nX1; with a smooth boundary
G ¼ G0,G1: Here, G0a|; G0 and G1 are closed and disjoint and n represents the unit
outward normal to G:
The linear wave equation subject to nonlinear boundary feedback has been widely
studied. For instance, when bðsÞ ¼ sp; sA½0; 1
; for some p41; Zuazua [17] proved
that the energy decays exponentially if p ¼ 1 and polynomially if p41: In the latter
case he proved that the energy EðtÞ decays with the following rate:
EðtÞp C
ð1þ tÞ2=ð p1Þ
; 8tX0; ð1:1Þ
for some positive constant C: When no growth assumption at the origin is imposed
on the function b; Lasiecka and Tataru [7] studied the nonlinear wave equation
subject to a nonlinear feedback acting on the part G1 of the boundary G ¼ G0,G1
without imposing geometrical restrictions on G1: Considering their work, they were
the ﬁrst to prove that the energy decays to zero as fast as the solution of some
associated differential equation and without assuming that the feedback has a
polynomial growth in zero. More precisely, they showed that the energy EðtÞ of the
solution associated to their problem satisﬁes
EðtÞpS t
T0
 1
 
Eð0Þ; 8tXT040; ð1:2Þ
where SðtÞ is the solution of the following differential equation:
S0ðtÞ þ qðSðtÞÞ ¼ 0
and q is a strictly increasing function which is in connection with the feedback b: It is
important to observe that from Lasiecka and Tataru’s results [7] and in some speciﬁc
cases, it is possible to obtain an explicit decay rate for the energy and when it is
possible, these decay rate estimates are, in fact, optimal. However, it seems quite
difﬁcult to obtain an explicit decay rate estimate in the general case.
More recently, Martinez [10] complemented Lasiecka and Tataru’s work in what
concerns the linear wave equation subject to nonlinear boundary feedback. He
proved an explicit decay estimate of the energy even if b has not a polynomial
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behaviour in zero. Under the assumptions that jgðsÞjpjbðsÞjpjg1ðsÞj; sA½1; 1
;
where g is a strictly increasing and odd function of class C1; he showed the following
decay rate:
EðtÞpC g1 1
t
  2
; tX1 ð1:3Þ
for some positive constant C:
The method presented in the work of Martinez [10], gives us a wide assortment of
explicit decay rates, taking into account the large possibility of choices of g; although
in some simple cases a direct application of the above formula does not give us
optimal decay rates. See, for instance, the case where bðsÞ ¼ sp; p41; whose decay is
given by
EðtÞpCð1þ tÞ2=p
which is a less good estimate than the one given in (1.1). In spite of this, it is possible
to obtain from this method optimal decay rate estimates, not only for the above
mentioned polynomial decay, but for some other examples, see [10] for details.
However, when one has an additional nonlinearity, as in the present paper, it seems
that a straightforward adaptation of this method to our context fails completely. In
order to solve this problem we need to consider new estimates of energy making use
of uniqueness results, as presented in [13].
The goal of this work is to generalize the results in [10] in what concerns to obtain
an explicit decay estimate of the energy (as in (1.3)) even if b has not a polynomial
behaviour in zero for the wave equation supplemented with a nonlinear term acting
in the domain. To obtain the existence of solutions to problem ðÞ we have to
construct a special basis related to an elliptic problem and whose construction was
inspired by Milla Miranda and San Gil Jutuca [11].
In this work, although this nonlinearity is given by a source term, the same
technique can be applied for the equation
utt  Du þ jujru ¼ 0 in O ð0;NÞ:
It is worth mentioning some papers in connection with the so called stable set (the
potential well) developed by Sattinger [14] in 1968, namely, [2,5,6,12,15] and
references therein.
Concerning the wave equation with source and damping terms
utt  Du þ gðutÞ ¼ f ðuÞ in O ð0;þNÞ;
where O is a bounded domain of Rn with smooth boundary G; it is important to cite
the works of Georgiev and Todorova [3] and Ikehata [4]. In this context it is also
important to mention the recent work of Vitillaro [16]. In this paper the author
considers, as in the present paper, the wave equation subject to a source term acting
in the domain and nonlinear boundary feedback and he shows existence of global
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solutions as well as the blow up of weak solutions in ﬁnite time. However, no decay
rate of the energy is proved. The above mentioned works are marked by the
following feature: the damping term possesses a polynomial growth near zero.
Finally, we would like to cite Aassila’s work [1] who was successful in establishing
the asymptotic stability for the nonlinear wave equation (as in the present paper)
subject to a restrictive nonlinear feedback gðu0Þ acting in the domain, without
imposing any growth near zero. In this case a direct application of Martinez’s
technique allowed him to obtain analogous decay rate estimate since the Liapunov
structure was weaker than the present case. In this sense our work also generalizes
Aassila’s one and complements the results presented in [16].
Our paper is organized as follows: In Section 2 we present some notation,
technical lemmas, the assumptions and main results. In Section 3 we prove the
existence and uniqueness for regular and weak solutions and in Section 4 we give the
proof of the decay.
2. Notations and main results
We start this section by setting the inner products and norms
ðu; vÞ ¼
Z
O
uðxÞvðxÞ dx; ðu; vÞG1 ¼
Z
G1
uðxÞvðxÞ dG;
jjujjpp ¼
Z
O
juðxÞjp dx; jjujjpG1;p ¼
Z
G1
juðxÞjp dG:
Consider the Hilbert spaces
V :¼ fvAH1ðOÞ; v ¼ 0 on G0g and H :¼ fvAV ;DvAL2ðOÞg ð2:1Þ
and suppose that
0oro2=ðn  2Þ if nX3 and r40 if n ¼ 1; 2: ðH:1Þ
According to (H.1), we have the imbedding:
V+L2ðrþ1ÞðOÞ+Lrþ2ðOÞ:
Let B140 be the optimal constant of Sobolev immersion which satisﬁes the
inequality
jjvjjrþ2pB1jjrvjj2; 8vAV :
From the above inequality one has
1
rþ2jjvjjrþ2rþ2
jjrvjjrþ22
p B
rþ2
1
rþ 2; 8vAV ; va0:
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Consequently
K0 :¼ sup
vAV ; va0
1
rþ2 jjvjjrþ2rþ2
jjrvjjrþ22
 !
p B
rþ2
1
rþ 2; 8vAV ; va0: ð2:2Þ
Note that K040 and
1
rþ 2 jjvjj
rþ2
rþ2pK0jjrvjjrþ22 ; 8vAV : ð2:3Þ
Let us consider the functional
JðuÞ ¼ 1
2
jjrujj22 
1
rþ 2 jjujj
rþ2
rþ2; uAV ð2:4Þ
which is well deﬁned in view of the above immersions.
We deﬁne the positive number
d :¼ inf
vAV ; va0
sup
l40
JðlvÞ

 
: ð2:5Þ
Setting
f ðlÞ ¼ 1
2
l2  K0lrþ2; l40; ð2:6Þ
then,
l1 ¼ 1
K0ðrþ 2Þ
 1=r
is the absolute maximum point of f and d ¼ f ðl1Þ40:
It is well known that the number d deﬁned in (2.5) is the Mountain Pass level
associated to the elliptic problem
Du ¼ jujru in O;
u ¼ 0 on G0;
@u
@n
¼ 0 on G1:
8>><
>:
In fact (see [16] for details), d is equal to the number
inf
gAL
sup
tA½0;1

JðgðtÞÞ;
where
L ¼ fgACð½0; 1
; VÞ; gð0Þ ¼ 0; Jðgð1ÞÞo0g:
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Furthermore, we have
d ¼ f ðl1Þ ¼ 1
2
l21  K0lr1l21 ¼
1
2
l21  K0
1
K0ðrþ 2Þ l
2
1
¼ 1
2
 1
rþ 2
 
l21 ¼
r
2ðrþ 2Þ l
2
1: ð2:7Þ
The energy associated to problem ðÞ is given by
EðtÞ ¼ 1
2
jjutðtÞjj22 þ JðuðtÞÞ; uAV : ð2:8Þ
It is important to observe that from inequality (2.3), we deduce that
EðtÞXJðuðtÞÞ ¼ 1
2
jjruðtÞjj22 
1
rþ 2 jjuðtÞjj
rþ2
rþ2
X
1
2
jjruðtÞjj22  K0jjruðtÞjjrþ22 ¼ f ðjjruðtÞjj2Þ: ð2:9Þ
Now, if one considers
jjruðtÞjj2ol1 ð2:10Þ
from (2.9) we arrive at
EðtÞXJðuðtÞÞX jjruðtÞjj22
1
2
 K0jjruðtÞjjr2
 
4jjruðtÞjj22
1
2
 lr1K0
 
¼ jjruðtÞjj22
1
2
 1
K0ðrþ 2ÞK0
 
¼ jjruðtÞjj22
1
2
 1
rþ 2
 
: ð2:11Þ
Then, if (2.10) is satisﬁed, from (2.11) we deduce that
JðtÞX0ðJðtÞ ¼ 0 iff u ¼ 0Þ and jjruðtÞjj22p
2ðrþ 2Þ
r
EðtÞ: ð2:12Þ
So, we are in a position to consider general hypotheses.
(A.1) Assumptions on b: Consider b : R-R a nondecreasing C1 function such
that bð0Þ ¼ 0 and suppose that there exists a strictly increasing and odd function g of
C1 class on ½1; 1
 such that
jgðsÞjpjbðsÞjpjg1ðsÞj if jsjp1; ðH:2Þ
C1jsjpjbðsÞjpC2jsj if jsj41; ðH:3Þ
where g1 denotes the inverse function of g and C1 and C2 are positive constants.
In order to obtain the global existence for regular solutions, the following
assumptions are made on the initial data.
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(A.2) Assumptions on the initial data: Assume that
fu0; u1gAV-H2ðOÞ  V ðH:4Þ
verifying the compatibility conditions
@u0
@n
þ bðu1Þ ¼ 0 on G1: ðH:5Þ
Moreover, suppose that
ðH:6Þ Eð0Þod and jjru0jj2ol1: ðH:6Þ
Next, we present two technical lemmas which will play an essential role when
establishing the asymptotic behaviour.
Lemma 2.1 (Martinez [10, p. 428]). Let E : Rþ-Rþ be a non-increasing function
and f : Rþ-Rþ a strictly increasing function of class C1 such that
fð0Þ ¼ 0 and fðtÞ-þN as t-þN: ð2:13Þ
Assume that there exist s40; s0X0 and C40 such that
Z þN
S
EðtÞ1þsf0ðtÞ dt
pCEðSÞ1þs þ Cð1þ fðSÞÞs0 Eð0Þ
s
EðSÞ; 0pSoþN: ð2:14Þ
Then, there exists C40 such that
EðtÞpEð0Þ C
ð1þ fðtÞÞð1þs0Þ=s
; 8t40: ð2:15Þ
Lemma 2.2 (Martinez [10]). There exists a function f :Rþ-Rþ of class C2
increasing and such that f is concave, fðtÞ-þN as t-þN; f0ðtÞ-0 as t-þ
N and
Z þN
1
f0ðtÞðg1ðf0ðtÞÞÞ2 dtoþN: ð2:16Þ
Proof. Assuming that such a function exists, we can consider, without loss of
generality that fð1Þ ¼ 1: From this fact, observing that f1ðsÞ-þN as s-þN
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and considering the change of variables s ¼ fðtÞ; one hasZ þN
1
f0ðtÞðg1ðf0ðtÞÞÞ2 dt ¼
Z þN
1
ðg1ðf0ðf1ðsÞÞÞÞ2 ds
¼
Z þN
1
g1
1
ðf1Þ0ðsÞ
 ! !2
ds: ð2:17Þ
Let us deﬁne the auxiliary function c by
cðtÞ ¼ 1þ
Z t
1
1
g 1
s
  ds; tX1: ð2:18Þ
Then,
c0ðtÞ ¼ 1
gð1
t
Þ ð2:19Þ
and according to the assumptions made on g we deduce that c is an increasing
function of class C2; and, moreover
c0ðtÞ-þN as t-þN; cðtÞ-þN as t-þN:
A simple computation shows that c00X0 which implies that c0 is non-decreasing
and c is convex. Furthermore, from (2.19) we obtainZ þN
1
g1
1
c0ðsÞ
  2
ds ¼
Z þN
1
1
s2
dsoþN: ð2:20Þ
Next, we are going to prove that c1 is concave. Indeed, from cðc1ðsÞÞ ¼ s we
deduce
ðc1Þ00ðsÞ ¼  c
00ðc1ðsÞÞððc1Þ0ðsÞÞ2
c0ðc1ðsÞÞ
¼  c
00ðc1ðsÞÞ
ðc0ðc1ðsÞÞÞ3p0:
Then, setting fðtÞ ¼ c1ðtÞ for all tX1; from (2.17), (2.20) and taking what
we have proved into account, we conclude that f veriﬁes all the hypotheses of
Lemma 2.2. &
Now we are in a position to state our main results.
Theorem 2.1. Under assumptions (A.1), (A.2) and (H.1), problem ðÞ possesses a
unique regular solution u in the class
uALNð0;N; VÞ; u0ALNlocð0;N; VÞ;
u00ALNlocð0;N; L2ðOÞÞ; jjruðtÞjj2ol1 ð2:21Þ
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for all tX0: Furthermore, the energy EðtÞ given by
EðtÞ ¼ 1
2
jju0ðtÞjj22 þ jjruðtÞjj22 
2
rþ 2jjuðtÞjj
rþ2
rþ2

 
; ð2:22Þ
has the following decay rate:
EðtÞpC g1 1
t
  2
8t40; ð2:23Þ
where C is a positive constant.
Theorem 2.2. Let the initial data belong to V  L2ðOÞ such that
jjru0jj2ol1 and Eð0Þod ð2:24Þ
and assume the same hypotheses on b and r hold. Then, problem ðÞ possesses a unique
weak solution in the class
uAC0ð½0;NÞ; VÞ-C1ð½0;NÞ; L2ðOÞÞ; jjruðtÞjj2ol1; ð2:25Þ
for all t40: Besides, the weak solution has the same decay given in (2.14).
3. Existence of solutions
In this section we ﬁrst prove the existence and uniqueness of regular solutions to
problem ðÞ by using Galerkin procedure. Then, we extend the same result to weak
solutions using a density argument.
Proposition 3.1. Under assumptions (A.1), (A.2) and (H.1) problem ðÞ admits a
unique solution u in the class
uAC0s ð0; T ; HÞ-C1s ð0; T ; VÞ-C2s ð0; T ; L2ðOÞÞ; for all T40:
Proof. Let fwmg be a basis to V : From this basis one can construct a special one
fwmg; related to problem ðÞ; in the following manner:
If u0 and u1 are linearly independent, we deﬁne w1 ¼ u0; w2 ¼ u1; and for wi; iX3
the vectors of fwmg are chosen in order to be l:i: with u0 and u1: If the vectors u0 and
u1 are linearly dependent, we chose w1 ¼ u0 and for wi; iX2 the vectors of fwmg
which are l.i with u0:
Set,
Vm ¼ ½w1;y; wm
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and consider the approximate problem
ðA:P:Þ
umðtÞ ¼
Pm
j¼1
gjðtÞwjAVm;
ðu00mðtÞ; wÞ þ ðrumðtÞ;rwÞ þ ðbðu0mðtÞÞ; wÞG1 ¼ ðjumðtÞj
r
umðtÞ; wÞ; 8wAVm;
umð0Þ ¼ u0; u0mð0Þ ¼ u1; 8mAN:
8>><
>>:
By standard methods of ordinary differential equations it is possible to ﬁnd a local
solution to the approximate problem on some interval ½0; tmÞ: The extension of this
solution to the whole interval ½0;þNÞ is a consequence of the a priori estimate below.
The ﬁrst estimate. For w ¼ u0mðtÞ; we deduce
E0mðtÞ ¼ 
Z
G1
bðu0mÞu0m dGp0; ð3:1Þ
which implies that EmðtÞ is a decreasing function.
The next lemma will play an important role for extending the solution to the whole
interval ð0;þNÞ: For this end we adapt the ideas of Vitillaro [16] to our context. For
simplicity, and since this result can also be used for existing solutions, we will omit
the index m:
Lemma 3.2. Suppose that (H.4) and (H.6) hold. Then, jjruðtÞjj2ol1; 8t40:
Proof. We observe that from (2.9) we have
EðtÞX1
2
jjruðtÞjj22  K0jjruðtÞjjrþ22 ¼ f ðjjruðtÞjj2Þ; ð3:2Þ
where f is deﬁned as in (2.17).
It is easy to verify that g is increasing for 0olol1; decreasing for l4l1; f ðl1Þ ¼ d
and f ðlÞ-N as l-þN: Then, since E0 :¼ Eð0Þod; there exist l02ol1ol2 such
that f ðl2Þ ¼ f ðl02Þ ¼ E0: From (3.1) one has
EðtÞpE0; 8tA½0; tmÞ: ð3:3Þ
Denote l0 ¼ jjru0jj2: From assumption (H.6) we have that l0ol1: As by (3.2) we
have that f ðl0ÞpE0; it follows that l0pl02 (since l0ol1; f ðl02Þ ¼ E0 and f is
increasing in ½0; l1Þ . We claim that jjruðtÞjj2pl02 for all tA½0; tmÞ; so that the
lemma is proved by standard continuation principle. Suppose, by contradiction, that
jjruðt0Þjj24l02 for some t040: From the continuity of jjruðÞjj2 we can suppose
that jjruðt0Þjj2ol1: Then, by (3.2), Eðt0ÞXf ðjjruðt0Þjj2Þ4f ðl02Þ ¼ E0; which
contradicts (3.3). &
Returning to the approximate problem and taking the above lemma into account,
we deduce
jju0mðtÞjj22p2l21 þ
4
rþ 2ðB1l1Þ
rþ2 þ jju1jj22; 8tX0: ð3:4Þ
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The second estimate. To estimate jju00mð0Þjj2; we are going to take into consideration
the compatibility conditions given in (H.5) and the special basis constructed for it.
Considering t ¼ 0 and w ¼ u00mð0Þ in the approximate problem, we deduce,
jju00mð0Þjj22 ¼ ðrumð0Þ;ru00mð0ÞÞ  ðbðu0mð0ÞÞ; u00mð0ÞÞG1 þ ðjumð0Þj
r
umð0Þ; u00mð0ÞÞ:
The generalized Green theorem yields
jju00mð0Þjj22 ¼ ðDu0; u00mð0ÞÞ 
@u0
@n
þ bðu1Þ; u00mð0Þ
 
G1
þðju0jru0; u00mð0ÞÞ:
At this point it comes clear the importance of the special basis. From the
compatibility condition (H.5) we deduce
jju00mð0Þjj2p½jjDu0jj2 þ jju0jjrþ12ðrþ1Þ
: ð3:5Þ
Now, getting the derivative of (A.P.) with respect to t and considering w ¼ u00mðtÞ it
follows that
d
dt
1
2
jju00mðtÞjj22 þ
1
2
jjru0mðtÞjj22

 
þ
Z
G1
b0ðu0mðtÞÞðu00mðtÞÞ2 dGpðrþ 1Þ
Z
O
jumjrju0mjju00mj dx: ð3:6Þ
Next, we are going to analyze the term on the right-hand side of (3.6).
Estimate for I1 :¼ ðrþ 1Þ
R
O jumjrju0mjju00mj dx: Making use of the generalized
Ho¨lder inequality, observing that r
2ðrþ1Þ þ 12ðrþ1Þ þ 12 ¼ 1; considering the imbedding
V+L2rþ2ðOÞ and Lemma 3.2 we conclude
jI1jp ðrþ 1ÞjjumðtÞjjr2ðrþ1Þjju0mðtÞjj2ðrþ1Þjju00mðtÞjj2
pK1jjrumðtÞjjr2 jjru0mðtÞjj2jju00mðtÞjj2
pK2½jjru0mðtÞjj22 þ jju00mðtÞjj22
; ð3:7Þ
where K1 and K2 are positive constants independent of m and tA½0; T 
:
Combining (3.6) and (3.7) we deduce
d
dt
1
2
jju00mðtÞjj22 þ
1
2
jjru0mðtÞjj22

 
þ
Z
G1
b0ðu0mðtÞÞðu00mðtÞÞ2 dG
pK2½jjru0mðtÞjj22 þ jju00mðtÞjj22
:
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Integrating the last inequality over ð0; tÞ taking (3.5) into account, we obtain
jju00mðtÞjj22 þ jjru0mðtÞjj22 þ 2
Z t
0
Z
G1
b0ðu0mðsÞÞðu00mðsÞÞ2 dG ds
p2½jjDu0jj22 þ jju0jj2ðrþ1Þ2ðrþ1Þ þ jjru1jj22

þ 2K2
Z t
0
½jju00mðsÞjj22 þ jjru0mðsÞjj22
Z s
0
Z
G1
b0ðu0mðxÞÞðu00mðxÞÞ2 dG dx
 ds:
The above inequality combined with Gronwall’s lemma leads us to the second
estimate
jju00mðtÞjj22 þ jjru0mðtÞjj22 þ 2
Z t
0
Z
G1
b0ðu0mðsÞÞðu00mðsÞÞ2 dG dspL2; ð3:8Þ
where L2 is a positive constant independent of mAN and tA½0; T 
:
We note that from the above estimate, taking assumptions (H.2) and (H.3) into
account we also obtain the following estimates:Z t
0
jju0mðsÞjj2G1;2 dspL;
Z t
0
jjbðu0mðsÞjj2G1;2 dspL; ð3:9Þ
where L is a positive constant independent of m and t:
The ﬁrst and second a priori estimates and (3.9) permit us to obtain a subsequence
of ðumÞ which from now on will be also denoted by ðumÞ and a function u :
O ð0;NÞ-R satisfying:
um,u weak star in L
N
locð0;N; VÞ; ð3:10Þ
u0m,u
0 weak star in LNlocð0;N; VÞ; ð3:11Þ
u00m,u
00 weak star in LNlocð0;N; L2ðOÞÞ; ð3:12Þ
u0m,u
0 weakly in L2locð0;N; L2ðG1ÞÞ; ð3:13Þ
bðu0mÞ,w weakly in L2locð0;N; L2ðG1ÞÞ: ð3:14Þ
Since V+L2ðOÞ is compact, we have, thanks to Aubin-Lions theorem that
um-u strongly in L
2
locð0;N; L2ðOÞÞ;
and consequently, making use of Lion’s lemma, we deduce
jumjrum,jujru weakly in L2locð0;N; L2ðOÞÞ: ð3:15Þ
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Convergences (3.10)–(3.15) permit us to pass to the limit in the (A.P.). As ðwjÞ is a
basis of V ; then, for all T40; for all yADð0; TÞ and for all vAV ; after passing to the
limit we obtain
Z T
0
ðu00ðtÞ; vÞyðtÞ dt þ
Z T
0
ðruðtÞ;rvÞyðtÞ dt
þ
Z T
0
Z
G1
wv dG yðtÞ dt ¼
Z T
0
ðjuðtÞjruðtÞ; vÞyðtÞ dt: ð3:16Þ
From (3.16) and taking vADðOÞ; we show that
u00  Du ¼ jujru in D0ðO ð0; TÞÞ:
Now, since u00; jujruAL2locð0;N; L2ðOÞÞ we have DuAL2locð0;N; L2ðOÞÞ and there-
fore
u00  Du ¼ jujru in L2locð0;N; L2ðOÞÞ: ð3:17Þ
Taking (3.17) into account and making use of the generalized Green formula we
deduce
@u
@n
þ w ¼ 0 in D0ð0; T ; H1=2ðG1ÞÞ
and since wAL2locð0;N; L2ðG1ÞÞ we infer
@u
@n
þ w ¼ 0 in L2locð0;N; L2ðG1ÞÞ: ð3:18Þ
Our goal is to show that w ¼ bðu0Þ: Indeed, considering w ¼ um in the (A.P.) and
integrating the obtained expression over ð0; TÞ; it holds that
Z T
0
ðu00mðtÞ; umðtÞÞ dt þ
Z T
0
jjrumðtÞjj22 dt
þ
Z T
0
ðbðu0mðtÞÞ; umðtÞÞG1 dt ¼
Z T
0
ðjumðtÞjrumðtÞ; umðtÞÞ dt: ð3:19Þ
From the ﬁrst and second estimates and thanks to Aubin–Lions theorem there
exists a subsequence of ðumÞ still denoted by the same notation such that
um-u strongly in L
2ð0; T ; L2ðOÞÞ; ð3:20Þ
u0m-u
0 strongly in L2ð0; T ; L2ðOÞÞ: ð3:21Þ
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Now, since H1=2ðG1Þ+L2ðG1Þ is compact and noting that
jjumðtÞjjH1=2ðG1ÞpCjjrumðtÞjj2 and jju0mðtÞjjG1;2pCjjru0mðtÞjj2
from the ﬁrst and second estimates and again making use of Aubin–Lions theorem,
we deduce
um-u strongly in L
2ð0; T ; L2ðG1ÞÞ: ð3:22Þ
Then, from convergences (3.12), (3.14), (3.15), (3.20) and (3.22) we can pass to the
limit in (3.19) in order to obtain
lim
m-N
Z T
0
jjrumðtÞjj22 dt
¼ 
Z T
0
ðu00ðtÞ; uðtÞÞ dt 
Z T
0
ðwðtÞ; uðtÞÞG1 dt þ
Z T
0
ðjuðtÞjruðtÞ; uðtÞÞ dt: ð3:23Þ
Combining (3.17), (3.18) and (3.23) and taking the generalized Green formula into
account, we deduce
lim
m-N
Z T
0
jjrumðtÞjj22 dt ¼
Z T
0
jjruðtÞjj22 dt
which implies that
rum-ru strongly in L2ð0; T ; L2ðOÞÞ: ð3:24Þ
Now, considering w ¼ u0m in the (A.P.) and integrating the obtained result over
ð0; TÞ; it follows thatZ T
0
ðu00mðtÞ; u0mðtÞÞ dt þ
Z T
0
ðrumðtÞ;ru0mðtÞÞ dt
þ
Z T
0
ðbðu0mðtÞÞ; u0mðtÞÞG1 dt ¼
Z T
0
ðjumðtÞjrum; u0mðtÞÞ dt: ð3:25Þ
Convergences (3.11), (3.12), (3.15),(3.21) and (3.24) together (3.25) yield
lim
m-N
Z T
0
ðbðu0mðtÞÞ; um0ðtÞÞG1 dt
¼ 
Z T
0
ðu00ðtÞ; u0ðtÞÞ dt 
Z T
0
ðruðtÞ;ru0ðtÞÞ dt þ
Z T
0
ðjuðtÞjruðtÞ; u0ðtÞÞ dt
and from (3.17), (3.18) by applying Green formula, we obtain
lim
m-N
Z T
0
ðbðu0mðtÞÞ; um0ðtÞÞG1 dt ¼
Z T
0
ðwðtÞ; u0ðtÞÞG1 dt: ð3:26Þ
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On the other hand, since b is a non-decreasing monotone function, one hasZ T
0
ðbðu0mðtÞÞ  bðcÞ; u0mðtÞ  cÞG1 dtX0
for all cAL2ðG1Þ: The last inequality yieldsZ T
0
ðbðu0mðtÞÞ;cÞG1 dt þ
Z T
0
ðbðcÞ; u0mðtÞ  cÞG1 dt
p
Z T
0
ðbðu0mðtÞÞ; u0mðtÞÞG1dt: ð3:27Þ
Considering the convergences (3.13), (3.14) and(3.26) we inferZ T
0
ðwðtÞ  bðcÞ; u0ðtÞ  cÞG1 dtX0: ð3:28Þ
which implies that w ¼ bðu0Þ:
3.2. Uniqueness
Let u1 and u2 be two solutions of problem ðÞ: Then, z ¼ u1  u2 veriﬁes
ðz00ðtÞ; wÞ þ ðrzðtÞ;rwÞ þ ðbðu10Þ  bðu20Þ; wÞG1 ¼ ðju1j
r
u1  ju2jru2; wÞ;
for all wAV : Substituting w ¼ z0ðtÞ in the above identity and observing that b is a
monotone function it holds that
d
dt
1
2
jjz0ðtÞjj22 þ
1
2
jjrzðtÞjj22

 
pK1ðrÞ
Z
O
ðju1jr þ ju2jrÞjzjjz0j dx
pK1ðrÞðjju1ðtÞjjr2ðrþ1Þ þ jju2ðtÞjjr2ðrþ1ÞÞjjzðtÞjj2ðrþ1Þjjz0ðtÞjj2;
where the last inequality comes from the generalized Ho¨lder inequality.
Integrating the last inequality over ð0; tÞ; taking the immersion V+L2ðrþ1ÞðOÞ and
the ﬁrst estimate into account we deduce
jjz0ðtÞjj22 þ jjrzðtÞjj22pK2ðrÞ
Z t
0
ðjjrzðtÞjj22 þ jjz0ðsÞjj22Þ ds:
Employing Gronwall’s lemma the last inequality yields jjz0ðtÞjj2 ¼ jjrzðtÞjj2 ¼ 0:
To ﬁnish this section it remains to prove that unique solution of problem ðÞ
belongs, for all T40; to the class
uAC0s ð0; T ; HÞ-C1s ð0; T ; VÞ-C2s ð0; T ; L2ðOÞÞ: ð3:29Þ
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Indeed, we observe that from the above estimates and for all T40 one has
uAC0ð½0; T 
; VÞ-C1ð½0; T 
; L2ðOÞ: ð3:30Þ
Since
uALNð0; T ; HÞ and u0ALNð0; T ; VÞ
from Lions and Magenes [15, Lemma 8.1], we deduce
uAC0s ð0; T ; HÞ-C1s ð0; T ; VÞ: ð3:31Þ
On the other hand, from (3.10), (3.12) and (3.17) we also have
u00;DuAC0ð½0; T 
; H1ðOÞÞ-LNð0; T ; L2ðOÞÞ:
Therefore
u00;DuAC0s ð0; T ; L2ðOÞÞ
which together (3.30) proves (3.29). Then Proposition 3.1 is proved. &
3.3. Weak solutions
In order to obtain existence for weak solutions we use standard arguments of
density. Indeed, let us assume that
fu0; u1gAV  L2ðOÞ;
such that
jjru0jj2ol1 and Eð0Þod:
Then,
jjru0jj2 ¼ l1  d1 and Eð0Þ ¼ d  d2;
for some di; i ¼ 1; 2 positive numbers.
So, let
fu0m; u1mgCDðDÞ  H10 ðOÞ;
where
DðDÞ ¼ vAV-H2ðOÞ; @v
@n
¼ 0 on G1
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such that
u0m-u
0 in V and u1m-u
1 in L2ðOÞ as m-N: ð3:32Þ
So, fu0m; u1mg satisfy, for mXm0; the compatibility conditions and, moreover,
jjru0mjj2ol1; Emð0Þod:
For each mXm0 let um be the regular solution of ðÞ with initial data fu0m; u1mg; that
is, for all T40
C0s ð0; T ; HÞ-C1s ð0; T ; VÞ-C2s ð0; T ; L2ðOÞÞ
and veriﬁes
ðPmÞ
u00m  Dum ¼ jumjrum a:e: on O ð0;þNÞ;
um ¼ 0 on G0  ð0;þNÞ;
@um
@n
þ bðu0mÞ ¼ 0 on G1  ð0;þNÞ;
umð0Þ ¼ u0m; u0mð0Þ ¼ u1m:
8>>><
>>>:
On the other hand, considering analogous arguments used to prove the ﬁrst
estimate we deduce that there exists a positive constant C1 , independent of m and
tA½0; T 
; which veriﬁes for all tA½0; T 
 and mAN
jju0mðtÞjj22 þ jjrumðtÞjj22pC1; and moreover;Z t
0
jju0mðsÞjj2G1;2 dspC1;
Z t
0
jjbðu0mðsÞjj2G1;2 dspC1: ð3:33Þ
Deﬁning zm;s ¼ um  us; m; sAN; we obtain by the monotonicity of b that
1
2
d
dt
fjjzm;s0ðtÞjj22 þ jjrzm;sðtÞjj22g
pK2ðrÞðjjumðtÞjjr2ðrþ1Þ þ jjusðtÞjjr2ðrþ1ÞÞjjrzm;sðtÞjj2jjzm;s0ðtÞjj2: ð3:34Þ
Combining (3.33) and (3.34) we obtain, after integrating over ð0; tÞ and using
Gronwall’s lemma, that
jju0mðtÞ  us0ðtÞjj22 þ jjrumðtÞ  rusðtÞjj22
pCðr; TÞðjju1m  u1sjj22 þ jjru0m ru0sjj22Þ; ð3:35Þ
where Cðr; TÞ is a positive constant independent of m; sAN:
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From (3.32) and (3.35) we conclude that there exists a function u such that, for all
T40; we have
um-u strongly in C
0ð½0; T 
; VÞ; ð3:36Þ
u0m-u
0 strongly in C0ð½0; T 
; L2ðOÞÞ: ð3:37Þ
From (3.33) and (3.36) we also have,
u0m,u
0 weakly in L2locð0;N; L2ðG1ÞÞ; ð3:38Þ
bðu0mÞ,w weakly in L2locð0;N; L2ðG1ÞÞ; ð3:39Þ
jumjrum,jujru weakly in L2locð0;N; L2ðOÞÞ: ð3:40Þ
Using arguments of compactness and considering the above convergences, we
acquire a weak solution to problem ðÞ: More precisely, we obtain
u00  Du ¼ jujru in C0ð½0; T 
; H1ðOÞÞ: ð3:41Þ
From the above identity and making use of Bochner’s integral in H1ðOÞ one has
u0ðtÞ  u0ð0Þ ¼
Z t
0
DuðsÞ ds þ
Z t
0
juðsÞjruðsÞ ds:
Deﬁning zðtÞ ¼ R t0 uðsÞ dsAH1ðOÞ; we obtain from the last identity that u0ðtÞ 
u0ð0Þ ¼ DzðtÞ þ R t
0
juðsÞjruðsÞ ds: Consequently, thanks to (H.1), (3.36) and (3.37) we
deduce that DzAC0ð½0; T 
; L2ðOÞÞ: Then
zAC0ð½0; T 
;HðOÞÞ; where HðOÞ ¼ fvAH1ðOÞ;DvAL2ðOÞg:
From the deﬁnition of z we have z0 ¼ uAH1ð0; T ;HðOÞÞ; which implies that
@u
@nAH
1ð0; T ; H1=2ðG1ÞÞ:
Similarly, if we deﬁne, zm ¼
R t
0
umðsÞ ds we obtain from (3.36) and (3.37) that
Dzm-Dz in C0ð½0; T 
; L2ðOÞÞ: However, we also have zm-z in C0ð½0; T 
; H1ðOÞÞ
as m-þN: So, from the above convergences we have z0m-z0 in H1ð0; T ;HðOÞÞ;
that is,
um-u in H
1ð0; T ;HðOÞÞ;
and
bðu0mÞ ¼ 
@um
@n
- @u
@n
in H1ð0; T ; H1=2ðG1ÞÞ:
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From (3.39) and from the above convergence it holds that
@u
@n
¼ wAL2ð0; T ; L2ðG1ÞÞ: ð3:42Þ
Since u0AC0ð½0; T 
; L2ðOÞÞ; we deduce that u00AH1ð0; T ; L2ðOÞÞ and
u00  Du ¼ jujru in H1ð0; T ; L2ðOÞÞ:
According to the above identity, considering the generalized Green formula and
from (3.42), one has
/ Du; v;SH1ð0;T ;L2ðOÞÞH1
0
ð0;T ;L2ðOÞÞ
¼ ðru;rvÞL2ð0;T ;L2ðOÞÞ þ
@u
@n
; v
 
L2ð0;T ;L2ðG1ÞÞ
:
Employing Ho¨lder inequality and taking into account the continuity of the map
g0 : L
2ð0; T ; VÞ/L2ð0; T ; H1=2ðG1ÞÞ we get that
j/ Du; vSH1ð0;T ;L2ðOÞÞH1
0
ð0;T ;L2ðOÞÞjpCjjvjjL2ð0;T ;VÞ;
for all vAH10 ð0; T ; VÞ; which implies that Du admits a continuous extension to the
whole L2ð0; T ; VÞ: Then,
u00  Du ¼ jujru in L2locð0;N; V 0Þ: ð3:43Þ
In what follows our aim is to show that w ¼ bðu0Þ: Thus, multiplying the ﬁrst
equation in ðPmÞ by u0m and integrating over O we obtain
1
2
d
dt
jju0mðtÞjj22 þ
1
2
d
dt
jjrumðtÞjj22 þ ðbðu0mðtÞÞ; u0mðtÞÞG1 ¼
1
rþ 2
d
dt
jjumðtÞjjrþ2rþ2:
Integrating the last identity over ð0; tÞ we arrive at
1
2
jju0mðtÞjj22 þ
1
2
jjrmðtÞjj22 
1
rþ 2 jjumðtÞjj
rþ2
rþ2
þ
Z t
0
ðbðu0mðsÞÞ; u0mðsÞÞG1 ds ¼
1
2
jju1mjj22 þ
1
2
jjru0mjj22 
1
rþ 2 jju
0
mjjrþ2rþ2;
and taking convergences (3.32), (3.36) and (3.37) into account, we deduce
lim
m-N
Z t
0
ðbðu0mðsÞÞ; u0mðsÞÞG1 ds ¼ 
1
2
jju0ðtÞjj22 
1
2
jjruðtÞjj22 þ
1
rþ 2 jjuðtÞjj
rþ2
rþ2
þ 1
2
jju1jj22 þ
1
2
jjru0jj22 
1
rþ 2jju
0jjrþ2rþ2
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On the other hand, assuming that w is a weak solution to the problem
w00  Dw ¼ jwjrw in L2ð0;N; V 0Þ;
w ¼ 0 on G0  ð0;NÞ;
@w
@n
þ w ¼ 0 in L2ð0;N; L2ðG1ÞÞ;
wð0Þ ¼ u0; w0ð0Þ ¼ u1 in O; ð3:44Þ
we obtain by Lasiecka and Tataru work [7, Proposition 2.1] or making use the result
of Lion’s book [8, Lemma 6.1] that w veriﬁes the following energy identity:Z t
0
ðwðsÞ; w0ðsÞÞG1 ds ¼ 
1
2
jjw0ðtÞjj2  1
2
jjrwðtÞjj2 þ 1
rþ 2 jjwðtÞjj
rþ2
rþ2
þ 1
2
jju1jj2 þ 1
2
jjru0jj2  1
rþ 2 jju
0jjrþ2rþ2: ð3:45Þ
Since u is a weak solution to problem (3.44) we obtain
lim
m-N
Z t
0
ðbðu0mðsÞÞ; u0mðsÞÞG1 ds ¼
Z t
0
ðwðsÞ; u0ðsÞÞG1 ds:
Considering the last convergence and those ones given by (3.38) and (3.39) we get
that w ¼ bðu0Þ: It follows that u satisﬁes
u00  Du ¼ jujru in L2locð0;N; V 0Þ;
u ¼ 0 on G0  ð0;þNÞ;
@u
@n
þ bðu0Þ ¼ 0 in L2locð0;N; L2ðG1ÞÞ;
uð0Þ ¼ u0AV ; u0ð0Þ ¼ u1AL2ðOÞ; ð3:46Þ
with jjruðtÞjj2ol1 for all tX0:
Uniqueness. Let u1 and u2 be solutions of (3.46). Then w ¼ u1  u2 veriﬁes
w00  Dw ¼ y in L2locð0;N; V 0Þ;
w ¼ 0 on G0  ð0;þNÞ;
@w
@n
þ w ¼ 0 in L2locð0;N; L2ðG1ÞÞ;
wð0Þ ¼ 0; w0ð0Þ ¼ 0; ð3:47Þ
where w ¼ bðu10Þ  bðu20Þ and y ¼ ju1jru1  ju2jru2:
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But considering the same procedure to prove (3.45), one has the identity
Z t
0
ðwðsÞ; w0ðsÞÞG1ds ¼ 
1
2
jjw0ðtÞjj22 
1
2
jjrwðtÞjj22 þ
Z t
0
ðyðsÞ; w0ðsÞÞ ds; ð3:48Þ
that is,
1
2
jjw0ðtÞjj22 þ
1
2
jjrwðtÞjj22
¼
Z t
0
ðju1ðsÞjru1ðsÞ  ju2ðsÞjru2ðsÞ; w0ðsÞÞ ds

Z t
0
ðbðu10ðsÞÞ  bðu20ðsÞÞ; u10ðsÞ  u20ðsÞÞG1 ds
pC1ðrÞ
Z
O
ðju1jr þ ju2jrÞjwjjw0j dx
pC1ðrÞðjju1ðtÞjjr2ðrþ1Þ þ jju2ðtÞjjr2ðrþ1ÞÞjjwðtÞjj2ðrþ1Þjjw0ðtÞjj2:
We conclude that
1
2
jjw0ðtÞjj22 þ
1
2
jjrwðtÞjj22pC2ðrÞ
Z t
0
½jjw0ðtÞjj22 þ jjrwðtÞjj22
 ds: ð3:49Þ
From (3.49) and employing Gronwall’s lemma we get that jjw0ðtÞjj2 ¼ jjrwðtÞjj2 ¼
0; which proves the uniqueness of weak solutions. &
4. Uniform decay
In this section we prove decay rate estimates for regular solutions of ðÞ and,
assuming the density arguments used in the existence of weak solutions, we also can
extend our results to weak solutions.
For the rest of this section, let x0 be a ﬁxed point in Rn and let us consider
mðxÞ ¼ x  x0; R ¼ max
xA %O
jjx  x0jj
and a partition of the boundary G in two pieces, G ¼ G0,G1; given by
G0 ¼ fxAG: mðxÞ  nðxÞp0g and G1 ¼ fxAG: mðxÞ  nðxÞ40g:
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Considering 0pSoToþN; from (3.17) and (3.18), we obtain
0 ¼
Z T
S
Z
O
u0ðu00  Du  jujruÞ dx dt
¼
Z T
S
1
2
d
dt
jju0ðtÞjj22 dt þ
Z T
S
1
2
d
dt
jjruðtÞjj22 dt 
Z T
S
Z
G1
@u
@n
u0 dG dt

Z T
S
1
rþ 2
d
dt
jjuðtÞjjrþ2rþ2 dt ¼
Z T
S
E0ðtÞ dt þ
Z T
S
Z
G1
bðu0Þu0 dG dt:
Then, taking into account that bðsÞs40 if sa0;
EðTÞ  EðSÞ ¼ 
Z T
S
Z
G1
bðu0Þu0 dG dtp0:
So, we conclude that EðtÞ is a non-increasing function. Let us multiply Eq. (3.17)
by Ef0Mu; where f is a function under the hypotheses of Lemmas 2.1 and 2.2 and
Mu is given by
Mu ¼ 2ðm  ruÞ þ ðn  1Þu: ð4:1Þ
Then, applying Green theorem we deduce
0 ¼
Z T
S
Ef0
Z
O
ðu00  Du  jujruÞMu dx dt
¼
Z T
S
Ef0
Z
O
ðu00  Du  jujruÞð2m  ru þ ðn  1ÞuÞ dx dt
¼
Z T
S
Ef0
Z
O
2u00ðm  ruÞ dx dt
zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{¼N1
þ
Z T
S
Ef0
Z
O
2ru  rðm  ruÞ dx dt
zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{¼N2

Z T
S
Ef0
Z
G
2
@u
@n
ðm  ruÞ dG dt 
Z T
S
Ef0
Z
O
2jujruðm  ruÞ dx dt
þ ðn  1Þ
Z T
S
Ef0
Z
O
u00u dx dt|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
¼N3
þðn  1Þ
Z T
S
Ef0
Z
O
jruj2 dx dt
 ðn  1Þ
Z T
S
Ef0
Z
G1
@u
@n
u dG dt  ðn  1Þ
Z T
S
Ef0
Z
O
jujrþ2 dx dt: ð4:2Þ
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Integrating by parts and considering Gauss theorem,
N1 ¼ Ef0
Z
O
2u0ðm  ruÞ dx
 T
S

Z T
S
ðE0f0 þ Ef00Þ
Z
O
2u0ðm  ruÞ dx dt

Z T
S
Ef0
Z
O
2u0ðm  ru0Þ dx dt
¼ Ef0
Z
O
2u0ðm  ruÞ dx
 T
S

Z T
S
ðE0f0 þ Ef00Þ
Z
O
2u0ðm  ruÞ dx dt
þ n
Z T
S
Ef0
Z
O
ju0j2 dx dt 
Z T
S
Ef0
Z
G1
ðm  nÞju0j2 dG dt: ð4:3Þ
In addition, by Gauss theorem
N2 ¼ ð2 nÞ
Z T
S
Ef0
Z
O
jruj2 dx dt þ
Z T
S
Ef0
Z
G
ðm  nÞjruj2 dG dt: ð4:4Þ
Integrating by parts we also obtain
N3 ¼ðn  1Þ
Z
O
u0u dx
 T
S
ðn  1Þ
Z T
S
ðE0f0 þ Ef00Þ
Z
O
u0u dx dt
 ðn  1Þ
Z T
S
Ef0
Z
O
ju0j2 dx dt: ð4:5Þ
Replacing (4.3)–(4.5) in (4.2), noting that @u@n ¼ bðu0Þ on G1 and ru ¼ @u@nn on G0
and having in mind the deﬁnition of the energy given in (2.8) and the deﬁnition of
Mu in (4.1), it follows that
2
Z T
S
E2ðtÞf0ðtÞ dt
¼ 
Z T
S
Ef0
Z
G1
Mubðu0Þ dG dt þ
Z T
S
Ef0
Z
G0
ðm  nÞjruj2 dG dt
þ
Z T
S
Ef0
Z
G1
ðm  nÞ ju0j2  jruj2
 
dG dt
þ
Z T
S
ðE0f0 þ Ef00Þ
Z
O
u0Mu dx dt  Ef0
Z
O
u0Mu dx
 T
S
þ 2
Z T
S
Ef0
Z
O
ðm  ruÞjujru dx dt
þ ½n  1 2=ðrþ 2Þ

Z T
S
Ef0
Z
O
jujrþ2 dx dt: ð4:6Þ
Next, we are going to estimate the two last terms of the right-hand side of (4.6).
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Estimate for I1 :¼ ½n  1 2=ðrþ 2Þ

R T
S
Ef0
R
O jujrþ2 dx dt:
Applying the interpolation inequality,
jjyjjppjjyjja2jjyjj1aq ;
1
p
¼ a
2
þ ð1 aÞ
q
; aA½0; 1
 ð4:7Þ
for Lp spaces, with p ¼ rþ 2 and a ¼ 1=rþ 2; we obtain for all tX0
jjuðtÞjjrþ2pjjuðtÞjj1=ðrþ2Þ2 jjuðtÞjjðrþ1Þ=ðrþ2Þq ; where q ¼ 2ðrþ 1Þ:
Then, putting g ¼ n  1 2=ðrþ 2Þ and l the imbedding constant of the
immersion V+L2ðrþ1ÞðOÞ; we get
gjjuðtÞjjrþ2rþ2p njjuðtÞjj2jjuðtÞjjrþ12ðrþ1Þ
pC l
2ðrþ1Þn2
2e
jjuðtÞjj22 þ
e
2C
jjruðtÞjj2ðrþ1Þ2 ; ð4:8Þ
for all e40 and C ¼ ½2ðrþ 2Þr1Eð0Þ
r:
Considering inequality (2.12), which is now valid to tAð0;þNÞ; we have that
jjruðtÞjj22p
2ðrþ 2Þ
r
Eð0Þ ð4:9Þ
and replacing this inequality in (4.8), it follows that
gjjuðtÞjjrþ2rþ2p
Cl2ðrþ1Þn2
2e
jjuðtÞjj22 þ
e
2
jjruðtÞjj22
pCðeÞjjuðtÞjj22 þ eEðtÞ ð4:10Þ
where CðeÞ ¼ Cl2ðrþ1Þn2
2e :
From (4.10) we obtain that
I1pe
Z T
S
E2ðtÞf0ðtÞ dt þ CðeÞ
Z T
S
Ef0
Z
O
juj2 dx dt; for all e40: ð4:11Þ
Estimate for I2 :¼ 2
R T
S
Ef0
R
Oðm  ruÞjujru dx dt: We have
jI2jp 2R
Z T
S
Ef0
Z
O
jrujjujrþ1 dx dt
p 2R
Z T
S
EðtÞf0ðtÞjjruðtÞjj2jjuðtÞjjrþ12ðrþ1Þ dt: ð4:12Þ
Let us analyze jjuðtÞjjrþ1
2ðrþ1Þ: For this end let us consider 0oro 2n2; if nX3;
0oso 2n
n2 2ðrþ 1Þ and the interpolation inequality (4.7) with p ¼ 2ðrþ 1Þ and
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q ¼ 2ðrþ 1Þ þ s; in order to obtain, for all tX0;
jjuðtÞjj2ðrþ1ÞpjjuðtÞjj1a2 jjuðtÞjja2ðrþ1Þþs; ð4:13Þ
where 0oao1 is given by a ¼ 1þ sðrþ1Þ½22ðrþ1Þs
:
From (4.13) we deduce
jjuðtÞjjrþ1
2ðrþ1ÞpjjuðtÞjjð1aÞðrþ1Þ2 jjuðtÞjjaðrþ1Þ2ðrþ1Þþs:
Considering the choice of s we have that 2ðrþ 1Þ þ so 2n
n2; which implies that
V+L2ðrþ1Þþs: If m is the imbedding constant of this immersion, we obtain that
jjuðtÞjjrþ1
2ðrþ1ÞpjjuðtÞjjð1aÞðrþ1Þ2 maðrþ1ÞjjruðtÞjjaðrþ1Þ2 : ð4:14Þ
From (4.12) and (4.14) we conclude that
jI2jp2Rmaðrþ1Þ
Z T
S
EðtÞf0ðtÞjjuðtÞjjð1aÞðrþ1Þ2 jjruðtÞjjaðrþ1Þþ12 dt: ð4:15Þ
From Young inequality we have, for all e40; that
abp a
p
ep=p0p
þ b
p0e
p0
; where p; p041 and
1
p
þ 1
p0
¼ 1:
Applying the above inequality with a ¼ 2Rmaðrþ1ÞjjuðtÞjjð1aÞðrþ1Þ2 ; b ¼
jjruðtÞjjaðrþ1Þþ12 ; p ¼
2
ð1 aÞðrþ 1Þ and p
0 ¼ 2
2ð1aÞðrþ1Þ; where a is given in (4.13),
we obtain
2Rmaðrþ1ÞjjuðtÞjjð1aÞðrþ1Þ2 jjruðtÞjjaðrþ1Þþ12
p½2Rm
aðrþ1Þ
2ð1aÞ1ðrþ1Þ1
p e
2ð1aÞðrþ1Þ
ð1aÞðrþ1Þ
jjuðtÞjj22 þ
e
p0
jjruðtÞjj2½aðrþ1Þþ1
½2ð1aÞðrþ1Þ
12 : ð4:16Þ
From (4.9) and (4.16), we get
2Rmaðrþ1ÞjjuðtÞjjð1aÞðrþ1Þ2 jjruðtÞjjaðrþ1Þþ12 pCðeÞjjuðtÞjj22 þ keEðtÞ; ð4:17Þ
where
CðeÞ ¼ ½2Rm
aðrþ1Þ
2ð1aÞ1ðrþ1Þ1
pe
2ð1aÞðrþ1Þ
ð1aÞðrþ1Þ
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and
k ¼ 2
p0
2ðrþ 2Þ
r
Eð0Þ
  2½aðrþ1Þþ1

2½2ð1aÞðrþ1Þ

:
Replacing (4.17) in (4.15), we have
I2pke
Z T
S
E2ðtÞf0ðtÞ dt þ CðeÞ
Z T
S
EðtÞf0ðtÞ
Z
O
juj2 dx dt; 8e40: ð4:18Þ
From (4.6), (4.11) and (4.18) and since m  np0 on G0 we obtain, for a sufﬁciently
small e; that there exist d1; d240 which verify
d1
Z T
S
E2ðtÞf0ðtÞ dt
p
Z T
S
Ef0
Z
G1
Mubðu0Þ dG dt þ
Z T
S
Ef0
Z
G1
ðm  nÞðju0j2  jruj2Þ dG dt
þ
Z T
S
ðE0f0 þ Ef00Þ
Z
O
u0Mu dx dt  Ef0
Z
O
u0Mu dx
 T
S
þ d2
Z T
S
Ef0
Z
O
juj2 dx dt: ð4:19Þ
Our aim now is to estimate the last term of (4.19). In order to obtain it,
let us prove the following lemma, where T0 is a positive constant which is sufﬁciently
large.
Lemma 4.1. Under the hypotheses of Theorem 2.1 we have that for all T4T0; there
exists CðT0; Eð0ÞÞ such that if ðu; u0Þ is the solution of ðÞ with regular initial data
fu0; u1g; we haveZ T
S
f0
Z
O
juj2 dx dtpCðT0; Eð0ÞÞ
Z T
S
f0
Z
G1
ðbðu0ÞÞ2 dG dt


þ
Z T
S
f0
Z
G1
ju0j2 dG dt

ð4:20Þ
for 0pSoToþN:
Proof. We will argue by contradiction. Let us suppose that (4.20) is not veriﬁed and
let fukð0Þ; u0kð0Þg be a sequence of initial data where the corresponding solutions
fukgkAN of ðÞ with Ekð0Þ uniformly bounded in k; veriﬁes
lim
k-þN
R T
S
f0
R
O jukj2 dx dtR T
S
f0
R
G1
jbðu0kÞj2 dG dt þ
R T
S
f0
R
G1
juk 0j2 dG dt
¼ þN: ð4:21Þ
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We observe that in our work, in view of ðH:6Þ; the energy of the initial data
fukð0Þ; u0kð0Þg; denoted by Ekð0Þ; remains uniformly bounded in k; that is, there
exists M40 such that Ekð0ÞpM; 8kAN: Consequently, we have
EkðtÞpM; 8kAN; 8tX0; since Ek is a nonincreasing function.
Then, we obtain a subsequence, still denoted by fukg which veriﬁes
uk,u weakly in H
1ðQÞ ð4:22Þ
and
uk,u weak star in L
Nð0; T ; VÞ;
u0k,u
0 weak star in LNð0; T ; L2ðOÞÞ ð4:23Þ
and
u0k,u
0 weakly in L2ð0; T ; L2ðGÞÞ:
Applying compactness results we deduce that
uk-u strongly in L
2ð0; T ; L2ðOÞÞ ð4:24Þ
and
uk-u strongly in L
2ð0; T ; L2ðGÞÞ:
In what follows, we are going to use the ideas contained in Lasiecka and Tataru
[7], applied to our context. Let us assume that ua0: According to (4.24) we
have that
jukjruk-jujru a:e: in O
0; T ½:
From the above convergence and since the sequence fjukjrukg is bounded in
L2ð0; T ; L2ðOÞÞ we conclude by Lions’ Lemma that
jukjruk,jujru weakly in L2ð0; T ; L2ðOÞÞ: ð4:25Þ
The term
R T
S
f0
R
O jukj2 dx dt is bounded since EkðtÞpM; 8kAN; 8tX0 and
jjukðtÞjj22pCEkðtÞ; where C is a positive constant independent of k and t:
Consequently, from (4.21) the term
Z T
S
f0
Z
G1
ðbðu0kÞÞ2 dG dt þ
Z T
S
f0
Z
G1
ju0kj2 dG dt-0 as k-þN:
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Particularly, it comes thatZ T
S
f0
Z
G1
jbðu0kÞj2 dG dt-0 as k-þN:
Then, considering that f0ðtÞXf0ðTÞ; tA½0; T 
; for any T40; we get
0pf0ðTÞ
Z T
S
Z
G1
jbðu0kÞj2 dG dtp
Z T
S
f0
Z
G1
jbðu0kÞj2 dG dt: ð4:26Þ
Then, (4.26) yields that
lim
k-þN
Z T
S
Z
G1
jbðu0kÞj2 dG dt ¼ 0: ð4:27Þ
As S is chosen in the interval ½0; T ½; we can write
lim
k-þN
Z T
0
Z
G1
jbðu0kÞj2 dG dt ¼ 0:
Consequently,
bðu0kÞ-0 strongly in L2ð0; T ; L2ðG1ÞÞ: ð4:28Þ
Using analogous arguments we obtain from (4.21) that
u0k-0 strongly in L
2ð0; T ; L2ðG1ÞÞ: ð4:29Þ
Passing to the limit in the equation, when k-þN; we get for u;
utt  Du ¼ jujru in O
0; T ½;
@u
@n
¼ 0; ut ¼ 0 on G1
0; T ½;
u ¼ 0 on G0
0; T ½; ð4:30Þ
and for ut ¼ v;
vtt  Dv ¼ ðrþ 1Þjujrv in O
0; T ½;
@v
@n
¼ 0; v ¼ 0 on G1
0; T ½;
v ¼ 0 on G0
0; T ½:
We observe that ðrþ 1ÞjujrALNð0; T ; LnðOÞÞ; since uALNð0; T ; VÞ: Then, using
the results of [7] (based on Ruiz arguments [13]) adapted to our case, we conclude
that v  0; that is ut  0; for T suitably big.
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Returning to (4.30) we obtain the following elliptic equation for u:
Du ¼ jujru in O;
u ¼ 0 on G0;
@u
@n
¼ 0 on G1:
8><
>>:
Multiplying by u the above equation, we haveZ
O
jruj2 dx 
Z
O
jujrþ2 dx ¼ 0 ) JðuÞ ¼ r
2ðrþ 2Þjjujj
rþ2
rþ2:
But according to (2.11), if ua0 we get that JðuðtÞÞ4 r
2ðrþ2Þjjrujj22: This is a
contradiction.
Let us assume that u  0: Deﬁning
ck ¼
Z T
S
f0
Z
O
jukj2 dx dt
 1=2
ð4:31Þ
and
%uk ¼ 1
ck
uk; ð4:32Þ
we obtain,
Z T
S
f0
Z
O
j %ukj2 dx dt ¼
Z T
S
f0
Z
O
jukj2
c2k
¼ 1
c2k
Z T
S
f0
Z
O
jukj2 dx dt ¼ 1: ð4:33Þ
Besides,
%EkðtÞ ¼ 1
2
Z
O
j %u0kðtÞj2 dx þ
Z
O
jr %ukðtÞj2 dx  2rþ 2
Z
O
j %ukðtÞjrþ2 dx

 
p 1
2
Z
O
j %u0kðtÞj2 dx þ
Z
O
jr %ukðtÞj2 dx

 
¼ 1
2c2k
Z
O
ju0kðtÞj2 dx þ
Z
O
jrukðtÞj2 dx

 
:
From (2.11) we deduce that
1
2
jjrukðtÞjj22p
rþ 2
r
1
2
jjrukðtÞjj22 
1
rþ 2 jjukðtÞjj
rþ2
rþ2
 
:
ARTICLE IN PRESS
M.M. Cavalcanti et al. / J. Differential Equations 203 (2004) 119–158 147
Then,
%EkðtÞp 1
c2k
CðrÞEkðtÞ; where CðrÞ ¼ rþ 2r 41: ð4:34Þ
Also,
%EkðtÞX 1
2
Z
O
j %u0kðtÞj2 dx þ
r
rþ 2
Z
O
jr %ukðtÞj2 dx

 
XCðrÞ11
2
Z
O
j %u0kðtÞj2 dx þ
Z
O
jr %ukðtÞj2 dx

 
X
1
c2k
CðrÞ1EkðtÞ: ð4:35Þ
In addition, as u ¼ 0; we have that ck-0 as k-þN:
On the other hand, using the energy identity, we get the following equality
d
dt
EðtÞ ¼ 
Z
G1
bðu0Þu0 dG;
which, multiplying by EðtÞ; implies
1
2
d
dt
½EðtÞ2
 ¼ EðtÞ
Z
G1
bðu0Þu0 dG:
Then, integrating over ½S; T 
; we obtain
E2ðTÞ ¼ E2ðSÞ  2
Z T
S
EðtÞ
Z
G1
bðu0Þu0 dG dt: ð4:36Þ
From (4.36) we have that
Z T
S
E2ðtÞf0ðtÞ dtX ½fðTÞ  fðSÞ
E2ðSÞ
 2½fðTÞ  fðSÞ

Z T
S
EðtÞ
Z
G1
bðu0Þu0 dG dt: ð4:37Þ
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Replacing Mu ¼ 2ðm  ruÞ þ ðn  1Þu in the inequality (4.19), we obtain
d1
Z T
S
E2f0 dt
p 2
Z T
S
Ef0
Z
G1
ðm  ruÞbðu0Þ dG dt  ðn  1Þ
Z T
S
Ef0
Z
G1
ubðu0Þ dG dt
þ
Z T
S
Ef0
Z
G1
ðm  nÞju0j2 dG dt 
Z T
S
Ef0
Z
G1
ðm  nÞjruj2 dG dt
þ
Z T
S
ðE0f0 þ Ef00Þ
Z
O
Muu0 dx dt
 Ef02
Z
O
u0ðm  ruÞ dx
 T
S
 Ef0ðn  1Þ
Z
O
u0u dx
 T
S
þ d2
Z T
S
Ef0
Z
O
juj2 dx dt: ð4:38Þ
Estimate for I3 :¼ 2
R T
S
Ef0
R
G1
ðm  ruÞbðu0Þ dG dt: We have for all Z40;
I3pZ
Z T
S
Ef0
Z
G1
jruj2 dG dt þ R
2
Z
Z T
S
Ef0
Z
G1
jbðu0Þj2 dG dt: ð4:39Þ
On the other hand, we have from inequality (2.11), for all tX0;
j  2Ef0
Z
O
u0ðm  ruÞ dxjp 2EðtÞLR
Z
O
ju0jjruj dx
p 2EðtÞLR 1
2
Z
O
ðju0j2 þ jruj2Þ dxpCE2ðtÞ;
where C ¼ 2 rþ1r LR and L is a positive constant which veriﬁes jf0ðtÞjpL; 8tARþ:
Consequently,
 2Ef0
Z
O
u0ðm  ruÞ dx
 T
S
pCE2ðTÞ þ CE2ðSÞpCE2ðSÞ: ð4:40Þ
From now on we will denote by C various positive constants which may be
different at different occurrences.
Analogously, we obtain that
 Ef0ðn  1Þ
Z
O
u0u dx
 T
S
pCE2ðSÞ: ð4:41Þ
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Moreover, from the fact that
Z
O
Muu0 dx

pCEðtÞ
we conclude that
Z T
S
ðE0f0 þ Ef00Þ
Z
O
Muu0 dx dt
pC
Z T
S
jE0f0 þ Ef00jEðtÞ dt
pLC
Z T
S
E0E dt þ CE2ðSÞ
Z T
S
f00ðtÞ dt
¼ LC
2
Z T
S
d
dt
E2ðtÞ dt þ CE2ðSÞ
Z T
S
f00ðtÞ dt
¼ LC
2
fE2ðSÞ  E2ðTÞg þ CE2ðSÞff0ðSÞ  f0ðTÞg
pLC
2
E2ðSÞ þ CE2ðSÞf0ðSÞ: ð4:42Þ
Finally, for g40; we obtain
 ðn  1Þ
Z T
S
Ef0
Z
G1
ubðu0Þ dG dt
pg
Z T
S
Ef0
Z
G1
juj2 dG dt þ ðn  1Þ
2
4g
Z T
S
Ef0
Z
G1
jbðu0Þj2 dG dt: ð4:43Þ
According to the continuity of the linear trace operator g0 : V-L
2ðG1Þ; there
exists a positive constant z40 such that jvjL2ðG1ÞpzjrvjL2ðOÞ for all vAV : Then, from
(4.43) we deduce that
 ðn  1Þ
Z T
S
Ef0
Z
G1
ubðu0Þ dG dt
pCgz2
Z T
S
E2f0 dt þ ðn  1Þ
2
4g
Z T
S
Ef0
Z
G1
jbðu0Þj2 dG dt: ð4:44Þ
Since G1 is compact and m; n are sufﬁciently regular, there exists d40 such that
mðxÞ  nðxÞXd40; for all xAG1: Consequently, replacing (4.39)–(4.42) and (4.44) in
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(4.38) it holds that
d1
Z T
S
E2f0 dtp Z
d
Z T
S
Ef0
Z
G1
ðm  nÞjruj2 dG dt þ R
2
Z
Z T
S
Ef0
Z
G1
jbðu0Þj2 dG dt
þ Cgz2
Z T
S
E2f0 dt þ ðn  1Þ
2
4g
Z T
S
Ef0
Z
G1
jbðu0Þj2 dG dt
þ
Z T
S
Ef0
Z
G1
ðm  nÞju0j2 dG dt 
Z T
S
Ef0
Z
G1
ðm  nÞjruj2 dG dt
þ LC
2
þ C
 
E2ðSÞ þ Cf0ðSÞE2ðSÞ þ d2
Z T
S
Ef0
Z
O
juj2 dx dt;
for all Z; g40:
Choosing Z; g small enough in order to obtain d1  gCz240 and 1 Z=d40; we
have
Z T
S
E2ðtÞf0ðtÞ dt
p %C1
Z T
S
Ef0
Z
G1
jbðu0Þj2 dG dt þ %C2
Z T
S
Ef0
Z
G1
ju0j2 dG dt
þ %C3E2ðSÞ þ %C4 f0ðSÞE2ðSÞ þ %C5
Z T
S
Ef0
Z
O
juj2 dx dt; ð4:45Þ
where %Ci; i ¼ 1;y; 5 are positive constants.
From (4.37) and (4.45) we conclude
½fðTÞ  fðSÞ
E2ðSÞ
p %C1
Z T
S
Ef0
Z
G1
jbðu0Þj2 dG dt þ %C2
Z T
S
Ef0
Z
G1
ju0j2 dG dt
þ %C3E2ðSÞ þ %C4f0ðSÞE2ðSÞ þ %C5
Z T
S
Ef0
Z
O
juj2 dx dt
þ 2½fðTÞ  fðSÞ
 1
f0ðTÞ f
0ðTÞ
Z T
S
EðtÞ
Z
G1
jbðu0Þjju0j dG dt
Considering that f0 is a non-increasing function, we get
½fðTÞ  fðSÞ  %C4f0ðSÞ  %C3
E2ðSÞ
p %C1 þ fðTÞf0ðTÞ
 Z T
S
Ef0
Z
G1
jbðu0Þj2 dG dt
ARTICLE IN PRESS
M.M. Cavalcanti et al. / J. Differential Equations 203 (2004) 119–158 151
þ %C2 þ fðTÞf0ðTÞ
 Z T
S
Ef0
Z
G1
ju0j2 dG dt
þ %C5
Z T
S
Ef0
Z
O
juj2 dx dt:
Since fðtÞ-þN as t-þN; for a large T it comes that M ¼ fðTÞ  fðSÞ 
%C4f0ðSÞ  %C340 and
EðSÞpCðS; T ;f;f0Þ
Z T
S
f0
Z
G1
jbðu0Þj2 dG dt þ
Z T
S
f0
Z
G1
ju0j2 dG dt


þ
Z T
S
f0
Z
O
juj2 dx dt

: ð4:46Þ
Applying inequality (4.46) to the solution uk and dividing both sides byR T
S
f0
R
O jukj2 dx dt; we have, for every tA½S; T 
; where 0pSoToþN;
EkðtÞR T
S
f0
R
O jukj2 dx dt
pCðS; T ;f;f0Þ
R T
S
f0
R
G1
jbðu0kÞj2 dG dt þ
R T
S
f0
R
G1
ju0kj2 dG dtR T
S
f0
R
O jukj2 dx dt
þ 1
( )
: ð4:47Þ
From (4.21) we deduce that
lim
k-þN
R T
S
f0
R
G1
jbðu0kÞj2 dG dt þ
R T
S
f0
R
G1
ju0kj2 dG dtR T
S
f0
R
O jukj2 dx dt
¼ 0 ð4:48Þ
and, consequently, there exists M40 such that
EkðtÞ
c2k
pCðS; T ;f;f0ÞðM þ 1Þ;
for all tA½S; T 
 and kAN:
From (4.34) it comes that
%EkðtÞpCðrÞCðS; T ;f;f0ÞðM þ 1Þ;
for all tA½S; T 
; 0pSoToþN; and kAN; that is,
jjr %ukðtÞjj22 þ jj %u0kðtÞjj22p2CðrÞCðS; T ;f;f0ÞðM þ 1Þ; ð4:49Þ
for all tA½S; T 
; 0pSoToþN; and kAN:
Then, in particular, for a subsequence f %ukg; we obtain
%uk, %u weak star in L
Nð0; T ; VÞ; ð4:50Þ
%u
0
k, %u
0 weak star in LNð0; T ; L2ðOÞÞ; ð4:51Þ
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%uk- %u strongly in L
2ð0; T ; L2ðOÞÞ: ð4:52Þ
In addition, %uk satisﬁes the equation
%u00k  D %uk ¼ jukjr %uk in O
0; T ½;
%uk ¼ 0 on G0
0; T ½;
@ %uk
@n
þ 1
ck
bðu0kÞ ¼ 0 on G1
0; T ½: ð4:53Þ
From (4.48) we get that
lim
k-þN
R T
S
f0
R
G1
jbðu0kÞj2 dG dt
c2k
¼ 0: ð4:54Þ
Since
0pf0ðTÞ
Z T
S
Z
G1
bðu0kÞ
ck

2 dG dtp 1c2k
Z T
S
f0
Z
G1
jbðu0kÞj2 dG dt;
we conclude from (4.54) that
lim
k-þN
Z T
S
Z
G1
bðu0kÞ
ck

2 dG dt ¼ 0:
Then, in particular, (for S ¼ 0), we obtain
bðu0kÞ
ck
-0 in L2ð0; T ; L2ðG1ÞÞ as k-þN: ð4:55Þ
In addition, Z T
0
Z
O
jjukjr %ukj2 dx dt ¼
Z
Q
j %ukj2jukj2r dx dt
¼
Z
juk jpe
j %ukj2jukj2r dx dt
þ
Z
juk j4e
j %ukj2jukj2r dx dt: ð4:56Þ
According to the fact that the function FðsÞ ¼ jsjr is continuous in R and Me ¼
supjxjpe jFðxÞj is well deﬁned, from (4.56) we obtainZ T
0
Z
O
jjukjr %ukj2 dx dtpM2e jj %ukjj2L2ðQÞ þ c2rk jj %ukjj2rþ2L2rþ2ðQÞ:
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From (4.49) f %ukg is bounded in LNð0; T ; VÞ+LNð0; T ; L2rþ2ðOÞÞ and, conse-
quently, there exists A40 such that
Z T
0
Z
O
jjukjr %ukj2 dx dtpA½M2e þ c2rk 
:
Then, taking e-0 and k-þN we conclude that
jukjr %uk-0 in L2ð0; T ; L2ðOÞÞ as k-þN: ð4:57Þ
Passing to the limit in (4.53) as k-þN and taking (4.55) and (4.57) into account,
we get
%u
00  D %u ¼ 0 in O
0; T ½;
%u ¼ 0 on G0
0; T ½;
@ %u
@n
¼ 0 on G1
0; T ½: ð4:58Þ
Then, v ¼ %u0 satisﬁes (differentiating problem (4.58) with respect to t)
v00  Dv ¼ 0 in O
0; T ½;
v ¼ 0 on G0
0; T ½;
@v
@n
¼ 0 on G1
0; T ½:
Applying standard uniqueness results ( see Ruiz [13]) it comes that v ¼ %u0 ¼ 0:
Returning to (4.58) we obtain
D %u ¼ 0 in O;
%u ¼ 0 on G0;
@ %u
@n
¼ 0 on G1:
8><
>:
Multiplying the above equation by %u; we deduce
0 ¼ 
Z
O
D %u %u dx ¼
Z
O
jr %uj2 dx ¼ jj %ujj2V ;
that is, %u ¼ 0: From this fact, from (4.33) and (4.52) we obtain a contradiction. So,
lemma 4.1 is proved. &
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Replacing inequality (4.20) in (4.45), we obtain for T40 big enough, thatZ T
S
E2f0 dtp %C01ðEð0ÞÞEðSÞ
Z T
S
f0
Z
G1
jbðu0Þj2 dx dt
þ %C02ðEð0ÞÞEðSÞ
Z T
S
f0
Z
G1
ju0j2 dG dt
þ %C03E2ðSÞ þ %C04f0ðSÞE2ðSÞ: ð4:59Þ
Estimate for J1 :¼
R T
S
f0
R
G1
ju0j2 dG dt: For every t41 let us deﬁne the following
partition of G1:
G1;1 ¼ fxAG1; ju0jphðtÞg;
G1;2 ¼ fxAG1; hðtÞoju0jphð1Þg;
G1;3 ¼ fxAG1; ju0j4hð1Þg;
where each G1;i depends on t and hðtÞ ¼ g1ðf0ðtÞÞ; tX1; is such that h is a
decreasing positive function which satisﬁes hðtÞ-0 as t-þN:
Estimate for G1;3: We have that hð1Þ ¼ 03g1ðf0ð1ÞÞ ¼ 03f0ð1Þ ¼ gð0Þ ¼ 0:
But, if f0ð1Þ ¼ 0 we have that for all tX1; f0ðtÞpf0ð1Þ and, consequently, f0ðtÞ ¼
0; tX1; which contradicts the fact that f is strictly increasing. Then, hð1Þ40:
If hð1Þ41; we obtain from (H.2) that jbðu0ÞjXC1ju0j:
If hð1Þp1; we observe that the function H : y/bðyÞ
y
is positive and continuous on
½1;hð1Þ
,½hð1Þ; 1
 which implies that there exists a constant d140 satisfying
bðyÞ
y
Xd1; jyjA½hð1Þ; 1
; that is bðu0ÞjXd1ju0j:
We conclude that, for C0 ¼ minfC1; d1g; ju0jp 1
C0
jbðu0Þj:
Then, Z T
S
Z
G1;3
ju0j2 dG dtp 1
C0
Z T
S
f0
Z
G1;3
ju0jjbðu0Þj dG dt
p 1
C0
f0ðSÞ
Z T
S
Z
G1
u0bðu0Þ dG dt
¼f
0ðSÞ
C0
Z T
S
 E0ðtÞ dtpf
0ðSÞ
C0
EðSÞ: ð4:60Þ
Estimate for G1;2: If xAG1;2; considering that g is increasing, we obtain f0ðtÞ ¼
gðhðtÞÞpgðju0jÞ ¼ jgðu0Þj:
If hð1Þo1 we deduce that ju0jo1 and, consequently, by (H.1)
jgðu0Þjpjbðu0Þjpjg1ðu0Þj: So, ju0j2jgðu0Þjpju0j2jbðu0Þjpju0jju0jjbðu0Þjpu0bðu0Þ:
If hð1ÞX1 and ju0jA½1; hð1Þ
 we have that hð1Þpu0phð1Þ: Since g is
an increasing and odd function we arrive at jgðu0Þjpgðhð1ÞÞ: Then, it holds
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from (H.2) that
1
gðhð1ÞÞp
1
jgðu0Þjp
jbðu0Þj
C1ju0jjgðu0Þj ¼
ju0jjbðu0Þj
C1ju0j2jgðu0Þj
;
that is,
ju0j2jgðu0Þjp gðhð1ÞÞ
C1
u0bðu0Þ:
Setting d0 ¼ maxf1; gðhð1ÞÞ=C1g; we conclude that ju0j2jgðu0Þjpd0u0bðu0Þ:
Consequently, as f0 ¼ jgðu0Þj; we obtainZ T
S
f0
Z
G1;2
ju0j2 dG dt ¼
Z T
S
Z
G1;2
jgðu0Þjju0j2 dG dt
p d0
Z T
S
Z
G1;2
u0bðu0Þ dG dt
p d0
Z T
S
Z
G1
u0bðu0Þ dG dt
¼ d0
Z T
S
E 0ðtÞ dtpd0EðSÞ: ð4:61Þ
Estimate for G1;1:Z T
S
f0
Z
G1;1
ju0j2 dG dtpC
Z T
S
f0
Z
G1;1
ðhðtÞÞ2 dG dt
pC measðGÞ
Z T
S
f0ðtÞðg1ðf0ðtÞÞ2 dt: ð4:62Þ
Since f was taken in order that
R T
S
f0ðtÞðg1ðf0ðtÞÞ2 dt converges, we obtain from
(4.60)–(4.62) that there exist positive constants L1; L2 which verifyZ T
S
f0
Z
G1
ju0j2 dG dtpL1EðSÞ þ L2
Z T
S
f0ðtÞðg1ðf0ðtÞÞ2 dt: ð4:63Þ
Estimate for J2 :¼
R T
S
f0
R
G1
jbðu0Þj2 dG dt: For every tX1; we deﬁne the following
partitions of G1
G1;4 ¼ fxAG1; ju0jpf0ðtÞg;
G1;5 ¼ fxAG1;f0ðtÞoju0jpf0ð1Þg;
G1;6 ¼ fxAG1; ju0j4f0ð1Þg:
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We deduce, as we have done before, thatZ T
S
f0
Z
G1;6
bðu0Þ2 dG dt
pC
Z T
S
f0
Z
G1;6
u0bðu0Þ dG dt
pC
Z T
S
E0 dtpCEðSÞ: ð4:64Þ
From the monotonicity of b we obtainZ T
S
f0
Z
G1;5
bðu0Þ2 dG dtp
Z T
S
Z
G1;5
ju0jbðu0Þ2 dG dt
pC
Z T
S
Z
G1;5
u0bðu0ÞpCEðSÞ: ð4:65Þ
Finally, we obtain Z T
S
f0
Z
G1;4
bðu0Þ2 dG dt
pC
Z T
S
f0ðtÞ
Z
G1;4
ðg1ðju0jÞÞ2 dG
 !
dt
pCðmeasðGÞÞ
Z T
S
f0ðtÞðg1ðf0ðtÞÞÞ2 dt: ð4:66Þ
From (4.64)–(4.66), we deduce thatZ T
S
f0
Z
G1
jbðu0Þj2 dG dtpL1EðSÞ þ L2
Z T
S
f0ðtÞðg1ðf0ðtÞÞ2 dt; ð4:67Þ
for some positive constants L1; L

2:
From (4.59), (4.63) and (4.67) and making use of Lemma 2.1 we obtain the desired
decay rate in (2.14), for regular solutions, following exactly the same arguments due
to Martinez [10]. The same decay rate estimate is also obtained for weak solutions,
since, from (3.36) and (3.37) we have that
EðumÞðtÞ-EðuÞðtÞ as m-þN; 8tX1:
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