Using recently developed panel data techniques on data for 43 developing countries over the period 1970-98, this paper provides an exhaustive analysis of causality between aggregate private investment and …nancial development. GMM estimation on averaged data, and a common factor approach on annual data allowing for global interdependence and heterogeneity across countries suggest positive causal effects going in both directions. The …nding has rich implications for the development of …nancial markets and the conduct of macroeconomic policies in developing countries in an integrated global economy.
Introduction
In recent decades there has been a large body of literature studying the substantial roles investment and …nancial development play in long-run economic growth (Levine and Renelt 1992; King and Levine 1993 among others). This paper aims to provide an exhaustive analysis of the existence and directions of causality between these two important aspects of economic activities, namely aggregate private investment and …nancial development. By exploiting the time series variation in both private investment and …nan-cial development, and allowing for global interdependence and heterogeneity across countries, this paper suggests positive causal e¤ects going in both directions.
As is well-known, in the absence of asymmetric information, …nancial markets can function e¢ciently in the sense that, for any investment project, the …nancial contract provides the borrowers and investors with expected payments determined by the prevailing economy-wide interest rate. However, entrepreneurs in reality are always much better informed than investors as to the outcome of investment projects and their actions, calling for costly state veri…cation conducted by …nancial intermediaries (Townsend, 1979) 1 , and the corresponding contracting problem between …nancial intermediaries and entrepreneurs (Diamond 1984 ; Gale and Hellwig 1985; Williamson 1986 , 1987 and Bernanke and Gertler 1989 . Does entrepreneurs' investment behaviour exert any e¤ect on the expansion of …nancial system or the reduction of agency costs? Does the increase of private investment as a whole contribute to …nancial development? On the other hand, another natural question could be whether more e¢cient …nancial markets encourage entrepreneurs' investment behaviour, or whether …nancial development brings about a surge of private investment.
Economic theory in general predicts that private investment and …nancial intermediary development contribute in a signi…cant way to each other. On the one hand, an increase in private investment constitutes rising demand for external …nance, enlarging the extent of …nancial intermediation by directly encouraging …nancial intermediaries to persuade savers to switch their holdings of unproductive tangible assets to bank deposits. Levine and Renelt (1992) suggest that more investment raises the rate of economic growth, which could stimulate …nancial development (Greenwood and Smith, 1997) . On the other hand, the endogenous …nance-growth models (for example Diamond 1984; Diamond and Dybvig 1984; Greenwood and Jovanovic 1990; Bencivenga and Smith 1991; Greenwood and Smith 1997) suggest that …-nancial markets have an important role in channelling investment capital to its highest valued use. Financial intermediaries tend to induce a portfolio allocation in favor of productive investment by o¤ering liquidity to savers, easing liquidity risks, reducing resource mobilization costs and exerting corporate control. It seems natural to wonder if what is possible in theory is consistent with what has happened in reality.
The causes of …nancial development have become an increasingly significant research area in recent years 2 . Following the renowned Solow-Swan growth model, much research has been undertaken to examine the long-run determinants of economic growth. Levine and Renelt (1992) emphasize the critical role of investment in growth, leading to investment being included in most growth regressions. However, there has been little work on the role of investment in the determination of …nancial development.
Much work has been done to investigate the determinants of investment since the 1990s 3 . Following the in ‡uential work by King and Levine (1993) 2 Among others, Huang (2005a) examines the long-run determinants of …nancial development by using Bayesian Model Averaging and General-to-speci…c approaches. That paper suggests that "the level of …nancial development in a country is determined by its institutional quality, macroeconomic policies, and geographic characteristics, as well as the level of income and cultural characteristics". Huang (2005b) reveals that political liberalization is typically followed by a higher level of …nancial development at least in the short-run. Huang and Temple (2005) …nd a positive e¤ect of increases in goods market openness on …nancial development. 3 Among others, Doms and Dunne (1993) show that microeconomic lumpiness is very important for aggregate investment. Bertola and Caballero (1994) argue that microeconomic irreversibilities play an important role in smoothing investment dynamics in the presence of idiosyncratic uncertainty. In the industrial orgainzation literature, Dixit (1989) , Leahy (1993) and Caballero and Pindyck (1996) discuss the consequences of the entry (creation) decision of new (incumbent) enterpreneurs and exit decisions of some incumbents for variation in the aggregate stock of capital.
who …nd a positive e¤ect of …nancial development on various aspects of economic activity, several empirical studies provide evidence in support of a positive impact of …nancial development on capital formation in the private sector 4 . However, existing research in general assumes error independence across countries, which is a highly restrictive assumption to make, particularly in the context of globalization.
This background has motivated research into the interactions between aggregate private investment and …nancial development in this paper. The econometric analysis is based on a dataset for 43 developing countries over the period 1970-98. Since commercial banks dominate the …nancial sector and stock markets play very minor roles in most developing countries, this research focuses on the level of …nancial intermediary development, for which a new index is constructed by using principal component analysis based on three banking development indicators 5 widely used in the literature. This research has become more important as many developing countries have sought to stimulate economic growth by choosing to encourage private investment, while abandoning import-substitution policies led by the public sector, since the 1970s.
It is worth noting that this analysis focuses on the period when, after the collapse of the Bretton Woods system, the world economy has experienced "a new and deeper version of globalization" following "a gradual liberalization of trade and capital ‡ows" (Crafts, 2000) . The increase in global trade and …nancial integration 6 has been found to induce closer interdependence in the global economy through its implications for the properties of business cycle ‡uctuations. Imbs (2003) …nds, using data for a group of developed and developing countries over 1983-98, that the intensity of …nancial linkages and the volume of intra-industry trade have a positive impact on crosscountry business cycle comovement. Frankel and Rose (1998) show that trade partners have a higher degree of business cycle comovement. Kim et al. (2003) observe a high degree of business cycle comovement for a set of Asian emerging market countries over 1960-96.
The phenomenon of business cycle comovement has often been explained by using a common factor analysis in which macroeconomic variables such as aggregate output, consumption and investment are decomposed into common observed global shocks (like sharp ‡uctuations of oil prices), common unobserved global shocks (like technological shocks), speci…c regional shocks and country shocks (Gregory et al. 1997 ; Kose, Otrok and Whiteman 2003; Bai and Ng 2004) . It is these shocks that lead to a closer real and …nancial interdependence across countries.
The 1990s witnessed growing research on the stochastic properties of panel data sets where the time dimension and cross section dimension are relatively large, and especially, the issue of cross section error dependence has received a great deal of attention in recent years. The application of unit root and cointegration tests to panels is motivated by the possible increase of statistical power through pooling information across units. However, the power of tests is increased only when the cross section units are independent, which is an assumption that may be hard to justify given the rising degree of …nancial market integration and business cycle synchronization. This research attempts to explore this issue by fully taking into account the e¤ects of global shocks causing cross section dependence across countries.
The analysis in this paper includes two steps. The …rst step is an analysis on data for 5-year averages, which is commonly used in the literature. It applies the system GMM estimation method due to Arellano and Bover (1995) and Blundell and Bond (1998) allowing for possible correlations between regressors and both individual e¤ects and global shocks. It then moves on to the second step, an analysis using methods on pooled annual data assuming a common factor structure in the error term due to Bai and Ng (2004) . Before proceeding to estimation, the time series properties of the panel data set are carefully examined. The so-called "second-generation tests" are applied, which allow for cross section dependence, including a panel unit root test of Bai and Ng (2004) and a panel cointegration test of Pedroni (2004) on defactored data. The models are then estimated by the Pesaran (2006a) Common Correlated E¤ect approach.
The analysis on averaged data produces signi…cant …ndings of positive causal e¤ects going in both directions, and indicates a high degree of persistence exists in the averaged data of …nancial development and private investment. The annual data study suggests that the series of both private investment and …nancial development are integrated, and two-way positive long-run causal e¤ects exist in the cointegrated system. The …ndings of this paper support the view that a private investment boom is typically followed by further …nancial development, while the demand for external …nance is re ‡ected in the subsequent level of …nancial development. It has signi…cant policy implications for the development of …nancial markets and the conduct of macroeconomic policies in developing countries in a global economy.
The remainder of the paper proceeds in section 2 to describe the data. Section 3 analyzes this link using system GMM estimation on data for 5-year averages. Section 4 employs the common factor approach to examine this link with annual data, including panel unit root testing, panel cointegration testing, and estimation. Section 5 concludes.
The Data
This section outlines the measures and data for private investment and …-nancial development. Appendix Table 1 summarizes the variable description  and sources. The measure of private investment, denoted by PI, is the ratio of nominal private investment to nominal GDP. The data are taken from the World Bank Global Development Network Database (2002) .
The measure of …nancial development, denoted by FD, is a new aggregate index constructed by using principal component analysis. Since there is no single aggregate index for …nancial development in the literature, a principal component analysis is applied for this purpose.
Essentially the principal component analysis takes N speci…c indicators and produces new indices (the principal components) X 1 , X 2 ,...X N that are mutually uncorrelated. Each principal component, a linear combination of the N indicators, captures a di¤erent dimension of the data. Typically the variances of several of the principal components are low enough to be negligible, and hence the majority of the variation in the data will then be captured by a small number of indices.
The principal component analysis is based on the following three popular banking development indicators 7 :
The …rst measure, Liquid Liabilities (LLY), is one of the major indicators used to measure the size, relative to the economy, of …nancial intermediaries including three types of …nancial institutions: the central bank, deposit money banks and other …nancial institutions. It is calculated by the ratio of liquid liabilities of banks and non-bank …nancial intermediaries (currency plus demand and interest-bearing liabilities) over GDP.
The second indicator, Private Credit (PRIVO), is de…ned as credit issued to the private sector by banks and other …nancial intermediaries divided by GDP. This excludes the credit issued to government, government agencies and public enterprises, as well as the credit issued by the monetary authority and development banks. It is a general indicator of …nancial intermediary activities provided to the private sector.
The third one, Commercial-Central Bank (BTOT), is the ratio of commercial bank assets to the sum of commercial bank and central bank assets. The panel dataset contains 43 developing countries over the period 1970-98. The countries in the full sample are listed in Appendix Table 3 . The transition economies are omitted. We also exclude countries with less than 20 observations over 1970-98.
Appendix Table 2 presents descriptive statistics for private investment, the measure of …nancial development, real GDP and trade openness.
Analysis on data for …ve-year averages
To examine the relationship between private investment and …nancial development, this paper conducts panel data estimation for 43 developing countries over 1970-98, based on averaged data over non-overlapping, …ve-year periods in this section, and annual data in the next section. Panel data estimation tends to produce more convincing …ndings than cross section analysis and classical time series analysis since it exploits both the cross section and time dimensions of the data. 9 It allows us to control for unobserved countryspeci…c e¤ects and omitted variables bias, and look at both long-run e¤ects and short-run e¤ects.
This section mainly focuses on the system GMM method proposed by Arellano and Bover (1995) and Blundell and Bond (1998) , using averaged data (with a maximum of 6 observations per country). As widely used in the growth literature (Islam 1995; Caselli et al. 1996 ; Levine et al. 2000) , averaging data over …xed intervals has the potential for eliminating business cycle ‡uctuations and makes it easier to capture the relationships of interest. Section 3.1 brie ‡y describes the system GMM approach, and section 3.2 8 Two measures for the e¢ciency of …nancial intermediation widely used are Overhead Costs, the ratio of overhead costs to total bank assets, and Net Interest Margin, the di¤erence between bank interest income and interest expenses, divided by total assets. Due to the incompleteness of the available data, they are not included in this analysis. 9 In the growth and convergence context, both the panel data analysis of Caselli et al. (1996) and the cross section analysis of Mankiw et al. (1992) …nd a negative e¤ect of initial income on growth, but the former identi…es a much larger e¤ect than the latter, implying a 10 per cent covergence rate relative to 2-3 per cent suggested by Mankiw et al. (1992) .
presents the empirical results.
Methodology: System GMM
The following AR(1) model has been found appropriate for this application 10 :
(1)
i = 1; 2; :::; 43 and t = 2; :::; 6
For the sake of convenience, denote by y the dependent variable (either FD or PI) and by x the explanatory variables other than the lagged dependent variable:
where´i is an unobserved country-speci…c time-invariant e¤ect not captured by x i; t¡1 , and can be regarded as capturing the combined e¤ects of all timeinvariant omitted variables.
Á t captures the global shocks. Recently a large body of literature has indicated that the existence of common factors, either global, cyclical or seasonal e¤ects, has the potential for causing comovements of variables in the world economy. Since common factors are likely to be partially cancelled out when the data are averaged, for simplicity this section only considers common time e¤ects or a single global shock having an identical e¤ect on each cross section unit. The next section explores the e¤ects of common factors in more depth.
v it is the transitory disturbance term, assumed to satisfy sequential moment conditions of the form
where y t¡1 i = (y i1 ; y i2 ::::, y i;t¡1 ) ; ; x t¡1 i = (x i1 ; x i2 ::::, x i;t¡1 ) ; . This assumption implies that (1) the transient errors are serially uncorrelated; (2) xs are predetermined variables with respect to the time varying errors in the sense that x i; t¡1 may be correlated with v i; t¡1 and earlier shocks, but is uncorrelated with v i t and subsequent shocks; (3) the individual e¤ects are uncorrelated with the idiosyncratic shocks, but correlations between individual e¤ects and lagged y and lagged x are not ruled out; (4) the global shocks are uncorrelated with the idiosyncratic shocks, while correlations between global shocks and lagged y and lagged x are possible.
The assumption on the explanatory variables xs being predetermined rules out a potential endogeneity bias, but allows for feedbacks from the past realizations of y to current xs: This assumption is believed to be appropriate given …nancial deveopment is potentially both a consequence and origin of private investment, and vice versa 11 .
For the stability of the estimated model, the autoregressive coe¢cient is assumed to lie inside the unit circle, j ®j < 1:
The coe¢cient¯re ‡ects the existence and direction of Granger causality going from lagged x to y. According to work by Chamberlain (1984) and Holtz-Eakin et al. (1988) on Granger non-causality tests in the general setting of dynamic panel data estimation, the noncausality hypothesis can be tested by checking whether the coe¢cients of the lagged values of the independent variables are zero or the coe¢cients on the lagged di¤erence of independent variables in the transformed equations are zero, that is¯= 0. Given the model is stable, a point estimate for the long-run e¤ect can be calculated as follows:¯L The standard error for the long-run e¤ect can be approximated by using the delta method (for example Papke and Wooldridge, 2005) .
This analysis employs the system GMM method, which is proposed by Arellano and Bover (1995) and Blundell and Bond (1998) to improve upon the Arellano and Bond (1991) …rst-di¤erenced GMM method, which may be plagued with weak instrument problems. There have been a number of methods proposed to estimate dynamic panel data models with a short time dimension, in which …rst-di¤erencing is used to eliminate the individual e¤ects. Below is Equation (3) in …rst di¤erences:
¢y it = ®¢y i;t¡1 + ¢x where ¢y it = y it ¡ y i;t¡1 , ¢x i;t¡1 = x i;t¡1 ¡ x i;t¡2 ; ¢Á t = Á t ¡ Á t¡1 and
The sequential moment conditions above imply that all lagged values of y it and x it dated from t ¡ 2 and earlier are suitable instruments for the di¤erenced values of the original regressors, ¢y i;t¡1 and ¢x i;t¡1 . While the …rst-di¤erenced 2SLS estimator due to Hsiao (1981, 1982) uses y it¡2 and x it¡2 , the …rst-di¤erenced GMM estimator uses all lagged values of y it and x it dated from t ¡ 2 and earlier. The moment conditions for errors in di¤erences on which the …rst-di¤erenced GMM estimator is based can be written as, = (x i1 ; x i2 ::::, x i;t¡2 ) ; . Blundell and Bond (1998) argue that in the standard AR(1) model when the time series becomes highly persistent in the sense that "the value of the autoregressive parameter approaches unity or the variance of the individual e¤ects increases relative to the variance of the disturbances", the lagged values of the series may be weak instruments for …rst di¤erences. The …rst-di¤erenced GMM estimator employing these weak instruments has been found to have poor …nite sample properties in terms of bias and imprecision.
To tackle the weak instruments problem, Arellano and Bover (1995) and Blundell and Bond (1998) develop a "system GMM" estimator 12 by considering a mean stationarity assumption on initial conditions in the sense that the mean of the distribution of the initial observations coincides with the mean of the steady-state distribution of the process. For the multivariate autoregressive model, Blundell and Bond (2000) show that a su¢cient condition for the additional moment conditions to be valid is the joint mean stationarity of the series.
For this context the additional mean stationarity condition of (y it ; x it ) enables the lagged …rst-di¤erences of the series (y it ; x it ) dated t-1 as instruments for the untransformed equations in levels. In addition to the moments for errors in di¤erences described before, the system GMM estimator, denoted by SYS-GMM, is also based on the additional moments for errors in levels as follows,
t = 3; ::; 6
As suggested by Blundell and Bond (1998) , combining the …rst-di¤erenced equations using suitably lagged levels as instruments, with levels equations using suitably lagged …rst-di¤erences as instruments, the SYS-GMM estimator is expected to have much smaller …nite sample bias and greater precision in the presence of persistent data.
Apart from the orthogonality conditions (6) and (7) stated above, the SYS-GMM estimator also makes use of the following moments for the periodspeci…c constants due to the existence of global shocks:
To avoid the possible over…tting bias associated with using the full Arellano and Bond (1991) instrument set, this analysis uses restricted instrument sets suggested by Bowsher (2002) , who proposes to selectively reduce the number of moment conditions for each …rst-di¤erenced equation. More speci…cally, we only use lagged values of y it and x it from t ¡ 2 to t ¡ 4 as instruments. Accordingly, for SYS-GMM estimators the number of orthogonality conditions reduces to 31 in total, so that there are 24 overidentifying restrictions. Another way to avoid the possible over…tting bias is the introduction of two additional versions of SYS-GMM discussed below.
Three speci…cation tests are conducted to address the consistency of SYS-GMM estimator, which mainly depends on the validity of the instruments. The …rst is a Serial Correlation test, which tests the null hypothesis of no …rst-order serial correlation and no second-order serial correlation in the residuals in the …rst-di¤erenced equation. The second is a Sargan test of overidentifying restrictions, which is used to examine the overall validity of the instruments by comparing the moment conditions with their sample analogue. A …nite sample correction is made to the two-step covariance matrix using the method due to Windmeijer (2005) . The third is a di¤erence Sargan test, denoted by Di¤-Sargan, proposed by Blundell and Bond (1998) , which examines the null hypothesis of mean stationarity for the SYS-GMM estimator. This statistic, called an incremental Sargan test statistic, is the di¤erence between the Sargan statistics for …rst-di¤erenced GMM and SYS-GMM. It would be asymptotically distributed as a Â 2 with k degrees of freedom, where k is the number of additional moment conditions.
Empirical results
This section presents the SYS-GMM estimates for equations (1) and (2) . Two additional versions of SYS-GMM are also considered in order to circumvent over…tting and the possibility that the mean stationarity assumptions may be incorrect. While SYS-GMM-1 only uses ¢y i;t¡1 as instruments in levels, SYS-GMM-2 only uses ¢x i;t¡1 as instruments in levels. The OLS and within group estimates are also reported. Conventional wisdom has revealed that, although both of them are inconsistent for short panels, the OLS and WG estimates of the …rst order autoregressive parameter act as two extremes of the interval in which a consistent estimate of this parameter is expected to lie. 13 Notes: 43 developing countries. Robust t statistics in brackets below point estimates. *, **, *** significant at 10%, 5%, 1%, respectively.
The system GMM results are two-step estimates with heteroskedasticity-consistent standard errors and test statistics; the standard errors are based on finite sample adjustment of Windmeijer (2005) . The M1 and M2 test the null of no first-order and no second-order serial correlation in first-differenced residuals. The Sargan tests the overidentifying restrictions for GMM estimators, asymptotically ?².
The Diff-Sargan tests the null of mean stationarity for system GMM estimators in which SYS-GMM uses standard moment conditions, while SYS-GMM-1 only uses lagged first-differences of FD dated t-1 as instruments in levels and SYS-GMM-2 only uses lagged firstdifferences of PI dated t-1 as instruments in levels. The Granger causality test is used to examine the null hypothesis that private investment doesn't Granger-cause financial development. LR measures the long-run effect of private investment on financial development. Its standard error is approximated using the delta method. Table 1 presents the results for causality going from private investment to …nancial development. The OLS level and Within Group estimates for the lagged dependent variable form an interval in which the system GMM estimates fall. The speci…cation tests for three versions of SYS-GMM indicate that we can reject the null that the error term in …rst di¤erences exhibits no …rst-order serial correlation and cannot reject the hypothesis that there is no second-order serial correlation. The Sargan tests in three models do not signal the instruments are invalid. The di¤erence Sargan for SYS-GMM cannot reject the null of the additional moment conditions being valid. The Granger-noncausality test for the SYS-GMM estimates clearly rejects the null hypothesis, suggesting that there is a causal e¤ect going from private investment to …nancial development. The Long Run (LR) e¤ect estimate of SYS-GMM indicates that this e¤ect tends to persist into the long run. The SYS-GMM-1 estimates further con…rm the …ndings. In Table 2 we turn to whether …nancial development Granger causes private investment. The speci…cation tests indicate that the models associated with three types of SYS-GMM are well speci…ed. More speci…cally, we can reject no …rst-order serial correlation but cannot reject the hypothesis that there is no second-order serial correlation. Sargan tests and di¤erence Sargan tests suggest that neither the instruments and mean stationarity conditions are invalid. Both SYS-GMM and SYS-GMM-2 14 show a positive causal e¤ect going from …nancial development to private investment, not only in the short-run but also in the long-run.
In the following a set of experiments are conducted to test whether the above …ndings are robust to various model speci…cations. We …rstly consider including GDP per capita in logs and trade openness separately as additional regressors. Appendix Table 4 considers the inclusion of GDP in logs. SYS-GMM estimates in the upper panel suggest that the …nding on a causal e¤ect of private investment on …nancial development is robust to this inclusion, while the SYS-GMM estimates in the lower panel show that GDP in logs picks up the e¤ects of …nancial development on private investment, that is to say, the causal e¤ect of …nancial development on private investment is found to work partly through real GDP. Appendix Table 5 clearly indicates that the inclusion of trade openness does not alter the pattern of the …ndings. Finally we investigate the causality with AR(2) models. The second lags of the dependent variables are insigni…cant in the two panels of Appendix Table 6 , as suggested by the SYS-GMM estimates. In addition to the …rst lags of PI and FD being signi…cant in two panels respectively, the second lag of private investment is observed to be signi…cantly associated with …nancial development.
In sum, by using the system-GMM estimation method on averaged data controlling for the possibility of endogeneity bias and omitted variable bias, this analysis …nds positively signi…cant causation in both directions between private investment and …nancial development for 43 developing countries, and indicates that a high degree of persistence exists in the averaged data of FD and PI. The …ndings are robust to various speci…cations. However, it is worth noting that the asymptotic properties of the system-GMM estimator depend on having a large number of cross-section units. Concerns remain regarding the …nite sample bias for this context. The …ndings still wait for further con…rmation from the analysis on pooled annual data that will be GMM in two tables. Both SYS-GMM-1 in Table 1 and SYS-GMM-2 in Table 2 produce consistent …ndings with their counterparts, respectively. However, using the lagged …rst-di¤erences of PI dated t-1 as instruments in levels, SYS-GMM-2 in Table 1 and SYS-GMM-1 in Table 2 do not con…rm the …ndings by their respective SYS-GMMs, especially the latter, perhaps suggesting that the moment conditions using lagged …rst-di¤erences of PI dated t-1 may not contain much information. undertaken in the next section.
Analysis on annual data
Using averaged data has a number of advantages, as well documented in the literature, but its limitations are also notable. Averaging data over …xed intervals (typically over 5 or 10 years) arbitrarily modi…es the time series dimension so that information loss is inevitable. Although averaging data has the potential for removing business cycle ‡uctuations, it is not guaranteed that such ‡uctuations are eliminated e¤ectively given the varied length of business cycles across countries and over time. Moreover, methods like GMM imposing homogeneity over all slope coe¢cients fail to capture potential cross sectional heterogeneity in the parameters.
This section moves on to explore the link between private investment and …nancial development by using pooled annual data. In principle, annual data can be more informative than averaged data in examining the relevant e¤ect. By explicitly looking at the yearly time series variation, one can explore the existence of heterogeneity across countries adequately and estimate the parameters of interest more precisely.
As widely pointed out, assuming cross section error independence fails to re ‡ect a reality in which …nancial market integration and business cycle synchronization are key features of a global economy. The analysis in this section attempts to study causality between private investment and …nancial development in a world where the existence of global shocks causes cross section dependence across countries.
The remainder of this section proceeds as follows. Subsection 4.1 sets out the common factor approach due to Bai and Ng (2004) 
Methodology: Common factor approach
Assume the interactions between …nancial development (FD) and private investment over GDP (PI) are represented by the unrestricted autoregressive distributed lag ARDL(p, p) systems:
i = 1; 2; :::; 43 and t = 2; :::; 29
For the sake of simplicity, denoting by y the dependent variable (either FD or PI) and by xs the explanatory variables other than the lagged dependent variable, we have
where f t is a (r £ 1) vector of unobserved common factors, and¸i is a factor loading vector, such that¸0 i f t =¸0 i1 f t1 +¸0 i2 f t2 :::: +¸0 ir f tr (here r is the number of common factors). The common factors could be a global trend component, a global cyclical component, common technological shocks or macroeconomic shocks that cause cross section dependence. v it are errors assumed to be serially uncorrelated and independently distributed across countries. We allow for richer dynamics in the representations to control for business cycle in ‡uences, while the current value of x, x it ; is excluded to avoid a potential endogeneity problem. The above representations with a factor structure are believed to be very general. Bai (2005) points out that the interactive e¤ects model including the interaction between factors, f t , and factor loadings,¸i; is more general than an additive e¤ects model, the traditional one-way or two-way …xed e¤ects model 15 .
Since the common factors are unobservable, standard regression methods are not applicable for an equation like (11) . Estimation of models with a common factor structure is still at its early stage of development. Pesaran (2006a) estimates this type of model directly by proxying the common factors with weighted cross section averages (subsection 4.4 discusses this in detail). In spite of its convenience of not involving estimation of common factors, the Pesaran (2006a) approach is con…ned to the single factor case. Among others, Bai and Ng (2004) and Moon and Perron (2004) seek to estimate the common factors. Their approaches have advantages in accommodating multiple common factors that may coexist in the economy, e¤ectively contributing to panel unit root testing, panel cointegration testing and estimation of models in a more general setting. Below is a brief description of common factor analysis due to Bai and Ng (2004) .
To overcome possible cross section dependence in panel unit root testing, Bai and Ng (2004) propose a PANIC approach -Panel Analysis of Nonstationarity in Idiosyncratic and Common Components. Essentially they assume the DGP of a series z it (which could be y it or x it for this case) has a common factor structure in the sense that the series is the sum of an unobserved deterministic component (d it ), an unobserved common component (¸0 i f t ) and an idiosyncratic component (e it ) as follows:
where f t is a vector of unobserved common factors and¸i is the factor loading vector as de…ned before: The common component and idiosyncratic component could be stationary or nonstationary and are allowed to be integrated of di¤erent orders. The common factor (f t ) and the idiosyncratic component (e it ) can be expressed as:
The factor k is stationary if ® k < 1 while the idiosyncratic component (e it ) is stationary if ½ i < 1. When the idiosyncratic component (e it ) is stationary, conventional wisdom suggests that the factors can be estimated by using principal component analysis. As a crucial step Bai and Ng (2004) propose to apply a principal components analysis on the di¤erenced data (when a linear trend is not allowed) or di¤erenced and demeaned data (when a linear trend is allowed) to estimate the factors for the case where e it is integrated of order one.
To estimate the factors, the following two steps should be taken: The …rst step is to estimate the number of common factors, which is discussed by Bai and Ng (2002) and Moon and Perron (2004) . Bai and Ng (2002) suggest using a principal component analysis on the observed data to calculate the number of factors 16 . For any arbitrary k (k < minfN; T g), the estimates of¸k and f k are derived by solved the following minimization problem (d it = 0 is assumed for simplicity):
and f is the (T £ r) matrix of common components. Typically when T < N, the normalization that 17 . The estimated factor matrix, denoted by f f k ; can be expressed as p T times the eigenvectors corresponding to the k largest eigenvalues of the T £ T matrix zz 0 . Given f f k , the estimated factor loading matrix, denoted by f ¤ k ; can be computed by
Given f f k and f ¤ k , Bai and Ng (2002) propose to determine the number of factors by minimizing one of the following criterion functions: 1 6 Bai (2004) suggests that di¤erenced data can also be used to calculate the number of factors. 1 7 The normalization that
where
is a measure of …t, and g(N; T ) is a penalty function that depends on the size of panel. The criterion functions capture a trade o¤ between measures of …t and a penalty function. When the number of factors increases, the …t must improve, but the penalty goes up. Bai and Ng (2002) provide three criterion functions for P C(k) and IC(k), respectively. In general, IC(k) is easier to use since it does not involve the estimation of a penalty function which requires the choice of a bounded integer (kmax).
The integer minimizing a criterion function is the estimated number of factors.
The second step is to estimate the common component and idiosyncratic component once the true number of factors, denoted by r, has been worked out. Let Z it be the di¤erenced data (without a linear trend) or di¤erenced and demeaned data (with a linear trend) of observed data z it 18 : The principal component estimator of the factor matrix f , denoted by b f , is p T ¡ 1 times the eigenvectors corresponding to the r largest eigenvalues of the (T ¡ 1) £ (T ¡ 1) matrix ZZ 0 . Given b f, the estimated factor loading matrix, denoted by b ¤; can be computed by
The approach above yields r estimated common factors b f t and associated factor loadings b i . The estimated idiosyncratic component takes the form of
To remove the e¤ect of possible overdi¤erencing, Bai and Ng (2004) suggest to recumulate the estimated common factors, b f t , and estimated idiosyncratic component, b e it ; yielding E it , separately. For the idiosyncratic component, Bai and Ng (2004) propose to test the following ADF equation by using the (defactored) estimated idiosyncratic component, b E it , with no deterministic term:
They propose to use the Fisher P-test as suggested by Maddala and Wu (1999) on the above ADF equation.
For the nonstationarity of the common factors, Bai and Ng (2004) distinguish two cases. When there is only one common factor, a standard ADF test with an intercept is suggested:
When there is more than one common factor, Bai and Ng (2004) propose an interactive procedure, analogous to the Johansen trace test for cointegration.
Appendix Table 7 reports the values of information citerion IC p1 (k) ( Bai and Ng, 2002) for the series of FD and PI 19 . When r = 1, the IC p1 (k) values for both FD and PI are minimized, clearly suggesting that there is only one common factor for FD and PI, respectively. The time series of the common factors for FD and PI are presented in Appendix Figure 1 . Table 3 contrasts the panel unit root test proposed by Maddala and Wu (1999) and Bai and Ng (2004) . The former is related to the assumption of cross section independence while the latter is de…ned under the assumption of cross section dependence. The Maddala and Wu (1999) Fisher test, which does not require a balanced panel, indicates the series of FD and PI may be I(1) processes no matter whether a trend is allowed. Controlling for the common factor, the Bai and Ng (2004) approach suggests that the series for FD and PI are I(1) variables when we allow for a trend. 
Panel cointegration tests
When both FD and PI are integrated, cointegration between the two variables is possible. This section uses panel cointegration techniques to investigate the existence of a long run relationship between them. Banerjee et al. (2004) point out that "cointegration across units and within each unit may not be easily di¤erentiatied due to the presence of cross section cointegration". The analysis of panel cointegration allowing for cross section dependence is still in its infancy of development. Motivated by Gengenbach et al. (2005) who suggest the use of defactored data, b E it , in panel cointegration testing to control for cross section dependence, this section contrasts the Pedroni (1999 Pedroni ( , 2004 residual-based panel cointegration tests using observed data and defactored data.
The Pedroni (2004) test, widely used in empirical research in recent years, assumes cross section independence of panel units but allows for some heterogeneity in the cointegrating relationships. He proposes two classes of statistics based on individual OLS residuals of the single cointegration regression below to test the null hypothesis of no cointegration:
One class is the "panel" statistics 20 , which are constructed by taking the ratio of the sum of the numerators and the sum of denominators of individual unit root statistics across the within dimension of the panel with a homogeneity restriction, and the other is the "group mean" statistics 21 , which are based on the averages of individual unit root statistics along the between dimension of the panel allowing for heterogeneity. Pedroni (2004) shows that the ADF-based tests perform better when the sample size is small. Table 4 reports the group and panel ADF statistics of Pedroni (1999 Pedroni ( , 2004 using observed data and defactored data, both with and without a deterministic trend. The result associated with using observed data shows, when common factors are allowed, the presence of cross section dependence might render the Pedroni test unable to detect the cointegration relationship in question. However, when common factors are extracted, the null of no cointegration can always be rejected clearly, no matter whether we allow for a trend 22 . This table indicates a stationary long-run relationship exists between …nancial development and private investment, and highlights 2 0 Four "panel" statistics are a "variance ratio" statistic (
). 2 1 Three "group mean" statistics are a "group-t" statistic ( e Z b tNT ), a "group-rho" statistic ( e Z b ½N T ¡1 ) and a "group-ADF" statistic ( e Z d
adf NT
).
allowing for cross section dependence as an important source of information for this analysis.
Estimation on annual data
Study of the estimation of large cross section and time series panel datasets with a common factor structure has been fairly scarce. This section undertakes the Pesaran (2006a) common correlated e¤ects approach for the estimation of heterogeneous panels with common factors. Section 4.4.1 sets out the estimation methods associated with both cross section error independence and cross section error dependence. Section 4.4.2 presents the empirical evidence.
Estimation methods
Given the series of …nancial development and private investment appear to be cointegated, there must be a vector error correction representation, as shown by Engle and Granger (1987) , governing the comovements of the series of …nancial development and private investment over time. The corresponding error correction equation to Equation (11) is as follows:
i = 1; 2; :::; 43 and t = 2; :::; 29 where
In the absence of common factors, the within groups (WG) approach, mean group (MG) approach of Pesaran and Smith (1995) and pooled mean group (PMG) approach of Pesaran et al. (1999) are especially suited to the analysis of panels with large time and large cross-section dimensions. The consistency of the WG estimator for the dynamic homogeneous model is approximately justi…ed when T is large, as N->1 (Nickell, 1981) . In comparison to the WG method, which only allows the intercept to vary across countries but imposes homogeneity on all slope coe¢cients, the MG and PMG approaches allow for considerable heterogeneity across countries. The MG approach applies an OLS regression for each country to obtain individual slope coe¢cients, and then averages the country-speci…c coe¢cients to derive a long-run parameter for the panel. More speci…cally, the MG estimator and its standard errors are calculated as follows:
For small samples, the MG estimator is likely to be ine¢cient although it is still consistent.
Unlike the MG approach, which imposes no restriction on slope coef…cients, the PMG approach imposes cross-section homogeneity restrictions only on the long-run coe¢cient, but allows short-run coe¢cients, the speeds of adjustment and the error variances to vary across countries. The restriction of long-run homogeneity can be tested via a Hausman test. Under the null hypothesis of long-run homogeneity, the PMG estimators are consistent and more e¢cient than the MG estimators. Moreover, Pesaran et al. (1999) show that the PMG estimators are consistent and asymptotically normal irrespective of whether the underlying regressors are I(1) or I(0).
The PMG approach requires that the coe¢cients for x i;t¡p are common across countries, that is,
When common factors are allowed, Pesaran (2006a Pesaran ( , 2006b ) suggests the use of the (weighted) cross sectional averages of the dependent variable and individual speci…c regressors to proxy the common factors. More speci…-cally, he proposes to augment the observed regressors with the (weighted) cross sectional averages of the dependent variable and the individual speci…c regressors such that as the number of cross section units goes to in…nity, the e¤ects of unobserved common factors can be eliminated.
Pesaran (2006a) proposes two common correlated e¤ect (CCE) approaches for large heterogeneous panels whose errors contain unobserved common factors. One is the common correlated e¤ect pooled (CCEP) estimator, a generalization of the within groups estimator that allows for the possibility of cross section correlation, and the other is the common correlated e¤ects mean group (CCEMG) estimator, a generalization of the mean group estimator of Pesaran and Smith (1995) that is adapted for the possibility of cross section correlation. The CCEP estimator is the within groups estimator with interactions between country dummies and means of the dependent variable and individual speci…c regressors as well as time dummies included in the model. The CCEMG approach uses OLS to estimate an auxiliary regression for each country in which the time dummies and the (weighted) cross sectional averages of the dependent variable and the individual speci…c regressors are added, the coe¢cients and standard errors are then computed according to Equation (25) and (26) .
The Pesaran (2006a Pesaran ( , 2006b ) approach exhibits considerable advantages. It does not involve estimation of unobserved common factors and factor loadings. It allows unobserved common factors to be possibly correlated with exogenous regressors and exert di¤erential impacts on individual units. It permits unit root processes amongst the observed and unobserved common e¤ects. The proposed estimator is still consistent, although it is no longer e¢cient, when the idiosyncratic components are not serially uncorrelated.
In this context, the cross section means of ¢F D it , F D i;t¡1 , ¢P I it , P I i;t¡1 , and time dummies are included. The CCEP and CCEMG estimators have been shown to be asymptotically unbiased and consistent as N -> 1 and T -> 1, and to have generally satisfactory …nite sample properties. The asymptotic distribution of the CCEMG estimator is free of nuisance parameters as N and T go to in…nity, without any restriction on the convergence rate of N and T: More importantly, the CCEMG estimator holds for any number of unobserved common factors as long as the number is …xed, which is especially attractive. A common correlated e¤ects pooled mean group (CCEPMG) estimator is introduced in this study, which is a generalization of the pooled mean group estimator of Pesaran et al. (1999) that also allows for the possibility of cross section correlation. The restriction of long-run homogeneity can also be tested via a Hausman test. Under the null hypothesis of long-run homogeneity, the CCEPMG estimators are expected to be consistent and more e¢cient than the CCEMG estimators. Table 6 studies causality in the reverse direction. Tables 5 and 6 contrast the CCEP, CCEMG and CCEPMG estimates with their counterparts, the WG, MG and PMG estimates. The …rst group of estimates is associated with the assumption of errors being cross sectionally dependent, while the latter group assumes cross section error independence. An autoregressive distributed lag ARDL (3, 3) system has been adopted for this analysis 23 .
Estimation results
We look …rst at the case of cross section error dependence. The coe¢cients corresponding to the speeds of adjustment in the two tables are signi…cantly di¤erent from zero, suggesting that two-way Granger causalities exist in the cointegrated system. Imposing homogeneity on all slope coe¢cients except for the intercept, the CCEP estimates in two tables suggest that there are positive long-run e¤ects going in two directions. When heterogeneity is sought, the CCEMG and CCEPMG are called for. The CCEMG estimates …nd that the longrun e¤ects are less precisely estimated for both directions. This is of no surprise -the long-run e¤ects become much harder to capture when full heterogeneity is allowed. Nevertheless, it does imply that heterogeneity is especially prominent in this context. Moving from the CCEMG (no restriction, but potentially ine¢cient) to CCEPMG (a common long-run e¤ect required) changes the results signi…cantly, in particular, imposing long-run homogeneity reduces the standard errors and the speeds of adjustment. The restriction cannot be rejected at a conventional level by a Hausman test. The CCEPMG estimates provide evidence in support of signi…cant long-run e¤ects in both directions.
After controlling for error dependence and heterogeneity across countries, the CCEPMG estimates clearly suggest positive long-run e¤ects going in both directions between private investment and …nancial development, which is consistent with the …ndings shown by the system GMM estimates on the averaged data. However the system GMM approach in principle assumes error independence and homogeneity across countries. Does this mean that controlling for error dependence and heterogeneity across countries is potentially redundant?
Comparing the above case with the case of cross section error independence is worthwhile. As its counterpart associated with cross section error dependence, the WG estimates (restrictions on all slope coe¢cients except for the intercept) show positive long-run e¤ects in both directions, in accordance with the …ndings shown by the system GMM estimates on the averaged data. Allowing for heterogeneity across countries but no error dependence across countries, the MG approach …nds no evidence in support of signi…cant long-run e¤ects in both directions. Supported by the Hausman tests in Table 5 and Table 6 , the PMG estimates indicate a signi…cant longrun e¤ect going from private investment to …nancial development, but not vice versa. This tends to underscore the importance of allowing for heterogeneity across countries in the sense that, compared to the PMG approach, estimates the standard errors are corrected for possible heteroscedasticity in cross-sectional error variances. *, **, *** significant at 10%, 5% and 1%, respectively. Note: See Table 5 for notes.
the system GMM and WG approaches, ignoring the divergent performance across countries, are likely to produce misleading results. Moving from PMG to CCEPMG clearly highlights the importance of controlling for error dependence across countries.
The results from system GMM being in accordance with those from CCEPMG may stress the merit of system GMM for dynamic panels with a short time dimension, and the e¤ectiveness of averaging data to eliminate the e¤ects of common factors. However, for other economic applications the analyses on averaged data may not necessarily produce …ndings consistent with those on annual data. A note of caution may therefore be appropriate here: taking careful consideration over the integrated properties of the data, the error structure and the extent of heterogeneity is always worth keeping in mind in the econometric analysis of panel data.
In sum, after allowing for global interdependence and heterogeneity across countries, this analysis on annual data clearly shows positive long-run e¤ects going in both directions between private investment and …nancial development. The …ndings in general suggest that surges of private investment stimulate the deepening of …nancial markets, and on the other hand, …nan-cial development facilitates resource mobilization, and increases the quantity of funds available for investment.
Conclusion
This paper aims to investigate the causality between aggregate private investment and …nancial development in a globalized world. Using a panel data set with 43 developing countries over 1970-98, the analysis is conducted in two steps. One is system GMM estimation on data for 5-year averages, indicating positive causal e¤ects going in both directions and a high degree of persistence in the averaged data of private investment and …nancial development. The other is a common factor approach on annual data allowing for global interdependence and heterogeneity across countries. The analysis demonstrates that the series of both private investment and …-nancial development are integrated, and two-way positive causal e¤ects exist in the cointegrated system. In general, the paper implies that, in a glob-alised world, private investment is both an engine and a follower of …nancial development, and vice versa.
This analysis has produced signi…cant insights into the interactions between two important aspects of economic activities, aggregate private investment and …nancial development, in developing countries. The implications of the …ndings can be summarised in the following:
First, the …nding in terms of a positive e¤ect of private investment on …nancial development has rich implications for the development of …nancial markets. Since sound macroeconomic policies, and a favorable economic and legal environment undoubtedly facilitate private investment, any e¤orts by government to reduce macroeconomic policy uncertainty, improve the regulatory framework and strengthen creditor and investor rights will be conducive to the development of …nancial markets. Moreover, the …nding may shed light on a possible channel through which other variables drive …nancial development, for example, trade openness appears to promote …-nancial development (Huang and Temple, 2005) and political liberalization brings about …nancial development (Huang, 2005) .
Second, the …nding on better …nancial development leading to a private investment boom has clear implications for the conduct of macroeconomic policies in developing countries. This paper suggests that as the …nancial system in a country becomes more sophisticated, more funds are channelled for productive investment so that …rms …nd it easier to get access to funds. This …nding is in support of the …nancial development framework proposed by McKinnon (1973) and Shaw (1973) , who emphasize that …nancial liberalization and …nancial development can foster economic growth by boosting investment and its productivity, substantially in ‡uencing macroeconomic policies in developing countries since the 1970s. This research contributes to the existing body of research on the links between …nancial development and economic growth, by suggesting that …nancial development may enhance economic growth through a private investment boom.
Third, this research stresses the importance of taking careful account of error structure and heterogeneity in the econometric analysis of panel data. By considering the e¤ects of common trends in a global economy and allowing for heterogeneity across countries, this analysis represents a signi…cant improvement in comparison to existing research, which in general assumes error independence across countries. The results generated from existing research may deserve careful examination since the interactions and comovements of economic factors, and the trends of globalization, have been central features of the world economy in recent decades.
Appendix Figure 1. Time Series of Common Factors for FD and PI
Note: This graph depicts the time series of common factors for FD and PI, identified by using the PANIC approach due to Bai and Ng (2004) , over 28 years (1971-98) . Here commfd denotes the common factor for the series of FD, while commpi denotes the common factor for the series of PI. 
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BTOT Commercial-central Bank, the ratio of commercial bank assets to the sum of commercial bank and central bank assets.
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