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Abstract
We construct geometric realizations of the r-colored bosonic and fermionic Fock space on
the equivariant cohomology of the moduli space of framed rank r torsion-free sheaves on CP 2.
Using these constructions, we realize geometrically all level one irreducible representations of the
affine Lie algebra ĝl(r). The cyclic group Zk acts naturally on the moduli space of sheaves, and
the fixed-point components of this action are cyclic Nakajima quiver varieties . We realize level
k irreducible representations of ĝl(r) on the equivariant cohomology of these quiver varieties.
1 Introduction
LetM(r, n) be the moduli space of rank r torsion free sheaves on CP 2 ⊂ CP 2, framed at CP 1∞, with
second Chern class n. M(r, n) is a partial compactification of the moduli space of U(r) instantons
on C2 with instanton number n.
For each ~l ∈ Zr, there is a one-dimensional torus C∗ acting on M(r, n). Denote the space
M(r, n) with the torus action specified by ~l by M~l(r, n). In addition to the one-dimensional torus
action specified by ~l, there is an r dimensional torus which acts onM(r, n) by changing the framing
at CP 1∞; all together this gives an action of an r+1 dimensional torus T on the spacesM~l(r, n). The
T -equivariant cohomology of M~l(r, n) has a natural subspace H
mid
T (M~l(r, n),C) whose dimension
is equal to the Euler characteristic of M~l(r, n). In this paper, we prove the following theorem:
Theorem 1. (i) ⊕
~l,n
HmidT (M~l(r, n),C)
is a geometric realization of an irreducible module for an infinite dimensional Clifford algebra.
(ii) For any ~l ∈ Zr, the space ⊕
n
HmidT (M~l(r, n),C)
is a geometric realization of an irreducible module for an infinite dimensional Heisenberg algebra.
(iii) Let Q ⊂ Zr is the sublattice {(l0, . . . , lr−1) |
∑
li = 0}.⊕
~l∈Q,n
HmidT (M~l(r, n),C)
is a is geometric realization of the basic representation of ĝl(r).
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The above representations are constructed by exhibiting explicit correspondences inside prod-
ucts of the spacesM(r, n). In order to prove that these correspondences satisfy the correct relations,
we make use of equivariant localization, which relates the equivariant cohomology of M(r, n) to
the equivariant cohomology of various submanifolds Y ⊂M(r, n) which are stable under the action
of the torus T . If we take Y = M(r, n)T
′
, where T ′ is the r-dimensional subtorus which changes
the framing, then the connected components of Y are isomorphic to products of Hilbert schemes
C2
[n0] × . . .×C2
[nr−1]. We prove the Heisenberg commutation relations by pulling back our opera-
tors to operators on the equivariant cohomology of Hilbert schemes. This part of the construction
is thus a natural extension of the work of Nakajima [Na] and Grojnowski [Gr], as modified by
Vasserot [Vas], who constructed geometric realizations of Heisenberg algebra representations using
the geometry of Hilbert schemes.
Representations of Heisenberg and Clifford algebras are very closely related; in fact, starting
from a repesentation of a Clifford algebra (a ”fermionic” object), one can construct representations
of a Heisenberg algebra (a ”bosonic” object), and vice-versa. The translation between the language
of bosonic and fermionic operators, which was initially discovered by physicists, is known in the
mathematics literature as the ”boson-fermion correspondence.” Our geometric Heisenberg and Clif-
ford algebra constructions provide a geometric interpretation of this correspondence. This extends
results of Savage [Sav], who studies the construction of a Heisenberg algebra representation on the
cohomology of the Hilbert Schemes C2
[n]
, and relates this construction to a geometric realization
of level one representations of the Lie algebra sl(∞).
In order to construct higher level representations of ĝl(r), we add an action of the cyclic group
Zk to the spacesM~l(r, n). The connected components of the fixed point setM~l(r, n)
Zk are Nakajima
quiver varieties whose underlying graph is the Dynkin diagram of the affine Lie algebra ŝl(k). As
vector spaces, there is a natural isomophism⊕
~l,n
HmidT (M~l(r, n)
Zk ,C) ≃
⊕
~l,n
HmidT (M~l(r, n),C).
However, inside products of the spaces M~l(r, n)
Zk we can define correpondences on which make⊕
~l,n
HmidT (M~l(r, n)
Zk ,C)
into a representation of a different infinite dimensional Heisenberg algebra. Passing from a rep-
resentation of this Heisenberg algebra to a representation of the Lie algebra ĝl(r), we obtain the
following theorem.
Theorem 2. ⊕
~l,n
HmidT (M~l(r, n)
Zk ,C)
is a geometric realization of a direct sum of irreducible level k representation of ĝl(r).
The connection between the representation theory of affine Lie algebras and instanton geometry
was discovered by H. Nakajima in the remarkable work [Na94] (see also [Na98]). In [Na94], Naka-
jima constructed representations of infinite dimensional Lie algebras on the homology of quiver
varieties, which are generalizations of U(r)-instanton moduli spaces. In particular, Nakajima con-
structs level r representations of an affine Lie algebra ĝ on the homology of moduli spaces of
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U(r) instantons on C˜2/Γ, where Γ ⊂ SL(2,C) is a finite subgroup and Γ and ĝ are related by the
McKay correspondence. In this construction the finite subgroup Γ determines the Lie algebra being
represented and and the gauge group U(r) determines the level of the representation.
It seems equally natural, however, to expect algebraic objects associated to G (rather than to
the finite subgroup Γ) to be related to the topology of moduli spaces of G-instantons on C˜2/Γ.
When Γ = Zk is a cyclic group, a conjecture of I. Frenkel says that the homology of the moduli
space of G-instantons on C˜2/Zk should carry level k representations of the affine Lie algebra ĝ
associated to G. This second construction of affine Lie algebra representations is different from the
Nakajima construction, in that the gauge group G determines the algebra being represented, and
the finite subgroup Zk determines the level of the representation.
To summarize, fix a simply-laced affine Lie algebra ĝ, corresponding to both a Lie group G and a
finite subgroup Γ. There are two different constructions of representations of the Lie algebra ĝ on
the homology of instanton moduli spaces:
(a) ĝ acts on the homology of moduli spaces of U(k)-instantons on C˜2/Γ. The level of the
representation is determined by the gauge group U(k); and
(b) ĝ acts on the homology of moduli spaces of G-instantons on C˜2/Zk. The level of the repre-
sentation is determined by the finite subgroup Zk.
The construction (a) is contained in [Na94], while this paper gives the construction (b) when
G = U(r) is of type A. In this case the Lie algebra being represented is the affine Lie algebra
ĝl(r), and all of the moduli spaces involved have descriptions as Nakajima quiver varieties. When
G 6= U(r), the construction (b) is still conjectural. If G 6= U(r) and Γ 6= Zk, it is an interesting
question to determine what sort of exotic representations can be realized using the corresponding
instanton moduli spaces.
We note that on the equivariant cohomology of the quiver varieties that Nakajima used to
construct level r representations of ŝl(k), we construct level k representations of ĝl(r). Thus, we
have a level-rank duality in Nakajima quiver varieties of affine type Â. In [Fr], Frenkel studied an
algebraic level-rank duality in the representation theory of ĝl(r). We expect the contructions (a)
and (b) above to offer geometric interpretations of algebraic level-rank duality.
Equivariant cohomology and localization have been used before in order to study the topology
of the moduli spaceM(r, n). Of particular note are the papers [NY1], [NY2], which contain much of
the information used in the constructions of this paper. The goal of [NY1], [NY2], however, which
is to study instanton counting, does not require a geometric realization of representations. It should
be interesting to relate instanton counting on surfaces to geometric realizations of representations
on instanton moduli spaces.
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2 Algebraic Preliminaries
2.1 Partitions and Symmetric Functions
Let λ = (λ0 ≥ . . . ≥ λm > 0) be a partition of n, which we write using the notation λ ⊢ n.
We may associate to λ its Young diagram Yλ, which we view as a subset of the first quadrant of
Z2, as in [NY1]. Given a positive integer k, we color the diagram Yλ with k colors by coloring the
node (i, j) the color j − i (mod k).
We say that λ is k-regular if each color 0, . . . , k − 1 occurs with the same multiplicity in the k-
coloring of Yλ. Note that if λ ⊢ n is k-regular, then n is divisible by k.
Let Sym be the C-vector space of symmetric functions. Of the many important bases of this space,
will have occasion to use the following (see [Mac] for definitions):
the monomial symmetric functions mλ
the power sum symmetric functions pλ
the Schur functions sλ
the elementary symmetric functions eλ
the homogeneous symmetric functions hλ.
Sym ≃ C[p1, p2, . . .] is a polynomial algebra in the power-sum symmetric functions {pn}n>0.
Denote by Symk−reg ⊂ Sym the subspace spanned by the Schur functions sλ for k-regular partitions
λ.
2.2 The Clifford Algebra
Let Cl be Clifford Algebra generated by ψ(k), ψ∗(k), k ∈ Z, and an element c, with anti-commutation
relations
{ψ(k), ψ(l)} = {ψ∗(k), ψ∗(l)} = 0, {ψ(k), ψ∗(l)} = δklc
Define the spin module F to be the unique irreducible Clifford Module which admits a vector
ν0 such that
cν0 = ν0
ψ(k)ν0 = 0 ∀k ≤ 0
ψ∗(k)ν0 = 0 ∀k > 0
The Spin Module F is also known as the Fermionic Fock space, and this space has a nice realization
in terms of semi-infinite monomials. A semi-infinite monomial is an infinite expression of the form
i0 ∧ i2 ∧ i3 ∧ . . .
where i0 > i1 > i2 > . . . are integers and in = in−1 − 1 for n≫ 0.
For any semi-infinite monomial i0∧ i1∧ i2∧ . . ., there exists k ∈ Z such that for n≫ 0, in = −n+k,
and we will refer to this k as the charge of the semi-infinite wedge i0∧ i1∧ i2∧ . . .. Put another way,
the charge of i0∧i1∧i2∧ . . . is the integer k such that i0∧i1∧i2∧ . . . differs from k∧k−1∧k−2∧ . . .
at only finitely many places.
Let F(m) be the C-vector space spanned by all semi-infinite monomials of charge m, and let
F =
⊕
m
F(m)
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The action of ψ(k), ψ∗(k) on F is defined by wedging and contracting operators:
ψ(k)(i0 ∧ i1 ∧ . . .) =
{
(−1)si0 ∧ . . . ∧ is−1 ∧ k ∧ is . . . is−1 > k > is
0 k = is for some s
ψ∗(k)(i0 ∧ i1 ∧ . . .) =
{
(−1)si0 ∧ . . . ∧ is−1 ∧ is+1 . . . k = is
0 k 6= is for all s
If we define an inner product on F by declaring the semi-infinite monomials to be an orthonormal
basis, then ψ(k) and ψ∗(k) are adjoint operators. Note that
ψ(k) : F(m) −→ F(m+ 1)
raises charge by one while
ψ∗(k) : F(m) −→ F(m− 1)
lowers charge by one.
There is also an r-tuple version of the Clifford Algebra, denoted by Clr; it is generated by
ψi(k), ψ
∗
i (k), k ∈ Z, i = 0, . . . , r − 1 and an element c, with anti-commutation relations
{ψi(k), ψj(l)} = {ψ
∗
i (k), ψ
∗
j (l)} = 0, {ψi(k), ψ
∗
j (l)} = δijδklc
We define the r-colored fermionic Fock space Fr by taking the tensor product of r copies of the
space F ,
Fr = F ⊗ . . .⊗F
so that Clr acts naturally on Fr.
2.3 The Heisenberg Algebra
The Heisenberg Algebra H is the infinite dimensional Lie algebra generated by c, p(n), n ∈ Z, with
commutation relations
[p(n), p(m)] = nδn+m,0c
[p(n), c] = 0
Let B(k) be the unique irreducible H module which admits a vector ν0 such that
cν0 = ν0
p(n)ν0 = 0 ∀n < 0
p(0)ν0 = kν0
and let B =
⊕
k∈Z B(k).
B is known as the Bosonic Fock space, and this space has a nice realization in terms of symmetric
functions.
Let Balg = C[q, q
−1, p1, p2, . . .], where pi are the power-sum symmetric functions, and let Balg(k) =
qkC[p1, p2, . . .] = q
kSym. Define the action of H on the space on Balg(k) by
cf = f
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p(n)f = pnf ∀n > 0
p(n)f =
∂
∂pn
f ∀n < 0
p(0)f = kf
Putting together the actions for different k, we have an action of H on Balg. We define an inner
product on Balg by declaring the elements q
msλ to be an orthonormal basis. With this inner
product, the operators p(n) and p(−n) are adjoints.
There is also an r-colored version of the Heisenberg algebra, denoted by Hr. This is the Lie algebra
generated by c, pi(n), n ∈ Z, i = 0, . . . , r − 1with commutation relations
[pi(n), pj(m)] = nδn+m,0δi,jc
[pi(n), c] = 0
If we take r copies of Balg and set B
r
alg = Balg ⊗ . . .⊗Balg, then we have a natural action of H
r on
Bralg. We will refer to B
r
alg as the r-colored bosonic Fock space.
2.4 The Boson-Fermion Correspondence
We may associate a partition λ = (λ0 ≥ . . . ≥ λk) to a semi-infinite monomial i0∧ i1∧ . . . of charge
m by setting
λj = ij −m+ j
The correspondence
i0 ∧ i1 ∧ . . .↔ λ
allows us to define an isometric vector space isomorphism
φ : F −→ Balg
φ(i0 ∧ i1 ∧ . . .) = q
msλ
for a semi-infinite monomial i0 ∧ i1 ∧ . . . of charge m.
We use this isomorphism to define an action of H on F , and an action of Cl on B. In order to do
so, we define the operators h(k), e(k) as homogeneous components of the generating functions
exp(
∞∑
n=1
zn
n
p(n)) =
∞∑
k=1
h(k)zk
exp(
∞∑
n=1
zn
n
p(−n)) =
∞∑
k=1
h(−k)z−k
and their inverses
exp(−
∞∑
n=1
zn
n
p(n)) =
∞∑
k=1
e(−k)z−k
exp(−
∞∑
n=1
zn
n
p(n)) =
∞∑
k=1
e(k)zk
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The operators h(k), e(k) are adjoint to the operators h(−k), e(−k), respectively. As operators on
the space of symmetric functions, h(k), k > 0 is multiplication by the homogeneous symmetric
function hk. Similarly, e(k), k > 0 is multiplicaton by the elementary symmetric funcion ek (see
[Macdonald].)
We also define the shift operator
q : Balg(k) −→ Balg(k + 1)
q(f) = qf
Note that q and q−1 are adjoint operators.
Proposition 1 (Fr 81). a) As operators on Balg, the bosons can be written in terms of the
fermions:
p(n) =
∑
j∈Z
ψ(j + n)ψ∗(j)
if n 6= 0, and
p(0) =
∑
j>0
ψ(j)ψ∗(j) −
∑
j≤0
ψ∗(j)ψ(j)
b) As operators B(m) −→ B(m ± 1), the fermions can be written in terms of the bosons and the
shift operator:
ψ(k) =
∑
n∈Z
qh(n)e(n −m+ k)
ψ∗(k) =
∑
n∈Z
q−1e(n)h(n +m+ k)
There is an r-colored version of this correspondence, using the isomorphism Fr ≃ Br, and r different
shift operators q0, . . . qr−1. We define the operators hi(k) to be homogeneous components of the
generating function
exp(
∞∑
n=1
zn
n
pi(n)) =
∞∑
k=1
hi(k)z
k
and similarly for the operators ei(k). In terms of symmetric functions, the operator hi(k) is multi-
plication by the ith coordinate homogeneous symmetric function 1⊗ . . .⊗ hk ⊗ . . . 1 ∈ Sym
r, and
similarly for the ei(k).
Proposition 2. a) As operators on Bralg, the bosons can be contructed from the fermions:
pi(n) =
∑
k∈Z
ψi(k)ψ
∗
i (k + n)
if n 6= 0, and
pi(0) =
∑
j>0
ψi(k)ψ
∗
i (k)−
∑
j≤0
ψ∗i (k)ψi(k)
b) As operators Bralg(m) −→ B
r(m ± 1), the fermions can be constructed from the bosons and the
shift operators:
ψi(k) =
∑
n∈Z
qihi(n)ei(n−m+ k)
ψ∗i (k) =
∑
n∈Z
q−1i ei(n)hi(n+m+ k)
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2.5 The Affine Lie Algebra ĝl(r)
Let gl(r) denote the Lie algebra of r × r matrices. Let ei,j, i, j = 0, . . . , r − 1 denote the matrix
units, which form a basis of the vector space gl(r). Let hi = eii be the diagonal matrix units.
The span of the {hi} (the Cartan subalgebra of diagonal matrices) will be denoted by h. If n
+
(resp. n−) are the strictly upper triangular (resp. strictly lower triangular) matrices, then we have
a decomposition
gl(r) = n+ ⊕ h⊕ n−
The Z-lattice spanned by the hi, called the weight lattice, will be denoted by P .
The affine Lie algebra ĝl(r) is the infinite dimensional vector space
g˜l(r) = gl(r)⊗C[t, t−1]⊕ Cc
with Lie bracket
[x⊗ tk, y ⊗ tl] = [x, y]⊗ tk+l + kδk+l,0〈x, y〉c
where 〈x, y〉 = tr(xy) is the invariant bilinear trace form, and c is central.
Let
ĝl(r) = g˜l(r)⋊ d
be the semi-direct product of g˜l(r) with the derivative d = t ddt . The subalgebra h = h⊕Cc⊕Cd is
the Cartan subalgebra of ĝl(r). If we set
n± = (n± ⊕ gl(r))⊗ t±1C[t±1]
then we have a triangular decomposition
ĝl(r) = n+ ⊕ h⊕ n−.
Let P̂ = P ⊕ Zc⊕ Zd be the weight lattice of ĝl(r). The subset
P̂++ = {a−1d+ a0h0 + . . . ar−1hr−1 | a−1 ≥ a0 ≥ . . . ≥ ar−1}
is called the set of dominant weights.
2.6 Highest Weight representations of ĝl(r)
For λ ∈ P̂++, the irreducible highest weight representation V (λ) is by definition the unique irre-
ducible ĝl(r) with a vector ν0 satisfying
n+ν0 = 0
and
hν0 = 〈λ, h〉ν0, h ∈ h.
The integer m = 〈λ, c〉 is called the level of the representation V (λ).
One constructs highest weight representations of ĝl(r) (see [Fr-K], [Se], [K-K-L-W]) from the
bosonic or fermionic Fock space constructed above by using vertex operators to extend the action
of the Heisenberg or Clifford algebra to an action of the entire affine Lie algebra. For example,
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in order to construct the level one representations of ĝl(r) inside the fermionic Fock space Fr, we
introduce the normal ordering
: ψi(k)ψ
∗
j (l) :=
{
ψi(k)ψ
∗
j (l) if j > 0
−ψ∗j (l)ψi(k) if j ≤ 0
We can then define an action of ĝl(r) on Fr by setting
ei,j ⊗ t
k 7→
∑
n∈Z
: ψi(n+ k)ψ
∗
j (n) :
In particular, the r-dimensional Heisenberg algebra (called the ”homogeneous Heisenberg subalge-
bra”)
Hr = h⊗ C[t, t−1]⊕ Cc
acts on Fr as in the Boson-Fermion correspondence above
hi ⊗ t
k 7→
∑
n∈Z
: ψi(n+ k)ψ
∗
i (n) :
The spaces
Fr(m) =
∑
m0+...+mr−1=m
F(m0)⊗ . . . ⊗F(mr−1)
are all irreducible level one representations of ĝl(r), and all of the irreducible level one representa-
tions of ĝl(r) are realized as Fr(m) for some m.
Alternatively, one can start from the tensor product of the irreducible Heisenberg algebra repre-
sentation Symr and the lattice group algebra C[Zr], and construct the bosonic Fock space
Br = Symr ⊗ C[Zr]
The operators given by the action of the Heisenberg algebra and translation in the lattice can be
put together (using vertex operators) to define an action of ĝl(r) on the space Br, which decomposes
into irreducible level one representations. The isomorphism between these two constructions (one
on Fr and one on Br) essentially follows from the boson-fermion correspondence.
In order to get representations of level k for k > 1, we consider the subalgebra
ĝl(r)k ⊂ ĝl(r)
ĝl(r)k = gl(r)⊗ C[t
k, t−k]⊕ Cc.
Note that there is a Lie algebra isomorphism ĝl(r)k ≃ ĝl(r). The space F
r, when restricted to
the subalgebra ĝl(r)k, decomposes into a direct sum of irreducible level k representations, and all
irreducible level k representations are realized in this way.
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3 Geometry of Quiver Varieties
3.1 Construction of Quiver Varieties
Let V be a an n-dimensional vector space, let W be an r-dimensional vector space, and let
A,B ∈ Hom(V, V ), i ∈ Hom(W,V ), and j ∈ Hom(V,W ). Corresponding to the Â0 Dynkin
diagram we have the varieties
M(r, n) = {(A,B, i, j) | [A,B] + ij = 0, stability}
M(r, n) =M(r, n)/GL(n,C).
Here ”stability” means that we take only those quadruples (A,B, i, j) satisfying the following con-
dition:
If i(W ) ⊂ V ′ ⊂ V for some A,B-stable subset V ′, then V ′ = V .
This condition guarantees that GL(n,C) acts freely on M(r, n) (see [Na 94]).
M(r, n) is isomorphic to he moduli space of rank r framed torsion-free sheaves on CP 2 with second
Chern class eqaul to n. In the special case r = 1, M(1, n) is isomorphic to the Hilbert Scheme of
n points on C2, which we will denote by C2
[n]
. (See [Na 99], Ch. 3.)
For a positive integer k, let Zk ⊂ SL(2,C) be the cyclic subgroup of order k, let Ri, i = 0, . . . , k−1
be the irreducible represenations of Zk, and let Q be the two-dimensional Zk module defined by
the inclusion into SL(2,C). We also allow k = ∞, in which case we set Z∞ = C
∗, embedded in
SL(2, C) as the diagonal matrices. A pair of endomporphisms A,B ∈ Hom(V, V ) can be considered
as a point (A,B) ∈ Hom(Q ⊗ V, V ). If in addition V and W are Zk-modules, then Zk acts on
M(r, n) and M(r, n).
Define
M(~w,~v) = {(A,B, i, j) ∈ HomZk(Q⊗V, V )×HomZk(W,V )×HomZl(V,W ) | [A,B]+ij = 0, stability}
M(~w,~v) =M(~w,~v)/
∏
i
GL(Vi)
Here ~w = (w0, . . . wk−1), ~v = (v0, . . . , vk−1) are the decomposition vectors of W = ⊕iWi ⊗ Ri and
V = ⊕iVi ⊗ Ri into irreducbible Zk-modules, and HomZk(X,Y ) denotes the Zk-invariant part of
Hom(X,Y ).
The spaces M(~w,~v) will be called Âk−1 quiver varieties (or A∞ quiver varieties in the case l =∞,)
and their relationship to the original space M(r, n) is given by the following proposition:
Proposition 3. For a Zk module W ≃ C
r, the fixed point components of the natural Zk action on
M(r, n) are the Âk−1 quiver varieties (or A∞ quiver varieties in the case k =∞):
M(r, n)Zk =
∐
∑
vi=n
M(~w,~v)
Proof. See [Na97].
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In the case l =∞, dimW = 1, the non-empty A∞ quiver varieties are all points, and these points
are parametrized by partitions λ = (λ1 ≥ . . . ≥ λn). Explicitly, let W ≃ C be the C
∗ module
ρ(t) = tl, and let 1l be the decomposition vector of W , so that
(1l)n =
{
1 l = n
0 otherwise
Proposition 4. The collection of A∞ quiver varieties {M(1l, ~v)} is in natural bijective correspon-
dence with the set of partitions of charge k.
Proof. See [Fr-Sa].
3.2 Torus actions on M(r, n)
Let T ′ = (C∗)r ⊂ GL(r,C) be a maximal torus. Let ~a = diag(a0, a1, . . . , ar−1) ∈ T
′, and for
~l = (l0, . . . , lr−1) ∈ Z
r let b~l = diag(t
l0 , tl1 , . . . , tlr−1). We define an action of T = C∗×T onM(r, n)
via
t(A,B, i, j) = (tA, t−1B, i~a−1b−1~l
, b~l~aj)
We denote the space M(r, n) with the above T -action by M~l(r, n)
Lemma 1. The fixed point components M~l(r, n)
T ′ are products of Hilbert Schemes on C2:∐
n
M(r, n)T
′
=
∐
~n=(n0,...,nr−1)
Ml0(1, n0)× . . .×Mlr−1(1, nr−1) ≃
∐
~n=(n0,...,nr−1)
C2
[n0] × . . .×C2
[nr−1]
Proof. See [NY1]
Lemma 2. The T fixed points in M~l(r, n) are isolated and naturally identified with the set of
multipartitions ~λ = (λ0, . . . , λr−1) of charge ~l = (l0, . . . , lr−1) and total size n.
Proof. See [NY1]
The character of the Tangent Bundle toM(r, n) at ~λ, which we denote by T~λ is given by (see [NY1])
T~λ =
r−1∑
α,β=0
Nα,β
Nα,β = t
lβ−lαeβe
−1
α ×
(∑
s∈λα
t−hβ,α(s) +
∑
s∈λβ
thα,β(s)
)
In the above formula, hβ,α(s) denotes the relative hook-length of the square s ∈ ~λ (See [NY1])
The Tangent bundle to M(r, n)T
′
at ~λ, which we denote by U~λ is given by taking the α = β part
of T~λ,
U~λ =
r−1∑
α=0
(∑
s∈λα
t−h(s) +
∑
s∈λα
th(s)
)
.
Here h(s) is the ordinary hook length of s.
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3.3 Âk−1 quiver varieties and the Hilbert Scheme C˜2/Zk
[n]
In the special case ~w = (1, 0, . . . , 0) and ~v = (n, n, . . . , n), the Âk−1 quiver variety M(~w,~v) is
diffeomorphic to the Hilbert scheme C˜2/Zk
[n]
, discussed in detail in [Kuz]. We will denote the
quiver variety M(~w,~v) for this particular choice of ~w,~v by M(~10, ~n).
There is an inclusion [G-K],[It-Na]
C˜2/Zk →֒ C
2[k],
and our C∗-action on C2
[k]
restricts to a C∗-action on C˜2/Zk. This, in turn, induces C
∗ actions on
all of the Hilbert schemes C˜2/Zk
[n]
.
Lemma 3. The fixed points (C˜2/Zk
[n]
)C
∗
are isolated, and in natural bijection with the set of
k-tuples of partitions ~λ = (λ0, . . . , λk−1) of total size n.
Proof. See [Kuz], [Q-W].
Of course, the quiver variety M(~10, ~n) has a C
∗ action induced from the inclusion
M(~10, ~n) →֒ C
2[kn]
and the fixed points M(~10, ~n) are given by the k − regular partitions of kn.
Let λ ∈M(~10, ~n)
C∗ be a k-regular partition of kn. The character of the tangent space to M(~10, ~n)
at λ is given by taking the Zk=invariant part of the character of the tangent space to C
2[kn] at λ,
and is thus given by
Tλ =
∑
s∈λ
th(s)δkh(s),0 +
∑
s∈λ
t−h(s)δkh(s),0
where δka,b is equal to 1 if a ≡ b modulo k and equal to 0 otherwise. The above formula shows
that the only hook-lengths which appear as weights in the above tangent space are those which are
divisible by k. Letting hk(s) = h(s)k , we can re-write the above character as
Tλ =
∑
s∈λk
tkh
k(s) +
∑
s∈λk
t−kh
k(s)
where λk consists of those boxes of the Young diagram of λ whose hook-lengths are divisible by k.
Now let ~λ = (λ0, . . . , λk−1) ∈ (C˜2/Zk
[n]
)C
∗
. The character of the tangent space to C˜2/Zk
[n]
at ~λ
(see [Q-W]) is given by
T~λ =
k−1∑
α=0
( ∑
s∈λα
tkh(s) +
∑
s∈λα
t−kh(s)
)
A C∗-equivariant diffeomorphism [Kuz]
f :M(~10, ~n) −→ C˜2/Zk
[n]
takes fixed points to fixed points, giving an explicit combinatorial bijection between the fixed point
sets M(~10, ~n)
C∗ and (C˜2/Zk
[n]
)C
∗
. Moreover, f induces a C∗-module isomorphism
f∗ : Tλ −→ Tf(λ)
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so that the above characters are actually the same. As a function from Preg(kn) to P
k(n), this
bijection is known as the k − quotient (see [Mac], [Lei]), a notion that occurs naturally in the
modular representation theory of the symmetric group. This diffeomorphism and the associated
bijection will be important for us later when we discuss representations of level k > 1.
3.4 Equivariant Cohomology of Quiver Varieties
Let M be a quiver variety of complex dimension 2m, and suppose that T = (C∗)k acts on M with
isolated fixed points. Let BT be the classifying space of T , and let ET be the universal bundle. T
acts freely on the space ET , and hence freely on the productM ×ET . The equivariant cohomology
of M is defined to be the ordinary cohomology of the quotient space M ×T ET .
H∗T (M,C) = H
∗(M ×T ET ,C)
We will always use complex coefficients for the equivariant cohomology of M , which we will denote
by H∗T (M).
H∗T (M) is a module over R = H
∗
T (pt). Let R denote the field of fractions of R, and let H
∗
T (M) =
H∗T (M(r, n)) ⊗R R be the localized equivariant cohomology of M .
All of the usual cohomological constructions carry over to the equivariant setting. In particular, if
V is a T -equivariant vector bundle onM , we have equivariant Chern classes ck(V ) ∈ H
2k
T (M). If V
is an n-dimensional vector bundle, the top equivariant Chern class cn(V ) is called the equivariant
Euler class of V , and is denoted by e(V ).
We endow H∗T (M) with an inner product given by
〈, 〉 : H∗T (M)×H
∗
T (M) −→ R
〈x, y〉 = (−1)mp∗(i∗)
−1(x ∪ y)
where i is the inclusion
i :MT →֒M
and p is the unique map from MT to a point
p :MT −→ {pt}
For a T -stable smooth subvariety Y ⊂M , the normal bundle NY to Y inM is T -equivariant vector
bundle. If a one-parameter subgroup C∗ −→ T acts trivially on Y , then this subgroup induces a
splitting
NY = N
+
Y ⊕N
0
Y ⊕N
−
Y
where
N+Y =
⊕
n>0
NY (n)
is the positive weight space of C∗,
N−Y =
⊕
n<0
NY (n)
is the negative weight space of C∗ and N0Y is the zero weight space.
If T ′ ⊂ T is the subgroup of T which acts trivially on Y , then by choosing a generic one-parameter
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subgroup of T ′ we can guarantee that N0Y = 0. In general we can choose a splitting such that the
equivariant Euler classes of the bundles N+Y , N
−
Y satisfy
e(N+Y ) = (−1)
me(N−Y );
for our purposes we will need to choose such a splitting in three different cases, as explained in the
following three examples:
Example 1 Let M = M(r, n) and Let T = C∗ × T ′ be the r + 1-dimensional torus acting on
M(r, n), where T ′ ≃ (C∗)r be the r-dimensional subtorus acting only on the framing. Let
Y =M(r, n)T
′
=
∐
(n0,...,nr−1
C2
[n0] × . . .× C2
[nr−1]
Then the Normal bundle N to Y splits as a direct sum
N =
r−1⊕
α6=β=1
Nα,β
and we choose the one-paramter subgroup given by (1, 1)× (1, t, t2, . . . , tr−1) ∈ C∗×T ′ = T so that
N+ =
⊕
α<β
Nα,β
N− =
⊕
α>β
Nα,β
Then, looking at the character for the tangent bundle, we see that N0y = 0 and that e(N
α,β) =
(−1)e(Nβ,α), which implies that
e(N+) = (−1)(r−1)ne(N−).
Example 2 Fix a Zk module W ≃ C
r. Zk acts on M(r, n) via the inclusion Zk →֒ SL(2,C) and
the framing action W . This Zk action commutes with the T action, so that the tori T and T
′ act
on M(r, n)Zk . Let M be a connected component of M(r, n)Zk , and let
Y ⊂MT
′
be a connected component of (M(r, n)Zk )T
′
(so that we have taken a Zk-invariant piece of example
1.) Choose the one parameter subgroup of example one. The normal bundle Nk to Y ⊂M is given
by taking the Zk-invariant part of the bundle N in example one. Again, looking at the character
of this bundle, we have
e(N+k ) = (−1)
me(N−k ).
where 2m is the complex codimension of Y in M .
Example 3 Let M =M(r, n), with the T action of example 1, an let
Y =M(r, n)T .
In this case, the fixed points are isolated, and the normal bundle at y is the full tangent bundle Ty.
We choose the one-parameter subgroup given by (tr, t−r) × (1, t, t2, . . . , tr−1) ∈ T , which also has
isolated fixed points. Then, for y ∈ Y , we have
e(T+y ) = (−1)
rne(T−y ).
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3.5 Localization and the Transport Map η
We return now to the general case of a smooth, T -stable subvariety Y ⊂M . Let iY : Y −→M be
the inclusion. For x ∈ H∗T (Y ), define η(x) by
η(x) = iY ∗(x) ∪ e(N
−)−1 =
∑
j
iYj ∗(x) ∪ e(N
−
j )
−1
where {Yj} are the connected components of Y .
A priori, the image of η lies in the localized equivariant cohomology of M , since we divide by the
equivariant Euler class. However, using the argument on [Na] section 6 (see also [Vas]), we have
the following lemma:
Lemma 4. If x ∈ H∗T (Y ) then η(x) ∈ H
∗
T (M).
Proof. Repeat the argument of [Na] section 6.
Thus, we have a well-defined map
η : H∗T (Y ) −→ H
∗
T (M)
Define HmidT (M) to be the image of H
0
T (M
T ) under the map η. HmidT (M) is a subspace of the
middle dimensional equivariant cohomology H2mT (M), and the dimension of H
mid
T (M) is equal to
the number of fixed points #{MT }. This number is equal to the dimension of the total ordinary
cohomology H∗(M), since M has a Bialinicki-Birula decomposition with one cell for each fixed
point. Since all the cells in the Bialinicki-Birula decomposition are even-dimensional, the quiver
variety M has no odd dimensional homology; thus the dimension of HmidT (M) is the same as the
Euler characteristic of M .
Lemma 5. Let Y ⊂M be a T -stable smooth subvariety, and let
η : H∗T (M
T ) −→ H∗T (M)
η′ : H∗T (Y
T ) −→ H∗T (Y )
η′′ : H∗T (Y ) −→ H
∗
T (M)
be the corresponding maps. Then
η′′(HmidT (Y )) ⊂ H
mid
T (M)
Proof. Let y ∈ Y T , and let N,N ′ be the tangent bundles to M at y and to Y at y, respectively.
Then N = N ′ ⊕N ′′, where N ′′ is the normal bundle to Y in M at y. It follows that
η = η′′η′.
Proposition 5. The restriction of 〈, 〉 to HmidT (M) (note: non-localized) is non-degenerate and C
valued.
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Proof. By the localization theorem ([C-K]), the classes η(1λ) for points λ ∈ M
T form a basis of
HmidT ∗ (M). So, we directly compute
〈η(1λ), η(1µ)〉 = (−1)
mp∗(i∗)
−1(η(1λ) ∪ η(1µ)) =
= (−1)mp∗(i∗)
−1(iλ∗(1λ) ∪ iµ∗(1µ) ∪ e(N
−
λ )
− ∪ e(N−µ )
−) = δλ,µ(−1)
me(Nλ)
−2e(Tλ) = δλ,µ.
Thus, the classes η(1λ) form an orthonormal basis, and the bilinear form restricted to H
mid
T (M) is
C-valued and non-degenerate.
We will denote this restricion by 〈, 〉 as well.
Corollary 1.
η : HmidT (Y ) −→ H
mid
T (M)
is an isometry.
Proof. Let
η1 : H
0
T (Y
T ) −→ HmidT (Y )
η2 : H
0
T (Y
T ) −→ HmidT (M)
Then, by the computation in the above lemma, η1 and η2 are isometries. But η2 = ηη1, and η1 is
surjective. Thus η is an isometry.
3.6 Localization of Correspondences
Let M1,M2 be quiver varieties with a T -action, and let Y1 ⊂ M1, Y2 ⊂ M2 be T -stable smooth
subvarieties. Let Z ⊂ Y1 × Y2 be a T -stable correspondence, so that the fundemental class [Y ]
defines a linear map
[Z] : H∗T (Y1) −→ H
∗
T (Y2)
[Z](a) = q2∗(q
∗
1(a) ∪ [Z]).
Here q1, q2 are he projections from Y1 × Y2 to Y1, Y2 respectively. We extend η to a map on
correspondences by setting
η([Z]) = (i1 × i2)∗([Z]) ∪ (e(N
+
1 )
−1 ⊗ e(N−2 )
−1)
so that η([Z]) defines a linear map
η([Z]) : H∗T (M1) −→ H
∗
T (M2)
η([Z])(b) = p2∗(p
∗
1(b) ∪ η([Z])).
Here p1, p2 are the projections from M1 ×M2 to M1,M2, respectively.
Proposition 6.
η([Z])(η(x)) = η([Z](x))
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Proof. Let
pj :M1 ×M2 −→Mj j = 1, 2
and
qj : Y1 × Y2 −→ Yj j = 1, 2
be the projection maps, and let
ij : Yj −→Mj j = 1, 2
be the inclusion. Then
η([Z])(η(x)) =
= p2∗
(
p∗1(η(x)) ∪ η([Z])
)
=
= p2∗
(
p∗1(i1∗(x) ∪ e(N
−
1 )
−1) ∪ (i1 × i2)∗([Z]) ∪ e(N
+
1 )
−1 ∪ e(N−2 )
−1
)
=
= p2∗
(
p∗1(i1∗(x)) ∪ (i1 × i2)∗([Z]) ∪ e(N1)
−1 ∪ e(N−2 )
−1
)
=
= p2∗(i1 × i2)∗
(
(i1 × i2)
∗p∗1(i1∗(x)) ∪ [Z] ∪ e(N1)
−1 ∪ e(N−2 )
−1
)
=
= i2∗q2∗
(
q∗1i
∗
1(i1∗(x)) ∪ [Z] ∪ e(N1)
−1 ∪ e(N−2 )
−1
)
=
= i2∗q2∗
(
q∗1(x) ∪ e(N1) ∪ [Z] ∪ e(N1)
−1 ∪ e(N−2 )
−1
)
=
= i2∗q2∗
(
q∗1(x) ∪ [Z]
)
∪ e(N−2 )
−1 =
= η([Z](x))
Corollary 2. If [Z] : HmidT (Y1) −→ H
mid
T (Y2) then
η([Z]) : HmidT (M1) −→ H
mid
T (M2)
Proof. If x ∈ HmidT (Y1), then η(x) ∈ H
mid
T (M1). By assumption [Z](x) ∈ H
mid
T (Y2), so that
η([Z](x)) ∈ HmidT (M2). The claim now follows from the above proposition.
The above proposition and corollary will allow us to compute the (anti-)comutation relations of
an operator [X] and it’s adjoint [X]∗ on
⊕
nH
∗
T (M(r, n)) by computing relations of the transported
operators η−1([X]), η−1([X]∗) on
⊕
nH
∗
T (Y (n)) for suitably chosen T -stable subvarieties Y (n) ⊂
M(r, n).
In particular, we will consider the subvarieties of examples 1, 2, and 3. The inclusions
M(r, n)T
′
→֒M(r, n)
(M(r, n)Zk )T
′
→֒M(r, n)Zk
M(r, n)T →֒M(r, n)
of examples 1, 2, and 3 above give rise to distinct transport maps
η1 : H
mid
T (M(r, n)
T ′) −→ HmidT (M(r, n))
ηk : H
mid
T (M(r, n)
Zk )T
′
) −→ HmidT (M(r, n)
Zk )
η : HmidT (M(r, n)
T ) −→ HmidT (M(r, n))
which will be used to compute the commutation relations of the Heisenberg and Clifford operators
defined in the next section.
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4 Geometric Realization of Heisenberg and Clifford Operators
In this section we consider the fundemental vector space
Br =
⊕
n,~l
HmidT (M~l(r, n)).
and define correpondences which induce operators
Pi(n), ψi(n), ψ
∗
i (n) : B
r −→ Br.
These operators will make Br into a module over the Heisenberg algebra Hr and the Clifford algebra
Clr.
4.1 The Clifford operators ψi(k), ψ
∗
i (k)
For simplicity, we begin with the case r = 1.
For x = (A,B, i) ∈M(1l, ~v), y = (A
′, B′, i′) ∈M(1l, ~u), we write
x։ y
if there exists S ⊂ V an A,B-stable subset of dimension ~v − ~u such that
(AV/S , BV/S , iV/S) = (A
′, B′, i′).
Here M(1l, ~v) is the affine space used to define the A∞ quiver variety M(1l, ~v), and AV/S , BV/S are
the endomorphisms of the quotient space V/S induced from A and B.
Example: The Hecke correspondenceEk used by Nakajima [Na 94] to define the action of Chevalley
generator ek ∈ sl(∞) on
⊕
~v(H
∗(M(1, ~v) can be constructed in this notation as
E(k) = {(x, y) ∈M(1l, ~v)×M(1l, ~v + 1k) | y ։ x}
Then, modding out by the ⊕kGL(Vk) actions in both factors defines a correspondence ek. These
correspondences and their adjoints generate the action of sl(∞) on the cohomology of A∞ quiver
varieties. See [Sav].
For a Z-graded vector space V of dimension ~v and homogeneous maps A,B ∈ Hom(V, V ), let A(V )
and B(V ) denote the images of the linear maps A and B. Let a(~v) and b(~v) denote the dimension
vectors of the vector spaces A(V ), B(V ) respectively.
If x = (A,B, i) ∈M(1l, ~v), note that A(x) := (AA(V ), BA(V ), Ai) defines a point in M(1l+1, a(~v)).
Similarly, B(x) := (AB(V ), BB(V ), Bi) defines a point in M(1l−1, b(~v)).
Given a pair of integers k > l let ~kl be the vector
kl(i) =
{
1 l < i < k
0 otherwise
Define α(k)l,~v ⊂M(1l, ~v)×M(1l+1, ~v + ~k
l) as follows:
α(k)l,~v = {(x, y) | y ։ A(x)}
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Modding out by the GL(Vk) actions in both factors, α(k)l,~v defines a correspondence, which we
denote by α(k)l,~v
α(k)l,~v ⊂M(1l, ~v)×M(1l+1, ~v + ~k
l)
Let β(k)l,~v denote the adjoint correspondence obtained by swapping the factors
M(1l, ~v) and M(1l+1, ~v + ~k
l).
Similarly, if k ≤ l, let ~kl be the vector
kl(i) =
{
1 k − 1 < i < l
0 otherwise
Define β(k)l,~v ⊂M(1l, ~v)×M(1l−1, ~v + ~kl) as follows:
β(k)l,~v = {(x, y) | y ։ B(x)}
Modding out by the GL(Vk) actions in both factors, β(k)l,~v defines a correspondence
β(k)l,~v ⊂M(1l, ~v)×M(1l−1, ~v + ~kl).
Let α(k)l,~v denote the adjoint correspondence obtained by swapping the factors
M(1l, ~v) and M(1l−1, ~v + ~kl).
For k, l ∈ Z,~v = (vm)m∈Z, let
n(k, l, ~v) =
{
vk k > l
vk + l − k k ≤ l
Define operators ψ(k), ψ∗(k),k ∈ Z by
ψ(k) =
⊕
l∈Z,~v
(−1)n(k,l,~v)η([α(k)l,~v ])
ψ∗(k) =
⊕
l∈Z,~v
(−1)n(k,l,~v)η([β(k)l,~v ])
where
η :
⊕
n,l
HmidC∗ (Ml(1, n)
C∗) −→
⊕
n,l
HmidC∗ (Ml(1, n))
is the transport map, extended to a map on correspondences as described in the section on equa-
variant cohomology of quiver varieties.
On r-component products ofA∞ quiver varieties we have r different correspondences αi(k)l,~v, βi(k)l,~v ,
i = 0, . . . r − 1 modifying only the ith factor of the product. Accordingly, we can define operators
ψi(k), ψ
∗
i (k) : B
r −→ Br
using the map
η :
⊕
n,l
HmidT (M~l(r, n)
T ) −→ HmidT (M~l(r, n))
Note that, by construction, the operators ψi(k) and ψ
∗
i (k) are adjoint to one another.
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4.2 The Heisenberg operators Pi(n)
Define Zo ⊂
∐
n,k C
2[n] × C2
[k]
× C2
[n+k]
to be the variety of triples (A,B,C) such that A and B
have disjoint support, and there exists an exact sequence
0→ A→ C → B → 0
Let Z be the closure of Zo. The fundemental class [Z] defines a multiplication
[Z] :
⊕
n
HmidC∗ (C
2[n])⊗
⊕
n
HmidC∗ (C
2[n]) −→
⊕
n
HmidC∗ (C
2[n])
which makes
⊕
nH
mid
C∗
(C2
[n]
) into a commutative algebra (see [Gr]). We construct an r-colored
version of this algebra by defining
Zo,r ⊂
∐
~n,~k
(
C2
[n0] × . . .× C2
[nr−1])× (C2[k0] × . . . × C2[kr−1])× (C2[n0+k0] × . . .× C2[nr−1+kr−1])
to be the variety of triples ( ~A, ~B, ~C), ~A = (A0, . . . , Ar−1), ~B = (B0, . . . , Br−1), ~C = (C0, . . . , Cr−1)
such that for each i:
1) Ai and Bi have disjoint support, and
2) there exists an exact sequence
0→ Ai → Ci → Bi → 0
Let Zr be the closure of Zo,r. If
η1 :
⊕
n
HmidT (M~l(r, n)
T ′) −→
⊕
n
HmidT (M~l(r, n))
is the transport map, then η1([Z]) makes
⊕
nH
mid
T (M~l(r, n)) into a commuative algebra.
Define a new C∗ action on M~l(r, n) by
t ⋄ (A,B, i, j) = (tA,B, i, tj).
This C∗ action commutes with the T action on M~l(r, n). In particular, we have an induced action
of C∗ (also denoted by ⋄) on M~l(r, n)
T ′ . The fixed point components M~l(r, n)
T ′×C∗ (which are not
in general isolated) are naturally enumerated by r-tuples of paritions of total size n (see [Na 99]),
and we denote the fixed point component corresponding to ~λ by C~λ.
For µ ⊢ n, let ~µi be the r-tuple of partitions (0, . . . , 0, µ, 0, . . . , 0) which is equal to µ in the ith
place and empty otherwise. For example, ~1ni = (0, . . . , 0, 1
n, 0, . . . , 0), ~ni = (0, . . . , n, . . . , 0).
For n > 0, define classes pi(n), ei(n), hi(n) ∈ H
mid
T (M(r, n) by
pi(n) = [closure{z ∈M~l(r, n)
T ′ | lim
t→0
t ⋄ z ∈ C~ni}]
ei(n) = [closure{z ∈M~l(r, n)
T ′ | lim
t→0
t ⋄ z ∈ C ~1ni}]
hi(n) = [closure{z ∈M~l(r, n)
T ′ | lim
t→0
t ⋄ z exists}]
Define the classes Pi(n),Hi(n), Ei(n) by
Pi(n) = η1(pi(n))
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Ei(n) = η1(ei(n))
Hi(n) = η1(hi(n))
Multiplication by Pi(n) defines an operator, also denoted by Pi(n). Denote the adjoint of this
operator by Pi(−n). The operators Pi(n), n ∈ Z will be our Heisenberg operators. The operators
Ei(n), Hi(n) will be important for us later when we discuss the boson-fermion correspondence.
5 The Proof of the Commutation and Anti-commutation Rela-
tions
5.1 The Clifford Algebra
Let ν0 = 1 ∈ H
0
T (M(r, 0).
Proposition 7. The operators ψi(k), ψ
∗
i (k) satisfy the following anti-commutation relations:
ψi(k)ν0 = 0 ∀k ≤ 0, i = 0, . . . , r − 1
ψ∗i (k)ν0 = 0 ∀k > 0, i = 0, . . . , r − 1
{ψi(k), ψj(l)} = {ψ
∗
i (k), ψ
∗
j (l)} = 0, {ψi(k), ψ
∗
j (l)} = δijδkl
Proof. Let
Fr =
⊕
n,~l
H0T (M~l(r, n)
T )
and let η be the isomorphism
η : Fr −→ Br.
We will consider the operators
η−1(ψi(k)), η
−1(ψ∗i (k)) : F
r −→ Fr
and prove that they have the above commutation relations. For convenience, we will drop the
notation η−1, and denote our transported operators by ψi(k), ψ
∗
i (k) as well. In addition, since
ψi(k), ψ
∗
i (k) and ψj(k), ψ
∗
j (k) for i 6= j act on different coordinates in the product of A∞ quiver
varieties, the only interesting case is the case i = j; thus we may consider the case r = 1, and drop
the subscripts i, j.
In order to prove this proposition for r = 1, it will be convenient to identify the vector space
F with the semi-infinite wedge space. Given an A∞ quiver variety M(1l, ~v), we define subsets
C+~v,l, C
−
~v,l, C~v,l ⊂ Z by
C+~v,l = {k > l | vk 6= vk−1}
C−~v,l = {k ≤ l | vk = vk−1}
C~v,l = C
+
~v,l ∪ C
−
~v,l
Arranging the elements of C~v,l in decending order,
C~v,l = {i0, i1, . . .}
we get a semi-infinite wedge
C~v,l 7→ i0 ∧ i1 ∧ i2 ∧ . . .
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We define the charge of a semi infinite wedge i0∧i1∧i2∧. . . to be the integer m such that in = m−n
for n sufficiently large; in this way the quiver variety M(1l, ~v) corresponds to a semi-infinite wedge
of charge l. Let Fl denote the C-span of the semi-infinite wedges of charge l. We define a vector
space isomorphism
Fl = ⊕~vH
0
C∗(M(1l, ~v)) −→ Fl
by mapping 1 ∈ H0
C∗
(M(1l, ~v) to the semi-infinite wedge corresponding to M(1l, ~v). The following
lemma, which is easy to check, relates to coordinate entries vk of ~v to the integers appearing in the
corresponding semi-infinite monomial.
Lemma 6. If M(1l, ~v) corresponds to the wedge i0 ∧ i1 ∧ i2 ∧ . . . then the number of elements in
the set {i0, i1, i2, . . .} which are greater than k is
vk if k > l
vk + l − k if k ≤ l.
The anti-commutation relations of the operators ψ(k), ψ∗(k) will follow immediately from the fol-
lowing
Lemma 7.
ψ(k)(i0 ∧ i1 ∧ . . .) =
{
(−1)si0 ∧ . . . ∧ is−1 ∧ k ∧ is . . . is−1 > k > is
0 k = is for some s
ψ∗(k)(i0 ∧ i1 ∧ . . .) =
{
(−1)si0 ∧ . . . ∧ is−1 ∧ is+1 . . . k = is
0 k 6= is for all s
Proof. Fix l ∈ Z. It suffices to show that the proposition holds for the operators ψ(k), k > l and
ψ∗(k), k ≤ l.
We begin with the operators ψ(k), k > l.
Suppose M(1l, ~v) is nonempty and M(1l, ~v)↔ (i0 ∧ i1 ∧ . . . ∧ in ∧ . . .).
Then M(1l+l, ~v+~k
l) is non-empty if and only if k /∈ {i0, i1, i2 . . .}. If M(1l+1, ~v+~k
l) is non-empty,
then the projections
p1 : α(k) −→M(1l, ~v)
p2 : α(k) −→M(1l+1, ~v + ~k
l)
induce identity maps on cohomology, since the varieties involved are all points.
It follows that
[α(k)](i0 ∧ i1 ∧ . . . ∧ in ∧ . . .) = i0 ∧ i1 ∧ . . . ∧ is ∧ k ∧ is+1 ∧ . . . = (−1)
s+1k ∧ i0 ∧ i1 ∧ . . . ∧ in ∧ . . .
where is > k ≥ is+1. Therefore
ψ(k)(i0 ∧ i1 ∧ . . . ∧ in ∧ . . .) = (−1)
vk [α(k)](i0 ∧ i1 ∧ . . . ∧ in ∧ . . .)
But by the previous lemma vk is the number of elements in the set {i0, i1, . . .} which are greater
than k, i.e. vk = s, where is−1 > k > is.
=⇒ ψ(k)(i0 ∧ i1 ∧ . . .) =
{
(−1)si0 ∧ . . . ∧ is−1 ∧ k ∧ is . . . is−1 > k > is
0 k = is for some s
22
Now suppose that k ≤ l. We will consider the operators ψ∗(k). We have that M(1l+1, ~v + ~kl) is
non-empty if and only if k ∈ {i0, i1, i2, . . .}. As in the case ψ(k),k > l, we have
ψ∗(k)(i0∧i1∧. . .∧in∧. . .) = (−1)
vk+l−k[β(k)](i0∧i1∧. . .∧in∧. . .) =
∑
j∈Z
δij ,k(−1)
vk+l−ki0∧i1∧. . .∧îj∧. . .
But vk + l − k is the number of elements in {i0, i1, i2, . . .} which are greater than k
=⇒ ψ∗(k)(i0 ∧ i1 ∧ . . . ∧ in ∧ . . .) =
∑
j∈Z
δij ,k(−1)
j i0 ∧ i1 ∧ . . . ∧ îj ∧ . . . =
{
(−1)si0 ∧ . . . ∧ is−1 ∧ is+1 . . . k = is
0 k 6= is for all s
This completes the proof of the proposition.
Thus we obtain part (a) of the theorem stated in the introduction.
Theorem 3. ⊕
~l,n
HmidT (M~l(r, n),C)
is a geometric realization of an irreducible module for the Clifford algebra Clr.
5.2 The Heisenberg Algebra
Proposition 8. The operators Pi(n), n ∈ Z, i = 0, . . . r − 1 satisfy
Pi(n)ν0 = 0, n < 0
[Pi(n), Pj(m)] = nδi,jδn+m,0Id
This makes Br into a geometric realization of the r-colored bosonic Fock space.
Proof. Recall the isomorphism
η1 :
⊕
n
HmidT (M~l(r, n)
T ′) −→ HmidT (M~l(r, n))
We will consider the operators η−11 P (n), and show that they satisfy the same relations. For sim-
plicity we drop the notation η−11 and denote the transported operators by Pi(n). Since Pi(n) and
Pj(m) act on different factors of M~l(r, n)
T ′ , the only interesting case is i = j; thus we may consider
the case r = 1.
For a partition λ ∈ (C2
[n]
)C
∗
, we have a class [λ] = η(1λ) ∈ H
mid
C∗
(C2
[n]
). The classes {[λ]}λ⊢n form
an orthonormal basis of Hmid
C∗
(C2
[n]
), so we can construct an isometric vector space isomorphism
φ : Sym −→
⊕
n
HmidC∗ (C
2[n])
φ(sλ) = [λ]
by sending the Schur function sλ to the class [λ]. Then we have the following two lemmas.
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Lemma 8. The map φ is an isomorphism of algebras.
Proof. See [Na],[Vas].
Lemma 9. φ(mλ) = [Lλ]
Proof. See [Na],[Vas].
In particular, the operator P (n), n > 0 is the image under φ of multiplication by the power-
sum symmetric function pn. Since φ is an isometry, the adjoint operator P (−n) corresponds to the
differential operator ∂/∂pn. The proposition then follows from
∂/∂pn(1) = 0
and
[pn, ∂/∂pm] = nδn,mId
This gives part (b) of the theorem stated in the introduction.
Theorem 4. For any ~l ∈ Zr, ⊕
n
HmidT (M~l(r, n),C)
is a geometric realization of an irreducible module for the Heisenberg algebra Hr.
Passing from representations of the Heisenberg algebra Hr to a representation of the affine Lie
algebra ĝl(r), we can identify the basic representation of ĝl(r), as in part (c) of the theorem stated
in the introduction. Let Q ⊂ Zr be the sublattice whose entries sum to 0.
Theorem 5. ⊕
~l∈Q,n
HmidT (M~l(r, n),C)
is a geometric realization of the basic representation of ĝl(r).
5.3 The boson-fermion Correspondence
Now that we have constructed the fermionic operators ψi(k), ψ
∗
i (k) and the bosonic operators Pi(n)
on the common space
Br =
⊕
n,~l
HmidT (M~l(r, n))
we can relate them to one another, giving a geometric realization of the boson-fermion correspon-
dence. The result in this section should be compared to the main result of [Sav], which considers
the case r = 1 and uses localization to relate the action of the Heisenberg algebra with an action of
sl(∞). We remark that the sl(∞) action considered in [Sav] can be constructed from the Clifford
algebra action considered above.
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Theorem 6. a) As operators on Br, the bosons can be written in terms of the fermions:
Pi(n) =
∑
k∈Z
ψi(k)ψ
∗
i (k + n)
if n 6= 0, and
Pi(0) =
∑
j>0
ψi(k)ψ
∗
i (k)−
∑
j≤0
ψ∗i (k)ψi(k)
b) As operators Br(m) −→ Br(m± 1), the fermions can be written in terms of the bosons and the
shift operators:
ψi(k) =
∑
n∈Z
QHi(n)Ei(n−m+ k)
ψ∗i (k) =
∑
n∈Z
Q−1Ei(n)Hi(n+m+ k)
Proof. Recall the algebraic version of the r-colored bosonic Fock space
Bralg = Balg ⊗ . . . ⊗ Balg,
where
Balg = C[q, q
−1, p1, p2, . . .].
We denote the vector ql00 sλ0 ⊗ . . . ⊗ q
lr−1sλr−1 ∈ B
r
alg by q
~ls~λ. The vectors {q
~ls~λ}λ,~l form an
orthonormal basis of Bralg.
The map
φ : Bralg −→ B
r
φ(q
~ls~λ) = [
~λ]~l ∈ H
mid
T (M~l(r, n))
is an isometric algebra isomorphism. This implies that the operators Hi(n), Ei(n) defined above
correspond under φ to multiplication by the homogeneous symmetric functions hi(n) and the ele-
mentary symmetric functions ei(n) for n > 0 and to their adjoints for n < 0. Of course, since φ is
an isometry and an algebra isomorphism, it is also an isomorphism of Heisenberg modules.
By our construction of the Clifford algebra action on Ar, φ is also an isomorphism of Clifford
modules. The theorem now follows from the algebraic formulation of the boson-fermion correspon-
dence.
6 Higher Level Representations
6.1 A different realization of the colored bosonic Fock space
We can repeat the constructions of Heisenberg and Clifford algebras using the space C˜2/Zk
[n]
in
place of the space M(r, n), giving a different geometric realization of the the k-colored Fock spaces.
Since the bosonic Fock space is sufficient for our purposes in this paper, we will discuss it here.
Recall that the fixed points ~λ = (λ0, . . . , λk−1) ∈ (C˜2/Zk
[n]
)C∗ are naturally enumerated by k-tuples
of partitions of total size n.
For a fixed point ~λ = (λ0, . . . , λk−1) we have a class [~λ] = η
′(1~λ) ∈ H
mid
C∗
(C˜2/Zk
[n]
), where
η′ : HmidC∗ ((C˜
2/Zk
[n]
)C
∗
−→ HmidC∗ (C˜
2/Zk
[n]
)
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is the transport map. Let Symk = Sym⊗ . . .⊗Sym be the tensor product of k copies of Sym, and
let
s~λ = sλ0 ⊗ . . .⊗ sλk−1 .
There is an isometric algebra isomorphism
ψ : Symk −→
⊕
n
HmidC∗ (C˜
2/Zk
[n]
)
ψ(s~λ) = [
~λ],
where the algebra structure on
⊕
nH
mid
C∗
(C˜2/Zk
[n]
) is defined exactly as it was for the space⊕
nH
mid
C∗
(C2
[n]
).
For Σ ⊂ C˜2/Zk a C
∗ invariant curve, define the class PΣ(n) ∈
⊕
nH
mid
C∗
(C˜2/Zk
[n]
) as the fundemen-
tal class of the variety of schemes whose support is a single point on the curve Σ. The fundemental
classes [Σ] of C∗ invariant curves Σ span all of H2
C∗
(C˜2/Zk), so by extending linearly we can define
a class PX(n) for any X ∈ H
2
C∗
(C˜2/Zk). In particular, if e0, . . . , ek−1 are the fixed points of the
C∗-action on C˜2/Zk, we have classes Pη′(ei)(n) ∈ H
mid
C∗
(C˜2/Zk
[n]
). A detailed discussion of the
k-dimensional Heisenberg algebra spanned by the classes Pη(ei)(n) can be found in [Q-W], which
includes the following proposition.
Proposition 9. The operators given by multiplication by the classes Pη(ei)(n) and their adjoints
Pη′(ei)(−n) satisfy the following commutation relations:
[Pη′(i)(n), Pη′(ej)(m)] = nδi,jδn+m,0Id
In particular,
⊕
nH
mid
C∗
(C˜2/Zk
[n]
) is a geometric realization of the k-colored bosonic Fock space.
6.2 Geometric Realization of Level k Representations
The decomposition of
∐
n,~lM~l(r, n) into connected components induces a natural grading on the
vector space
Br =
⊕
n,~l
HmidT (M~l(r, n)).
For any matrix unit ei,j ∈ gl(r), the operator ei,j ⊗ t
m ∈ ĝl(r) is homogeneous with respect to this
geometric grading in the sense that if x ∈ Hmid~l
(M(r, n)) is homogeneous, then
ei,j ⊗ t
m(x) will be homogeneous as well.
The inclusion Zk →֒ C
∗ × 1 ⊂ T induces an action of Zk on the spaces M~l(r, n) such that the
connected component of the fixed point set
∐
n,~l
M~l(r, n)
Zk are Âk−1 quiver varieties.
Since the T - fixed points of
∐
n,~l
M~l(r, n) are the same as the T -fixed points of
∐
n,~l
M~l(r, n)
Zk ,
there is a natural vector space isomorphism
Br =
⊕
n,~l
HmidT (M~l(r, n)) ≃
⊕
n,~l
HmidT (M~l(r, n)
Zk ).
Thus, the decomposition of
∐
n,~lM~l(r, n)
Zk into connected components induces another (more re-
fined) grading of Br. In general, elements of the form ei,j ⊗ t
m are not homogeneous with respect
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to this new grading, but elements of the form ei,j ⊗ t
km are homogeneous with respect to it . Thus,
the corresopndences used to generate the subalgebra ĝl(r)k = gl(r)⊗C[t
k, t−k]⊕Cc can be defined
naturally inside the Zk- fixed points
∐
n,~lM~l(r, n)
Zk ×
∐
n,~lM~l(r, n)
Zk . Since ĝl(r)k is isomorphic to
ĝl(r) as Lie algebras, the geometric action of ĝl(r)k on
⊕
n,~l
HmidT (M~l(r, n)
Zk will give a geometric
realization of the level k irreducible representations of ĝl(r).
In the rest of this section we will use the above different realization of the k-colored bosonic Fock
space to construct operators corresponding to the action of the homogeneous Heisenberg subalgebra
h ⊗ C[tk, t−k] ⊕ Cc ⊂ ĝl(r)k on ≃
⊕
n,~l
HmidT (M~l(r, n)
Zk ). Since the action of this subalgebra is
sufficient for determining the level of the representation of the entire Lie algebra ĝl(r)k, this will
justify our claim that taking Zk-fixed points gives rise to level k representations.
6.3 Geometric Realization of the Heisenberg subalgebra h⊗ C[tk, t−k]⊕ Cc
For simplicity, we first discuss the case r = 1.
The fixed points λ ∈ M(~10, ~n)
C∗ ⊂ C2
[n]C
∗
are enumerated by the k-regular partitions, which
implies that the isomorphism
φ : Sym −→
⊕
~v
HmidC∗ (M(~10, ~v) ≃
⊕
n
HmidC∗ (C
2[n])
restricts to an isomorphism
φ : Symk−reg −→
⊕
n
HmidC∗ M(~10, ~n).
In particular, the power-sum symmetric function pkn is now realized geometrically as a class
P (kn) = φ(pkn) ∈ H
mid
C∗
(M(~10, ~n)).
We have a commutative diagram⊕
nH
mid
C∗
(M(10, ~n))
f∗
//⊕
nH
mid
C∗
(C˜2/Zk
[n]
)
Symk−reg
g
//
φ
OO
Symk
ψ
OO
where
f∗ : HmidC∗ (M(10, ~n)) −→ H
mid
C∗ (C˜
2/Zk
[n]
)
is the cohomology map induced from our C∗ -equivariant diffeomorphism
f : C˜2/Zk
[n]
−→M(10, ~n).
The bottom arrow g takes sµ to s~λ where
~λ is the k-quotient of the k-regular partition µ (see [Lei]).
Let 1 =
∑k−1
i=0 ei be the unit in H
0
C∗
(C˜2/Zk
C∗
); we have the associated Heisenberg class
Pη′(1)(n) =
k−1∑
i=0
Pη′(ei)(n) ∈ H
mid
C∗ (C˜
2/Zk
[n]
).
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Proposition 10. f∗(P (kn)) = Pη′(1)(n)
Proof. Using the above commutative diagram, we have only to compute the image of the power-
sum symmetic function pkn under the bottom isomorphism g. This is done in [Lei], where he shows
that the g(pkn) =
∑k−1
j=0(pn)j , where
(pn)j = 1⊗ . . .⊗ pn ⊗ . . .⊗ 1 is equal to pn in the jth coordinate. It follows that
f∗(P (kn)) = ψ ◦ g ◦ φ−1(P (kn)) = ψ ◦ g(pkn) = ψ(
k−1∑
j=0
(pn)j) =
k−1∑
j=0
Pη′(ej)(n) = Pη′(1)(n)
Lemma 10. Let 1 =
∑k
i=1 ei ∈ H
0
C∗
(C˜2/Zk
C∗
) denote the unit, and let η′ : H∗
C∗
(C˜2/Zk
C∗
) −→
H∗
C∗
(C˜2/Zk) be the transport map. Then
〈η′(1), η′(1)〉 = k
Proof.
〈η′(1), η′(1)〉 = (−1)p∗(i
−1
∗ )(η
′(1)∪η′(1)) = (−1)p∗(i
−1
∗ )(i∗(1)∪i∗(1))∪e(N
−)−2 = (−1)p∗(1∪1∪e(N)∪e(N
−)−2 =
= p∗(1 ∪ 1) = p∗((
k∑
i=1
ei) ∪ (
k∑
j=1
ej)) =
k∑
i,j=1
δi,j = k
Corollary 3. As operators on ⊕~vH
mid
T (M(
~10, ~v), the operators Pη′(1)(n) satisfy the commutation
relations
[Pη′(1)(n), Pη′(1)(m)] = knδn+m,0Id.
Proof. Using the above lemma, we can repeat the argument of [Na], chapter 9. See also [Vas],
[Q-W].
In other words, the above proposition shows that the diffeomorphism between C˜2/Zk
[n]
and
M(10, ~n) identifies two different Heisenberg subalgebras: the diagonal one-dimensional Heisenberg
subalgebra spanned by the operators Pη′(1)(n) and the one-dimensional Heisenberg subalgebra
h ⊗ C[tk, t−k] spanned by the operators P (kn). The above corollary gives a geometric proof that
these Heisenberg algebras act on the Fock space with level k.
We now consider the case when r 6= 1. Since the Zk action onM~l(r, n) commutes with the T action,
the spaces M~l(r, n)
Zk are T -stable, and the transport map η′ gives an isomorphism
η′ :
⊕
~v
HmidT (M~l(r, n)
Zk −→
⊕
n
HmidT (M~l(r, n)).
The r-dimensional subtorus T ′ ⊂ T acts on M~l(r, n)
Zk , and we have a fixed point decomposition of
M~l(r, n)
T ′×Zk into products of components of (C2
[n]
)Zk .
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For i = 0, . . . , r − 1, let P ki (n) be the operator f
∗(Pη′(1)(n)) which acts on the i-th tensor product
factor in⊕
~v
HmidT (M~l(r, n)
T ′×Zk) ≃
⊕
∑r−1
j=0 ~vj=~v
HmidT (M( ~1l0 , ~v0))⊗ . . . ⊗H
mid
T (M( ~1lr−1 , ~vr−1))
Using the isomorphism η1 : H
mid
T (M~l(r, n)
T ′×Zk) −→ HmidT (M~l(r, n)
Zk ), we can transport the
P ki (n) to operators on ⊕
~l,n
HmidT (M~l(r, n)
Zk)
We will denote these operators by P ki (n) as well.
In summary, on the space ⊕
~l,n
HmidT (M~l(r, n)
Zk)
we have an action of an r-dimensional Heisenberg algebra generated by the operators P ki (n). As
in the case r = 1, this Heisenberg algebra acts at level k. Using the isomorphism⊕
~l,n
HmidT (M~l(r, n)
Zk ) ≃ Br
we have the following proposition.
Proposition 11. The operators P ki (n) give a geometric realization of the action of the subalgebra
h⊗C[tk, t−k] on
⊕
~l,n
HmidT (M~l(r, n)
Zk).
Proof. This follows immediately from proposition 10, as in the case r = 1: the operators P ki (n)
correpond to multiplication by the power sum symmetric functions pi(kn) if n > 0 and to the
adjoint operator ∂∂pi(kn) if n < 0. Thus the operators Pi(kn) span the subalgebra h⊗C[t
k, t−k].
7 Level-Rank Duality
What we have done in this paper is construct geometric realizations of Heisenberg and Clifford
algebra representations, and show that if one passes to representations of ĝl(r), then on the space
Brk =
⊕
n,~l
HmidT (M~l(r, n)
Zk)
we get level k representations. On the other hand, Nakajima’s original construction [Na94], [Na98]
makes the very same space Brk into a level r representation of ĝl(k) (strictly speaking, Nakajima
constructs representations of ŝl(r) of level k on Borel-Moore homology, but using equivariant co-
homology one can extend this to an action of the entire algebra ĝl(k).) Thus we have a geometric
interpretation of a level-rank duality in the representation theory of the affine Lie algebras ĝl(n).
Algebraically, this duality was discovered and investigated in [Fr 81], where it was applied most
notably to character theory and to KdV equations . All of the constructions in that paper should
have geometric interpretations using Nakajima’s construction and our dual construction.
29
The existence of a level-rank duality in Nakajima quiver varieties raises some geometric ques-
tions. For example, instead of viewing our duality as a construction of two different representations
on the space Brk, we can observe that we now have two different geometric realizations of the same
representation: Nakajima’s contruction on Brk and our construction on B
k
r . The author does not
currently know a good geometric explanation for the exitence of two dual constructions of the same
representation, and finding such an explanation seems the most important question emerging from
the present paper. In the instanton language, what we are looking for is a relationship between
U(r) instantons on C˜2/Zk
and
U(k) instantons on C˜2/Zr
When k = 1, this means finding a geometric relationship between the Hilbert scheme C˜2/Zr
[n]
and
the space M(r, n). Note that both spaces have torus actions with isolated fixed points, and in both
cases the fixed point sets are parametrized by r-tuples of partitions of total size n.
We should also remark that our decision to restrict our discussion to the type Â case is not
merely for convenience, despite the fact that Nakajima’s construction works for more arbitrary
Γ ⊂ SL(2,C). Indeed, it is tempting to try to compare the instanton moduli spaces
G1 instantons on C˜2/Γ2
G2 instantons on C˜2/Γ1
where Gi is related to Γi, i = 1, 2 by the McKay correspondence. Unfortunately these instanton
moduli spaces are not complete, though in the case where G is of type A we can use the completion
M(r, n), known as the ”Geiseker compactification”. If G is not of type A, the author is not aware
of a smooth completion of the moduli space of G-instantons on a surface. There is however, the
singular ”Uhlenbeck compactification”, which does exist for more general G. One is tempted to
conjecture that there should be a ”level-rank” duality between the intersection cohomologies of the
appropriate Uhlenbeck compactifications.
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