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Introduction
Understanding the combinatorial and algorithmic nature of capacitated covering problems is still an open problem. Only a few capacitated problems were studied including the general case of Set Cover [Wolsey 1982 ] and the restricted case of Vertex Cover [Chuzhoy and Naor 2006; Guha et al. 2003 ]. Capacity constraints appear naturally in many applications, for example, bounded number of clients an antenna can serve. In this article, we consider a capacitated version of a covering problem, called rectangle stabbing. The geometric nature of the problem is used to obtain exact algorithms and constant approximation ratios for some versions of the problem.
1.1. THE PROBLEMS. The rectangle stabbing problem (RS) is a covering problem. Its uncapacitated version is defined as follows: The input is a finite set U of axis parallel rectangles and a finite set S of horizontal and vertical lines. A cover is a subset of S that intersects every rectangle in U at least once. The goal is to find a cover of minimum size. We denote the set of rectangles that a line S ∈ S intersects by U(S). Using this notation, an RS instance is simply a Set Cover instance in which the goal is to find a collection of subsets of the form U(S), the union of which equals U. Without loss of generality, one may assume that the RS instance is discrete in the following sense [Gaur et al. 2002] : rectangle corners have integral coordinates and lines intersect the axes at integral points.
In the one-dimensional version, the set U consists of horizontal intervals and the set S consists of points. This is the well-known clique cover problem in interval graphs that is solvable in polynomial time [Golumbic 1980 ]. The RS problem can be extended to d dimensions (d-RS). For d ≥ 3, the set U consists of axis parallel d-dimensional rectangles (i.e., "boxes") and the set S consists of hyperplanes that are orthogonal to one of the d axes (i.e., "walls"). In the sequel, we stick to the two-dimensional terminology, that is, we refer to U as a set of rectangles and to S as a set of lines.
Rectangle stabbing is a special case of the problem of hitting two-dimensional objects by lines (see Section 1.2 for a brief overview). Applications related to numeric computation and image processing motivated the investigation of the rectangle stabbing problem by Gaur et al. [2002] . We introduce capacity constraints that model the property that every covering object has limited resources that bound the number of elements it can cover. A limited covering ability of a covering object can occur in situations where covering each element consumes time or power. We now define the capacitated version of RS. In the capacitated d-dimensional rectangle stabbing problem, the input includes an integral capacity c(S) for every line S ∈ S. The capacity c(S) bounds the number of rectangles that S can cover. This means that, in the capacitated case, one has to specify which line covers each rectangle. The assignment of rectangles to lines may not assign more than c(S) rectangles to a line S. We discuss two variants of capacitated d-dimensional rectangle stabbing called covering with hard capacities (HARD-d-RS) and covering with soft capacities (SOFT-d-RS) .
A cover in SOFT-d-RS is formally defined as follows: The input consists of a set U of d-dimensional axis-parallel rectangles and a set S of lines (i.e., hyperplanes) that are orthogonal to one of the d axis.
Each line S ∈ S is given a nonnegative integral capacity c(S). An assignment is a function A : S → 2 U , where A(S) ⊆ U(S), for every S. A rectangle u is covered by a line S if u ∈ A(S). An assignment A is a cover if every rectangle is covered by some line, that is, S∈S A(S) = U.
The multiplicity (or number of copies) of a line S ∈ S in an assignment A equals |A(S)|/c(S) . We denote the multiplicity of S in A by α(A, S). The size of a cover A is the sum S∈S α(A, S). The goal is to find a cover of minimum size. Given the multiplicities of every line in a cover A, one can compute a cover with the same multiplicities by solving a flow problem. We therefore often refer to a cover simply as a multi-set of lines. The support of an assignment A is the set of lines {S ∈ S : A(S) = ∅}. Note that the support is a set and not a multi-set. We denote the support of A by σ (A).
In HARD-d-RS, a line may appear at most once in a cover. Hence, in this case, a cover is an assignment A for which |A(S)| ≤ c(S), (or α(A, S) ∈ {0, 1}) for every S ∈ S. In this setting, we refer to a cover as the set of lines it contains (i.e., its support). Note that SOFT-d-RS is a special case of HARD-d-RS, since given a SOFT-d-RS instance one can always transform it into a HARD-d-RS instance by duplicating each line |U| times.
All the problems mentioned above have weighted versions, in which we are given a weight function w defined on the lines. In this case, the weight of a cover A is w(S) = S α(A, S) · w(S), and the goal is to find a cover of minimum weight.
We also consider a variant of a multi-item lot sizing inventory problem (MILS) that generalizes (The reduction is shown in Section 3.) In this multi-item lot-sizing problem, there is a sequence of unit size orders denoted by O 1 , . . . , O n that need to be satisfied over a planning horizon of T discrete periods, indexed t = 1, . . . , T . We henceforth refer to orders as requests to avoid confusion with total ordering. Each request O i has a due date d i , which means that it must be manufactured at some time period s ≤ d i .
Production takes place in mixed batches of bounded capacity. Specifically, each time period t = 1, . . . , T is associated with a capacity c(t) and weight w(t). The capacity c(t) bounds the number of requests that can be manufactured at time period t, and w(t) is a fixed manufacturing cost at time period t for any positive number of requests up to c(t).
In 
In other words, shortening the holding time of the more-important requests at the expense of extending the holding time of the less-important requests never increases the overall holding costs.
Assume that it is possible to satisfy all requests; namely,
The goal is to find a feasible manufacturing schedule with the least cost.
1.2. PREVIOUS RESULTS. Since 1-RS is equivalent to clique cover in interval graphs, it can be solved in linear time [Golumbic 1980 ]. Hassin and Megiddo [1991] studied the problem of hitting two-dimensional objects by lines. They proved that d-RS is NP-hard, for d ≥ 2. They also focused on lines of restricted line slopes (e.g., horizontal and vertical lines) and objects that are horizontal segments (i.e., intersected by a unique horizontal line). Gaur et al. [2002] presented a d-approximation algorithm for d-RS that uses linear programming to reduce d dimensions to one dimension. Kovaleva and Spieksma [2004] considered weighted two-dimensional RS where each rectangle is given a demand specifying a lower bound on the number of times it must be stabbed and where a solution may contain multiple copies of the same line. Based on Gaur et al. [2002] , they presented a (q + 1)/q-approximation algorithm for the case that the minimum demand is q. For the special case of RS in which each rectangle is stabbed by exactly one horizontal line, they presented an e/(e − 1)-approximation algorithm.
Capacitated covering problems (even with weights) date back to Wolsey [1982] (see also and Bar-Ilan et al. [2001] and Chuzhoy and Naor [2006] ). Wolsey [1982] presented a greedy algorithm for weighted Set Cover with hard capacities that achieves a logarithmic approximation ratio. Guha et al. [2003] presented a 2-approximation primal-dual algorithm for the weighted Vertex Cover problem with soft capacities. Chuzhoy and Naor [2006] presented a 3-approximation algorithm for Vertex Cover with hard capacities (without weights) that is based on randomized rounding with alterations. They also proved that the weighted version of this problem is as hard to approximate as set cover. Gandhi et al. [2006] improved the approximation ratio for capacitated Vertex Cover to 2. have considered a closely related inventory model. In particular, in their model, there are n requests, not necessarily unit size, and the capacities are uniform (i.e., c(t) = C, for each t = 1, . . . , T ). Their cost structure is a special case of ours, where w(t) = w, for each t = 1, . . . , T , and the holding cost of any request is linear in the number of periods it is kept in inventory (i.e., the function H i (s) is linear). They presented an optimization dynamic-programmingbased algorithm whose running time is O(nT n+5 ) for this special case, where again n denotes the number of requests and T the number of periods. Later, proposed a polynomial-size linear program that solves a more general model with uniform capacities and time-dependent cost parameters. In particular, there is a per-unit holding cost for each time period and each request, and the overall holding costs incurred by producing the request O i at time period s is equal to the sum of the corresponding unit holding costs over the interval [s, d i ) (i.e., the function H i (s) is piecewise linear). In addition, there is a notion of relative importance of the different requests. Specifically, for each time period, the per-unit holding cost of a request is larger than the per-unit holding cost of a less-important request. Compared to the model considered by , in MILS, there are only unit size (or polynomially bounded size) requests, but a more general holding cost-structure and time-dependent capacities. However, it is well known that if we allow arbitrary request sizes, MILS becomes NP-hard. (There is a reduction from knapsack [Florian et al. 1980] .) Furthermore, recently Levi et al. [2007] have shown that without the relative importance property of the requests, the model considered by is strongly NP-hard even for unit size requests. (Clearly, the same applies to MILS.) 1.3. OUR RESULTS. We present a dynamic programming algorithm for weighted HARD-1-RS which implies also an exact algorithm for weighted SOFT-1-RS. The running time of the algorithm is O((|U| 2 |S| 2 )(|U| + |S|)). This algorithm extends to solve also the multi-item lot-sizing problem in time O((n 2 T 2 )(n + T )). Our dynamic programming algorithm is motivated by a paper by Baptiste [2006] . We note that a 2-approximation algorithm for weighted SOFT-1-RS whose running time is O(|U| 2 · |S|) was presented in Even et al. [2006] (see also Shahar [2006] ). We present 3d-approximation algorithm for SOFT-d-RS, where d is arbitrary. This algorithm solves an LP relaxation of the problem, and rounds it using the geometrical structure of the problem. For the case of hard capacities, we show that the same technique can be used to obtain a bi-criteria algorithm for HARD-d-RS that computes solutions that are 4d-approximate and use at most two copies of each line. We note that these techniques were extended in Shahar [2006] to obtain an 8-approximation algorithm for HARD-1-RS. It follows that the integrality gap of the natural LP for HARD-1-RS is bounded by 8.
Finally, we present two hardness results. The first result mimics the hardness result given in Chuzhoy and Naor [2006] , to show that weighted HARD-2-RS is Set Cover hard, even if all weights are in {0, 1}. The second hardness result proves that it is NP-hard to approximate d-RS with a ratio of c · log d, for some constant c. Note that the dimension d is considered here to be part of the input.
One Dimensional Rectangle Stabbing with Hard Capacities
In this section we present an exact algorithm for weighted HARD-1-RS. Since SOFT-1-RS is a special case of HARD-1-RS, this also implies an exact algorithm for weighted SOFT-1-RS. We mention how the algorithm can be slightly modified to apply to weighted In the one-dimensional case of the capacitated rectangle stabbing problems, rectangles are simply intervals that we draw as horizontal intervals. To facilitate the task of drawing overlapping intervals, we separate intervals by drawing them at different heights. Hyperplanes in the one-dimensional case are simply points. Since intervals are drawn as horizontal intervals with different heights, we refer to the hyperplanes as vertical lines instead of points. To summarize, the input in HARD-1-RS consists of a set U of horizontal intervals and a set S of vertical lines with capacities c(S).
We use the following notation. Given an interval u, we denote the coordinates of its endpoints by (u) < r (u). We assume, without loss of generality, that the coordinates are integers between 1 and max{2|U|, |S|}, and that there is no more than one endpoint and no more than one vertical line at each coordinate. Order the intervals by their left endpoint and denote this order by u 1 , u 2 , . . . , u |U| (i.e., (u i ) < (u i+1 )). For a vertical line S ∈ S, let x(S) denote the x-coordinate of S. Inversely, for a coordinate x let S(x) be the vertical line whose x-coordinate is x, if such exists.
Without loss of generality, we look for an optimal solution that has the following leftmost interval first property (if time is reversed, this is the well-known earliest due-date scheduling policy): For any line S ∈ S that is in the optimal solution, if S covers an interval u ∈ U, then all lines S ∈ S with (u) ≤ x(S ) < x(S) that are also in the solution are used to their full capacity and for all intervals u ∈ U covered by these lines either (u ) < (u) or r (u ) < x(S). In words, interval u cannot be covered by any line that is to the left of S, and cannot be swapped with any interval u with (u ) > (u) that is covered by such a line.
Notice that given an optimal assignment A that does not satisfy this property, one can perform a series of corrections until the property holds. Namely, as long as the assignment does not satisfy the property, each interval u is moved to the leftmost vacant line that can cover it, and any two intervals u and u covered by lines S and S respectively, are swapped if (u)
Satisfying the leftmost interval first property implies the following observation. PROOF. Assume that there exists an interval u that is covered by a line in the range [x 1 , x − 1] and r (u) ≥ x. Since u and u can be swapped, it follows A that does not satisfy the leftmost interval first property.
To define the dynamic programming, we need the following notation. For interval index i ∈ [1..n] and two coordinates
is the set of all intervals whose left endpoint is at or to the right of (u i ) and whose right endpoint falls within the range [x 1 , x 2 ].
The dynamic programming [x 1 , x 2 ] with the additional constraint that the line S = S(x 1 ) covers no more than k ≤ c(S) intervals, and if k < c(S) then the weight of S is assumed to be zero.
Let S L and S R be the lines with the leftmost and rightmost x-coordinate. Then the optimal cover is given by
The base case (i,
, where x is the x-coordinate of the next line to the right of S(x 1 ), and ∞ otherwise, since then the subproblem is infeasible.
Below, we show how to compute an entry (i, x 1 , x 2 , k), for x 1 < x 2 and k > 0 in polynomial-time given all entries (i , x 1 , x 2 , k ) with i > i. Since the size of the table is polynomial, this implies a polynomial-time algorithm. The computation is based on the Observation 2.1. To compute (i, x 1 , x 2 , k), we enumerate over all possible lines that can cover the interval u i . Consider such a line S. The coordinate x(S) partitions the problem into two subproblems: a left instance that contains all intervals in U(i, x 1 , x 2 ) whose right endpoint is to the left of x(S), which must be covered by lines to the left of S, and a right instance that contains the rest of the intervals (excluding u i ). By Observation 2.1, these intervals are covered by either S or lines to its right. See Figure 1 . This implies the following relation.
where:
The idea in Eq. (1) is that, if u i is covered by S in the interval [x 1 , x 2 ], then the subproblem U(i, x 1 , x 2 ) is partitioned into a left instance and a right instance. The left instance is U (i , x 1 , x ) , where i is the interval with leftmost left endpoint among the intervals whose right endpoint is before x(S), and x is the coordinate of the first line to the right of x 1 . We assume that (i , x 1 , x , k) is the optimum of the left instance. The right instance is U (i , x(S), x 2 ) , where i is the interval with leftmost left endpoint among the intervals whose right endpoint is not to the left of x(S), and k is the residual capacity of the line whose coordinate is x(S). We assume that (i , x, x 2 , k ) is the optimum of the right instance. The cost of covering u i by S is denoted by W (S(x)).
Note that computing an entry takes linear time, and thus the overall time complexity is O(|U| 2 |S| 2 (|U| + |S|)). The computation of (i, x 1 , x 2 , k) can be modified to compute a corresponding optimal solution.
We now turn to SOFT-1-RS. One simple way to solve SOFT-1-RS is to make U(S)/c(S) copies of each lines S, and execute the algorithm for HARD-1-RS. This straightforward reduction may increase the running time. Alternatively, one may modify the algorithm to handle soft capacities. First, the computation of the base case should take into account the possibility of using multiple copies. Second, change the way k is computed. Namely, to solve SOFT-1-RS, k is set as follows:
Note that each time k goes to zero, we set it back to the original capacity indicating the use of a new copy of the line S(x).
Multi-Item Lot Sizing
In this section, we show how to extend the dynamic programming algorithm for the weighted HARD-1-RS to solve the multi-item lot sizing problem.
Recall that an MILS instance consists of n requests O 1 , . . . , O n each for a single item. Each request O i has a due date d i . Without loss of generality, we assume that due dates are distinct. To satisfy a request O i , the respective item needs to be manufactured at some time period s ≤ d i , and in this case we are required to pay a holding cost of H i (s). We also assume that there is a complete importance relation on the requests. Specifically, assume that requests are indexed by increasing order of importance. Then, if i < j, we have
Each time period t is associated with a capacity c(t) and weight w(t). The capacity c(t) bounds the number of requests that can be manufactured at time t, and w(t) is a fixed manufacturing cost at time period t for any positive number of requests up to c(t). Our goal in MILS is to find a feasible manufacturing schedule with the least cost.
We say that a schedule respects priorities if, for every two requests O i and O j where i < j, whenever both requests are manufactured no later than min{d i , d j }, then O i is manufactured no later than request O j .
We first show that this problem is a general case of HARD-1-RS. Given an instance of HARD-1-RS we show how to translate it to a lot-sizing problem instance. Each interval u i ∈ U in the HARD-1-RS instance is associated with a request O i in the respective lot sizing instance. The due date of the request O i is the right endpoint of u i . The capacity at time t is c(S) if there is a point S located at t in the HARD-1-RS instance, and 0 otherwise. The holding cost is defined as
It follows that the importance of the requests in the lot sizing instance is determined by the left endpoints of the intervals in the HARD-1-RS instance.
Any finite weight priority respecting solution to the MILS instance corresponds to a solution to the respective HARD-1-RS instance that has the leftmost interval first property with the same weight (cost). Similarly, any solution to the HARD-1-RS instance with the leftmost interval first property corresponds to a priority respecting solution to the respective lot-sizing problem instance with the same cost (weight).
The dynamic programming for the lot-sizing problem is based on the following observation, which is similar to the corresponding observation for HARD-1-RS solution with the the leftmost interval first property.
OBSERVATION 3.1. For any time interval [t 1 , t 2 ], let O be the request with the least importance among the requests manufactured in this time interval. Suppose that request O is manufactured at time t. Then, all requests manufactured in time interval [t 1 , t − 1] have due dates earlier than t.
Similar to the previous algorithm we need the following notation. For i ∈ [1..n] and time periods t 1 ≤ t 2 , such that ] with the additional constraint that the production capacity at time t 1 is k ≤ c(t 1 ) and, if k < c(t 1 ), then the (residual) cost of production at t 1 is zero.
Let d min and d max be the the minimum and maximum due dates. Then the optimal solution is given by (1, d min , d max , c(d min ) ).
The base cases are similar to the ones described in Section 2. We show how to compute an entry (i, t 1 , t 2 , k), for t 1 < t 2 and k > 0 in polynomial time given all entries (i , t 1 , t 2 , k ) with i > i. We enumerate over all possible times to produce O i . Suppose that O i is produced at time t. This partitions the problem into two subproblems: one with all requests in O(i, t 1 , t 2 ) whose due date is before t, and all the rest of the requests (excluding O i ) that by Observation 3.1 must be manufactured no earlier than time t.
Finally, we note that if the requests are not unit size but polynomially bounded, we can treat each request as a collection of unit size requests and apply the same algorithms to get an optimal solution. (In this case, we assume that production can be split over several time periods.) As we have already mentioned, for requests with arbitrary size (that are not polynomially bounded), the problem is NP-hard, even if there is only a single request [Florian et al. 1980 ].
Fractional Rectangle Stabbing
In this section, we present LP relaxations of d-dimensional rectangle stabbing with soft and hard capacities. The constraints in these LPs are not restricted to packing or covering constraints. Hence, solving the LPs in polynomial time requires general LP algorithms (such as the Ellipsoid algorithm or interior point methods). We then show that the LP relaxations can be interpreted as network flow problems if some of the variables are fixed.
LP FORMULATION. Following Chuzhoy and Naor [2006]
, we consider the linear programming relaxation for HARD-d-RS. To simplify notation, we write u ∈ S instead of u ∈ U(S).
We denote this LP by LP-HARD. The variable x(S) indicates the "portion" of S that belongs to the cover. The variable y (S, u) indicates the portion of u that is covered by S. Constraints of type (3) are simply covering constraints. Capacity constraints are formulated using constraints of types (4) and (5). Constraints of type (6) and type (7) are fractional relaxations of x(S), y(S, u) ∈ {0, 1}. Note that there is a variable y(S, u) only if u ∈ S. However, to simplify notation, we consider all pairs (S, u), regardless of whether u ∈ S. In case u ∈ S, we simply assign y(S, u) = 0. An LP-relaxation of SOFT-d-RS is obtained by omitting constraints of type (6). We denote the LP-relaxation without constraints of type (6) 
Any integral solution must set the value of at least 1 to at least for every line S and rectangle u. This means that the value of the fractional minimum is 1 + 1 k , while the integral optimum is 2.
The following definitions apply to both LP-HARD and LP-SOFT. We refer to a pair (x, y) as a partial cover if it satisfies all the constraints, except (perhaps) constraints of type (3). A rectangle is covered if its type (3) constraint is satisfied. If S | u∈S y(S, u) ≥ α, we refer to u as α-covered. If S | u∈S y(S, u) > 0, we say that u is positively covered.
We denote an optimal solution by (x * , y * ). The sum S∈S x * (S) is denoted by opt * . Without loss of generality we assume that the covering constraints are tight, that is, that S | u∈S y * (S, u) = 1 for every u ∈ U.
A NETWORK FLOW FORMULATION.
This section is written in HARD-d-RS terms, but similar arguments can be made in the case of SOFT-d-RS. Once the values of the x variables are fixed, it is very useful to view the LP relaxation as a network flow problem [Bar-Ilan et al. 2001; Chuzhoy and Naor 2006] . Namely, we are given a (fractional) set of lines x and wish to find the best possible assignment y.
The network N x is the standard construction used for bipartite graphs (see Figure 2 for an example). On one side we have all the lines and on the other side we have all the rectangles. There is an arc (S, u) if u ∈ S. The capacity of an arc (S, u) equals x(S). There is a source s that feeds all the lines. The capacity of each arc (s, S) emanating from the source equals x(S) · c(S). There is a sink t that is fed by all the rectangles. The capacity of every arc (u, t) entering the sink equals 1.
In the one dimensional case, the bipartite graph described above is a convex bipartite graph (see Lawler [2001, p. 196] ). OBSERVATION 4.1. There is a one-to-one correspondence between vectors y such that (x, y) is a partial cover and flows f in N x . The correspondence y ↔ f y satisfies f y (u, t) = S|u∈S y(S, u), for every rectangle u ∈ U, and f y (s, S) = u∈S y(S, u), for every line S ∈ S. PROOF. Given y simply define f y as follows. u, t) . The mapping from flows to vectors is defined similarly.
We often refer to f y (s, S) as the flow supplied by S and to f y (u, t) as the flow delivered to u. To simplify notation, we denote f y (s, S) by f y (S) and f y (u, t) by f y (u). We say that y is maximum with respect to x if f y is a maximum flow in N x .
Next, we show that we can identify infeasible instances of HARD-d-RS.
OBSERVATION 4.2. Feasibility of a HARD-d-RS instance can be verified by computing a maximum integral flow in a network N x , where x(S) = 1, for every S ∈ S.
The following observation is based on the integrality of a max-flow in a network with integral capacities. It implies that it suffices to compute a feasible cover (x, y), where x is integral. Definition 4.4. Let (x, y) and (x, y ) be partial covers. We say that y dominates y if (i) f y (u) ≥ f y (u), for every u ∈ U, and (ii) f y (S) ≥ f y (S), for every S ∈ S. We write y y to denote that y dominates y.
OBSERVATION 4.5. Let (x, y) denote a partial cover. Then one can find in polynomial time a vector y that satisfies: (i) y is maximum with respect to x, and (ii) y dominates y.
PROOF. We use an augmenting path algorithm to compute a maximum flow f in N x starting with f y . The flow f induces the desired vector y y since saturating an augmenting path from s to t never decreases the flow in edges exiting s, or in edges entering t.
Let aug-flow be an efficient algorithm that given a partial cover (x, y), finds a vector y y that is maximum with respect to x. Note that aug-flow may change the assignment of lines to rectangles. In terms of the network flow, the flow of certain edges may decrease, but the sum of flows that enters (exits, respectively) every rectangle (line, respectively) does not decrease.
d-Dimensional Rectangle Stabbing
In this section, we present a 3d-approximation algorithm for SOFT-d-RS. We also present a bi-criteria approximation algorithm for HARD-d-RS that computes a 4d-approximate cover that uses at most two copies of each line. The algorithms are based on solving LP-SOFT or LP-HARD, and then rounding the solution. For the sake of simplicity, the algorithms are presented for the two dimensional case (d = 2). 5.1. FINDING A PARTIAL COVER. Let (x * , y * ) be an optimal solution of LP-SOFT. We define
denote a partition of L into horizontal and vertical lines. Loosely speaking, we partition the horizontal lines in L h into "contiguous blocks" by accumulating lines in L h from "top" to "bottom" until the sum of fractional values x * (S) in the block is exactly ε. A block may start (or end) in the "middle" of a line S. In this case, S belongs to two consecutive blocks, and we treat S as though it has two copies, one belongs to the left block and the other to the right block. Also, x * (S) is split between the copies. Formally, let L h = {S 1 , . . . , S m }. Assign the segment 1 I 1 = [0, x * (S 1 )) to S 1 , and assign the segment 
We note that two copies of the same line may be chosen by two consecutive blocks.
Definition 5.2. We define the partial cover (x, y) as follows. The support of the cover is H ∪ L * . For every S ∈ H and u ∈ U(S), we keep x(S) = x * (S) and y(S, u) = y * (S, u). For every S ∈ L * and u ∈ U(S), let B(S) denote the block that contains S. Then,
Note that if u ∈ S * h, j , then S * h, j covers u to the same extent that u is covered by lines in L h j according to y * . Hence, rectangles that are intersected by S * h, j are "locally satisfied". Also notice that S x(S) ≤ S x * (S). We now prove that (x, y) is a indeed partial cover. PROOF. We first show that constraints of type (5) 
We show that constraints of type (4) are satisfied, namely, that u∈S y(S, u) ≤ c(S)x(S), for every S ∈ S. This trivially holds for S ∈ H ∪ L * since both x(S) = 0, and y(S, u) = 0. Constraint (4) holds for S ∈ H , since x(S) = x * (S), and y(S, u) = y * (S, u). It remains to consider a line S * ∈ L * . Let B denote the block of lines in L that contains S * .
The first inequality follows from the fact that some rectangles may lose part of their flow, the second inequality is due to LP Constraints of type (4), and the third inequality follows from Definition 5.2.
CLAIM 5.4. The coverage of every rectangle u is greater than (1 − 2dε) in the partial cover (x, y).
PROOF. Consider a rectangle u. We show that, in each dimension, the coverage of u decreases by less than 2ε due to the transition from y * to y. By definition, coverage by lines in H is preserved. In addition, if a rectangle u intersects all the lines u) . It follows that u may lose coverage only in the "leftmost" and "rightmost" blocks that u intersects. In each such block, the coverage of u is bounded by ε, (a one dimensional example is given in Figure 3 ). Since u is covered in (x * , y * ), it follows that S y(S, u) > 1 − d · 2ε, and the claim follows.
RECTANGLE STABBING WITH SOFT CAPACITIES.
In this section, we show how to obtain 3d-approximate solutions for SOFT-d-RS. First, by replicating lines, we modify the fractional solution (x * , y * ) so that x * (S) ≤ 1/3 for every S. If there exists a line S such that x * (S) > 1/3, we replace it with k = 3x * (S) copies of S denoted by S 1 , . . . , S k , where
Obviously, feasibility and cost is preserved by the splitting of S into k copies.
Let ε = 1 3d
. By Claim 5.4, each rectangle is 1/3-covered by (x, y). A cover is obtained by scaling by a factor of 3, namely x (S) = 3x(S) = 1 for every S ∈ S such that x(S) > 0 and y (S, u) = 3y(S, u) for every u ∈ S. Note that if
, and thus x (S) ≤ 3d · x(S). Clearly, every rectangle is covered by (x , y ). Moreover, by Observation 4.3, an integral y such that (x , y ) is a cover can by computed in polynomial time. (x , y ) is a 3d-approximation, since x (S) ≤ 3d · x(S) for every S, and S x(S) ≤ S x * (S).
5.3. RECTANGLE STABBING WITH HARD CAPACITIES. We present a bi-criteria approximation algorithm for HARD-d-RS that computes a 4d-approximate cover that uses at most two copies of each line.
We first compute an optimal solution for LP-HARD. Afterwards, we set ε = 1 4d
and compute H and L * using the algorithm that was presented in Section 5.1. By Claim 5.4 we get that each rectangle is 1/2-covered by (x, y). A cover is obtained by scaling as follows. Let x (S) = 2x(S) for every S ∈ S, and y (S, u) = 2y(S, u) for every S ∈ S and u ∈ S. Note that x(S) ≤ 1, for every line S ∈ H , hence x (S) = 2 · x(S) ≤ 2. Also, note that every line S ∈ L * may belong to at most two blocks, and that for each such occurrence x (S) = 1. Therefore, S may appear at most twice in the solution. Also, note that we rely on Observation 4.3 to compute an integral y such that (x , y ) is a cover.
The approximation ratio of 4d is proved as follows. First, note that x(S) > 0 only if S ∈ H ∪ L * . Now, if S ∈ H and x(S) > 1/2, then x (S) = 2 ≤ 4x(S). Otherwise, x(S) ≤ 1/2 and therefore x (S) = 1 ≤ 4d · x(S). It follows that x (S) ≤ 4d · x(S) for every S, which means that (x , y ) is a 4d-approximate cover.
Hardness Results
In this section, we present two hardness results. Both results rely on the fact that Set Cover cannot be approximated within a factor of c log n for some c > 0, unless P=NP [Feige 1998; Raz and Safra 1997] . The first reduction shows that the HARD-d-RS problem is Set Cover hard, for d ≥ 2, if weights are given to the lines. The second reduction shows that it is NP-hard to approximate d-RS within c log d, for some constant c when the dimension d is part of the input.
6.1. WEIGHTED RECTANGLE STABBING WITH HARD CAPACITIES. We show that for d ≥ 2 the weighted capacitated rectangle stabbing is as hard to approximate as Set Cover. Chuzhoy and Naor [2006] presented a reduction of Set Cover to weighted capacitated Vertex Cover in bipartite graphs. Our reduction mimics their reduction by applying it to the adjacency matrix of bipartite graphs (as in the Egerváry-König Theorem).
Consider the Set Cover instance with the collection C = {C 1 , . . . , C m } of subsets of {1, . . . , n}. We construct the two-dimensional instance (S, U) of weighted capacitated rectangle stabbing as follows. The rows, indexed 1, . . . , n correspond the elements, and the columns, indexed 1, . . . , m correspond to the subsets. The set of rectangles U contains a unit (one by one) square u ij for every pair (i, C j ) such that i ∈ C j . The coordinates of the center of u i j are (i, j). The vertical lines in S are (x = j), for 1 ≤ j ≤ m. Each vertical line is assigned unit weight and capacity n. The horizontal lines in S are the lines (y = i), for 1 ≤ i ≤ n. The weight of every horizontal line is zero, and the capacity of the line (y = i) is |{C j | i ∈ C j }| − 1.
Given a solution C ⊆ C to the Set Cover instance, the corresponding solution to the rectangle stabbing instance consists of the vertical lines (x = j), where C j ∈ C and all the horizontal lines. Given a solution S ⊆ S to the rectangle stabbing instance, it is easy to see that {C j | (x = j) ∈ S } is a Set Cover. This completes the approximation preserving reduction.
RECTANGLE STABBING WITH DIMENSION d.
We present an approximation preserving reduction from Set Cover to Rectangle Stabbing. The dimension of the reduced instance equals the number of sets in the Set Cover instance. Therefore, it is NP-hard to approximate d-RS within c log d, for some constant c.
Consider the Set Cover instance with the collection C = {C 1 , . . . , C m } of subsets of {1, . . . , n}. We construct the following instance of m-dimensional rectangle stabbing. For every 1 ≤ j ≤ n, let χ j ∈ R m be a vector that indicates which subsets in C contain j. Formally, χ j = (χ j1 , . . . , χ jm ), where χ ji = 1 if j ∈ S i , and zero otherwise. For every 1 ≤ j ≤ n, let u j denote the rectangle whose opposite corners are χ j and (−1, . . . , −1). Each set C i is represented by the hyperplane x i = 1/2 (i.e., the ith coordinate equals 1/2). Since a rectangle u j intersects a hyperplane (x i = 1/2) if and only if j ∈ C i , the reduction follows.
Open Problems and Concluding Remarks
We list a few open problems. It is unknown whether there exist O(d)-approximation algorithms for HARD-d-RS or for weighted SOFT-d-RS. (We showed that weighted HARD-d-RS is set-cover hard.) Gaur et al. [2002] presented a d-approximation algorithm for weighted d-RS that uses linear programming to reduce the problem into d one-dimensional instances. The analysis of their algorithm relies on the integrality of the LP relaxation in the one dimensional case. Our exact algorithm for weighted SOFT-1-RS does not imply a bound on the integrality gap. On the other hand, our 3-approximation algorithm for unweighted implies that the integrality gap of unweighted SOFT-1-RS is at most 3. Hence another 3d-approximation algorithm follows by combining a reduction similar to the Gaur et al. [2002] and our 3-approximation algorithm for SOFT-1-RS.
