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Abstract
We elaborate the Chern-Simons (CS) matrix models at large N . The saddle point
equations of these matrix models have a curious structure which cannot be seen in the
ordinary one matrix models. Thanks to this structure, an infinite number of multi-cut
solutions exist in the CS matrix models. Particularly we exactly derive the two-cut
solutions at finite ’t Hooft coupling in the pure CS matrix model. In the ABJM matrix
model, we argue that some of multi-cut solutions might be interpreted as a condensation
of the D2-brane instantons.
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1 Introduction
Matrix models play crucial roles in various topics in theoretical physics. (See, for example,
recent review [1, 2].) Particularly, in string theory, there are several proposals that matrixes
may provide the non-perturbative formulation of non-critical strings [3, 4, 5, 6] and critical
strings [7, 8, 9], and, many remarkable results have been obtained in this direction. Besides,
since matrixes are also related to the large-N gauge theories, they play special roles in
quantum gravity through the gauge/gravity correspondence [10, 11, 12, 13].
Recently, the importance of matrix models is significantly increasing in supersymmetric
gauge theories and related mathematical physics too. In supersymmetric theories, the dy-
namical degree of freedom drastically reduce due to the cancellation between the bosons and
fermions, and, in some special cases, the theories are effectively described by zero dimen-
sional matrix models [14, 15, 16, 17]. Especially, through the development of the localization
technique [18, 19], many correspondences between the supersymmetric gauge theories and
matrix models have been found. (See reviews [20, 21, 22].)
Among these matrix models, we focus on the U(N) Chern-Simons (CS) matrix models
in this article. The partition function of the pure CS matrix model is given by [23, 24, 25]
ZCSN (k) =
1
N !
∫ ∏
i
dui
2π
e−
N
4piiλ
∑
i u
2
i
∏
i<j
[
2 sinh
ui − uj
2
]2
. (1)
Here λ ≡ N/k is the ’tHooft coupling and k is an integer representing the CS level. The
computation of this integral has been already done and we know the exact value of this
partition function as a function of k and N [25, 26]. However investigating this model is
still valuable. As we will see, this model shows curious properties which have not been seen
in any other one matrix models. In addition, the varieties of the pure CS matrix model are
being actively studied, and understanding this model may help us in developing insights into
these models. For example, the ABJM theory [13] on S3 is described by a similar matrix
integral [25]. Also the three dimensional N = 2 supersymmetric CS matter theory coupled
to matters with arbitrary R-charge on S3 is described by a related matrix model [27, 28].
Especially the ’tHooft limit of these models are important in string theory, and we study
these CS matrix models under this limit.
When we take the ’tHooft limit (N →∞, λ fixed), the saddle point approximation may
be applicable. The saddle point equation of the pure CS matrix model (1) is given by
ui =
2πiλ
N
∑
j 6=i
coth
ui − uj
2
, (i = 1, · · · , N). (2)
1
u √
8piiλ
−
√
8piiλ
one-cut solution
u
2piλ/n
−2piλ/n
piin
−piin
two-cut solution
Figure 1: Solutions of the pure CS matrix model at weak coupling |λ| ≪ 1. The red lines
represent the eigenvalue distributions (cuts). n in the two-cut solution is an integer.
The solution of this equation at finite λ has been found, and it is characterized by a single
cut of the eigenvalue distribution [24, 29, 30]. (See figure 1 (left).)
Then a natural question is whether the solution is unique. We find that the answer
is no. The saddle point equation (2) has an interesting structure which allows an infinite
number of solutions characterized by multi-cut eigenvalue distributions. See figure 1 (right)
for a two-cut solution. Moreover these multi-cut solutions would ubiquitously exist in the
varieties of the CS matrix models too. (Actually such multi-cut solutions were first found
in the CS matrix model coupled to adjoint matters through a numerical analysis [31].)
In one matrix models, the multi-cut solutions are usually related to the large-N instantons
[32, 33]. We argue that indeed some of the multi-cut solutions in the ABJM theory might be
interpreted as a condensation of the D2-brane instantons [34]. Besides, some of the multi-cut
solutions in the CS matrix model coupled to adjoint matter case might be related to the
poles in the Borel plane [35]. However, we have not understood the physical interpretations
of other multi-cut solutions. They might be related to some non-perturbative objects in the
CS matrix models and string theory.
Although we find the new multi-cut solutions in the CS matrix models, we have to em-
phasize that we just evaluate the saddle point equation (2). It means that we cannot answer
whether these solutions should be summed up through the path integral (1). This is a crucial
question but we leave this problem for future work.
The organization of this paper is as follows: In section 2, we explain the basic idea of
the derivation of the multi-cut solutions in the pure CS matrix model at weak coupling.
(We show the derivation at finite coupling in appendix A.) In section 3, we consider the CS
2
matrix model coupled to adjoint matters. There, we argue the relation to the poles in the
Borel plane in this model. In section 4, we argue the multi-cut solutions in the ABJM matrix
model and show the connection to the D2-brane instantons. Section 5 list some discussions
for future explorations.
2 Multi-cut Solutions in pure CS matrix model
2.1 One-cut solution
We first briefly review how the one-cut solution in the pure CS matrix model (1) which
has been investigated in the previous studies is obtained. To see it quickly, we take a weak
coupling limit |λ| ≪ 1 of the saddle point equation (2), although we can solve it even at finite
λ [24, 29, 30]. Under this limit, the quadratic potential of the path integral (1) dominates
and the eigenvalues may be strongly confined around ui ≃ 0. Thus we can approximate the
right hand side of the saddle point equation (2) as
V ′G(ui) =
2λ
N
∑
j 6=i
1
ui − uj , (i = 1, · · ·N), VG(u) ≡
1
4πi
u2. (3)
This is the well-known saddle point equation for the Hermitian matrix model with a (com-
plex) Gaussian potential, and we can solve this equation at large N by using the resolvent.
Although the derivation of the solution is well known, since we will use this technique to
obtain the multi-cut solutions too, we briefly explain it here.
To solve equation (3) at large N , we introduce the eigenvalue density ρ(z) and the
resolvent v(z) which are defined by
ρ(z) =
1
N
N∑
i
δ(z − ui), v(z) =
∫ b
a
dw
ρ(w)
z − w. (4)
Here a and b denote the location of the end points of the eigenvalue distribution, which will
be determined later. By using the resolvent, the saddle point equation (2) becomes1
V ′G(z) = λ lim
ǫ→0
[v(z + iǫ) + v(z − iǫ)] , (z ∈ [a, b] ) (5)
and the eigenvalue density can be read off from the resolvent
ρ(z) =− 1
2πi
lim
ǫ→0
[v(z + iǫ)− v(z − iǫ)] , (z ∈ [a, b] ). (6)
1 ǫ may be a complex, since the cut does not need to be on the real axis in the CS matrix models.
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Also, through the definition of the resolvent (4), v(z) shows the asymptotic behavior
v(z)→ 1
z
, (z →∞). (7)
We will use this equation as the boundary condition of v(z).
The one-cut solution of equation (5) can be obtained by using the following ansatz [36]
v(z) =
1
λ
∫
C1
dw
4πi
V ′G(w)
z − w
√
(z − a)(z − b)
(w − a)(w − b) , (8)
where the integral contour C1 goes around the cut: [a, b] in a counter-clockwise way. By
performing this integral and imposing the boundary condition (7), we obtain
v(z) =
z
4πiλ
− 1
4πiλ
√
z2 − 8πiλ, (9)
where a and b have been determined b = −a = √8πiλ. Obviously this resolvent satisfies the
equation (5). From this result, we obtain the eigenvalue density,
ρ(z) =
1
4π2iλ
√
8πiλ− z2,
(
z ∈
[
−
√
8πiλ,
√
8πiλ
])
. (10)
Thus the eigenvalues are distributed in the complex plane as shown in figure 1 (left) 2.
2.2 Two-cut solution
Now we show that the saddle point equation (2) even at weak coupling has a non-trivial
structure and other solutions exist. As a warm up, we first consider the saddle point equation
(2) at N = 2.
u1
2πiλ
=
1
2
coth
u1 − u2
2
,
u2
2πiλ
= −1
2
coth
u1 − u2
2
. (11)
By summing these equations, we immediately find u2 = −u1 and the equations reduce to
u1
2πiλ
=
1
2
cothu1. (12)
Obviously this equation has an infinite number of solutions. If λ is small, we can perturba-
tively solve this equation and obtain
u1 = ±
√
πiλ+ · · · , (13)
u1 = πin +
λ
n
+ · · · , (14)
2In addition to this cut, its images appears on z ∈
[
−√8πiλ+ 2πin,√8πiλ+ 2πin
]
, (n ∈ Z) due to the
periodicity of the coth in the saddle point equation (2). In this paper, we do not count these images as the
number of the cuts.
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where n is a non-zero integer. If we take N large, the first equation would correspond to
the one-cut solution (10). On the other hand, the second solution indicates the existence of
another class of the solutions3.
Let us try to find the solution corresponding to the second solution at large N . By
regarding the result (14), it is natural to take the following ansatz,
ui = πin+ xi, (i = 1, · · · , N/2),
uN/2+j = −πin + yj, (j = 1, · · · , N/2). (15)
We can choose the integer n positive without loss of generality. By substituting this ansatz
into the saddle point equation (2), we obtain
n
2
+
1
2πi
xi =
λ
N
N/2∑
j 6=i
coth
xi − xj
2
+
λ
N
N/2∑
j=1
coth
xi − yj
2
, (i = 1, · · · , N/2),
−n
2
+
1
2πi
yi =
λ
N
N/2∑
j 6=i
coth
yi − yj
2
+
λ
N
N/2∑
j=1
coth
yi − xj
2
, (i = 1, · · · , N/2). (16)
From now, we focus on the weak coupling limit |λ| ≪ 1 and consider the leading order in the
expansion. (We show the result at finite λ in appendix A.) We assume that the eigenvalues
locate around xi = 0 and yj = 0 at weak coupling similar to the one-cut solution in the
previous section. (Actually we will later see that xi, yj ∼ O(λ) similar to the N = 2 case
(14).) Then equation (16) reduce to
n
2
=
2λ
N
N/2∑
j 6=i
1
xi − xj +
2λ
N
N/2∑
j=1
1
xi − yj , (i = 1, · · · , N/2),
−n
2
=
2λ
N
N/2∑
j 6=i
1
yi − yj +
2λ
N
N/2∑
j=1
1
yi − xj , (i = 1, · · · , N/2). (17)
Here we argue how “forces” act on the eigenvalues {xi} and {yj}. The expression of the
right hand side of these equations are similar to the Vandermonde repulsive force between
the eigenvalues in the Hermitian matrix model (3). The difference is that they also work
between xi and yj as if they locate nearby, although they are actually separated by 2πin in
the complex plane. The left hand side of equation (17) is an external force acting on the
eigenvalue xi and yj. It drags xi towards the left direction (xi → −∞) and yj towards the
right direction (yj → ∞). These directions of the forces can be read off from the potential
3A related speculation was first done in Ref.[31].
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of the CS matrix model (1) u2i /4πi too. At ui = πin+ xi, this potential can be expanded as
u2i /4πi = πin
2/4 + nxi/2 + · · · which is a linear potential for xi at the leading order. From
the sign of this potential, we confirm that xi is indeed dragged towards xi → −∞.
Thus xi and yj tend to move toward left and right, respectively, and they repulse each
other. Hence, if we set xi right and yj left, they may balance similar to the N = 2 solution
(14). By regarding it, we assume that xi and yj satisfy
Re (yj) ≤ 0 ≤ Re (xi) . (18)
This assumption allows us to combine the saddle point equations for xi and yj (17) into a
single equation
V ′(zi) =
2λ
N
N∑
j 6=i
1
zi − zj , V
′(z) = n
[
θ (Re (z))− 1
2
]
, (i = 1, · · · , N), (19)
where zi = xi for 1 ≤ i ≤ N/2 and zi+N/2 = yi for 1 ≤ i ≤ N/2. We have used the step
function θ(x) in order to combine the left hand sides of the equation (17). Now the problem
becomes much simpler. This is merely a standard potential problem (3) with the singular
potential
V (z) = nz
[
θ (Re (z))− 1
2
]
. (20)
We plot the profile of V (z) in figure 2 (right). Although V (z) is singular, this potential has
the unique minimum at z = 0 and the solution would be given by an “one-cut” configuration.
Here “one-cut” means “one-cut” of zi and it indeed describes the two-cuts of the original
variable ui as shown in figure 1. Hence we introduce the resolvent v(z) as in the previous
section and apply the ansatz for the one-cut solution
v(z) =
1
λ
∫
C1
dw
4πi
V ′(w)
z − w
√
(z − a)(z − b)
(w − a)(w − b)
=
1
λ
∫ b
0
dw
2πi
n
z − w
√
(z − a)(z − b)
(w − a)(w − b) +
1
λ
∫
C1
dw
4πi
−n
2
z − w
√
(z − a)(z − b)
(w − a)(w − b) . (21)
Here we have defined a and b as the end points of the cut and C1 as the contour around
them. We have taken Re(b) > 0 and Re(a) < 0 obeying the assumption (18).
By regarding the parity symmetry z ↔ −z of the potential V (z) (20), we assume a = −b.
Then, by performing the integrals in (21), we obtain
v(z) =
n
πλ
arctan
(√
z + b
z − b
)
− n
4λ
. (22)
6
2piλ/n
Rev(z)
Imv(z)
−2piλ/n
V (z)
2piλ/nVeff(z)
Figure 2: (Left) Profile of the resolvent v(z) (24). The red curve is Re[v(z)] and the blue
curve is Im[v(z)] (z ∈ R). Re[v(z)] on the cut agrees with the step function potential (19)
correctly. Im[v(z)]/π describes the eigenvalue density ρ(z), and it shows an “onion head”
distribution. (Right) The blue curve is the real part of the effective potential Veff(z) for the
single eigenvalue of the matrix in the two-cut solution. The red line is the classical potential
V (z) (20). The plateau along the cut [−2πλ/n, 2πλ/n] appears in the effective potential.
We can confirm that this resolvent satisfies the equation (5) with V ′(z) given by (19)4. Thus
the ansatz (21) works even in such a singular potential case too.
Now we take the limit z → ∞ and determine b so that v(z) satisfies the boundary
condition (7). By using the expansion arctan(1 + x) = π
4
+ x
2
+O(x2), we obtain
v(z) =
nb
2πλ
1
z
+O
(
1
z2
)
, (z →∞). (23)
Hence we fix b = 2πλ/n, and we finally obtain
v(z) =
n
πλ
arctan
(√
nz + 2πλ
nz − 2πλ
)
− n
4λ
. (24)
The result is plotted in figure 2 (left). From this plot, we can read off the eigenvalue density of
the solution. Interestingly the profile of the density is an “onion head” shape, and it is quite
different from the one-cut solution (10) obeying the semi-circle law. Note that, although the
density diverges at z = 0 as ρ(z) ∼ log |z|, ρ(z) is correctly normalized ∫ ρ(z)dz = 1.
2.2.1 Effective potential and free energy
Through the standard matrix model technique [2], we compute the effective potential Veff(z)
which is the potential for the single eigenvalue of the matrix in the two-cut solution (24).
4To see that the resolvent (22) satisfies the equation (5), the relation arctanx = i
2
log
(
i+x
i−x
)
is useful.
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For z > 0, it becomes
Veff(z) =
∫ z
dw (V ′(w)− 2λv(w))
= nz − 2nz
π
arctan
(√
nz + 2πλ
nz − 2πλ
)
− 2λ log
(
z +
√
z2 − 4π
2λ2
n2
)
. (25)
The result is plotted in figure 2 (right). As usual, a plateau appears on the cut. Thus,
although the eigenvalue density has the singularity at z = 0, the effective potential is not so
different from the ordinary solutions in the one matrix models [2].
We can also compute the free energy of this solution,
F 2−cut(λ,N) =
N2n2πi
4λ
+
N2
λ
[∫ b
−b
dzV (z)ρ(z) − λ
2
PV
∫ b
−b
dz
∫ b
−b
dwρ(z)ρ(w) log (z − w)2
]
=
N2n2πi
4λ
+N2
[
−1
2
− log
(
2πλ
n
)]
. (26)
Here the first term is from the original classical potential u2i /4πiλ. Similarly we can calculate
the free energy of the one-cut solution (9),
F 1−cut(λ,N) = −N
2
2
log λ+O(λ). (27)
Thus the real part of the free energy of the one-cut solution is lower than the two-cut solution
at weak coupling, and it will dominate the path integral (1).
2.2.2 Other multi-cut solutions
We have obtained the two-cut solution inspired by the N = 2 analysis (14). If we change N
as N = 3, 4, 5, · · · in the saddle point equation (2), we would easily find various non-trivial
solutions. These solutions indicate the existence of further multi-cut solutions in this system.
For example, at weak coupling, we can approximately superpose the one-cut solution (9) and
the two-cut solution (24), if n is odd. See figure 3 (left). (When n is odd, the coth interaction
between these configurations are negligible.)
Besides, we find the asymmetric two-cut solution in which each cuts consist of N1 and
N2(= N −N1) eigenvalues. In this solution, the cut for the N1 eigenvalues appears around
u = 2πinN2/N and the cut for the N2 eigenvalues does around u = −2πinN1/N , where n is
a non-zero integer. See figure 3 (center). We show the derivation of the asymmetric two-cut
solution at finite λ in appendix A.
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umulti-cut solution
u
N1
N2
N1 < N2
2piinN2/N
−2piinN1/N
asymmetric two-cut solution
u
pii(1− h+ n)
−pii(1− h+ n)
adjoint matter
Figure 3: Various multi-cut solutions in the CS matrix models.
In this way, the saddle point equation of the pure CS matrix model allows an infinite
number of multi-cut solutions. This is a remarkable property of the CS matrix model which
is quite distinct from the ordinary one matrix models. From now we show that similar
multi-cut solutions ubiquitously exist in other CS matrix models too.
3 N = 2 Adjoint matter
We consider N = 2 supersymmetric CS matter theory coupled to NA adjoint matters on S3.
Through the localization technique, the partition function of this theory is effectively given
by the following matrix model [27, 28],
ZCSMN (k, h,NA) =
1
N !
∫ ∏
i
dui
2π
e−
k
4pii
∑
i u
2
i
∏
i<j
[
2 sinh
ui − uj
2
]2∏
i,j
e
NAl
(
1−h+iui−uj
2pi
)
, (28)
where h is the R-charge of the adjoint matter which takes 0 < h < 1. l(z) is the function
defined in Ref.[27] and it satisfies
l′(z) = −πz cotπz. (29)
From this partition function, we obtain the saddle point equation
ui =
2πiλ
N
∑
j 6=i
coth
ui − uj
2
+
NAλ
N
∑
j 6=i
[(
π(1− h) + iui − uj
2
)
cot
(
π(1− h) + iui − uj
2
)]
− NAλ
N
∑
j 6=i
[(
π(1− h)− iui − uj
2
)
cot
(
π(1− h)− iui − uj
2
)]
. (30)
As argued in Ref.[31], non-trivial multi-cut solutions would exist in this model too.
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Here we explore for two-cut solutions. First we apply the N = 2 analysis in the pure CS
matrix model to the saddle point equation (30) too. Then we find u1 = −u2 again, and the
saddle point equation becomes
u1 =πiλ cothu1 +
NAλ
2
(π(1− h) + iu1) cot (π(1− h) + iu1)
− NAλ
2
(π(1− h)− iu1) cot (π(1− h)− iu1). (31)
At weak coupling, we find the solution
u1 = ±
√
πiλ+ · · · , u1 = πin + λ
n
+ · · · , u1 = ±πi (1− h+ n)± NAλ
2
n
1− h + n + · · · .
(32)
The first and second solutions are the same solutions to the pure CS matrix model at this
order, while the last one is new. Thus a novel class of two-cut solutions associated with this
solution may exist in this model.
To find this new two-cut solution at large N , we use the ansatz
ui = πi (1− h + n) + xi, (i = 1, · · · , N/2),
uN/2+j = −πi (1− h+ n) + yj , (j = 1, · · · , N/2). (33)
By substituting them into the saddle point equation (30) at weak coupling, we obtain
πi (1− h+ n) =4πiλ
N
∑
j 6=i
1
xi − xj +
nNA
2
4πiλ
N
N/2∑
j=1
1
xi − yj ,
−πi (1− h+ n) =4πiλ
N
∑
j 6=i
1
yi − yj +
nNA
2
4πiλ
N
N/2∑
j=1
1
yi − xj . (34)
Here we have assumed that xi, yj ∼ O(λ). Finding the two-cut solution from these equations
is still not easy. However, in the nNA = 2 case (NA = 2 and n = 1 or NA = 1 and n = 2),
the equations become almost identical to equation (17), and the solution is given by (24)
with n→ 1− h+ n. See figure 3 (right) for the schematic plot of this solution.
In additon to this solution, we can perturbatively obtain the two-cut solution associated
with u1 = πin+O(λ) in (32) too. The solution at the leading order is the same to the pure
CS matrix model case (24).
Lastly we argue a possible interpretation of the multi-cut solutions in this model. Re-
cently Ref.[35] pointed out that this model may be non-Borel summable in the 1/k expansion
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due to the singularities in the Borel plane. These singularities are related to the configura-
tion ui − uj = 2πi (1− h + n). Our two-cut solution (33) indeed satisfy this relation and it
indicates that our solutions might be related to the singularities in the Borel plane. Usually
singularities in the Borel plane correspond to some non-perturbative objects, and thus we
expect that our solutions might describe such objects in this model.
4 Multi-cut solution in ABJM matrix model
We consider the ABJM matrix model [25]. The partition function of this model is defined
by
ZABJMN (k)
=
1
(N !)2
∫ N∏
i=1
dµi
2π
e−
k
4pii
µ2i
N∏
j=1
dνi
2π
e
k
4pii
ν2j
∏N
i<j
[
2 sinh
µi−µj
2
]2∏N
i<j
[
2 sinh
νi−νj
2
]2
∏N
i,j=1
[
2 cosh
µi−νj
2
]2 . (35)
From this partition function, we obtain the saddle point equation,
µi =
2πiλ
N
[
N∑
j 6=i
coth
µi − µj
2
−
N∑
j=1
tanh
µi − νj
2
]
,
−νi =2πiλ
N
[
N∑
j 6=i
coth
νi − νj
2
−
N∑
j=1
tanh
νi − µj
2
]
, (36)
where we have defined ’tHooft coupling λ ≡ N/k. By summing over these saddle point
equations, we obtain the relation
N∑
i=1
µi =
N∑
j=1
νj . (37)
In the ABJM matrix model, the parameter κ which is related to the ’tHooft coupling λ by
λ(κ) =
κ
8π
3F2
(
1
2
,
1
2
,
1
2
; 1,
3
2
;−κ
2
16
)
(38)
is useful [34, 37, 38]. Particularly this relation becomes
λ =
1
8π
κ+O(κ2), (|λ| ≪ 1), (39)
λ =
1
2π2
(log κ)2 +
1
24
+O(κ−2), (|λ| ≫ 1), (40)
at weak and strong coupling, respectively.
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- 10 - 5 5 10
- 5
5
β
α−β
−α
- 10 - 5 5 10
- 5
5
2pii
- 5 5
- 5
5
−pii
pii
DMP solution m = n = 1 solution multi-cut solution
Figure 4: Various solutions in the ABJM matrix model through the numerical analysis. We
set N = 100 and λ = 10. The blue and red points denote the eigenvalue {µi} and {νj}. By
changing the initial input of the numerical calculation, we obtain various solutions of the
saddle point equation (36). The left plot corresponds to the DMP solution [37, 38]. The
center plot corresponds to the ansatz (45) with m = n = 1. The right plot may be related
to the D2-brane instantons as we argue in section 4.2.
One solution of the saddle point equation (36) at large N has been derived by Drukker,
Marino and Putrov [37, 38]. In this article, we call this solution “DMP solution”. The
spectral curve of the DMP solution for {µi} is given by
Y = ey, X = ex, Y +
X2
Y
−X2 + iκX − 1 = 0. (41)
This curve describes two cuts along [−α, α] and [−β+πi, β+πi]5. (The eigenvalue {µi} and
{νi} distribute along the region [−α, α] and [−β, β], respectively. See figure 4 (left).) The
locations of α and β are determined through the relation
A = eα, B = eβ, A+
1
A
+B +
1
B
= 4, A +
1
A
−B − 1
B
= 2iκ. (42)
By using the relation (40), they become
α =
√
8πiλ+ · · · , β = i
√
8πiλ+ · · · , (|λ| ≪ 1), (43)
α = π
√
2λˆ+
π
2
i− 2ie−π
√
2λˆ + · · · , β = π
√
2λˆ− π
2
i+ 2ie−π
√
2λˆ + · · · , (|λ| ≫ 1), (44)
where λˆ ≡ λ− 1
24
.
4.1 Multi-cut solution
Now we consider finding other solutions. Similar to the previous CS matrix models, various
multi-cut solutions would exist in the ABJM matrix model too. The simplest solution at
5In addition to these two cuts, there are images of them: [−α+2πin, α+2πin] and [−β+ πi+2πin, β+
πi+ 2πin], (n ∈ Z).
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weak coupling is the superposition of the solutions of the pure CS matrix model (24). To
see this solution, we use the following ansatz
µi = πin + xi (i = 1, · · · , N/2), µN/2+j = −πin + yj (j = 1, · · · , N/2),
νi = πim+ zi (i = 1, · · · , N/2), νN/2+j = −πim+ wj (j = 1, · · · , N/2), (45)
where n and m are integers. When n±m is even, the tanh interaction between {xi, yj} and
{wi, zj} are negligible at weak coupling, and the saddle point equation (36) becomes
n
2
=
2λ
N
N/2∑
j 6=i
1
xi − xj +
2λ
N
N/2∑
j=1
1
xi − yj , (i = 1, · · · , N/2),
−n
2
=
2λ
N
N/2∑
j 6=i
1
yi − yj +
2λ
N
N/2∑
j=1
1
yi − xj , (i = 1, · · · , N/2),
−m
2
=
2λ
N
N/2∑
j 6=i
1
zi − zj +
2λ
N
N/2∑
j=1
1
zi − wj , (i = 1, · · · , N/2),
m
2
=
2λ
N
N/2∑
j 6=i
1
wi − wj +
2λ
N
N/2∑
j=1
1
wi − zj , (i = 1, · · · , N/2). (46)
These are merely two set of the saddle point equations for the two-cut solutions in the pure
CS matrix model (17). (λ→ −λ for {wi, zj}.) Thus the solution is given by (24). See figure
4 for the m = n = 1 case. (The plot is a numerical result at N = 100 and λ = 10.)
In addition to this solution, various multi-cut solutions would exist in the ABJM matrix
model. However obtaining analytic solution is not simple generally. Hence we numerically
solve the saddle point equations (36) at finite N and λ through the method developed in
Refs.[31, 39, 40, 41] in order to find other multi-cut solutions. See figure 4 for some examples.
4.2 Connection to D2-brane instantons
In the DMP solution at strong coupling, two kinds of non-perturbative effects are important:
the world sheet instanton and the D2-brane instanton. Their instanton actions are given by
world sheet instanton: 2π
√
λ, D2-brane instanton: πN
√
2/λ. (47)
Remarkably, it was pointed out that the instanton action of the D2-brane instanton is ob-
tained through a sophisticated cycle integral of the spectral curve (41) [34].
Here we argue the relation between the multi-cut solution and the D2-brane instanton.
Among the multi-cut solutions we have discussed in the previous section, we focus on the
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one plotted in figure 4 (right). This solution can be regarded as a deformation of the DMP
solution (figure 4 (left)). In this solution, the original cut [−α, α] of the DMP solution is
divided into three cuts, and the left cut is roughly shifted by −2πin and the right one is
shifted by 2πin, where n is a positive integer6. (Figure 4 is for the n = 1 case.) Since the coth
interactions between {µj} in the saddle point equation (36) have a periodicity µ→ µ+ 2πi,
the interactions between the cuts are still significant even after the 2πin shift, and such a
multi-cut configuration can be a solution.
To see the connection to the D2-brane instanton, we investigate the dynamics of the
single eigenvalue, say µN , in the DMP solution. The effective potential for the eigenvalue
µN is given by
Veff(µN) =
N
4πiλ
µ2N + Vint(µN)− Veff(α), (48)
Vint(µN) ≡ −
N−1∑
j=1
log
[
2 sinh
µN − µj
2
]2
+
N∑
j=1
log
[
2 cosh
µN − νj
2
]2
.
Here we fix {µi} (i 6= N) and {νj} to be the DMP solution and we ignore the back reaction7
of µN . −Veff(α) in (48) is added so that Veff(µN = α) = 0, since we are interested in the
deviation from the DMP solution.
Suppose µN is shifted from µN = α to α+2πin
8. Then this configuration can be regarded
as a single point version of the multi-cut solution discussed above. In this case, the effective
6 In our numerical analysis, we could not find the multi-cut solution with negative n. This may be the
same mechanism that the cuts in the two-cut solution of the pure CS matrix model (24) never appear on
the lower right quadrant of the complex plane. Besides, to retain the relation (37), we tune the shifted two
cuts symmetric under µ ↔ −µ. There may be asymmetric solutions also as in the pure CS matrix model
case if we tune the cuts appropriately.
7Note that ignoring the back reaction of µN may be subtle, since it breaks the relation (37). But we can
avoid this issue if we set another eigenvalue, say µ1, as µ1 = −µN . This prescription makes the value of the
effective action twice.
8 One question is whether µN = α + 2πin is a solution of the saddle point equation for µN derived
from the effective potential (48) which is given by 0 = NµN/2πiλ+ V
′
int(µN ). Since we have assumed that
µN = α is the DMP solution, it should satisfy 0 = Nα/2πiλ+ V
′
int(α). However it immediately means that
µN = α + 2πin is not a solution due to the periodicity V
′
int(µ + 2πin) = V
′
int(µ). (The same result can be
seen through the equation y = 0, where y is the curve (41).) On the other hand, the multi-cut solutions in
the numerical analysis indicates the existence of the solution near µN = α+ 2πin. It implies that the back
reaction to other eigenvalues are important to construct the solution. In this paper, we do not consider the
back reaction and just evaluate the value of the effective potential (48) at µN = α+2πin, since the correction
from the back reaction to the value of the effective potential may be higher order in the 1/N expansion. On
the other hand, the back reaction may correct the total free energy. It would be an interesting future work
to find the multi-cut solution analytically by taking into account the back reaction and evaluate the free
energy.
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potential becomes
Veff(α + 2πin) =
N
4πiλ
(α + 2πin)2 + Vint(α+ 2πin)− Veff(α)
= n
Nα
λ
− iNπn
2
λ
= nNπ
√
2/λ+ · · · , (|λ| ≫ 1). (49)
Here we have used the periodicity of the interaction Vint(α + 2πin) = Vint(α), and equation
(44). Therefore the value of the effective potential with n = 1 precisely agrees with the
instanton action of the D2-brane instanton at strong coupling |λ| ≫ 1 (47). This quantitative
agreement indicates that the multi-cut solution may be interpreted as a condensation of the
D2-brane instantons.
5 Discussions
We have revealed that the CS matrix models in the ’tHooft limit have remarkable properties
and an infinite number of multi-cut solutions exit. These solutions might illuminate non-
perturbative aspects of the CS theories and string theory. However, as mentioned in the
introduction, we just evaluated the saddle point equations of the matrix models, and we
should understand whether these solutions contribute to the path integral or not. On the
other hand, we have seen some possible connections between the multi-cut solutions and
other known non-perturbative objects: the singularities in the Borel plane in the CS matter
theory [35] and the D2-brane instantons in the ABJM theory [34]. Hence some of the multi-
cut solutions might be indeed physical. To develop understanding the role of the multi-cut
solutions, it would be important to compare our results and other non-perturbative properties
of the CS matrix models further.
In the pure CS matrix model (1), the following instanton factor has been obtained through
an A-cycle integral [30],
N
2πiλ
(
4π2λn− 4π2nm) , (50)
where n and m are integers which are concerned with the periodicity of coth in the saddle
point equation (2). Thus the periodicity of coth is crucial in both this instanton and our
multi-cut solutions. However this instanton is obtained through the A-cycle integral, and
the instanton factor (50) may not be related to the free energy of the multi-cut solution.
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In the ABJM matrix model, so-called Fermi gas approach is quite powerful [42]. By using
this technique, various important results on the membrane instantons have been obtained
[43, 44, 45, 46]. (See a review [47].) Thus comparing these results with our multi-cut
solutions may be important. However, in order to do this quantitatively, we need to develop
our computation technique and obtain the analytic expressions for the multi-cut solutions.
Another important direction of investigation is finding the gravity duals of the multi-cut
solutions through the AdS/CFT correspondence.
Lastly we argue possible instanton factors in the CS matrix models. In section 4.2,
we have seen that the instanton factor of the D2-brane instanton at strong coupling is
reproduced by evaluating the difference of the effective potential through the shift of the
eigenvalue α→ α+ 2πi, where α is the end point of the cut. Therefore it might be possible
to extract similar instanton factors in other CS matrix models through the 2πi shift of
the eigenvalue at the end point of the cut. Particularly, if the interaction terms have the
periodicity ui → ui+2πi as in the pure CS and ABJM case, the instanton factor arises from
the classical action Vclassical(u) only, and it becomes
Vclassical(α + 2πi)− Vclassical(α), (51)
where α is the end point of the cut in a suitable solution of the saddle point equation9. Hence
once we know the location of the end point of the cut, we may easily obtain the instanton
factor10. It may be valuable to explore these instantons in the CS matrix models.
Acknowledgements The authors would like to thank Yasuyuki Hatsuda, Masazumi Honda,
Kazumi Okuyama, Takao Suyama and Asato Tsuchiya for valuable discussions and com-
ments. The work of T. M. is supported in part by Grant-in-Aid for Scientific Research (No.
15K17643) from JSPS.
9This instanton factor differs from (50) in the pure CS matrix model, since this factor is related to B-cycle
whereas (50) is related to A-cycle.
10In the adjoint matter case (28), the term
∑
i,j l(1 − h + i(ui − uj)/2π) induces the additional cuts
at 2πi(±h + n) (n ∈ R). Thus there might be instantons corresponding to the shift of the eigenvalue
α→ α+ 2πi(±h+ n).
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A Exact two-cut solution at finite λ in pure CS matrix
model
We calculate the two-cut solutions in the pure CS matrix model at large N with a finite λ.
In section 2, we assumed that each cut is composed by N/2 eigenvalues. Here we relax this
condition and consider the two cuts composed by N1 and N2 = N − N1 eigenvalues. (See
figure 3 (center).)
By summing the saddle point equation (2), we obtain a relation
N∑
i=1
ui = 0. (52)
By regarding this equation, we use the following ansatz for the two-cut solution
ui = 2πin
N2
N
+ xi, (i = 1, · · · , N1),
uN1+j = −2πin
N1
N
+ yj, (j = 1, · · · , N2), (53)
where n is an integer. We can choose this integer n positive without loss of generality. By
substituting this ansatz into the saddle point equation (2), we obtain
N2
N
n+
1
2πi
xi =
λ
N
N1∑
j 6=i
coth
xi − xj
2
+
λ
N
N2∑
j=1
coth
xi − yj
2
, (i = 1, · · · , N1),
−N1
N
n+
1
2πi
yi =
λ
N
N2∑
j 6=i
coth
yi − yj
2
+
λ
N
N1∑
j=1
coth
yi − xj
2
, (i = 1, · · · , N2). (54)
In order to solve these equations, we use the following assumption
Re (yj) ≤ Re (z0) ≤ Re (xi) , (55)
where z0 is a complex number representing the boundary of {xi} and {yj}. This assumption
is the same to the assumption (18) if z0 = 0. Since the system is asymmetric if N1 6= N2,
the boundary z0 may be non-zero in general. Thanks to this assumption, we can combine
the saddle point equations (54) into the single equation by using the variable zi = xi for
1 ≤ i ≤ N1 and zi+N1 = yi for 1 ≤ i ≤ N2,
2nθ (Re (z − z0))− N1
N
2n +
1
πi
zi =
2λ
N
N∑
j 6=i
coth
zi − zj
2
. (56)
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If the first two terms on the left hand side did not exist, the problem is solving the saddle
point equation in the original pure CS matrix model (2). Hence we can apply the technique
developed there [24, 29, 48]. We define new variable Zi ≡ ezi and Z0 ≡ ez0 , and rewrite
equation (56) as
U ′(Zi) =
2λ
N
N∑
j 6=i
Zi + Zj
Zi − Zj , U
′(Z) ≡ 2nθ (|Z| − |Z0|)− N1
N
2n+
1
πi
logZ. (57)
Now we introduce the eigenvalue density ρ(Z) and resolvent v(Z) as
ρ(Z) ≡ 1
N
N∑
i
δ(Z − Zi), v(Z) =
∫ B
A
dZ ′ρ(Z ′)
Z + Z ′
Z − Z ′ , (58)
where A and B are the locations of the end points of the eigenvalue distribution, which satisfy
0 < |A| ≤ |Z0| and |Z0| ≤ |B| because of the assumption (55). By using this resolvent, we
rewrite the saddle point equation (57) as
U ′(Z) = λ lim
ǫ→0
(v(Z + iǫ) + v(Z − iǫ)) . (59)
Therefore the equations which we want to solve are similar to those of the Hermitian matrix
model. The difference is only the boundary condition of the resolvent. From the definition
of the resolvent (58), it should satisfy
v(Z)→ 1 (Z →∞), v(Z)→ −1 (Z → 0). (60)
Note that the eigenvalue density is now derived as
ρ(Z) =− 1
4πiZ
lim
ǫ→0
[v(Z + iǫ)− v(Z − iǫ)] , (Z ∈ [A,B] ), (61)
through (58).
As in the analysis at the weak coupling, we apply the “one-cut” ansatz to the resolvent,
v(Z) =
1
λ
∫
C1
dZ ′
4πi
U ′(Z ′)
Z − Z ′
√
(Z − A)(Z − B)
(Z ′ − A)(Z ′ − B)
=
1
2πiλ
∫ B
Z0
dZ ′
2n
Z − Z ′
√
(Z − A)(Z − B)
(Z ′ − A)(Z ′ − B) −
1
4πiλ
∫
C1
dZ ′
N1
N
2n
Z − Z ′
√
(Z − A)(Z − B)
(Z ′ − A)(Z ′ − B)
+
1
4πiλ
1
πi
∫
C1
dZ ′
logZ ′
Z − Z ′
√
(Z −A)(Z − B)
(Z ′ −A)(Z ′ −B) , (62)
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where the integral contour C1 goes around the cut: [A,B] in a counter-clockwise way. Then
we can calculate each integrals as∫ B
Z0
dZ ′
1
Z − Z ′
√
(Z − A)(Z −B)
(Z ′ − A)(Z ′ − B) =2i arctan
(√
Z − A
Z − B
√
B − Z0
Z0 −A
)
,
∫
C1
dZ ′
1
Z − Z ′
√
(Z − A)(Z −B)
(Z ′ − A)(Z ′ − B) =2πi,∫
C1
dZ ′
logZ ′
Z − Z ′
√
(Z − A)(Z −B)
(Z ′ − A)(Z ′ − B) =4πi log
(
Z +
√
AB −√(Z − A)(Z −B)√
A+
√
B
)
. (63)
Hence the resolvent becomes
v(Z) =
2n
πλ
arctan
(√
Z −A
Z −B
√
B − Z0
Z0 − A
)
− n
λ
N1
N
+
1
πiλ
log
(
Z +
√
AB −√(Z − A)(Z −B)√
A +
√
B
)
. (64)
We can confirm that this resolvent satisfies the equation (59) as in the weak coupling case.
Now we determine the constant A, B and Z0. Firstly, the solution (64) has to satisfy the
boundary condition (60) which is evaluated as
2n arctan
(√
B − Z0
Z0 − A
)
− πnN1
N
− i log
(√
A +
√
B
2
)
= πλ,
2n arctan
(√
A
B
√
B − Z0
Z0 − A
)
− πnN1
N
+ i log
(√
A +
√
B
2
√
AB
)
= −πλ. (65)
In addition, the numbers of the eigenvalues on the cut [Z0, B] and [A,Z0] should be N1 and
N2 respectively. Through the expression of ρ(Z) (61), this condition becomes
N1
N
=
∫ B
Z0
dZ ρ(Z) =
1
4πi
∫
C2
dZ
v(Z)
Z
, (66)
where the integral contour C2 goes around the cut: [Z0, B] in a counter-clockwise way
11.
Note that the condition for the cut: [A,Z0] is automatically satisfied if these conditions are
11Through (61), ρ(Z) on the cut: [Z0, B] becomes
ρ(Z) =
1
2π2λZ

n log

1±
√
Z−A
B−Z
√
B−Z0
Z0−A
1∓
√
Z−A
B−Z
√
B−Z0
Z0−A

− log
(
Z +
√
AB + i
√
(Z −A)(B − Z)√
A+
√
B
)
+
1
2
logZ

 . (67)
Here we have used the relation(
Z +
√
AB + i
√
(Z −A)(B − Z)√
A+
√
B
)(
Z +
√
AB − i√(Z −A)(B − Z)√
A+
√
B
)
= Z. (68)
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Figure 5: Numerical result for a = logA, b = logB and z0 = logZ0 with N1/N2 = 2/3
and n = 1. We change λ from 0.10 to 0.50 and plot a, b and z0 by solving equation (65)
and (66). Note that the cuts in the u-plane appear along [−4πi/5 + a,−4πi/5 + z0] and
[6πi/5 + z0, 6πi/5 + b] via (53).
satisfied. From these conditions, we can fix the constant A, B and Z0 at least numerically.
We plot the result for the N1 : N2 = 2 : 3 and n = 1 case in figure 5.
A.1 Weak coupling analysis
At weak coupling, we can solve equation (65) and (66) perturbatively in λ. At the leading
order, the boundary condition (65) can be solved
b = z0 +
2πλ
n
tan
(
π
2
N1
N
)
+O(λ2),
a = z0 − 2πλ
n
tan
(
π
2
N2
N
)
+O(λ2), (69)
where a ≡ logA and b ≡ logB. Now we need to fix z0 by solving (66). Through equation
(52) and (53), equation (66) becomes the following relation
∫ b
a
dz zρ(z) = 0. (70)
We can perturbatively solve this equation, and obtain
z0 = −λπ
2n
(
tan
(
π
2
N1
N
)
− tan
(
π
2
N2
N
))
+O(λ2). (71)
Therefore, if, for example, N1 < N2, z0 becomes positive as shown in figure 3 (center). This
is consistent with the numerical result shown in figure 5.
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A.2 N1 = N2 at finite λ
In the case of N1 = N2, due to the symmetry z ↔ −z, Z0 = 1 and A = 1/B would be
satisfied. (They imply z0 = 0 and a = −b in the original z variable.) Then the condition
(65) and (66) reduce to(
i−√B
i+
√
B
)n √
B + 1√
B
2
= exp
(
πi
(
λ+
n
2
))
. (72)
Here we have used the relation arctan x = i
2
log
(
i+x
i−x
)
. We can analytically solve this equation
for n = 1, 2, 3 and 4. For example, the solution for the n = 1 case is given by
√
B = −i (eπiλ − 1)+√2eπiλ − e2πiλ. (73)
Here we have chosen the solution which satisfies |B| > |Z0| = 1.
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