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ON CR PANEITZ OPERATORS AND CR
PLURIHARMONIC FUNCTIONS
CHIN-YU HSIAO
Abstract. Let (X,T 1,0X) be a compact orientable embeddable three
dimensional strongly pseudoconvex CR manifold and let P be the as-
sociated CR Paneitz operator. In this paper, we show that (I) P is
self-adjoint and P has L2 closed range. Let N and Π be the associated
partial inverse and the orthogonal projection onto KerP respectively,
then N and Π enjoy some regularity properties. (II) Let Pˆ and Pˆ0 be
the space of L2 CR pluriharmonic functions and the space of real part
of L2 global CR functions respectively. Let S be the associated Szego¨
projection and let τ , τ0 be the orthogonal projections onto Pˆ and Pˆ0
respectively. Then, Π = S + S + F0, τ = S + S + F1, τ0 = S + S + F2,
where F0, F1, F2 are smoothing operators on X. In particular, Π, τ and
τ0 are Fourier integral operators with complex phases and Pˆ
⊥⋂KerP ,
Pˆ0
⊥⋂
Pˆ, Pˆ0
⊥⋂
KerP are all finite dimensional subspaces of C∞(X)
(it is well-known that Pˆ0 ⊂ Pˆ ⊂ KerP ). (III) SpecP is a discrete
subset of R and for every λ ∈ SpecP , λ 6= 0, λ is an eigenvalue of P
and the associated eigenspace Hλ(P ) is a finite dimensional subspace of
C∞(X).
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1. Introduction and statement of the main results
Let (X,T 1,0X) be a compact orientable embeddable strongly pseudocon-
vex CR manifold of dimension three. Let P be the associated Paneitz oper-
ator and let Pˆ be the space of L2 CR pluriharmonic functions. The operator
P and the space Pˆ play important roles in CR embedding problems and CR
conformal geometry (see [2] [3], [4]). The operator
P : DomP ⊂ L2(X)→ L2(X)
is a real, symmetric, fourth order non-hypoelliptic partial differential oper-
ator and Pˆ is an infinite dimensional subspace of L2(X). In CR embedding
1
2problems and CR conformal geometry, it is crucial to be able to answer the
following fundamental analytic problems about P and Pˆ (see [2] [3], [4]):
(I) Is P self-adjoint? Does P has L2 closed range? What is SpecP ?
(II) If we have Pu = f , where f is in some Sobolev space Hs(X), s ∈ Z,
and u ⊥ KerP . Can we have u ∈ Hs′(X), for some s′ ∈ Z?
(III) It is well-known (see Lee [9]) that Pˆ ⊂ KerP and if X has torsion
zero then Pˆ = KerP . It remains an important problem to determine the
precise geometrical condition under which the kernel of P is exactly the
CR pluriharmonic functions or even a direct sum of a finite dimensional
subspace with CR pluriharmonic functions.
(IV) Let Π be the orthogonal projection onto KerP and let τ be the
orthogonal projection onto Pˆ . Let Π(x, y) and τ(x, y) denote the distribution
kernels of Π and τ respectively. The P′ operator introduced in Case and
Yang [2] plays a critical role in CR conformal geometry. To understand the
operator P′ , it is crucial to be able to know the exactly forms of Π(x, y) and
τ(x, y).
The purse of this work is to completely answer this questions. On the
other hand, in several complex variables, the study of the associated Szego¨
projection S and τ are classical subjects. The operator S is well-understood;
S is a Fourier integral operator with complex phase (see Boutet de Monvel-
Sjo¨strand [1], [7], [8]). But for τ , there are fewer results. In this paper,
by using the Paneitz operator P , we could prove that τ is also a complex
Fourier integral operator and τ = S+S+F1, F1 is a smoothing operator. It
is quite interesting to see if the result hold in dimension≥ 5. We hope that
the Paneitz operator P will be interesting for complex analysts and will be
useful in several complex variables.
We now formulate the main results. We refer to section 2 for some stan-
dard notations and terminology used here.
Let (X,T 1,0X) be a compact orientable 3-dimensional strongly pseu-
doconvex CR manifold, where T 1,0X is a CR structure of X. We as-
sume throughout that it is CR embeddable in some CN , for some N ∈ N.
Fix a contact form θ ∈ C∞(X,T ∗X) compactable with the CR structure
T 1,0X. Then, (X,T 1,0X, θ) is a 3-dimensional pseudohermitian manifold.
Let T ∈ C∞(X,TX) be the real non-vanishing global vector field given by
〈 dθ , T ∧ u 〉 = 0, ∀u ∈ T 1,0X ⊕ T 0,1X,
〈 θ , T 〉 = −1.
Let 〈 · | · 〉 be the Hermitian inner product on CTX given by
〈Z1|Z2〉 = − 1
2i
〈 dθ , Z1 ∧ Z2 〉, Z1, Z2 ∈ T 1,0X,
T 1,0X ⊥ T 0,1X := T 1,0X, T ⊥ (T 1,0X ⊕ T 0,1X), 〈T |T 〉 = 1.
The Hermitian metric 〈 · | · 〉 on CTX induces a Hermitian metric 〈 · | · 〉 on
CT ∗X. Let T ∗0,1X be the bundle of (0, 1) forms of X. Take θ ∧ dθ be
the volume form on X, we then get natural inner products on C∞(X) and
Ω0,1(X) := C∞(X,T ∗0,1X) induced by θ∧ dθ and 〈 · | · 〉. We shall use ( · | · )
to denote these inner products and use ‖·‖ to denote the corresponding
norms. Let L2(X) and L2(0,1)(X) denote the completions of C
∞(X) and
3Ω0,1(X) with respect to ( · | · ) respectively. Let
b := ∂
∗,f
b ∂b : C
∞(X)→ C∞(X)
be the Kohn Laplacian (see [7]), where ∂b : C
∞(X)→ Ω0,1(X) is the tangen-
tial Cauchy-Riemann operator and ∂
∗,f
b : Ω
0,1(X) → C∞(X) is the formal
adjoint of ∂b with respect to ( · | · ). That is, ( ∂bf | g ) = ( f | ∂∗,fb g ), for every
f ∈ C∞(X), g ∈ Ω0,1(X).
Let P be the set of all CR pluriharmonic functions on X. That is,
P ={u ∈ C∞(X,R); ∀x0 ∈ X, there is a f ∈ C∞(X)
with ∂bf = 0 near x0 and Re f = u near x0}.
(1.1)
The Paneitz operator
P : C∞(X)→ C∞(X)
can be characterized as follows (see section 4 in [2] and Lee [9]): P is a
fourth order partial differential operator, real, symmetric, P ⊂ KerP and
P f = bbf + L1 ◦ L2f + L3f, ∀f ∈ C∞(X),
L1, L2, L3 ∈ C∞(X,T 1,0X ⊕ T 0,1X).
(1.2)
We extend P to L2 space by
P : DomP ⊂ L2(X)→ L2(X),
DomP =
{
u ∈ L2(X); Pu ∈ L2(X)} .(1.3)
Let Pˆ ⊂ L2(X) be the completion of P with respect to ( · | · ). Then,
Pˆ ⊂ KerP .
Put
P0 = {Re f ∈ C∞(X,R); f ∈ C∞(X) is a global CR function on X}
and let Pˆ0 ⊂ L2(X) be the completion of P0 with respect to ( · | · ). It is
clearly that Pˆ0 ⊂ Pˆ ⊂ KerP . Let
τ : L2(X)→ Pˆ,
τ0 : L
2(X)→ Pˆ0,
(1.4)
be the orthogonal projections.
We recall
Definition 1.1. Suppose Q is a closed densely defined self-adjoint operator
Q : DomQ ⊂ H → RanQ ⊂ H,
where H is a Hilbert space. Suppose that Q has closed range. By the partial
inverse of Q, we mean the bounded operator M : H → DomQ such that
QM + pi = I on H,
MQ+ pi = I on DomQ,
where pi : H → KerQ is the orthogonal projection.
The main purpose of this work is to prove the following
4Theorem 1.2. With the notations and assumptions above,
P : DomP ⊂ L2(X)→ L2(X)
is self-adjoint and P has L2 closed range. Let N : L2(X) → DomP be
the partial inverse and let Π : L2(X)→ KerP be the orthogonal projection.
Then,
Π, τ, τ0 : H
s(X)→ Hs(X) is continuous, ∀s ∈ Z,
N : Hs(X)→ Hs+2(X) is continuous, ∀s ∈ Z,(1.5)
(1.6) Π ≡ τ on X, Π ≡ τ0 on X
and the kernel Π(x, y) ∈ D ′(X ×X) of Π satisfies
(1.7) Π(x, y) ≡
∫ ∞
0
eiϕ(x,y)ta(x, y, t)dt+
∫ ∞
0
e−iϕ(x,y)ta(x, y, t)dt,
where
ϕ ∈ C∞(X ×X), Imϕ(x, y) ≥ 0, dxϕ|x=y = −θ(x),
ϕ(x, y) = −ϕ(y, x),
ϕ(x, y) = 0 if and only if x = y,
(1.8)
(see Theorem 1.8 and Theorem 1.10 for more properties of the phase ϕ),
and
a(x, y, t) ∈ S1cl (X ×X×]0,∞[),
a(x, y, t) ∼∑∞j=0 aj(x, y)t1−j in S11,0(X ×X×]0,∞[),
aj(x, y) ∈ C∞(X ×X), j = 0, 1, . . . ,
a0(x, x) =
1
2
pi−n, ∀x ∈ X.
(1.9)
(See section 2 and Definition 2.1 for the precise meanings of the nota-
tion ≡ and the Ho¨rmander symbol spaces S1cl (X ×X×]0,∞[) and S11,0(X ×
X×]0,∞[).
Remark 1.3. With the notations and assumptions used in Theorem 1.2, it
is easy to see that Π is real, that is Π = Π.
Remark 1.4. With the notations and assumptions used in Theorem 1.2, let
S : L2(X) → Ker ∂b be the Szego¨ projection. That is, S is the orthogonal
projection onto Ker ∂b =
{
u ∈ L2(X); ∂bu = 0
}
with respect to ( · | · ). In
view of the proof of Theorem 1.2 (see section 4), we see that Π ≡ S + S on
X.
We have the classical formulas
(1.10)∫ ∞
0
e−txtmdt =
{
m!x−m−1, if m ∈ Z, m ≥ 0,
(−1)m
(−m−1)!x
−m−1(log x+ c−∑−m−11 1j ), if m ∈ Z, m < 0.
5Here x 6= 0, Rex ≥ 0 and c is the Euler constant, i.e. c = limm→∞(
∑m
1
1
j
−
logm). Note that
(1.11)∫ ∞
0
eiϕ(x,y)t
∞∑
j=0
aj(x, y)t
1−jdt = lim
ε→0+
∫ ∞
0
e−t
(
−i(ϕ(x,y)+iε)
) ∞∑
j=0
aj(x, y)t
1−jdt.
We have the following corollary of Theorem 1.2
Corollary 1.5. With the notations and assumptions used in Theorem 1.2,
there exist F1, G1,∈ C∞(X ×X) such that
Π(x, y) =F1(−iϕ(x, y))−2 +G1 log(−iϕ(x, y))
+ F 1(iϕ(x, y))
−2 +G1 log(iϕ(x, y)).
Moreover, we have
F1 = a0(x, y) + a1(x, y)(−iϕ(x, y)) + f1(x, y)(−iϕ(x, y))2 ,
G1 ≡
∞∑
0
(−1)k+1
k!
a2+k(x, y)(−iϕ(x, y))k ,
(1.12)
where aj(x, y), j = 0, 1, . . ., are as in (1.9) and f1(x, y) ∈ C∞(X ×X).
Put
Pˆ⊥ :=
{
u ∈ L2(X); (u | f ) = 0,∀f ∈ Pˆ
}
,
Pˆ0⊥ :=
{
v ∈ L2(X); ( v | g ) = 0,∀g ∈ Pˆ0
}
.
From (1.6) and some standard argument in functional analysis (see sec-
tion 4), we deduce
Corollary 1.6. With the notations and assumptions above, we have
Pˆ⊥
⋂
KerP ⊂ C∞(X), Pˆ0⊥
⋂
KerP ⊂ C∞(X), Pˆ0⊥
⋂
Pˆ ⊂ C∞(X)
and Pˆ⊥⋂KerP , Pˆ0⊥⋂KerP , Pˆ0⊥⋂ Pˆ are all finite dimensional.
We have the orthogonal decompositions
KerP = Pˆ⊥ ⊕ (Pˆ⊥
⋂
KerP ),
KerP = Pˆ0⊥ ⊕ (Pˆ0⊥
⋂
KerP ),
Pˆ = Pˆ0 ⊕ (Pˆ0⊥
⋂
Pˆ).
(1.13)
From Corollary 1.6, we know that Pˆ⊥⋂KerP , Pˆ0⊥⋂KerP , Pˆ0⊥⋂ Pˆ are
all finite dimensional subsets of C∞(X).
Since P is self-adjoint, SpecP ⊂ R. In section 5, we establish spectral
theory for P .
Theorem 1.7. With the notations and assumptions above, SpecP is a dis-
crete subset in R and for every λ ∈ SpecP , λ 6= 0, λ is an eigenvalue of P
and the eigenspace
Hλ(P ) := {u ∈ DomP ; Pu = λu}
is a finite dimensional subspace of C∞(X).
61.1. The phase ϕ. In this section, we collect some properties of the phase
function ϕ. We refer the reader to [7] and [8] for the proofs.
The following result describes the phase function ϕ in local coordinates.
Theorem 1.8. With the assumptions and notations used in Theorem 1.2,
for a given point x0 ∈ X, let {Z1} be an orthonormal frame of T 1,0X in
a neighbourhood of x0, i.e. Lx0(Z1, Z1) = 1. Take local coordinates x =
(x1, x2, x3), z = x1 + ix2, defined on some neighbourhood of x0 such that
θ(x0) = dx3, x(x0) = 0, and for some c ∈ C,
Z1 =
∂
∂z
− iz ∂
∂x3
− cx3 ∂
∂x3
+O(|x|2).
Set y = (y1, y2, y3), w = y1 + iy2. Then, for ϕ in Theorem 1.2, we have
(1.14) Imϕ(x, y) ≥ c
2∑
j=1
|xj − yj|2 , c > 0,
in some neighbourhood of (0, 0) and
ϕ(x, y) = −x3 + y3 + i |z − w|2
+
(
i(zw − zw) + c(−zx3 + wy3)
+ c(−zx3 + wy3)
)
+ (x3 − y3)f(x, y) +O(|(x, y)|3),
(1.15)
where f is smooth and satisfies f(0, 0) = 0, f(x, y) = f(y, x).
Definition 1.9. With the assumptions and notations used in Theorem 1.2,
let ϕ1(x, y), ϕ2(x, y) ∈ C∞(X ×X). We assume that ϕ1(x, y) and ϕ2(x, y)
satisfy (1.8) and (1.14). We say that ϕ1(x, y) and ϕ2(x, y) are equivalent
on X if for any b1(x, y, t) ∈ S1cl (X × X×]0,∞[) we can find b2(x, y, t) ∈
S1cl (X ×X×]0,∞[) such that∫ ∞
0
eiϕ1(x,y)tb1(x, y, t)dt ≡ eiϕ2(x,y)tb2(x, y, t)dt on X
and vise versa.
We characterize the phase ϕ
Theorem 1.10. With the assumptions and notations used in Theorem 1.2,
let ϕ1(x, y) ∈ C∞(X × X). We assume that ϕ1(x, y) satisfies (1.8) and
(1.14). ϕ1(x, y) and ϕ(x, y) are equivalent on X in the sense of Defini-
tion 1.9 if and only if there is a function h ∈ C∞(X × X) such that
ϕ1(x, y) − h(x, y)ϕ(x, y) vanishes to infinite order at x = y, for every
(x, x) ∈ X ×X.
2. Preliminaries
We shall use the following notations: R is the set of real numbers, R+ :=
{x ∈ R; x ≥ 0}, N = {1, 2, . . .}, N0 = N
⋃ {0}. An element α = (α1, . . . , αn)
of Nn0 will be called a multiindex, the size of α is: |α| = α1 + · · · + αn
and the length of α is l(α) = n. For m ∈ N, we write α ∈ {1, . . . ,m}n
if αj ∈ {1, . . . ,m}, j = 1, . . . , n. We say that α is strictly increasing if
α1 < α2 < · · · < αn. We write xα = xα11 · · · xαnn , x = (x1, . . . , xn), ∂αx =
7∂α1x1 · · · ∂αnxn , ∂xj = ∂∂xj , ∂αx = ∂
|α|
∂xα
, Dαx = D
α1
x1
· · ·Dαnxn , Dx = 1i ∂x, Dxj = 1i ∂xj .
Let z = (z1, . . . , zn), zj = x2j−1 + ix2j , j = 1, . . . , n, be coordinates of
Cn. We write zα = zα11 · · · zαnn , zα = zα11 · · · zαnn , ∂
|α|
∂zα
= ∂αz = ∂
α1
z1
· · · ∂αnzn ,
∂zj =
∂
∂zj
= 12(
∂
∂x2j−1
− i ∂
∂x2j
), j = 1, . . . , n. ∂
|α|
∂zα
= ∂αz = ∂
α1
z1
· · · ∂αnzn ,
∂zj =
∂
∂zj
= 12(
∂
∂x2j−1
+ i ∂
∂x2j
), j = 1, . . . , n. For j, s ∈ Z, set δj,s = 1 if
j = s, δj,s = 0 if j 6= s.
Let M be a C∞ paracompact manifold. We let TM and T ∗M denote
the tangent bundle of M and the cotangent bundle of M respectively. The
complexified tangent bundle of M and the complexified cotangent bundle
of M will be denoted by CTM and CT ∗M respectively. We write 〈 · , · 〉
to denote the pointwise duality between TM and T ∗M . We extend 〈 · , · 〉
bilinearly to CTM × CT ∗M . Let E be a C∞ vector bundle over M . The
fiber of E at x ∈M will be denoted by Ex. Let F be another vector bundle
over M . We write E ⊠ F to denote the vector bundle over M ×M with
fiber over (x, y) ∈M ×M consisting of the linear maps from Ex to Fy. Let
Y ⊂ M be an open set. From now on, the spaces of smooth sections of E
over Y and distribution sections of E over Y will be denoted by C∞(Y,E)
and D ′(Y,E) respectively. Let E ′(Y,E) be the subspace of D ′(Y,E) whose
elements have compact support in Y . For m ∈ R, we let Hm(Y,E) denote
the Sobolev space of order m of sections of E over Y . Put
Hmloc (Y,E) =
{
u ∈ D ′(Y,E); ϕu ∈ Hm(Y,E), ∀ϕ ∈ C∞0 (Y )
}
,
Hmcomp (Y,E) = H
m
loc(Y,E) ∩ E ′(Y,E) .
Let E and F be C∞ vector bundles over a paracompact C∞ manifold
M equipped with a smooth density of integration. If A : C∞0 (M,E) →
D ′(M,F ) is continuous, we write KA(x, y) or A(x, y) to denote the distri-
bution kernel of A. The following two statements are equivalent
(a) A is continuous: E ′(M,E)→ C∞(M,F ),
(b) KA ∈ C∞(M ×M,Ey ⊠ Fx).
If A satisfies (a) or (b), we say that A is smoothing. Let B : C∞0 (M,E) →
D ′(M,F ) be a continuous operator. We write A ≡ B (on M) if A− B is a
smoothing operator. We say that A is properly supported if SuppKA ⊂M×
M is proper. That is, the two projections: tx : (x, y) ∈ SuppKA → x ∈M ,
ty : (x, y) ∈ SuppKA → y ∈M are proper (i.e. the inverse images of tx and
ty of all compact subsets of M are compact).
Let H(x, y) ∈ D ′(M×M,Ey⊠Fx). We write H to denote the unique con-
tinuous operator C∞0 (M,E) → D ′(M,F ) with distribution kernel H(x, y).
In this work, we identify H with H(x, y).
We recall Ho¨rmander symbol spaces
Definition 2.1. Let M ⊂ RN be an open set, 0 ≤ ρ ≤ 1, 0 ≤ δ ≤ 1, m ∈ R,
N1 ∈ N. Smρ,δ(M × RN1) is the space of all a ∈ C∞(M × RN1) such that for
all compact K ⋐ M and all α ∈ NN0 , β ∈ NN10 , there is a constant C > 0
such that∣∣∣∂αx∂βθ a(z, θ)∣∣∣ ≤ C(1 + |θ|)m−ρ|β|+δ|α|, (x, θ) ∈ K × RN1 .
8We say that Smρ,δ is the space of symbols of order m type (ρ, δ). Put
S−∞(M × RN1) :=
⋂
m∈R
Smρ,δ(M × RN1).
Let aj ∈ Smjρ,δ (M × RN1), j = 0, 1, 2, . . . with mj → −∞, j → ∞. Then
there exists a ∈ Sm0ρ,δ (M × RN1) unique modulo S−∞(M × RN1), such that
a−∑k−1j=0 aj ∈ Smkρ,δ (M × RN1) for k = 0, 1, 2, . . ..
If a and aj have the properties above, we write a ∼
∑∞
j=0 aj in S
m0
ρ,δ (M ×
RN1).
Let Smcl (M × RN1) be the space of all symbols a(x, θ) ∈ Sm1,0(M × RN1)
with
a(x, θ) ∼∑∞j=0 am−j(x, θ) in Sm1,0(M × RN1),
with ak(x, θ) ∈ C∞(M ×RN1) positively homogeneous of degree k in θ, that
is, ak(x, λθ) = λ
kak(x, θ), λ ≥ 1, |θ| ≥ 1.
By using partition of unity, we extend the definitions above to the cases
when M is a smooth paracompact manifold and when we replace M ×RN1
by T ∗M .
Let Ω ⊂ X be an open set. Let a(x, ξ) ∈ Sk1
2
, 1
2
(T ∗Ω). We can define
A(x, y) =
1
(2pi)3
∫
ei<x−y,ξ>a(x, ξ)dξ
as an oscillatory integral and we can show that
A : C∞0 (Ω)→ C∞(Ω)
is continuous and has unique continuous extension:
A : E ′(Ω)→ D ′(Ω).
Definition 2.2. Let k ∈ R. A pseudodifferential operator of order k type
(12 ,
1
2) is a continuous linear map A : C
∞
0 (Ω) → D ′(Ω) such that the distri-
bution kernel of A is
A(x, y) =
1
(2pi)3
∫
ei<x−y,ξ>a(x, ξ)dξ
with a ∈ Sk1
2
, 1
2
(T ∗Ω). We call a(x, ξ) the symbol of A. We shall write
Lk1
2
, 1
2
(Ω) to denote the space of pseudodifferential operators of order k type
(12 ,
1
2).
We recall the following classical result of Calderon-Vaillancourt (see chap-
ter XVIII of Ho¨rmander [6]).
Proposition 2.3. If A ∈ Lk1
2
, 1
2
(Ω). Then,
A : Hscomp(Ω)→ Hs−kloc (Ω)
is continuous, for all s ∈ R. Moreover, if A is properly supported, then
A : Hsloc(Ω)→ Hs−kloc (Ω)
is continuous, for all s ∈ R.
93. Microlocal analysis for b
We will reduce the analysis of the Paneitz operator to the analysis of Kohn
Laplacian. We extend ∂b to L
2 space by ∂b : Dom ∂b ⊂ L2(X)→ L2(0,1)(X),
where Dom ∂b :=
{
u ∈ L2(X); ∂bu ∈ L2(0,1)(X)
}
. Let
∂
∗
b : Dom ∂
∗
b ⊂ L2(0,1)(X)→ L2(X)
be the L2 adjoint of ∂b. The Gaffney extension of Kohn Laplacian is given
by
b = ∂
∗
b∂b : Domb ⊂ L2(X)→ L2(X),
Domb :=
{
u ∈ L2(X); u ∈ Dom ∂b, ∂bu ∈ Dom ∂∗b
}
.
(3.1)
It is well-known that b is a positive self-adjoint operator. Moreover, the
characteristic manifold of b is given by
(3.2) Σ = {(x, ξ) ∈ T ∗X; ξ = λθ(x), λ 6= 0} .
Since X is embeddable, b has L
2 closed range. Let G : L2(X) →
Domb be the partial inverse and let S : L
2(X)→ Kerb be the orthogonal
projection (Szego¨ projection). Then,
bG+ S = I on L
2(X),
Gb + S = I on Domb.
(3.3)
In [7], we proved that G ∈ L−11
2
, 1
2
(X), S ∈ L01
2
, 1
2
(X) and we got explicit
formulas of the kernels G(x, y) and S(x, y).
We introduce some notations. Let M be an open set in RN and let f ,
g ∈ C∞(M). We write f ≍ g if for every compact set K ⊂ M there is a
constant cK > 0 such that f ≤ cKg and g ≤ cKf on K. Let Ω ⊂ X be an
open set with real local coordinates x = (x1, x2, x3). We need
Definition 3.1. a(t, x, η) ∈ C∞(R+×T ∗Ω) is quasi-homogeneous of degree
j if a(t, x, λη) = λja(λt, x, η) for all λ > 0.
We introduce some symbol classes
Definition 3.2. Let µ > 0. We say that a(t, x, η) ∈ S˜mµ (R+ × T ∗Ω) if
a(t, x, η) ∈ C∞(R+ × T ∗Ω) and there is a a(x, η) ∈ Sm1,0(T ∗Ω) such that
for all indices α, β ∈ N30, γ ∈ N0, every compact set K ⋐ Ω, there exists a
constant cα,β,γ > 0 independent of t such that for all t ∈ R+,∣∣∣∂γt ∂αx ∂βη (a(t, x, η) − a(x, η))∣∣∣ ≤ cα,β,γe−tµ|η|(1 + |η|)m+γ−|β|, x ∈ K, |η| ≥ 1.
The following is well-known (see [7])
Theorem 3.3. With the assumptions and notations above, G ∈ L−11
2
, 1
2
(X),
S ∈ L01
2
, 1
2
(X), S(x, y) ≡ ∫ eiϕ(x,y)ta(x, y, t)dt, where ϕ(x, y) ∈ C∞(X ×X)
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is as in (1.8) and
a(x, y, t) ∈ S1cl (X ×X×]0,∞[),
a(x, y, t) ∼∑∞j=0 aj(x, y)t1−j in S11,0(X ×X×]0,∞[),
aj(x, y) ∈ C∞(X ×X), j = 0, 1, . . . ,
a0(x, x) =
1
2
pi−n, ∀x ∈ X,
and on every open local coordinate patch Ω ⊂ X with real local coordinates
x = (x1, x2, x3), we have
(3.4)
G(x, y) ≡
∫ ∫ ∞
0
ei(ψ(t,x,η)−<y,η>) − t(iψ′t(t, x, η)a(t, x, η) + ∂a∂t (t, x, η))dtdη,
where a(t, x, η) ∈ S˜0µ(R+×T ∗Ω), ψ(t, x, η) ∈ S˜1µ(R+×T ∗Ω) for some µ > 0,
ψ(t, x, η) is quasi-homogeneous of degree 1, ψ(0, x, η) =< x, η >, Imψ ≥ 0
with equality precisely on ({0} × T ∗Ω \ 0)⋃(R+ × Σ),
ψ(t, x, η) =< x, η > on Σ, dx,η(ψ− < x, η >) = 0 on Σ,
and
(3.5) Imψ(t, x, η) ≍
(
|η| t |η|
1 + t |η|
)(
dist
(
(x,
η
|η| ),Σ
))2
, t ≥ 0, |η| ≥ 1.
(See Theorem 3.4 below for the meaning of the integral (3.4).)
Proof. We only sketch the proof. For all the details, we refer the reader to
Part I in [7]. We use the heat equation method. We work with some real
local coordinates x = (x1, x2, x3) defined on Ω. We consider the problem
(3.6)
{
(∂t +b)u(t, x) = 0 in R+ × Ω,
u(0, x) = v(x).
We look for an approximate solution of (3.6) of the form u(t, x) = A(t)v(x),
(3.7) A(t)v(x) =
1
(2pi)3
∫
ei(ψ(t,x,η)−〈y,η〉)α(t, x, η)v(y)dydη
where formally
α(t, x, η) ∼
∞∑
j=0
αj(t, x, η),
with αj(t, x, η) quasi-homogeneous of degree −j.
The full symbol of b equals
∑2
j=0 pj(x, ξ), where pj(x, ξ) is positively
homogeneous of order 2− j in the sense that
pj(x, λη) = λ
2−jpj(x, η), |η| ≥ 1, λ ≥ 1.
We apply ∂t+b formally inside the integral in (3.7) and then introduce the
asymptotic expansion of b(αe
iψ). Set (∂t+b)(αe
iψ) ∼ 0 and regroup the
terms according to the degree of quasi-homogeneity. The phase ψ(t, x, η)
should solve
(3.8)
{
∂ψ
∂t
− ip0(x, ψ′x) = O(|Imψ|N ), ∀N ≥ 0,
ψ|t=0 = 〈x, η〉.
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This equation can be solved with Imψ(t, x, η) ≥ 0 and the phase ψ(t, x, η)
is quasi-homogeneous of degree 1. Moreover,
ψ(t, x, η) = 〈x, η〉 on Σ, dx,η(ψ − 〈x, η〉) = 0 on Σ,
Imψ(t, x, η) ≍
(
|η| t |η|
1 + t |η|
)(
dist
(
(x,
η
|η| ),Σ
))2
, |η| ≥ 1.
Furthermore, there exists ψ(∞, x, η) ∈ C∞(Ω × R˙3) with a uniquely deter-
mined Taylor expansion at each point of Σ such that for every compact set
K ⊂ Ω× R˙3 there is a constant cK > 0 such that
Imψ(∞, x, η) ≥ cK |η|
(
dist
(
(x,
η
|η| ),Σ
))2
, |η| ≥ 1.
If λ ∈ C(T ∗Ω r 0), λ > 0 is positively homogeneous of degree 1 and
λ|Σ < minλj , λj > 0, where ±iλj are the non-vanishing eigenvalues of
the fundamental matrix of b, then the solution ψ(t, x, η) of (3.8) can be
chosen so that for every compact set K ⊂ Ω × R˙3 and all indices α, β, γ,
there is a constant cα,β,γ,K such that∣∣∣∂αx ∂βη ∂γt (ψ(t, x, η) − ψ(∞, x, η))∣∣∣ ≤ cα,β,γ,Ke−λ(x,η)t on R+ ×K.
We obtain the transport equations
(3.9){
T (t, x, η, ∂t, ∂x)α0 = O(|Imψ|N ), ∀N,
T (t, x, η, ∂t, ∂x)αj + lj(t, x, η, α0, . . . , αj−1) = O(|Imψ|N ), ∀N, j ∈ N.
It was proved in [7] that (3.9) can be solved. Moreover, there exist posi-
tively homogeneous functions of degree −j
αj(∞, x, η) ∈ C∞(T ∗Ω), j = 0, 1, 2, . . . ,
such that αj(t, x, η) converges exponentially fast to αj(∞, x, η), t→∞, for
all j ∈ N0. Set
G˜ =
1
(2pi)3
∫ ∫ ∞
0
ei(ψ(t,x,η)−<y,η>)−t(iψ′t(t, x, η)α(t, x, η)+ ∂α∂t (t, x, η))dtdη
and
S˜ =
1
(2pi)3
∫
ei(ψ(∞,x,η)−〈y,η〉)α(∞, x, η)dη.
We can show that G˜ is a pseudodifferential operator of order −1 type (12 , 12),
S˜ is a pseudodifferential operator of order 0 type (12 ,
1
2) satisfying
S˜ +bG˜ ≡ I, bS˜ ≡ 0.
Moreover, from global theory of complex Fourier integral operators, we can
show that S˜ ≡ ∫ eiϕ(x,y)ta(x, y, t)dt. Furthermore, by using some standard
argument in functional analysis, we can show that G˜ ≡ G, S˜ ≡ S. 
Until further notice, we work in an open local coordinate patch Ω ⊂ X
with real local coordinates x = (x1, x2, x3). The following is well-known (see
Chapter 5 in [7])
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Theorem 3.4. With the notations and assumptions used in Theorem 3.3,
let χ ∈ C∞0 (R3) be equal to 1 near the origin. Put
Gε(x, y)
=
∫ ∫ ∞
0
ei(ψ(t,x,η)−<y,η>) − t(iψ′t(t, x, η)a(t, x, η) + ∂a∂t (t, x, η))χ(εη)dtdη,
where ψ(t, x, η), a(t, x, η) are as in (3.4). For u ∈ C∞0 (Ω), we can show that
Gu := lim
ε→0
∫
Gε(x, y)u(y)dy ∈ C∞(Ω)
and
G : C∞0 (Ω)→ C∞(Ω),
u→ lim
ε→0
∫
Gε(x, y)u(y)dy
is continuous.
Moreover, G ∈ L−11
2
, 1
2
(Ω) with symbol∫ ∞
0
ei(ψ(t,x,η)−<x,η>) − t(iψ′t(t, x, η)a(t, x, η) + ∂a∂t (t, x, η))dt ∈ S−112 , 12 (T ∗Ω).
We need the following (see Lemma 5.13 in [7] for a proof)
Lemma 3.5. With the notations and assumptions used in Theorem 3.3, for
every compact set K ⊂ Ω and all α ∈ N30, β ∈ N30, there exists a constant
cα,β,K > 0 such that
∣∣∣∂αx ∂βη (ei(ψ(t,x,η)−<x,η>)tψ′t(t, x, η))∣∣∣
≤ cα,β,K(1 + |η|)
|α|−|β|
2 e−tµ|η|e−Imψ(t,x,η)(1 + Imψ(t, x, η))1+
|α|+|β|
2 ,
(3.10)
where x ∈ K, t ∈ R+, |η| ≥ 1 and µ > 0 is a constant independent of α, β
and K.
In this work, we need
Theorem 3.6. Let L ∈ C∞(X,T 1,0X ⊕ T 0,1X). Then, L ◦G ∈ L−
1
2
1
2
, 1
2
(X).
Proof. We work on an open local coordinate patch Ω ⊂ X with real local
coordinates x = (x1, x2, x3). Let l(x, η) ∈ C∞(T ∗Ω) be the symbol of L.
Then, l(x, λη) = λl(x, η), λ > 0. It is well-known (see Chapter 5 in [7]) that
(LG)(x, y) ≡
∫
ei<x−y,η>α(x, η)dη,
where
α(x, η) = α0(x, η) + α1(x, η) ∈ S01
2
, 1
2
(T ∗Ω),
α0(x, η) =
∫
ei(ψ(t,x,η)−<x,η>)(−1)l(x, ψ′x(t, x, η))tψ′t(t, x, η)a(t, x, η)dt,
α1(x, η) ∈ S−11
2
, 1
2
(T ∗Ω).
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Here a(t, x, η) ∈ S˜0µ(R+ × T ∗Ω), µ > 0. We only need to prove that
α0(x, η) ∈ S−
1
2
1
2
, 1
2
(T ∗Ω). Fix α, β ∈ N30. From (3.10), (3.5) and notice that
l(x, ψ′x(t, x, η)) = 0 at Σ, we can check that
∣∣∣∂αx ∂βηα0(x, η)∣∣∣
≤
∑
|α′|+|α′′|=|α|,|β′|+|β′′|=|β|
∫ ∣∣∣∂α′x ∂β′η (ei(ψ(t,x,η)−<x,η>)tψ′t(t, x, η))∣∣∣×∣∣∣∂α′′x ∂β′′η (l(x, ψ′x(t, x, η))a(t, x, η))∣∣∣ dt
≤ Cα,β
∑
|α′|+|α′′|=|α|,|β′|+|β′′|=|β|
∫
(1 + |η|) |
α′|−|β′|
2 e−tµ|η|e−
1
2
Imψ(t,x,η)×
(1 + |η|)1−|β′′|
(
dist
(
(x,
η
|η| ),Σ
))max{0,1−|β′′|}
dt
≤ C˜α,β
∑
|α′|+|α′′|=|α|,|β′|+|β′′|=|β|
∫
(1 + |η|) |
α′|−|β′|
2 e
−c
t|η|2
1+t|η|
(
dist
(
(x, η
|η|
),Σ
))2
×
e−tµ|η|(1 + |η|)1−|β′′|
(
dist
(
(x,
η
|η|),Σ
))max{0,1−|β′′|}
dt,
(3.11)
where c > 0, µ > 0, Cα,β > 0 and C˜α,β > 0 are constants.
When |β′′| = 0, we have
∫
(1 + |η|) |
α′|−|β′|
2 e
−c
t|η|2
1+t|η|
(
dist
(
(x, η
|η|
),Σ
))2
×
e−tµ|η|(1 + |η|)1−|β′′|
(
dist
(
(x,
η
|η|),Σ
))
dt
≤ c˜
∫
(1 + |η|) |
α′|−|β′|
2
1√
t
(1 + |η|)−|β′′|e− 12 tµ|η|dt
≤ c˜1
∫ 1
1+|η|
0
(1 + |η|) |
α′|−|β′|
2
1√
t
(1 + |η|)−|β′′|e− 12 tµ|η|dt
+ c˜2
∫ ∞
1
1+|η|
(1 + |η|) |
α′|−|β′|
2
1√
t
(1 + |η|)−|β′′|e− 12 tµ|η|dt
≤ c˜3(1 + |η|)−
1
2
−|β′′|+
|α′|−|β′|
2 ,
(3.12)
where |η| ≥ 1, c˜1 > 0, c˜2 > 0 and c˜3 > 0 are constants.
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When |β′′| ≥ 1, we have∫
(1 + |η|) |
α′|−|β′|
2 e
−c
t|η|2
1+t|η|
(
dist
(
(x, η
|η|
),Σ
))2
×
e−tµ|η|(1 + |η|)1−|β′′|dt
≤ cˆ
∫
(1 + |η|) |
α′|−|β′|
2 (1 + |η|)1−|β′′|e−tµ|η|dt
≤ cˆ1(1 + |η|)−|β′′|+
|α′|−|β′|
2
≤ cˆ2(1 + |η|)−
1
2
+
|α′|−|β′|−|β′′|
2 ,
(3.13)
where |η| ≥ 1, cˆ1 > 0, cˆ2 > 0 are constants.
From (3.11), (3.12) and (3.13), we conclude that α0(x, η) ∈ S−
1
2
1
2
, 1
2
(T ∗Ω).
The theorem follows. 
4. Microlocal Hodge decomposition theorems for P and the
proof of Theorem 1.2
By using Theorem 3.3 and Theorem 3.6, we will establish microlocal
Hodge decomposition theorems for P in this section. Let G ∈ L−11
2
, 1
2
(X),
S ∈ L01
2
, 1
2
(X) be as in Theorem 3.3. From (1.2) and (3.3), we have
PGG = (bb + L1 ◦ L2 + L3)GG
= b(I − S)G+ L1 ◦ L2GG+ L3GG
= I − S −bSG+ L1 ◦ L2GG+ L3GG
= I − S − SbG+ SbG−bSG+ L1 ◦ L2 ◦GG+ L3GG
= I − S − S(I − S) + [S,b]G+ L1 ◦ L2GG+ L3GG
= I − S − S + SS + [S,b]G+ L1 ◦ L2GG+ L3GG.
(4.1)
We need
Lemma 4.1. We have
[S,b]G+ L1 ◦ L2GG+ L3GG
: Hs(X)→ Hs+ 12 (X) is continuous, for every s ∈ Z.
(4.2)
Proof. From Theorem 3.6, we see that L1 ◦ L2G ∈ L
1
2
1
2
, 1
2
(X). Thus,
(4.3) L1 ◦ L2GG+ L3GG : Hs(X)→ Hs+ 12 (X) is continuous, ∀s ∈ Z.
Since bS = Sb = 0, we have
(4.4) [S,b] = [S,b −b].
Since the principal symbol of b is real, b − b is a first order partial
differential operator. From this observation and note that S ∈ L01
2
, 1
2
(X), it
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is not difficult to see that [S,b − b] ∈ L
1
2
1
2
, 1
2
(X). From this and (4.4), we
conclude that
(4.5) [S,b]G : H
s(X)→ Hs+ 12 (X) is continuous, ∀s ∈ Z.
From (4.5) and (4.3), (4.2) follows. 
We also need
Lemma 4.2. We have SS ≡ 0 on X, SS ≡ 0 on X.
Proof. We first notice that S ◦ S is smoothing away x = y. We have
S ◦ S(x, y) ≡
∫
σ>0,t>0
e−iϕ(x,w)σ+iϕ(w,y)ta(x,w, σ)a(w, y, t)dσdvX (w)dt
≡
∫
s>0,t>0
eit(−ϕ(x,w)s+ϕ(w,y))ta(x,w, st)a(w, y, t)dsdvX (w)dt,
(4.6)
where dvX = θ ∧ dθ is the volume form. Take χ ∈ C∞0 (R, [0, 1]) with χ = 1
on [−12 , 12 ], χ = 0 on ]−∞,−1]
⋃
[1,∞[. From (4.6), we have
S ◦ S(x, y) ≡ Iε + IIε,
Iε =
∫
s>0,t>0
eit(−ϕ(x,w)s+ϕ(w,y))χ(
|x− w|2
ε
)ta(x,w, st)a(w, y, t)dsdvX (w)dt,
IIε =
∫
s>0,t>0
eit(−ϕ(x,w)s+ϕ(w,y))(1− χ( |x− w|
2
ε
))
× ta(x,w, st)a(w, y, t)dsdvX (w)dt,
(4.7)
where ε > 0 is a small constant. Since ϕ(x,w) = 0 if and only if x = w, we
can integrate by parts with respect to s and conclude that IIε is smoothing.
Since S ◦S is smoothing away x = y, we may assume that |x− y| < ε. Since
dw(−ϕ(x,w)s + ϕ(w, y))|x=y=w = −ω0(x)(s + 1) 6= 0, if ε > 0 is small, we
can integrate by parts with respect to w and conclude that Iε is smoothing.
We get S ◦ S ≡ 0 on X. Similarly, we can repeat the procedure above and
conclude that S ◦ S ≡ 0 on X. The lemma follows. 
Put
(4.8) R0 = SS + [S,b]G+ L1 ◦ L2GG+ L3GG.
From Lemma 4.1 and Lemma 4.2, we see that
(4.9) R0 : H
s(X)→ Hs+ 12 (X) is continuous, ∀s ∈ Z.
We can prove
Theorem 4.3. With the assumptions and notations above, for every m ∈
N0, there are continuous operators
Rm, Am : C
∞
0 (X)→ D ′(X)
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such that
PAm + S + S = I +Rm,
Am : H
s(X)→ Hs+2(X) is continuous, ∀s ∈ Z,
Rm : H
s(X)→ Hs+m+12 (X) is continuous, ∀s ∈ Z.
(4.10)
Proof. From (4.8) and (4.1), we have
(4.11) PGG+ S + S = I +R0.
Since (S + S)P = 0, from (4.11), we have
(4.12) (S + S)2 = S + S + (S + S)R0.
From Lemma 4.2, we have
(4.13) (S + S)2 = S2 + SS + SS + S
2 ≡ S + S.
From (4.12) and (4.13), we conclude that
(4.14) (S + S)R0 ≡ 0 on X.
Fix m ∈ N0. From (4.11), we have
PGG
(
I −R0 +R20 + · · ·+ (−R0)m
)
+ (S + S)
(
I −R0 +R20 + · · ·+ (−R0)m
)
=
(
I +R0
)(
I −R0 +R20 + · · ·+ (−R0)m
)
= I +R0(−R0)m.
(4.15)
From (4.14), we have
(4.16)
(
S+S
)(
I−R0+R20+ · · ·+(−R0)m
)
= S+S−F, F is smoothing.
Put Am = GG
(
I −R0 +R20 + · · ·+ (−R0)m
)
, Rm = R0(−R0)m + F . From
(4.15), (4.16) and (4.9), we obtain
PAm + S + S = I +Rm,
Am : H
s(X)→ Hs+2(X) is continuous, ∀s ∈ Z,
Rm : H
s(X)→ Hs+m+12 (X) is continuous, ∀s ∈ Z.
The theorem follows. 
Lemma 4.4. Let u ∈ DomP . Then, u = u0 + (S + S)u, for some u0 ∈
H2(X)
⋂
DomP .
Proof. Fix m ≥ 3, m ∈ N. Let Am, Rm be as in (4.10) and let A∗m and R∗m
be the adjoints of Am and Rm with respect to ( · | · ) respectively. Then,
(4.17) A∗mP + S + S = I +R
∗
m.
Let u ∈ DomP . Then, Pu = v ∈ L2(X). From (4.17), it is easy to see that
u = A∗mv −R∗mu+ (S + S)u.
Since A∗mv − R∗mu ∈ H2(X) and (S + S)u ∈ KerP ⊂ DomP , the lemma
follows. 
Lemma 4.5. Let u ∈ DomP . Then,
( (S + S)u |P g ) = 0, ∀g ∈ DomP .
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Proof. Let u, g ∈ DomP . Take uj , gj ∈ C∞(X), j = 1, 2, . . ., uj → u ∈
L2(X) as j → ∞ and gj → g ∈ L2(X) as j → ∞. Then, (S + S)uj →
(S + S)u in L2(X) as j →∞ and P gj → P g in H−4(X) as j →∞. Thus,
(4.18)
( (S + S)u |P g ) = lim
j→∞
( (S + S)uj |P g ) = lim
j→∞
lim
k→∞
( (S + S)uj |P gk ).
For any j, k, ( (S + S)uj |P gk ) = (P (S + S)uj | gk ) = 0. From this obser-
vation and (4.18), the lemma follows. 
Now, we can prove
Theorem 4.6. The operator P : DomP ⊂ L2(X)→ L2(X) is self-adjoint.
Proof. Let u, v ∈ DomP . From Lemma 4.4, we have
u = u0 + (S + S)u, u0 ∈ H2(X)
⋂
DomP ,
v = v0 + (S + S)v, v0 ∈ H2(X)
⋂
DomP .
From Lemma 4.5, we see that
(4.19) (u |P v ) = (u0 |P v0 ), ( P u | v ) = (P u0 | v0 ).
Let gj , fj ∈ C∞(X), j = 1, 2, . . ., gj → u0 ∈ H2(X) as j → ∞ and fj →
v0 ∈ H2(X) as j →∞. We have
( gj |P fj ) = ( gj − u0 |P fj ) + (u0 |P fj )
= ( gj − u0 |P fj ) + (u0 |P v0 ) + (u0 |P (fj − v0) ).
(4.20)
Now, ∣∣( gj − u0 |P fj )∣∣ ≤ C0 ∥∥gj − u0∥∥2 ‖P fj‖−2
≤ C1
∥∥gj − u0∥∥2 ‖fj‖2 → 0 as j →∞(4.21)
and ∣∣(u0 |P (fj − v0) )∣∣ ≤ C2 ∥∥u0∥∥2 ∥∥P (fj − v0∥∥−2
≤ C3
∥∥u0∥∥
2
∥∥fj − v0∥∥2 → 0 as j →∞,(4.22)
where C0 > 0, C1 > 0, C2 > 0, C3 > 0 are constants and ‖·‖s denotes the
standard Sobolev norm of order s on X. From (4.20), (4.21) and (4.22), we
obtain
(4.23) (u0 |P v0 ) = lim
j→∞
( gj |P fj ).
For each j, it is clearly that ( gj |P fj ) = (P gj | fj ). We can repeat the
procedure above and conclude that
lim
j→∞
( P gj | fj ) = (P u0 | v0 ).
From this observation, (4.23) and (4.19), we conclude that
(4.24) (Pu | v ) = (u |P v ), ∀u, v ∈ DomP .
Let P∗ : DomP∗ ⊂ L2(X) → L2(X) be the Hilbert space adjoint of P .
From (4.24), we deduce that DomP ⊂ DomP∗ and Pu = P∗ u, ∀u ∈
DomP∗ .
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Let v ∈ DomP∗ . By definition, there is a f ∈ L2(X) such that
( v |P g ) = ( f | g ), ∀g ∈ DomP .
Since C∞(X) ⊂ DomP , P v = f in the sense of distribution. Since f ∈
L2(X), v ∈ DomP and P v = P∗ v = f . The theorem follows. 
Theorem 4.7. The operator P : DomP ⊂ L2(X) → L2(X) has closed
range.
Proof. Fix m ∈ N0, let Am, Rm be as in (4.10) and let A∗m and R∗m be the
adjoints of Am and Rm with respect to ( · | · ) respectively. Then,
(4.25) A∗mP + S + S = I +R
∗
m.
Now, we claim that there is a constant C > 0 such that
(4.26) ‖Pu‖ ≥ C ‖u‖ , ∀u ∈ DomP
⋂
(Ker P )⊥.
If the claim is not true, then we can find uj ∈ DomP
⋂
(Ker P )⊥ with
‖uj‖ = 1, j = 1, 2, . . ., such that
(4.27) ‖Puj‖ ≤ 1
j
‖uj‖ , j = 1, 2, . . . .
From (4.25), we have
(4.28) uj = A
∗
mPuj + (S + S)uj −Rmuj, j = 1, 2, . . . .
Since uj ∈ (Ker P )⊥, j = 1, 2, . . ., and P (S + S) = 0, we have
(4.29) (S + S)uj = 0, j = 1, 2, . . . .
From (4.28) and (4.29), we get
(4.30) uj = A
∗
mPuj −Rmuj, j = 1, 2, . . . .
From (4.30) and Rellich’s theorem, we can find subsequence {ujs}∞s=1, 1 ≤
j1 < j2 < · · · , ujs → u in L2(X). From (4.27), we see that Pu = 0. Hence,
u ∈ KerP . Since uj ∈ (Ker P )⊥, j = 1, 2, . . ., we get a contradiction. The
claim (4.26) follows. From (4.26), the theorem follows. 
In view of Theorem 4.6 and Theorem 4.7, we know that P is self-adjoint
and P has closed range. Let N : L2(X) → DomP be the partial inverse
and let Π : L2(X)→ KerP be the orthogonal projection. We can prove
Theorem 4.8. With the notations and assumptions above, we have
Π : Hs(X)→ Hs(X) is continuous, ∀s ∈ Z,
N : Hs(X)→ Hs+2(X) is continuous, ∀s ∈ Z,
Π ≡ S + S.
(4.31)
Proof. Fix m ∈ N0. Let Am, Rm be as in Theorem 4.3. Then,
PAm + S + S = I +Rm.
Thus,
(4.32) Π + ΠRm = Π(PAm + S + S) = Π(S + S) = S + S.
From (4.10) and (4.32), we have
(4.33) Π− (S + S) : H−m+12 (X)→ L2(X) is continuous.
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By taking adjoint in (4.33), we get
(4.34) Π− (S + S) : L2(X)→ H m+12 (X) is continuous.
From (4.33) and (4.34), we have
(4.35)
(
Π− (S + S))2 : H−m+12 (X)→ H m+12 (X) is continuous.
Now, (
Π− (S + S))2 = Π−Π(S + S)− (S + S)Π + (S + S)2
= Π− (S + S)− (S + S) + S + S + SS + SS
≡ Π− (S + S) (here we used Lemma 4.2).
(4.36)
From (4.35) and (4.36), we conclude that
Π− (S + S) : H−m+12 (X)→ H m+12 (X) is continuous.
Since m is arbitrary, we get
(4.37) Π ≡ S + S.
Now,
(4.38) N(PAm + S + S) = N(I +Rm).
Note that NP = I −Π, NΠ = 0. From this observation, we have
(4.39) N(PAm + S + S) = (I −Π)Am +NF,
where F ≡ 0 (here we used (4.37)). From (4.39) and (4.38), we have
(4.40) N −Am = −ΠAm +NF −NRm.
From (4.37) and (4.40), we have
N −A∗m = −A∗mΠ+ F ∗N −R∗mN
= −A∗mΠ+ F ∗(−ΠAm +NF −NRm +Am)
−R∗m(−ΠAm +NF −NRm +Am)
: Hs(X)→ Hs+2(X) is continuous, ∀ − m+12 ≤ s ≤ m−32 , s ∈ Z,
(4.41)
where A∗m, F
∗, R∗m are adjoints of Am, F , Rm respectively. Note that
A∗m : H
s(X)→ Hs+2(X) is continuous, ∀s ∈ Z.
From this observation, (4.41) and note that m is arbitrary, we conclude that
N : Hs(X)→ Hs+2(X) is continuous, ∀s ∈ Z.
The theorem follows. 
Let τ and τ0 be as in (1.4). Now, we can prove
Theorem 4.9. We have τ ≡ Π on X, τ0 ≡ Π on X.
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Proof. Since Pˆ ⊂ KerP , we have Πτ = τ . From this observation and (4.31),
we get
(4.42) (S + S)τ − τ = Fτ,
where F is a smoothing operator. It is clearly that (S + S)τ = τ(S + S) =
S + S. From this observation and (4.42), we get S + S − τ = Fτ and hence
S + S − τ = τF ∗, where F ∗ is the adjoint of F . Thus,
(4.43) (S + S − τ)(S + S − τ) = Fτ2F ∗ ≡ 0.
Now,
(S + S − τ)2 = (S + S)2 − (S + S)τ − τ(S + S) + τ2
= S + SS + SS + S − S − S − S − S + τ
≡ τ − (S + S) (here we used Lemma 4.2).
(4.44)
From (4.44), (4.43) and (4.31), we get τ ≡ Π.
Similarly, we can repeat the procedure above and conclude that τ0 ≡ Π.
The theorem follows. 
From Theorem 4.6, Theorem 4.7, Theorem 4.8, Theorem 4.9 and Theo-
rem 3.3, we get Theorem 1.2.
Corollary 4.10. We have
Pˆ⊥
⋂
KerP ⊂ C∞(X), Pˆ0⊥
⋂
KerP ⊂ C∞(X), Pˆ0⊥
⋂
Pˆ ⊂ C∞(X)
and Pˆ⊥⋂KerP , Pˆ0⊥⋂KerP , Pˆ0⊥⋂ Pˆ are all finite dimensional.
Proof. If Pˆ⊥⋂KerP is infinite dimensional, then we can find
fj ∈ Pˆ⊥
⋂
KerP , j = 1, 2, . . . ,
such that ( fj | fk ) = δj,k, j, k = 1, 2, . . .. Since fj ∈ KerP , j = 1, 2, . . .,
fj = Πfj, j = 1, 2, . . .. From Theorem 4.9, we have
(4.45) fj = τfj + Ffj, j = 1, 2, 3, . . . ,
where F is a smoothing operator. Since fj ∈ Pˆ⊥, j = 1, 2, . . ., τfj = 0,
j = 1, 2, . . .. From this observation and (4.45), we get
(4.46) fj = Ffj, j = 1, 2, 3, . . . .
From (4.46) and Rellich’s theorem, we can find subsequence {fjs}∞s=1, 1 ≤
j1 < j2 < · · · , fjs → f in L2(X). Since ( fj | fk ) = δj,k, j, k = 1, 2, . . ., we get
a contradiction. Thus, Pˆ⊥⋂KerP is finite dimensional. Let {f1, f2, . . . , fd}
be an orthonormal frame of Pˆ⊥⋂KerP , d < ∞. As (4.46), we have
fj = Ffj, j = 1, 2, . . . , d. Thus, fj ∈ C∞(X), j = 1, 2, . . . , d, and hence
Pˆ⊥⋂KerP ⊂ C∞(X).
We can repeat the procedure above and conclude that Pˆ0⊥
⋂
KerP ⊂
C∞(X), Pˆ0⊥
⋂ Pˆ ⊂ C∞(X), Pˆ0⊥⋂KerP , Pˆ0⊥⋂ Pˆ are all finite dimen-
sional. 
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5. Spectral theory for P
In this section, we will prove Theorem 1.7. For any λ > 0, put
Π[−λ,λ] := E([−λ, λ]),
where E denotes the spectral measure for P (see section 2 in Davies [5], for
the precise meaning of spectral measure). We need
Theorem 5.1. Fix λ > 0. We have PΠ[−λ,λ] ≡ 0 on X.
Proof. As before, let N be the partial inverse of P and let Π be the orthog-
onal projection onto KerP . We have
(5.1) NP + Π = I.
From (5.1), we have
(5.2) NP 2Π[−λ,λ] = PΠ[−λ,λ].
From (1.5), (5.2) and notice that
P 2Π[−λ,λ] : L
2(X)→ L2(X) is continuous,
we conclude that
(5.3) PΠ[−λ,λ] : L
2(X)→ H2(X) is continuous.
Similarly, we can repeat the procedure above and deduce that
(5.4) P 2Π[−λ,λ] : L
2(X)→ H2(X) is continuous.
From (5.4), (5.2) and (1.5), we get
PΠ[−λ,λ] : L
2(X)→ H4(X) is continuous.
Continuing in this way, we conclude that
(5.5) PΠ[−λ,λ] : L
2(X)→ Hm(X) is continuous, ∀m ∈ N0.
Note that PΠ[−λ,λ] = Π[−λ,λ]P = (PΠ[−λ,λ])
∗, where (PΠ[−λ,λ])
∗ is the
adjoint of PΠ[−λ,λ]. By taking adjoint in (5.5), we get
Π[−λ,λ]P = PΠ[−λ,λ] : H
−m(X)→ L2(X) is continuous, ∀m ∈ N0.
Hence,
(5.6)
(PΠ[−λ,λ])
2 = P 2Π[−λ,λ] : H
−m(X)→ Hm(X) is continuous, ∀m ∈ N0.
From (5.6), (5.2) and (1.5), the theorem follows. 
We need
Theorem 5.2. For any λ > 0, Π[−λ,λ] ≡ Π on X.
Proof. From (5.1) and Theorem 5.1, we get
(5.7) ΠΠ[−λ,λ] ≡ Π[−λ,λ] on X.
On the other hand, it is clearly that ΠΠ[−λ,λ] = Π. From this observation
and (5.7), the theorem follows. 
Now, we can prove
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Theorem 5.3. SpecP is a discrete subset in R and for every λ ∈ SpecP ,
λ 6= 0, λ is an eigenvalue of P and the eigenspace
Hλ(P ) := {u ∈ DomP ; Pu = λu}
is a finite dimensional subspace of C∞(X).
Proof. Since P has L2 closed range, there is a µ > 0 such that SpecP ⊂
] −∞,−µ]⋃[µ,∞[. Fix λ > µ. Put Π[−λ,−µ]⋃[µ,λ] := E([−λ,−µ]⋃[µ, λ]).
Note that
Π[−λ,−µ]
⋃
[µ,λ] = Π[−λ,λ] −Π[−µ
2
,
µ
2
].
From this observation and Theorem 5.2, we see that
(5.8) Π[−λ,−µ]
⋃
[µ,λ] ≡ 0.
We claim that SpecP
⋂ {[−λ,−µ]⋃[µ, λ]} is discrete. If not, we can find
fj ∈ RangE([−λ,−µ]
⋃
[µ, λ]), j = 1, 2, . . ., with ( fj | fk ) = δj,k, j, k =
1, 2, . . .. Note that
fj = Π[−λ,−µ]
⋃
[µ,λ]fj, j = 1, 2, . . . .
From this observation, (5.8) and Rellich’s theorem, we can find subsequence
{fjs}∞s=1, 1 ≤ j1 < j2 < · · · , fjs → f in L2(X). Since ( fj | fk ) = δj,k,
j, k = 1, 2, . . ., we get a contradiction. Thus, SpecP
⋂ {[−λ,−µ]⋃[µ, λ]} is
discrete. Hence SpecP is a discrete subset in R.
Let r ∈ SpecP , r 6= 0. Since SpecP is discrete, P − r has L2 closed
range. If P − r is injective, then Range (P − r) = L2(X) and
(P − r)−1 : L2(X)→ L2(X)
is continuous. We get a contradiction. Hence r is an eigenvalue of SpecP .
Put
Hr(P ) := {u ∈ DomP ; Pu = ru} .
We can repeat the procedure above and conclude that dimHr(P ) < ∞.
Take 0 < µ0 < λ0 so that r ∈ {[−λ0,−µ0]
⋃
[µ0, λ0]}. From Theorem 5.2,
we see that
Π[−λ0,−µ0]
⋃
[µ0,λ0] ≡ 0.
Since
Hr(P ) =
{
Π[−λ0,−µ0]
⋃
[µ0,λ0]f ; f ∈ Hr(P )
}
,
Hr(P ) ⊂ C∞(X). The theorem follows. 
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