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Abstract—We address the problem of image based virtual
try-on (VTON), where the goal is to synthesize an image of a
person wearing the cloth of a model. An essential requirement for
generating a perceptually convincing VTON result is preserving
the characteristics of the cloth and the person. Keeping this in
mind we propose LGVTON, a novel self-supervised landmark
guided approach to image based virtual try-on. The incorporation
of self-supervision tackles the problem of lack of paired training
data in model to person VTON scenario. LGVTON uses two types
of landmarks to warp the model cloth according to the shape
and pose of the person, one, human landmarks, the locations
of anatomical keypoints of human, two, fashion landmarks, the
structural keypoints of cloth. We introduce an unique way of
using landmarks for warping which is more efficient and effective
compared to existing warping based methods in current problem
scenario. In addition to that, to make the method robust in cases
of noisy landmark estimates that causes inaccurate warping, we
propose a mask generator module that attempts to predict the
true segmentation mask of the model cloth on the person, which
in turn guides our image synthesizer module in tackling warping
issues. Experimental results show the effectiveness of our method
in comparison to the state-of-the-art VTON methods.
I. INTRODUCTION
In the recent years, popularity of online shopping of fashion
items has increased to a great extent all over the world.
This has put forth the concept of virtual try-on (VTON) that
allows a person to try a cloth virtually. The existing VTON
systems based on 3D body shape of the person [[1], [2]]
produce enhanced VTON experience but incur significant cost
of computation and require expensive devices to capture the
3D data.
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Fig. 1: Illustrating the objective of the present work. Given model
and person images, the proposed method generates the image of the
person wearing the model’s cloth.
Recent methods of VTON [[3], [4], [5], [6], [7], [8], [9],
[10]] have explored image based approach to solve the problem.
Compared to the 3D model based methods, image based VTON
systems are much less resource intensive with variety of scopes.
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However, generating a perceptually convincing image without
3D shape of the person and model is quite challenging.
In modern era plenty of images of persons or models are
available over social media or online apparel shopping websites.
However, most of the image based VTON methods [3], [4],
[5], [6], [7], [8], [9] need separate cloth image as input, which
is rarely available. So VTON systems with only model and
person images as input would increase the scope of image
based VTON enormously. Our method belongs to this group.
Prior to our work, M2E-TON [10] attempted this approach.
It includes a pose alignment network to align the model
image on to the pose of the person using their dense pose
representations [11]. The aligned model image is then passed
through a texture refinement network that enhances the textures
and colours of the image. This is followed by a fitting network
that merges the aligned cloth area of the refined model image
with the person image to generate the final output. Fig. 2 shows
some results generated by M2E-TON. By careful analysis of
the results we find a few limitations: (1) The textures and
colours are not preserved well in the final results (1st and 3rd
row), (2) [10] cannot distinguish between head pattern printed
on cloth and actual head of human (2nd row), (3) [10] may not
transfer the true fitting of the cloth, for example, in the 1st row,
the sleeves of the shirt are loosely fitted to the model while in
result those are tightly fitted, and (4) background of the person
image may change as seen in the 3rd case, where a shadow is
generated in the background. Moreover, there may be change
in image brightness as observed in all the resultant images the
face looks brighter than the original. In addition to M2E-TON
we also consider two benchmark VTON methods: VITON [4]
and CP-VTON [5]. Their objective differs from ours in a sense
that instead of model image those methods require image of
the desired cloth separately as input, which is seldom available.
Both of them initially do the warping of the cloth followed
by merging it with the target person. VITON is not able to
keep the characteristics of the cloth well in the final output as
pointed out in [5]. On the other hand, though CP-VTON tried
to address this issue but its geometric matching module often
falls short of generating realistic warping. Moreover, both of
them sometimes fail to preserve the other parts of clothing of
person.
To address these challenges we propose a novel approach for
VTON, namely LGVTON (A Landmark Guided Approach to
VTON) that introduces an unique way of leveraging human and
fashion landmarks in the context of VTON and also proposes
a method to address warping issues. An overview of it is given
in Fig. 4. The concept is implemented by means of three major
algorithmic steps, such as pose guided cloth warping, mask
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2Fig. 2: Visual comparison of results of LGVTON (our method) with
that of M2E-TON. Zoom-in for details.
generation and image synthesizing.
Each of these steps is accomplished by one module namely
Pose Guided Warping Module (PGWM), Mask Generator
Module (MGM), Image Synthesizer Module (ISM) respectively.
Pose Guided Warping Module (PGWM) - it aligns the model
cloth to the body shape and pose of the person using human
and fashion landmarks, Mask Generator Module (MGM) - it
attempts to predicts the true segmentation mask of the model
clothing on the person that helps the next module to tackle
any shortcomings in the aligned cloth that occurred due to
error in estimation of landmarks in PGWM, Image Synthesizer
Module (ISM) - it combines the warped clothing with the person
image to generate the final VTON output. ISM generates a
combination mask that helps in preserving the characteristics
of the warped clothing and the person image and leads to an
enhanced VTON output.
It is observed experimentally that LGVTON achieves
promising performance both qualitatively and quantitatively
in comparison to the state of the art VTON methods. Similar
to VITON and CP-VTON our work focuses on upper body
cloths only. The contributions of the proposed method may be
summarized as follows.
1) We show the effectiveness of fashion and human land-
marks for aligning the model cloth according to the shape
of the person, while also propose a method for estimating
fashion landmarks of the target warp of the model cloth.
Unlike M2E-TON that aligns the whole model image we
are aligning the model cloth only which is more time
efficient. In contrast to the warping method of CP-VTON
our method ensures the target landmark locations are
preserved after warping, which results in more realistic
warping.
2) Both CP-VTON, VITON generates the target warp and
combines it with the person but does not handle in case
there is any existing warping issue. We address this using
our mask generator and image synthesizer module.
3) Our image synthesizer generates the final virtual try-on
result in a way that not only keeps the characteristics of
the cloth but also keeps the details of the person very
well. This addresses the problem of loss of cloth details
of the target person that sometimes occur in the results
of VTON, CP-VTON, M2E-TON. This in effect results
in better VTON output compared to existing methods.
Human Landmarks Fashion Landmarks
Fig. 3: Demonstration of two types of landmarks used by LGVTON.
4) Ideally, supervised training of model to person virtual try-
on system, require images of model and person wearing
the same cloth. However, such a data pair is hard to
get. So we propose an self-supervised training approach,
which implies during training each pair of model and
person image contains same images.
Rest of the paper is organised as follows. The existing works
related to VTON is discussed in Sec. II. Our entire approach is
explained in detail in sec. III. Sec. IV presents the qualitative
and quantitative results on benchmark data and discussion
thereof. In sec. V, a systematic ablation study is described,
and finally we conclude in sec. VI.
II. RELATED WORKS
A. Human parsing and pose understanding
Understanding human in images generally involves finding
their body, estimating human pose [12] and parsing [13],
[14]. Pose estimation is the problem of localizing anatomical
keypoints of human, called human landmarks. Whereas body
parsing and cloth parsing refers to the segmentation of human
image into multiple parts with fine-grained semantics. These
has been used in many tasks such as - human behaviour analysis
[15], person re-identification [16]. Cao et al. [12] proposed a
part affinity field (PAF) based method for localizing the human
landmarks, where PAF is a non-parametric representation
that learns to associate body parts of the person in the
image. Present work uses the method presented in [12] for
localizing the human landmarks of the model and the person.
This facilitates aligning the model cloth efficiently that is
extracted from the model image using [14], which is a human
parsing approach that employs structural information in parsing
scenario. Densepose [11] maps the human pixels of an image
to the 3D surface of the human body. We utilize it to obtain
structural information of the person which plays critical role
in our synthesizer module.
B. Visual fashion analysis
Due to many human-centric applications, visual fashion
analysis has attracted a wide attention over last few years.
Localizing fashion landmarks [17], [18], clothing category
classification [18] are some of the key issues addressed in this
domain.
C. Virtual try-on (VTON)
In the existing approaches the virtual try-on has been
attempted either using 3D body modelling based methods
3Fig. 4: Block diagram depicting workflow of LGVTON. [Best viewed in electronic version.]
[19], [1] or image based methods [20], [21], [3], [4], [5], [10],
[6], [7], [8], [9]. In [1], the proposed system tries to capture
high resolution 3d scan of a person, extract his/her clothing
followed by re-targeting it on a new person. On the other hand,
Sekine et al. [2] proposed to estimate the 3D shape of a person
and fit a 2D image onto it virtually.
In [20] the authors propose a conditional GAN [22] based
two-stage pipeline to swap the clothing between a pair of
person images. [21] transfers the appearance from the source
person image onto the target person image while preserving
the clothing segmentation layout of the source person. The
objective of [20], [21] is to transfer the complete appearance,
while we are interested in transferring a desired clothing only.
CAGAN [3] trained a conditional GAN with cycle consistency
loss to learn the relation between a cloth image and its
appearance rendered on a human but training of it requires
images of same person wearing different cloths in same pose,
which is rarely available. VITON [4] uses a coarse-to-fine
framework for VTON. But lacks keeping the details of the cloth
well in the result. On the other hand, CP-VTON [5] addresses
this issue by using mask that helps to retain the characteristics
of the cloth. M2E-TON [10] transfers clothing from model to
person. It aligns the model image to the shape and pose of the
person using their dense pose [11] representations. The texture
of transformed model image is refined by a texture refinement
network. The aligned model image is finally merged with the
person image using a fitting network. All the above mentioned
VTON methods except M2E-TON require the image of the
clothing separately which is rarely available. So like M2E-TON
we also address the problem of transferring cloth from model
to person which is more pragmatic.
III. METHODOLOGY
We propose a method, called LGVTON, for virtually trying
cloths from a model image onto a person image. Given a model
image Im and a person image Ip it generates a new image I ′p
of the person wearing the clothing of Im. As shown in Fig. 4
LGVTON proceeds in the following way, first it attempts to
compute the target warp of the model cloth c which is done
by our Pose guided Warping Module (PGWM). It works in
two steps - first, predicting the fashion landmarks of the target
warp of c, second, transforming c to c′ based on the landmark
correspondences. Then a segmentation mask corresponding to
the true warp of the model cloth for the person is predicted
by our Mask generator Module (MGM). This is followed by
synthesizing the final virtual try-on output using our Image
Synthesizer Module (ISM). Note that by landmarks we refer to
the locations of landmarks. We use estimation and prediction
interchangeably in describing PGWM.
A. Finding the target warp of the model cloth
This section elaborates our Pose Guided Warping Module
(PGWM) which computes a thin plate spline (TPS) transfor-
mation function f(·; θ) to warp c to its target warp c′. c is
obtained from Im using the human parsing network proposed
by [14]. Generation of c′ involves two steps discussed below.
1) Estimating fashion landmarks of the target warp cloth:
Our method of computing c′ requires estimation of its fashion
landmarks and human landmarks of Ip. We extract human
landmarks using [12]. As computing the deformation of a non-
rigid object such as cloth (e.g., c to c′) is very challenging, and
achieving good warping usually requires many landmarks. So
along with human landmarks we consider fashion landmarks
as well, the necessity of it is elaborated in Sec. V. As this
work is targeted to upper body cloths only, so for warping we
use only upper body human landmarks which in total is 9 and
fashion landmarks corresponding to upper body cloths which
in total is 6 (refer to Fig. 3).
We propose a fashion landmark predictor network F that
predicts the fashion landmarks flmc′ of c′ (refer to Fig. 5a).
The inputs to this network are human landmarks of model
hlmm, that of person hlmp and fashion landmarks flmc of
model cloth c.
Correlation between the human landmarks of the model and
that of the person plays significant role in estimating flmc′ . We
incorporate this observation in F by introducing a correlation
layer with inputs hlmm and hlmp. To establish the efficacy
and usefulness of correlation layer we have performed an
ablation study on it in Sec. V. The loss function used to train
F is defined as: Loss = ‖N(hlmm, f lmc, hlmp)− flmc′‖22.
Training this network requires adequate number of paired data,
i.e., human and fashion landmarks of two persons wearing same
cloths in any arbitrary pose, which is not available. However,
images of same person wearing same cloth, but in different
poses are available. An example of such sample is shown in
Fig. 5b. We leverage this data to train F , where one of them is
considered model and the other as target person. Each data pair
is considered twice alternating the role of each image between
model and image. Some results of F are shown in Fig. 6.
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(a) Block diagram of fashion landmark predictor network (F).
(b) Sample training data pairs.
Fig. 5: Fashion landmark predictor in Pose guided warping module (PGWM).
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Fig. 6: Results of the two steps of PGWM and final output of
LGVTON.
2) Computing the target warp: Based on the correspon-
dences between the two sets of landmarks {flmc , hlmm}
and {flmc′ , hlmp} we aim to transform c to its target warp
c′. Hence formally we may say, given a set of pair of source
and target landmarks {(rj, tj); j = 1, . . . , N} our objective
is to find a smooth function f(.) satisfying the interpolation
condition,
f(rj) = tj. (1)
Then we apply that f(.) on the grid of c to get c′. Now
deformation of non-rigid object such as cloth should be
smooth. Considering this, we choose f(.) to be a thin plate
spline (TPS) transform [23], which is a widely used transform
representing coordinate mappings and involves a penalty term
to impose smoothness [a detailed study on TPS is given in the
supplementary material].
Now as are dealing with only estimates of the true landmark
locations which may be noisy so instead of exact interpolation
our goal reduces to approximation. This is accomplished
in TPS transform by minimizing the following objective
functional [[24],[25]],
H[f ] =
N∑
j=1
‖f(rj)− tj‖22 + λ
∫ ∫
[f2xx + 2f
2
xy + f
2
yy]dx dy,
(2)
where λ is a regularization parameter which is a positive
scalar and fxx, fxy , fyy are second-order gradients of f(.) as
r ≡ (rx, ry) and t ≡ (tx, ty).
In our problem we have N = 15 landmarks (9 human
landmarks and 6 fashion landmarks). The source set of
landmarks {rj; j = 1, ..., N} are {flmc, hlmm} and the target
Model Person Target warping
generated by PGWM Overlay on person
Fig. 7: Demonstration of warping fault. The target warping generated
by the PGWM is not completely accurate as it is observable when
overlaid on the person image. This is due to improper estimation of
locations of fashion landmarks in the PGWM. The warped cloth does
not fit properly in the areas near collar and hands.
set of landmarks {tj; j = 1, ..., N} are {flmc′ , hlmp}. We
take λ = 0.01, which we observed experimentally to be more
effective. Some target warps generated by PGWM are shown
in Fig. 6.
B. Generating Mask for Virtual Clothing
The problem of working with estimated landmarks is that
noisy estimates will result in inaccurate warping which we
refer as warping faults, shown in Fig. 7.
To deal with this issues our next module mask generator
module (MGM) [shown in Fig. 8] comes into play which aims
to predict the segmentation mask denoting the region of the
virtually tried clothing in the VTON output. This mask guides
the next stage of our proposed system to handle the warping
faults. MGM takes c′ (obtained by TPS as described in the
previous subsection) and densepose Pp of the person and aims
to predict the true mask m of refined c′, where refined c′ refers
to the correct target warp of c. MGM learns the structural
feature of the cloth image of the model and associates it with
the densepose of the person to predict m, where a densepose
prediction contains 24 part labels of human, where each part
has UV parametric values of the body surface. For training
Fig. 8: Mask generator module (training scenario). [Best viewed in
electronic version.]
5MGM, we generate a random warp of c, say, cˆ in the following
way. We perturb function landmarks flmc of the model by
adding random noise N (0, 0.001) to it and denote it by flmcˆ.
A transformation based on TPS between flmc and flmcˆ is
used to warp c to cˆ. Now to train MGM, we provide an input
pair {cˆ, Pm}, where Pm is the densepose representation of
the model. The groundtruth of the result for this pair is the
mask of c. Several cˆ is generated for each c to train this
module. Multiple warps of same cloth makes the network learn
to extract features from cloth which does not change with
landmark perturbations. This enables the network to predict the
true segmentation mask of model cloth on the person, which
is the objective of MGM.
C. Synthesizing VTON image
This section describes our final module image synthesizer
module (ISM) [shown in Fig. 4]] that combines c′ and Ip
to generate the final virtual try-on output I ′p. ISM is based
on conditional generative adversarial network (cGAN), which
is an extension of GAN [26] where both the generator and
discriminator are conditioned on some extra information.
Instead of providing Ip and c′ separately to ISM we make
a combined input by manipulating Ip to generate Ipˆ which
is the image of the person with pixel values set to zero in
the upper body area and then combining it with c′. Ipˆ is
computed as: Ipˆ = Ip × (mpu ||mpc), where mpu denotes the
segmentation mask of the hands and torso of Ip, obtained from
the densepose [11] representation of Ip and mpc denotes the
segmentation mask of the upper body cloth of Ip obtained from
its human parsing [14]. Due to the self-supervised training of
ISM, during training ISM learns to synthesize the image of
the model wearing his own cloth, causing mpc and m to be
same. This causes network to fail for test cases as then mpc
and m are different. To overcome this issue mpc is dilated
with a kernel of random size during training. This induces a
difference between mpc and m. Finally c
′ is combined with
Ipˆ to get the final input Ipˆc′ .
Our self-supervised training methodology causes c′ to be
same as c during training, so there is no possibility of warping
fault. However, to make our network robust to warping faults,
which may occur during testing phase, we induce warping fault
artificially in c′ during training. To do that, we perturb flmc
to flm′c by adding random values from N (0, 0.001), and warp
c using a TPS transform between flmc and flm′c. The list of
inputs to ISM is as follows.
1) The generated target cloth mask m from MGM.
2) Image of person Ipˆ with pixel values set to zero in the
upper body area including the upper body cloth and the
predicted warped cloth c′ from PGWM combined with
it. This is denoted by Ipˆc′ .
3) Upper body bounding box of Ip, which is computed
from the upper body segments of the human parsing.
4) Dense pose Pp of Ip.
5) random noise z sampled from a input noise distribution
pz required to train cGAN.
ISM when trained without m generates image artifacts, as
shown in Fig. 12(h). This is due to the huge diversity in the
types of cloth designs, which confuses the cGAN to distinguish
an warping fault from a cloth design. Whereas in presence
of m, ISM is able to tackle it as observed Fig. 12(j). This is
further discussed in detail in Sec. V.
The objective of cGAN may be expressed as
LcGAN(G,D) = Ex∼pdata [logD(x|y)]
+ Ez∼pz [log(1−D(G(z|y))], (3)
where the generator G learns a distribution pg over data x.
It builds a mapping function from a prior noise distribution
pz with a conditional information y to the data space. While
the discriminator D represents the probability of x given y,
to be coming from the training data rather than the generator
distribution pg [22]. cGAN is trained to minimize an objective
LcGAN against an adversarial D that tries to maximize it. The
optimum G denoted by G∗ is
G∗ = arg min
G
arg max
D
LcGAN(G,D). (4)
In our model c′ is the condition given to both G and D.
G is a CNN, containing a hourglass network [27], followed
by two parallel convolution layers, giving activation Io, an
intermediate VTON output and m¯, a mask. The last layer of
G is a convex combination layer that combines Io and Ipˆc′
using m¯. This is formulated as: O = m¯× Io + (1− m¯)× Ipˆc′ .
ISM learns the mask m¯ in unsupervised way (since we do
not have any ground truth for this) and m¯ plays a key role to
obtain enhanced output in our method. Generally, the averaging
tendency of convolution operation causes the loss of fine details
in the image. Having this mask helps the network to avoid such
loss due to convolution. This can be validated from Fig. 9 which
shows that our result retains cloth, person and background
details better in comparison to the results of the other methods.
D is a patchGAN discriminator [28]. Instead of classifying
the whole image as real or fake, it classifies each patch of
the image, where the patch size is much smaller than the
input image size. Hence pixels separated by more than a patch
diameter gets modelled independently. This makes it work like
a texture/style loss as discussed in [28], which helps to keep
better texture in the final output image. Existing works have
shown the efficacy of patchGAN [28],[29] in image based
problems.
It has been experimentally observed by different past works
on conditional GAN [30],[29] that having other loss functions,
such as perceptual loss [29], along with adversarial loss
gives better output. So we incorporate structural dissimilarity
(DSSIM) and VGG perceptual loss as additional loss functions
in the generator. The inclusion of these additional loss terms
keeps the task of discriminator unchanged while the generator
in addition to the task of fooling the discriminator has to
generate data instances closer (in L2 distance) to the ground
truth.
SSIM [31] is an image metric that measures the structural
similarity between two images. However in neural network
the objective is to minimize the value of the loss function so
instead of SSIM we take DSSIM that is related to SSIM the
6following way, DSSIM (. , .) = 1 - SSIM (. , .). DSSIM loss
for the generator is defined as follows
LDSSIM (G) = Ez∼pz,x∼pdataDSSIM(x, G(z|y)) (5)
VGG perceptual loss [30] is a L2 loss between the features
of generated and groundtruth images, obtained from different
layers of pre-trained classification network (VGG-19). Instead
of exactly matching the pixel values of the generated and
groundtruth images this loss matches their feature representa-
tions. This encourages the network to produce images which
are perceptually similar to their corresponding target images.
Formally this loss is defined as
LV GG(G) = Ez∼pz,x∼pdata [
ρ∑
i=1
1
CiHiWi
‖(Fi(x)−
Fi(G(z|y))‖22], (6)
where Fi(x) denotes the activation at the ith layer of VGG-
19 for the input image x. This is a feature map of shape
Ci×Hi×Wi. ρ is the total number of layers of VGG-19 that
we are using. We take the features from conv1 2, conv2 2,
conv3 2, conv4 3, conv5 1 layers of VGG-19. Hence, our
final objective becomes
G∗∗ = arg min
G
arg max
D
(LcGAN (G,D)+
LDSSIM (G) + LV GG(G)), (7)
IV. EXPERIMENTS
In this section we first introduce the experimental details of
the proposed method and then we present a comparative study
of LGVTON (our method) with other competitive methods
[4],[5],[10],[32] both qualitatively and quantitatively.
A. Dataset
The dataset used in this work is IN-Shop Cloth Retrieval
benchmark dataset from deepfashion [33], which contains
multiple views of each person (front, side, back and full). It has
in total 52,712 images of clothed person. Each image is labelled
with bounding box and fashion landmark annotations, which
is required for the proposed method. This dataset contains 6
landmarks for upper body cloths and 9 for lower body cloths.
However, we are interested in only upper body cloths. So we
pick up in total 33,536 images which contains upper body cloth
annotations. Before applying our algorithm, we prepare various
inputs by some existing methods. These include densepose
representation (by [11]), human segmentation (by [14]) and
human pose estimates (by [12]) of the images. Due to our
self-supervised training strategy our method does not require
any train-test split of the dataset. Hence, the entire dataset is
used for training. During testing we randomly select a pair of
images in front pose.
TABLE I: Quantitative evaluation, each cell represents the value
of Frechet Inception Distance (FID) score and Inception score (IS).
Method names are specified in the Methods column.
Methods FID↓ IS↑ SSIM↑
VITON 78.45 2.22 ± 0.103 0.71
CP-VTON 72.95 2.41 ± 0.21 0.72
LGVTON (ours) 56.85 2.71 ± 0.12 0.86
B. Quantitative Comparison
We report the values of three metrics, namely Inception
Score (IS) [34], Fre´chet Inception Distance (FID) [35] and
SSIM [31] for evaluation as well as comparison between our
method and other methods.
Inception Score (IS) measures the classifiability and di-
verseness in the generated image where the generated image
is classified using the inception v3 model [36] to predict
the class probability. Suppose p(b|a) is the conditional la-
bel (b) distribution estimated for image a using Inception
model [36] pre-trained with ImageNet [37], p(b) is the marginal
distribution
∫
p(b|a = G(z))dz, then the inception score is
calculated by measuring the average Kullback–Leibler (KL)
divergence DKL between p(b|a) and p(b). This is formulated
as: exp ( Ea∼pgDKL(p(b|a) || p(b))), where a ∼ pg denotes
an image sampled from pg . A higher value of IS is better.
Fre´chet Inception Distance (FID) is a measure of similarity
between two sets of images. It extracts the features embedded in
both real and the generated images from a layer of inception v3
model pre-trained with ImageNet. Considering the embedding
as continuous multivariate Gaussian, the mean and covariance
are estimated for both the generated (µg , σg) and the real
data (µr , σr). Then the FID is calculated as: ‖µr − µg‖22 +
Tr(σr + σg − 2(σrσg)1/2). A lower value of FID is better.
Both IS and FID are popular measures, but as explained
in [35], FID is a better measure than IS.
We compare our method with two well-known recently
proposed VTON methods CP-VTON [5] and VITON [4].
Although from input perspective these methods are different
from ours but since code of M2E-TON is not available so
based on its qualitative results a comparative study with it is
done in the next section. Unlike ours CP-VTON and VITON
require separate cloth image. As the deepfashion dataset does
not contain separate cloth image corresponding to each and
every model image, so we took a subset of model images
from this dataset for which separate cloth images are available,
which is in total 517. From this set we randomly selected
8500 pairs of images for our experiment. The values of FID
and IS are summarized in Table I. We also report SSIM score
in the same Table for the training set of images only, since
groundtruth is not available for test set of images. The results
demonstrate that our method outperforms both VITON and
CP-VTON in terms all the three metrics.
Note that given the model and person images the reported
metrics can not measure whether the cloth from model to
person has been transferred correctly. Also we don’t have any
dataset with paired data (different persons wearing same cloth),
so comparing with groundtruth is not possible here. Hence, we
go for qualitative comparison as adopted in almost all of the
existing works [5], [4], [10].
7Model Person VITON CP-VTON M2E-TON LGVTON
(Ours)
Fig. 9: Qualitative comparison of results of our method with other
methods. First five columns are taken from M2E-TON paper.
C. Qualitative Comparison
In this section we present our results and also compare
those visually with the results of some base line methods, such
as VITON [4], CP-VTON [5], M2E-TON [10] in Fig. 9. CP-
VTON and VTON often generates unrealistic warps of the cloth
while the amount of distortion is sometimes observed higher in
case of CP-VTON. Whereas in our results the predicted warps
are much more accurate. This is due to the use of landmarks
during warping which imposes restrictions on the deformation
and keeps it within desirable limits. We observe that in most
of the cases our method retains the desired details of model
clothing on the target persons much better than the others.
This is due to the combined effect of (i) landmark guided
warping of the model clothing, which generates better target
warps and (ii) the convex combination layer in the ISM, that
helps to retain the details of the warped clothing in the final
try-on output. In the result of M2E-TON the colour of the
cloth suffers whitening effect and face colour looks brighter.
However, no such artifact or photometric change is observed
in our result. We also observe that in most of the cases our
method preserves the features of the persons better than the
others. There is some change in image background colour in
the result of M2E-TON (2nd row) also. However, our method
does not affect any existing background details.
Human Study: We made a group of 30 volunteers and each
person is presented a randomly selected set of 100 results
from 8500 total results of each of the 3 methods - VITON,
CP-VTON, and LGVTON (ours). A pairwise comparison of
results between each of the comparing methods and our method
is collected. The results of this study is reported in Table II. We
observe that LGVTON performs better in comparison to both
CP-VTON and VITON. So both quantitative and qualitative
analysis show the effectiveness of our method for generating
good quality virtual try-on results.
TABLE II: Human study. Each cell presents the percentage by which
LGVTON (our method) is preferred over other method on average.
Methods Human Study↑
VITON / LGVTON 76.23%
CP-VTON / LGVTON 74.72%
V. ABLATION STUDY
In this section we conduct an in-depth study on the signifi-
cance of each individual component of LGVTON. Our PGWM
uses both human and fashion landmarks for predicting the
target warp of the model cloth. Having only human landmarks
might serve the purpose but at the cost of increase in the
amount of warping fault. We try to control this using fashion
landmarks; as having a better warping puts less burden on ISM
resulting in a more realistic try-on output. In case of warping
fault ISM regenerates lost cloth details (refer to Fig. 12), but
obviously this could never be better than the actual cloth details
since warping preserves the details like colour, texture, logo
etc. of the cloth. Hence a better warped cloth always results in
better LGVTON output. Fig. 10 shows two cases portraying
the effectiveness of fashion landmarks around collar and hem.
(1) (3) (5) (1) (5)(3)
(2) (4) (6) (2) (6)(4)
Fig. 10: Role of different fashion landmarks in predicting the target
warp of the model cloth in PGWM, (a, b) shows the utility of
fashion landmarks around collar and hem respectively. For better
understanding of the viewer, instead of showing the generated
warped cloth image only, we show the overlay of it on the person
image. (1) Person, (2) model, (3) cloth warped using only human
landmarks, (4) transformed locations of fashion landmarks of the
model cloth, obtained by the corresponding transformation function
of (3), (5) cloth warped by PGWM using both human and fashion
landmarks, (6) fashion landmarks predicted in PGWM, which is
observed to be more accurate than (4). This results in better warping
of the model cloth as shown in (5) in comparison to that in (3).
(a) (b) (c) (d) (e) (f)
Fig. 11: Study on effectiveness of correlation layer in fashion landmark
predictor network F of PGWP in LGVTON. (a) Person image,
(b) Model image, (c, e) predicted locations of fashion landmarks and
warp cloths generated by PGWM when F is trained w/o correlation
layer and with correlation layer respectively. (d, f) final VTON result
for the warp cloths shown in (c) and (e) respectively. We observe
that the results in (f) are better than that in (d), which justifies the
potency of correlation layer in PGWM.
8We study the effectiveness of correlation layer in fashion
landmark predictor network of PGWM (refer to Fig. 11).
The presence of correlation layer establishes the relationship
between the human poses of the model and the person which in
turn assists in predicting better estimates of fashion landmarks
of the target warp cloth.
We conduct an experiment to study the usefulness of target
mask as input to ISM. The results of this experiment is shown
in Fig. 12. For the purpose of understanding the effect of
target mask, we train an instance of ISM without providing the
target mask as input. Now it is observed w/o target mask the
network can not identify warping fault. This can be verified
from Fig. 12(h) where the effect of warping fault is propagated
to the output. But when a target mask is given as input ISM
can identify the areas of warping fault and takes necessary
action according to the type of the fault. The reason being,
the variety of cloth types makes the network confused to
distinguish a fault of warping from a design of cloth, e.g., in
the first two rows inappropriate estimation of flm′c causes the
sleeves to be stretched more outwards. While that in Fig. 12(j)
is not observed as network removes those areas of extra stretch
and replaces with background. In the example of third row
Fig. 12(h) the effect of warping fault exposes some body part
near right neckline of the person (better viewed when zoomed
in), while this gets filled with cloth texture and colour in
Fig. 12(j).
We run a comparative study on the effect of different loss
functions used to train ISM. Keeping other settings same, we
train 3 different instances of ISM with different combinations
of loss functions as shown in Fig. 13. As GAN tries to
approximate the data distribution so it generates better output
than its non-GAN variant [26]. This is observed in the results
of LGVTON′ and LGVTON′′, where due to adversarial loss
the blurriness is reduced in LGVTON′′ in comparison to the
results of LGVTON′. By definition, the objective of perceptual
loss is to minimize the distance between the high level features
of the result and the ground truth. Since skin colour of person,
texture, colour of cloth these are high level features so these
details gets reconstructed better in presence of this loss (as
observed in the results of LGVTON).
A. Limitations of our method
Our method is sensitive to poor segmentation [14] of the
model image as shown in 14(a). We are considering the whole
cloth image as a 2d grid, this makes it difficult to model the
cross folding of cloth with long sleeves as shown in 14(b). In
future we will try to explore more on this direction.
VI. CONCLUSION
This paper presents a self-supervised landmark guided
approach to virtual try-on which synthesizes the image of a
person wearing a model cloth. Our work is based on the images
of model and person without requiring any separate cloth image,
which makes it more effective, as having a separate cloth image
always is difficult. Our method contains 3 modules. Our first
module utilizes the correspondence between the estimated
landmark sets of the model and the person to predict the
target warping of the model cloth. Our final module image
synthesizer module combines the aligned model cloth and
person to synthesize the the final output. A proposed mask
generator module guides the synthesizer to tackle in case of
noisy estimates of landmarks that lead to incorrect warping.
Experimental study demonstrates the ability of our method in
generating perceptually convincing virtual try-on outputs.
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