Abstract. We consider a piecewise continuous, piecewise monotone interval map and a weight of bounded variation, constant on homtervals and continuous at periodic points of the map. With these data we associate a sequence of weighted Milnor-Thurston kneading matrices, converging to a countable matrix with coe cients analytic functions. We show that the determinants of these matrices converge to the inverse of the correspondingly weighted zeta function for the map. As a corollary, we obtain convergence of the discrete spectrum of the Perron-Frobenius operators of piecewise linear approximations of Markovian, piecewise expanding and piecewise C 1+BV interval maps.
Introduction
Let f be a transformation of a compact interval, say I = 0; 1]. Assume that f is piecewise continuous, and piecewise strictly monotone, with a nite number N of pieces de ned by turning points 0 = a 0 < a 1 < a 2 < : : : < a N?1 < a N = 1. Let g : I ! C be a weight (a natural choice is g = 1=jf 0 j, if f is piecewise di erentiable and without critical points). If each iterate f n has only nitely xed points, we can formally de ne the weighted Ruelle zeta function g (t) = exp In Section 1 we shall introduce a reduced zeta function which can also be de ned when some iterate(s) of f have in nitely many xed points. We shall also denote it by g (t), no confusion should arise since all our results are about the reduced function.
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If the weight g is of bounded variation, the analytic properties of g (t) in some domain of the complex plane can often be studied with the help of the transfer operator Furthermore, the poles of g (t) in this disc are exactly the inverses of eigenvalues of L g .
Zeta functions may also be studied via the approach initiated by Milnor and Thurston 1988] who express a slightly di erent reduced (unweighted) zeta function as the determinant of a nite \kneading matrix," whose coe cients are power series. In a previous paper (Baladi -Ruelle 1993 ]), we de ned weighted kneading matrices and determinants, and extended Milnor and Thurston's main result to the case of reduced weighted zeta functions g under the strong assumption that the map g be constant on each interval a i?1 ; a i ]. With this assumption, the weighted kneading matrix is again a nite matrix.
In the present paper we extend this result to the case where the weight g is of bounded variation. (We need technical assumptions on g: it should be constant in homtervals, and continuous at the periodic points of f.) In this case, one has to consider in nite (countable) kneading matrices.
More precisely, we construct a sequence of nite weighted kneading matrices K (n) (t), of strictly increasing sizes, corresponding to better and better locally constant approximations g (n) of g. Set (n) = (g (n) ) , and write = lim n!1 (n) . By the previous result in Baladi -Ruelle 1993 ] the kneading determinant (n) (t) = det(K (n) (t)), viewed as a power series, coincides with 1= g (n) (t) up to a trivial factor. (By slightly changing the kneading matrices, we are now able to replace this trivial factor by the constant 1.) Also, the series (n) (t) converges in the disc of radius 1= (n) . Because of the assumptions on g, the power series g (n) (t) converges to g (t) as n goes to in nity, and the analytic function de ned by g (n) (t) converges to g (t) on some nonempty open disc. From this, it follows that lim n!1 (n) (t) exists and de nes an analytic function (t), in this disc. However, the properties of the limits of the meromorphic functions g (n) (t) and of the analytic functions (n) (t) on the (possibly larger) disc of radius 1= , are not clear a priori: we must show that the analytic functions ?1 g n (t) = (n) (t) are uniformly bounded iby applying the classical Hadamard inequality to matrices M (n) (t) = 1?L (n) (t), where 1 is the identity matrix and L (n) (t) is obtained from K (n) (t) by elementary row operations. This yields our main result: the two functions (t) and 1= g (t) admit analytic extensions to the disk D of radius 1= , where they coincide, and g n (t) converges to g (t) as a meromorphic function in D. A precise statement is given in Section 1. Section 2 contains the proofs.
In the cases where the relationship between the spectrum of the transfer operator and the properties of the zeta function have been established (for example, when the partition into intervals of monotonicity is generating, see Baladi{Keller 1990]), our main result implies that in the domain < jzj the spectrum of the transfer operator L g (n) : BV ! BV converges to that of L g : BV ! BV . If we assume further that the map f has a nite Markov partition (i.e., all the turning points are (pre)periodic), each coe cient of the nite matrix K (n) (t) is by de nition a polynomial in t multiplied by a geometric series in (a power of) t, and the matrix is therefore a \ nite" object. Also, the Markov property implies that the transfer operator preserves a nite-dimensional vector space on which it can be described by a nite matrix. In the Markov case, our results hence yield two procedures to approach the discrete spectrum of the transfer operator acting on BV .
Under more restrictive assumptions (the map f is piecewise C 2 , the weight is g = 1=jf 0 j, and < 1), Mori 1990 Mori , 1992 has introduced \Fredholm" matrices n (t), and has related the limit of the determinants of these matrices to the correspondtransfer operators (acting on BV ) and weighted zeta functions. Mori uses di erent techniques and does not relate his results with the Milnor-Thurston theory. However, he is able to de ne Banach spaces on which his limiting matrix (t) de nes a bounded operator, and to show that if the limit of the determinants has a zero at t, the countable matrix (t) has a xed point. In our case, the limit K (1) (t) of the matrices K (n) (t) is also well de ned, and we conjecture that K (1) (t) has a xed point in a suitable Banach space whenever (t) vanishes. I am much indebted to H.H. Rugh who pointed out to me the key lemma in Section 2 (and how to prove it). I am grateful to B. Schmitt and S. Isola who mentioned to me the conjecture of S. Isola that is solved in the present paper. I am very thankful towards H.H. Rugh and D. Ruelle for pointing out several mistakes in a previous version of this text and suggesting improvements. Part of this work was done at the D epartement de Math ematiques de l' Ecole Polytechnique F ed erale de Lausanne, the Niels Bohr Institute (Copenhagen), the Instituto de Matem atica of the Universidade Federal do Rio de Janeiro, the Instituto de Matem atica Pura e Aplicada (Rio de Janeiro), and the Landau Institute for Theoretical Physics (Moscow). I am grateful to these institutions for their hospitality and nancial support.
Definitions and statement of results
The basic ingredients: the map f and the weight g.
We start by xing notation, which we have tried to keep essentially consistent with Baladi-Ruelle 1993] . Let Denote by Z = Z 1 the \partition" of I into N closed intervals given by the a i . For n 2, let Z n be the n th re nement of Z under f, i.e., the partition into intervals 0 \f ?1 1 \: : :\f ?n+1 n?1 with j 2 Z. Recall that the partition Z is called generating if the maximal length of the intervals in Z n tends to zero as n tends to in nity (this is an intrinsic property of the map f which does not vary by considering a ner partition Z 0 ). We de ne a Z-homterval to be a maximal nontrivial interval J such that for each n 1 there is 2 Z n with J . (The partition is generating if and only if there are no Z-homtervals.)
We make the additional assumption that g is constant on each Z-homterval of f. The locally constant approximations g (n) . For n 1, and 2 Z n , let fx ;m ; m 1g be such that lim m!1 jg(x ;m) j = ess inf jgj, and such that lim m!1 g(x ;m ) existsmultivalued function whose restriction to each closed interval 2 Z n is equal to the constant lim m!1 g(x ;m ). The constants we de ne the rows of thẽ K (1) i (t) = 1 2 ~ (1) (a i +) ?~ (1) (a i ?)
i;0 ; : : : ; K (1) i;N ) ; for i = 0; : : : ; N :
The determinant of K (1) (t) (1) (t) =
is called the rst kneading determinant. Since K (1) ij (t) = ij + higher order in t, we have (1) (t) = 1 + higher order in t. By the de nition of (1) , the power series (1) (t) converges in the disc of radius 1= (1) 1= . We now give the general step for the construction of the n th kneading matrix. We rst order the N + 1 endpoints of the partition Z 1 according to a 0 < : : : < a N . For n 2, we order the N n + 1 endpoints a (n) 0 < : : : < a The power series (n) (t) converges in the disc of radius 1= (n) . The permutation on the rows and columns has no e ect on the determinant of the matrix, and it allows us to de ne a countable matrix K (1) (t): for each nite index pair (i; j), we de ne the in nite kneading matrix K (1) ij (t) = lim n!1 K (n) ij (t) (if the partition is generating, this limit exists because g is of bounded variation; when it is not generating, use also the fact that g is constant on Z-homtervals).
In the proof of our main theorem (see (2.5,2.6,2.7)) we shall perform elementary row operations on the sequence K (n) (t) to obtain another sequence of kneading matrices L (n) (t) (with det L (n) (t) = det K (n) (t)), converging to a countable matrix L (1) (t). Note that, although the countable matrix M (1) (t 0 ) = 1 ? L (1) (t 0 ), for t 0 in the disc of radius 1= , de nes a Fredholm operator in the sense of Grothendieck 1956 ] on the Banach space l 1 (N), and hence the determinant of L (1) (t 0 ) is a well-dobject (see the Appendix), this determinant does not coincide in general with (t 0 ) (we give a counterexample after the proof of the main theorem in Section 2).
The reduced zeta function g (t). The results.
We can now state our main result.
Theorem. Let f and g be as de ned in the rst paragraph of this section. With the above notations we have:
(1) For each n 1, the following equality holds between analytic functions in the open disc D n of radius 1=
If the partition Z is generating, the zeroes of (y) ;
outside of the closed disc of radius (n) . The order of a the corresponding eigenvalue. (t) = 1 g (t) : In particular g (t) is meromorphic in D, and the set of poles of g (n) (t) in D converges to the set of poles of g (t) in D.
If the partition Z is generating, the zeroes of (t) in the open disc of radius 1= are exactly the inverses of the eigenvalues of the operator L g : BV ! BV outside of the closed disc of radius . The order of a zero coincides with the multiplicity of the corresponding eigenvalue.
Remarks.
(1) It may happen that both members of (1.1) admit analytic extensions to larger domains, possibly the whole complex plane, in particular when the map f has a nite Markov partition.
(2) If Z is generating, the fact that the zeta function g (t) admits a meromorphic extension to the disc D of radius 1= was obtained by Baladi-Keller 1990 ] (see Baladi-Ruelle 1994] for the removal of the piecewise continuity assumption on g) by relating the meromorphic properties of g (t) to the spectral properties of L g : BV ! BV . In particular, they prove that the essential spectral radius of L g (or L g (n) ) acting on BV is bounded above by (respectively (n) ). The claims of the above theorem relating the zeroes of the determinantspectrum of L g when Z is generating follow essentially from these previous results. (3) When the partition Z is not necessarily generating, Ruelle 1993a Ruelle , 1993b ] introduces a di erent reduced zeta function,^ g (t), using the notion of a representative set of periodic points. He relates the poles of^ g (t) to the discrete spectrum of L g . The two reduced zeta functions g (t) and^ g (t) in general do not coincide.
When the weight g is locally constant, Ruelle 1993c] obtains in some cases a relationship between the spectrum of L g and the poles of g (t). It would be interesting to see whether this holds also for weights g of bounded variation, with the aims of suppressing the assumption that Z is generating in all statements of our theorem, and comparing the zeta functions g (t) and^ g (t). (4) The assumption that g is (one-sided) continuous at periodic points of f can be relaxed to the requirement that the intersection of the set of discontinuities of g with the periodic points of f is nite. The equation (t) g (t) = 1 must then be corrected by a nite product. We have the following positive answer to a conjecture of S. Isola:
Corollary. Let f and g be as in the rst paragraph of this section. Assume further that each g i is continuous, and that the partition Z is generating and Markovian, i.e., f(a i ) 2 fa 0 ; : : : ; a N g for all i. : I ! I be a (possibly Z n -multivalued) transformation which is monotone on each interval of Z, and which coincides with f at the endpoints of the intervals of Z n . Write g , g (n) , and g (n) ;functionsof fandg; offandg (n) , and of f (n) and g (n) . Write L g , L g (n) , and L g (n) ;f (n) for the corresponding transfer operators acting on BV .
Then:
(1) As power series, g (n) = g (n) ;f (n) . Thus, in the open disc D of radius 1= , the poles of g (n) ;f (n) and g (n) converge to the poles of g .
(2) Let L n be the restriction of L g (n) ;f (n) to the nite-dimensional vector space E n of functions ' : I ! C which are constant on the intervals of Z n . Outside of the closed disc of radius the following spectra coincide (including the multiplicities) and converge to the spectrum of L g as n ! 1:
. The interest of the above corollary is that we approach the discrete spectrum of L g by the spectra of the nite matrices L n , or by the zeroes of the determinants associated with f (or f (n) ) and g (n) (which, under the assumptions of the corollary, are \ nite" objects, as pointed out in the introduction). Of course, this is only really useful when is strictly smaller than the spectral radius of L g . One case where this holds is when f is piecewise C 1+BV , the weight g = 1=jf 0 j, and jf 0 j > 1. One can then choose f (n) to be the piecewise a ne approximations of f which coincide with f at the endpoints of Z n (and are a ne on these intervals). In that case, since g is piecewise continuous, and f (n) 0 is piecewise constant, one can set g (n) = 1=jf
(n) 0 j, by the mean value theorem.
Note that our result doesthe eigenspaces corresponding to the discrete spectrum of L g .
Proofs
The main ingredient of our proof of the theorem is the following lemma:
Key Lemma. Let M (n) , n 1 be a sequence of m n m n matrices (1 m n < m n+1 < 1) with complex coe cients. Write 1 m n for the m n m n identity matrix.
Assume that there exist a constant V > 0, and for each n 1 an m n -dimensional vector v i . By the Hadamard inequality (2.4), the determinant of the k k minor C ij satis es:
Summing over the`i, it su ces to use the upper bound V in (2.1) to obtain (2.3).
We can now prove our main result: Proof of the theorem.
(1) Equality (1.1) is a direct application of Theorem 1.1 in Baladi-Ruelle 1993] . We leave to the reader the veri cation that the two additional rows and columns in the kneading matrices de ned here lead to the suppression of the factor 1 ?
1 2
( 1 z 1 + N z N ) in the previous paper (it su ces to check that this factor disappears in Lemma 2.1 of Baladi-Ruelle 1993] ). Each (n) (t) is analytic in the disc of radius 1= (n) because each coe cient of the matrix K (n) (t) converges in this disc.
As mentioned in Section 1, the relationship between the zeroes of (n) (or poles of (n) g ) and the discrete spectrum of L g (n) follows from Hofbauer-Keller 1984] and Baladi-Keller 1990] . The special treatment reserved for the periodic orbits through the turning points does not a ect the discrete spectrum of the transfer operator. Since the points u i are all distinct, we have
(~ = ) ? 1 :
The key lemma yields the needed uniform bound on (n) (t) for t 2D. The claim on the discrete spectrum of L g follows from Baladi-Keller 1990] (and Baladi-Ruelle 1994 ] to remove the assumption that the g i are continuous).
(1 ? g(0)t) to take into account the xed point at 0), is not invariant when we consider di erent weights having the same values at 0,1=2 and 1 (take for example a strictly positive continuous weight h of bounded variation with h(0) = g(0), h(1=2) = g(1=2) and h(1) = g(1), but with h(x) 6 = g(x), where 1=2 < x < 1 is the other xed point of f | then the coe cients of order one in the Taylor series of g (t) and h (t) are di erent).
Note that when g has nitely or countably many discontinuities, the matrix M (1) (t) contains information not only on the values of the weights at the turning points, but also on these discontinuities. Proof of the corollary.
(1) Since f is Markovian, the kneading determinant (n) (t) only depends on f evaluated at the endpoints of Z n . Since f and f (n) coincide on these points by construction, the n th kneading determinant of f (n) coincides with (n) (t). The claimed equality thus follows from (1.1), and the assertion about convergence of the poles follows from (2) in the theorem. (2) We rst show that the spectra a) and b) are the same. We follow the argument of Pollicott 1986,since the spectrum of L g (n) ;f (n) is a subset of the union of the spectrum of L g (n) ;f (n) restricted to E n and the spectrum of the quotient operator L g (n) ;f (n) =E n : BV=E n ! BV=E n , it su ces to check that the spectral radius of L g (n) ;f (n) =E n is not larger than (n) . We have not been able to nd a proof of this (certainly well-known) fact in the literature, and we include it here. The induced norm on BV=E n is k'k E n = P 2Z n var ('). The key observation is that if 2 Z n and m > n, then for any ' m (x) = g
(f (n) m?1 (x)) : Thus for m n:
Hence, lim m!1 (kL m
, as desired. The spectra b) and c) are the same because of part (1) of this corollary combined with the second assertion of claim (1) in the theorem.
Since the partition is generating, outside of the closed disc of radius (n) , the spectrum of L g (n) ;f (n) acting on BV consists of the inverses of the poles of g (n) ;f (n) . Similarly, outside of the closed disk of radius , the spectrum of L g acting on BV consists of the inverses of the poles of g . It hence su ces to apply part (1) of this corollary again to get the convergence.
Appendix: Viewing the countable matrix M (1) (t) as a Fredholm operator In this appendix, we will indicate how the theory of Grothendieck yields:
Proposition. Let 
