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An asymmetric binary covering code of length n and radius R is a subset C of the
n-cube Qn such that every vector x 2 Qn can be obtained from some vector c 2 C by
changing at most R 1’s of c to 0’s, where R is as small as possible. Kþðn;RÞ is deﬁned
as the smallest size of such a code. We show Kþðn;RÞ 2 Yð2n=nRÞ for constant R;
using an asymmetric sphere-covering bound and probabilistic methods. We show
Kþðn; n  %RÞ ¼ %R þ 1 for constant coradius %R iff n5 %Rð %R þ 1Þ=2: These two results
are extended to near-constant R and %R; respectively. Various bounds on Kþ are
given in terms of the total number of 0’s or 1’s in a minimal code. The dimension
of a minimal asymmetric linear binary code (½n;Rþ-code) is determined to be
minf0; n  Rg: We conclude by discussing open problems and techniques to compute
explicit values for Kþ; giving a table of best-known bounds. # 2002 Elsevier Science (USA)
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Suppose we wish to have a small set of binary n-vectors with the property
that every binary n-vector is no more than R bit ﬂips from one of them. This
is the classical question of ﬁnding ‘‘covering codes.’’ Recent surveys of
results on covering codes appear in [4, 6], and earlier important results
appear in [5, 8]. The topic of covering codes continues to be an active area of1To whom correspondence should be addressed.
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ASYMMETRIC BINARY COVERING CODES 233research, and the interested reader is referred to [9] for a comprehensive
bibliography of the subject.
Let Qn be the set of binary n-vectors fx ¼ ðx1; x2; . . . ; xnÞ:xi 2 f0; 1gg
with algebraic structure inherited from the vector space Fn2 and the partial
ordering inherited from the boolean lattice (i.e., x%y if xi4yi for all
14i4n). We denote the ‘‘top’’ and ‘‘bottom’’ elements, i.e., ð1; . . . ; 1Þ and
ð0; . . . ; 0Þ; by #1 and #0; respectively. Deﬁne the weight, or level, of x 2 Qn as
wðxÞ ¼Pni¼1 xi; where each coordinate is treated as an ordinary integer
(equivalently, wðxÞ is the number of ones in x). Deﬁne the Hamming
distance between x and y as dðx; yÞ ¼ wðx þ yÞ: The undirected ball in Qn
with center x and radius R; denoted by Bnðx;RÞ; is the set fy 2 Qn:dðx; yÞ
4Rg: The covering radius of a set C  Qn is the smallest integer R50 such
that Qn ¼
S
c2C Bnðc;RÞ: The ordinary deﬁnition of a binary covering code,
which for our purposes we refer to as a symmetric binary covering code
of length n and radius R; or more simply an ðn;RÞ-code, is a set of
‘‘codewords’’ C  Qn with covering radius R: We use Kðn;RÞ to denote the
minimum size of any ðn;RÞ-code.
We now consider the additional restriction of requiring the bit ﬂips used to
go from a vector to its covering codeword to be in only one direction. This
restriction arises in a problem of layout data compression in VLSI design
which motivated the present work [7]. Data encoding the placement of
certain metal features on a microchip can be transmitted with at most R
errors per n bits using a covering code, except that metal may only be
removed (to an extent controlled by R) and not added, so as to avoid causing
a short circuit. This simple variation on ordinary (‘‘symmetric’’) covering
codes opens up a world of questions, with many of the answers quite different
from the symmetric case. The dual problem of ‘‘unidirectional’’ error-
correcting/detecting codes has been studied in [10–12].
The extra restriction is now formalized in the deﬁnition of an asymmetric
covering code. The upward directed ball in Qn with center x and radius R is
Bþn ðx;RÞ ¼ Bnðx;RÞ \ fy 2 Qn:x%yg; and the corresponding downward
directed ball is Bn ðx;RÞ ¼ Bnðx;RÞ \ fy 2 Qn:y%xg: We write bþn ðx;RÞ
and bn ðx;RÞ for the sizes of the directed balls Bþn ðx;RÞ and Bn ðx;RÞ;
respectively. We sometimes instead say bþn ðl;RÞ or bn ðl;RÞ; where l is the
weight of x; since bþn and b

n depend only on the weight of the ball’s center.
Indeed, we have
bþn ðl;RÞ ¼ bn ðn  l;RÞ ¼
XR
j¼0
n  l
j
 !
4
XR
j¼0
n  l
j
 !
R
R  j
 !
¼ n  l þ R
R
 !
: ð1Þ
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S
c2C
Bn ðc;RÞ; and the asymmetric covering radius of C is the smallest R
for which C downward R-covers Qn: We deﬁne an asymmetric binary
covering code of length n and radius R; or more simply an ðn;RÞþ-code, to
be any set C  Qn with covering radius R: We sometimes refer to the
coradius %R :¼ n  R of an ðn;RÞþ-code when R is large. Our main object of
study is the function Kþðn;RÞ; deﬁned to be the minimum size of any
ðn;RÞþ-code.
Finally, denote the concatenation of two vectors x ¼ ðx1; . . . ; xnÞ
and y ¼ ðy1; . . . ; ymÞ by ðxjyÞ ¼ ðx1; . . . ; xn; y1; . . . ; ymÞ; in precisely the
same way as it is deﬁned for symmetric codes. The direct sum of two
sets X and Y is X  Y :¼ fðxjyÞ:x 2 X ; y 2 Yg: Note that if C is an
ðn1;R1Þþ-code and C0 is an ðn2;R2Þþ-code, then C C0 is an
ðn1 þ n2;R1 þ R2Þþ-code, and so
Kþðn;RÞ4Kþðn1;R1ÞKþðn  n1;R  R1Þ: ð2Þ
We will use this observation several times in the course of our
discussion.
In this paper, we explain several substantive differences and simi-
larities between symmetric and asymmetric binary covering codes,
and offer directions for further investigation. Section 2 gives the
exact asymptotic order of magnitude of the size of minimal codes
with constant radius and gives exact asymptotics in the case of constant
coradius. The bounds we provide are then used to derive somewhat
weaker bounds in a completely general setting. The topic of Section 3
is the increase that the size of a minimal code experiences when its
length or radius is incremented or decremented, respectively. We
tackle linear asymmetric codes in Section 4}a surprisingly simple
matter, given the complexity of the issue in the symmetric case}
and we ﬁnish with several open problems and a table of our best known
bounds in Section 5.
2. ASYMPTOTIC BOUNDS
We can achieve a lower bound for the asymptotic order of magnitude of
Kþðn;RÞ for constant R by considering a variant of the traditional sphere-
covering bound. Sphere-covering lower bounds are achieved by examining
the size of the (directed or undirected) balls of a given radius centered at
each vector. The straightforward sphere-covering bound in the symmetric
case appears as [6, Theorem 6.1.2], which we state here for completeness,
and then extend to the asymmetric case.
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Kðn;RÞ5 2
nPR
j¼0
n
j
 
2
666
3
777: ð3Þ
Theorem 2 (Asymmetric Sphere-Covering Bound). Let 04R4n: Then
Kþðn;RÞ5
Xn
l¼0
n
l
 
PR
j¼0
minðn;lþRÞ
j
 
2
666
3
777: ð4Þ
Proof. For any ðn;RÞþ-code C; we may write
jCj ¼
X
c2C
1 ¼
X
c2C
X
v2Bn ðc;RÞ
bn ðwðcÞ;RÞ1:
Switching the order of summation yields
jCj ¼
X
v2Qn
X
c2Bþn ðv;RÞ\C
bn ðwðcÞ;RÞ1:
For a vector v of weight l; the largest directed ball of radius R that could
contain it is centered at a vector of weight l þ R and has size PRj¼0 lþRj :
However, if l þ R > n; then the largest ball that could contain v is the one
which is centered at #1: Therefore, since every vector in Qn must be covered
by at least one c 2 C;
jCj5
X
v2Qn
X
c2Bþn ðv;RÞ\C
XR
j¼0
minðn;wðvÞ þ RÞ
j
 ! !1
5
X
v2Qn
XR
j¼0
minðn;wðvÞ þ RÞ
j
 ! !1
:
Noting that n
l
 
vertices have weight l gives the desired result. ]
The desired lower bound for Kþðn;RÞ is determined by bounding the
denominator of each term in (4). Using the bound on ball size from (1), for
all 04l4n and a ﬁxed R;
bn ðl;RÞ4
n þ R
R
 !
2 OðnRÞ:
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Theorem 2.
Corollary 3. Fix R50: Then
Kþðn;RÞ 2 O 2
n
nR
 
:
We can count more carefully than we did in Theorem 2 by specifying a
system of inequalities that the code must satisfy. For an arbitrary ðn;RÞþ-
code, deﬁne the sequence ða0; a1; . . . ; anÞ by letting al be the number of
codewords of weight l: Whenever necessary, deﬁne anþ1 ¼    ¼ anþR ¼ 0:
We have the following lemma.
Lemma 4. Let C be an ðn;RÞþ-code. Then the number of codewords al of
weight l must satisfy
al5
n
l
 !

XR
j¼1
alþj
l þ j
j
 !
: ð5Þ
Proof. There are n
l
 
vertices on level l to be covered. At most alþj lþjj
 
of these points can be R-covered by the alþj codewords of weight l þ j: The
rest must be included as codewords themselves. ]
In fact, (5) must hold for all 04l4n for all ðn;RÞþ-codes. Therefore, we
may construct an integer program based on these restrictions to provide
another lower bound for Kþðn;RÞ: This is what was done (with some minor
reﬁnements) to ﬁnd most of the lower bounds presented in the table at the
end of this paper.
Proposition 5. Let IPþðn;RÞ be the result of the following integer
program:
Minimize
Xn
l¼0
al
subject to
XR
j¼0
alþj
l þ j
j
 !
5
n
l
 !
; for 04l4n; ð6Þ
and
al50; integer; for 04l4n:
ASYMMETRIC BINARY COVERING CODES 237Then Kþðn;RÞ5IPþðn;RÞ: Furthermore, this bound is at least as good as the
asymmetric sphere-covering bound (4).
Proof. We have already established that the program yields a lower
bound for Kþðn;RÞ: It remains to show that it is at least as good as (4). Let
ða0; . . . ; anÞ be a solution vector which achieves IPþðn;RÞ: Applying the
conventions that bn ðl;RÞ ¼ bn ðn;RÞ when l5n; all indices vary over those
integers not excluded explicitly, and al ¼ 0 for l50 and l > n; we have
X
l
al ¼
X
l
X
i4R
al
l
i
 
bn ðl;RÞ
¼
X
l0
X
i4R
al0þi l
0þi
i
 
bn ðl0 þ i;RÞ
by making the substitution l0 ¼ l  i: Then, using the fact that downward
ball sizes are monotone increasing in the weight of their centers, and
applying (6),
X
l
al5
X
l0
X
i4R
al0þi l
0þi
i
 
bn ðl0 þ R;RÞ
5
X
l0
n
l0
 
bn ðl0 þ R;RÞ
which is the asymmetric sphere covering bound. ]
Note that the IP is relatively small, since its coefﬁcient matrix is just
ðn þ 1Þ  ðn þ 1Þ:
2.1. Asymptotic Order of Magnitude for Small Radius
Clearly, Kþðn; 0Þ ¼ 2n since all 0-balls contain only their centers. For
positive R; however, the issue is much more complicated. In particular, we
wish to understand the growth of Kþðn;RÞ in n for constant R: The lower
bound given by Corollary 3 says that the density jCj=2n of a minimal
ðn;RÞþ-code C is OðnRÞ; the probabilistic arguments given in this section
show that this is, in fact, achievable.
Deﬁne a patched asymmetric covering code of radius R; or a patched
ðn;RÞþ-code, to be a pair ðS;TÞ with S;T  Qn such that S has covering
radius R with respect to covering only Qn=T : Thus, every vector in the cube
is either in Bn ðs;RÞ for some s 2 S or in the ‘‘patch’’ T : We say that the
d-weight of the patched asymmetric covering code ðS;TÞ is jSj þ djT j; and
deﬁne pðn;R; dÞ to be the minimum d-weight over all patched ðn;RÞþ-codes.
COOPER, ELLIS, AND KAHNG238For a given patched ðn;RÞþ-code ðS;TÞ and a ðk;RÞþ-code C; we deﬁne
the semi-direct sum of ðS;TÞ and C; denoted by ðS;TÞ1C; to be ðS 
QkÞ [ ðT  CÞ: It is easy to verify that ðS;TÞ1C is an ðn þ k;RÞþ-code. In
the next two propositions, we will generate a small cover for Q2n ﬁrst by
showing in Proposition 6 the existence of a patched ðn;RÞþ-code ðS;TÞ with
low d-weight, and then by building in Proposition 7 a ð2n;RÞþ-code C from
the semi-direct sum of the patched ðn;RÞþ-code and a small ðn;RÞþ-code
found inductively.
Proposition 6. Let R50 be fixed. For some absolute constant aR > 0
and any d > 0;
pðn;R; dÞ4aR2
n
nR
ðmaxflogðdnR=aRÞ; 0g þ 1Þ:
Proof. A standard argument (pointed out by Bell [3]) permits us to
choose aR to be the least real number so that for all positive integers n;
Xn
j¼0
n
j
 !
bþn ð j;RÞ14aR
2n
nR
:
If d5aR=nR; then choosing T be all of Qn yields the desired result. Thus, we
may assume d5aR=nR: Randomly choose a patched asymmetric cover
ðS;TÞ as follows. Let pj¼minflogðdnR=aRÞbþn ðj;RÞ1; 1g for j ¼ 0; . . . ; n  1;
and let pn ¼ 1: For each vector v in the cube, add it to S with probability
pwðvÞ: Then, add all the uncovered points to T : The expected d-weight of
ðS;TÞ is, by linearity of expectation,
EðjSjÞ þ dEðjT jÞ4
Xn
j¼0
n
j
 !
pj þ d
X
v2Qn
Pðv is uncoveredÞ:
The probability that a vector v is uncovered is the product, over each of the
bþn ðv;RÞ vertices that could cover v; of the probability that each vertex is not
chosen. Thus,
Pðv is uncoveredÞ ¼
Y
u2Bþn ðv;RÞ
ð1 pwðuÞÞ4ð1 pwðvÞÞb
þ
n ðv;RÞ
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EðjSjÞ þ dEðjT jÞ4 log dn
R
aR
 Xn
j¼0
n
j
 
bþn ðj;RÞ
þ d
Xn
j¼0
n
j
 !
ð1 pjÞb
þ
n ðj;RÞ
4 log
dnR
aR
 
aR
2n
nR
þ d
Xn
j¼0
n
j
 !
aR
dnR
4aR
2n
nR
log
dnR
aR
 
þ 1
 
;
and so there exists a patched cover of the desired d-weight. ]
This leads immediately to the following.
Proposition 7. For each R50; there exists a bR > 0 such that for every
nonnegative integer m;
Kþð2m;RÞ4bR2
2m
2mR
:
Proof. If R ¼ 0; the result is trivial, so we may assume that R > 0: We
proceed by induction on m: We require the constant bR deﬁned as
bR ¼ maxf12;minfx:x5aR and x52RaRðlogðx=aRÞ þ 1Þgg:
The statement certainly holds for m ¼ 0; since Kþð1;RÞ ¼ 1: Assume it is
true for m:We construct a cover for Q2mþ1 by taking the semi-direct sum of a
patched ð2m;RÞþ-code ðS;TÞ achieving pð2m;R;Kþð2m;RÞ=22mÞ and a
minimal ð2m;RÞþ-code. The result is a ð2mþ1;RÞþ-code of size
jðS;TÞ1Cj ¼ jSj22m þ jT jKþð2m;RÞ ¼ 22m p 2m;R;K
þð2m;RÞ
22
m
 
:
By the previous proposition, then,
Kþð2mþ1;RÞ422maR 2
2m
2mR
max log
Kþð2m;RÞ2mR
aR22
m
 
; 0
 
þ 1
 
:
If we apply the inductive hypothesis to bound Kþð2m;RÞ; we ﬁnd that
Kþð2mþ1;RÞ4 2
2mþ1
ð2mþ1ÞR 2
RaR max log
bR
aR
 
; 0
 
þ 1
 
4bR
22
mþ1
ð2mþ1ÞR
by the choice of bR: ]
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generalize this result to all nonnegative integers n from those which are
powers of 2.
Corollary 8. Let R50 be fixed. For some absolute constant gR > 0 and
every integer n;
Kþðn;RÞ4gR2
n
nR
:
Proof. Set gR ¼ 2RbR; and let m ¼ blog2ðnÞc: Then by the direct sum
formula,
Kþðn;RÞ4Kþð2m;RÞKþðn  2m; 0Þ ¼ Kþð2m;RÞ2n2m
4
bR2
n
2mR
4
2RbR2
n
nR
¼ gR2
n
nR
;
since n=2m42: ]
This, combined with Corollary 3, gives us the following characterization
of the asymptotic behavior of Kþðn;RÞ for R constant.
Theorem 9. For a fixed R50; Kþðn;RÞ 2 yð2n=nRÞ:
The probabilistic technique used above, reminiscent of the so-called
‘‘deletion method’’ (see, for instance [1]), applies in a more general setting,
although the results are signiﬁcantly weaker. The following proof is
essentially a very simple version of the proof of Proposition 6, with d ¼ 1;
but we include it because the bound achieved is of independent interest.
Deﬁne nðn;RÞ by
nðn;RÞ ¼
Xn
j¼0
n
j
 
bþn ðj;RÞ
:
Then we have the following, analogous to [6, Theorem 12.1.2].
Proposition 10. For any n;R50; Kþðn;RÞ4ðn log 2þ 1Þnðn;RÞ:
Proof. We construct an ðn;RÞþ-code probabilistically. Add vectors
x 2 Qn to C independently with probability
pwðxÞ ¼ min 1; logð2
n=nðn;RÞÞ
bþn ðwðxÞ;RÞ
 
;
ASYMMETRIC BINARY COVERING CODES 241and then add to C all points not covered by directed balls of radius R
centered at the chosen x’s. Just as in the proof of Proposition 6, the resulting
code has expected size
EðjCjÞ4
Xn
j¼0
n
j
 !
pj þ
Xn
j¼0
n
j
 !
ð1 pjÞb
þ
n ðj;RÞ
4 logð2n=nðn;RÞÞ þ 1ð Þnðn;RÞ4ðn log 2þ 1Þnðn;RÞ:
Therefore, there exists an ðn;RÞþ-code of at most this size. ]
The preceding proposition can be used to achieve upper bounds in speciﬁc
cases comparable to those known for symmetric covering codes. For
example, a routine calculation gives that Kþðn;RÞ is within a multiplicative
factor of OðnÞ of the asymmetric sphere-covering lower bound whenever
R 2 Oð ﬃﬃﬃnp Þ:
2.2. Asymptotics for Large Radius
Since R5n implies Kþðn;RÞ ¼ 1; another region of interest in the space
of possible n’s and R’s is the case of constant (and positive) coradius
%R ¼ n  R: The very precise asymptotics we achieve for this case also
permit a much rougher analysis of Kþðn;RÞ for general n and R; with the
best results occurring when R is close to n:
A few trivial values are immediate. Kþðn; nÞ ¼ 1; since the downward
n-ball at #1 covers everything, and Kþðn; n  1Þ ¼ 2 by considering
the code C ¼ fð1; 1; . . . ; 1Þ; ð0; 1; . . . ; 1Þg: In fact, for ﬁxed %R; the sequence
fKþðn; n  %RÞgn converges to %R þ 1 in a manner we now characterize.
Lemma 11. Kþðn; n  %RÞ4 %R þ 1 for n5 %Rð %R þ 1Þ=2 and %R50:
Proof. Construct the ðn; n  %RÞþ-code
C ¼ fð1; 1; 1; 1; . . . ; 1Þ; ð0; 1; 1; 1; . . . ; 1Þ; ð1; 0; 0; 1; . . . ; 1Þ; . . .g
of size %R þ 1; where the ði þ 1Þth codeword has i consecutive 0’s starting in
position ði  1Þi=2þ 1: Having n5 %Rð %R þ 1Þ=2 is required in order for there
to be enough positions to place all the 0’s. To see that C is an ðn; n  %RÞþ-
code, let x 2 Qn: If wðxÞ5 %R; x is covered by ð1; . . . ; 1Þ: Otherwise, x could
only avoid being covered by the wðxÞ þ 1 codewords on levels ðn  %R þ
wðxÞÞ; . . . ; ðn  %RÞ by having, for each codeword c 2 C on these levels, a 1 in
a position where c has a 0. This is impossible, since x has wðxÞ 1’s and the
positions of 0’s in the wðxÞ þ 1 codewords are disjoint. ]
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an upper bound on Kðn; n  %RÞ for n5 %Rð %R þ 1Þ=2: This bound is not tight
in the symmetric case, but is in fact tight in the asymmetric case, due to
the additional structure imposed by requiring vectors to be covered
by codewords above them. (In fact, Kðn;RÞ ¼ 2 whenever
R þ 14n42R þ 1:) We summarize the behavior of Kþðn; n  %RÞ in the
theorem below. Before we proceed, however, we have the following
deﬁnition and lemma.
For a set of vectors C  Qn and an index i 2 f1; . . . ; ng; deﬁne Ci  Qn1;
the contraction of C at i, to be the set of points of C with a ‘‘1’’ at position i;
projected into Qn1 by deletion of that bit.
Lemma 12. If C downward R-covers Qn; then for each i 2 f1; . . . ; ng; Ci
downward R-covers Qn1:
Proof. Let Q0n be the set of points in Qn with a ‘‘1’’ at coordinate i: Note
that if x 2 Q0n; y 2 Qn; and ygx; then y 2 Q0n: Thus, the union of all the
downward-directed Hamming balls of radius R centered at the points of
C \ Q0n must contain Q0n: If we project Q0n onto Qn1 in the natural way, then
the image of C \ Q0n downward R-covers Qn1: ]
Theorem 13. Kþðn; n  %RÞ5 %R þ 1 for n51 and %R50; with equality
when n5n %R :¼ %Rð %R þ 1Þ=2: Furthermore, n %R is the least integer n for which
equality holds.
Proof. First, we show by induction on %R that if C downward ðn  %RÞ-
covers Qn; then there are at least x codewords of C with weight5n  %R þ x;
for all nonnegative x4 %R: This is certainly true for %R ¼ 0; assume it is true
for %R  1: Now consider a general %R > 0: There is at least one codeword c at
or below level n  %R; since we must cover the vertex #0: Because %R > 0; we
may choose some coordinate i where c has a zero. Lemma 12 gives that the
contraction Ci downward ððn  1Þ  ð %R  1ÞÞ-covers Qn1: By induction,
there are at least x points in Ci with weight 5ðn  1Þ  ð %R  1Þ þ x ¼
n  %R þ x; for all x4 %R  1: However, level l in the ðn  1Þ-cube
corresponds to level l þ 1 in the original cube, which has an additional
codeword at or below level n  %R: Therefore, C has at least x codewords
with weight 5n  %R þ x for each x with 04x4 %R: Taking x ¼ %R gives
us the desired lower bound, and combining this with Lemma 11 yields
Kþðn; n  %RÞ ¼ %R þ 1 for n5n %R: It remains to show that Kþðn; n  %RÞ >
%R þ 1 for n5n %R:
To that end, suppose n5n %R: Since the number of codewords below level
n  %R þ x (or, having at least ð %R  xÞ 0’s) is at least x; a minimal code C
achieving Kþðn; n  %RÞ has at least P %Rx¼0 ð %R  xÞ ¼ n %R total 0’s in its
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position. If we contract C at that coordinate, the resulting code is at least 2
smaller than the original one, and so Kþðn; n  %RÞ5Kþðn  1; n  %RÞ þ 25
ð %R  1Þ þ 1þ 2¼ %R þ 2: ]
By combining this theorem with the direct sum construction, we can
bound Kþðn;RÞ from above for a wide range of parameters.
Theorem 14. For any nonnegative n and %R; Kþðn; n  %RÞ4
ð2n= %RÞd %R
2
=ð2n %RÞe:
Proof. Note that by the direct sum construction, for any 04n4n0 and
04R4R0; we have
Kþðn;RÞ4Kþðn;RÞKþðn0  n;R0  RÞ4Kþðn0;R0Þ;
so that Kþðn;RÞ is nondecreasing in both parameters. Therefore, applying
the direct sum construction again for any integer M > 0;
Kþðn; n  %RÞ4KþðMdn=Me;Mðdn=Me  b %R=McÞÞ
4Kþðdn=Me; dn=Me  b %R=McÞM :
If we choose M5 %R
2
=ð2n  %RÞ; then it is straightforward to see that
n
M
l m
5
n
M
5
%R
2M
%R
M
þ 1
 
5
1
2
%R
M
 
%R
M
 
þ 1
 
¼ nb %R=Mc:
Therefore, Theorem 13 applies when M ¼ d %R2=ð2n  %RÞe; and we have
Kþðn; n  %RÞ4Kþðdn=Me; dn=Me  b %R=McÞM
¼
%R
M
 
þ 1
 M
4ð2n= %RÞd %R
2
=ð2n %RÞe: ]
We get the following corollary by letting %R ¼ ð1 lÞn:
Corollary 15. For any l with 04l51 and ln integral,
Kþðn; lnÞ4 2
1 l
 dnð1lÞ2=ð1þlÞe
:
For each l; this gives an exponential upper bound on Kþðn; lnÞ: For
example, when l ¼ 1=2; we have Kþðn; n=2Þ44dn=6e51:26nþ5:
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In the discussion of asymptotic behavior above, we repeatedly used the
fact that Kþðn;RÞ increases as n increases or R decreases. In fact, a cursory
examination of the table included at the end of this paper reveals that, at
least above the diagonal, the increase from entry to adjacent entry (i.e., to
the right or upward) is strict, and grows with increasing n and decreasing R:
Here, we examine these ‘‘difference’’ patterns in more detail, by considering
the number of 0’s or 1’s in minimal codes.
Proposition 16. Let fðn;RÞ be the maximum total number of 0’s in a mini-
mal ðn;RÞþ-code, and let %fðn;RÞ be the minimum number of 1’s in a minimal
ðn;RÞþ-code. Furthermore, assume that R4n: Then we have the following:
(1) Kþðn;RÞ  Kþðn  1;RÞ5fðn;RÞ=n;
(2) Kþðn  1;RÞ4 %fðn;RÞ=n;
(3) Kþðn;RÞ5Kþðn þ 1;RÞ; and
(4) Kþðn;RÞ > Kþðn;R þ 1Þ:
Proof. (1) The proof is similar to that of Theorem 13. Let C be a
minimal ðn;RÞþ-code. Then the codewords of C contain at least fðn;RÞ 0’s,
and we may choose a coordinate i at which at least fðn;RÞ=n codewords of
C have a 0. The contraction Ci has at most Kþðn;RÞ  fðn;RÞ=n
codewords, and downward R-covers Qn1 by Lemma 12. Condition (1)
follows since Kþðn  1;RÞ4jCij:
(2) Let C be a minimal ðn;RÞ-code achieving %fðn;RÞ; and thus
achieving fðn;RÞ; since %fðn;RÞ ¼ nKþðn;RÞ  fðn;RÞ: Let al be the
number of codewords of C at level l: Then by part (1) we have
Kþðn;RÞ  Kþðn  1;RÞ5 1
n
Xn
l¼0
ðn  lÞal
¼Kþðn;RÞ  1
n
Xn
l¼0
lal ;
and so
Kþðn  1;RÞ41
n
Xn
l¼0
lal ¼ %fðn;RÞ=n:
(3) If R4n; then any ðn þ 1;RÞþ-code has at least two codewords in it.
It must therefore contain a vector other than #1; so that
fðn þ 1;RÞ51;
and applying part (1) gives the desired result.
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Kþðn;R þ 1Þ4Kþðn  1;RÞKþð1; 1Þ
¼Kþðn  1;RÞ
5Kþðn;RÞ: ] ð7Þ
In order to get more out of Proposition 16.1 than a difference of 1,
we must more carefully analyze the number of 0’s in a code. A trivial
lower bound is obtained by noting that there are at most n
j
 
codewords
with j 0’s. A much better lower bound is obtained by modifying the objective
function in Proposition 5 to count the total number of 0’s in the code, as
follows.
Proposition 17. Let IPþf ðn;RÞ be the result of the integer program in
Proposition 5 with objective function
Pn
l¼0 al replaced by
Pn
l¼0ðn  lÞal : Then
for any n;R51; fðn;RÞ5IPþf ðn;RÞ:
4. LINEAR ASYMMETRIC CODES
Up to this point, we have been considering general asymmetric codes.
However, a large portion of what is known about the symmetric case
concerns linear codes, so it is natural to ask what can be said about
asymmetric linear codes. For example, for a ﬁxed radius, symmetric linear
codes are asymptotically just as efﬁcient at covering the cube as nonlinear
ones (up to a multiplicative constant). The same statement is decidedly false,
however, in the asymmetric case. We will need some deﬁnitions before we
proceed with our results.
Let %C; the 1’s complement of C; be the set f#1 x j x 2 Cg: We say that an
ðn;RÞþ-code C is a downward-asymmetric linear covering code of radius R
(for short, an ½n;Rþ-code) if it is a vector subspace of Fn2; and C is an
upward-asymmetric linear covering code of radius R (for short, an ½n;R-
code) if its 1’s complement is an ½n;Rþ-code. Deﬁne kþ½n;R to be the
dimension of the smallest ½n;Rþ-code, and k½n;R to be the dimension of
the smallest ½n;R-code. In contrast with the nonlinear case, we actually
need to distinguish upward and downward codes, as will become apparent
shortly.
Call a code C self-complementary if C ¼ %C; and deﬁne k½n;R to be
the minimal dimension of a self-complementary asymmetric linear code
(for short, an ½n;R-code). We do not need to specify ‘‘upward’’ or
‘‘downward’’ here, since a self-complementary code covers the cube in one
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ordinate i; deﬁne the shortening Ci  Qn1 of C to be the set of points
of C with a ‘‘0’’ at position i; projected into Qn1 by deletion of that bit.
Thus Ci is the 1’s complement of the contraction at i of the 1’s complement
of C:
We begin with a lemma which says that the dimension of a downward-
asymmetric linear covering code increases by at least 1 when n is
incremented.
Lemma 18. k½n  1;R4k½n;R  1; for n > R:
Proof. Let C be a minimal ½n;R-code. Since n > R; one R-ball cannot
itself upward R-cover the entire n-cube. Therefore, C has at least two
elements, and there exists a coordinate i where some vector x 2 C has a 1.
The shortening Ci of a linear code C is linear, and jCij5jCj gives that
dimðCiÞ5dimðCÞ: ]
The following theorem says exactly how large kþ; k; and k are.
Theorem 19. For n > 0; kþ½n;R ¼ k½n;R ¼ k½n;R ¼ maxf1; nRg:
Proof. We begin with the ﬁrst equality. Every ½n;Rþ-code is an ðn;RÞþ-
code, so it must contain #1: Containing #1 is equivalent to being self-
complementary for linear codes, however, so every ½n;Rþ-code is self-
complementary. That every ½n;R-code is an ½n;Rþ-code is trivial, and we
have kþ½n;R ¼ k½n;R:
Since every self-complementary asymmetric linear code is also an upward-
asymmetric linear code, we have k½n;R4k½n;R: By induction using the
previous lemma, we have k½n;R5k½R;R þ n  R ¼ n  R for n > R:
Furthermore, when n4R; k½n;R ¼ 0: Thus, for any n > 0; k½n;R5
k½n;R5maxf1; n  Rg; since all downward-directed codes include #1:
To complete the proof, it sufﬁces to ﬁnd an ½n;R-code Aðn;RÞ
of dimension maxf1; n  Rg: We construct one inductively. For n4R þ 1;
let Aðn;RÞ ¼ f#0; #1g: For larger n; let Aðn;RÞ be the ½n;R-code
Aðn  1;RÞ  f0; 1g: ]
5. CONCLUSION
Open questions abound concerning asymmetric covering codes, since the
entirety of the theory of symmetric covering codes could be reexamined in
the asymmetric case. However, several questions stand out as particularly
interesting.
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when neither R nor %R is constant (e.g., R is linear in n). Additionally,
the analysis above concerned only the case of binary codes. It seems a
natural next step to investigate asymmetric covering codes on more
symbols than two. Perhaps, an interesting way to deﬁne the notion of
R-balls in that case would be to take the set of vectors in Zna which differ
from a given vector by increasing at most R of its coordinates. Or, maybe
what should be asked for is that the sum of the ‘‘increases’’ in each
coordinate add up to at most R: In fact, one could imagine asking similar
questions of much more general classes of posets: geometric lattices,
Cartesian products of some base set of posets, etc. Furthermore, the
deﬁnition of R-ball used here certainly is not the only imaginable one.
Perhaps, it would interesting to look at sets which permit R1 changes from
0’s to 1’s and R2 changes from 1’s to 0’s, or which permit a  wðxÞ
(asymmetric or symmetric) changes to x for some a 2 ½0; 1Þ: Clearly, there is
a lot of room for generalization.
The questions about classiﬁcation of codes that arise in the
context of symmetric codes are relevant here as well. What possible
forms do ½n;R-codes take? Can anything be said about how many
minimal ðn;RÞþ-codes there are? How close to perfect}i.e., no overlap
between R-balls centered at codewords}can an ðn;RÞþ-code be? Since
linear codes, which provide easily computable examples of efﬁcient
symmetric covering codes, are so far from the sphere-covering lower bound
in the asymmetric case, does there exist a family of asymmetric codes which
are polynomial-time computable (in n) and which are within a constant of
optimal?
One important concrete problem stands: to ﬁnd better upper and
lower bounds on Kþðn;RÞ for small n and R: Table 1 demonstrates our
best-known bounds, to be interpreted as follows. All entries weakly to the
left or weakly below a subscript of ‘‘d’’ are determined by Theorem 13. A
subscript of ‘‘i’’ denotes a lower bound found by the integer program in
Proposition 5. An ‘‘e’’ means an explicit code was found exhaustively. The
subscript ‘‘m’’ indicates that Proposition 17, with the integer program
modiﬁed by an extra combinatorial constraint, was used to compute a
lower bound for fðn;RÞ; and then a lower bound for Kþðn;RÞ was
found with Proposition 16(1). An ‘‘s’’ means the upper bound is from a
direct sum of codes of the type in (2). In particular, Kþð10; 4Þ4Kþð5; 2Þ
Kþð5; 2Þ: Otherwise, no subscript on the left means the lower bound
was found using Proposition 16(1) with fðn;RÞ bounded below by
Proposition 17, and no subscript on the right means the upper bound
corresponds to a code found greedily. We note that Applegate et al.
[2] already claim the improvements Kþð7; 1Þ ¼ 31; Kþð8; 1Þ ¼ 58;
Kþð9; 1Þ4106; Kþð10; 1Þ4196; Kþð11; 1Þ4352 and Kþð12; 1Þ4670:
TABLE 1
Best-Known Bounds for Kþðn;RÞ
R=n 2 3 4 5 6 7
1 2 3d i6e 10e m18e 30–34
2 1 2 3d 5e m8e 13–15e
3 1 1 2 3 4d i6–7
4 1 1 1 2 3 4d
5 1 1 1 1 2 3
6 1 1 1 1 1 2
R=n 8 9 10 11 12 13
1 52–67 93–121 162–229 306–433 563–813 1046–1626s
2 20–25 32–46 52–81 87–141 148–262 254–524s
3 i9–13 i14–21 22–36 34–64 54–105 88–210
4 6 8–11 12–16s 17–30 26–49 40–83
5 4d 6 8–9 11–16 15–27 22–48
6 3 4 5d 7–8 10–15 14–23
7 2 3 4 5d 7e 9–12
8 1 2 3 4 5d 7
9 1 1 2 3 4 5d
10 1 1 1 2 3 4
11 1 1 1 1 2 3
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