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Abstract
In this paper, we study comparison theorem, nonlinear Feynman-Kac
formula and Girsanov transformation of the following BSDE driven by a
G-Brownian motion.
Yt = ξ +
∫
T
t
f(s, Ys, Zs)ds+
∫
T
t
g(s, Ys, Zs)d〈B〉s
−
∫
T
t
ZsdBs − (KT −Kt),
where K is a decreasing G-martingale.
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1 Introduction
Recently, Peng systemically established a time-consistent fully nonlinear expec-
tation theory (see [17], [18] and [23]).
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As a typical and important case, Peng (2006) introduced the G-expectation
theory(see [24] and the references therein). In the G-expectation framework (G-
framework for short), the notion of G-Brownian motion and the corresponding
stochastic calculus of Itoˆ’s type were established.
The solution of a BSDE driven by G-Brownian motion consists of a triple of
processes (Y, Z,K), satisfying
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds+
∫ T
t
g(s, Ys, Zs)d〈B〉s (1.1)
−
∫ T
t
ZsdBs − (KT −Kt).
The existence and uniqueness of the solution (Y, Z,K) for (1.1) is proved in [7].
In this paper, we further consider the related topics associated with this kind
of G-BSDEs.
We first study the comparison theorem which is one of the most important
properties of BSDEs. In order to prove this theorem, the expilcit solutions of
linear G-BSDEs are obtained. In order to do this it seems that we have to
define the dual forward equations in an extended G-expectation space if the
linear G-BSDEs include the ds term. The Gronwall inequality is derived as a
by-product which is interesting by itself.
Then we explore the link betweenG-BSDEs and partial differential equations
(PDE for short). It is well known that under a strong elliptic assumption, Peng
[13] established a probabilistic interpretation of a system of quasi-linear PDEs
via classical BSDEs. Then Peng [15] and Pardoux & Peng [14] obtained this in-
terpretation for possibly degenerate situation. This interpretation establishes a
one to one correspondence between the solution of a PDE and the corresponding
classical BSDE, i.e. the so-called nonlinear Feynman-Kac formula. Peng gave
the nonlinear Feynman-Kac Formula for a special type of G-BSDEs in [24]. In
this paper, we consider the following type of G-FBSDEs:
dXt,ξs = b(s,X
t,ξ
s )ds+ hij(s,X
t,ξ
s )d〈Bi, Bj〉s + σj(s,Xt,ξs )dBjs , Xt,ξt = ξ,
Y t,ξs = Φ(X
t,ξ
T ) +
∫ T
s
f(r,Xt,ξr , Y
t,ξ
r , Z
t,ξ
r )dr +
∫ T
s
gij(r,X
t,ξ
r , Y
t,ξ
r , Z
t,ξ
r )d〈Bi, Bj〉r
−
∫ T
s
Zt,ξr dBr − (Kt,ξT −Kt,ξs ),
Set u(t, x) := Y t,xt . We prove that u(t, x) is the unique viscosity solution of the
following PDE: {
∂tu+ F (D
2
xu,Dxu, u, x, t) = 0,
u(T, x) = Φ(x),
where
F (D2xu,Dxu, u, x, t) =G(H(D
2
xu,Dxu, u, x, t)) + 〈b(t, x), Dxu〉
+ f(t, x, u, 〈σ1(t, x), Dxu〉, . . . , 〈σd(t, x), Dxu〉),
2
Hij(D
2
xu,Dxu, u, x, t) =〈D2xuσi(t, x), σj(t, x)〉 + 2〈Dxu, hij(t, x)〉
+ 2gij(t, x, u, 〈σ1(t, x), Dxu〉, . . . , 〈σd(t, x), Dxu〉).
Finally, we study the Girsanov transformation. Different from [11] and [31],
we discuss the Girsanov transformation of the following form:
B¯t := Bt −
∫ t
0
bsds−
∫ t
0
dijs d〈Bi, Bj〉s.
We give a direct and simple method to prove that B¯t is a G-Brownian motion
under a consistent sublinear expectation.
The paper is organized as follows. In section 2, we present some preliminaries
for stochastic calculus under G-framework. The explicit solutions of linear G-
BSDEs and the comparison theorem are established in section 3. In section 4,
we obtain the nonlinear Feynman-Kac formula for a fully nonlinear PDE. We
prove the Girsanov transformation for G-Brownian motion in section 5.
2 Preliminaries
We review some basic notions and results of G-expectation, the related spaces
of random variables and the backward stochastic differential equations driven
by a G-Browninan motion. The readers may refer to [7], [19], [20], [21], [22],
[24] for more details.
Definition 2.1 Let Ω be a given set and let H be a vector lattice of real valued
functions defined on Ω, namely c ∈ H for each constant c and |X | ∈ H if X ∈ H.
H is considered as the space of random variables. A sublinear expectation Eˆ on H
is a functional Eˆ : H → R satisfying the following properties: for all X,Y ∈ H,
we have
(a) Monotonicity: If X ≥ Y then Eˆ[X ] ≥ Eˆ[Y ];
(b) Constant preservation: Eˆ[c] = c;
(c) Sub-additivity: Eˆ[X + Y ] ≤ Eˆ[X ] + Eˆ[Y ];
(d) Positive homogeneity: Eˆ[λX ] = λEˆ[X ] for each λ ≥ 0.
(Ω,H, Eˆ) is called a sublinear expectation space.
Definition 2.2 Let X1 and X2 be two n-dimensional random vectors defined
respectively in sublinear expectation spaces (Ω1,H1, Eˆ1) and (Ω2,H2, Eˆ2). They
are called identically distributed, denoted by X1
d
= X2, if Eˆ1[ϕ(X1)] = Eˆ2[ϕ(X2)],
for all ϕ ∈ Cl.Lip(Rn), where Cl.Lip(Rn) is the space of real continuous functions
defined on Rn such that
|ϕ(x) − ϕ(y)| ≤ C(1 + |x|k + |y|k)|x− y| for all x, y ∈ Rn,
where k and C depend only on ϕ.
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Definition 2.3 In a sublinear expectation space (Ω,H, Eˆ), a random vector
Y = (Y1, · · ·, Yn), Yi ∈ H, is said to be independent of another random vec-
tor X = (X1, · · ·, Xm), Xi ∈ H under Eˆ[·], denoted by Y⊥X, if for every test
function ϕ ∈ Cl.Lip(Rm × Rn) we have Eˆ[ϕ(X,Y )] = Eˆ[Eˆ[ϕ(x, Y )]x=X ].
Definition 2.4 (G-normal distribution) A d-dimensional random vector X =
(X1, · · ·, Xd) in a sublinear expectation space (Ω,H, Eˆ) is called G-normally
distributed if for each a, b ≥ 0 we have
aX + bX¯
d
=
√
a2 + b2X,
where X¯ is an independent copy of X, i.e., X¯
d
= X and X¯⊥X. Here the letter
G denotes the function
G(A) :=
1
2
Eˆ[〈AX,X〉] : Sd → R,
where Sd denotes the collection of d× d symmetric matrices.
Peng [22] showed that X = (X1, · · ·, Xd) is G-normally distributed if and
only if for each ϕ ∈ Cl.Lip(Rd), u(t, x) := Eˆ[ϕ(x +
√
tX)], (t, x) ∈ [0,∞) × Rd,
is the solution of the following G-heat equation:
∂tu−G(D2xu) = 0, u(0, x) = ϕ(x).
The function G(·) : Sd → R is a monotonic, sublinear mapping on Sd
and G(A) = 12 Eˆ[〈AX,X〉] ≤ 12 |A|Eˆ[|X |2] =: 12 |A|σ¯2 implies that there exists
a bounded, convex and closed subset Γ ⊂ S+d such that
G(A) =
1
2
sup
γ∈Γ
tr[γA],
where S+d denotes the collection of nonnegative elements in Sd.
In this paper, we only consider non-degenerate G-normal distribution, i.e.,
there exists some σ2 > 0 such that G(A)−G(B) ≥ σ2tr[A−B] for any A ≥ B.
Definition 2.5 i) Let ΩT = C0([0, T ];R
d), the space of real valued continuous
functions on [0, T ] with ω0 = 0, be endowed with the supremum norm and let
Bt(ω) = ωt be the canonical process. Set
H0T := {ϕ(Bt1 , ..., Btn) : n ≥ 1, t1, ..., tn ∈ [0, T ], ϕ ∈ Cl.Lip(Rd×n)}.
Let G : Sd → R be a given monotonic and sublinear function. G-expectation is
a sublinear expectation defined by
Eˆ[X ] = E˜[ϕ(
√
t1 − t0ξ1, · · ·,
√
tm − tm−1ξm)],
for all X = ϕ(Bt1 − Bt0 , Bt2 − Bt1 , · · ·, Btm − Btm−1), where ξ1, · · ·, ξn are
identically distributed d-dimensional G-normally distributed random vectors in
a sublinear expectation space (Ω˜, H˜, E˜) such that ξi+1 is independent of (ξ1, ···, ξi)
for every i = 1, · · ·,m− 1. The corresponding canonical process Bt = (Bit)di=1 is
called a G-Brownian motion.
ii) Let us define the conditional G-expectation Eˆt of ξ ∈ H0T knowing H0t , for
t ∈ [0, T ]. Without loss of generality we can assume that ξ has the representation
ξ = ϕ(Bt1 −Bt0 , Bt2 −Bt1 , · · ·, Btm −Btm−1) with t = ti, for some 1 ≤ i ≤ m,
and we put
Eˆti [ϕ(Bt1 −Bt0 , Bt2 −Bt1 , · · ·, Btm −Btm−1)]
= ϕ˜(Bt1 −Bt0 , Bt2 −Bt1 , · · ·, Bti − Bti−1),
where
ϕ˜(x1, · · ·, xi) = Eˆ[ϕ(x1, · · ·, xi, Bti+1 −Bti , · · ·, Btm −Btm−1)].
Define ‖ξ‖p,G = (Eˆ[|ξ|p])1/p for ξ ∈ H0T and p ≥ 1. Then for all t ∈ [0, T ],
Eˆt[·] is a continuous mapping on H0T w.r.t. the norm ‖·‖1,G. Therefore it can be
extended continuously to the completion L1G(ΩT ) of H0T under the norm ‖·‖1,G.
Let Lip(ΩT ) := {ϕ(Bt1 , ..., Btn) : n ≥ 1, t1, ..., tn ∈ [0, T ], ϕ ∈ Cb.Lip(Rd×n)},
where Cb.Lip(R
d×n) denotes the set of bounded Lipschitz functions on Rd×n.
Denis et al. [5] proved that the completions of Cb(ΩT ) (the set of bounded
continuous function on ΩT ), H0T and Lip(ΩT ) under ‖ · ‖p,G are the same and
we denote them by LpG(ΩT ).
For each fixed a ∈ Rd, Bat = 〈a, Bt〉 is a 1-dimensional Ga-Brownian motion,
where Ga(α) =
1
2 (σ
2
aaT
α+−σ2−aaTα−), σ2aaT = 2G(aaT ), σ2−aaT = −2G(−aaT ).
Let piNt = {tN0 , · · · , tNN}, N = 1, 2, · · · , be a sequence of partitions of [0, t] such
that µ(piNt ) = max{|tNi+1 − tNi | : i = 0, · · · , N − 1} → 0, the quadratic variation
process of Ba is defined by
〈Ba〉t = lim
µ(piNt )→0
N−1∑
j=0
(BatNj+1
−BatNj )
2.
For each fixed a, a¯ ∈ Rd, the mutual variation process of Ba and Ba¯ is defined
by
〈Ba, Ba¯〉t = 1
4
[〈Ba+a¯〉t − 〈Ba−a¯〉t].
Definition 2.6 Let M0G(0, T ) be the collection of processes in the following
form: for a given partition {t0, · · ·, tN} = piT of [0, T ],
ηt(ω) =
N−1∑
j=0
ξj(ω)I[tj ,tj+1)(t),
where ξi ∈ Lip(Ωti), i = 0, 1, 2, · · ·, N − 1. For p ≥ 1 and η ∈ M0G(0, T ),
let ‖η‖Hp
G
= {Eˆ[(∫ T0 |ηs|2ds)p/2]}1/p, ‖η‖MpG = {Eˆ[∫ T0 |ηs|pds]}1/p and denote
by HpG(0, T ), M
p
G(0, T ) the completions of M
0
G(0, T ) under the norms ‖ · ‖HpG ,‖ · ‖MpG respectively.
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Theorem 2.7 ([5, 8]) There exists a weakly compact set P ⊂M1(ΩT ), the set
of probability measures on (ΩT ,B(ΩT )), such that
Eˆ[ξ] = sup
P∈P
EP [ξ] for all ξ ∈ H0T .
P is called a set that represents Eˆ.
Let P be a weakly compact set that represents Eˆ. For this P , we define
capacity
c(A) := sup
P∈P
P (A), A ∈ B(ΩT ).
A set A ⊂ ΩT is polar if c(A) = 0. A property holds “quasi-surely” (q.s. for
short) if it holds outside a polar set. In the following, we do not distinguish two
random variables X and Y if X = Y q.s.. We set
L
p(Ωt) := {X ∈ B(Ωt) : sup
P∈P
EP [|X |p] <∞} for p ≥ 1.
It is important to note that LpG(Ωt) ⊂ Lp(Ωt). We extend G-expectation Eˆ to
Lp(Ωt) and still denote it by Eˆ, for each X ∈ L1(ΩT ), we set
Eˆ[X ] = sup
P∈P
EP [X ].
For p ≥ 1, Lp(Ωt) is a Banach space under the norm (Eˆ[| · |p])1/p.
Set
L
0,p,t
G (ΩT ) := {ξ =
n∑
i=1
ηiIAi : Ai ∈ B(Ωt), ηi ∈ LpG(Ω), n ∈ N},
we define the corresponding conditional G-expectation, still denoted by Eˆs[·],
by setting
Eˆs[
n∑
i=1
ηiIAi ] :=
n∑
i=1
Eˆs[ηi]IAi for s ≥ t.
Proposition 2.8 ([7]) For each ξ, η ∈ L0,1,tG (ΩT ), we have
(i) Monotonicity: If ξ ≤ η, then Eˆs[ξ] ≤ Eˆs[η] for any s ≥ t;
(ii) Constant preserving: If ξ ∈ L0,1,tG (Ωt), then Eˆt[ξ] = ξ;
(iii) Sub-additivity: Eˆs[ξ + η] ≤ Eˆs[ξ] + Eˆs[η] for any s ≥ t;
(iv) Positive homogeneity: If ξ ∈ L0,∞,tG (Ωt) and ξ ≥ 0, then Eˆt[ξη] = ξEˆt[η];
(v) Consistency: For t ≤ s ≤ r, we have Eˆs[Eˆr [ξ]] = Eˆs[ξ].
(vi) Eˆ[Eˆt[ξ]] = Eˆ[ξ].
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Let Lp,tG (ΩT ) be the completion of L
0,p,t
G (ΩT ) under the norm (Eˆ[| · |p])1/p.
Clearly, the conditionalG-expectation can be extended continuously to L1,tG (ΩT ).
Set
M
p,0(0, T ) := {ηt =
N−1∑
i=0
ξtiI[ti,ti+1)(t) : 0 = t0 < · · · < tN = T, ξti ∈ Lp(Ωti)}.
For p ≥ 1, we denote byMp(0, T ),Hp(0, T ), Sp(0, T ) the completion ofMp,0(0, T )
under the norm ||η||Mp := (Eˆ[
∫ T
0
|ηt|pdt])1/p, ||η||Hp := {Eˆ[(
∫ T
0
|ηt|2dt)p/2]}1/p,
||η||Sp := (Eˆ[supt∈[0,T ] |ηt|p])1/p respectively. Following Li and Peng [10], for
each η ∈ Hp(0, T ) with p ≥ 1, we can define Itoˆ’s integral ∫ T
0
ηsdBs. Moreover,
by Proposition 2.10 in [10] and classical Burkholder-Davis-Gundy Inequality,
the following properties hold.
Proposition 2.9 For each η, θ ∈ Hα(0, T ) with α ≥ 1 and p > 0, ξ ∈ L∞(Ωt),
we have
Eˆ[
∫ T
0
ηsdBs] = 0,
σpcpEˆ[(
∫ T
0
|ηs|2ds)p/2] ≤ Eˆ[ sup
t∈[0,T ]
|
∫ t
0
ηsdBs|p] ≤ σ¯pCpEˆ[(
∫ T
0
|ηs|2ds)p/2],
∫ T
t
(ξηs + θs)dBs = ξ
∫ T
t
ηsdBs +
∫ T
t
θsdBs,
where 0 < cp < Cp <∞ are constants.
Remark 2.10 If η ∈ HαG(0, T ) with α ≥ 1 and p ∈ (0, α], then we can get
supu∈[t,T ] |
∫ u
t ηsdBs|p ∈ L1G(ΩT ) and
σpcpEˆt[(
∫ T
t
|ηs|2ds)p/2] ≤ Eˆt[ sup
u∈[t,T ]
|
∫ u
t
ηsdBs|p] ≤ σ¯pCpEˆt[(
∫ T
t
|ηs|2ds)p/2].
Definition 2.11 A process {Mt} with values in L1G(ΩT ) is called a G-martingale
if Eˆs[Mt] =Ms for any s ≤ t.
Let S0G(0, T ) = {h(t, Bt1∧t, · · ·, Btn∧t) : t1, . . . , tn ∈ [0, T ], h ∈ Cb,Lip(Rn+1)}.
For p ≥ 1 and η ∈ S0G(0, T ), set ‖η‖SpG = {Eˆ[supt∈[0,T ] |ηt|p]}
1
p . Denote by
SpG(0, T ) the completion of S
0
G(0, T ) under the norm ‖ · ‖SpG .
We consider the following type of G-BSDEs (in this paper we always use
Einstein convention):
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds+
∫ T
t
gij(s, Ys, Zs)d〈Bi, Bj〉s
−
∫ T
t
ZsdBs − (KT −Kt), (2.1)
where
7
f(t, ω, y, z), gij(t, ω, y, z) : [0, T ]× ΩT × R× Rd → R
satisfy the following properties:
(H1) There exists some β > 1 such that for any y, z, f(·, ·, y, z), gij(·, ·, y, z) ∈
MβG(0, T );
(H2) There exists some L > 0 such that
|f(t, y, z)−f(t, y′, z′)|+
d∑
i,j=1
|gij(t, y, z)−gij(t, y′, z′)| ≤ L(|y−y′|+|z−z′|).
For simplicity, we denote by SαG(0, T ) the collection of processes (Y, Z,K)
such that Y ∈ SαG(0, T ), Z ∈ HαG(0, T ;Rd), K is a decreasing G-martingale with
K0 = 0 and KT ∈ LαG(ΩT ).
Definition 2.12 Let ξ ∈ LβG(ΩT ) and f satisfy (H1) and (H2) for some β > 1.
A triplet of processes (Y, Z,K) is called a solution of equation (2.1) if for some
1 < α ≤ β the following properties hold:
(a) (Y, Z,K) ∈ SαG(0, T );
(b) Yt = ξ+
∫ T
t f(s, Ys, Zs)ds+
∫ T
t gij(s, Ys, Zs)d〈Bi, Bj〉s−
∫ T
t ZsdBs−(KT −
Kt).
Theorem 2.13 ([7]) Assume that ξ ∈ LβG(ΩT ) and f , gij satisfy (H1) and
(H2) for some β > 1. Then equation (2.1) has a unique solution (Y, Z,K).
Moreover, for any 1 < α < β we have Y ∈ SαG(0, T ), Z ∈ HαG(0, T ;Rd) and
KT ∈ LαG(ΩT ).
We have the following estimates.
Proposition 2.14 ([7]) Let ξ ∈ LβG(ΩT ) and f , gij satisfy (H1) and (H2) for
some β > 1. Assume that (Y, Z,K) ∈ SαG(0, T ) for some 1 < α < β is a
solution of equation (2.1). Then
(i) There exists a constant Cα := C(α, T,G, L) > 0 such that
|Yt|α ≤ CαEˆt[|ξ|α +
∫ T
t
|h0s|αds],
Eˆ[(
∫ T
0
|Zs|2ds)α2 ] ≤ Cα{Eˆ[ sup
t∈[0,T ]
|Yt|α]+(Eˆ[ sup
t∈[0,T ]
|Yt|α]) 12 (Eˆ[(
∫ T
0
h0sds)
α])
1
2 },
Eˆ[|KT |α] ≤ Cα{Eˆ[ sup
t∈[0,T ]
|Yt|α] + Eˆ[(
∫ T
0
h0sds)
α]},
where h0s = |f(s, 0, 0)|+
∑d
i,j=1 |gij(s, 0, 0)|.
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(ii) For any given α′ with α < α′ < β, there exists a constant Cα,α′ depending
on α, α′, T , G, L such that
Eˆ[ sup
t∈[0,T ]
|Yt|α] ≤ Cα,α′{Eˆ[ sup
t∈[0,T ]
Eˆt[|ξ|α]]
+ (Eˆ[ sup
t∈[0,T ]
Eˆt[(
∫ T
0
h0sds)
α′ ]])
α
α′ + Eˆ[ sup
t∈[0,T ]
Eˆt[(
∫ T
0
h0sds)
α′ ]]}.
Proposition 2.15 ([7]) Let ξl ∈ LβG(ΩT ) , l = 1, 2, and f l, glij satisfy (H1)
and (H2’) for some β > 1. Assume that (Y l, Z l,K l) ∈ SαG(0, T ) for some
1 < α < β are the solutions of equation (2.1) corresponding to ξl f l and glij .
Set Yˆt = Y
1
t − Y 2t , Zˆt = Z1t − Z2t and Kˆt = K1t −K2t . Then
(i) There exists a constant Cα := C(α, T,G, L) > 0 such that
|Yˆt|α ≤ CαEˆt[|ξˆ|α +
∫ T
t
|hˆs|αds],
where ξˆ = ξ1−ξ2, hˆs = |f1(s, Y 2s , Z2s )−f2(s, Y 2s , Z2s )|+
∑d
i,j=1 |g1ij(s, Y 2s , Z2s )−
g2ij(s, Y
2
s , Z
2
s )|.
(ii) For any given α′ with α < α′ < β, there exists a constant Cα,α′ depending
on α, α′, T , G, L such that
Eˆ[ sup
t∈[0,T ]
|Yˆt|α] ≤ Cα,α′{Eˆ[ sup
t∈[0,T ]
Eˆt[|ξˆ|α]]
+ (Eˆ[ sup
t∈[0,T ]
Eˆt[(
∫ T
0
hˆsds)
α′ ]])
α
α′ + Eˆ[ sup
t∈[0,T ]
Eˆt[(
∫ T
0
hˆsds)
α′ ]]}.
3 Comparison theorem of G-BSDEs
For simplicity, we consider 1-dimensional G-Brownian motion case. The results
still hold for the case d > 1.
3.1 Explicit solutions of linear G-BSDEs
Let (ΩT , L
1
G(ΩT ), Eˆ) with ΩT = C0([0, T ],R) be a G-expectation space. We
consider the explicit solution of the following linear G-BSDE:
Yt = ξ +
∫ T
t
fsds+
∫ T
t
gsd〈B〉s −
∫ T
t
ZsdBs − (KT −Kt), (3.1)
where fs = asYs+bsZs+ms, gs = csYs+dsZs+ns with {as}s∈[0,T ], {bs}s∈[0,T ],
{cs}0≤s∈[0,T ], {ds}s∈[0,T ] bounded processes in MβG(0, T ) and ξ ∈ LβG(ΩT ),
{ms}s∈[0,T ], {ns}s∈[0,T ] ∈ MβG(0, T ) with β > 1. For this purpose we con-
struct an auxiliary extended G˜-expectation space (Ω˜T , L
1
G˜
(Ω˜T ), Eˆ
G˜) with Ω˜T =
C0([0, T ],R
2) and
9
G˜(A) =
1
2
sup
σ2≤v≤σ¯2
tr
[
A
[
v 1
1 v−1
]]
, A ∈ S2.
Let {(Bt, B˜t)} be the canonical process in the extended space.
Remark 3.1 It is easy to check that 〈B, B˜〉t = t. In particular, if σ2 = σ¯2, we
can further get B˜t = σ¯
−2Bt.
Let {Xt}t∈[0,T ] be the solution of the following G˜-SDE:
Xt = 1 +
∫ t
0
asXsds+
∫ t
0
csXsd〈B〉s +
∫ t
0
dsXsdBs +
∫ t
0
bsXsdB˜s. (3.2)
It is easy to verfy that
Xt = exp(
∫ t
0
(as − bsds)ds+
∫ t
0
csd〈B〉s)EBt EB˜t , (3.3)
where EBt = exp(
∫ t
0
dsdBs − 12
∫ t
0
d2sd〈B〉s), EB˜t = exp(
∫ t
0
bsdB˜s − 12
∫ t
0
b2sd〈B˜〉s).
Theorem 3.2 In the extended G˜-expectation space, the solution of the G-BSDE
(3.1) can be represented as
Yt = (Xt)
−1
Eˆ
G˜
t [XT ξ +
∫ T
t
msXsds+
∫ T
t
nsXsd〈B〉s], (3.4)
where {Xt}t∈[0,T ] is the solution of the G˜-SDE (3.2).
Proof. By applying Itoˆ’s formula to XtYt, we get
XtYt +
∫ T
t
(XsZs + dsXsYs)dBs +
∫ T
t
bsXsYsdB˜s +
∫ T
t
XsdKs
= XT ξ +
∫ T
t
msXsds+
∫ T
t
nsXsd〈B〉s.
By Lemma 3.4 in [7], we have {∫ t0 XsdKs}t∈[0,T ] is a G˜-martingale. Thus we
get
Yt = (Xt)
−1
Eˆ
G˜
t [XT ξ +
∫ T
t
msXsds+
∫ T
t
nsXsd〈B〉s].

Remark 3.3 If bt = 0, the solution of the G-BSDE (3.1) is
Yt = (Xt)
−1
Eˆt[XT ξ +
∫ T
t
msXsds+
∫ T
t
nsXsd〈B〉s],
where Xt = exp(
∫ t
0
asds +
∫ t
0
(cs − 12d2s)d〈B〉s +
∫ t
0
dsdBs). In this case, we do
not need to construct an auxiliary space. If bt 6= 0, the form of Xt contains B˜,
but
Yt = Eˆ
G˜
t [X
t
T ξ +
∫ T
t
msX
t
sds+
∫ T
t
nsX
t
sd〈B〉s]
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does not contain B˜, where Xts = Xs/Xt. For simplicity, we only give an expla-
nation for ξ = ϕ(BT ), fs = bsZs with bs = ψ(Bs) and gs = 0 in the G-BSDE
(3.1). In this case,
Yt = Eˆ
G˜
t [ϕ(BT ) exp(
∫ T
t
ψ(Bs)dB˜s − 1
2
∫ T
t
|ψ(Bs)|2d〈B˜〉s)]
= EˆG˜[ϕ(x +BtT ) exp(
∫ T
t
ψ(x+Bts)dB˜s −
1
2
∫ T
t
|ψ(x+Bts)|2d〈B˜〉s)]x=Bt ,
which does not contain B˜, where Bts = Bs −Bt.
Note that EˆG˜[ξ] = Eˆ[ξ] for each ξ ∈ L1G(ΩT ), thus this Y in Theorem 3.2 is
the solution of the G-BSDE (3.1) in (ΩT , L
1
G(ΩT ), Eˆ). Here B˜ is an auxiliary
process and disappear by taking conditional expectation.
Remark 3.4 If bs = 0, ds = 0, we have the following special type of G-BSDE:
Yt = Eˆt[ξ +
∫ T
t
(asYs +ms)ds+
∫ T
t
(csYs + ns)d〈B〉s], (3.5)
where {as}s∈[0,T ], {cs}s∈[0,T ] are bounded processes inM1G(0, T ) and ξ ∈ L1G(Ω),
{ms}s∈[0,T ], {ns}s∈[0,T ] ∈ M1G(0, T ). By applying Theorem 3.2 to ξN = (ξ ∧
N) ∨ (−N), mNs = (ms ∧N) ∨ (−N), nNs = (ns ∧N) ∨ (−N) for each N > 0,
we obtain that the explicit solution of the G-BSDE (3.5) is
Yt = (Xt)
−1
Eˆt[XT ξ +
∫ T
t
msXsds+
∫ T
t
nsXsd〈B〉s], (3.6)
where Xt = exp(
∫ t
0
asds+
∫ t
0
csd〈B〉s).
In the following, we explain why we have to extend the space. For simplicity,
we only consider
Yt = ξ +
∫ T
t
Zsds−
∫ T
t
ZsdBs − (KT −Kt).
In order to get the explicit solution of the above G-BSDE, we try to find a
positive process X (not depending on Y, Z,K) such that XY is a G-martingale.
Applying Itoˆ’s formula to XY , we have
d(XtYt) = XtZtdBt +XtdKt −XtZtdt+ Ztd〈X,B〉t + YtdXt.
So as to guarantee that XY is a G-martingale, −XtZtdt+ Ztd〈X,B〉t + YtdXt
should be a symmetric G-martingale, which implies that X is a symmetric G-
martingale and
Xtdt = d〈X,B〉t. (3.7)
By the representation theorem of symmetric G-martingales, we assumeXt =
X0 +
∫ t
0
hsdBs for some h ∈M2G(0, T ). Then equation (3.7) implies that
Xtdt = htd〈B〉t.
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By Corollary 3.5 in [30], we have X ≡ 0 if σ2 < σ¯2. So generally we cannot find
a proper process X in the original G-expectation space. Actually, in Theorem
3.2, we find a process X in the extended G˜-expectation space such that XY is
a G˜-martingale instead of G-martingale.
Sometimes we say a process Y ∈ SαG(0, T ) with some α > 1 is a solution of
equation (2.1) if there exist processes Z,K such that (Y, Z,K) ∈ SαG(0, T ) is a
solution of equation (2.1).
Proposition 3.5 Let K be a decreasing G-martingale with KT ∈ LαG(ΩT ) for
some α > 1. Assume that
f(t,Kt, 0) = g(t,Kt, 0) = 0.
Then K is a solution of equation (2.1).
Proof. It’s easy to check that (K, 0,K) is a solution of equation (2.1). 
3.2 Comparison theorem of G-BSDEs
Theorem 3.6 Let (Y it , Z
i
t ,K
i
t)t≤T , i = 1, 2, be the solutions of the following
G-BSDEs:
Y it = ξ
i+
∫ T
t
fi(s, Y
i
s , Z
i
s)ds+
∫ T
t
gi(s, Y
i
s , Z
i
s)d〈B〉s−
∫ T
t
ZisdBs− (KiT −Kit),
where ξi ∈ LβG(ΩT ), fi, gi satisfy (H1) and (H2) with β > 1. If ξ1 ≥ ξ2, f1 ≥ f2,
g1 ≥ g2, then Y 1t ≥ Y 2t .
Proof. We have
Yˆt +K
2
t = ξˆ +K
2
T +
∫ T
t
fˆsds+
∫ T
t
gˆsd〈B〉s −
∫ T
t
ZˆsdBs − (K1T −K1t ),
where Yˆt = Y
1
t − Y 2t , Zˆt = Z1t − Z2t , ξˆ = ξ1 − ξ2 ≥ 0, fˆs = f1(s, Y 1s , Z1s ) −
f2(s, Y
2
s , Z
2
s ), gˆs = g1(s, Y
1
s , Z
1
s ) − g2(s, Y 2s , Z2s ). For each given ε > 0, we can
choose Lipschitz function l(·) such that I[−ε,ε] ≤ l(x) ≤ I[−2ε,2ε]. Thus we have
f1(s, Y
1
s , Z
1
s )− f1(s, Y 2s , Z1s ) = (f1(s, Y 1s , Z1s )− f1(s, Y 2s , Z1s ))l(Yˆs) + aεsYˆs,
where aεs = (1 − l(Yˆs))(f1(s, Y 1s , Z1s )− f1(s, Y 2s , Z1s ))Yˆ −1s ∈M2G(0, T ) such that
|aεs| ≤ L. It is easy to verify that
|(f1(s, Y 1s , Z1s )− f1(s, Y 2s , Z1s ))l(Yˆs)| ≤ L|Yˆs|l(Yˆs) ≤ 2Lε.
Thus we can get
fˆs = a
ε
sYˆs + b
ε
sZˆs +ms −mεs, gˆs = cεsYˆs + dεsZˆs + ns − nεs,
where |mεs| ≤ 4Lε, |nεs| ≤ 4Lε, ms = f1(s, Y 2s , Z2s ) − f2(s, Y 2s , Z2s ) ≥ 0 and
ns = g1(s, Y
2
s , Z
2
s )− g2(s, Y 2s , Z2s ) ≥ 0. By Theorem 3.2, in the extended space,
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we have
Yˆt +K
2
t
= (Xεt )
−1
Eˆ
G˜
t [X
ε
T (ξˆ +K
2
T ) +
∫ T
t
(ms −mεs − aεsK2s )Xεsds
+
∫ T
t
(ns − nεs − cεsK2s )Xεsd〈B〉s]
≥ (Xεt )−1EˆG˜t [XεTK2T −
∫ T
t
(mεs + a
ε
sK
2
s )X
ε
sds−
∫ T
t
(nεs + c
ε
sK
2
s )X
ε
sd〈B〉s]
≥ (Xεt )−1{EˆG˜t [XεTK2T −
∫ T
t
aεsK
2
sX
ε
sds−
∫ T
t
cεsK
2
sX
ε
sd〈B〉s]
− EˆG˜t [
∫ T
t
mεsX
ε
sds+
∫ T
t
nεsX
ε
sd〈B〉s]},
where {Xεt }t∈[0,T ] is the solution of the following G˜-SDE:
Xεt = 1 +
∫ t
0
aεsX
ε
sds+
∫ t
0
cεsX
ε
sd〈B〉s +
∫ t
0
dεsX
ε
sdBs +
∫ t
0
bεsX
ε
sdB˜s.
By Theorem 3.2 and Proposition 3.5, we get
(Xεt )
−1
Eˆ
G˜
t [X
ε
TK
2
T −
∫ T
t
aεsK
2
sX
ε
sds−
∫ T
t
cεsK
2
sX
ε
sd〈B〉s] = K2t .
Thus
Yˆt ≥ −4Lε(Xεt )−1EˆG˜[
∫ T
t
|Xεs |ds+
∫ T
t
|Xεs |d〈B〉s],
which complete the proof by letting ε→ 0. 
Theorem 3.7 Let (Y it , Z
i
t ,K
i
t)t≤T , i = 1, 2, be the solutions of the following
G-BSDEs:
Y it = ξ
i +
∫ T
t
fi(s)ds+
∫ T
t
gi(s)d〈B〉s + V iT − V it −
∫ T
t
ZisdBs − (KiT −Kit),
where fi(s) = fi(s, Y
i
s , Z
i
s), gi(s) = gi(s, Y
i
s , Z
i
s), ξ
i ∈ LβG(ΩT ), fi, gi satisfy
(H1) and (H2), (V it )t≤T are RCLL processes such that Eˆ[supt∈[0,T ] |V it |β ] < ∞
with β > 1. If ξ1 ≥ ξ2, f1 ≥ f2, g1 ≥ g2, V 1t −V 2t is an increasing process, then
Y 1t ≥ Y 2t .
Proof. The proof is similar to that of Theorem 3.6. 
Remark 3.8 If fi, gi, i = 1, 2, do not contain Z, we get the following special
G-BSDEs:
Y it = Eˆt[ξ
i +
∫ T
t
fi(s, Y
i
s )ds+
∫ T
t
gi(s, Y
i
s )d〈B〉s].
The same as in Remark 3.4, here we suppose that ξ ∈ L1G(Ω), {fi(s, y)}s∈[0,T ] ∈
M1G(0, T ) and {gi(s, y)}s∈[0,T ] ∈M1G(0, T ) for each y ∈ R, fi and gi satisfy the
Lipschitz condition with respect to y. The comparison theorem still holds for
this case.
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In the following, we give an example to show that the strict comparison
theorem does not hold.
Example 3.9 We consider the simplest G-BSDE:
Yt = ξ −
∫ T
t
ZsdBs − (KT −Kt),
the solution Yt = Eˆt[ξ], t ∈ [0, T ]. Let ξ1 = 0 and ξ2 = 〈B〉T − σ¯2T . It is easy to
verify that ξ1 ≥ ξ2 and Eˆ[ξ1−ξ2] > 0 for the case σ < σ¯. But Eˆ[ξ1] = Eˆ[ξ2] = 0.
We now give an application of comparison theorem.
Theorem 3.10 (Gronwall inequality) Let (Yt)t≤T ∈ S1G(0, T ) satisfy
Yt ≤ Eˆt[ξ +
∫ T
t
f(s, Ys)ds+
∫ T
t
g(s, Ys)d〈B〉s],
where ξ ∈ L1G(Ω), {f(s, y)}s∈[0,T ] ∈ M1G(0, T ) and {g(s, y)}s∈[0,T ] ∈ M1G(0, T )
for each y ∈ R, f and g satisfy the Lipschitz condition with respect to y,
f(·, y1) ≤ f(·, y2) and g(·, y1) ≤ g(·, y2) for each y1 ≤ y2. Then Yt ≤ Y˜t,
where (Y˜t)t≤T is the solution of the following G-BSDE:
Y˜t = Eˆt[ξ +
∫ T
t
f(s, Y˜s)ds+
∫ T
t
g(s, Y˜s)d〈B〉s].
In particular, if f(s, y) = asy +ms, g(s, y) = csy + ns, where as ≥ 0, cs ≥ 0,
then
Yt ≤ (Xt)−1Eˆt[XT ξ +
∫ T
t
msXsds+
∫ T
t
nsXsd〈B〉s], (3.8)
where Xt = exp(
∫ t
0 asds+
∫ t
0 csd〈B〉s).
Proof. We set
δt = Eˆt[ξ +
∫ T
t
f(s, Ys)ds+
∫ T
t
g(s, Ys)d〈B〉s]− Yt ≥ 0,
then
Yt + δt = Eˆt[ξ +
∫ T
t
f(s, Ys)ds+
∫ T
t
g(s, Ys)d〈B〉s]
= Eˆt[ξ +
∫ T
t
f(s, Ys + δs − δs)ds+
∫ T
t
g(s, Ys + δs − δs)d〈B〉s].
Thus (Yt + δt)t≤T is the solution of the following G-BSDE:
Y¯t = Eˆt[ξ +
∫ T
t
f(s, Y¯s − δs)ds+
∫ T
t
g(s, Y¯s − δs)d〈B〉s].
By comparison theorem of G-BSDEs, we get Y¯t ≤ Y˜t. Thus Yt ≤ Y˜t. By formula
(3.6) , we get (3.8). 
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4 Nonlinear Feynman-Kac Formula
In this section, we give the nonlinear Feynman-Kac Formula which was studied
in Peng [24] for special type of G-BSDEs. Let G : Sd → R be a given monotonic
and sublinear function such that G(A) − G(B) ≥ σ2tr[A − B] for any A ≥ B
and Bt = (B
i
t)
d
i=1 be the corresponding G-Brownian motion. We consider the
following type of G-FBSDEs:
dXt,ξs = b(s,X
t,ξ
s )ds+ hij(s,X
t,ξ
s )d〈Bi, Bj〉s+ σj(s,Xt,ξs )dBjs , Xt,ξt = ξ, (4.1)
Y t,ξs = Φ(X
t,ξ
T ) +
∫ T
s
f(r,Xt,ξr , Y
t,ξ
r , Z
t,ξ
r )dr +
∫ T
s
gij(r,X
t,ξ
r , Y
t,ξ
r , Z
t,ξ
r )d〈Bi, Bj〉r
−
∫ T
s
Zt,ξr dBr − (Kt,ξT −Kt,ξs ), (4.2)
where b, hij , σj : [0, T ]×Rn → Rn, Φ : Rn → R, f , gij : [0, T ]×Rn×R×Rd → R
are deterministic functions and satisfy the following conditions:
(A1) hij = hji and gij = gji for 1 ≤ i, j ≤ d;
(A2) b, hij , σj , f , gij are continuous in t;
(A3) There exist a positive integer m and a constant L > 0 such that
|b(t, x)−b(t, x′)|+
d∑
i,j=1
|hij(t, x)−hij(t, x′)|+
d∑
j=1
|σj(t, x)−σj(t, x′)| ≤ L|x−x′|,
|Φ(x) − Φ(x′)| ≤ L(1 + |x|m + |x′|m)|x− x′|,
|f(t, x, y, z)− f(t, x′, y′, z′)|+
d∑
i,j=1
|gij(t, x, y, z)− gij(t, x′, y′, z′)|
≤ L[(1 + |x|m + |x′|m)|x− x′|+ |y − y′|+ |z − z′|].
We have the following estimates of G-SDEs which can be found in Chapter
V in Peng [24].
Proposition 4.1 Let ξ, ξ′ ∈ LpG(Ωt;Rn) with p ≥ 2. Then we have, for each
δ ∈ [0, T − t],
Eˆt[|Xt,ξt+δ −Xt,ξ
′
t+δ|p] ≤ C|ξ − ξ′|p,
Eˆt[|Xt,ξt+δ|p] ≤ C(1 + |ξ|p),
Eˆt[ sup
s∈[t,t+δ]
|Xt,ξs − ξ|p] ≤ C(1 + |ξ|p)δp/2,
where the constant C depends on L, G, p, n and T .
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Proof. For convenience of the reader, we sketch the proof. It is easy to verify
that (Xt,ξs )s∈[t,T ], (X
t,ξ′
s )s∈[t,T ] ∈MpG(0, T ;Rn). By Remark 2.10, we can get
Eˆt[|Xt,ξt+δ −Xt,ξ
′
t+δ|p] ≤ C1(|ξ − ξ′|p + Eˆt[
∫ t+δ
t
|Xt,ξs −Xt,ξ
′
s |pds])
≤ C1(|ξ − ξ′|p +
∫ t+δ
t
Eˆt[|Xt,ξs −Xt,ξ
′
s |p]ds),
where the constant C1 depends on L, G, p, n and T . By the Gronwall inequality,
we obtain
Eˆt[|Xt,ξt+δ −Xt,ξ
′
t+δ|p] ≤ C1 exp(C1T )|ξ − ξ′|p.
Then we get the first inequality. The other inequalities can be proved similarly.

Proposition 4.2 For each ξ, ξ′ ∈ L4m+1G (Ωt;Rn), we have
|Y t,ξt − Y t,ξ
′
t | ≤ C(1 + |ξ|m + |ξ′|m)|ξ − ξ′|,
|Y t,ξt | ≤ C(1 + |ξ|m+1),
where the constant C depends on L, G, n and T .
Proof. It follows from Proposition 2.15 and Proposition 4.1 that
|Y t,ξt − Y t,ξ
′
t |2 ≤ C1{Eˆt[(1 + |Xt,ξT |m + |Xt,ξ
′
T |m)2|Xt,ξT −Xt,ξ
′
T |2]
+
∫ T
t
Eˆt[(1 + |Xt,ξs |m + |Xt,ξ
′
s |m)2|Xt,ξs −Xt,ξ
′
s |2]ds}
≤ C2(1 + |ξ|2m + |ξ′|2m){(Eˆt[|Xt,ξT −Xt,ξ
′
T |4])1/2
+
∫ T
t
(Eˆt[|Xt,ξs −Xt,ξ
′
s |4])1/2ds}
≤ C3(1 + |ξ|2m + |ξ′|2m)|ξ − ξ′|2,
where C1, C2 and C3 depend on L, G, n and T . Thus we get |Y t,ξt − Y t,ξ
′
t | ≤
C(1+|ξ|m+|ξ′|m)|ξ−ξ′|. By Proposition 2.14, we can get |Y t,ξt | ≤ C(1+|ξ|m+1)
by using the similar analysis. 
We are more interested in the case when ξ = x ∈ Rn. We define
u(t, x) := Y t,xt , (t, x) ∈ [0, T ]× Rn.
By Proposition 4.2, we immediately have the following estimates:
|u(t, x)− u(t, x′)| ≤ C(1 + |x|m + |x′|m)|x− x′|,
|u(t, x)| ≤ C(1 + |x|m+1),
where the constant C depends on L, G, n and T .
Remark 4.3 It is important to note that u(t, x) is a deterministic function
of (t, x), because b, hij, σj , Φ, f , gij are deterministic functions and B˜s :=
Bt+s −Bt is a G-Brownian motion.
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The following theorem plays a key role in proving the Feynman-Kac formula.
Theorem 4.4 For each ξ ∈ L4m+1G (Ωt;Rn), we have
u(t, ξ) = Y t,ξt .
Proof. By Proposition 4.2, we only need to prove Theorem 4.4 for bounded
ξ ∈ L4m+1G (Ωt;Rn). Thus for each ε > 0, we can choose a simple function
ηε =
N∑
i=1
xiIAi ,
where (Ai)
N
i=1 is a B(Ωt)-partition and xi ∈ Rn, such that |ηε−ξ| ≤ ε. It follows
from Proposition 4.2 that
|Y t,ξt − u(t, ηε)| = |Y t,ξt −
n∑
i=1
u(t, xi)IAi |
= |Y t,ξt −
N∑
i=1
Y t,xit IAi |
=
N∑
i=1
|Y t,ξt − Y t,xit |IAi
≤
N∑
i=1
C(1 + |ξ|m)|ξ − xi|IAi
= C(1 + |ξ|m)|ξ −
N∑
i=1
xiIAi |
≤ C(1 + |ξ|m)ε,
where the constant C depends on L, G, n and T . Noting that
|u(t, ξ)− u(t, ηε)| ≤ C(1 + |ξ|m)|ξ − ηε| ≤ C(1 + |ξ|m)ε,
we get |Y t,ξt − u(t, ξ)| ≤ 2C(1 + |ξ|m)ε. Since ε can be arbitrarily small, we
obtain Y t,ξt = u(t, ξ). 
We now give the Feynman-Kac formula.
Theorem 4.5 Let u(t, x) := Y t,xt for (t, x) ∈ [0, T ] × Rn. Then u(t, x) is the
unique viscosity solution of the following PDE:{
∂tu+ F (D
2
xu,Dxu, u, x, t) = 0,
u(T, x) = Φ(x),
(4.3)
where
F (D2xu,Dxu, u, x, t) =G(H(D
2
xu,Dxu, u, x, t)) + 〈b(t, x), Dxu〉
+ f(t, x, u, 〈σ1(t, x), Dxu〉, . . . , 〈σd(t, x), Dxu〉),
Hij(D
2
xu,Dxu, u, x, t) =〈D2xuσi(t, x), σj(t, x)〉 + 2〈Dxu, hij(t, x)〉
+ 2gij(t, x, u, 〈σ1(t, x), Dxu〉, . . . , 〈σd(t, x), Dxu〉).
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Proof. The uniqueness of viscosity solution of equation (4.3) can be found in
Appendix C in Peng [24], we only prove that u is a viscosity solution of equation
(4.3). By Y t,xt+δ = Y
t+δ,Xt,x
t+δ
t+δ and Theorem 4.4, we get Y
t,x
t+δ = u(t+ δ,X
t,x
t+δ) for
δ ∈ [0, T − t] and
Y t,xt =u(t+ δ,X
t,x
t+δ) +
∫ t+δ
t
f(r,Xt,xr , Y
t,x
r , Z
t,x
r )dr
+
∫ t+δ
t
gij(r,X
t,x
r , Y
t,x
r , Z
t,x
r )d〈Bi, Bj〉r −
∫ t+δ
t
Zt,xr dBr − (Kt,xt+δ −Kt,xt ).
Taking G-expectation, we get
u(t, x) = Eˆ[u(t+ δ,Xt,xt+δ) +
∫ t+δ
t
frdr +
∫ t+δ
t
gijr d〈Bi, Bj〉r],
where fr = f(r,X
t,x
r , Y
t,x
r , Z
t,x
r ), g
ij
r = gij(r,X
t,x
r , Y
t,x
r , Z
t,x
r ). In order to prove
that u is a viscosity solution, we first show that u is a continuous function. By
Proposition 4.2, we know that |u(t, x)− u(t, x′)| ≤ C(1 + |x|m + |x′|m)|x − x′|.
By Proposition 4.1 and Proposition 2.14, we have Eˆt[|Xt,xt+δ−x|2] ≤ C(1+ |x|2)δ
and Eˆt[|Y t,xr |2 +
∫ T
t
|Zt,xr |2dr] ≤ C(1 + |x|2m+2), where C depends on L, G, n
and T . Thus we get
|u(t, x)− u(t+ δ, x)|
≤ C{(1 + |x|m)(Eˆ[|Xt,xt+δ − x|2])1/2 + (Eˆ[
∫ T
t
(|fr|2 + |gijr |2)dr])1/2δ1/2}
≤ C(1 + |x|m+1)δ1/2.
It follows that u is a continuous function. For any fixed (t, x) ∈ (0, T ) ×
Rn, let ψ ∈ C2,3([0, T ] × Rn) be such that ψ ≥ u, ψ(t, x) = u(t, x) and
|∂2txiψ(t, x)| + |∂xiψ(t, x)| + |∂2xixjψ(t, x)| + |∂3xixjxkψ(t, x)| ≤ C(1 + |x|m1) for
some m1 > 0. Let (Y˜ , Z˜, K˜) be the solution of G-BSDE (4.2) on [t, t + δ]
with terminal condition ψ(t + δ,Xt,xt+δ). Set Yˆ
1
s = Y˜s − ψ(s,Xt,xs ), Zˆ1s =
Z˜s − (〈σ1(s,Xt,xs ), Dxψ(s,Xt,xs )〉, · · · , 〈σd(s,Xt,xs ), Dxψ(s,Xt,xs )〉), Kˆ1s = K˜s,
applying Itoˆ’s formula to Y˜s − ψ(s,Xt,xs ), we obtain that (Yˆ 1, Zˆ1, Kˆ1) is the
solution of the following G-BSDE:
Yˆ 1s =
∫ t+δ
s
F1(r,X
t,x
r , Yˆ
1
r , Zˆ
1
r )dr +
∫ t+δ
s
F ij2 (r,X
t,x
r , Yˆ
1
r , Zˆ
1
r )d〈Bi, Bj〉r
−
∫ t+δ
s
Zˆ1rdBr − (Kˆ1t+δ − Kˆ1s ),
where
F1(r, x, y, z) = f(r, x, y + ψ(r, x), z + (〈σ1, Dxψ〉, · · · , 〈σd, Dxψ〉)(r, x))
+ ∂tψ(r, x) + 〈b(r, x), Dxψ(r, x)〉,
F ij2 (r, x, y, z) = gij(r, x, y + ψ(r, x), z + (〈σ1, Dxψ〉, · · · , 〈σd, Dxψ〉)(r, x))
+ 〈Dxψ(r, x), hij(r, x)〉 + 1
2
〈D2xψ(r, x)σi(r, x), σj(r, x)〉.
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Let (Yˆ , Zˆ, Kˆ) be the solution of the following G-BSDE:
Yˆs =
∫ t+δ
s
F1(r, x, Yˆr , Zˆr)dr +
∫ t+δ
s
F ij2 (r, x, Yˆr, Zˆr)d〈Bi, Bj〉r
−
∫ t+δ
s
ZˆrdBr − (Kˆt+δ − Kˆs).
It is easy to check that Zˆs = 0, Yˆs is the solution of the following ODE:
Yˆs =
∫ t+δ
s
[F1(r, x, Yˆr , 0) + 2G(F2(r, x, Yˆr , 0))]dr,
Kˆs =
∫ s
t
F ij2 (r, x, Yˆr , 0)d〈Bi, Bj〉r −
∫ s
t
2G(F2(r, x, Yˆr , 0))dr,
where F2(r, x, Yˆr, 0) = (F
ij
2 (r, x, Yˆr , 0))
d
i,j=1. By Proposition 2.15, we have for
any fixed p > 2
|Yˆ 1t − Yˆt|2 ≤ Eˆ[ sup
s∈[t,t+δ]
|Yˆ 1s − Yˆs|2]
≤ C{(Eˆ[ sup
s∈[t,t+δ]
Eˆs[(
∫ t+δ
t
Fˆrdr)
p]])2/p + Eˆ[ sup
s∈[t,t+δ]
Eˆs[(
∫ t+δ
t
Fˆrdr)
p]]},
where Fˆr = |F1(r,Xt,xr , Yˆr, 0) − F1(r, x, Yˆr , 0)| +
∑d
i,j=1 |F ij2 (r,Xt,xr , Yˆr, 0) −
F ij2 (r, x, Yˆr , 0)|. It is easy to verify that there exists a constant m2 > 0 such
that
Fˆr ≤ C(1 + |x|m2 + |Xt,xr |m2)|Xt,xr − x|.
Then by Theorem 2.13 in [7] and Proposition 4.1 we can deduce that |Yˆ 1t −
Yˆt| ≤ C(1 + |x|m2+2)δ 32 . By comparison theorem of G-BSDEs, we know that
Y˜t ≥ u(t, x), that is Yˆ 1t ≥ 0. Then we get
−C(1+ |x|m2+2)δ1/2 ≤ δ−1Yˆt = δ−1
∫ t+δ
t
[F1(r, x, Yˆr , 0)+2G(F2(r, x, Yˆr , 0))]dr.
Letting δ → 0, we obtain F1(t, x, 0, 0) + 2G(F2(t, x, 0, 0)) ≥ 0, which implies
that u is a viscosity subsolution. Similarly we can prove that u is a viscosity
supersolution. 
5 Girsanov transformation
5.1 Nonlinear expectations generated by G-BSDEs
For simplicity, we consider the following G-BSDE driven by 1-dimensional G-
Brownian motion. The results still hold for the case d > 1.
Y T,ξt =ξ +
∫ T
t
f(s, Y T,ξs , Z
T,ξ
s )ds+
∫ T
t
g(s, Y T,ξs , Z
T,ξ
s )d〈B〉s
−
∫ T
t
ZT,ξs dBs − (KT,ξT −KT,ξt ), (5.1)
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where f and g satisfy the Lipschitz condition. We further suppose that f(s, y, 0) =
g(s, y, 0) = 0. We define, for each ξ ∈ LβG(ΩT ) with β > 1,
E˜t,T [ξ] := Y
T,ξ
t .
It is easy to verify that for each T1 < T2 and ξ ∈ LβG(ΩT1) with β > 1, E˜t,T1 [ξ] =
E˜t,T2 [ξ]. Thus we use the notation E˜t[ξ].
Theorem 5.1 We have
(1) For each ξ1 ≥ ξ2, we have E˜t[ξ1] ≥ E˜t[ξ2];
(2) For each ξ ∈ LβG(Ωt) with β > 1, E˜t[ξ] = ξ;
(3) E˜t[E˜s[ξ]] = E˜t∧s[ξ];
(4) If f and g are positively homogeneous, then for each λt ∈ L∞G (Ωt), we have
E˜t[λtξ] = λtE˜t[ξ];
(5) If f and g are subadditive, then E˜t[ξ
1 + ξ2] ≤ E˜t[ξ1] + E˜t[ξ2];
(6) If f and g are convex, then E˜t[λtξ
1+(1−λt)ξ2] ≤ λtE˜t[ξ1]+ (1−λt)E˜t[ξ2]
for each λt ∈ L∞G (Ωt) and λt ∈ [0, 1];
(7) For each ξ ∈ L1G(Ωt;Rm), η ∈ L1G(ΩT ;Rn), Φ ∈ Cb.Lip(Rm+n), we have
E˜t[Φ(ξ, η)] = E˜t[Φ(x, η)]x=ξ.
(8) Let K be a decreasing G-martingale with KT ∈ LαG(ΩT ) for some α > 1.
Then we have
E˜s[Kt] = Ks, for any s ≤ t.
Proof. It is easy to get (1)-(3). (8) is straightforward from Proposition 3.5.
First we prove (6). (4) and (5) can be proved similarly. Let (Y i, Zi,Ki), i = 1, 2,
be the solutions of G-BSDE (5.1) corresponding to ξi. We have for r ∈ [t, T ]
Y˜r = ξ˜ +
∫ T
r
f˜sds+
∫ T
r
g˜sd〈B〉s − K˜2T + K˜2r −
∫ T
r
Z˜sdBs − (K˜1T − K˜1r ),
where Y˜r = λtY
1
r + (1 − λt)Y 2r , ξ˜ = λtξ1 + (1 − λt)ξ2, f˜s = λtf(s, Y 1s , Z1s ) +
(1 − λt)f(s, Y 2s , Z2s ), g˜s = λtg(s, Y 1s , Z1s ) + (1 − λt)g(s, Y 2s , Z2s ), Z˜s = λtZ1s +
(1− λt)Z2s , K˜1r = λtK1r , K˜2r = (1− λt)K˜2r . By the convexity of f and g, we get
f˜s ≥ f(s, Y˜s, Z˜s) and g˜s ≥ g(s, Y˜s, Z˜s). Note that −K˜r is an increasing process,
then by Theorem 3.7 we obtain E˜t[ξ˜] ≤ Y˜t, which implies (6).
We now prove (7). For each given n ∈ N, we can choose Ani ∈ B(Rm),
i = 1, . . . , kn, such that A
n
i ∩ Anj = ∅ for i 6= j, ∪kni=1Ani = Rm, {x : |x| ≤ n} ⊂
∪kn−1i=1 Ani and λ(Ani ) ≤ 1/n for i ≤ kn − 1, where λ(Ani ) denote the diameter of
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Ai. Let x
n
i ∈ Ani , by Proposition 2.15, we have
|
kn∑
i=1
E˜t[Φ(x
n
i , η)]IAni (ξ) − E˜t[Φ(ξ, η)]|2
=
kn∑
i=1
IAn
i
(ξ)|E˜t[Φ(xni , η)]− E˜t[Φ(ξ, η)]|2
≤ C
kn∑
i=1
IAni (ξ)Eˆt[|Φ(xni , η)− Φ(ξ, η)|2]
= CEˆt[
kn∑
i=1
IAni (ξ)|Φ(xni , η)− Φ(ξ, η)|2],
where C is a constant independent of n. Note that
kn∑
i=1
IAni (ξ)|Φ(xni , η)− Φ(ξ, η)|2 ≤
L2
n2
+ 4||Φ||2∞I[|ξ|>n],
where L is the Lipschitz constant of Φ, then we get
Eˆ[|
kn∑
i=1
E˜t[Φ(x
n
i , η)]IAni (ξ)− E˜t[Φ(ξ, η)]|2]
≤ CEˆ[L
2
n2
+ 4||Φ||2∞I[|ξ|>n]]
≤ C{L
2
n2
+
4||Φ||2∞
n
Eˆ[|ξ|]} → 0.
On the other hand, by Proposition 2.15,, we know that there exists a constant
C > 0 such that
|E˜t[Φ(x, η)] − E˜t[Φ(y, η)]| ≤ C|x− y| for x, y ∈ Rm.
Thus
Eˆ[|
kn∑
i=1
E˜t[Φ(x
n
i , η)]IAni (ξ)− E˜t[Φ(x, η)]x=ξ|2]
= Eˆ[
kn∑
i=1
IAn
i
(ξ)|E˜t[Φ(xni , η)]− E˜t[Φ(x, η)]x=ξ|2]
≤ Eˆ[C
2
n2
+ 4||Φ||2∞I[|ξ|>n]]
≤ C
2
n2
+
4||Φ||2∞
n
Eˆ[|ξ|]→ 0,
which implies E˜t[Φ(ξ, η)] = E˜t[Φ(x, η)]x=ξ. 
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5.2 Girsanov transformation
We first consider the following G-BSDE driven by 1-dimensional G-Brownian
motion:
Yt = ξ +
∫ T
t
bsZsds+
∫ T
t
dsZsd〈B〉s −
∫ T
t
ZsdBs − (KT −Kt),
where (bt)t≤T and (dt)t≤T are bounded processes. For each ξ ∈ LβG(ΩT ) with
β > 1, define
E˜t[ξ] = Yt.
By Theorem 5.1, we know that E˜t[·] is a consistent sublinear expectation.
Theorem 5.2 (Girsanov Theorem) Let (bt)t≤T and (dt)t≤T be bounded pro-
cesses. Then B¯t := Bt −
∫ t
0
bsds −
∫ t
0
dsd〈B〉s is a G-Brownian motion under
E˜.
Proof. We only need to show that for each Φ ∈ Cb.Lip(Rn), t1 < · · · < tn,
E˜[Φ(B¯t1 , B¯t2 − B¯t1 , . . . , B¯tn − B¯tn−1)] = Eˆ[Φ(Bt1 , Bt2 −Bt1 , . . . , Btn −Btn−1)].
Step 1. We consider the case bs ≡ b and ds ≡ d. For each ϕ ∈ Cb.Lip(R), we
define
u˜(t, x) = E˜[ϕ(x+ B¯t)].
Set u(t, x) = u˜(T − t, x) for fixed T > 0, by Theorem 4.5, we obtain u satisfies
the following PDE:
∂tu− b∂xu+ b∂xu+ 2G(−d∂xu+ 1
2
∂2xxu+ d∂xu) = 0, u(T, x) = ϕ(x),
i.e. ∂tu + G(∂
2
xxu) = 0, u(T, x) = ϕ(x). Thus E˜[ϕ(B¯t)] = Eˆ[ϕ(Bt)] for any
t ≥ 0, ϕ ∈ Cb.Lip(R).
Step 2. We consider the case bns =
∑n−1
i=0 ξiI[tni ,tni+1)(s), d
n
s =
∑n−1
i=0 ηiI[tni ,tni+1)(s),
where ξi, ηi ∈ Lip(Ωtni ). For each ϕ ∈ Cb.Lip(R), we have
E˜[ϕ(B¯tni+1)] = E˜[ϕ(B¯tni +Btni+1 −Btni − ξi(tni+1 − tni )− ηi(〈B〉tni+1 − 〈B〉tni ))].
By (7) in Theorem 5.1, we get
E˜[ϕ(B¯tni+1)]
= E˜[ϕ(x +Btni+1 −Btni − b(tni+1 − tni )− d(〈B〉tni+1 − 〈B〉tni ))]x=B¯tn
i
,b=ξi,d=ηi
= E˜[Eˆ[ϕ(x +Btn
i+1
−Btn
i
)]x=B¯tn
i
].
Repeat this process, we obtain E˜[ϕ(B¯tni+1)] = Eˆ[ϕ(Btni+1)]. Similarly, we can get
E˜[Φ(B¯t1 , B¯t2 − B¯t1 , . . . , B¯tn − B¯tn−1)] = Eˆ[Φ(Bt1 , Bt2 −Bt1 , . . . , Btn −Btn−1)].
Step 3. For general bounded processes (bt) and (dt), we can choose uniformly
bounded processes (bnt ), (d
n
t ) ∈M2,0G (0, T ) such that ||bn−b||M2G+||dn−d||M2G →
0. By Proposition 2.15, we obtain the result by letting n→∞. 
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Remark 5.3 If bs = 0, we know by Remark 3.3
E˜t[ξ] = Eˆt[ξ exp(
∫ T
t
dsdBs − 1
2
∫ T
t
|ds|2d〈B〉s)].
This type of Girsanov transformation was studied in [31, 11], but here we give
a simple proof. If bs 6= 0, we know by Theorem 3.2
E˜t[ξ] =Eˆ
G˜
t [ξ exp(
∫ T
t
dsdBs − 1
2
∫ T
t
|ds|2d〈B〉s −
∫ T
t
bsdsds
+
∫ T
t
bsdB˜s − 1
2
∫ T
t
|bs|2d〈B˜〉s)],
where (B, B˜) is an auxiliary extended G˜-Brownian motion and
G˜(A) =
1
2
sup
σ2≤v≤σ¯2
tr
[
A
[
v 1
1 v−1
]]
, A ∈ S2.
We now consider the Girsanov transformation for the case d > 1. Let Bt =
(Bit)
d
i=1 be a d-dimensional G-Brownian motion. We consider the following G-
BSDE:
Yt = ξ +
∫ T
t
bsZsds+
∫ T
t
dijs Zsd〈Bi, Bj〉s −
∫ T
t
ZsdBs − (KT −Kt),
where (bt)t≤T and (d
ij
t )t≤T are R
d-valued bounded processes. By Theorem 5.1,
E˜t[ξ] := Yt is a consistent sublinear expectation.
Theorem 5.4 (Girsanov Theorem) Let (bt)t≤T and (d
ij
t )t≤T be R
d-valued bounded
processes. Then B¯t := Bt −
∫ t
0
bsds −
∫ t
0
dijs d〈Bi, Bj〉s is a d-dimensional G-
Brownian motion under E˜.
Proof. The proof is similar to Theorem 5.2. 
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