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ваются в формате XML, логико-временная схема так же интерпретируется в 
XML-структуру. Это позволяет использовать технологию генерации с помо-
щью XSLT (языка преобразования XML). XSLT имеет массу преимуществ: вы-
полнение повторной генерации кода без перекомпиляции приложения (необхо-
димо только изменить шаблон); возможность генерации программы на любом 
языке программирования; использование наглядного и широко распространен-
ного XML формата [3].  
Разработанный модуль генерации является частью программного ком-
плекса ГРАФКОНТ, разрабатываемого по заказу ГНПРКЦ "ЦСКБ-ПРОГРЕСС" 
на кафедре программных систем СГАУ. Задача системы ГРАФКОНТ состоит в 
том, чтобы автоматизировать процессы проектирования, создания, документи-
рования и тестирования бортовых управляющих алгоритмов и программ реаль-
ного времени для космических аппаратов, обеспечить повышение качества и 
надежности программ, а так снизить трудоемкость и стоимость разработки. 
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Современные микропроцессорные системы используют многопортовую 
(многовходовую)  память для исключения конфликтов при параллельном или 
конвейерном выполнении потока команд. При этом возникает задача  предот-
вращения конфликтов внутри самой многопортовой памяти, так как обращения 
от нескольких операционных устройств производятся к одной и той же ячейке 
памяти. На рис. 1 приведена схема 6-ти  транзисторной ячейки SRAM памяти 
[1]. Здесь  имеется N адресных шин Bi и  N шин данных Wj  , что соответствует 
N- входовой  памяти. 
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Для обеспечения многопортового доступа  в такую ячейку применяются 
следующие механизмы разрешения конфликтных ситуаций: 
 арбитражная логика; 
 семафоры; 
 запросы на прерывания. 
В докладе описывается имитационная модель, которая позволяет изучать 
процессы обращения к многопортовой памяти, способы разрешения конфлик-
тов, исследовать характеристики производительности, длины очередей запро-
сов и другие параметры. 
Имитационная модель построена на базе сети Петри [2]. Такой подход 
целесообразен, так как сеть Петри моделирует события в объекте.  
 
Рис. 1. Многопортовая шеститранзисторная ячейка памяти 
 
Для учета временных соотношений в моделируемой системе памяти 
будем использовать подкласс сетей Петри -  временные сети Ct   [3]: 
  ,,,, 0UTPC t  , 
где  P – конечное множество позиций,  T – конечное множество переходов, 
PTTPU   - отношение инцидентности,  µ0 – начальная разметка в 
начальный момент времени,  RP:  - отображение, связывающее позиции с 
временами их готовности, т.е. маркер в позиции pi становится готовым только 
через время τi , после того, как он появился в позиции. 
Основным компонентом имитационной модели служит фрагмент времен-
ной сети Петри с двумя источниками запросов  [4].  Это позволяет исследовать 
двухпортовую память и достаточно легко распространить методику  на 2-х, 4-х 
и 8-ми портовые ячейки памяти.  На рис. 2 приведен такой фрагмент  сетевой 
модели. 
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Позиции и переходы интерпретируются следующим образом.  
 позиции p01 и p02 ,  переходы  t01 и t02   моделируют поток запросов на доступ к 
ячейке памяти; 
 позиции  pс1  и   pс2   синхронизируют обращение к памяти в соответствии с 
выбранной логикой разрешения конфликтов; 
 позиции p11, p12 , p21, p22   и переходы t1, t2    образуют  внутреннюю структуру 
ячейки памяти; 
 позиция pf  моделирует информационный ресурс ячейки с L ресурсными 
единицами (маркерами), причем на эту позицию не распространяется требо-
вание безопасности; 
 маркеры (темные точки) в позициях  моделируют поступления сообщений. 
В зависимости от частоты поступления маркера от источников запросов  
и соотношения временных параметров параллельных ветвей в ячейке памяти 
может произойти накопление маркеров в pс и образование очереди сообщений. 
Следовательно, для моделируемой сети надо определить: условие L – ограни-
ченности для ресурсной позиции, условия безопасности сети для остальных по-
зиций, допустимую длину очереди. 




















  (1) 
где ,...,,,,,,, 2111020121 TTTTTTT ccf  - времена, приписанные соответствующим по-
зициям сети. 
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Для различных временных соотношений в памяти с помощью формул (1) 
и (2) можно найти длину очереди сообщений и число сообщений в потоке, не 
нарушающих безопасность сети. В модели также реализована возможность за-
давать случайные последовательности запросов с выбранным законом распре-
деления. Очевидно, что описанная методика может быть распространена на 
произвольное число параллельно выполняющихся процессов запросов к много-
портовой памяти. 
Предлагаемая модель позволяет исследовать  различные структуры мно-
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МОДЕЛЬ ПРОИЗВОДСТВА И РАСПРЕДЕЛЕНИЯ РЕСУРСОВ 
 
(Самарский государственный технический университет) 
 
Функционирование предприятий, имеющих подразделения вспомога-
тельных производств, основано не только на расходовании различных видов 
внешних ресурсов, но также и на выработке и внутреннем потреблении соб-
ственных ресурсов [1]. В итоге сложные внутрипроизводственные маршруты 
движения собственных ресурсов создают серьезную проблему как в расчете их 
себестоимости, так и, в конечном счете, в расчете себестоимости  готовой про-
дукции. 
Рассмотрим производственную систему, в составе которой имеется m 
