Introduction
Nuclear Magnetic Resonance Free Induction Decay (NMR FID) signals are very useful in chemical and biomedical applications and research [1] . They are usually modeled as a finite mixture of modulated exponential functions or sequences. The estimation of parameters in the model, including amplitudes, phases, frequencies and exponent constants becomes an important issue in model-fitting. The main obstacle of the parameter estimation in the model is their very low signal to noise ratio and their overlapped resonances with different exponent constants. Enhancing the NMR FID signals was the topic of many papers [2] - [5] . One of the typical methods for reducing the noise in the NMR FID signals is the algorithm presented by [2] via the criticallysampled discrete Gabor expansion (or transform), which demonstrated that using the expansion and exponential prototype sequences for FID model-fitting, an NMR FID signal can be well represented by the Gabor transform coefficients distributed in the Gabor transform domain (i.e., a joint timefrequency domain). The NMR FID signal in the transform domain is concentrated in a few number of Gabor transform coefficients while the noise is fairly distributed among all the coefficients. Therefore, performing a thresholding technique on the coefficients in the transform domain, one can significantly enhance the NMR FID signal. However, our research in this paper will show that in the algorithm presented by [2] , the Gabor transform coefficients obtained by the critically-sampled discrete Gabor transform using the exponential synthesis window can not best represent the NMR FID signals. Also results of theoretical analyses and simulations obtained in this paper will show that the oversampled discrete Gabor transform using the Gaussian synthesis window is more suitable for the NMR FID signal enhancement than the critically-sampled one using exponential synthesis window. It is because the Gaussian synthesis window and its corresponding analysis window in the oversampling case can have better localization in the frequency domain than the exponential synthesis window and its corresponding analysis window in the critically-sampling case. Besides, to speed up the transform, instead of the complex-valued discrete Gabor transform (CDGT) used in [2] , the real-valued discrete Gabor transform (RDGT) presented in our previous papers [6] - [8] will be adopted in this paper. The paper is organized as follows. Section 2 reviews the RDGT. It will be shown that, due to the real operations, the RDGT can save significant computation as compared with the CDGT. The similarity between the RDGT and the discrete Hartley transform (DHT) allows the RDGT to utilize the fast DHT algorithms for fast computation. In addition, the RDGT has a simple relationship with the CDGT such that the CDGT coefficients can be directly computed from the RDGT coefficients. Therefore, the RDGT offers a faster and more efficient method to compute the CDGT. Section 2 also presents a discussion of why the oversampled discrete Gabor transform with the Gaussian synthesis window is supposed to give, theoretically, better results than critically-sampled one with the exponential synthesis window used in [2] for the NMR FID signal enhancement. In Sect. 3, the proposed approach used to reduce the noise is discussed with some comparison results on a typical NMR FID signal. 
and the coefficients a , mn s can be obtained by
wherẽ
where cas(x) = cos(x) + sin(x) is known as Hartley's cas function [9] . (2) Note thath(k) andγ(k) are all real and periodic extensions of the synthesis window h(k) and the analysis window γ(k), respectively, i.e.,
The Gabor coefficients a mn 's in this case are also real and periodic in both m and n,
2.2 Biorthogonality of the RDGT It is proved in Appendix A that the biorthogonality betweeñ h(k) andγ(k) in finite discrete case is equivalent to
where 0 ≤ m ≤ M − 1, 0 ≤ n ≤ N − 1, and δ k denotes the Kronecker delta. (8) can also be written in the following matrix form,
where
Nowγ(k) becomes the solution of a linear system given by (9) . For critical sampling, i.e.,
In the oversampling case, i.e., M N < L, γ in (9) is not unique. It is proved in Appendix C that the minimum norm solution of (9) is as follows:
However, we should note that the computation of γ 0 in the CDGT case is much more complicated because H in the CDGT case is a complex matrix [11] . For example, given an exponential synthesis window ( Fig. 1 (a) ),
where u(k) is a unit step function. Let L = 1024, M = 16, N = 64. This corresponds to the critical-sampling case in the sense that MN = L. Using (11), the corresponding analysis window can be computed as shown in Fig. 1 Here is another example: given a Gaussian synthesis window ( Fig. 2 (a) ),
let L = 1024, M = 256, N = 512. This corresponds to the oversampling case due to MN > L. Using (11), the corresponding analysis window γ(k) can be computed as shown in Fig. 2 (b) . The Fourier spectrums of h(k) and γ(k) are plotted in Fig. 2 (c) and Fig. 2 (d) , respectively. Comparing Fig. 1 with Fig. 2 , one can conclude that the Gaussian synthesis window h(k) and its corresponding analysis window γ(k) in the oversampling case have better frequency concentration than the exponential synthesis window h(k) and its corresponding analysis window γ(k) in the critical sampling case. For NMR FID signals which have few frequency components, localized γ(k) has implications that the NMR FID signals will span a fewer number of Gabor transform coefficients and hence the energy in these coefficients will be high. Thus, the difference between the energy of coefficients containing signal plus noise and the energy of coefficients containing noise only will increase.
Fast RDGT Algorithms
Once γ(k) is determined, it is rather trivial to compute a mn in (2) by a fast discrete Hartley transform (DHT) which is faster and simpler than the FFT [10] :
where 
The method can also be used in the reconstruction of the original signal x(k) (i.e., the inverse RDGT). (1) can be rewritten as
. . , N − 1, the above equation becomes
where the second summation is an N-point DHT. The total computation time of the reconstruction is M × (N point 1-
× L real addition time, while the typical CDGT algorithm proposed in [11] for the reconstruction of the original signal needs total computation time is 2M×N×L complex multiplication time
From the above comparison of the computation time between the RDGT and the CDGT, it can be seen that the RDGT is obviously simpler and faster than the CDGT.
Relationship between RDGT and CDGT
The traditional complex-valued discrete Gabor transform [11] for a finite sequence x(k) can be written as follows:
where j = √ −1, the asterisk denotes complex conjugation. Comparing with the proposed RDGT, one can easily prove the relationship between a mn and the CDGT coefficients b mn = Re(b mn ) + j · Im(b mn ) as:
In addition, it can easily be found that both the RDGT and the CDGT have the same analysis window γ(k) if these two transforms use the same synthesis window h(k). Therefore, the RDGT also offer a faster and more efficient method to compute the CDGT. By a mn or b mn , one can compute the Gaborgram [12] which is defined as:
NMR FID Signal Enhancement via Oversampled RDGT
The Ref. [3] indicated that any NMR FID signal can be well modeled as a finite mixture of modulated exponential functions plus noise, i.e.,
where j = √ −1, b q , f q , ϕ q , and T 2q are the amplitude, frequency, phase and exponent constant of the q-th component, respectively, ∆ t is the sampling period and 0 ≤ k ≤ L − 1. n w (k) is mainly the thermal noise in the receiver coil and it can be well approximated by an additive white Gaussian noise with zero mean and standard deviation σ.
An example, which has been widely applied as a test data, is the simulated phosphorus FID sequence [4] , [5] with length L = 1024 sampling points and sampling period ∆ t = 1/12000 s. This sequence is composed of the reference signal and the required FID signal which consists of five peaks. The frequencies, exponent constants, amplitudes, and phases are given in Table 1 and the Fourier spectrum without noise is shown in Fig. 3 . Suppose that an additive white Gaussian noise with zero mean and σ = 4000 Table 1 Parameters of the phosphorus FID sequence. is added to the sequence. Since the NMR FID sequence is time varying, the SNR is defined as the signal energy (the reference signal is not included) over the energy of the noise in the observation period (0 ≤ k ≤ L − 1), i.e., SNR = 20 log(||s||/||n w ||) = −3.33 dB. The corresponding Fourier spectrum in Fig. 4 shows that the P l , γ, α, and β components are totally distorted by the noise.
Using the Gaussian synthesis window, the corresponding analysis window in Fig. 2 (the oversampling rate MN/L = 128), and the proposed RDGT, the resulting Gaborgram of the phosphorus FID sequence is shown in Fig. 5 , where it is obvious that the noise is fairly distributed among all the Gabor transform coefficients in contrast to the sequence components which are concentrated in a few number of the coefficients. Thus, it suggests that to reduce the noise, one can retain only the coefficients which their magnitudes are above a certain threshold. The threshold value can be optimized according to the noise level. Then, performing the inverse Gabor transform to the retained coefficients to obtain the noise-reduced sequence x 0 . The resulting Fourier spectrum of the noise reduced sequence is shown in Fig. 6 . It is now easy to recognize the six peaks. The SNR after process is 20 log(||s||/||x 0 − s||) = 4.43 dB, i.e., a gain of 7.76 dB in the SNR. By changing the oversampling rate MN/L from 128 to 32 (i.e., M = 64, N = 512), the SNR after processing 6 Fourier spectrum of the enhanced phosphorus FID sequence using the oversampled Gabor transform and the Gaussian synthesis window (σ = 4000). increases to 3.79, i.e., a gain of 7.12 dB in the SNR. However, if using the Gaussian synthesis window in the criticalsampling case (the oversampling rate MN/L = 1), we can find that the SNR after processing can not be improved at all.
By altering σ from the original 4000 to 4500 and still using the windows in Fig. 2 (L = 1024, M = 256, N = 512) and the proposed RDGT, the SNR before processing is −4.23 dB and the SNR after processing is 3.12 dB, i.e., a gain of 7.35 dB in the SNR. The resulting Fourier spectrum of the noise reduced sequence is shown in Fig. 7 .
For comparison, the same procedure is applied using the algorithm presented in [2] based on the criticallysampled CDGT, where the exponential synthesis window and its corresponding analysis window in Fig. 1 are used. The resulting Gaborgram of the phosphorus FID sequence is shown in Fig. 8 , and the resulting Fourier spectrum of the noise reduced sequence is shown in Fig. 9 . The SNR increases from −3.33 dB (σ = 4000) to −2.48 dB, i.e., a gain of only 0.85 dB in the SNR. Obviously, one can not recognize the six peaks in Fig. 9 as easily as in Fig. 6 . This is because both the Gaussian synthesis window and its corresponding analysis window in the oversampling case can Fig. 7 Fourier spectrum of the enhanced phosphorus FID sequence using the oversampled Gabor transform and the Gaussian synthesis window (σ = 4500).
Fig. 8
Gaborgram of the phosphorus FID sequence in the criticalsampling case using the exponential synthesis window. Fig. 9 Fourier spectrum of the enhanced phosphorus FID sequence obtained by the algorithm in [2] using the critically-sampled Gabor transform and the exponential synthesis window (σ = 4000).
have better localization in the frequency domain than the exponential synthesis window and its corresponding analysis window in the critical-sampling case. This affects the frequency resolution and hence the signal energy spans among more coefficients. As a result, this reduces the effect of thresholding on the NMR FID sequence. By using the exponential synthesis window in the oversampling case (L = 1024, M = 256, N = 512, the oversampling rate MN/L = 128), and letting σ = 4000, the resulting Fourier spectrum of the noise reduced sequence is shown in Fig. 10 . The SNR after processing is 3.65 dB, i.e., a gain of 6.98 dB in the SNR. Obviously, the result obtained by using the Gaussian synthesis window in the oversampling case is still better than that by using the exponential synthesis window in the same oversampling case. In spite of the fact that the localization property of the exponential analysis window in the oversampling case with the high oversampling rate obtains much larger improvement than that in the critical-sampling case, the Gaussian synthesis window and its corresponding analysis window in the oversampling case still have better localization in the frequency domain than the exponential synthesis window and its corresponding analysis window in the same oversampling case.
Conclusions
This paper has presented an efficient algorithm to reduce the noise from the NMR FID signals via the oversampled realvalued discrete Gabor transform using the Gaussian synthesis window. Theoretical and simulation experimental analyses show that the oversampled Gabor transform using the Gaussian synthesis window is more suitable for the NMR FID signal enhancement than the critically-sampled one using the exponential synthesis window in the algorithm presented by [2] . This is because both the Gaussian synthesis window and its corresponding analysis window in the oversampling case can have better localization in the frequency domain than the exponential synthesis window and its corresponding analysis window in the critical-sampling case. The RDGT proposed in our previous work, which is simpler and faster than the commonly-used CDGT, is adopted in this paper to speed up the Gabor transform. 
and substituting (A· 3) into (A· 2) leads to and substituting the biorthogonality condition (8) for the rectangular bracketed term in (A· 5) leads to
We conclude that indeed the biorthogonality condition (8) implies (A· 1) if γ(k) exists. Obviously, this conclusion remains valid under the condition of critical sampling.
Appendix B
Suppose {a(n)} is a periodic sequence with period L = MN. Define its discrete Hartley transform (DHT) by 
