Applied Stochastic Optimal Control for Spacecraft Guidance by Ridderhof, Jack








of the Requirements for the Degree
Doctor of Philosophy in
Aerospace Engineering
Georgia Institute of Technology
May 2021
c© Jack Ridderhof 2021
APPLIED STOCHASTIC OPTIMAL CONTROL
FOR SPACECRAFT GUIDANCE
Thesis committee:
Dr. Panagiotis Tsiotras, Advisor
School of Aerospace Engineering
Georgia Institute of Technology
Dr. Koki Ho
School of Aerospace Engineering
Georgia Institute of Technology
Dr. Glenn Lightsey
School of Aerospace Engineering
Georgia Institute of Technology
Dr. Soumyo Dutta
Langley Research Center
National Aeronautics and Space Adminis-
tration
Dr. Behcet Açıkmeşe
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Açıkmeşe, and John Carson for their valuable perspective, comments, and discussions.
Four years ago, NASA took a chance by awarding me a Space Technology Research
Fellowship, setting me on my current trajectory. I would like to extend my sincere thanks to
everyone in the NSTRF program for this wonderful opportunity. In particular, I would like
to thank my NSTRF advisor Soumyo Dutta, who has been my guide to applied research
and to EDL writ large.
I would also like to thank the many other amazing engineers and researchers at NASA
with whom I have had the opportunity to work with and learn from, including Richard
Otero, David Way, and Breanna Johnson. I am especially thankful to Allen Chen for his
mentorship, shared office space, and insight on the systems engineering angle to EDL. The
lessons I have learned while working with these NASA engineers and researchers have
crucially and positively shaped this dissertation.
Going as far back as elementary school, I have been surrounded by many wonderful and
inspiring teachers. To name only a few: my middle school science teacher Ms. Caldwell,
high school physics teacher Mr. Burmester, and high school robotics mentor Dr. Lockhart.
Thank you.
Finally, I would like to thank my parents, and my brothers, for always being there.
v
TABLE OF CONTENTS
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii
List of Acronyms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvi
Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvii
Chapter 1: Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Background and Literature Review . . . . . . . . . . . . . . . . . . . . . . 3
1.1.1 Powered Descent Guidance . . . . . . . . . . . . . . . . . . . . . . 3
1.1.2 Entry Guidance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1.3 Aerocapture Guidance . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.4 Covariance Steering . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2 Dissertation Objective and Contributions . . . . . . . . . . . . . . . . . . . 18
1.3 Summary of Dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
Chapter 2: Powered Descent Guidance . . . . . . . . . . . . . . . . . . . . . . . 23
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
vi
2.3 Problem Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3.1 Separation of Deterministic and Stochastic Dynamics . . . . . . . . 28
2.3.2 Optimal Covariance Control . . . . . . . . . . . . . . . . . . . . . 30
2.3.3 Mean Throttle Margin . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.4 Optimal Mean Control . . . . . . . . . . . . . . . . . . . . . . . . 37
2.3.5 Closed-loop Powered Descent Guidance . . . . . . . . . . . . . . . 40
2.4 Numerical Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Chapter 3: Stochastic Entry Guidance . . . . . . . . . . . . . . . . . . . . . . . . 51
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.2 Entry as a Stochastic Process . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2.1 Non-climbing Flight . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.3 Bank-Angle Range Control . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3.1 Linear Discrete-Time Model . . . . . . . . . . . . . . . . . . . . . 62
3.3.2 Apollo Range Control . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.3.3 Stochastic Range Control . . . . . . . . . . . . . . . . . . . . . . . 67
3.3.4 Lateral Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.3.5 Heading Alignment . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.4 Range Control with Final State Triggers . . . . . . . . . . . . . . . . . . . 75
3.4.1 Stochastic Range Control with a State Trigger . . . . . . . . . . . . 77
3.5 Numerical Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.5.1 Fixed Final Time . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
vii
3.5.2 Velocity Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
Chapter 4: Covariance Steering Theory . . . . . . . . . . . . . . . . . . . . . . . 93
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.2 Covariance Steering with Full State Feedback . . . . . . . . . . . . . . . . 94
4.2.1 Problem Definition . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.2.2 Solution by Convex Programming . . . . . . . . . . . . . . . . . . 98
4.2.3 Control Magnitude Chance Constraints . . . . . . . . . . . . . . . 105
4.2.4 Summary of Convex Solution . . . . . . . . . . . . . . . . . . . . 109
4.2.5 Numerical Example . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.3 Covariance Steering with Output Feedback . . . . . . . . . . . . . . . . . . 113
4.3.1 Problem Definition . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.3.2 Separation of the Observation and Control Problems . . . . . . . . 117
4.3.3 Control of the Filtered State . . . . . . . . . . . . . . . . . . . . . 120
4.3.4 Summary of Convex Solution . . . . . . . . . . . . . . . . . . . . 125
4.3.5 Numerical Example . . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.4 Nonlinear Covariance Steering via Successive Linearization . . . . . . . . . 128
4.4.1 Problem Definition . . . . . . . . . . . . . . . . . . . . . . . . . . 128
4.4.2 Approximation by a Linear Discrete-Time System . . . . . . . . . . 130
4.4.3 Iterative Covariance Steering . . . . . . . . . . . . . . . . . . . . . 133
4.5 Application to Spacecraft Guidance . . . . . . . . . . . . . . . . . . . . . 135
Chapter 5: Covariance Steering with Spatially-Dependent Uncertainty . . . . . 140
viii
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
5.2 Gaussian Random Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.3 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
5.4 Solution via Successive Convex Programming . . . . . . . . . . . . . . . . 148
5.4.1 Approximation About a Nominal Trajectory . . . . . . . . . . . . . 148
5.4.2 Block-Matrix Formulation . . . . . . . . . . . . . . . . . . . . . . 152
5.4.3 Chance Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . 154
5.4.4 Terminal Distribution Constraints . . . . . . . . . . . . . . . . . . 155
5.4.5 Cost Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
5.4.6 Iterative Covariance Steering . . . . . . . . . . . . . . . . . . . . . 156
5.5 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
5.5.1 Double Integrator . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
5.5.2 Aerocapture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
Chapter 6: Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
6.1 Summary of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . 171
6.2 Future Research Directions . . . . . . . . . . . . . . . . . . . . . . . . . . 172
6.2.1 Chance-Constrained Powered Descent Guidance . . . . . . . . . . 172
6.2.2 Tighter Maximum Magnitude Chance Constraint in Three Dimen-
sions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
6.2.3 Stochastic Atmosphere Modeling . . . . . . . . . . . . . . . . . . . 175
6.2.4 Fast Computation of Covariance Integrals . . . . . . . . . . . . . . 176
6.2.5 Stochastic Control for Skip-to-Entry Guidance . . . . . . . . . . . 177
ix
Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
Appendix A: Entry Targeting Calculations . . . . . . . . . . . . . . . . . . . . . 180
Appendix B: Useful Mathematical Results . . . . . . . . . . . . . . . . . . . . 183
Appendix C: Author’s Publications . . . . . . . . . . . . . . . . . . . . . . . . 190
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
Vita . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
x
LIST OF TABLES
2.1 Vehicle properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.2 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.1 Vehicle properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.2 Initial states . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.3 Source of uncertainty included in the Monte Carlo . . . . . . . . . . . . . 80
3.4 Final state error 1st and 99th percentiles from 1,000 Monte Carlo trials . . . 89
4.1 Parameters for Earth-to-Mars transfer example [95] . . . . . . . . . . . . . 137
xi
LIST OF FIGURES
1.1 Bank angle control for aerocapture using numerical-predictor corrector guid-
ance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2 Sample paths and probability density evolution of the Ornstein–Uhlenbeck
random process x(t). The mean and variance of the controlled process are
separately steered by the nominal control and the feedback gain. . . . . . . 11
1.3 Example chance-constrained optimization. The deterministic optimal value
x∗det lies on the constraint boundary, while the mean stochastic optimal value
x∗sto lies within the constrained region with sufficient probability. Contours
around x∗sto denote level sets of its probability density function. . . . . . . . 13
1.4 Constraint induced coupling between the mean and covariance trajectories. 14
1.5 Example structure of problem with initial state uncertainty. The true state
at the initial time is x0, its estimate is x̂0- , the final state is xN , and the
final target mean and maximum covariance, which define constraints on
the control design, are x̄f and Pf . . . . . . . . . . . . . . . . . . . . . . . 16
1.6 Samples with varying balance between estimated state uncertainty and esti-
mation error uncertainty. Total state covariance P0 is solid, estimated state
covariance P̂0- is dashed, and estimation error covariance P̃0- is dotted.
From left to right: large P̂0- , large P̃0- , mixed P̂0- and P̃0- . . . . . . . . . . 17
2.1 (Left:) Schematic of powered descent with the state modeled as a random
vector. (Right:) Definitions of glide slope and thrust pointing limits. . . . . 28
2.2 Organization of solution procedure. . . . . . . . . . . . . . . . . . . . . . 29
2.3 Conversion from stochastic to deterministic problem with throttle margin. . 37
2.4 Diagram of ξ(δ) as in (2.48) and (2.49). . . . . . . . . . . . . . . . . . . . 39
xii
2.5 Maximum velocity covariance standard deviation for cases listed in Ta-
ble 2.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.6 Maximum position covariance standard deviation for cases listed in Ta-
ble 2.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.7 Comparison of covariance targeting performance for cases listed in Ta-
ble 2.2. The error is given by the square root of the maximum eigenvalue
of the matrix Px(tf )− Pxf as in (2.61). . . . . . . . . . . . . . . . . . . . 45
2.8 Solution with β = 30%. (Left:) Powered descent trajectories with 3σ con-
fidence ellipses. (Right:) Closed-loop throttle trajectories with 1− β confi-
dence intervals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.9 Solution with β = 30%. (Left:) Planar view of sample control trajecto-
ries. (Right:) Control samples at t = 0 s, 34 s, and 47 s, and the mean
constrained throttle (dashed) at these times. . . . . . . . . . . . . . . . . . 47
2.10 Solutions with β = 10% (top) and β = 70% (bottom). (Left:) Powered de-
scent trajectories with 3σ confidence ellipses. (Right:) Closed-loop throttle
trajectories with 1− β confidence intervals. . . . . . . . . . . . . . . . . . 48
2.11 Solutions no. 6 (top) and no. 8 (bottom) with fixed margins as given in
Table 2.2. (Left:) Powered descent trajectories with 3σ confidence ellipses.
(Right:) Closed-loop throttle trajectories. . . . . . . . . . . . . . . . . . . 49
3.1 Bank angle control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2 Downrange and crossrange definitions (frame definitions are given in ap-
pendix A) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.3 MarsGRAM density variation samples . . . . . . . . . . . . . . . . . . . . 83
3.4 Nominal crossrange trajectory with bank reversals . . . . . . . . . . . . . 84
3.5 Timing of bank reversals with dynamic pressure . . . . . . . . . . . . . . . 84
3.6 Longitudinal control input variance during range control computed via the
linear covariance approximation . . . . . . . . . . . . . . . . . . . . . . . 85
3.7 Nominal entry trajectory . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.8 Monte Carlo trajectories with a fixed final time . . . . . . . . . . . . . . . 87
xiii
3.9 Monte Carlo control trajectories with a fixed final time . . . . . . . . . . . 88
3.10 Sample trajectories terminating at the velocity trigger . . . . . . . . . . . . 90
3.11 Sample trajectories with endpoints at the velocity trigger . . . . . . . . . . 90
3.12 Range-velocity covariance at the final time . . . . . . . . . . . . . . . . . 91
4.1 State chance-constrained regionRx . . . . . . . . . . . . . . . . . . . . . 97
4.2 Position and control covariance evolution for the closed-loop double inte-
grator system, where x(i) and u(i) denote coordinates of the state and con-
trol. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.3 Position and control covariance evolution for the closed-loop double inte-
grator system, where x(i) and u(i) denote coordinates of the state and con-
trol. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
4.4 Estimated state covariance (left) and estimation error covariance (right). . . 127
4.5 Nominal trajectory and controls with discrete times indicated as dots along
the trajectory. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
4.6 Nominal control (black) with sample control trajectories (gray). . . . . . . 139
4.7 Open-loop (left) and closed-loop (right) position covariances at each time
step. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
5.1 Single-dimensional GRF Ψ conditioned on measurements . . . . . . . . . 144
5.2 Two-dimensional GRF Ψ conditioned to have the right-most edges be con-
stant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
5.3 Samples of the GRF Ψ and random process Ψ̂ along the nominal trajectory
x̂ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
5.4 Samples of Ψ with shaded 2σ confidence interval . . . . . . . . . . . . . . 160
5.5 Open-loop (top) and closed-loop (bottom) trajectories of the double inte-
grator system with 99.73% confidence ellipses computed from linear co-
variance (black, dashed) and 5,000 trial Monte Carlo (gray, solid). . . . . . 161
5.6 Aerocapture mission overview . . . . . . . . . . . . . . . . . . . . . . . . 161
xiv
5.7 Atmospheric flight coordinates with lift L and drag D . . . . . . . . . . . 163
5.8 Bank angle control with bank angle σ and angle of attack α . . . . . . . . 163
5.9 Samples from the density variation process with the 2σ confidence interval
shaded . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
5.10 Nominal aerocapture trajectories for the initial control guess (dashed) and
the final iteration (solid). . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
5.11 ∆v probability density for each iteration of Algorithm 3. Note that plots
(b–d) only show from 200 to 400 m/s, which is the interval between the
dashed lines in plot (a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
5.12 Control inputs with ±3σ confidence intervals for each iteration of Algo-
rithm 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
6.1 Current role of atmosphere modeling for entry and aerocapture guidance . . 175
6.2 Proposed role of atmosphere modeling for entry and aerocapture guidance . 176




EDL entry, descent, and landing
GRF Gaussian random field
iCS iterative covariance steering
LC linear covariance
LQG Linear Quadratic Gaussian
MSL Mars Science Laboratory
NPC numerical-predictor corrector
PDG Powered Descent Guidance
SDE stochastic differential equation
xvi
SUMMARY
Optimal control theory has been successfully applied to a wide range of a problems in
spacecraft trajectory optimization. Historically, the identification and management of un-
certainty in spaceflight applications has been a separate endeavor from optimal trajectory
design, with the exception of heuristic margins applied on the deterministic optimal trajec-
tory. Following a stochastic optimal control approach, on the other hand, leads to the direct
consideration of uncertainty for the design of closed-loop trajectories with probabilistic
constraints. Resulting control laws are designed with respect to all possible trajectory and
control input realizations, and the performance is evaluated over measures of the aggregate,
or expected, state and control trajectories.
This dissertation focuses on specific applications of stochastic optimal control for space-
craft guidance, namely: powered descent guidance (PDG), atmospheric entry guidance,
and aerocapture guidance. In addition, extensions are developed, which have further ap-
plications for spacecraft guidance, to the general theory of applying convex optimization
to jointly steer the mean and covariance of stochastic systems, subject to probabilistic con-
straints.
For minimum-fuel PDG, the problem of setting non-conservative thrust margins is ad-
dressed by application of minimum-variance, covariance-constrained stochastic optimal
control. The resulting closed-loop PDG process does not, with high probability, either sat-
urate thrust commands or deviate too far from the desired landing site. Next, entry guidance
in an atmosphere with spatially-dependent random variations in the atmospheric density is
posed as a chance-constrained stochastic optimal control problem; the resulting targeting
accuracy is shown to be better than the current state-of-the-art Apollo-derived entry guid-
ance. Finally, in order to address the problem of aerocapture guidance around a planet
with an unknown atmosphere, a successive convex programming-based method is devel-
oped to solve chance-constrained stochastic optimal control problems for systems acting in
xvii
the presence of a Gaussian random field. In a numerical example of an aerocapture mis-
sion with bank angle control, the developed method is used to solve for a control law that
explicitly minimizes the 99th percentile of the required ∆v, subject to constraints on the




Before the Viking 1 lander touched down in Chryse Planitia on July 20, 1976, marking
the second successful landing of a spacecraft on Mars, and the start of the first successful
surface mission on Mars1, the project engineers were able to predict that the landing site
would be, with about 99% confidence, within a 280 km by 100 km ellipse, referred to as the
landing ellipse [2]. Over 36 years later, the landing site for the Mars Science Laboratory
(MSL) rover Curiosity was predicted to be within a 20 km by 7 km ellipse with the same
confidence, more than an order of magnitude improvement over the Viking landing ellipse
[3]. Keeping with the trend towards improved accuracy, on February 18, 2021 the Mars
2020 Perseverance rover landed only approximately 2 km from the targeted touch-down
point in Jezero Crater, within the predicted 7.1 km by 6.5 km 99% confidence ellipse [4].
Looking forward, current human Mars mission architectures require the landing site to be
within a few meters of a designated position, and advanced robotic missions to scientifi-
cally interesting landing sites, such as a proposed sample return mission, require similar
precision [5].
The improvement in the landing accuracy from Viking to MSL was the result of a range
of advancements in entry, descent, and landing (EDL) technology. To name a few: more
accurate interplanetary navigation decreased the uncertainty in the spacecraft states prior
to entry into the Martian atmosphere [6]; an Apollo-derived entry guidance was able to
fly out errors in the interplanetary delivery states and desensitize the entry trajectory to
uncertainties in the atmosphere and in the vehicle aerodynamic characteristics [3]; and a
guided powered descent phase removed the remaining kinetic energy of the descent vehicle
1The Mars 3 spacecraft successfully landed first on December 2, 1971, but stopped transmitting seconds
after landing [1].
1
before the Curiosity rover was lowered to the surface by the Sky Crane maneuver [7].
Modeling, quantifying, and managing uncertainty is a central problem to be solved as
part of the design of a successful EDL system. In the state-of-the-art approach, extensive
Monte Carlo simulations are run to evaluate system performance, which is measured in
terms of probabilities [8]. The landing ellipse is one example of a statistical performance
metric. Monte Carlo simulations are also used for system-level decision making, by com-
paring functions of the probability distributions of select figures-of-merit resulting from
competing design decisions [9]. For example: Adjusting a certain guidance parameter may
decrease the average landed position error, but unacceptably increases the probability of
exceeding a peak loading constraint during entry.
Guidance algorithms used for EDL have been, historically, based on flight heritage and
are relatively simple in theory and implementation. Both the entry and powered descent
guidance used for MSL and Mars 2020 are based on Apollo flight-proven algorithms and
both only require basic arithmetic in onboard calculations. The EDL literature, in con-
trast, largely focuses on a class of guidance algorithms referred to as numerical-predictor
correctors (NPCs), which are, in a sense, a special case of model predictive control (MPC).
On the theoretical side, probability and stochastic process theory provides a basis for
understanding the evolution of uncertain systems, such as the entry, descent, and landing
of a spacecraft. Constructing guidance laws to desirably steer the probability distribution
of the uncertainty falls under the domain of stochastic optimal control. As we will show
in the following chapters, the recently developed theory of covariance steering has many
possible applications in spaceflight and EDL. In this method, one treats the covariance
of an uncertain state as the object to-be-controlled, and probabilistic constraints on the
trajectory are realized as joint constraints on the mean and covariance of the uncertain
state. The probability distribution of an uncertain system is then explicitly controlled by
selection of nominal control inputs and corresponding state feedback gains. Furthermore,
under certain assumptions, this synthesis of feedback control laws for probabilistically-
2
constrained systems can be posed as a convex optimization problem.
There is, at present, a gap between the practice of EDL and the modern theory of control
under uncertainty. The central aim of this dissertation is to take a step in the direction of
filling this gap. As we will show in the following chapters, the application of theory to
EDL is more complicated than simple substitution a particular set of equations of motion.
Instead, care must be taken when identifying the problem to be solved, and nuances from
the application domain drive the development of the relevant theory.
While the focus of this dissertation is on the application of stochastic optimal control
for EDL, we also study the general theory for control under uncertainty, and the problem
of aerocapture guidance in particular. Thus, our application is on the more broad topic of
spacecraft guidance, rather than only EDL guidance.
In the following section, we review the powered descent, atmospheric entry, and aero-
capture guidance problems and provide the necessary background for the existing solution
methods. We also review recent developments from stochastic optimal control theory, and
remark on necessary theoretical extensions required for application to EDL and aerocap-
ture.
1.1 Background and Literature Review
1.1.1 Powered Descent Guidance
During the powered descent phase of a planetary landing mission, a descent vehicle uses
the thrust from the rocket engines to remove the excess kinetic energy and steer the vehicle
to the desired landing site. The Powered Descent Guidance (PDG) controller is responsi-
ble for determining and executing the sequence of thrust vectors for the vehicle to follow
in order to reach the landing site, while satisfying certain constraints, such as avoiding
subsurface flight or not exceeding a maximum velocity.
The majority of current PDG strategies still follow the powered descent architecture de-
veloped for the Apollo program. This PDG scheme represents trajectories as polynomials
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parameterized in time. The Apollo PDG algebraically solved for the polynomial coeffi-
cients in order to meet prescribed boundary conditions [10]. The thrust commands were
then set to track the acceleration profile obtained by twice differentiating the polynomial
representing the descent path. The Apollo polynomial guidance was later adapted for the
Mars Science Laboratory (MSL) PDG [11, 12, 7]. While this polynomial guidance is com-
putationally efficient, it is not fuel-optimal [13]; that is, the guidance solution requires more
fuel than necessary in order to complete the maneuver.
Minimum-fuel PDG, on the other hand, has, until recently, been primarily the focus of
academic research [14, 15]. In the special case when the descent trajectory is strictly verti-
cal, the minimum-fuel control sequence is such that the vehicle first descends in free-fall,
and then, at a particular time that can be computed algebraically, the maximum throttle is
applied until touchdown [16]. Hence, the optimal control strategy has a bang-bang struc-
ture. For the general case of a three-dimensional descent trajectory, however, there is no
known algebraic representation of the minimum-fuel solution, although properties of opti-
mal solutions can be derived from the Minimum Principle. Specifically, the minimum-fuel
optimal thrust profile is nonsingular with a max-min-max structure [17].
Fortunately, due to recent theoretical developments and technological advances in on-
board computational capabilities, it is now possible to compute minimum-fuel PDG tra-
jectories onboard the spacecraft as the solution to a numerical optimization problem [18].
One such method is due to the theory of lossless convexification, which allows for the
minimum-fuel PDG to be posed as a convex optimization problem. As a result, the globally
optimal powered descent trajectory can be computed by convex optimization with guar-
anteed convergence [19, 20]. The G-FOLD algorithm, which is based on the theory of
lossless convexification, has been demonstrated in test flights [21]. Furthermore, when
the descent trajectory is solved as a convex optimization problem, it is possible to enforce
convex path constraints, such as minimum glide slope or maximum off-vertical thrust di-
rection [19]. Recent works have included more complex state-triggered and line-of-sight
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constraints [22, 23]. Iterative methods extending lossless convexification theory have been
applied to handle nonlinear drag forces [24] and vehicle attitude dynamics [25]. The con-
vergence guarantees stemming from the problem convexity make these previous methods
ideally suited for on-board closed-loop trajectory generation, although to-date the approach
has only been used to autonomously generate a reference trajectory on-board, which is then
tracked using a linear controller [21].
On a different research direction, an indirect method has been developed to solve on-
board for minimum-fuel descent trajectories, which includes optimization over the time-
of-flight and the maneuver start time [26]. This indirect method determines the optimal
thrust profile from the solution to a multivariate root-finding problem, which can be com-
puted quickly onboard. This approach thus enables an implicit form of closed-loop control
wherein the optimal thrust profile is continuously resolved during the descent maneuver.
On the other hand, this indirect method does not have a guarantee of convergence and does
not include constraints on the glide slope or thrust-pointing angle. See also Refs. [27, 28,
29, 30, 31].
Both the lossless convexification method as well as the indirect method can enable
closed-loop control during powered descent by either continuously resolving for a nom-
inal trajectory or by using closed-loop tracking, however neither approach accounts for
stochasticity. As has been shown in [32, 33], accounting for stochasticity yields better
performance than simply applying deterministic closed-loop guidance. This initially may
seem surprising, but it is easy to see why this is the case. While closing the loop, a purely
deterministic framework can be overly optimistic about the future of disturbances (i.e.,
there will be none) and hence it will be more aggressive in its effort to suppress the current
disturbances. A stochastic treatment, on the other hand, pays equal attention to both the
current and future disturbances when closing the loop. For this reason, we will follow a
stochastic approach with the primary objective to fill this gap between deterministic open-
loop (or even closed-loop) guidance and stochastic feedback control. In other words, by
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introducing stochasticity we are able to obtain less conservative solutions that save fuel.
If the fuel-optimal PDG trajectory is given before the mission starts or even if it is solved
once before the initiation of the powered descent maneuver, then the computed open-loop
descent trajectory must be tracked using feedback control in order to reject external distur-
bances and to minimize the effect of unmodeled dynamics [21]. The engine throttle along a
fuel-optimal powered descent trajectory, however, should always either be at the maximum
or at the minimum allowable value [17]. On the other hand, and since the magnitude of the
closed-loop thrust commands are not known when designing the open-loop trajectory, con-
servative margins must be included on the open-loop throttle commands. Fuel-optimality
must then be traded against the control authority allocated for closed-loop thrust correc-
tions by setting margins on the open-loop throttle. The open-loop PDG solution therefore
implicitly depends on the intensity of the external disturbances. Indeed, even if closed-loop
control is achieved by continuously resolving for the optimal, open-loop trajectory, the ro-
bustness of the trajectory to disturbances can be improved by including control margins [34,
35].
1.1.2 Entry Guidance
The successful MSL mission demonstrated, for the first time, guided atmospheric entry at
a planet other than Earth. The vehicle flew with a trimmed angle of attack for positive lift
with an L/D of 0.24, and a reaction control system banked the vehicle to modulate the
vertical lift based on the predicted range-to-target [3]. Following parachute deployment
and a powered descent phase, the Curiosity rover was deployed approximately 2 km from
the target landing site [3]. Looking forward, future exploration missions will require even
greater landing accuracy, perhaps on the order of meters, in order to preposition supplies
or to study interesting geological phenomena [36, 37]. Improvements to entry guidance
performance will be a crucial component supporting this increased landing accuracy.
The MSL entry guidance was derived from the Apollo final phase entry guidance, which
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includes a separate logic to independently set the magnitude of the bank angle (for range
control) and the sign of the bank angle (for lateral control) [38, 39]. In this scheme, range
control is affected by scaling the vertical component of the lift vector, by means of setting
the bank angle magnitude as shown in Figure 3.1, based on the predicted effect this change
will have on the range flown. Discrete bank-reversal events are triggered when the navi-
gated crossrange error exceeds a threshold. Underlying the Apollo final phase guidance,
as well as many modern approaches to entry guidance, is a mapping from constant control
input corrections to changes in the final downrange position. In the case of the Apollo final
phase range control, this mapping is approximated to first order (i.e., linearized) about a
given reference trajectory, which, in turn, allows for the vertical lift correction to be written
as a linear function of the current state deviation from this reference trajectory [38, 39]. The
resulting onboard range control algorithm then only requires performing simple arithmetic
after looking up the current set of feedback gains and nominal state values from a stored
table.
The majority of modern proposed entry guidance algorithms follow the same basic
principle as the Apollo final phase algorithm, in the sense that the controls applied at any
particular time should be those that, if held constant, will steer the vehicle to a target state.
However, due to improvements in onboard computational capabilities, guidance algorithms
are no longer reliant on the linear approximation employed for Apollo [40]. Instead, the
equations of motion can be numerically integrated onboard to obtain a trajectory resulting
from a particular control input, and this process can be repeated for different candidate
controls. The requirement that the candidate control be constant, which is a necessary
assumption in the derivation of the Apollo final phase feedback gains, is removed when
using numerical integration; however, the control function is still often low (one or two)
dimensional as to support rapid and reliable onboard convergence [35]. This approach is
referred to as numerical-predictor corrector (NPC) guidance [35, 41, 42]. The Shuttle entry
guidance, in contrast, tracked a drag profile as a function of the planet-relative velocity, and
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the projected range was computed as a function of the drag profile [43, 44]. Subsequent
research has expanded on drag-profile tracking entry guidance for Earth and Mars entry
[45, 46, 47].
While in flight, the vehicle will most likely deviate from the planned trajectory due to
external disturbances and parametric uncertainties. Thus, the actual control inputs will not
be equal to the predicted control inputs, and the actual trajectory will not be the same as the
predicted trajectory. The performance of an entry guidance algorithm is thus often mea-
sured statistically following repeated random Monte Carlo trials, which include variations
to the atmosphere and initial vehicle states, in addition to a large number of additional ran-
domized parameters. Holding constant the statistics of the Monte Carlo inputs, and taking
the number of trials to be a very large number, this procedure establishes a mapping from
the algorithm used for entry guidance to the statistics of the closed-loop entry trajectory,
which in this context is now a random process rather than a deterministic function of time.
One may then consider the entry guidance problem as finding a guidance algorithm, or in
certain cases a guidance law, which results in desirable statistics of the closed-loop entry
trajectory. Unfortunately, the mapping established by Monte Carlo from the entry guid-
ance algorithm to the trajectory statistics is, in general, a “black-box,” which can obscure
the causal effect of guidance parameters on state dispersions.
1.1.3 Aerocapture Guidance
Aerocapture is an orbital aeroassist maneuver during which a spacecraft uses a planet’s
atmosphere to decelerate from a hyperbolic orbit into a captured elliptical orbit around the
planet, thus reducing the fuel required for orbital missions around other planets. Concept
studies have shown that using aerocapture in place of an all-propulsive system can increase
the delivered mass to a science orbit around Neptune by 1.4 times [48, 49, 50], can decrease
the required launch mass for a Mars robotic mission by 3-4 times [51], and can decrease the
required mass for a Titan robotic mission by between 40 and 80% [52, 53]. Furthermore,
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studies have shown aerocapture to be an enabling technology for a baseline human Mars
mission architecture and for a small-sat Venus orbiter mission [5, 54, 55, 56].
As for planetary entry, bank angle modulation can be used for control during the at-
mospheric flight segment of an aerocapture maneuver [57, 55, 58], but other guidance and
control architectures have also been investigated. The direct force control (DFC) method
(also referred to as α-β control or uncoupled range control) independently sets the angle
of attack and the angle of sideslip to affect the longitudinal and lateral dynamics [59, 60].
Discrete-event drag modulation, wherein segments of the vehicle are jettisoned to change
the vehicle ballistic coefficient, has recently gained attention as a simple and effective ae-
rocapture strategy [61, 62, 56, 63].
In the literature, the majority of aerocapture architectures use numerical-predictor cor-
rector (NPC) guidance. Similar to predictor-corrector entry guidance, predictor-corrector
aerocapture guidance systems continuously recompute, in flight, open-loop controls —
which are parameterized to be low-dimensional — that minimize a performance index.
The NPC logic for aerocapture with bank angle control follows from deterministic op-
timal control theory. The optimal bank angle sequence for an aerocapture maneuver is to
first fly full lift-up until a particular time, and then to fly full lift-down for the remainder of
the atmospheric flight segment. Prior to this roll-over event, the NPC guidance iteratively
solves for the time to preform the roll-over. Then, following the roll-over, the guidance
iteratively solves for the constant bank-angle command to minimize the predicted exit-
condition error [64]. Thus, for both phases of flight, the NPC must only solve for a single
parameter describing the predicted trajectory. The resulting mission architecture is shown
in Figure 1.1.
Similarly, NPC guidance for DFC solves for low-dimensional angle of attack and angle
of sideslip functions [59], and discrete-event drag modulation NPCs solve for the jettison
time [61, 63]. Most aerocapture NPC implementations estimate the atmospheric density




















Figure 1.1: Bank angle control for aerocapture using numerical-predictor corrector guid-
ance
is equal to the onboard best estimate [64, 61, 63].
While no existing aerocapture NPC methods explicitly consider uncertainty in the prob-
lem formulation, recent works have sought to address the role of uncertainty in aerocapture
guidance. The effect of atmospheric scale height uncertainty on the optimal open-loop
roll-over time, for bank angle control, was addressed in Ref. [65], and it was observed that
certain roll-over times result in less sensitive trajectories. The author proposed a Gaussian
random field (GRF) model for atmospheric density uncertainty in Ref. [66], and studied the
effect of the roll-over time on the probability distribution of fuel cost. In Ref. [67], a GRF
model of the atmospheric density, based on MarsGRAM [68], was utilized, in conjunction
with the Karhunen–Loève and polynomial chaos expansions, for aerocapture uncertainty
quantification.
1.1.4 Covariance Steering
In recent years, the controlled evolution of the state statistics of linear systems has been


























Figure 1.2: Sample paths and probability density evolution of the Ornstein–Uhlenbeck ran-
dom process x(t). The mean and variance of the controlled process are separately steered
by the nominal control and the feedback gain.
directly control the state probability distribution [69, 70, 71]. For a general nonlinear
stochastic system, one may equivalently consider either the random dynamics of sample
paths or the deterministic evolution of the state probability distribution, which satisfies a
partial differential equation (PDE) [72]. The control problem can be formulated as one of
simultaneously steering each sample trajectory, and as a consequence, we can analytically
study the difference between open and closed-loop control [72].
When the system is linear with additive Brownian noise, the PDE describing the state
probability distribution can be decomposed into two independent ordinary differential equa-
tions (ODEs) for both the mean and the covariance of the state. The nominal, or feedfor-
ward, control appears as the input to steer the evolution of the expected state, whereas the
feedback gain appears as the input to steer the evolution of the state covariance. Thus,
one may solve for the nominal control to steer the mean of the state distribution, while
also solving for the feedback gain to steer the covariance [72]. From this perspective,
stochastic control is concerned with controlling the deterministic dynamics describing the
system uncertainty (e.g., covariance) rather than controlling a collection of uncertain sam-
ple trajectories. An example of the controlled evolution of the probability density of the
Ornstein–Uhlenbeck random process is shown in Figure 1.2.
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The problem of solving for state feedback gains to control the state covariance evolution
is referred to as the covariance steering (CS) problem.
The special case of linear time-varying stochastic systems with additive Brownian noise
has been extensively studied in the literature. The infinite horizon covariance control prob-
lem for linear time invariant systems has been researched since the late 80’s. In [73, 74]
the authors investigated the state-feedback gains that assign a state covariance value to the
system, i.e., the system state covariance converges asymptotically to the assigned value.
The finite horizon case has only recently gained attention [75, 76, 77, 78, 79, 80]. It has
been shown that if the system is controllable, then the state covariance is also controllable
[72]. That is, for an initial covariance P0 > 0 at time t0, there exists a state feedback
gain defined on the interval [t0, tf ] that steers the covariance to any final value Pf > 0 for
any time tf > t0. The solution to the linear continuous-time CS problem with expected
quadratic cost was given by Chen et al. [75, 69, 81], and the solution was found to be
closely related to the classical linear quadratic feedback control. The linear discrete-time
CS problem with quadratic cost has also been studied and a similar close connection to
linear quadratic control has been shown [79].
Since the trajectory of a stochastic system is uncertain, it follows that constraint vi-
olation is also uncertain, and thus, for a particular control law, there is a corresponding
probability that a constraint is satisfied. In fact, for Gaussian distributed systems, there is a
nonzero probability that the state lies within any particular set in the state space, and thus
it is impossible to ensure constraint satisfaction with absolute certainty. Instead, the proba-
bility that a constraint is violated may be bounded. Constraints on probabilities, such as the
violation of a deterministic constraint, are referred to as chance constraints [82]. Stochas-
tic optimization with chance constraints is accordingly referred to as chance-constrained



















Figure 1.3: Example chance-constrained optimization. The deterministic optimal value x∗det
lies on the constraint boundary, while the mean stochastic optimal value x∗sto lies within the
constrained region with sufficient probability. Contours around x∗sto denote level sets of its
probability density function.
leads to
deterministic constraint: x ∈ R, (1.1)
chance constraint: P(x /∈ R) ≤ β, (1.2)
where β is a prescribed maximum probability of constraint violation. An example of
chance-constrained optimization is shown in Figure 1.3, wherein the mean of an uncer-
tain state is optimized while the covariance is unaffected by the optimization.
More generally, chance-constrained optimization can be performed by setting both the
mean and higher moments of a random decision variable. The control of stochastic dy-
namical systems, for example, can be effected via feedforward or feedback control, both
of which have different affects on the state probability distribution. Indeed, for the case of
linear discrete-time stochastic systems, it has been shown that the reference trajectory and
the feedback controller are coupled in the presence of chance constraints [71].
It is not difficult to imagine a situation in which the nominal and feedback controls are
coupled. For example, as an uncertain system approaches a constraint, there are two actions
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Figure 1.4: Constraint induced coupling between the mean and covariance trajectories.
control), or steer the covariance to reduce the probability of violating the constraint (by
increasing the feedback gain). Similarly, if the control input is bounded, then the nominal
and the feedback controls are also coupled by chance constraints, since setting the nominal
control to be near the maximum allowable value restricts the allowable variance of the
closed-loop control. This concept is graphically shown in Figure 1.4, where for case (a)
more control effort is used to steer the mean and in case (b) more control effort is allocated
to steer the covariance.
For the case that the state chance-constrained region is a convex polytope, the com-
bined optimal nominal control and feedback gains can be solved by convex programming
[71]. The latter work draws connections between covariance control and a large class of
stochastic control problems for which chance constraints are utilized in order to guaran-
tee performance under uncertainty [84, 85], such as stochastic model predictive control
(SMPC) [86, 83] and vehicle path planning in belief space [82, 87].
A convex formulation of the maximum control magnitude chance constraint, as shown
in Figure 1.4, was provided by the author in Ref. [88].
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Output Feedback Covariance Steering
The aforementioned works on chance-constrained covariance steering assume that the value
of the state is perfectly known to the controller, and thus the control actions can depend on
the state. But if the state is instead only accessed indirectly though measurements, then
the control actions must be taken on the basis of the measured output values. That is, the
controller uses output feedback.
For unconstrained linear stochastic systems with additive Brownian noise, the sepa-
ration theorem provides that the optimal control and the optimal estimator are obtained
independently, leading to linear quadratic Gaussian (LQG) optimal control [89]. Further-
more, the certainty equivalence principle states that the optimal control does not depend
on the uncertainty, but rather is equivalently obtained by assuming the uncertain state is
deterministic and known [90, 89]. But in the presence of constraints, as was shown by the
author in Ref. [91], the control does indeed depend on the underlying uncertainty, including
the observation model, in the presence of constraints, which motivates our study of output
feedback covariance steering.
Extending the covariance steering problem to include imperfect state knowledge re-
quires a careful treatment of the uncertainty in the initial state. For the present formulation,
we decompose the uncertainty in the initial state, measured by the state covariance P0,
into two components: that which will eventually be known at the initial time, P̂0- , and that
which will remain unknown at the initial time, P̃0- (formal definitions will be given later,
in Section 4.3). For the complete state knowledge case, the entirety of the initial state un-
certainty fell into the former category, since we had assumed that the unknown initial state
will be known to the controller when the first control is issued. We refer to this component
of the state as the filtered, or estimated, state. The component of the state that remains
unknown is the estimation error.
In practice, the differentiation between the covariance of the estimated state and the











Figure 1.5: Example structure of problem with initial state uncertainty. The true state at
the initial time is x0, its estimate is x̂0- , the final state is xN , and the final target mean and
maximum covariance, which define constraints on the control design, are x̄f and Pf .
controller is designed until the time when the first control input under consideration is
determined. Consider, for example, the problem of designing a control law for a spacecraft
docking maneuver, and suppose that the control law must be uploaded to the spacecraft
several hours before the maneuver is set to begin. Furthermore, suppose that the spacecraft
is subjected to random disturbances, and therefore, when designing the control law, we
only know the probability distribution of the possible spacecraft states at the maneuver
start time. A block diagram of this setup is shown in Figure 1.5. If, on the one hand, the
spacecraft will be collecting measurements and performing accurate onboard estimation
leading up to the maneuver, then at the maneuver start time the estimated state will be
close to the true state, as is shown on the left of Figure 1.6. Note the similarity of this case
to the complete state knowledge case. On the other hand, if the spacecraft does not collect
measurements after the control law is uploaded, then the best onboard estimate of the state
will remain close to the prior best estimate: the mean; this situation is shown in the center
of Figure 1.6. Finally, for the case that some imperfect measurements will be taken, then
the initial state uncertainty will be composed of both error sources, as is shown on the right
of Figure 1.6.
The problem of output-feedback covariance steering has been visited in [92, 93], where
the problem had no constraints other than a terminal boundary constraint. Thus, these
works only dealt with the control of the state covariance and did not consider mean dynam-










Figure 1.6: Samples with varying balance between estimated state uncertainty and estima-
tion error uncertainty. Total state covariance P0 is solid, estimated state covariance P̂0- is
dashed, and estimation error covariance P̃0- is dotted. From left to right: large P̂0- , large
P̃0- , mixed P̂0- and P̃0- .
and simultaneously steers the mean and the covariance of the system state, and thus, can be
applied to more realistic scenarios.
A similar problem setup as the one addressed in this dissertation has also been visited
from the SMPC community [94], where an output feedback controller was designed to
deal with chance constraints. Although the approach in [94] successfully computes control
commands that satisfy all the constraints, the control policy suffers from conservativeness
due to the convex relaxation of the covariance dynamics.
Nonlinear Covariance Steering
The problem of chance-constrained covariance steering for nonlinear continuous-time stochas-
tic systems was addressed by the author in Refs. [70, 88], wherein a successive linearization
approach was developed. We refer to this approach as iterative covariance steering (iCS).
Other authors have addressed nonlinear stochastic optimal control via stochastic dif-
ferential dynamic programming (SDDP) [95, 96, 97, 98]. The SDDP formulation, which
computes the solution to a nonlinear stochastic optimal control problem by successive back-
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ward and forward evaluations of the value function and of the dynamics approximated to
second order, has been shown to be very successful for a wide variety of problems including
low-thrust spacecraft trajectory control. Furthermore, SDDP has been extended to handle
state and control chance constraints [99]. SDDP and iCS have been applied to low-thrust
spacecraft guidance in Refs. [95, 96, 88].
In contrast to SDDP and other stochastic control methods, the iCS method approxi-
mates the dynamics to first order and assumes that the state is Gaussian distributed. This
allows for each optimization to be solved as a convex program, which, in turn, allows for
the inclusion of state and control constraints as well as providing guarantees on each it-
erative solution. On the other hand, many systems are not adequately represented by this
linear-Gaussian approximation, and so trajectory design for these systems would be better
handled by the SDDP approach using a second order approximation of the dynamics and
the unscented transform for the evolution of the state distribution.
1.2 Dissertation Objective and Contributions
From a high level, this dissertation aims to bridge the gap between the recent theoretical
developments in stochastic optimal control described in Subsection 1.1.4 and the spacecraft
guidance applications also described in Subsections 1.1.1–1.1.3. Chapter summaries given
in the following section provide a detailed description of the application-specific objectives
and products of this research. An outline of specific contributions is given below.
• Powered descent guidance
– Develop stochastically-derived throttle margins for application to minimum-
fuel PDG
• Entry Guidance
– Derive stochastic differential equation-based atmosphere model for altitude-
dependent random density variations
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– Derive rapid quantification method for entry vehicle dispersions due to atmo-
sphereic density variations
– Pose and solve entry guidance in a randomly perturbed atmosphere as a chance-
constrained stochastic optimal control problem
• Aerocapture guidance
– Derive general formulation of chance-constrained covariance steering with state-
dependent disturbances due to a Gaussian random field
– Solve, via successive convex programming, for a state-history feedback law
that explicitly minimizes the upper percentile of ∆v required to complete an
aerocapture mission around a planet with the atmospheric density modeled as a
Gaussian random field
• Low-thrust spacecraft guidance
– Derive convex formulation of maximum control magnitude chance constraint
– Develop successive convex programming algorithm to solve nonlinear chance-
constrained covariance steering problems
• General chance-constrained covariance steering theory
– Derive convex programming solution to chance-constrained covariance steering
with output feedback
– The above contributions for aerocapture guidance and low-thrust spacecraft
guidance are derived for general systems
1.3 Summary of Dissertation
The following chapters in this dissertation are summarized below.
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• Chapter 2: Powered Descent Guidance
If during a guided powered descent maneuver the descent vehicle deviates from the
planned trajectory, then the vehicle may need to adjust the commanded thrust in order
to still reach the target landing site or to avoid violating mission constraints. How-
ever, often the nominal thrust command at any time along a minimum-fuel powered
descent trajectory is either at the maximum or the minimum throttle, and as a result
the corrective thrust command may be outside the allowable throttle range. A mar-
gin must therefore be added between the planned throttle command and the engine
throttle limits, but this margin may be overly conservative to the detriment of per-
formance. In Chapter 2, the powered descent trajectory is modeled as a stochastic
process in order to non-conservatively adjust the bounds on the feed-forward optimal
thrust magnitude command to allow for sufficient feedback authority. The margin on
the nominal throttle is computed as a function of the covariance of the closed-loop
thrust commands so that if the nominal throttle is within the limits, plus the margin,
then the closed-loop throttle is within the allowable limits with high probability. The
proposed method can be solved onboard without iteration.
• Chapter 3: Stochastic Entry Guidance
In Chapter 3, closed-loop entry guidance in a randomly perturbed atmosphere, using
bank angle control, is posed as a stochastic optimal control problem. The entry trajec-
tory, as well as the closed-loop controls, are both modeled as random processes with
statistics determined by the entry dynamics, the entry guidance, and the probabilistic
structure of altitude-dependent atmospheric density variations. The entry guidance,
which is parameterized as a sequence of linear feedback gains, is designed to steer
the probability distribution of the entry trajectories while satisfying bounds on the
allowable control inputs and on the maximum allowable state errors. Numerical sim-
ulations of a Mars entry scenario demonstrate improved range targeting performance
when using the developed stochastic guidance scheme as compared to the existing
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Apollo final phase algorithm.
• Chapter 4: Covariance Steering Theory
In Chapter 4, the existing theory of chance-constrained covariance steering is re-
viewed and the following extensions are presented: a convex formulation of a max-
imum Euclidean magnitude chance constraint, chance-constrained covariance steer-
ing with output feedback, and nonlinear continuous-time covariance steering via suc-
cessive convex programming. For the output-feedback problem, the filtered state is
obtained via a Kalman filter, and the problem is formulated as a deterministic convex
program in terms of the distribution of the filtered state. We observe that, for the
output-feedback problem, in the presence of constraints on the state covariance, and
in contrast to classical Linear Quadratic Gaussian (LQG) control, the optimal feed-
back control depends on both the process noise and the observation model. Nonlinear
covariance steering is applied to a numerical example for a low-thrust Earth-to-Mars
transfer.
• Chapter 5: Covariance Steering with Spatially-Dependent Uncertainty
The chance-constrained covariance steering theory presented in Chapter 4 assumes
the stochasticity to be time-dependent with known statistics. Disturbances affect-
ing a vehicle during atmospheric flight for either entry or aerocapture missions, on
the other hand, cannot be simply modeled by a time sequence of independent ran-
dom vectors. We present a solution for covariance steering with spatially (i.e., state)
dependent disturbances in Chapter 5, wherein the problem of optimizing affine feed-
back laws that explicitly steer the mean and covariance of an uncertain system state
in the presence of a Gaussian random field is considered. Spatially-dependent dis-
turbances are successively approximated with respect to a nominal trajectory by a
sequence of jointly Gaussian random vectors. Sequential updates to the nominal
control inputs are computed via convex optimization that includes the effect of affine
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state feedback, the perturbing effects of spatial disturbances, and chance constraints
on the closed-loop state and control. The developed method is applied to solve for
an affine feedback law to minimize the 99th percentile of ∆v required to complete an
aerocapture mission around a planet with a randomly disturbed atmosphere.
• Chapter 6: Conclusions
In Chapter 6, we summarize the contributions presented in this dissertation and




The material in this chapter is based on Refs. [100, 101].
2.1 Introduction
In this chapter, we address the interdependency between open-loop minimum-fuel PDG
and closed-loop tracking control by studying the powered descent trajectory as a stochastic
process. The descent vehicle states, and by extension the closed-loop thrust commands,
are then described by random vectors with known distributions. In this setting, the nom-
inal (i.e., open-loop) thrust steers the mean of the state distribution while the feedback
gain steers the dispersion (i.e., the covariance) of the state distribution [72, 100, 71]. The
margins imposed on the nominal throttle commands thus have a natural interpretation: If
the nominal control satisfies the throttle margin, then the closed-loop control satisfies the
maximum and minimum throttle constraints with high probability. This definition of the
control margin can still be applied for the case that the open-loop trajectory is resolved
during the maneuver, in the sense that the control margin provides a probabilistic guarantee
on resolvability.
Furthermore, the closed-loop thrust corrections are provided as the minimum-variance
control solution such that the covariance of the descent vehicle state at the end of the ma-
neuver is no greater than a given maximum value [75, 100]. This formulation has several
implications for minimizing the fuel-cost of the nominal trajectory. First, the variance of
the feedback control influences the throttle margin, since if the uncertainty of the future
closed-loop thrust increases, then a larger margin must be imposed on the nominal thrust.
This, in turn, increases the fuel cost. Second, there is a trade-off between the closed-loop
control variance and the final state variance. For a given intensity of external disturbances,
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the uncertainty in the vehicle states at the end of the maneuver can be decreased by taking
more aggressive corrective control actions. In the standard Linear Quadratic (LQ) optimal
control formulation, this trade-off is achieved by manually tuning the weight matrices for
the final state error and for the running control cost [15]. For the present problem, in con-
trast, we apply a recent result from constrained stochastic optimal control in order to solve
for the minimum-variance control while meeting a final state covariance constraint [75, 69,
81], which removes the need to hand-tune weight matrices and is thus is better suited for
on-board implementation.
Contributions
The main contributions of this chapter are summarized below. First, we extend the afore-
mentioned existing theory on covariance control [75, 69, 81] to allow for non-constant,
bounded mass values, as is the case for the vehicle mass after thrusting. This result is then
applied to solve for the feedback gains such that the covariance of the closed-loop trajec-
tory at a final time is constrained by a user-defined upper bound. Second, we provide a
method for determining the throttle margins as a function of the closed-loop control covari-
ance that can be computed onboard with convergence guarantees. The throttle margins are
then provided as the input to a deterministic minimum-fuel PDG problem; this approach
contrasts the classical method of closed-loop guidance for which the feedback gains are
computed after the determination of the open-loop trajectory [15]. Third, we provide a link
between minimum-variance feedback control and minimum-fuel powered descent trajecto-
ries by showing that decreasing the variance of future feedback controls allows for smaller
throttle margins, which in turn decreases the fuel cost.
Organization
The chapter is organized as follows. In Section 2.2, minimum-fuel PDG is introduced as a
stochastic optimal control problem. In Subsection 2.3.1, we separate the system dynamics
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into a deterministic mean part and a stochastic deviation from the mean part. The feedback
control is derived in Subsection 2.3.2, the throttle margin is constructed in Subsection 2.3.3,
the mean control is posed as a deterministic PDG problem in Subsection 2.3.4, and an algo-
rithm for the proposed closed-loop PDG is presented in Subsection 2.3.5. The organization
of Section 2.3 is shown graphically in Figure 2.2. Finally, we present a numerical exam-
ple for a powered descent maneuver at Mars in Section 2.4 and we compare the results
with a traditional approach that does not account for the closed-loop control variance when
determining the throttle margins.
2.2 Problem Formulation
Consider a spacecraft in powered descent modeled as a point-mass with mass m and with
position and velocity x = (r, v) ∈ R3 × R3 in a surface-fixed inertial frame. At the initial
time t = 0, the mass m(0) = m0 > 0 is assumed to be fixed and known. The initial
position and velocity x(0) = x0 = (r0, v0), which we refer to as the state, is assumed to be
a random vector distributed as
x0 ∼ N (x̄0, Px0), (2.1)
where the positive semi-definite matrix Px0 and the vector x̄0 are both fixed and known.
Random force disturbances acting on the vehicle are modeled as a 3-dimensional Brownian
motion w(t) scaled by a positive constant γ. The spacecraft motion is thus described by


















where g ∈ R3 is the gravitational acceleration, α is a positive mass-flow parameter, and
u ∈ R3 is the control thrust given at each time t by the affine feedback law
u(t) = ū(t) +K(t)x̃(t), (2.3)
where x̃ = x − E(x) is the state deviation from the mean, ū = E(u) is the mean control,
and K is a feedback gain matrix to be determined. We assume that the mean control is
sufficiently larger than the feedback control so that we may approximate
E(‖u‖) ≈ ‖ū‖ . (2.4)
From this assumption, it follows that the mass is an approximate deterministic function of
the mean control, given as the solution to the ordinary differential equation (ODE)
ṁ = −α ‖ū‖ , (2.5)
with the initial value m(0) = m0. After a still to-be-determined time-of-flight tf > 0,
we require that the mean and the covariance of the spacecraft state satisfy the terminal
constraints
E(xtf ) = x̄f , (2.6a)
Cov(xtf ) ≤ Pxf , (2.6b)
where the final state mean x̄f is a given vector and the maximum final state covariance Pxf
is a given positive-definite matrix. The spacecraft’s engines have a minimum and maximum
throttle that cannot be exceeded, and therefore the control is constrained to lie inside the
set
Ω = {u : ρ1 ≤ ‖u‖ ≤ ρ2}, (2.7)
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where ρ2 > ρ1 > 0 are the maximum and minimum throttle limits. Since the state is
initially Gaussian distributed, there will be a nonzero probability that the throttle constraint
is violated when the feedback gain K is nonzero. We therefore require that the control
remains within the set Ω with high probability. During flight, the thrust commands are
saturated in the event that the throttle constraint is violated. That is, we require that
P(u(t) ∈ Ω) ≥ 1− β for all t ∈ [0, tf ], (2.8)
where 1 ≥ β > 0 is a prescribed constant specifying the maximum probability of control
saturation. The parameter β allows for the system designer to specify a balance between
robustness to disturbances and fuel cost: as will be shown analytically in Section 2.3.4 and
numerically in Section 2.4, lower values of β will result in a larger throttle margin and a
correspondingly higher fuel cost. The mean state x̄ = E(x) and mean control ū are further
constrained by
(x̄(t), ū(t)) ∈ X × U for all t ∈ [0, tf ], (2.9)
where X is the convex set restricting the glide slope angle θ to be less than the maximum
glide slope angle θ0 ≤ π/2, defined as
X = {(r̄, v̄) : θ(r̄) ≤ θ0 ≤ π/2}, (2.10)
where θ(r̄) is the angle between the mean position vector r̄ and the local vertical, and where
U is the cone of thrust vectors with off-vertical angle no more than a given maximum angle
φ0 (see Figure 2.1), that is,
U = {ū : ‖ū‖ cosφ0 + gTū/ ‖g‖ ≤ 0}. (2.11)
We are interested in solving the following optimal control problem to safely land the space-




























Figure 2.1: (Left:) Schematic of powered descent with the state modeled as a random
vector. (Right:) Definitions of glide slope and thrust pointing limits.
Problem 2.1. Find the time-of-flight tf > 0, the mean control ū(t) for t ∈ [0, tf ], and the
feedback gain K(t) for t ∈ [0, tf ] that minimize the expected fuel cost




subject to the dynamics (2.2) with the control law (2.3), the initial state distribution (2.1),
the throttle constraint (2.8), the mean path constraints (2.9), and the final state distribution
constraint (2.6).
2.3 Problem Analysis
2.3.1 Separation of Deterministic and Stochastic Dynamics
Since the mass is deterministic due to the assumption (2.4), we can take the expectation of
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Figure 2.2: Organization of solution procedure.
with the initial conditions (r̄(0), v̄(0)) = x̄0 and m(0) = m0. Then, by subtracting the
mean dynamics (2.13) from the original dynamics (2.2), and substituting the control law
(2.3), we obtain the SDE
dx̃ = (A+BK/m)x̃dt+ (γ/m)Bdwt, (2.14)








The mass dynamics do not depend on the deviation state x̃, and therefore the deviation state
dynamics are linear. It follows that the state x remains normally distributed over the entire
problem horizon with mean x̄ and covariance Px = E(x̃x̃T), which comes as the solution
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to the differential Riccati equation
Ṗx = (A+BK/m)Px + Px(A+BK/m)
T + (γ/m)2BBT, (2.16)
with the initial condition Px(0) = Px0 . Furthermore, since the feedback control ũ = Kx̃
is also a zero-mean normal random vector with covariance Pu = KPxKT, we have that the
control is distributed as
u ∼ N (ū, KPxKT). (2.17)
2.3.2 Optimal Covariance Control
The covariance dynamics (2.16) depend on the spacecraft mass m, which is a function on
the mean control ū. Therefore, the deviation state dynamics, and hence the state and the
control covariance evolution, depend on the choice of the mean control. On the other hand,
the set of allowable values for the mean control which satisfy the throttle constraint (2.8)
depends on the control covariance, and hence, by (2.16), on the feedback gain K. In order
to break this circular dependency, we will first solve for a feedback gain that will steer the
covariance dynamics (2.16) to a final state covariance that satisfies the terminal constraint
(2.6b) for any value of the mass that is bounded by
m`(t) ≤ m(t) ≤ mu(t) for all t ∈ [0, tf ], (2.18)
where m`(t) and mu(t) are given functions of time. For instance, since the throttle is
bounded by ρ1 and ρ2, it follows from (2.5) that the mass will always be bounded as in
(2.18) with the bounds given by
m`(t) = m0 − ρ2αt, (2.19)
mu(t) = m0 − ρ1αt, (2.20)
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for t ≥ 0. We first consider the following problem to find the feedback gain K` which
steers the covariance dynamics in the case the mass m is equal to it’s lower bound m` over
the entire problem horizon.
Problem 2.2. For a fixed time-of-flight tf > 0 and for the mass given as m(t) = m`(t)
for t ∈ [0, tf ], find the feedback gain K(t) for t ∈ [0, tf ] that steers the state covariance






where R = R(t) > 0 and Q = Q(t) ≥ 0 are given matrix-valued functions for t ∈ [0, tf ].





solution to (2.16) with the gain K` = K`(t) and mass m` = m`(t).
A solution to Problem 2.2 is guaranteed to exist provided that the pair (A,B) is con-
trollable [72], which, by inspection of (2.15), holds for the present problem. Furthermore,
the feedback gain K` that solves Problem 2.2 is given in terms of the solution to a back-
wards matrix Riccati equation with the initial condition provided as a closed-form function
of Px0 , Pxf , and γ; see Ref. [81, Theorem 1]. Thus, Problem 2.2 can be solved onboard.
The cost (2.21) penalizes the state and control deviation the nominal trajectory, which, as
we will show in Section 2.3.3, corresponds to how much throttle margin must be allowed
to allow for closed-loop controls.
Next, we use the solution (K`, P `x) of Problem 2.2 to construct a new feedback gain K
such that the terminal covariance constraint (2.6b) will be be satisfied for any mass function
satisfying (2.18). By definition, P `x solves the equation









with boundary conditions P `x(0) = Px0 and P
`
x(tf ) = Pxf . Therefore, if we set K as a
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function of m, m`, and K` in such a way that the state covariance Px is always less than or
equal to P `x, then we will have that
Px(tf ) ≤ P `x(tf ) = Pxf . (2.23)
Before we state our main result we will need a comparison formula for Riccati equations,
which is taken from Ref. [102] with minor modifications.
Lemma 2.3.1. [102, Theorem 2.1] Let Pi, i = 1, 2, be a solution of
Ṗi = ATi(t)Pi + PiAi(t) +Qi(t) (2.24)
on the interval [0, tf ]. If P1(0) = P2(0), and if
 Q1 −Q2 A1 −A2
(A1 −A2)T 0
 ≥ 0, t ∈ [0, tf ], (2.25)
then P2(t) ≤ P1(t) for all t ∈ [0, tf ].




K`(t), t ∈ [0, tf ], (2.26)
where m ≥ m`(t) for all t ∈ [0, tf ]. Then Px(t) ≤ P `x(t) for all t ∈ [0, tf ].
Proof. First, we rewrite (2.22) as




(m2`A−m`BK`)P `x + P `x(m2`A−m`BK`)T + γ2BBT
]
. (2.27)










A1 = A2 = m2`A−m`BK`, (2.29)




we may rewrite (2.27) and (2.28) as
Ṗ `x = m
−2
` (A1P `x + P `xAT1 +Q1), (2.31)
Ṗx = m
−2
` (A2Px + PxAT2 +Q2). (2.32)
Since m ≥ m` and BBT ≥ 0, it follows that








and therefore, for all t ∈ [0, tf ],
Q1 −Q2 0
0 0
 ≥ 0. (2.34)
Finally, we apply Lemma 2.3.1 with P1 = P `x and P2 = Px to conclude that Px(t) ≤ P `x(t)
for all t ∈ [0, tf ].
Corollary 2.3.3. Let Px be the solution to (2.16) with the feedback gain K as in (2.26),
and assume that the mass is bounded by (2.18). Then, the control covariance matrix Pu =
KPxK






where (K`, P `x) is the solution to Problem 2.2.
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Proof. Substituting the feedback gain K from (2.26) into Pu = KPxKT, and using the fact











`T = Pu,max. (2.36)
We note that in the special case in which the mass is known precisely when solving
Problem 2.2, then we can set a prior bound on the mass such that mu = m = m`, from
which it follows that Pu = Pu,max. More generally, the difference between Pu and Pu,max
decreases monotonically as the ratio of the upper to the lower bound on mass decreases.
2.3.3 Mean Throttle Margin
In general, solving for the optimal control with respect to the probabilistic throttle con-
straint (2.8) is intractable. Therefore, we develop the following relaxation. Given a control
covariance Pu and maximum saturation probability β as in (2.8), we wish to find the largest
subset Ωδ = Ωδ(Pu, β) of admissible controls given by
Ωδ = {ū : ρ1 + δ ≤ ‖ū‖ ≤ ρ2 − δ}, (2.37)
with the property that
u ∼ N (ū, Pu) and ū ∈ Ωδ =⇒ P(u ∈ Ω) ≥ 1− β. (2.38)
We refer to the parameter δ as the throttle margin. In general, finding the smallest throttle
margin such that (2.38) holds is a nonlinear optimization problem with constraints given in
terms of three-dimensional integrals, and thus is not computationally feasible for onboard
applications. We therefore solve the following problem: find the smallest value of the
radius for a 3-dimensional ball centered at ū that has probability of containing u of at least
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equal to 1−β. This radius will, in turn, provide a conservative value for the throttle margin
δ in (2.37), as shown geometrically in Figure 2.3.
Lemma 2.3.4. Let ũ ∼ N (0, Pu) and let σ2u be the maximum eigenvalue of Pu. Then, for
all δ ≥ 0,













Proof. It can be shown [103] that for any a ≥ 0,









To obtain the desired result we find the radius δ of a ball that contains the ellipsoid {ũ :
ũTP−1u ũ ≤ a2}. First, we diagonalize the control covariance matrix by Pu = UDU T, where









From the previous expression it follows that
ũTP−1u ũ = ũ
TUD−1U Tũ ≥ ‖ũ‖2 /σ2u. (2.42)
The inequality ũTP−1u ũ ≤ a2 implies that
‖ũ‖2 /σ2u ≤ ũTP−1u ũ ≤ a2. (2.43)
For δ2 = a2σ2u, this implies ‖ũ‖2 ≤ δ2 and thus ‖ũ‖ ≤ δ. Therefore {ũ : ũTP−1u ũ ≤
a2} ⊆ {ũ : ‖ũ‖ ≤ δ}, and hence P(ũTP−1u ũ ≤ a2) ≤ P(‖ũ‖ ≤ δ). The result follows by
substituting a = δ/σu into (2.40):




























2/2σ2u ≥ 1− β, (2.45)
where σ2u be the maximum eigenvalue of Pu. Then (2.38) holds.
Proof. If ū ∈ Ωδ and ‖ũ‖ ≤ δ, then
‖u‖ = ‖ū+ ũ‖ ≤ ‖ū‖+ ‖ũ‖ ≤ ρ2 − δ + δ = ρ2, (2.46)
‖u‖ = ‖ū+ ũ‖ ≥ ‖ū‖ − ‖ũ‖ ≥ ρ1 + δ − δ = ρ1. (2.47)
Hence {u : ū ∈ Ωδ, ‖ũ‖ ≤ δ} ⊆ Ω, which implies that P(u ∈ Ω) ≥ P(‖ũ‖ ≥ δ)
when ū ∈ Ωδ. Lastly, if δ satisfies inequality (2.45), we conclude from Lemma 2.3.4 that
P(u ∈ Ω) ≥ 1− β.
Proposition 2.3.6. If there exists a value of δ that satisfies inequality (2.45), then the mini-













2/2σ2u − 1 + β = 0. (2.48)
Proof. Take ξ(δ) to be the left hand side of inequality (2.45). We have that ξ(0) = 0. Then,










which is strictly positive for δ > 0. Hence ξ(δ) is monotonically increasing for positive δ,
and so the minimum value of δ that satisfies (2.45) is the unique solution to (2.48).
Therefore, given a control covariance Pu and maximum saturation threshold β, we can

























Figure 2.3: Conversion from stochastic to deterministic problem with throttle margin.
be performed onboard. We henceforth denote dependence of variables on Pu and β by a
subscript δ, since the thrust margin δ is a function of Pu and β, that is, δ = δ(t; β) =
δ(Pu(t); β).
2.3.4 Optimal Mean Control
Suppose that, for a given time-of-flight tf > 0, we have solved for both the feedback gain
K from (2.26) and the corresponding maximum control covariance Pu,max from (2.35). The
throttle margin δ(t) is then computed from (2.48) to obtain the mean control constraint set
Ωδ(t). We are now prepared to solve for the mean control by substituting the probabilistic
thrust constraint (2.8) in Problem 2.1 with the deterministic constraint
ū(t) ∈ Ωδ(t) for all t ∈ [0, tf ]. (2.50)
The mean control problem is formalized as follows.
Problem 2.3. For a fixed time-of-flight tf > 0 and given throttle margin δ(t) for t ∈ [0, tf ],
find the mean control ū(t) for t ∈ [0, tf ] that minimizes the expected fuel cost (2.12) subject
to the mean dynamics (2.13), the mean throttle constraint (2.50), the mean path constraints
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(2.9), and the final mean state constraint (2.6).
Remark 1. Problem 2.3 is a standard, deterministic PDG problem, and therefore may be
solved by existing methods, such as Ref. [19].
The mean control solving Problem 2.3 satisfies the mean throttle constraint (2.50), and
therefore, by Theorem 2.3.5, the original probabilistic thrust constraint (2.8) is satisfied.
Furthermore, we obtain the optimal time-of-flight as
t∗f = arg min J
∗
δ (tf ), (2.51)
where J∗δ (tf ) denotes the optimal cost for Problem 2.3 with the throttle margin δ and time-
of-flight tf ; that is, for a given throttle margin δ = δ(t) and time-of-flight tf > 0, the
resulting optimal cost for Problem 2.3 is J∗δ (tf ). The function J
∗
δ (tf ) is unimodal [19], and
therefore, for a fixed throttle margin, the optimal time-of-flight can be found by a simple
line search. It is well known that the control solving Problem 2.3 is bang-bang, which we
formally state in the following theorem.
Theorem 2.3.7. The optimal thrust profile ū∗ solving Problem 2.3 has a max-min-max
structure with no singular arcs. That is, for any time-of-flight tf > 0 (including tf = t∗f ),
‖ū∗(t)‖ =

ρ2 − δ(t), 0 ≤ t ≤ t1,
ρ1 + δ(t), t1 < t ≤ t2,
ρ2 − δ(t), t2 < t ≤ tf ,
(2.52)
for all t ∈ [0, tf ].
Proof. See Refs. [14, 19, 17].
Corollary 2.3.8. Let δ1 and δ2 be piecewise continuous, positive functions defined over the
interval [0, tf ] such that δ1(t) ≤ δ2(t) for all t ∈ [0, tf ]. If, in addition, δ1(t) < δ2(t) for












Figure 2.4: Diagram of ξ(δ) as in (2.48) and (2.49).
Proof. Let tf > 0 be fixed, and let ū∗2 be the control solving Problem 2.3 with the throttle
margin δ2. First, we observe that the control ū∗2 satisfies the throttle constraint with the
margin δ1, since ρ1 + δ1 ≤ ‖ū∗2‖ ≤ ρ2 − δ1 for all time. Since J∗δ1(tf ) is the minimum cost
for all controls that satisfy this constraint, it follows that
J∗δ1(tf ) ≤ J(ū2, tf ) = J∗δ2(tf ). (2.53)
It remains to show that equality does not hold. Indeed, if the throttle margin is given by δ1,
then ρ1 + δ1 < ‖ū∗2‖ < ρ2 − δ1 on a nonzero interval implies that the control ū∗2 is singular
on a nonzero interval. This contradicts Theorem 2.3.7, and thus ū∗2 is not an optimal control
for Problem 2.3 with margin δ1, which implies that the inequality in (2.53) is strict.
Corollary 2.3.9. Increasing the maximum probability of throttle saturation β decreases the
fuel cost.
Proof. As β increases, then, by (2.48) and (2.49), the throttle margin δ decreases; see
Figure 2.4. Suppose first that the time-of-flight is held constant while β is increased. Then
the throttle margin will decrease at every time instant, and thus, by Corollary 2.3.8, the fuel
cost will decrease. It follows that the fuel will also decrease when the time-of-flight is left
as an optimization variable.
Corollary 2.3.8 is a formal statement of the intuitive result that decreasing the throttle
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margin at any point along the trajectory will decrease the fuel cost. Furthermore, since
our definition (2.48) of the throttle margin depends on the control covariance, Corol-
lary 2.3.8 implies a connection between minimum-variance feedback control and con-
strained minimum-fuel control: if the control variance increases, then the fuel cost in-
creases. We also observe, as a consequence of Corollary 2.3.8, that the noise intensity γ
and maximum probability of control saturation β influence the fuel cost. Indeed, either
increasing γ or decreasing β will increase the throttle margin, and hence will increase the
fuel cost. These observations were confirmed by our numerical experiments reported in
Section 2.4.
2.3.5 Closed-loop Powered Descent Guidance
The results of the preceding sections are summarized in the following algorithm.
Algorithm 1: Closed-loop powered descent guidance
Input: tf ,m0, β, γ > 0, Px0 , Pxf > 0, x̄0, and m`(t),mu(t) for t ∈ [0, tf ]
Output: Control law u(t, x)
1 Solve Problem 2.2 to obtain P `x(t) and K
`(t) for t ∈ [0, tf ];
2 Set K(t,m) = mK`(t)/m`(t);
3 Solve (2.48) with σu =
√
λmax(Pu,max(t)), where Pu,max given as in (2.35), to
obtain δ(t) for t ∈ [0, tf ];
4 Solve Problem 2.3 to obtain x̄(t), ū(t), and m(t) for t ∈ [0, tf ];
5 Return control law u(t, x) = ū(t) +K(t,m(t))(x− x̄(t)).
Proposition 2.3.10. The control law u(t, x) returned by Algorithm 1 provides a feasible
solution to Problem 2.1.
Proof. Since the mean control is the solution to Problem 2.3, the mean path constraints
(2.9) and the final mean state (2.6a) constraint are satisfied. Furthermore, by Theorem 2.3.2,
we have that Px(t) ≤ P `x(t) for all t ∈ [0, tf ]. Taking t = tf we have that the final state
covariance constraint (2.6b) is satisfied.























2/2σ2u < 0. (2.55)




λmax(Pu,max)) since Pu ≤ Pu,max. Therefore, the
inequality (2.45) holds for u distributed as N (ū, Pu) and δ as given by Algorithm 1, and
thus, by Theorem 2.3.5, we have that P(u ∈ Ω) ≤ 1− β. Thus, we have shown that all of
the constraints in Problem 2.1 are satisfied.
2.4 Numerical Example
Consider a Mars Science Laboratory-like descent vehicle, with parameters as shown in
Table 2.1, performing a powered descent maneuver at Mars. We use a surface-fixed frame
with the first coordinate as the altitude, and we construct the maneuver so that the mean
trajectory remains in the plane defined by the first and third coordinates. The initial mean
position, velocity, and mass of the vehicle are given as
r̄0 = (1.9, 0, 1.5) km, v̄0 = (−80, 0, 40) m/s, m0 = 1, 905 kg. (2.56)










The target mean position and velocity are
r̄f = (100, 0, 100) m, v̄f = (0, 0, 0) m/s, (2.58)
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that is, the standard deviation of each position and velocity coordinate at the final time
should be at most 5/3 ≈ 1.67 m and 1 m/s, respectively. The disturbance intensity γ is set




 , R = I (2.60)
were used when solving Problem 2.2. These values for Q and R were chosen qualitatively
in order to balance the state covariance and the control covariance along the closed-loop
trajectory.
Table 2.1: Vehicle properties
Property Value Unit
Specific impulse 210 s
Maximum thrust 16,573 N
Minimum throttle 30 %
Maximum throttle 80 %
Pointing angle θpc0 75 deg
Glide slope angle θgs0 70 deg
Wet mass m0 1,905 kg
Propellant mass 400 kg
The optimal mean control was solved as a convex program, as in Ref. [19], for a time-
discretization of ∆t = 1 s, in Matlab with CVX and Mosek [104, 105, 106]. The optimal
times-of-flight were computed by golden section line search. We solved for the closed-loop
PDG following Algorithm 1 for probabilities of throttle saturation β = 10%, 30%, 50%,
and 70%. For comparison, we also solved for the optimal mean control for a range of
fixed (not time-varying) throttle margins with the feedback controls given as the solution
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to Problem 2.2. The simulation cases are listed in Table 2.2. We compare the targeting








The fuel cost and the position error, the velocity error, and the targeting error (2.61) are
shown in Figures 2.5, 2.6, and 2.7 for each of the solution cases listed in Table 2.2. We see
that, for a comparable targeting error, the fuel cost is decreased by setting dynamic throttle
margins per Algorithm 1. Intuitively, the fixed throttle margins must be large enough to
allow for the most extreme corrective control actions, which may only be required for a
short segment of the trajectory.
Consider, for example, the solution for β = 30%, which is shown in Figure 2.8. The
optimal time-of-flight was 53 s. The 3σ position uncertainty is shown every four seconds,
where the covariance was computed by both the analytical solution per (2.16), which is
shown in gray, and by a 2,000 trial Monte Carlo, which is shown as dotted lines. The tra-
jectory segment during which the thrust is at the minimum value is emphasized. We see
that, despite some throttle saturation events, the covariance of the closed-loop trajectory
closely tracks the predicted covariance solution. Near the end of the trajectory, the feed-
back control actions become more aggressive in order to meet the final state-covariance
constraint. Therefore, the throttle variance is largest near the end of the trajectory, and the
throttle margin increases accordingly; that is, the nominal trajectory is adjusted in response
to predicted future disturbances. A planar view of the control sample path trajectories in
polar coordinates, with zero degrees corresponding to the vertical, for the PDG solution
with β = 30% is shown in Figure 2.9. Here we can see two-dimensional slices of the
δ-balls corresponding to the throttle margin as in Figure 2.3, which are shown every four
seconds, and samples of the closed-loop control.
The solutions for β = 10% and 70% are shown in Figure 2.10. When β = 10%,
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the throttle margins are large enough so that the state covariance computed from Monte
Carlo closely tracks the predicted solution. On the other hand, when β = 70%, the throttle
frequently saturates and the state covariance increases. However, as we see in Figures 2.5,
2.6, and 2.7, and as given by Corollary 2.3.9, there is a corresponding decrease in the fuel
cost.
Next, we consider the PDG solutions for fixed throttle margins. The trajectories for the
two cases with numbers six and eight from Table 2.2 are compared in Figure 2.11. The
throttle limits for the nominal trajectory are shown in gray and the absolute throttle limits
are shown in black. We see that in the absence of any throttle margin, the state covariance
increases and the final targeting error is significant. As expected, increasing the constant
throttle margin improves targeting performance. However, for the nonzero fixed margin
case shown in Figure 2.11, there is a high probability of control saturation in the final 10
seconds of the trajectory. Consequently, the targeting error is larger than for any of the cases
with dynamic margins, including the case that β = 70%. For comparison, we increased the
fixed throttle margin until the targeting error was comparable to the case when β = 50%;
the fuel cost was approximately 12 kg, or 4.7%, greater than the fuel cost for the dynamic
margin with β = 50%.
Finally, recall that as a consequence of the assumption (2.4), the mass dynamics were
modeled as a deterministic function of the mean throttle. This assumption is supported by
the Monte Carlo results: For the solution with β = 30%, for example, the 3σ-error in the
final mass as computed from the Monte Carlo was approximately 10 kg, which amounts to
a 0.6% deviation from the deterministic predicted final mass value of 1,648 kg. The small
error between the targeted final state covariance and the final state covariance computed
from Monte Carlo, as reported in Table 2.2, further supports this assumption.
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Figure 2.5: Maximum velocity covariance standard deviation for cases listed in Table 2.2.
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Figure 2.6: Maximum position covariance standard deviation for cases listed in Table 2.2.
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Figure 2.7: Comparison of covariance targeting performance for cases listed in Table 2.2.
The error is given by the square root of the maximum eigenvalue of the matrix Px(tf )−Pxf
as in (2.61).
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Table 2.2: Simulation results
Case
β (%)
Throttle limits (%) Fuel cost Max std. dev.* Root-norm
number Lower Upper (kg) Pos. (m) Vel. (m/s) error
1 10 - - 260.7 1.70 1.08 0.409
2 30 - - 256.3 1.82 1.08 0.713
3 50 - - 254.0 2.30 1.17 1.59
4 70 - - 252.4 3.20 1.26 2.75
5 - 35 75 266.0 2.28 1.09 1.56
6 - 33 77 254.7 4.12 1.23 3.77
7 - 32 78 251.8 5.28 1.34 5.01
8 - 30 80 248.3 8.57 2.40 8.41
* Square root of the maximum eigenvalue of the covariance matrix.














































Figure 2.8: Solution with β = 30%. (Left:) Powered descent trajectories with 3σ confi-






























Figure 2.9: Solution with β = 30%. (Left:) Planar view of sample control trajectories.
(Right:) Control samples at t = 0 s, 34 s, and 47 s, and the mean constrained throttle
(dashed) at these times.
2.5 Conclusion
In this chapter, a method for adding closed-loop control to existing open-loop powered
descent guidance (PDG) solutions was presented. An important property of the closed-
loop control law is that the feedback gains are computed before the feed-forward controls,
and therefore iteratively solving for the feedback gains and the feed-forward controls can be
avoided. Furthermore, the feedback gains are computed by integrating a system of ordinary
differential equations with the initial condition given algebraically. The throttle margin is
computed by solving for the root of a monotonic function, and the nominal trajectory is
solved by any existing method, such as convex programming, using the provided throttle
margin. Therefore, the proposed closed-loop PDG can be computed onboard. In numerical
simulations, we demonstrated that dynamically setting the throttle margins, per the pro-
posed method, results in lower fuel costs required to meet particular terminal position and
velocity covariance requirements when compared to just scaling constant throttle margins.
The proposed method has several limitations that may be addressed in future work.
First, aerodynamic forces are not included in the powered descent model, and the distur-
bance process is assumed to be Brownian with a constant intensity. Furthermore, in order to
enable quick on-board computation and to provide performance guarantees, the proposed
47




























































































Figure 2.10: Solutions with β = 10% (top) and β = 70% (bottom). (Left:) Powered
descent trajectories with 3σ confidence ellipses. (Right:) Closed-loop throttle trajectories
with 1− β confidence intervals.
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Figure 2.11: Solutions no. 6 (top) and no. 8 (bottom) with fixed margins as given in Ta-
ble 2.2. (Left:) Powered descent trajectories with 3σ confidence ellipses. (Right:) Closed-
loop throttle trajectories.
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method solves for the feedback gains before solving for the nominal control; however, in
principle, performance may be improved by jointly optimizing the feedback gains and the
nominal control.
Looking forward, the framework presented in this chapter can be applied to other non-
singular optimal control problems with external disturbances, since, for general optimal
control problems with constrained control inputs, the nominal control is coupled to the
statistics of the closed-loop system. The proposed method constitutes a computationally
straightforward method for computing a closed-loop control law by means of setting open-




The material in this chapter is based on Refs. [107, 108].
3.1 Introduction
In this chapter, we take a stochastic control approach to entry guidance following the the-
ory of covariance control. As for the Apollo final phase algorithm, the proposed stochastic
entry guidance algorithm is assumed to consist of a reference trajectory, a linear feedback
law, and table lookup; but the feedback gains in this proposed law are designed to steer
the covariance of the entry trajectory rather than steer a particular sample path. By consid-
ering the closed-loop evolution of the state covariance, we are able to enforce constraints
on the probability distributions of the closed-loop state and control, while minimizing the
final range error variance. Furthermore, we are able to quantify the effect of terminating
the entry trajectory as a function of the state, which is referred to as a state trigger, rather
than simply a final time; in particular, the structure of the state trigger defines a transfor-
mation on the final state covariance. The drift term (i.e., the deterministic dynamics) in the
stochastic model is obtained by a linear approximation of the longitudinal entry dynamics
evaluated about a given reference trajectory, similar to the Apollo final phase algorithm.
But for a stochastic treatment, it is also necessary to include the approximate effect of
random atmospheric disturbances during entry, which is a nontrivial problem.
Monte Carlo studies indicate that for robotic class missions to Mars, dispersions in the
atmospheric density and in the initial state of the vehicle are leading drivers of landing
position uncertainty (along with aerodynamic modeling and navigation uncertainty) [9].
While the initial vehicle state uncertainty may be simply modeled as a Gaussian random
vector, the atmospheric density uncertainty is traditionally modeled by the Global Refer-
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ence Atmosphere Models (GRAMs), which include random variations in the density as
a function of altitude [68]. Thus, the density variations are a spatially-dependent random
process, but, due to the vehicle motion through the atmosphere, the density variations at the
vehicle position become a random process in time. Based on this observation, we derive an
expression for the diffusion coefficient (i.e., the noise intensity) as a function of the vehicle
sink (descent) rate so that the entry trajectory can be expressed as a stochastic differential
equation (SDE) driven by Brownian noise.
The proposed stochastic entry guidance depends on the given reference trajectory, the
covariance of the initial vehicle states, and the intensity of density variations as a function
of altitude. From an operational perspective, the entry guidance feedback gains thus depend
not only on the nominal trajectory, but also on the interplanetary delivery performance. If
an additional course correction is performed that decreases the delivery uncertainty, for
example, then entry guidance performance could be improved by recomputing gains under
the assumption of a smaller initial state uncertainty. If, on the other hand, a scheduled
correction burn is canceled, then updating the feedback gain values could ensure that the
bank angle commands do not saturate while attempting to make larger corrections due to
the degraded delivery performance.
In contrast to the modern NPC approach to entry guidance, the proposed stochastic en-
try guidance is more closely related to the Apollo final phase guidance. For instance, while
NPC approaches remove the requirement of supplying a reference trajectory, the proposed
method is based on linear perturbations about a given reference trajectory. It follows that
the applicability of the proposed method is restricted to correcting for relatively small de-
viations from this reference, whereas NPC-based entry guidance methods have shown to
be robust to large state deviations [35, 42]. On the other hand, NPC entry guidance re-
quires more complex onboard calculations and does not always have theoretical guarantees
on convergence. In summary, the proposed method is not a general purpose guidance so-




The contributions of this chapter are summarized as follows. A novel stochastic process
model of density variations is introduced, inspired by the GRAM density variation models,
but which is given in an explicit form as an SDE. This model is leveraged to derive a closed-
form linear covariance model for atmospheric entry, which includes the effects of random
density variations — such a model is broadly applicable for use in preliminary trade studies
that may include a first-order approximation of uncertainty [109, 110]. Lastly, we leverage
this stochastic model to derive closed-loop entry guidance, while considering the effect of a
state-dependent termination condition, which we demonstrate in a Monte Carlo simulation.
Organization
This chapter is organized as follows. In Section 3.2, a stochastic process model for atmo-
spheric entry is developed, based on the proposed SDE model for the atmospheric density.
Next, in Section 3.3, this stochastic entry model is used to derive a range control guid-
ance using bank angle modulation. A brief review of the Apollo final phase algorithm is
included for completeness. The effect of state triggers on the final state distribution, and
hence on the range control law, is considered in Section 3.4. Then, in Section 3.5, the pro-
posed stochastic entry guidance method is compared to the Apollo final phase guidance for
a Mars entry mission based on MSL. Finally, we conclude in Section 3.6.
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3.2 Entry as a Stochastic Process
The motion of an entry vehicle in atmospheric flight around a spherical, rotating planet is
described in planet-relative coordinates by the system of equations [111, 112]
ṙ = V sin γ (3.1a)
θ̇ =
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− µ cos γ
r2
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V 2 cos γ
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where r is the distance from the planet center to the vehicle, θ is the longitude, φ is the
latitude, V is the planet-relative velocity, γ is the planet-relative flight path angle, and ψ is
the planet-relative heading azimuth. The bank angle σ is the angle between the lift vector
and the local vertical, measured about the velocity vector in a right-hand sense; Ω is the
planet rotation rate; µ is the planet gravitational parameter; m is the vehicle mass, which is
assumed to be constant; and L and D are the lift and drag forces given by
L = qArefCL(α), (3.2)
D = qArefCD(α), (3.3)
where q = ρV 2/2 is the dynamic pressure in terms of the atmospheric density ρ, Aref is













Figure 3.1: Bank angle control
angle of attack α, which we assume to be a function of velocity given by the vehicle trim
configuration.
At entry interface (EI), which is the time when the vehicle radius first equals the radius
of the edge of the sensible atmosphere ratm, the vehicle state z is assumed to be Gaussian
distributed as
z0 = (r0, θ0, φ0, V0, γ0, ψ0) ∼ N (x̄0,Σ0), (3.4)
in terms of a known mean vector x̄0 and covariance matrix Σ0. Note that by this definition
of the initial time, the initial radius variance is zero.
The density ρ is decomposed into a mean density ρ̄ and a multiplicative density variation
δρ as follows
ρ = ρ̄(1 + δρ). (3.5)
The mean density is a function of the radial position and is given as the solution to the
ordinary differential equation (ODE)
dρ̄
dr
(r) = − ρ̄(r)
H(r)
, (3.6)
where H(r) is the scale height, and with a boundary condition ρ̄(rp) = ρ̄rp at the planet
surface radius rp. The density variation, on the other hand, is assumed to be a stochastic
process taking values as a function of the radial position. For notational convenience, we
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define the sink distance as
s(r) = ratm − r, (3.7)
where ratm is the radius of the edge of the sensible atmosphere. Since the sink distance and
the radius have a unique correspondence, we will use s and r interchangeability when the
context is clear.
The density variation process is assumed to be a zero-mean Ornstein–Uhlenbeck (OU)




where w(s) is a standard Brownian motion, and where λ(s) and ϕ(s) are both non-negative
functions which determine the structure of the atmospheric uncertainty. The density varia-
tion at the zero sink position (the edge of the atmosphere) is normally distributed as
δρ(0) ∼ N (0, ζ0), (3.9)
for some initial variance ζ0 ≥ 0. The density variation process (3.8) is assumed to be
an OU process since the OU process is both linear and Gaussian, and since the resulting
model closely resembles the existing GRAM dispersion model; in Section 3.5, this model
is successfully used to represent MarsGRAM density dispersions.
Remark 2. Setting λ(s) = 2/H(s) results in density variations statistically similar to the
GRAM [68] density variation samples [107]. Furthermore, for constant H(s) ≡ H0 and













so that the variance E(δρ2(s)) approximates a desired altitude-dependent variance profile
ζd(s).
The density process may also be represented by an SDE. Applying Itô’s formula to the























It remains to combine the density process model with the vehicle dynamics in order to
describe the motion of the vehicle in the random atmosphere. First, we compactly rewrite
the dynamics (3.1) as
ż = fz(z, ρ, u), (3.14)
where u = σ is the control input. Let s(t) = s(r(t)) be the sink distance of the vehicle at
time t, which has derivative ṡ(t) = −V (t) sin γ(t). Applying a change of variables to the
drift part of the density SDE (3.13), we obtain the time integral
∫ s(t)
s(t0)
fρ(y, ρ(y)) dy =
∫ t
t0
fρ(s(τ), ρ(s(τ)))ṡ(z(τ)) dτ, (3.15)
which, when substituted into the integral form of (3.13), results in the expression for the
density at the vehicle position:
ρ(s(t)) = ρ(s(t0)) +
∫ t
t0





Finally, concatenating (3.16) with the vehicle dynamics, we obtain an integral equation for








 fz(z(τ), ρ(s(τ)), u(τ))
fρ(s(τ), ρ(s(τ)))ṡ(z(τ))






with the combined state at the initial time being distributed as
 z0
ρ(s0)









The initial vehicle state z0 is uncorrelated with density since, by construction, the initial
altitude is known exactly.
This equation represents the coupled nature of the density variations and the vehicle
trajectory. However, since the limits of the stochastic integral (3.17) depend on the state, it
is difficult to solve this equation in its present form.
3.2.1 Non-climbing Flight
In general, the density ρ(s(t)) at the vehicle position is a random process taking values as a
function of time, however, this process is not necessarily Markovian, nor can it be given as
the solution to an SDE. Indeed, since the density is defined as a function of altitude, if the
vehicle enters a period of lofting, where it descends and then climbs, the density process
will, in effect, reverse through previous values.
This poses both technical and practical issues. If increments of the density process in
time are not independent, then the covariance of the joint vehicle-density process cannot be
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described by an ODE, and methods from stochastic control theory developed for Brown-
ian motion-driven random processes cannot be applied. Practically, we risk an over-fitting
effect since the true atmospheric density likely depends also on the longitude and latitude
in addition to the altitude. If the vehicle descends and then climbs, it may be unreasonable
to take a past value of density to be exactly equal to the present value since the vehicle
may have traveled hundreds of kilometers before reaching the previously experienced alti-
tude. A complete stochastic atmosphere model for such a situation should therefore include
statistical correlations which depend on downrange distance traveled.
We leave this spatial modeling issue as a problem for future work (see Chapter 5), and
instead, in this chapter we focus primarily on the case of direct entry when the vehicle
is monotonically descending. While this assumption excludes from consideration certain
lofting or skip-to-entry trajectories, our primary concern is range control for low L/D
vehicles at Mars, which traditionally do not include significant enough lofting to invalidate
our assumptions. Indeed, in Section 3.5, the proposed range control is successfully applied
to an MSL-like entry scenario.
Following this line of reasoning, and assuming that the vehicle is not climbing, we have
ṡ(t) ≥ 0 for all t ≥ t0. (3.20)
Strict adherence to this assumption is largely technical; in practice, as will be shown in
Section 3.5, lofting flight may be reasonably captured by this model. This assumption
allows us to write the density process using a stochastic integral over a Brownian motion
(i.e., as an SDE), as is justified by the following lemma.
Lemma 3.2.1. (Time-Changed Brownian Motion) Let w̃(s) be a Brownian motion and let
s : [t0, tf ] → [0, sf ] be a smooth, non-decreasing function. Then, there exists a Brownian
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Proof. The Dambis-Dubins-Schwarz theorem [113, p. 5.13] states that all continuous local
martingales may be given as a time-changed Brownian motion: for a martingale y(t) with
t ∈ [t0, tf ], there exists a Brownian motion ζ such that, almost surely (a.s), for all t ∈
[t0, tf ], y(t) = ζ(ξ(t)), where ξ(t) = 〈y, y〉(t) is the quadratic variation of y 1. To show






This martingale has quadratic variation 〈y, y〉(t) = s(t) − s(t0). Since Brownian motion
is a stationary process, we can drop the constant term s(t0), and then we take the time
changed Brownian motion w̃(s(t)) to be ζ(s(t)), which gives the desired result.










Finally, we substitute the time-changed integral from (3.23) into (3.17) to obtain the SDE
dx = f(x, u) dt+ g(x) dw(t), (3.24)
with the coefficient functions
f(x, u) =
 fz(z, ρ, u)
fρ(s, ρ)ṡ(z)






1For a definition of quadratic variation see [113, Theorem 4.9].
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This SDE completely defines the stochastic process describing the vehicle entry trajectory
under the assumption that the atmospheric density variations are as in (3.8) and that the
vehicle trajectory is monotonically descending.
3.3 Bank-Angle Range Control
In this section, we consider the problem of range control using bank angle feedback. The
vehicle is assumed to be in trimmed flight with positive lift (at zero bank) and zero sideslip,
and control is affected by banking to tilt the lift vector. Changes to the vertical component
of the lift are made by setting the magnitude of the bank angle, while the direction (left or
right) of the lift force follows from the sign of the bank angle.
Vertical lift, which depends on the cosine of the bank angle, affects the vehicle’s sink
rate and thus its altitude. Increasing the altitude decreases the density and thus decreases
drag. It follows that the velocity, and hence the range flown, may be affected by the vertical
lift by means of setting the bank angle magnitude [38]. In other words, the vehicle can
affect the range flown by increasing (or decreasing) the bank angle in order to fly through
thicker (or thinner) atmosphere. We therefore set the cosine of the bank angle to be the
longitudinal control input:
u` = cosσ. (3.26)
Then, during flight, the bank angle command is given by
σ = bdir cos
−1 u`, (3.27)
where the bank direction bdir ∈ {−1,+1} is set by a separate lateral control logic. For
the purposes of range control, we use the simplified system for the longitudinal dynamics
given by






















Ṙ = V cos γ, (3.28d)
where R is the downrange distance traveled. In terms of the longitudinal vehicle state
z` = (r, V, γ, R), (3.29)
the longitudinal dynamics (3.28) are compactly rewritten as
ż` = fz`(z`, ρ, u`). (3.30)
The range control problem is concerned with determining the longitudinal control inputs u`
that steer the evolution of the longitudinal dynamics to reach the target conditions. In the
following subsections, the control will be parameterized as a linear function of the state,
and thus the range control problem will reduce to identifying the state feedback gains. First,
the longitudinal dynamics (3.30) are approximated by a linear discrete-time system with an
associated finite sequence of feedback gains.
3.3.1 Linear Discrete-Time Model
We assume that a reference trajectory ẑ`(t), with corresponding nominal density ρ̂(t) =
ρ̄(r̂(t)), and reference bank profile σ̂(t) are provided, as is done in the Apollo direct entry
method [38, 39]. See Ref. [3] for a discussion of the reference bank profile design process.
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and the corrective control input is denoted by ũ`(t). The closed-loop bank angle magnitude
is given by the sum of the nominal part and the corrective part:
u` = cos σ̂ + ũ`. (3.32)
The combined longitudinal vehicle dynamics and density process are linearized about
this reference to obtain a linear stochastic system for the state deviation dynamics, given
by
dx̃`(t) = (A`(t)x̃`(t) +B`(t)ũ`(t))dt+G`(t)dw(t), (3.33)
















are evaluated along the reference trajectory, and where, as before,w(t) is a one-dimensional
standard Brownian motion.
The corrective control input is assumed to be constant on the subintervals of a partition
P = (tpk)
Np





1 < · · · < tpNp = tf . (3.35)
In the derivation of the Apollo final phase entry guidance, in contrast, the corrective control
at any time is assumed to be constant for the remainder of the flight [38, 39]. However, the
bank angle corrections realized in flight are not constant in the Apollo implementation,
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whereas the control corrections in the present derivation will in fact be constant on the
subintervals of the partition P. Maintaining this more representative model of the closed-
loop bank angle corrections will allow us to leverage the degrees of freedom given by
the number of subintervals in P to enforce constraints on the entry trajectory and on the
closed-loop bank angle.
Since, for any step k ∈ {0, . . . , Np − 1}, the control correction ũ`(t) is constant on the
interval [tpk, t
p





obtain the discrete-time system
















k+1, τ)B`(τ) dτ, (3.38)
and where Φ`(t, τ) is the state transition matrix corresponding to the state matrix A`(t),
which is the solution to the ODE
∂
∂t
Φ`(t, t0) = A`(t)Φ`(t, t0), Φ`(t0, t0) = I, (3.39)
and which satisfies the property that Φ`(t, τ) = Φ`(t, t0)Φ−1` (τ, t0). The noise increments
wk are independent standard Gaussian random vectors, and the matrices G`,k are set so that











k+1, τ) dτ. (3.40)
It follows that G`,k can be any matrix such that G`,kGT`,k equals the integral (3.40), and,
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accordingly, only the matrix product G`,kGT`,k affects the evolution of the state covariance.
The control corrections are parameterized as linear functions of the state deviation,
which results in the linear feedback law
ũ`,k = K`,kx̃`,k, (3.41)
in terms of the yet to-be-determined feedback gain matricesK`,k ∈ R1×5 for k = 0, . . . , Np−
1. Provided this feedback law, the covariance of the combined vehicle-density state
P`,k = E(x̃`,kx̃T`,k), (3.42)
is obtained as the solution to the difference equation









where the value of the initial longitudinal state covariance matrix Σ`,0 follows from the full
state covariance matrix Σ0. There is initially no correlation between the vehicle states and
the density since the initial vehicle radius is by definition fixed to be equal to the radius of
the edge of atmosphere. The variance of the density at the initial altitude is a function of
the density variation variance ζ(s) = Var (δρ(s)) given by
Var (ρ(t0)) = ζ(s(t0))ρ̄
2(s(t0)). (3.45)
The closed-loop control u`(t) is also Gaussian distributed with mean cos σ̂(t) and variance




for all times in the interval [tpk, t
p
k+1]. The distribution of the closed-loop control therefore
depends on the state covariance and the feedback gain.
3.3.2 Apollo Range Control
Before presenting the stochastic approach to range control, and for the sake of complete-
ness, we briefly review the derivation of the Apollo final phase range control as presented in
Refs. [38, 39]. As before, a nominal bank angle profile and the corresponding longitudinal
trajectory are provided. The dynamics are linearized about this reference to obtain a linear
time-varying system as in (3.33), except that the stochastic term is neglected. Without the
stochastic term, there is no longer a reason to include density as a state, and as such, the
Apollo direct entry derivation takes the state to be equal to the vehicle state. However, in
an effort to keep the notation consistent, we will use the system matrices A`(t) and B`(t)
as in (3.34) and the state transition matrix Φ`(t, τ) as in (3.39).
At any time t, the corrective control input ũ`,ap(t) is assumed to remain constant for the
remainder of the flight. The state deviation at the final time is therefore given by
x̃`(tf ) = Φ`(tf , t)x̃`(t) +
(∫ tf
t
Φ`(tf , τ)B`(τ) dτ
)
ũ`,ap(t). (3.47)
Define the final total range error ∆Rf to be a linear function of the final state, given by
∆Rf = ϑ
T
f x̃`(tf ), (3.48)
for some influence-weighting vector ϑf . Note that ∆Rf is not necessarily equal to R̃(tf ),
since errors in the altitude may also contribute to the range error following parachute de-
ployment [38, 39]; the relationship between ∆Rf and R̃(tf ) will be described in Sec-
tion 3.4. It follows that the total range error can be computed as a linear function of the




T(t)x̃`(t) + ϑu(t)ũ`,ap(t). (3.49)


















Finally, the feedback law




is obtained by setting ∆Rf = 0 in (3.49) and solving for the control, and where Koc, which
is referred to as the overcontrol gain, is a user-defined parameter which may be tuned to
improve performance. In practice, the feedback law (3.51) is rewritten in terms of range,
drag, and climb rate feedback. In addition, the feedback gain and the nominal trajectory are
recast as functions of velocity with the nominal trajectory serving as the mapping between
time and velocity.
3.3.3 Stochastic Range Control
In the absence of the stochastic forcing term in the linearized system (3.33), the predicted
range traveled by the vehicle would be controlled by the selection of a particular bank
angle correction to be made during flight. Accordingly, from a deterministic perspective,
the central model for range control is the mapping defined by the linearized system (3.33)
of bank angle corrections to a predicted final range error; in the derivation of the Apollo
final phase entry guidance this mapping is defined via the adjoint state, which determines
the feedback gains.
When including the stochastic term, in contrast, there is no longer a unique mapping
from bank angle corrections to range-error predictions, since, for any particular bank angle,
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the range flown is random. The central model for stochastic range control instead becomes
the state covariance evolution equation (3.43), which defines a mapping from bank angle
feedback gains to the predicted final range error variance. The stochastic range control
problem is thus to solve for the feedback gains K`,k that minimize a function of final state
covariance subject to constraints on the probability distribution of the final state and of the
control inputs.
Constraints on the final state error are given in the form
P(|dTi x̃`(tf )| ≤ ∆xi ) ≥ 1− pxi , (3.52)
for i = 1, . . . , Nx. The vectors di ∈ R5 and scalars ∆xi define regions which the state error
must lie within, and pxi ∈ (0, 1] is the maximum probability with which this constraint may
be violated. For example, constraining the final altitude error to be less than 5 km with
99% probability translates to the values di = (1, 0, 0, 0, 0), ∆xi = 5 km, and p
x
i = 0.01.
Assuming the state to be Gaussian distributed, the linear feedback law (3.41) implies
that the control corrections are also Gaussian distributed. However, the range of allowable
closed-loop bank angles may be limited due to concerns of lateral control authority [3]. In
flight, of course, commanded control corrections which are outside of a user-defined inter-
val will be saturated, but including a saturation function in the law (3.41) would invalidate
the linear structure. Instead, the probability that closed-loop bank angle commands saturate
will be constrained, and through this constraint we establish a balance between the intensity
of planned corrective controls and the allowable range of bank angles; in other words, this
constraint establishes for the feedback gains a dependence on the allowable control inputs.
To this end, longitudinal control input deviations (i.e., deviations of the cosine of the bank
angle) from the nominal value are constrained at each control decision time tpk by
P(|ũ`,k| ≤ ∆uk) ≥ 1− puk , (3.53)
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for k = 0, . . . , Np − 1, where puk ∈ (0, 1] is a user-defined maximum allowable proba-
bility that the commanded control is outside the allowable range. This constraint assumes
a symmetric constrained region [−∆uk ,+∆uk ] about the nominal control value, since the
control is Gaussian distributed and the selection of the feedback gains only affects the
variance of ũ`,k. The closed-loop longitudinal control can be constrained to lie in the in-
terval [u`,k,min, u`,k,max] with probability at least 1 − puk by taking ∆uk = min{u`,k,max −
cos σ̂(tpk), cos σ̂(t
p
k)− u`,k,min}.
The range control cost is a function of the sequence of feedback gains K = (K`,k)
given by
J`(K) = Var (a
T
f x̃`(tf )) +
Np−1∑
k=0
Rk Var (ũ`,k), (3.54)
where the vector af weights the coordinates of the final state error, and (Rk) is a sequence
of non-negative control cost weights. The vector af may be defined, for instance, so that
aTf x̃`(tf ) = R̃(tf ), and the control weights (Rk) can be set to be a small number so that
bank angle corrections will only be commanded if there is a meaningful reduction in the
final state covariance. The stochastic range control problem is summarized as follows.
Problem 3.1. Find the sequence of feedback gains K = (K`,k) that minimize the cost
(3.54), subject to the covariance dynamics (3.43), the control constraints (3.53), and the
final state constraints (3.52).
In general, Problem 3.1 is a discrete-time, chance-constrained, linear-quadratic-Gaussian
(LQG) stochastic optimal control problem. In the following, we establish a connection be-
tween Problem 3.1 and the unconstrained LQG problem, which has a known closed-form
solution. This connection allows us to obtain the solution to Problem 3.1 by selecting
proper LQG weights. While this class of problems can be solved via convex programming
[69, 70], we have observed that for the range control problem, the solution method via
LQG is numerically better-behaved, is easier to implement, and is more intuitive (i.e., not
a “black-box”).
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Solution using Unconstrained Linear Quadratic Control
The unconstrained LQG problem is summarized as follows.
Problem 3.2. Find the sequence of feedback gains K = (K`,k) that minimize the cost
JLQ(K;Q,R) = trQCov(x̃`(tf )) +
Np−1∑
k=0
Rk Var (ũ`,k), (3.55)
for a given final state weight matrix Q ≥ 0 and sequence of positive, scalar control weights
R = (Rk), subject to the covariance dynamics (3.43).
The solution to Problem 3.2 is obtained by the backwards equations [15]:
K`,k = −(BT`,kS`,k+1B`,k + Rk)BT`,kS`,k+1A`,k, (3.56a)
S`,k = A
T
`,kS`,k+1A`,k −KT`,k(Rk +BT`,kS`,k+1B`,k)K`,k, (3.56b)
SNp = Q. (3.56c)
Comparing Problems 3.1 and 3.2, we observe that the LQG cost function (3.55) appears
to be the Lagrangian for Problem 3.1, which would imply that, for particular values of Q
and R corresponding to Lagrange multipliers, these problems have the same solution. The
following theorem shows that this indeed the case.
Theorem 3.3.1. For particular values of the weights Q and R, the solution of Problem 3.2
solves Problem 3.1.
Proof. First, we rewrite the constraints (3.52) and (3.53) as limits on the covariance of
the final state and the variance of the closed-loop control inputs. Since the inner product
dTi x̃`(tf ) is a zero-mean Gaussian random variable with variance d
T
iP`,Npdi, we have that







in terms of the error function erf. Rearranging, we obtain an equivalent constraint to (3.52),
given by
dTiP`,Npdi ≤ D2i , where Di =
∆xi√
2 erf−1(1− pxi )
, (3.58)
for i = 1, . . . , Nx. Similarly, since the control correction ũ`,k is zero-mean Gaussian dis-
tributed, we have that






Substituting Var (ũ`,k) = K`,kP`,kKT`,k and rearranging, we obtain an equivalent constraint
to (3.53) given by
K`,kP`,kK
T




for k = 0, . . . , Np − 1.
Next, we relate the LQ cost function (3.55) to the Lagrangian for Problem 3.1, which,
with the Lagrange multipliers ξ ∈ RNx+Np , is given as

















The terms in the Lagrangian that depend on the final state covariance are rearranged as




















































































k = Rk + ξ∗Nx+k+1. (3.64)







D21 · · · D2Nx U20 · · · U2Np−1
]
. (3.66)
Since the term Zξ∗ in (3.65) does not depend on the decision variable K, minimizing the
Lagrangian over the decision variable at the optimal value of the multipliers ξ∗ is equivalent
to minimizing the LQ cost with the weights Q∗ and R∗. Therefore, for the particular weight
values Q∗ and R∗, the solution to Problem 3.2 also solves Problem 3.1.
Corollary 3.3.2. The solution to Problem 3.1 may be obtained by optimizing the objective
(3.54) over Q and R, with the resulting gain K given by (3.56), subject to the constraints
(3.53) and (3.52).
Proof. Let F : (R,Q) 7→ K be the mapping from the LQ weights to the optimal LQ gains,
which is obtained by evaluating the equations (3.56). By Theorem 3.3.1, for particular LQ
weights Q∗ and R∗, the solution to Problem 3.2 also solves Problem 3.1. It follows that
the gain K∗ which solves Problem 3.1 is in the range of F , and hence, if we replace
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the decision variable K with K = F (R,Q), then we can obtain the optimal gain ss
K∗ = F (R∗,Q∗).
As a consequence of this theorem and its corollary, the optimization variable K for
Problem 3.1, which is 5×Np dimensional, may be replaced with the pair Q and R, which is
only Nx(Nx + 1)/2 +Np dimensional (since Q is symmetric). Furthermore, for each guess
of the new decision variables, the resulting control law enjoys the properties of optimal
LQG solutions, such as smooth feedback gains and negligible corrections when feedback
is not beneficial. For example, at low dynamic pressure, changes to the bank angle have
a negligible effect on the dynamics. Thus, through an optimization which penalizes con-
trol actions against the trajectory response, bank angle corrections will not be commanded
when the dynamic pressure is low.
3.3.4 Lateral Control
The lateral control logic sets the bank direction bdir as a function of the crossrange error
ε, which, in turn, is a function of the current vehicle state, the target position, and the es-
timated final time tf,est. See Figure 3.2 and Chapter A for details on the downrange and
crossrange calculations. In this chapter, we consider a simple deadband for lateral con-
trol, as in Refs. [38, 3], which depends on a user-specified maximum allowable crossrange
εmax(t, x). The deadband should therefore approximately contain the crossrange error to
be bounded as
−εmax(t, x) ≤ ε ≤ +εmax(t, x). (3.67)
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At discrete update times, a new bank direction b+dir is determined as a function of the current
bank direction, the crossrange error, and the current deadband value given by
b+dir(t, x, bdir) =

+1, if bdir = −1 and ε < −εmax(t, x),
−1, if bdir = +1 and ε > +εmax(t, x),
bdir, otherwise.
(3.68)
Figure 3.2: Downrange and crossrange definitions (frame definitions are given in ap-
pendix A)
3.3.5 Heading Alignment
As the vehicle slows down and approaches the target, bank angle modulation becomes less
effective at controlling the downrange position [3]. Therefore, when the vehicle passes
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some user-defined threshold, such as a minimum velocity, the guidance mode switches
from range control to heading alignment. During the heading alignment segment in Apollo
final phase guidance, the bank angle commands are given by the proportional feedback law







where Kha is a user-defined heading alignment gain, and δgo and ε are the downrange-to-
go and crossrange angles [3], which are shown in Figure 3.2. The heading alignment law
(3.69) is adopted for the proposed stochastic guidance, as the focus of this chapter is the
range control phase.
3.4 Range Control with Final State Triggers
In the previous section, the trajectory was considered over a given time interval with a fixed
final time. The guidance objective was therefore to steer the state — or, in the stochastic
case, the state covariance — to a desired value at this fixed final time. In practice, however,
entry trajectories are rarely terminated at a final time. Rather, trajectories are terminated
by a condition on the vehicle state. The MSL entry guidance, for example, ended (by
initializing the parachute deployment sequence) when the navigated vehicle velocity passed
below a threshold [3]. More generally, any condition on the vehicle state, which we refer
to as a state trigger, can mark the end of guided entry. Selection of the state trigger criteria
can have a significant effect on the final state statistics, as has been demonstrated in Monte
Carlo simulations for the Mars 2020 mission, in which switching from a velocity to a range
trigger has been shown to significantly improve landing accuracy [9].
We are thus motivated to study the effect of the state trigger on the final state statis-
tics. The following analysis is a generalization of the derivation of the final state weight
developed in Ref. [38]. Formally, we define a state trigger by a half-plane in the state space
described by the vector ν and the scalar β. The time that the vehicle hits the state trigger is
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the stopping time
T = inf{t ≥ t0 : νTx(t) ≤ β}. (3.70)
We assume that the nominal trajectory terminates at this stopping time, and thus
νTx̄(tf ) = β. (3.71)
Approximating to first order the state drift from the final time tf to the stopping time
T , we obtain
x(T ) ≈ x(tf ) + f̂f (T − tf ), (3.72)
where f̂f = f(x̂(tf ), û(tf )) is the nominal state derivative at the final time. Note that we
neglect the diffusion term, since the effect of density variations during this short period is
insignificant. Rearranging the terms in (3.72), and using the condition (3.71), we obtain
νT
(




x̄(tf )− x(tf )
)
≈ νTf̂f (T − tf ), (3.73)
which after simplification yields






The stopping time T is thus approximately Gaussian distributed with mean tf and covari-
ance (νTf̂f )−2νTP (tf )ν.
Next, we substitute (3.74) into the state approximation (3.72) to obtain an approximate
expression of the state at the stopping time as













Since this approximation is a linear function of the nominal final state and the final state
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3.4.1 Stochastic Range Control with a State Trigger
When using a state trigger, the entry guidance should aim to minimize the state errors at
the trigger time rather than at the final time. The final state penalty in the range control cost
(3.54) is accordingly modified to
Var (aTf,T x̃`(T )) ≈ Var (aTf,TZ`,f x̃`(tf )), (3.77)








where f̂z` and f̂ρ are the longitudinal vehicle and density drift terms evaluated at the nom-
inal final states. It follows that the effect of the state trigger can be included by setting the
final state error weight af in (3.54) as a transformation of the desired weight af,T on the





In this section, we apply both the proposed stochastic range control and the Apollo final
phase range control methods for a simulated entry problem at Mars using bank angle con-
trol. Separate optimizations and Monte Carlo simulations are performed for both a fixed
final time case and a velocity trigger case (as was done for MSL). Further comparison of
different state trigger criteria is left for future work. For the simulation, Mars is assumed to
be a sphere of uniformly distributed mass with gravitational parameter µ = 4.2828× 1013
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m3/s2, rotating at a fixed rotation rate of Ω = 7.0882× 10−5 rad/s. The vehicle properties,
which are based on MSL, are listed in Table 3.1 and the nominal entry conditions are listed
in Table 3.2. The simulation initializes at entry interface (EI), which is the point where the
vehicle radius passes through the radius of the edge of the atmosphere ratm = 125 km, and
terminates at the end of heading alignment when the planet-relative velocity drops below
500 m/s. In the fixed final time scenario, the simulation terminates at the time when the
nominal trajectory reaches 500 m/s. Sources of uncertainty included in the Monte Carlo
simulation are listed in Table 3.3. The heading alignment phase begins at 1.1 km/s, during
which the bank angle commands are given by the heading alignment law (3.69) with the
gain Kha = 50. Bank angles commanded during the heading alignment phase are saturated
to be within ±45◦ for velocities between 1.1 km/s and 0.9 km/s, and within ±35◦ other-
wise. We do not consider navigation uncertainty as our focus is guidance performance,
and thus the controller has access to the exact vehicle state and atmospheric density for the
purposes of feedback.
The target landing site is at the surface radius with position coordinates
θtarg = 137
◦, φtarg = 0
◦, (3.80)
and the nominal vehicle position at EI was set to
θ̂0 = 125.973
◦, φ̂0 = 0
◦, (3.81)
so that the simulation would nominally end with the vehicle 10 km uprange of the target
point when the other initial vehicle states are as in Table 3.2.
Both the nominal atmospheric density and the density variations are given as func-
tions of altitude by MarsGRAM [68]; resulting density variation samples are shown in Fig-
ure 3.3. The assumed density variation process is defined by setting λ(s) = 2/H(s) and
ϕ(s) as in Remark 2 for a desired variance profile ζd(s) computed from the MarsGRAM
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samples. Note that this density variation process model is only used for the purposes of
designing the feedback gains, and that when simulating the entry dynamics only the Mars-
GRAM density samples are used. Additionally, the trimmed angle of attack was uniformly
dispersed on the interval [−16.5◦,−14.5◦], which, in turn, affected the L/D and the ballis-
tic coefficient.
The bank angle commands are recomputed each second, and the bank angle remains
constant until the next command is issued. Increments to the bank angle are constrained by
a L = 15 deg/s bank rate limit, and thus the bank angle σ to be flown is a function of the
new bank angle command σcmd, the previous bank angle command σcmd,prev, the rate limit
L, and the elapsed time ∆t from the time when the previous bank command was issued:
σ =

σcmd,prev + L∆t, if σcmd − σcmd,prev ≥ +L∆t,
σcmd,prev − L∆t, if σcmd,prev − σcmd ≤ −L∆t,
σcmd, otherwise.
(3.82)
The nominal trajectory was obtained by integrating the equations of motion (3.1) with
the nominal density profile and the longitudinal control (cosine of the bank angle) given as
a function of velocity. In particular, the nominal bank angle cosine is equal to cos 70◦ for
velocities above 5.5 km/s, cos 45◦ for velocities below 2.5 km/s, and a linear ramp from
cos 70◦ to cos 45◦ for velocities between 5.5 km/s and 2.5 km/s. The sign of each new
bank angle command is determined by the deadband logic (3.68) with the time-dependent
deadband shown in Figure 3.4.
For both the Apollo and the stochastic range control methods, the nominal trajectory
extends from EI to the end of the heading alignment phase, but the effect of control inputs
is set to zero during the latter. Considering the trajectory extended through the heading
alignment phase allows for the range control guidance to target conditions at the end of
heading alignment, rather than only being able to target conditions at the start of heading
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Table 3.1: Vehicle properties
Property Value Unit
Mass 3200 kg
Reference area π4.52/4 m2
Trimmed angle of attack -15.5 deg
L/D 0.24
Ballistic coefficient 135 kg/m2
Table 3.2: Initial states
State Nominal 3σ
Altitude 125 km 0
Velocity 5.8 km/s 20 m/s
Flight path angle −15.5◦ 0.5◦
Heading azimuth 90.05◦ 0.01◦
Downrange 0 5 km
Crossrange 0.57 km 0.5 km
alignment. The nominal longitudinal trajectories are obtained from the full nominal trajec-
tory, but bank reversals are not included in the nominal control input; that is, the nominal
longitudinal state x̂`(t) at any time t is computed as a function of the full nominal state
x̂(t), whereas the nominal bank angle is only provided as the nominal bank angle cosine,
as in the control law (3.32). The Apollo final phase law is parameterized as a function of
velocity, while the stochastic law is parameterized as a function of time. The Apollo over-
control gain is to Koc = 5, and the targeting calculations aim for the target in inertial space
at the current time (i.e., tf,est in (A.7) is set to equal t).
Table 3.3: Source of uncertainty included in the Monte Carlo
Source of uncertainty Method
Vehicle state at EI Sampled from Gaussian
Atmospheric density MarsGRAM
Vehicle aerodynamics Uniform distributed trim-α
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3.5.1 Fixed Final Time
First, we consider the range control problem with the final time fixed to be the final time of




0 0 0 106 0
]
, Rk = 10−2. (3.83)
The 99.73%-ile of the closed-loop controls are constrained to lie within either [−1,+1]
(so that cos−1 is defined) or ±0.45 from the nominal value, whichever results in a smaller
deviation from the nominal. The limit±0.45 was chosen by trial and error to balance range
control against crossrange performance. This results in the control deviation limit given by
∆uk = min{0.45, 1− cos σ̂(tpk), cos σ̂(tpk) + 1}, (3.84)
with puk = 1 − 0.9973 (3σ) for every step k. The final altitude and flight path angles are
constrained to lie within±2 km and±1.55◦ respectively with probability at least 1−0.9973
(3σ), which results in the constraint parameters
d1 =
[
1 0 0 0 0
]T
, ∆x1 = 2 km, (3.85)
d2 =
[
0 0 1 0 0
]T
, ∆x2 = 1.55
◦, (3.86)
and px1 = p
x
2 = 1 − 0.9973. Per Theorem 3.3.1, the values for Q and R were found
by minimizing the objective (3.54), while satisfying the control and final state constraints,
using MATLAB’s fmincon function.
Performance of both the Apollo and the stochastic entry guidance methods were eval-
uated by the linear covariance (LC) approximation as in (3.43) and by Monte Carlo sim-
ulation. The control input variances, based on the LC model, are shown in Figure 3.6;
while the input variance is different for the final time and the velocity trigger scenarios,
both Apollo final phase solutions are similar and so only the final time solution is plot-
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ted. Note that, per the control chance constraint (3.53), the ±3σ bounds for stochastic
controllers remain within [−1,+1], whereas the bounds for the Apollo controller at times
leave this interval (which, in turn, degrades the LC approximation as it does not include
saturation). Interestingly, since the stochastic controller is derived through an optimization
which takes dynamic pressure into account, the stochastic controller does not command
bank angle corrections immediately following EI when the dynamic pressure is small. In-
stead, the stochastic controllers both command more aggressive corrections than the Apollo
law following the increase in dynamic pressure.
Closed-loop sample trajectories with both±3σ bounds computed from the samples and
from the LC approximation are shown in Figure 3.8; note that while only 20 sample tra-
jectories are shown, the 3σ bounds are computed from all 1,000 sample trajectories. Bank
angle histories are shown in Figure 3.9, and final state errors are listed in Table 3.4. The
stochastic controller makes aggressive corrective controls following peak dynamic pressure
which result in large altitude and flight path angle deviations, which is required in order to
affect drag and thus range. Indeed, when using the stochastic controller, the range error
begins to decrease following the increase in flight path angle error around 100 s after EI.
Furthermore, there is a trade-off between final altitude error and final range error, which
is demonstrated by the final altitude with the stochastic controller error equaling the max-
imum allowed value of ±2 km with 3σ confidence. While for most of the states plotted in
Figure 3.8 the LC ±3σ approximation is close to the ±3σ bounds computed from Monte
Carlo, the LC approximation deviates most strongly from the Monte Carlo results for the
flight path angle. There are several possible causes for this approximation error: the ex-
clusion of bank reversals from the LC approximation; the effects of closed-loop controls
during the heading alignment phase, which are not included in the LC model; the LC ap-
proximation does not include the uniformly distributed error in the trimmed angle of attack;
or statistical errors due to the finite number of Monte Carlo trials.
As one would expect, the increased intensity of longitudinal control corrections with the
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Figure 3.3: MarsGRAM density variation samples
stochastic controller comes with an increase in lateral dispersions. The bank reversal logic
together with the heading alignment phase successfully null out the additional crossrange
error by the end of the heading alignment phase.
3.5.2 Velocity Trigger
Suppose now that the entry trajectories end when reaching a planet-relative velocity of 500
m/s. This velocity trigger is described, as in (3.70), by the values
ν =
[
0 1 0 0 0
]T
, β = 500 m/s. (3.87)
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Figure 3.4: Nominal crossrange trajectory with bank reversals




































Figure 3.5: Timing of bank reversals with dynamic pressure
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Figure 3.6: Longitudinal control input variance during range control computed via the
linear covariance approximation
In units of m/kg/s, the stopping time transform matrix (3.78) is given by
Zf =

1 −34.95 0 0 0
0 0 0 0 0
0 −0.0015 1 0 0
0 144.75 0 1 0
0 1.5e−5 0 0 1

. (3.88)
In order to minimize the range control cost (3.54), with the same range-error penalty (3.83)
from the fixed time example, except applied to the state error at the time T when the veloc-
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]
Z`,f . (3.89)
The Apollo final phase guidance can similarly be improved by applying the velocity-trigger
transformation to the final range error weight, which is given by the final state adjoint value
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Figure 3.7: Nominal entry trajectory
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Figure 3.8: Monte Carlo trajectories with a fixed final time
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Figure 3.9: Monte Carlo control trajectories with a fixed final time
in (3.48). We thus set
ϑf =
[
0 0 0 1 0
]
Z`,f . (3.90)
Sample Monte Carlo trajectories which use the velocity trigger are shown in Fig-
ures 3.10 and 3.11, where the improvement in range targeting performance with the stochas-
tic controller is apparent. Final state statistics derived from the full Monte Carlo simulation
are listed in Table 3.4. Using the velocity trigger decreased the range errors, in addition to
the obvious reduction in velocity error, for both the Apollo and stochastic controllers. Fur-
thermore, when using the velocity trigger, the lower 1%-ile and upper 99%-ile final range
errors were approximately halved when using the stochastic controller in compared to the
Apollo controller.
The range-velocity covariances at the final time, which are shown in Figure 3.12 (as
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Table 3.4: Final state error 1st and 99th percentiles from 1,000 Monte Carlo trials
Apollo Stochastic
Trigger Time Velocity Time Velocity
Downrange (km) -8.36 / 6.53 -3.58 / 3.04 -4.64 / 2.56 -1.96 / 1.19
Altitude (km) -1.59 / 1.99 -0.92 / 0.92 -1.74 / 1.79 -0.87 / 0.82
Velocity (m/s) -39.54 / 42.89 0 / 0 -54.59 / 51.97 0 / 0
Flight path angle (deg) -1.28 / 1.55 -2.37 / 2.13 -1.46 / 2.15 -2.07 / 2.05
computed by LC; ellipses contain 99.73% probability), provide intuition behind the dif-
ferences between the final time and the velocity trigger conditions. While the Apollo fi-
nal phase guidance naturally results in the range and velocity being negatively correlated
— with setting the final adjoint state per the velocity trigger further increasing this neg-
ative correlation — there is a clear difference between the final time and velocity trigger
stochastic guidance solutions. For the final time case, the guidance is optimized to simply
minimize the final range error, which is an objective not dependent on any final state cor-
relations; thus, the range variance is decreased apparently at the expense of range-velocity
correlation. On the other hand, when including the effect of the velocity trigger in the op-
timization, the transformation (3.79) induces a penalty into the range cost, which depends
on the final covariances. Intuitively, we expect the velocity trigger cost to induce a strong
correlation between velocity and range, since the conditional variance of range, provided
the velocity will be fixed, approaches zero as the absolute value of the velocity-range cor-
relation coefficient approaches one. In other words, a strong correlation of two random
variables implies that knowing the value of one variable strongly suggests the value of the
other; thus, the variance for the final range error decreases when the final velocity is fixed
per the trigger condition.
3.6 Conclusion
In this chapter, a stochastic process model for atmospheric entry in a randomly perturbed
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Figure 3.11: Sample trajectories with endpoints at the velocity trigger
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Figure 3.12: Range-velocity covariance at the final time
In contrast to the many existing models that include only parametric uncertainty, such as
the scale height of an exponential atmosphere being random, the developed stochastic pro-
cess model considers the atmospheric density uncertainty as a random function of altitude,
similar to the GRAM dispersion models. The effect of altitude-dependent density perturba-
tions on the vehicle trajectory was obtained by setting the diffusion coefficient in the SDE
model to be a function of the vehicle sink rate — the faster the vehicle descends through
altitude dependent perturbations, the more intense the time dependent perturbations. In
future works, this model could enable rapid onboard uncertainty quantification to support
decision making during entry.
The proposed guidance algorithm is implemented as a linear feedback law using table
lookup, in the same manner as the flight proven Apollo final phase guidance algorithm;
the difference being that the feedback gains in the proposed guidance law are derived from
an optimization over the feedback gains with respect to the covariance evolution of the
closed-loop system. Furthermore, an analytical approximation for the effect of a state
triggered termination of the entry trajectory was developed and applied to the proposed
guidance algorithm. In a Monte Carlo simulation of an MSL-like entry scenario at Mars,
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the proposed stochastic entry guidance results in the 1%-ile and 99%-ile of the final range




The material in this chapter is based on Refs. [70, 91, 88].
4.1 Introduction
In the previous chapters, we studied both powered descent and atmospheric entry as stochas-
tic processes. The state feedback gain appeared as the control input for the covariance
dynamics, leading to the idea of steering the covariance by optimizing over the feedback
gains. For both the powered descent and atmospheric entry problems, however, the opti-
mization over the feedback gains was performed independently from the optimization over
the nominal controls. This chapter considers the more general case of jointly optimizing
over the nominal control the feedback gains.
Departing from the application-specific analysis presented in the previous chapters, the
focus of this chapter is on general stochastic systems with additive Gaussian disturbances,
and with chance constraints (i.e., limits on the probability that a constraint is violated) on
both the state and the control.
Organization
The organization of this chapter is as follows. In Section 4.2, the chance-constrained co-
variance steering (CS) problem, for linear discrete time systems, is introduced, and the so-
lution is provided by convex programming. This section includes a novel chance constraint
on the control magnitude, which is a necessary constraint for modeling spacecraft thrust
inputs [88]. The existing CS theory is then extended in Section 4.3 to the output-feedback
case, wherein the state is only accessible via noisy measurements [91]. CS theory is fur-
ther extended to nonlinear systems in Section 4.4 by developing a successive linearization
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algorithm, which we refer to as iterative CS (iCS) [70, 100]. Finally, in Section 4.5, we ap-
ply the nonlinear CS theory and the iCS algorithm to the problem of low-thrust spacecraft
guidance for an Earth-to-Mars transfer [88].
4.2 Covariance Steering with Full State Feedback
In this section, we review the existing results on chance-constrained covariance steering
theory for linear discrete-time systems with additive Gaussian disturbances [71, 76]. In
addition to the existing theory, this section includes a novel control magnitude chance con-
straint that was introduced in Ref. [88].
4.2.1 Problem Definition
Consider the stochastic linear discrete-time system given by
xk+1 = Akxk +Bkuk +Gkwk, (4.1)
for k = 0, 1, . . . , N − 1, where xk ∈ Rn and uk ∈ Rm are the state and control, and Ak ∈
Rn×n, Bk ∈ Rn×m, and Gk ∈ Rn×n are system matrices. Increments of the disturbance
process wk ∈ Rn are i.i.d. standard Gaussian random vectors. At the initial step, the state
is assumed to be a random vector Gaussian distributed as
x0 ∼ N (x̄0, P0), (4.2)
where the mean vector x̄0 and positive semi-define covariance matrix P0 are both fixed and
known. The initial state is assumed to be independent from the disturbance process.
The state and control processes are constrained to remain in the convex polytopes Rx
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{u : bTju ≤ βj} ⊂ Rm, (4.4)
in terms of the vectors (aj ∈ Rn : j = 1, . . . , Nx) and scalars (αj ∈ R : j = 1, . . . , Nx)
that define Nx half-planes in Rn, and the vectors (bj ∈ Rm : j = 1, . . . , Nu) and scalars
(βj ∈ R : j = 1, . . . , Nu) that define Nu half-planes in Rm; see Figure 4.1. The maximum
probability that the state and the control leave the regionsRx andRu is constrained by
P(xk /∈ Rx) ≤ pxfail, k = 1, 2, . . . , N, (4.5)
P(uk /∈ Ru) ≤ pufail, k = 0, 1, . . . , N − 1, (4.6)
where pxfail ∈ (0, 0.5) and pufail ∈ (0, 0.5) are prescribed maximum probabilities of con-
straint violation. These constraints are referred to as chance constraints.
The control is further constrained in Euclidean magnitude by
P(‖uk‖ > ρ) ≤ p‖u‖fail , k = 0, 1, . . . , N − 1, (4.7)
where ρ > 0 is the maximum control magnitude and p‖u‖fail ∈ (0, 0.5) is a prescribed maxi-
mum probability of constraint violation. This constraint is useful for modeling systems for
which the control input is a directed force with a limited magnitude, such as a gimbaled
rocket engine or helicopter rotor.
We require that the mean and the covariance of the state satisfy the terminal constraints
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E(xN) = x̄f , (4.8a)
Cov(xN) ≤ Pf , (4.8b)
where the final state mean x̄f is a given vector and the maximum final state covariance Pf
is a given positive-definite matrix.




Kk,ix̃i + vk, (4.9)
where x̃i = xi − x̄i is the state deviation from its mean, Kk,i ∈ Rm×n are feedback gains,
and vk ∈ Rm are feedforward controls. While one would expect the feedback law to only
depend the current state, the state history feedback law results in a convex formulation of
the chance-constrained control problem [76, 71].
Our objective is the find the feedback control law, which is parameterized by the gain
matrices (Kk,i) and the feed-forward controls (vk), that minimizes the cost function










for given state and control weight matrices Qk ≥ 0 and Rk, R̄k ≥ 0, scalar weight η ≥ 0,
and where xdk is a desired state trajectory. The term ũ
T
kRkũk penalizes the control variance,
since ũTkRkũk = trRk Cov(uk), and the terms ū
T
kR̄kūk and η‖ūk‖ penalize the control
mean. The resulting stochastic optimal control problem is summarized as follows.
Problem 4.1. Find the feedback gains (Kk,i) and the feedforward controls (vk) for the
control law (4.9) that minimize the cost (4.10), subject to the dynamics (4.1), the state
chance constraints (4.5), the control chance constraints (4.6), (4.7), and the final state
distribution constraints (4.8).
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Figure 4.1: State chance-constrained regionRx
Relaxation of the Polytope Chance Constraints
Before attempting to solve Problem 4.1, we consider the following conservative relaxation
of the state and control polytopic chance constraints (4.5) and (4.6) given by the conditions
Nx∑
j=1
pxj ≤ pxfail, P(aTjxk > αj) ≤ pxj , ∀(k, j) ∈ X , (4.11)
Nu∑
j=1
puj ≤ pufail, P(bTjuk > βj) ≤ puj , ∀(k, j) ∈ U , (4.12)
where X and U are index sets given by
X = {1, . . . , N} × {1, . . . , Nx}, (4.13)
U = {0, . . . , N − 1} × {1, . . . , Nu}. (4.14)
These constraints represent a decomposition of the original constraints (4.5) and (4.6) into
independent half-plane constraints, which we expect to be a conservative approximation
due to the subadditivity of probabilities. Indeed, it has been shown in [84] that if (4.11) and
(4.12) hold, then the chance constraints (4.5) and (4.6) are satisfied.
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4.2.2 Solution by Convex Programming
The following analysis in this subsection is adapted from Refs. [71, 76, 91]. The novel
convex formulation of the maximum control magnitude constraint will be treated in the
following subsection.
Block-Matrix Formulation





































Let X ∈ R(N+1)n be a column vector constructed by stacking the states xk for k =
0, 1, . . . , N , and, similarly, let U ∈ RNm and W ∈ RNn be the column vectors constructed
by stacking the controls uk and disturbances wk for k = 0, 1, . . . , N − 1. Formally, we
have that the column vector X is isomorphic to the sequence (xk), which we denote by
(xk) ∼= X (similarly, (uk) ∼= U , (wk) ∼= W ). For appropriately constructed block matrices
A, B, and G as in (4.15), the state process can be written as the linear matrix equation
X = Ax0 + BU + GW. (4.16)
See Refs. [71, 114, 76] for details on this construction. Furthermore, let
X̄ = E(X), X̃ = X − X̄, Ū = E(U), Ũ = U − Ū . (4.17)
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Let V ∈ RNm ∼= (vk) be column a vector defined as U , and let
K =

K0,0 0 0 · · · 0
K1,0 K1,1
. . . · · · 0
...
... . . . 0 0
KN−1,0 KN−1,1 · · · KN−1,N−1 0

∈ RNm×(N+1)n. (4.18)
We may then write the control process as the matrix equation
U = KX̃ + V. (4.19)
Substituting the control process (4.19) into the state equation (4.16), we obtain the closed-
loop state process
X = Ax0 + BKX̃ + BV + GW. (4.20)
Solving for X̄ and X̃ from (4.20) yields the state mean and state deviation processes
X̄ = Ax̄0 + BV, (4.21)
X̃ = (I −BK)−1(Ax̃0 + GW ). (4.22)
In this formulation, the decision variable K is inside of an inverse, which causes the opti-
mization problem to be nonconvex. Following [114], we define the new decision variable
L ∈ RNm×(N+1)n by
L = K(I −BK)−1. (4.23)
Since K is block lower-triangular and B is strictly block lower-triangular, the matrix I −
BK is invertible. It follows that L is block lower-triangular and satisfies
I + BL = (I −BK)−1. (4.24)
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Furthermore, K is a function of L given by
K = L(I + BL)−1, (4.25)
and therefore we may optimize over L in place of K [114]. Using the decision variable L
as in (4.23) results in the state deviation process
X̃ = (I + BL)(Ax̃0 + GW ). (4.26)
The state and control processes X and U are thus Gaussian distributed with mean E(X) =
X̄ as in (4.21) and E(U) = V , and covariances
PX = Cov(X) = (I + BL)S(I + BL)
T, (4.27)




T + GGT. (4.29)
It will be useful to define the matrices Ek ∈ Rn×(N+1)n and Euk ∈ Rm×Nm such that











State and Control Polytope Chance Constraints
The inner product aTjxk is a Gaussian random variable with mean a
T
jE(xk) and covariance
aTj Cov(xk)aj . It follows that the compliment of the probability in (4.11) can be written in
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terms of the normal cumulative distribution function cdfn as








Taking the inverse of the normal cumulative distribution function and rearranging terms,
we obtain







≥ 1− pxj (4.33)






≥ cdfn−1(1− pxj ) (4.34)






jEkX̄ ≤ αj. (4.35)
It remains to rewrite the square root term in (4.35) containing the state covariance, which
depends on the decision variable L. Substituting the value of the covariance matrix PX







= ‖S1/2(I + BL)TETkaj‖2, (4.36)
where S1/2 denotes a matrix satisfying S = (S1/2)TS1/2. Thus, by taking the square root




kaj = ‖S1/2(I + BL)ETkaj‖. (4.37)
Substituting (4.37) and (4.21) into (4.35) results in the equivalence
P(aTjxk > αj) ≤ pxj
⇐⇒ cdfn−1(1− pxj )‖S1/2(I + BL)ETkaj‖+ aTjEk(Ax̄0 + BV ) ≤ αj. (4.38)
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The right-hand constraint is a second-order cone constraint in L and V , and hence convex.
We follow the same approach for the control polytopic chance constraints. Observing
that uk ∼ N (EukV,EukPUEuTk ), we rewrite the compliment of the probability in (4.12) as





















= ‖S1/2LTEuTk bj‖2. (4.40)
We thus obtain an equivalent expression of the constraint (4.12) as
P(bTjuk > βj) ≤ puj ⇐⇒ cdfn−1(1− puj )‖S1/2LEuTk bj‖+ bTjEukV ≤ βj, (4.41)
which is a second-order cone constraint in L and V , and hence convex.
Final State Constraints
Substituting the mean state process (4.21) into the constraint E(xN) = x̄f yields
ENX̄ = EN(Ax̄0 + BV ) = x̄f , (4.42)
which is affine in V , and hence convex. Similarly, substituting the state process covariance
(4.27) into the maximum final state covariance constraint Cov(xN) ≤ Pf yields
Cov(xN) = Cov(ENXE
T
N) = EN(I + BL)S(I + BL)
TETN ≤ Pf , (4.43)
or, equivalently [71],
‖S1/2(I + BL)TETNP−1/2f ‖ ≤ 1, (4.44)
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which is a convex constraint in terms of L. Note that, by assumption, Pf is positive definite,
and hence P−1/2f exists.
Cost Function
The first quadratic term in the cost funciton (4.10) can be rewritten as
N−1∑
k=0
(xk − xdk)TQk(xk − xdk)
=
[













= (X −Xd)TQ(X −Xd), (4.45)
where Q is a block-diagonal matrix with entries (Q0, . . . , QN−1, 0), and where Xd ∈






= E(X̃TQX̃) + (X̄ −Xd)TQ(X̄ −Xd) (4.46)
= tr(PXQ) + (X̄ −Xd)TQ(X̄ −Xd). (4.47)


































The trace term in (4.51) is further expanded by substituting the state and control process
covariances (4.27) and (4.28), and rearranging, which yields
tr(PXQ + PUR) = tr
(













The cost function (4.10) is thus written in terms of the decision variables L and V as
J(L, V ) = tr
{(








which is convex in L and V since the weight matrices Q, R, and R̄ are all positive semi-
definite.
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4.2.3 Control Magnitude Chance Constraints
Finally, we consider the constraint (4.7) on the probability that the control magnitude ex-
ceeds a prescribed maximum value. The following results will be useful for developing a
relaxed convex formulation of this control chance constraint.
Theorem 4.2.1. Let y ∼ N (µ,Σ) be an m-dimensional random vector for m ≥ 1, let
σ =
√










≤ ρ =⇒ P(‖y‖ ≤ ρ) ≥ 1− β. (4.54)
Proof. Let z ∼ N (0, I) be anm-dimensional standard Gaussian random vector. Then ‖z‖2
is a χ2(m)-random variable, and thus satisfies the concentration inequality (Ref. [115],
Example 2.28):
P(‖z‖2 ≤ m(1 + δ)2) ≥ 1− e−mδ2/2 for all δ ≥ 0. (4.55)
Writing y = µ+ Σ1/2z ∼ N (µ,Σ), it follows that ‖y‖ ≤ ‖µ‖+ σ ‖z‖, and thus
P(‖y‖ ≤ ρ) ≥ P(‖µ‖+ σ ‖z‖ ≤ ρ) = P(‖z‖ ≤ (ρ− ‖µ‖)/σ). (4.56)
Set δ = (ρ − ‖µ‖)/σ√m − 1. Since σ
√
2 log(1/β) ≥ 0, the hypothesis implies that
‖µ‖+ σ√m ≤ ρ, and hence δ ≥ 0. Next, substitute (4.55) into (4.56) to obtain




























































Finally, substituting (4.60) into (4.57), we obtain the desired result.
In the case that control dimension is m = 1 or m = 2, the following results provide a
sharper bound on the allowable controls.
Lemma 4.2.2. Let y ∼ N (0,Σ) be an m-dimensional random vector where m = 1 or
m = 2, let σ =
√
λmax(Σ), and let ρ > 0. Then
P(‖y‖ ≤ ρ) ≥ 1− e−ρ2/2σ2 . (4.61)
Proof. For the case m = 1, the result immediately follows from the exponential bound of
the error function: [116]







≥ 1− e−ρ2/2σ2 . (4.62)
Next, consider the case m = 2. Let a ≥ 0, and let z = Σ−1/2y = (r cosφ, r sinφ). The
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following integral is evaluated by change of variables:





























= 1− e−a2/2. (4.66)
Since ‖y‖2 /σ2 ≤ yTΣ−1y, it follows that
P(‖y‖2 ≤ σ2a2) ≥ P(yTΣ−1y ≤ a2) = 1− e−a2/2. (4.67)
Setting ρ2 = σ2a2 gives the desired result. Intuitively, the level sets yTΣ−1y = a2 define
the contours of ellipses having probability 1 − e−a2/2, and the level sets ‖y‖2 = σ2a2 are
the smallest circles that contain these ellipses.
Theorem 4.2.3. Let y ∼ N (µ,Σ) be an m-dimensional random vector where m = 1 or
m = 2, let σ =
√






≤ ρ =⇒ P(‖y‖ ≤ ρ) ≥ 1− β. (4.68)













≤ ρ− ‖µ‖ (4.69a)
=⇒ 2σ2 log 1
β
≤ (ρ− ‖µ‖)2 (4.69b)














Let ỹ = y − µ. Since ‖y‖ = ‖µ+ ỹ‖ ≤ ‖µ‖+ ‖ỹ‖, it follows that
P(‖y‖ ≤ ρ) ≥ P(‖µ‖+ ‖ỹ‖ ≤ ρ) = P(‖ỹ‖ ≤ ρ− ‖µ‖). (4.70)
Substituting the result of Lemma 4.2.2 into (4.70), with ρ − ‖µ‖ in place of ρ, and since
ỹ ∼ N (0,Σ), we obtain







From (4.69d), we finally obtain the desired result:






≥ 1− β. (4.72)
With these results, we are now prepared to derive a convex relaxation of the control
chance constraint (4.7). Let the norm of a square matrix Y be defined as




λmax(Y TY ). (4.73)











it follows, by substituting Y = S1/2LTEuTk and σ
2
uk




TEuTk ) = ‖S1/2LTEuTk ‖. (4.75)
Suppose that the control dimension is m = 1 or m = 2. In this case, it follows from
Theorem 4.2.3, with (4.75) substituted into (4.68), that if
‖EukV ‖︸ ︷︷ ︸
nominal










then the original constraint (4.7) is also satisfied.
In the case that m ≥ 3, the same result follows from Theorem 4.2.1, except that now
the constraint (4.76) is replaced with












We remark that this bound for m ≥ 3 is conservative. In practice, the bound (4.76) may
reasonably be substituted for (4.77) with a corresponding decrease to p‖u‖fail for approximate,
but less conservative, results.
4.2.4 Summary of Convex Solution
The convex formulation of the chance-constrained covariance steering problem is sum-





J(L, V ) = tr
{(









subject to EN(Ax̄0 + BV ) = x̄f (4.78b)
‖S1/2(I + BL)TETNP−1/2f ‖ ≤ 1 (4.78c)
cdfn−1(1− pxj )‖S1/2(I + BL)ETkaj‖
+ aTjEk(Ax̄0 + BV ) ≤ αj
∀(k, j) ∈ X (4.78d)
cdfn−1(1− puj )‖S1/2LEuTk bj‖+ bTjEukV ≤ βj ∀(k, j) ∈ U (4.78e)








∀k ∈ {0, . . . , N − 1}
if m ≤ 2












∀k ∈ {0, . . . , N − 1}
if m > 2
(4.78f)
where S = AP0AT + GGT (4.78g)
Remark on Problem Size
The controller (4.9) uses feedback of both the current and the past values of the state pro-
cess at each step. It follows that the computational complexity of the convex formula-
tion of Problem 4.1 as given in (4.78) scales with O(N2nm). For problems with a large
time horizon, one may restrict the matrix L to be block diagonal; the resulting computa-
tional complexity scales by O(Nnm) [87]. More generally, the matrix L can be set to be




Consider a double integrator system with a pointable and bounded control force, which is
described by the discrete-time system (4.1) with system matrices
A =

1 0 ∆t 0
0 1 0 ∆t
0 0 1 0









, G = 0.1×

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

, (4.79)
and time step size ∆t = 0.25. The final time is tf = 5, and thus the horizon size isN = 20.










0.1 0 0 0
0 0.1 0 0
0 0 0.02 0
0 0 0 0.02

. (4.80)










0.06 0 0 0
0 0.06 0 0
0 0 0.006 0
0 0 0 0.006

. (4.81)
The control uk ∈ R2 is constrained to be inside a disk of radius ρ = 2 with a maximum
probability of constraint violation of p‖u‖fail = 1− 0.9973. The mean control weight is set to
η = 1. For all steps, the state weight is Qk = 0, the control variance penalty is Rk = I , and
the mean quadratic control penalty is R̄k = 0. The quadratic mean control weight Rk is set
to zero in order to emulate a minimum-fuel type problem with both the mean-fuel (i.e., the
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Figure 4.2: Position and control covariance evolution for the closed-loop double integrator
system, where x(i) and u(i) denote coordinates of the state and control.
Euclidean norm of expected control) and the control variance penalized.
The state is required to remain in the region Rx with a probability of at least 99.73%
(i.e., pxfail = 1− 0.9973), whereRx is defined as in (4.3) by
a1 =
[
1 1 0 0
]T
, α1 = 12.75, a2 =
[
1 0.1 0 0
]T
, α2 = 8.75. (4.82)
The individual chance constraints are defined by assigning a uniform risk: pxj = p
x
fail/2
for j = 1, 2. The convex program (4.78), with L block lower-triangular, was solved using
YALMIP [117] with MOSEK [106].
The resulting closed-loop trajectory is shown in Figure 4.2. The initial covariance is
indicated by a dashed 3σ ellipse (i.e., 99.73% of samples are in the ellipse), the maximum
final covariance is indicated by a weighted, solid 3σ ellipse, and the compliment of the
chance constrained region Rcx is indicated by diagonal lines. At the start of the trajectory,
the feedback gains are balanced with the feedforward control so that the state distribution
both shrinks and shifts to meet the chance constraint, and the mean of the control is dis-
tanced from the limiting magnitude accordingly. The feedback gain is increased while the
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nominal control is equal to zero in order to shrink to state covariance to meet the endpoint
constraint, and then the feedback and feedfoward controls are again balanced during the
final segment of the trajectory.
4.3 Covariance Steering with Output Feedback
In the previous section, it was assumed that the value of the state is perfectly known. This
section, in contrast, is concerned with covariance steering for the case when the state is
only indirectly accessible via noisy measurements (i.e., the output-feedback case).
The main contribution described in this section is the development of a novel covari-
ance steering control policy for linear systems with Gaussian process and measurement
noise. The proposed approach is a nontrivial extension of the full-state feedback covari-
ance control policy proposed in [71], which allows one to directly assess the value of the
covariance at each time step, while converting the original stochastic control problem to a
deterministic convex programming problem. We observe that, as a direct consequence of
the constraints on the state covariance, and in contrast to the classical LQG solution [89],
the optimal feedback control depends on both the process noise and the observation model.
4.3.1 Problem Definition
As before, we consider the discrete-time linear stochastic system (4.1), except now the state
is not directly accessible. Rather, the state is measured through the observation process
yk = Ckxk +Dkqk, (4.83)
where yk ∈ Rny is the measurement and qk ∈ Rny is measurement noise, and Ck ∈ Rny×nx
and Dk ∈ Rny×ny are given. Increments of the measurement noise qk are i.i.d. standard
Gaussian random vectors. In order to simplify the filtering equations, we assume that the
matrix Dk is invertible. The case when Dk is rank-deficient can be treated using well-
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known approaches [118]. Before the first measurement is taken, we assume that we will be
provided with a state estimate x̂0- with estimation error x̃0- = x0− x̂0- . We assume that x̂0-
and x̃0- are independent random vectors with known distributions given as
x̂0- ∼ N (x̄0, P̂0-), x̃0- ∼ N (0, P̃0-), (4.84)
where the positive semi-definite matrices P̃0- , P̂0- and the vector x̄0 are all fixed and known.
That is, we do not assume to know the initial state estimate when designing the control law,
but we know its distribution, which allows for the control law to be designed before any
measurements are collected. For example, in the case when we will be provided with the
exact value of the state before the initial step, then x̃0- = 0, x̂0- = x0, and P̃0- = 0. On the
other hand, if we will not be provided with any new information about the state before step
k = 0, then x̂0- = x̄0 and P̂0- = 0. Finally, we assume that x̂0- , x̃0- , (wk), and (qk) are
independent.
Define the filtration (Fk)Nk=−1 by F−1 = σ(x̂0-) and Fk = σ(x̂0- , yi : 0 ≤ i ≤ k) for
0 ≤ k ≤ N . This filtration represents the information that can be used to estimate the state
and determine the control action, in the sense that the estimated state and the control at step
k are both Fk-measurable random vectors. The initial σ-algebra F−1 is defined for logical
consistency, since the initial state estimate is known before any measurements are taken.
As before, let x̄k = E(xk) be the mean state, and now define the estimated (filtered)
state as x̂k = E(xk|Fk) and the estimation error as x̃k = xk − x̂k. The estimated state has
mean
E(x̂k) = E(E(xk|Fk)) = E(xk) = x̄k, (4.85)
and hence the estimation error has zero mean, that is, E(x̃k) = 0 for all 0 ≤ k ≤ N . Define
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the state, estimated state, and estimation error covariances as
Pk = Cov(xk) = E
(
(xk − x̄k)(xk − x̄k)T
)
, (4.86)
P̂k = Cov(x̂k) = E
(
(x̂k − x̄k)(x̂k − x̄k)T
)
, (4.87)
P̃k = Cov(x̃k) = E
(
(x̂k − xk)(x̂k − xk)T
)
. (4.88)




















and from this expression it can be shown that the state covariance satisfies Pk = P̂k + P̃k.
Define the prior estimated state and prior estimation error as x̂k- = E(xk|Fk−1) and x̃k- =
xk− x̂k- , respectively, with corresponding covariances P̂k- and P̃k- as above. It follows that
the initial state is distributed as
x0 ∼ N (x̄0, P0), (4.90)
where P0 = P̂0- + P̃0- .
The initial state distribution is thus the same as in the full-state feedback case consid-
ered in Section 4.2. The present case constitutes an extension to the previous theory by
decomposing the initial state uncertainty into the part x̂0- that will be known at the initial
time, and a part x̃0- that will remain unknown.
As in the previous section, the state and control are constrained as in (4.5) and (4.6) to
convex polytopes Rx and Ru defined as in (4.3) and (4.4); the probability control magni-
tude exceeds the limit ρ is constrained as in (4.7); and mean and the covariance of the final
state are constrained as in (4.8) for a given final mean vector x̄f and maximum final state
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covariance Pf . However, since the final state covariance consists of both the filtered state
and the estimation error covariances, and since the estimation error covariance (as will be
shown) cannot be affected by the control, we assume that the final state covariance satisfies
Pf > P̃N (4.91)
so that the constraint Cov(xN) = P̂N + P̃N ≤ Pf is feasible.





Kk,i(x̂i − x̄i) + vk, (4.92)
for k = 0, 1, . . . , N − 1, where, as before, Kk,i ∈ Rm×n are feedback gains and vk ∈ Rm
are feedforward controls.
Finally, as before, we wish to find the feedback gains (Kk,i) and the feedforward con-
trols (vk) to minimize the cost function (4.10). In summary, we are concerned with follow-
ing stochastic optimal control problem.
Problem 4.2. Find the feedback gains (Kk,i) and the feedforward controls (vk) for the
control law (4.92) that minimize the cost (4.10), subject to the dynamics (4.1), the state
chance constraints (4.5), the control chance constraints (4.6), (4.7), and the final state
distribution constraints (4.8).
Note that the only difference between this output-feedback problem and Problem 4.1 is
that the feedback law (4.92) depends on the filtered state rather than the true state.
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4.3.2 Separation of the Observation and Control Problems
Since the system (4.1) is linear and the state is Gaussian distributed, the estimated state is
obtained by the Kalman filter. Thus, the filtered estimated satisfies [15]
x̂k = x̂k- + Fk(yk − Ckx̂k-), (4.93)










is the Kalman gain, and the error covariances are given by






We see that the estimation error covariance P̃k does not depend on the control. It follows
that the control objective can be equivalently be given entirely in terms of the filtered state.
First, we rewrite the quadratic state penalty term in the cost (4.10) as
E
(




(xk − x̂k + x̂k − xdk)TQk(xk − x̂k + x̂k − xdk)
)
. (4.98)
Expanding and collecting terms, we obtain
E
(




















where the first term (4.99a) reduces to tr P̃kQk directly from the definition (4.88) of P̃k, and
where the second term (4.99b) equals zero due to the properties of conditional expectation:
E
(























tr P̃kQk + Ĵ(Kk,i, vk), (4.102)
where











Since the estimation error covariance P̃k is determined by the Kalman filter and not
by the control, optimizing over the objective Ĵ(Kk,i, vk) is equivalent to optimizing over
J(Kk,i, vk). Furthermore, we can determine the distribution of the state as a function of the
mean and covariance of the estimated state process, that is,
xk ∼ N (x̄k, Pk) ⇐⇒ x̂k ∼ N (x̄k, Pk − P̃k). (4.104)
It follows that, in order for the final state covariance to satisfy 0 < PN ≤ Pf , the maximum
final covariance Pf must satisfy Pf > P̃N , which we have already assumed.
Define now the innovation process (ỹk-) by
ỹk- = yk − E(yk|Fk−1), (4.105)
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for k = 0, 1, . . . , N . Since
E(yk|Fk−1) = E(Ckxk +Dkqk|Fk−1) = Ckx̂k- , (4.106)
we obtain, by substituting the observation model (4.83) in (4.105), that
ỹk- = yk − Ckx̂k- = Ckx̃k- +Dkqk. (4.107)
The state error x̃k- depends linearly on x̃0- , (wi)k−1i=1 , and (qi)
k−1
i=1 , which are each indepen-
dent of qk. It follows that x̃k- and qk are independent, and therefore we can compute the
covariance of the innovation process as







Thus, the distribution of the innovation process is determined by the estimation error co-
variance P̃k- , and therefore may be computed prior to solving for the control inputs. We
rewrite the estimated state process as
x̂k+1 = Akx̂k +Bkuk + Fk+1ỹ(k+1)- , (4.109)
where x̂0 = x̂0- +F0ỹ0- . We have thus replaced the state process (4.1) with noise termGkwk
with a corresponding filtered state process with noise Fk+1ỹ(k+1)- . The stochastic optimal
control problem may now be posed entirely in terms of the filtered state process (4.109).
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4.3.3 Control of the Filtered State
Block-Matrix Formulation









































Let X̂ ∈ R(N+1)n and Ỹ ∈ R(N+1)ny be column vectors constructed by stacking x̂k and ỹk-
for k = 0, 1, . . . , N , and let A, B, and F be appropriately constructed block matrices as
in (4.110). Note that the structure of F differs from that of G; otherwise, this construction
for the filtered state process is the same as for the state process (4.15).
The filtered state process is then written as the linear matrix equation
X̂ = Ax̂0- + BU + F Ỹ . (4.111)
Let K and V ∼= (vk) be defined as in Subsection 4.2.2, which allows us to write the control
process U ∈ RNm ∼= (uk) as
U = K(X̂ − X̄) + V. (4.112)
Substituting the control (4.112) into the filtered state equation (4.111), we obtain the closed-
loop filtered state process
X̂ = Ax̂0- + BK(X̂ − X̄) + BV + F Ỹ . (4.113)
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Solving for X̄ and X̂− X̄ from (4.113), and using the fact that Ỹ has zero mean, we obtain
X̄ = E(X̂) = Ax̄0 + BV, (4.114)
X̂ − X̄ = (I −BK)−1(A(x̂0- − x̄0) + F Ỹ ). (4.115)
Following the approach in Section 4.2, we again define L as in (4.23) to be a new decision
variable. In terms of L, the closed-loop system (4.115) is given as
X̂ − X̄ = (I + BL)(A(x̂0- − x̄0) + F Ỹ ). (4.116)
Since steps of the innovation process (ỹk-) are independent [119], the covariance of Ỹ
is the block-diagonal matrix
PỸ = Cov(Ỹ ) = blkdiag(Pỹ0- , . . . , PỹN- ), (4.117)
where Pỹk- as in (4.108). By assumption, x̂0- is independent from both x̃0- and q0, and
therefore by (4.107) we have that x̂0- is independent from Ỹ . It follows that
Ŝ = Cov(A(x̂0- − x̄0) + F Ỹ ) = AP̂0-AT + FPỸ F T. (4.118)
The filtered state and control processes are thus both Gaussian distributed with mean values
X̄ and V and with covariances
PX̂ = Cov(X̂) = (I + BL)Ŝ(I + BL)
T, (4.119)
P̂U = Cov(U) = LŜL
T. (4.120)
Note that while the structure of (4.119) and (4.120) are similar to the state and control
process covariance (4.27) and (4.28) for the full state feedback case, the value of Ŝ, which
depends on both the process and observation noise models, differs from that of S given in
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(4.29) — hence the notation P̂U to differentiate the control process covariance when using
output feedback.
State and Control Polytope Chance Constraints
In terms of the column vector X̃ ∼= (x̃k), the state chance constraints (4.5) may be written
as
P(Ek(X̂ + X̄) /∈ Rx) ≤ pxfail, k = 1, 2, . . . , N. (4.121)
The distribution of X̂+X̃ is determined, per (4.104), by the filtered process (4.111) and the
sequence (P̃k), and therefore the probability in (4.121) depends solely, for fixed problem
parameters, on the control sequence U .
As in the full state feedback case, we again relax the state chance constraint (4.121) as
in (4.11), enforcing Nx separate half-plane constraints given by
P(aTjxk > αj) ≤ pxj ⇐⇒ cdfn−1(1− pxj )‖P 1/2k aj‖+ aTjx̄k ≤ αj, (4.122)
where Pk is the state covariance at time step k, which we can write as
Pk = EkPX̂E
T
k + P̃k. (4.123)

























 = EkPX̂ETk + P̃k = Pk. (4.125)
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Notice that, because each pj < 0.5, it follows that cdfn−1(1−pj) > 0. Finally, substituting








∥∥∥∥∥∥∥+ aTjEk(Ax̄0 + BV ) ≤ αj. (4.126)
The control half-plane chance constraint is formulated as in Section 4.2, except the term S
is replaced with Ŝ as in (4.120), which yields
cdfn−1(1− puj )‖Ŝ1/2LTEuTk bj‖+ bTjEukV ≤ βj, (4.127)
which is also a second order cone constraint in L and V .
Control Magnitude Chance Constraints
The convex formulation of the control magnitude constraint (4.7) is the same for the output
feedback case as for the state feedback case, except that, as for the half-plane constraints
(4.127), the matrix S in (4.76) and (4.77) is substituted with Ŝ.
Final State Constraints
The terminal constraint E(xN) = x̄f is written as
ENX̄ = EN(Ax̄0 + BV ) = x̄f , (4.128)
which is affine in V , and hence convex. The terminal covariance constraint may be written
as
Cov(x̂N) = EN(I + BF )Ŝ(I + BF )
TETN ≤ Pf − P̃N , (4.129)
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or, equivalently, as
‖Ŝ1/2(I + BF )TETN(Pf − P̃N)−1/2‖ ≤ 1. (4.130)
The matrix (Pf − P̃N)−1/2 exists since, by assumption, Pf > P̃N .
Cost Function
The filtered state objective (4.103) has the same form as the original objective (4.10), except
that the state is replaced by the filtered state. Thus, similar to (4.53), the filtered state
objective can be rewritten as
Ĵ(L, V ) = tr
{(








Note that, except for the matrix Ŝ, the structure of this cost function is the same as for
the state feedback case. However, as we will see in the following, the optimal controls for
the output feedback problem are differentiated from those for the state feedback case due
to the interaction between the state constraints and the estimation error uncertainty.
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4.3.4 Summary of Convex Solution
The convex formulation of the output feedback, chance-constrained covariance steering
problem is summarized as follows.
minimize
L,V
Ĵ(L, V ) = tr
{(









subject to EN(Ax̄0 + BV ) = x̄f (4.132b)









+aTjEk(Ax̄0 + BV ) ≤ αj
∀(k, j) ∈ X (4.132d)
cdfn−1(1− puj )‖Ŝ1/2LEuTk bj‖+ bTjEukV ≤ βj ∀(k, j) ∈ U (4.132e)








∀k ∈ {0, . . . , N − 1}
if m ≤ 2












∀k ∈ {0, . . . , N − 1}
if m > 2
(4.132f)
where Ŝ = AP̂0-AT + FPỸ F
T (4.132g)
PỸ as in (4.117) (4.132h)
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4.3.5 Numerical Example
Consider the double integrator system (4.79) described in Subsection 4.2.5 with, in addi-
tion, the observation model described by the matrices
C =

0 1 0 0
0 0 1 0
0 0 0 1






Note that the first position coordinate is not measured. The state is initially distributed
as in (4.80), with the initial covariance decomposed into the filtered state covariance and
estimation error given by
P̃0- =

0.03 0 0 0
0 0.01 0 0
0 0 0.014 0




0.07 0 0 0
0 0.09 0 0
0 0 0.006 0
0 0 0 0.006

. (4.134)
Note that P̃0- + P̂0- = P0. The final state is constrained as in (4.81). The convex optimiza-
tion problem (4.132), with L block lower-triangular, was solved using YALMIP [117] with
MOSEK [106]. Resulting trajectories are shown in Figures 4.3 and 4.4.
In this example it is clear that the resulting control depends on the observation model.
Since the first position coordinate is not directly measured, there is a larger uncertainty
in the estimated value of the first position coordinate compared to the second position
coordinate. The controller compensates accordingly by using sufficient control effort along
the first position coordinate so that the chance constraints are satisfied. We can see this by
comparing the estimated state covariance and the estimation error covariance in Figure 4.4.
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Figure 4.3: Position and control covariance evolution for the closed-loop double integrator
system, where x(i) and u(i) denote coordinates of the state and control.


















Figure 4.4: Estimated state covariance (left) and estimation error covariance (right).
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4.4 Nonlinear Covariance Steering via Successive Linearization
In this section, we propose an algorithmic approach to solve the nonlinear CS problem
by iteratively solving the linear CS problem with respect to the reference trajectory of the
previous step. This algorithm, which we will refer to as iterative CS (iCS), is a natural
extension of linear CS in the spirit of other well known successive approximation methods
such as differential dynamic programming (DDP) [120] and iterative LQG (iLQG) [121],
which both compute a feedback control by backwards propagating an approximation of
the value function. For iCS, we similarly approximate the nonlinear dynamics about a
reference trajectory, but, in contrast, the control updates are found by solving a convex
program, which has the benefit of allowing direct consideration of probabilistic constraints
at the cost of computation time and restricts the approximation of the dynamics to first
order.
4.4.1 Problem Definition
Consider the nonlinear continuous-time stochastic system
dx = f(x, u, t)dt+ g(x, t)dw, (4.135)
on the time interval [t0, tf ], where x ∈ Rn is the state, u ∈ Rm is the control, w(t) is an
n-dimensional Brownian motion, and the functions f and g are known. The state at the
initial time x(t0) is Gaussian distributed as
x(t0) ∼ N (x̄0, P0), (4.136)
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with known mean x̄0 and known covariance P0. Let P = (tk : k = 0, . . . , N) be a partition
of the interval [t0, tf ], that is,
t0 = tk=0 < · · · < tk < · · · < tk=N = tf . (4.137)
The control is assumed to be piecewise constant on subintervals of the partition P, so that
u(t) = u(tk), t ∈ [tk, tk+1), k = 0, . . . , N − 1. (4.138)
We write xk = x(tk) and uk = u(tk) for notational simplicity. As in Section 4.2, the




Kk,`x̃` + vk, (4.139)
where x̃` = x` − x̄` is the state deviation from its mean, Kk,` ∈ Rm×n are feedback gains,
and vk ∈ Rm are nominal controls. Thus, at each time tk, the control is computed as a
function of the states x(t0), . . . , x(tk), and is then held constant until the next decision time
tk+1. Since the control uk = u(tk) depends only on state at or before the time tk, the
resulting control process is causal.
Aside from considering the nonlinear continuous-time system (4.135) in place of the
linear discrete-time system (4.1), the problem definition in this section is the same as Sec-
tion 4.2. The state and control are constrained at the discrete times tk of the partition P
to lie in convex polytopes as in (4.5) and (4.6), and we again relax the polytope chance
constraints into Nx and Nu independent half-plane constraints (4.11) and (4.12). The con-
trol magnitude is further constrained in probability as in (4.7). The state at the final time
tf is constrained to have a prescribed mean x̄f and a maximum covariance Pf as in (4.8).
Finally, our objective is solve for the feedback gains Kk,` and the nominal controls vk that
minimize the objective (4.10).
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4.4.2 Approximation by a Linear Discrete-Time System
Linearization
Suppose we are provided with a reference control û(t) over the time interval [t0, tf ]. The
corresponding reference state process x̂(t) is obtained by integrating the deterministic sys-
tem
˙̂x = f(x̂, û, t), (4.140)
from the initial condition x̂(t0) = x̄0. The nonlinear system (4.135) is then linearized along
the trajectory (û(t), x̂(t)) to obtain the linear stochastic system
dx ≈ (A(t)x+B(t)u+ c(t))dt+G(t)dw, (4.141)




(x̂(t), û(t), t), B(t) =
∂f
∂u
(x̂(t), û(t), t), G(t) = g(x̂(t), û(t)), (4.142)
c(t) = f(x̂(t), û(t), t)− A(t)x̂(t)−B(t)û(t). (4.143)
Discretization
The state x(t) at any time t > tk is approximately obtained by integrating the linear SDE
(4.141), which admits the exact solution











in terms of the state transition matrix Φ(t, s) corresponding to the state matrix A(t); that is,
Φ(t, s) is an invertible matrix that satisfies
∂
∂t
Φ(t, t0) = A(t)Φ(t, t0), Φ(t0, t0) = I, (4.145)
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from which it can be shown that Φ(t, s) = Φ(t, t0)Φ−1(s, t0). Note that the solution in
(4.144) is an approximation only due to the linearization (4.141), and not from the integra-
tion. Substituting the control u(t) = uk from (4.138), and letting t = tk+1, we obtain the
discrete-time system































T(t)ΦT(tk+1, t) dt. (4.148)
Thus, if wk ∈ Rn is a standard Gaussian random vector, and if Gk ∈ Rn×n is any matrix







where d= denotes equality in distribution. The matrix Gk may be computed, for example,
as the Cholesky decomposition of the integral (4.148). We rewrite (4.146) as
xk+1 = Akxk +Bkuk + ck +Gkwk, (4.150)
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in terms of the matrices
Ak = Φ(tk+1, tk), Bk =
∫ tk+1
tk











w(s) : s ∈ [t`, t`+1)
)
, for k 6= `, of the
Brownian motion w(t) are independent, it follows that the Gaussian random vectors (wk)
in (4.151) are independent.
In summary, the solution (xk) of the difference equation (4.150), with the initial condi-
tion x0 = x(t0), equals, in distribution, the solution x(t) of the linear SDE (4.141) at the
times tk for k = 0, . . . , N .
Block Matrix Formulation


















































For appropriately constructed block matrices A, B, and G, as in Section 4.2, and with
the column vector C ∈ R(N+1)n resulting from the matrix multiplication involving the (ck)
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terms in (4.152), the filtered state process can be written as the linear matrix equation
X = Ax0 + BU + C + GW. (4.153)
This system is the same as that treated in the previous sections, except for the addition of
the drift term C. We therefore proceed following the analysis from Section 4.2, with the
new decision variable L in place of K. Since the addition of the drift term C only affects
the mean state process by
X̄ = Ax̄0 + BV + C, (4.154)
we omit the details and instead present the resulting convex optimization problem, follow-
ing the introduction of additional constraints.
4.4.3 Iterative Covariance Steering
Trust Region Constraints
The linear approximation of the system dynamics is only valid in a neighborhood around
the reference trajectory, so care must be taken to ensure that the optimal controls for the
linear problem are relevant to the nonlinear problem. For this reason, variations in the state
and the control from the previous solution are bounded inside a trust region [24] defined
by the constraints
‖x̄k − x̂k‖Mxk ≤ ∆
x, k = 1, . . . , N, (4.155)
‖ūk − ûk‖Muk ≤ ∆
u, k = 0, . . . , N − 1, (4.156)
where Mxk and M
u
k are positive semi-definite weight matrices, ∆
x and ∆u are given devia-
tion limits, and x̂k = x̂(tk) and ûk = û(tk) are the nominal state and control at the discrete
times tk.
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Summary of Convex Solution
In summary, the original continuous-time stochastic optimal control problem has been ap-
proximated in the neighborhood of a provided reference trajectory as the following deter-
ministic convex optimization problem.
minimize
L,V
J(L, V ) = tr
{(









subject to EN(Ax̄0 + BV + C) = x̄f (4.157b)
‖S1/2(I + BL)TETNP−1/2f ‖ ≤ 1 (4.157c)
cdfn−1(1− pxj )‖S1/2(I + BL)ETkaj‖
+ aTjEk(Ax̄0 + BV + C) ≤ αj
∀(k, j) ∈ X (4.157d)
cdfn−1(1− puj )‖S1/2LEuTk bj‖+ bTjEukV ≤ βj ∀(k, j) ∈ U (4.157e)








∀k ∈ {0, . . . , N − 1}
if m ≤ 2












∀k ∈ {0, . . . , N − 1}
if m > 2
(4.157f)
‖Ek(Ax̄0 + BV + C)− x̂k‖Mxk ≤ ∆
x ∀k ∈ {0, . . . , N − 1} (4.157g)
‖EukV − ûk‖Muk ≤ ∆
u ∀k ∈ {1, . . . , N} (4.157h)
where S = AP0AT + GGT (4.157i)
After solving this problem, the gain matrices (Kk,i) are computed from L per (4.25) and
the feedforward controls vk and expected states x̄k = E(x(tk)) are given in V and X̄ ,
respectively, thus obtaining a feedback law of the desired form (4.139).
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Iterative Covariance Steering Algorithm
The solution to the original optimal control problem is obtained by successively solving
the approximate convex problem, where the optimal control obtained during each iteration
is used to propagate the nonlinear system, as in (4.140), in order to obtain the reference
trajectory for the following iteration [70]. In the context of deterministic optimal control,
this method is often referred to as successive linearization or successive convexification
[24, 122]; in the absence of constraints, this procedure reduces to iterative linear quadratic
Gaussian control (iLQG) [121]. The resulting iterative solution procedure, which we refer
to as iterative covariance steering (iCS) [70], is summarized in Algorithm 2.
Algorithm 2: Iterative covariance steering (iCS)
Input: Initial state mean and covariance x̄0, P0, initial control guess û, time
partition P
Output: Control law parameters (Kk,`), (vk), (x̄k)
1 while termination criteria not met do
2 Propagate nominal trajectory (4.140);
3 Linearize (4.141);
4 Discretize and construct block matrix system (4.152);
5 Solve convex program (4.157);
6 Solve feedback gain K from L as in (4.25);
7 Set control law (4.139);
8 Set new nominal control ûk ← ūk;
9 end
4.5 Application to Spacecraft Guidance
In this section, we apply the iCS method developed in Section 4.4 to the problem of guiding
a spacecraft on an Earth-to-Mars transfer with a low-thrust engine. For simplicity, the orbits
of Earth and Mars are assumed to be co-planar and the spacecraft mass-change dynamics
are neglected. The position r ∈ R2 and velocity v ∈ R2 of the spacecraft are given in a
Sun-centered inertial frame, and external perturbing accelerations are modeled as a two-
dimensional Brownian motion w(t). At the initial time t0, the spacecraft state x = (r, v) is
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assumed to be normally distributed as
x(t0) = x0 ∼ N (x̄0, P0), (4.158)
where the vector x̄0 = (r̄0, v̄0) and the positive semi-definite matrix P0 are both fixed and











where µ is the gravitational parameter of the Sun, σ is a positive scalar indicating the dis-
turbance intensity, and u ∈ R2 is the commanded thrust acceleration, which is constrained
in magnitude by
‖u‖ ≤ umax. (4.160)
The initial state covariance is given as
P0 = diag(10
2 km2, 102 km2, 0.12 km2/s2, 0.12 km2/s2), (4.161)
and the final covariance is constrained by to be less than
Pxf = diag(0.0447 AU
2, 0.0447 AU2, 0.3336 AU2/day2, 0.3336 AU2/day2)× 10−4.
(4.162)
The running cost weights are give by
Q = diag(0.1 AU−2, 0.1 AU−2, 0.001 day2/AU2, 0.001 day2/AU2), (4.163)
R = 0.1I day2/AU. (4.164)
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r̄f (−1.1543, 1.1829) AU
v̄f (−16.427,−14.861) km/s
Property Value Unit
tf − t0 348.79 days
umax 1× 10−3 m/s2
σ 0.2× umax -
µ 1.3271× 1020 m3/s2
N 40 -























Figure 4.5: Nominal trajectory and controls with discrete times indicated as dots along the
trajectory.
Following the initial covariance provided in km and km/s, the problem was converted into
astronomical units and days, and hence the final covariance and running costs are provided
in these units. The remainder of the problem parameters are listed in Table 4.1. We remark
that these parameters are approximately equal to the parameters from the numerical exam-
ple presented in Ref. [95]. The disturbance intensity, final covariance, and running cost
weights, however, are arbitrarily set for the purposes of numerical demonstration.
The initial control guess was obtained as the solution to the nominal optimal control
problem using an existing solver with a fixed margin on the maximum throttle1. The al-
1GPOPS-II [123] was used to solve for the initial trajectory.
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gorithm ran for five iterations, and the resulting nominal trajectory is shown in Figure 4.5.
The nominal control with Monte Carlo samples is shown in Figure 4.6 and the evolution
of the position covariance for both open and closed-loop control simulations is shown in







0.4468 0.0000 0.0128 0.0078
0.0000 0.4468 0.0051 0.0102
0.0128 0.0051 0.0022 0.0014
0.0078 0.0102 0.0014 0.0011

× 10−5, (4.165)
in units of AU for position values and AU/day for velocity values, which is less than the
maximum allowed covariance (4.162).
Due to the control magnitude chance constraint, the controller plans for more aggres-
sive feedback when the optimal open-loop control is not near the maximum value. Fur-
thermore, as we can see in Figure 4.6, the nominal control does not immediately increase
to its maximum value during the final approach segment as would be the case for an opti-
mal deterministic controller. Instead, the nominal control is set so as to reserve a margin
for the corrective actions that are necessary to meet the final covariance constraint. If the
final covariance constraint is tightened, then we expect that a larger margin will be left on
the nominal control. This behavior demonstrates the benefit of coupling the design of the
reference trajectory to the design of the feedback gains.
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Figure 4.6: Nominal control (black) with sample control trajectories (gray).




































Figure 4.7: Open-loop (left) and closed-loop (right) position covariances at each time step.
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CHAPTER 5
COVARIANCE STEERING WITH SPATIALLY-DEPENDENT UNCERTAINTY
The material in this chapter is based on Ref. [124].
5.1 Introduction
Random disturbances acting on autonomous systems are often spatially dependent. Ex-
amples include variations in atmospheric properties [66], underwater currents [125], and
gravitational fields [126]. The uncertain nature of these disturbances leads the system state
to be a random variable with statistics determined by the system dynamics, the probabilis-
tic structure of the disturbances, and the system control law. While system dynamics and
the probabilistic structure of the disturbances are fixed, it is possible to design the feedback
controls to desirably shape the evolution of the system probability distribution. Indeed, as
we have shown in the previous chapter, steering the state covariance of a Gaussian dis-
tributed system can be formulated as a convex optimization over the nominal control and
the feedback gains. However, the stochastic control literature — including the work in
the previous chapter — is primarily concerned with systems affected by temporal distur-
bances, such as Brownian motion, rather than spatial disturbances. The aim of this chapter
is to bridge the gap between the treatment of spatial and temporal disturbances for feed-
back control design, and to solve for affine feedback laws that explicitly steer the mean and
covariance of the system state, subject to chance constraints, while the system is affected
by spatially-dependent uncertainty.
In this chapter, we model spatial uncertainty as a Gaussian random field (GRF), which
can be thought of as a generalization of the Gaussian distribution to function spaces [127].
Similarly to a Gaussian random vector, a GRF is fully characterized by a mean and a
covariance function. Indeed, for any finite number of inputs, such as a set of position
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vectors, the values of the GRF at the input points are jointly Gaussian distributed with
mean and covariance determined by evaluating the mean and covariance functions at the
input points.
GRF models are widely applied in the fields of spatial analysis [128, 129], machine
learning [127], robotics [130, 131, 132], and state estimation [126, 133]. For many appli-
cations, including the aforementioned references, GRF models are primarily used for either
regression or for characterization of a to-be-explored unknown environment. This chapter,
in contrast, is concerned with using a GRF to characterize disturbances to be handled by
feedback control, similar to how disturbances are treated in classical stochastic control,
such as Linear Quadratic Gaussian (LQG) control.
We take as a motivating example the problem of aerocapture, which is an orbital aeroas-
sist maneuver where a spacecraft uses a planet’s atmosphere to decelerate from a hyperbolic
orbit into a captured elliptical orbit around the planet [50]. By design, the spacecraft must
fly through the atmosphere of another planet, which may not be well characterized, at
orbital velocity. Descending into the lower atmosphere results in (exponentially) higher
density and thus more drag, which increases the effectiveness of the maneuver — but the
perturbing effect of density variations is also much greater at the lower attitudes. Further-
more, assuming that atmospheric density variations depend, at least partly, on the altitude,
the density variations seen by the vehicle following periapsis are correlated to previously
encountered variations [66, 107]. While the atmospheric density uncertainty is a major
driver of performance, no methodology currently exists to explicitly treat the atmospheric
uncertainty for guidance and control optimization. Rather, the state-of-the-art closed-loop
predictor-corrector guidance successively treats the atmosphere as being equal to an on-
board current best estimate, and performs a deterministic optimization [64]. The resulting
guidance performance is evaluated through Monte Carlo that does include spatial density
variations, and guidance parameters are tuned based on the Monte Carlo results [59, 68].
This chapter takes a sequential optimization approach to solve for both a feedforward
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(nominal) control and corresponding state feedback gains. We begin with a nominal trajec-
tory that does not account for uncertainty, and which takes the GRF to be equal to its mean
value. This trajectory may be the solution to a deterministic optimal control problem, for
example. Assuming that, in the presence of uncertainty, the trajectory will not deviate too
far from its nominal value, the perturbing effect of the GRF can be approximated by the
statistics of the GRF evaluated along the nominal trajectory. In other words, the nominal
trajectory serves as a mapping between time and space, which is used to reduce the spatial
GRF to a temporal process. Trajectory disturbances due to the GRF are then approximated
by a sequence of jointly Gaussian random vectors, the statistics of which depend on both
the structure of the GRF and the nominal trajectory. Thus, the linearized optimal control
subproblem is reduced to the more tractable situation of a linear system being affected by
temporal disturbances.
For linear stochastic systems with additive Gaussian disturbances, it is well known that
the nominal control steers the state mean while the feedback gains steer the state covari-
ance. Chance constraints, however, depend on both the state mean and the covariance.
Thus, the chance-constrained optimal control of a linear stochastic system involves a joint
optimization over the nominal control and the feedback gains. This problem is referred to
as chance-constrained covariance steering, since the control law is designed to explicitly
steer the dynamics of the state covariance [75, 101]. Previous works have shown that state
history feedback laws result in a convex formulation of the chance constrained covariance
steering problem [76, 71, 70, 91]. For the present problem, we may therefore jointly op-
timize updates to the nominal control and the feedback gains, while considering the local
effect of the GRF-induced disturbances, and while enforcing chance constraints. Finally,
the optimal control from each linearized subproblem is used to propagate the nominal,
nonlinear dynamics to obtain the reference trajectory for the subsequent iterate.
This chapter is organized as follows. Properties of GRFs are reviewed in Section 5.2.
The stochastic optimal control problem of chance-constrained covariance steering in a GRF
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is introduced in Section 5.3. In Section 5.4, a solution to this problem is developed by suc-
cessive convexification. The proposed method is first applied to a simple double integrator
problem in Section 5.5.1, and is then applied to the aerocapure guidance problem in Sec-
tion 5.5.2. Finally, we conclude in Section 5.6.
5.2 Gaussian Random Fields
A collection of random variables
(
Ψ(z) : z ∈ I
)
is a Gaussian random field (GRF), also
referred to as a Gaussian process, if any finite linear combination of the variables Ψ(zi)
with {zi} ⊂ I is Gaussian distributed — that is, if the variables Ψ(zi) are jointly Gaussian
[113, 127]. A GRF is fully characterized by a mean function





and a positive semi-definite covariance function





Thus, the values of the field Ψ∗ =
(




at any n input points {z∗1 , . . . , z∗n} ⊂










1) · · · Σ(z∗1 , z∗n)




1) · · · Σ(z∗n, z∗n)
 . (5.3)
Suppose that y ∈ Rm is a vector of measurements yi = Ψ(zmi ) + εi taken at the points
{zm1 , . . . , zmm} ⊂ I, with the measurement noise εi
i.i.d∼ N (0, σ2). Let µm ∈ Rm be a vector
with coordinates µ(zi), and let Σ∗,m = ΣTm,∗ ∈ Rn×m and Σm,m ∈ Rm×m be matrices with
entries Σ(z∗i , z
m




j ). Then, the values Ψ∗, conditioned on the measurement
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Figure 5.1: Single-dimensional GRF Ψ conditioned on measurements
data, are distributed as Ψ∗ | y ∼ N (µ∗|m,Σ∗,∗|m), where
µ∗|m = µ∗ + Σ∗,m(Σm,m + σ
2I)−1(y − µm), (5.4)
Σ∗,∗|m = Σ∗,∗ − Σ∗,m(Σm,m + σ2I)−1Σm,∗. (5.5)
Examples of conditioning on measurements are shown in Figures 5.1 and 5.2. Computing
the matrix inverse (Σm,m +σ2I)−1, however, incurs cubic computational complexity in the
number of measurements.
5.3 Problem Formulation
Consider a system with state x ∈ Rn, and let
(
Ψ(z) ∈ R : z ∈ Rd
)
be a GRF with known
mean function µ : Rd → R and known covariance function Σ : Rd × Rd → R. The
independent variable z of the GRF Ψ is a function of the system state, given by z = φ(x).









Figure 5.2: Two-dimensional GRF Ψ conditioned to have the right-most edges be constant
with the initial condition
x(t0) ∼ N (x̄0, P0), (5.7)
where u ∈ Rm is the control input, and where the mean vector x̄0 and covariance matrix
P0 are both fixed and known. The initial state x0 is assumed to be independent of the field
Ψ. The evolution of the system (5.6) is considered on the discrete time partition
P =
(
t0, . . . , tN
)
, (5.8)
for a given time horizon N , and such that tN = tf > 0 is a given, fixed final time.
The control is assumed to be piecewise constant on subintervals of the partition P, so
that
u(t) = u(tk), t ∈ [tk, tk+1), k = 0, . . . , N − 1. (5.9)
We write xk = x(tk) and uk = u(tk) for notational simplicity. The control is assumed to
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Kk,`x̃` + vk, (5.10)
where x̃` = x` − x̄` is the state deviation from its mean, Kk,` ∈ Rm×n are feedback gains,
and where vk ∈ Rm are nominal controls. As will be shown in the following sections,
state history feedback results in a convex formulation of the chance-constrained covariance
steering problem. Intuitively, and in contrast to Brownian-disturbance driven processes,
state history feedback is required since, due to the GRF Ψ, the state process may not be
Markovian.










≤ pui,k, ∀(i, k) ∈ U , (5.12)
where the vectors ai,k ∈ Rn, bi,k ∈ Rm and scalars αi,k, βi,k define half-plane constraints,
and pxi,k, p
u
i,k ∈ (0, 0.5) are maximum probabilities of constraint violation; the index sets
X and U determine the number of half-plane constraints to enforce at each decision time
tk. Furthermore, the mean and covariance of the state at the final time xf = x(tf ) are
constrained by
E(xf ) = x̄f , (5.13a)
Cov(xf ) ≤ Pf , (5.13b)
for a given target mean state x̄f and positive definite maximum final covariance matrix
Pf . Subject to the aforementioned constraints, we are concerned with finding the feedback
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gains Kk,` and feedforward controls vk to minimize the quadratic cost
J1(Kk,`, vk) = E
(N−1∑
k=0






for user-defined state and control weight matrices Qk ≥ 0 and Rk, R̄k ≥ 0, and where xdk
is a given defined desired trajectory. The cost weight is separated into Rk and R̄k so that,
if desired, the control variance may be penalized without penalizing the nominal control.
Alternatively, the upper 1− pf percentile of a functional of the state may be minimized by
considering the cost
J2(Kk,`, vk) = inf{γ ∈ R : P(ξTxf > γ) ≤ pf}, (5.15)
where ξ ∈ Rn and pf ∈ (0, 1) are user-defined constants. Note that, when seeking to
minimize the upper percentile cost (5.15), the final state mean should not be constrained,
since changing the final state mean may affect the cost value.
Without loss of generality, we take the cost to be the weighted sum
J = J1 + ηJ2, (5.16)
for some non-negative scalar η. Indeed, setting Qk, Rk, and R̄k to zero and η = 1, we re-
cover the 1−pf percentile cost (5.15), whereas setting η = 0 results in the purely quadratic
cost (5.14).
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5.4 Solution via Successive Convex Programming
5.4.1 Approximation About a Nominal Trajectory
Assume that a nominal control input û is provided on the time interval [t0, tf ], and let the






with the initial value x̂(t0) = x̄0. The GRF Ψ, its mean function µ, and its covariance
















Note that, unlike x̂ and û, the function Ψ̂ is random: the function Ψ̂ is an approximation of
Ψ in the sense that the statistics of Ψ̂ are evaluated along the nominal trajectory rather than
the perturbed trajectory. In other words, the nominal trajectory x̂ determines a mapping
from the spatially-dependent random field Ψ to the time-dependent random process Ψ̂;
this relationship is shown graphically in Figure 5.3. The following result establishes the
consistency of the definitions (5.18).
Proposition 5.4.1. The function Ψ̂(t) is a Gaussian random process with mean µ̂(t) and
covariance Σ̂(t, τ).
Proof. The process Ψ̂ is Gaussian since the random field Ψ is Gaussian; it remains only to










































= Σ̂(t, τ), (5.20)
which yields the desired result.





ẋ ≈ f(x̂, û, µ̂) + ∂f
∂x
(x− x̂) + ∂f
∂u




















c(t) = f(x̂, û, µ̂)− A(t)x̂−B(t)û−G(t)µ̂. (5.23)
The linearized system (5.21) is integrated from time tk to tk+1 to obtain the approximate
system evolution












where Φ is the state transition matrix corresponding to A(t). Simplifying, (5.24) is written
as the stochastic difference equation
xk+1 = Akxk +Bkuk + ck + wk, (5.25)
with the values Ak, Bk and ck taken from (5.24), and where the Gaussian disturbance term




Φ(tk+1, t)G(t)Ψ̂(t) dt. (5.26)
As shown in the following result, the mean and covariances of the disturbance terms wk
depend on the system dynamics and on the statistics of the GRF Ψ, via the functions µ̂ and
Σ̂.













T(τ)ΦT(t`+1, τ) dτ dt. (5.28)
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Proof. The mean term (5.27) follows from taking the expectation of wk in (5.26) and sub-
stituting (5.19). Furthermore,








The covariance of wk and w` is computed from (5.29) as
































GT(τ)ΦT(t`+1, τ) dτ dt. (5.32)
Substituting the covariance function Σ̂ from (5.20) into (5.32), we obtain the desired result.





Gaussian, and thus integrals over Ψ are also jointly Gaussian.
The system (5.25) is therefore simply a stochastic difference equation with Gaussian
















































Let X be a column vector constructed by stacking the states xk for k = 0, 1, . . . , N , and,
similarly, let U and W be the column vectors constructed by stacking the controls uk and
disturbances wk for k = 0, 1, . . . , N − 1. For appropriately constructed block matrices A,
B, and G as in (5.33), and with C an appropriately constructed vector, the state process
can be written as the linear matrix equation
X = Ax0 + BU + C + GW. (5.34)
See Refs. [71, 114, 76] for details on this construction. Letting the block lower-triangular
matrix K ∈ RNm×(N+1)n be given by
K =

K0,0 0 · · · 0
K1,0 K1,1 0 · · · 0
...
...
KN−1,0 KN−1,1 KN−1,2 · · · 0

, (5.35)
and letting U ∈ RNm, V ∈ RNm, and X̃ ∈ R(N+1)n be the vectors obtained by stacking
the closed-loop controls (uk), the feedforward controls (vk), and the state deviation (x̃k),
the control law (5.10) is given in block-matrix notation as
U = KX̃ + V. (5.36)
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Substituting the control (5.36) into the state equation (5.34) gives the closed-loop system
X̄ = Ax̄0 + BV + C + GW̄ , (5.37)
X̃ = (I −BK)−1(Ax̃0 + GW̃ ). (5.38)
Note that the mean state X̄ depends on the nominal control V , whereas the random state
deviation X̃ depends on the feedback gain K.
Following [114], we define the new decision variable L ∈ RNm×(N+1)n as
L = K(I −BK)−1. (5.39)
Since K is block lower-triangular and B is strictly block lower-triangular, the matrix I −
BK is invertible. It follows that L is block lower-triangular and satisfies
I + BL = (I −BK)−1, (5.40)
K = L(I + BL)−1. (5.41)
Therefore, we optimize over L in place of K [114].
Using the decision variable L as in (5.39) results in the closed-loop system
X̄ = Ax̄0 + BV + C + GW̄ , (5.42)
X̃ = (I + BL)(Ax̃0 + GW̃ ). (5.43)
The state and control processes X and U are thus Gaussian distributed with mean E(X) =
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X̄ as in (5.42), E(U) = V , and covariances
PX = Cov(X) = (I + BL)S(I + BL)
T, (5.44)




T + GCov(W )GT. (5.46)
The elements of the mean disturbance vector W̄ and the covariance matrix Cov(W ) are
obtained from the integrals (5.27) and (5.28).
5.4.3 Chance Constraints
The inner product aTi,kxk is a Gaussian random variable with mean a
T
i,kE(xk) and covariance
aTi,k Cov(xk)ai,k. It follows that








where cdfn is the normal cumulative distribution function. Taking the inverse of the normal
cumulative distribution function and rearranging terms, we obtain
P(aTi,kxk > αi,k) ≤ pxi,k
⇐⇒ cdfn−1(1−pxi,k)‖S1/2(I+BL)TETkai,k‖+aTi,kEk(Ax̄0 +BV +C+GW̄ ) ≤ αi,k,
(5.48)
where S1/2 denotes a matrix satisfying S = (S1/2)TS1/2, and where Ek ∈ Rn×(N+1)n is a
matrix defined such that EkX = xk. Similarly, for the control constraints,
P(bTi,kuk > βi,k) ≤ pui,k ⇐⇒ cdfn−1(1− pui,k)‖S1/2LTEuTk bi,k‖+ bTi,kEukV ≤ βi,k, (5.49)
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where Euk ∈ Rm×Nm such that EukU = uk.
5.4.4 Terminal Distribution Constraints
The final state mean constraint is given by
E(xf ) = EN(Ax̄0 + BV + C + GW̄ ) = x̄f , (5.50)
which is convex in the decision variable V . The final state covariance constraint is given
by
EN(I + BL)S(I + BL)
TETN ≤ Pf , (5.51)
which may be equivalently written as [71]
‖S1/2(I + BL)TETNP−1/2f ‖ ≤ 1, (5.52)
which is a convex constraint in terms of L. Note that, by assumption, Pf is positive definite,
and hence P−1/2f exists.
5.4.5 Cost Function
The cost J1 is written in terms of the decision variables L and V as
J1(L, V ) = tr
{(




+ ‖Ax̄0 + BV + C + GW̄ −Xd‖2Q + V TR̄V. (5.53)
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and where R̄ is defined as R with the weights R̄k. Next, we consider the expression of the
cost J2. Following the analysis in subsection 5.4.3, and since ξTxf is a Gaussian random
variable, we have the relationship
P(ξTxf ≤ γ) = cdfn
(




We can thus rewrite the inequality in the cost definition (5.15) as
P(ξTxf > γ) ≤ pf ⇐⇒ ξTE(xf ) +
√
ξT Cov(xf )ξ cdfn
−1(1− pf ) ≤ γ. (5.56)
The minimum value γ∗ = J2 that satisfies the inequality (5.56) is obtained by setting
equality in (5.56). After substituting the decision variables L and V from (5.42) and (5.43)
into (5.56) and simplifying, we obtain the cost J2 as the convex function
J2(L, V ) = ξ
T(Ax̄0 +BV +C +GW̄ ) + cdfn
−1(1− pf )‖S1/2(I +BL)TETNξ‖. (5.57)
5.4.6 Iterative Covariance Steering
In the precious subsections, we have formulated the original stochastic optimal control
problem as a convex program with respect to a provided nominal control input. A solution
to the original, nonlinear problem can be obtained by iteratively solving the convexified
problem; this procedure is, in general, referred to as successive convex programming [122,
24, 70].
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First, we must introduce the following trust region constraints that serve to restrict each
successive convex problem to a domain in which the convex approximation remains valid:
‖ūk − ûk‖Muk ≤ ∆
u, (5.58)
‖x̄k − x̂k‖Mxk ≤ ∆
x, (5.59)
where Muk and M
x
k are positive semi-definite weight matrices and where ∆
u and ∆x are
given deviation limits. The subproblem to be solved, which we refer to as the covariance
steering problem, is therefore given as the following convex optimization problem.
minimize
L,V
J(L,V ) = tr
{(




+ ‖X̄ −Xd‖2Q + V TR̄V
+ η
{
ξTX̄ + cdfn−1(1− pf )‖S1/2(I + BL)TETNξ‖
}
(5.60a)
subject to ENX̄ = x̄f (5.60b)
‖S1/2(I + BL)TETNP−1/2f ‖ ≤ 1 (5.60c)
cdfn−1(1− pxi,k)‖S1/2(I + BL)ETkai,k‖
+ aTi,kEkX̄ ≤ αj





∀(i, k) ∈ U (5.60e)
‖EkX̄ − x̂k‖Mxk ≤ ∆
x ∀k ∈ {0, . . . , N − 1} (5.60f)
‖EukV − ûk‖Muk ≤ ∆
u ∀k ∈ {1, . . . , N} (5.60g)
where S = AP0AT + GCov(W )GT (5.60h)
X̄ = Ax̄0 + BV + C + GW̄ (5.60i)
The resulting successive convex programming algorithm is summarized in Algorithm 3.
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Algorithm 3: Iterative Covariance Steering in a Gaussian Random Field
Input: Initial state mean and covariance x̄0, P0, initial control guess û, time
partition P
Output: Control law parameters (Kk,`), (vk), (x̄k)
1 while termination criteria not met do
2 Propagate nominal trajectory (5.17);
3 Linearize (5.21);
4 Discretize (5.24);
5 Calculate disturbance statistics (5.27), (5.28);
6 Solve convex program (5.60);
7 Solve feedback gain K from L as in (5.41);
8 Set control law (5.10);
9 Set new nominal control ûk ← ūk;
10 end
5.5 Numerical Examples
In this section we illustrate the developed theory with two examples. The first of which
is a double integrator subjected to random, position-dependent external force. The sec-
ond example treats aerocapture guidance around a planet with altitude-dependent density
variations.
5.5.1 Double Integrator
Consider a single-dimensional double integrator with position r and velocity v. A GRF
Ψ(r) acts as an external force on the system, as a function of the position, in addition to a
control force u. This system is described by the equations
ṙ = v, (5.61a)
v̇ = u+ Ψ(r). (5.61b)
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where 3σr = 0.05 and 3σv = 0.01. The force input Ψ is assumed to have zero mean and
locally-periodic covariance
















where σ2Ψ = 2×10−6 is the variance, p = 0.35 is the period, `p = 0.8 is the periodic length
scale, and `e = 1 is the exponential-quadratic length scale. Samples of Ψ are plotted in
Figure 5.4.
We consider the system over the time interval [0, 5] with P = (0, 1, . . . , 5), and so








At each step k, the state is constrained to lie in the region between two lines passing
through the point (0.7, 0.1) and with slopes ±0.05/0.1, which is shown by dashed lines
in Figure 5.5, with a probability of at least 0.9973. Translating into the format (5.11), and








and α1,k = 1, α2,k = −1, and pxi,k = (1 − 0.9973)/2 for i = 1, 2. The running control
weight is Rk = R̄k = 1 and the state weight Qk is zero. We only consider the quadratic
cost J1, and therefore we set η = 0.
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Figure 5.4: Samples of Ψ with shaded 2σ confidence interval
Algorithm 3 was run for a single iteration, and the resulting open and closed-loop trajec-
tories are shown in Figure 5.5. While for the closed-loop trajectory the confidence ellipses
are not entirely within the constrained region, the chance constraints were satisfied based
on 5,000 Monte Carlo trails.
5.5.2 Aerocapture
In this subsection, we apply Algorithm 3 to the problem of aerocapture guidance, which
was briefly described in Section 5.1 and Subsection 1.1.3.
Mission Design
The aerocapture mission profile is shown in Figure 5.6. Following atmospheric flight,
the vehicle will perform a periapsis raising burn (to raise the periapsis out of the planet’s
atmosphere) followed by an apoapsis clean up burn. Both the final orbit and the ∆v cost
are determined by the target periapsis and target apoapsis; the ∆v cost is also determined
by the vehicle states following the atmospheric flight segment.
Let r, v, and γ be the vehicle radius, planet-relative velocity, and planet-relative flight
path angle (FPA). The apoapsis radius of the orbit following atmospheric flight is a function
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Figure 5.5: Open-loop (top) and closed-loop (bottom) trajectories of the double integrator
system with 99.73% confidence ellipses computed from linear covariance (black, dashed)

















Figure 5.6: Aerocapture mission overview
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where µgrav is the planet’s gravitational parameter, and where aex is the semi-major axis at




































− v−a1 . (5.70)
















































Figure 5.8: Bank angle control with bank angle σ and angle of attack α
thus
∆v2 = |v+p1 − v−p1|. (5.73)
The total fuel cost is the sum
∆v = ∆v1 + ∆v2. (5.74)
Atmospheric Flight
During atmospheric flight, which is described in Figure 5.7, a vehicle flying at a trimmed
angle of attack can steer by banking the lift vector about the velocity vector, as shown in
Figure 5.8. The vertical component in the lift vector is set via the cosine of the bank angle,
and the sign of the bank angle is set for lateral control. In this example, we only consider
the longitudinal guidance, and so the control input during atmospheric flight is the bank
angle cosine.
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The vehicle dynamics during atmospheric flight are described by the system of equa-
tions





















where the input u is the cosine of the bank angle, ρ is atmospheric density, L/D is the
lift-to-drag ratio, and Bc = m/SCD is the spacecraft ballistic coefficient in terms of mass
m, reference area S, and drag coefficient CD. In this example, we set Bc = 150 kg/m2
and L/D = 0.2. We take the planet to be Mars, which we model as a sphere of radius
rp = 3397 km and gravitational parameter µgrav = 4.2828× 1013 m3/s2. At the initial time,
the state has mean x̄0 = (r̄0, v̄0, γ̄0), with r̄0 = 125 km + rp, v̄0 = 6.1 km/s, and γ̄0 =
−10.0128◦. The initial flight path angle is set so that a constant control input u ≡ 0
results in the apoapsis after atmospheric exit ra,ex being equal to the target apoapsis ra,targ.
While the proposed method allows for the initial state to be Gaussian distributed, for this
example we set the initial state covariance to be zero so that the effect of the atmospheric
disturbances is more clear.
The atmospheric density is given by
ρ = ρ̄(1 + δρ), (5.76)
where ρ̄ is a known, smooth function describing the nominal density. The density variation
δρ is a zero-mean GRF taking values as a function of the altitude h = r − rp, where rp is
the planet radius. Based on the MarsGRAM atmosphere model [68] we define the density
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variation covariance function as
Σ(h1, h2) = exp
(









, min(h1, h2) < htrans,
σ2ρ,max, min(h1, h2) ≥ htrans,
(5.77)
where Hscale is the scale height, and where






The constants htrans and cscale determine the scale of the exponential variance model and
σ2ρ,max is the maximum density variance, which is realized for altitudes h ≥ htrans. We
use the values Hscale = 11.1 km, σ2ρ,max = 1480 (kg/m
3)2, htrans = 120 km, and cscale =
20 km. Samples of δρ are shown in Figure 5.9. The nominal density ρ̄(h) is provided
by MarsGRAM [68]. We remark that while in this example the atmosphere is taken as
a function of altitude, more general models including longitude and latitude dependence
could also be used, provided an appropriate covariance function.
Without loss of generality, we let t0 = 0. The final time is set to tf = 400 s and
P = (0, 50, 75, . . . , 425, 450, 400) s.
Feedback Control Design
The bank angle control during atmospheric flight is determined to minimize the ∆v re-
quired to reach the target orbit apoapsis ra,targ = 5rp and periapsis rp,targ = 2rp. Since, in
the stochastic setting, ∆v is a random variable, we are able to explicitly minimize the 99th
percentile of the total ∆v cost, rather than simply minimizing the expected ∆v cost. To
this end, we approximate ∆v from (5.74) to first order as





(xf − x̂f ), (5.79)
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Figure 5.9: Samples from the density variation process with the 2σ confidence interval
shaded





The cost J2 as in (5.15) with ξ as in (5.80) and with pf = 0.1 is thus approximately equal
to the 99th percentile of ∆v. Since, in this case, the final state mean and covariance are
included in the cost function, we do not enforce the final state constraints (5.13).
Leveraging the subadditivity of probability, we constrain the probability that uk ∈
[−1,+1] to be at least 0.9973 by enforcing the constraints
P(uk ≤ 1) ≥ 1− pu/2, and P(uk ≥ −1) ≥ 1− pu/2, (5.81)
for pu = 1− 0.9973, and for k = 0, . . . , N − 1.
The desired trajectory is set as xdk = x̄k so that the state-error penalty Qk penalizes
the running state covariance. In particular, we penalize variations in the dynamic pressure
q = ρv2/2, since excessive deviation from the nominal lift and drag forces will invalidate
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where q̂ is the dynamic pressure along the nominal trajectory, and where the terms on
the right-hand side of (5.82) are evaluated at x̂k. The running control weights are set to
Rk = 2× 10−2 and R̄k = 0 for each step k, and η = 1.
Finally, the change in the mean control for each iteration was limited as in (5.58) with
∆u = 0.1 and Muk = 1; the change in the mean final state was constrained as in (5.59) with
∆x = 0.1rp, MxN = (∂ra,ex/∂x)
T(∂ra,ex/∂x), and Mxk = 0 for k = 1, . . . , N − 1.
Results
Algorithm 3 was run for three iterations, starting with the initial control guess ûk = 0 for
all k = 0, . . . , N − 1. The nominal aerocapture trajectory resulting from both the initial
guess and from the final nominal control are shown in Figure 5.10. The resulting probabil-
ity distributions of ∆v following each iteration, including the initial open-loop guess, were
computed by both the linear covariance approximation and by 5,000 trial Monte Carlo, and
are plotted in Figure 5.11. First, we note that the linear covariance approximation (plotted
as a PDF) reasonably approximates the empirical distribution (shown as a histogram) ob-
tained from Monte Carlo. One source of error between the linear covariance and the Monte
Carlo distributions follows from the absolute value in the ∆v cost corresponding to the
apoapsis cleanup burn. Regardless, as shown by Figure 5.11, the linear covariance approx-
imation serves a useful surrogate for the optimization. Despite, for example, the mismatch
of the linear covariance probability density in Figure 5.11(c), the Monte Carlo distribution
is consistently shifted and shaped in each iteration to have a lower upper percentile cost.
Next, consider the control inputs for each iteration, shown in Figure 5.12. With progres-
sive iterations, the nominal control tends to increase the vertical lift in the first part of the
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Figure 5.10: Nominal aerocapture trajectories for the initial control guess (dashed) and the
final iteration (solid).
trajectory while decreasing the lift in the final part of the trajectory. Around the maximum
dynamic pressure, which occurs nominally at 147 s, the nominal vertical lift is set to almost
zero by the final iteration, which allows for the maximum amount of feedback control to
be effected while ensuring that the control remains between ±1 with high probability.
Using the final control law, the 99th percentile of ∆v from the 5,000 Monte Carlo trails
was 314 m/s, whereas to the open loop 99th percentile was 717 m/s.
5.6 Conclusion
In this chapter, a method is presented for chance-constrained stochastic control of systems
subjected to a spatially-dependent uncertainty modeled as a GRF. Along a fixed nominal
trajectory, spatially-dependent uncertainty becomes time-dependent, and accordingly, spa-















































Figure 5.11: ∆v probability density for each iteration of Algorithm 3. Note that plots (b–d)







































Figure 5.12: Control inputs with ±3σ confidence intervals for each iteration of Algo-
rithm 3.
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to compute the temporal correlations of random disturbances on a dynamical system due
to a GRF. Following a linear approximation of the system dynamics, the joint optimiza-
tion of the nominal and feedback controls is derived as a convex program. The solution
to the original stochastic optimal control problem is obtained by successively perform-
ing convex optimization with respect to the linearized system. The proposed method was
demonstrated on both a simple double integrator example and on a realistic aerocapture
problem. In future work, the proposed method can be applied to problems with more so-





In this chapter, we review the contributions presented in the previous chapters and outline
some potential future research directions.
6.1 Summary of Contributions
In the previous chapters, we have applied stochastic optimal control for spacecraft guidance
during powered descent, atmospheric entry, and aerocapture. In addition, motivated by
the technical challenges posed by these applications, we have developed contributions to
the general theory of covariance steering. The existing linear methods were extended to
nonlinear systems via a successive approximation scheme, which permits applicability to,
for example, low-thrust spacecraft guidance. Atmospheric flight problems, including entry
and aerocapture, include spatially-dependent uncertainty in the atmosphere as a leading
driver of trajectory dispersions. In order to apply stochastic control methods for these
applications involving atmospheric flight, we developed a chance-constrained covariance
steering theory with the uncertainty being due to a spatially-defined Gaussian random field.
Moving beyond the specific application areas presented in the preceding chapters, the
direction taken in this dissertation follows a wider trend in the guidance and controls com-
munity: management of uncertainty is taking a larger role, particularly in early-stage guid-
ance and trajectory design. Entry, descent, and landing, which is a notoriously complex
endeavor defined by the problem of managing uncertainty, has served in this dissertation as
an illuminating and motivating example for bringing uncertainty into the guidance design
process.
By focusing on applications, we have confronted challenges not often considered by the
stochastic controls community. For example, as we have seen when studying the entry and
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aerocapture problems, the underlying uncertainty affecting the vehicle trajectory cannot
simply be modeled by adding standard Brownian noise, as is often done in the stochas-
tic controls literature. Rather, we derived the statistics of the disturbance vectors from
fundamental models of the underlying uncertainty, which for entry and aerocapture is the
altitude-dependent atmospheric density. Looking forward, future applications of stochastic
control theory to spacecraft systems may similarly involve a thorough treatment of model-
ing the underlying uncertainty.
The stochastic control approach taken in this dissertation differs from the numerical-
predictor corrector (NPC) based guidance proposed in the EDL and aerocapture literature,
which does not explicitly consider uncertainty but is rather founded solely on deterministic
optimal control theory. A thorough comparison of performance between stochastic guid-
ance and NPC-based guidance is left for future work. Regardless, one of the aims of this
dissertation is to bring a stochastic perspective into the EDL literature, and to provide a
basis for future inclusion of uncertainty into the spacecraft guidance design process.
6.2 Future Research Directions
6.2.1 Chance-Constrained Powered Descent Guidance
The powered descent guidance (PDG) method developed in Chapter 2 used covariance
steering theory to design the closed-loop control and thus the throttle margins, whereas the
nominal, minimum-fuel descent trajectory was solved as a separate convex optimization
that does not consider uncertainty. On the other hand, the chance-constrained covariance
steering theory from Chapter 4 cannot be directly applied to solve PDG as a single convex
program, due to the nonlinearity of the PDG dynamics.
The convex solution to minimum-fuel PDG problem is obtained by applying several
changes of variables, which complicate the linear covariance analysis [19]. However, if an
approximation of the state and control covariances can be included in the analysis, then it
may be possible to jointly solve for the nominal trajectory and the feedback law as a convex
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program, with chance-constraints on the state.
6.2.2 Tighter Maximum Magnitude Chance Constraint in Three Dimensions
A convex formulation of the chance constraint
P(‖uk‖ ≥ ρ) ≤ p‖u‖fail (6.1)
was presented in Chapter 4. This convex formulation is conservative, but the conservatism
is relatively small for the case that uk is one or two-dimensional. However, for higher
dimensions, the convex formulation of (6.1) given in Chapter 4 is very conservative. This
conservatism is problematic when applying the theory to spacecraft systems with three
dimensional control inputs, resulting in suboptimal solutions.
For greater insight into the construction of this bound in three dimensions, we draw
parallels to the convex formulation of the bound for one and two dimensions, as was done
in Subsection 4.2.3. Let y ∼ N (µ,Σ) be a three-dimensional random vector, and consider
the chance constraint
P(‖y‖ ≤ ρ) ≥ 1− β, (6.2)
for a maximum magnitude ρ > 0 and maximum failure probability 0 ≤ β ≤ 1.
First, we write y = µ + Σ1/2z for z ∼ N (0, I). In terms of σ =
√
λmax(Σ), we can
bound the magnitude of y from above as
‖y‖ ≤ ‖µ‖+ σ‖z‖. (6.3)
If ‖µ‖ + σ‖z‖ ≤ ρ, then ‖y‖ ≤ ρ as well. Thus, the event {‖y‖ ≤ ρ} contains the event
{‖µ‖+ σ‖z‖ ≤ ρ}. It follows that we can bound the probability that ‖y‖ ≤ ρ from below
by
P(‖y‖ ≤ ρ) ≥ P(‖µ‖+ σ ‖z‖ ≤ ρ) = P(‖z‖ ≤ (ρ− ‖µ‖)/σ). (6.4)
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The probability on the right-hand side of (6.4) can be evaluated by integrating the three-
dimensional Gaussian probability density function over a ball of radius (ρ−‖µ‖)/σ, which
we have done in Theorem 2.3.4. Furthermore, using the bound erf(x) ≥ 1 − exp(−x2)
[116], we have that






















































then the chance constraint (6.2) is satisfied. Rearranging terms, we rewrite the inequality
(6.8) as
‖µ‖+ σ










inside the logarithm prevents an obvious convex formulation of the constraint (6.9).
The distance of the mean from the limit is ρ− ‖µ‖, and the semi-major axis of a 99.73
percentile confidence ellipse centered at µ is approximately 3σ. It follows that, heuristi-
cally, we may approximate the term ρ−‖µ‖ ≈ 3σ to describe the situation when the chance





















Figure 6.1: Current role of atmosphere modeling for entry and aerocapture guidance
While this approximation appears to be effective in preliminary simulations, further work
is required to establish performance guarantees.
6.2.3 Stochastic Atmosphere Modeling
The role of stochastic atmosphere modeling in the state-of-the-art approach to planetary
entry is shown in Figure 6.1. As current entry guidance algorithms depend only on a
deterministic model of the atmosphere, the dispersed atmosphere statistics only enter the
design process through Monte Carlo simulation. Based on the results of the Monte Carlo,
with the dispersed atmosphere, guidance parameters may be tuned to improve performance
or to reduce the probability of failure or constraint violation.
Looking forward, and based on the developments presented in this dissertation, future
approaches to entry and aerocapture guidance may depend explicitly on the probabilistic
structure of the atmosphere. Then, stochastic atmosphere modeling will directly affect
the derivation of the guidance, as is shown in Figure 6.2. This architecture raises several
questions which should be addressed in future work:
• If the guidance is derived based on an assumed stochastic atmosphere model, how
robust is the guidance to atmosphere modeling error?
• The current “black-box” stochastic atmosphere models were intended to be applied
















Figure 6.2: Proposed role of atmosphere modeling for entry and aerocapture guidance
in the new architecture shown in Figure 6.2?
• Is it possible to derive stochastic atmosphere models, from first principles, with the
intent of application to stochastic guidance?
6.2.4 Fast Computation of Covariance Integrals
The method for chance-constrained covariance steering in a Gaussian random field pre-
sented in Chapter 5 required the computation of the covariance matrix
Cov(W ) =

Q0,0 Q0,1 · · · Q0,N−1
Q1,0 Q1,1
...
... . . .
...
QN−1,0 · · · · · · QN−1,N−1

∈ RNn×Nn, (6.12)










GT(τ)ΦT(t`+1, τ) dτ dt, (6.13)
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where Φ(t, s) is a state transition matrix corresponding to the state matrix A(t), G(t) is a
diffusion matrix, Σ(z1, z2) is the known covariance function of a random field, and φ(x̂(t))
is the position in the random field of the nominal trajectory x̂(t) at time t.
Since the matrix Cov(W ) is symmetric, it follows that Qk,` = QT`,k. Computing Cov(W )
thus requires evaluatingN(N+1)/2 integrals of the form (6.13), whereN is the number of
discrete time steps considered by the algorithm. The two-dimensional integration is time
consuming, and the accuracy of the integration determines the accuracy of the resulting
uncertainty quantification and control method. Thus, improving the computational effi-
ciency of (6.13) is an important consideration for future research. One possible avenue is
the piecewise-constant approximation method presented in Section B.3.
6.2.5 Stochastic Control for Skip-to-Entry Guidance
In the derivation of the stochastic entry guidance presented in Chapter 3, the vehicle was
assumed to be strictly descending for the entire guided entry. This assumption was made
so that the changes in density variations seen by the vehicle are uncorrelated with previous
density variations. If, on the other hand, the vehicle were to climb after descending, then,
assuming the density variations depend on the altitude, the density variations experienced
by the vehicle during the climb may be correlated to density variations seen during the
descent.
Take for example the skip-to-entry mission profile, shown in Figure 6.3. Following an
initial dip into the atmosphere, the vehicle leaves the atmosphere, coasts under orbital mo-
tion, and then reenters the atmosphere [38]. The vehicle thus flies through certain altitude
ranges multiple times.
This situation poses both modeling and analysis challenges. If the vehicle constructs
an onboard atmosphere estimate, how reasonable is an assumption that future density vari-
ations equal previous density variations? Furthermore, is it possible to characterize a prob-















Is is possible to leverage a spatial-correlative stochastic model to improve skip-to-entry
performance?
We attempted to address these questions in Chapter 5 by using the theory for covari-
ance steering in a Gaussian random field (CS-GRF), which includes a notion of spatial
correlations of the density variations. In contrast to the state-of-the-art guidance methods
[64, 42], a skip-to-entry guidance based on CS-GRF theory would not necessarily include
onboard atmosphere estimation and re-planning. Rather, the effect of spatial correlations
on the control law are encoded through a state-history feedback law, which could be stored
onboard and accessed through table lookup, similar to as is done for the Apollo final phase
entry guidance [38, 3].
However, the CS-GRF approach requires solving a convex optimization problem which
scales with the square of the number of time steps. Thus, in order to apply the CS-GRF
theory to a skip-to-entry mission, with several hundred decision times (e.g., 1 Hz guid-
ance updates for the duration of the guided entry), significant advances in computational





In this section, we review the targeting calculations to solve for downrange and crossrange
distances, based on Ref. [38]. See also Figure 3.2.
First, consider the following reference frame definitions: The planet-centered iner-
tial frame I with basis {ı̂I, ̂I, k̂I}; the planet-centered planet fixed frame F with basis
{ı̂F, ̂F, k̂F}, which is defined relative to the planet-centered inertial frame by the planet
rotation angle η about the k̂I axis; and the vehicle rotating frame R (also known as the
up-east-north frame), which is defined relative to the planet-centered planet fixed frame by
two rotations for the vehicle longitude and latitude so that ı̂R is aligned with the vehicle
position ~r. We use in this section the notation that a subscript denotes reference frame, and
a superscript outside of brackets denotes a vector being expressed in a coordinate system.
A vector in planet-centered, planet-fixed coordinates is transformed into planet-centered
inertial coordinates by the matrix
T IF(η) =

cos η − sin η 0
sin η cos η 0
0 0 1
 . (A.1)
Similarly, when the vehicle is at longitude θ and latitude φ (planet-fixed), then vectors in
vehicle-rotating coordinates R are transformed to planet-centered, planet-fixed coordinates
F by the matrix
T FR(θ, φ) =

cos θ cosφ − sin θ − cos θ sinφ




The vehicle position in planet-centered inertial coordinates is therefore given by







r cosφ cos(η + θ)
r cosφ sin(η + θ)
r sinφ
 . (A.3)





V cos γ sinψ
V cos γ cosψ
 , (A.4)
and it follows that the planet-relative vehicle velocity is planet-centered inertial coordinates
is obtained by
[~VF]
I = T IF(η)T FR(θ, φ)[~VF]
R. (A.5)




I + [~Ω]I × [~r ]I, (A.6)
where [~Ω]I = [0 0 Ω]T is the planet rotation vector in planet-centered inertial coordinates.
The target position is defined by a target longitude θtarg and target latitude φtarg. This
position is given in planet-fixed inertial coordinates at an estimated final time tf,est as
[r̂targ]







where η0 is the planet rotation angle at the initial time. The downrange angle is given as
δgo = cos
−1 ([r̂targ]I · [r̂]I), (A.8)










where [ĥ]I is a unit vector pointing towards the vehicle angular momentum vector in planet-
centered inertial coordinates, which is given as [~h]I = [~r ]I × [~VI]I . The downrange and
crossrange distances are then obtained by multiplying the angles δgo and ε by the planet




B.1 Discretization of a Linear Stochastic System




A(t)x(t) +B(t)u(t) + c(t)
)
dt+G(t)dw(t), (B.1)
where A(t) ∈ Rn×n, B(t) ∈ Rn×m, and G(t) ∈ Rn×n are known system matrices, c(t) ∈
Rn is a known drift term, x(t) ∈ Rn is the system state, u(t) ∈ Rm is the control input, and
w(t) is an n-dimensional Brownian motion. Let (tk) be a sequence of times for which we
wish to evaluate the state xk = x(tk). Furthermore, assume that the control is piecewise
constant on the intervals [tk, tk+1) so that uk = u(t) for t ∈ [tk, tk+1). Integrating the
system (B.1) from tk to tk+1, we obtain




















i.i.d.∼ N (0, I), and where
∂
∂t
Φ(t, t0) = A(t)Φ(t, t0), Φ(t0, t0) = I. (B.3)
Thus the discrete system
xk+1 = Akxk +Bkuk + ck +Gkwk (B.4)
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is obtained with








Φ(tk+1, t)c(t) dt, (B.7)






Φ(tk+1, t)G(t) dw(t), (B.8)







T(t)ΦT(tk+1, t) dt, (B.9)
and thusGk can be obtained by taking any matrix square root, such as the Cholesky decom-
position, of the integral on the right hand of (B.9). Computing the discrete representation
(B.4) of the system (B.1) thus requires evaluating the integrals (B.5), (B.6), (B.7), and
(B.9).
B.2 Piecewise-Constant Approximation for Discretization
In this section, we present a computationally efficient method for approximating the dis-
cretization of the continuous-time stochastic system (B.1). In the case that A(t), B(t), c(t),










are obtained by the matrix exponential [134]
eY t =

− M1(t;A) − −
0 − − −
0 0 − M2(t;A,G)
0 0 0 −

, where Y =

A I 0 0
0 0 0 0
0 0 A GGT
0 0 0 −AT

. (B.11)
We proceed to approximate the discrete system (B.4) by taking A(t), B(t), c(t), and
G(t) to be constant on a finer time grid than (tk), and then computing the integrals (B.5),
(B.6), (B.7), and (B.9) in terms of the integrals (B.10).





1 < · · · < tkNk = tk+1. (B.12)
Integrating (B.1) from tki to t
k













































































































It remains to describe the original discrete system (B.4) in terms of the values Aki , B
k
i ,




i . First, the matrices Ak and Bk are rewritten as



















































































































In summary, the integrals (B.5), (B.6), (B.7), and (B.9) describing the discrete system
(B.4) have been approximated by Nk evaluations of the matrix exponential (B.11).
B.3 Piecewise-Constant Approximation for Covariance Integrals










GT(τ)ΦT(t`+1, τ) dτ dt, (B.34)
where Φ(t, s) is a state transition matrix corresponding to the state matrix A(t), G(t) is a
diffusion matrix, Σ(z1, z2) is the known covariance function of a random field, and φ(x̂(t))
is the position in the random field of the nominal trajectory.






is obtained by the matrix exponential
eY t =

− M(t) − −
0 − − −
0 0 − −
0 0 0 −

, where Y =

A I 0 0
0 0 0 0
0 0 0 0
0 0 0 0

. (B.36)










1 < · · · < tkNk = tk+1. (B.37)
















f(t, τ) dt dτ, (B.38)
where




GT(τ)ΦT(t`+1, τ) dτ dt. (B.39)
Next, we approximate the integrand f(t, τ) so that each of the Nk ×N` integrals in (B.38)
can be computed by matrix exponentiation as in (B.36). The covariance function Σ and the
diffusion matrices G are taken to be constant on the sets [tki , t
k
i+1]× [t`j, t`j+1], and the state
transition matrix is approximated to first order as













which, upon substitution into (B.39), results in the approximation




























































where the remaining integral terms on the right-hand side of (B.43) can be quickly com-
puted as in (B.36). The term Qk,` is thus computed by evaluating and summing Nk × N`
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