Betweenness centrality is an important measure to find out influential nodes in networks in terms of information spread and connectivity. However, the exact calculation of betweenness centrality is computationally expensive. Although researchers have proposed approximation methods, they are either less efficient, or suboptimal, or both. In this paper, we present a Graph Neural Network(GNN) based inductive framework which uses constrained message passing of node features to approximate betweenness centrality. As far as we know, we are the first to propose a GNN based model to accomplish this task. We demonstrate that our approach dramatically outperforms current techniques while taking less amount of time through extensive experiments on a series of real-world datasets.
INTRODUCTION
Node ranking is one of the important measures to find out influential nodes in graphs in terms of information spread and connectivity. One of the ways a node can be ranked is based on its ability to control the spread of information between other nodes [9] . Ranking based on this criterion is known as betweenness centrality [4] .
The main idea behind betweenness centrality is that a given node is central if many shortest paths pass through it. A high value of betweenness centrality for a node means that this node lies on many shortest paths between other nodes and helps pass information between other nodes. In other words, these nodes act as "bridges" in the graph. Removing these nodes from the graph will lead to longer paths for information to travel between other nodes. For a given graph G = (V , E), betweenness centrality of a node v in a given network is defined as
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Brandes [2] gives an exact algorithm to calculate betweenness by finding shortest paths starting from each node v ∈ V using BFS and aggregating the contributions of nodes on these paths for all nodes. Calculating exact betweenness centrality value for nodes is computationally expensive and has time complexity of Θ(|V ||E|). Hence it is prohibitive for large graphs.
In most of the cases, we do not require exact calculation of rankings of nodes, so an approximation is sufficient for tasks in hand. Many algorithms have been proposed to approximate the calculations of betweenness.
Geisberger [5] proposes a method to approximate betweenness centrality by sampling k starting nodes(pivots) to find the shortest paths and estimate betweenness centrality for all nodes. Riondato [10] takes a different approach while providing a theoretical guarantee. r shortest paths are chosen between randomly sampled source-target node pairs and betweenness is approximated based on these paths. Borassi's algorithm [1] provides an adaptive sampling technique for sampling shortest paths which provides a faster computation of betweenness within a given absolute error.
However, these methods are either less efficient or suboptimal or both. In this work, we provide Graph Neural Network(GNN) based inductive framework to approximate the betweenness centrality ranking of nodes. We take the intuition of the exact betweenness algorithm of aggregating nodes contribution by performing BFS from each node. In GNN each node aggregates the features of nodes in multi-hop neighborhood. We use this feature aggregation to learn how many nodes are reachable to a specific node, although we put constraints on how the feature information flows in the graph. We propose a GNN based inductive model which can train on one set and test on another set of graphs with varying structures. The benefits of using a GNN is that we can use computational power of GPUs and once trained the time for model inference is really small. In our proposed approach, we focus on approximating the rankings of nodes rather than finding the absolute betweenness values.
MODEL CONSTRUCTION
In this section, we first discuss message passing in graph neural networks. Then we propose a framework to approximate betweenness ranking based on message passing mechanism.
Message Passing Neural Network
There are many variants of graph neural networks available in literature [8] [7] [3] . All these models can be described under the general Message Passing Neural Network(MPNN) framework [6] as their fundamental operation of node feature aggregation is similar. Let G = (V , E) denotes the graph with given node feature vectors as X v for v ∈ V . At each layer, each node aggregates the features of its neighbors, which can also be considered as message passing phase. Node feature vector is updated by combining its own feature vectors with aggregated features from its neighbors. After K number of iterations, the final node representation vector captures structural information of K-hop neighbors as well as their features. Mathematically, GNNs can be formulated as,
In equation (2), feature vector of neighbors of nodes are aggregated. The AGGREGATE operation can vary based on the model requirement and can be summing, averaging or max-pooling of feature vectors. In equation (3), the aggregate feature vector is then added to the node feature vector. After each iteration, non-linearity like ReLU is applied. Final embedding is then used for training with respect to some objectives like node classification or link prediction.
Proposed Framework
From the construction of GNN as described above, we observe that each node accumulates the feature vectors of its multi-hop neighbors with increasing number of layers or conversely each node's feature is spread across network with consecutive layers. We use this feature information flow to model the paths in the graph. A node that is connected to many other nodes through paths of varying length is able to accumulate more features across the graph.
Our proposed model GNN-Bet is similar to other general GNNs but with some key differences which will be described below.
Adjacency Matrix.
In betweenness centrality calculation, many nodes have zero betweenness centrality, as no shortest paths going through them. This condition arises when either a node only has a single neighbor and there is no path going through the node or node's neighbors form cliques such that no shortest paths go through the node. We identify such nodes beforehand and modify the adjacency matrix so that these nodes are not able to aggregate any features from neighbors. This can be done by simply setting the node's corresponding row to zero in the adjacency matrix. This ensures no feature information flow occurs through the edges connected to these nodes. Features of zero betweenness nodes are added to other nodes with non-zero betweenness only in case if they are In our model, we define aggregation as sum of feature vectors. Unlike other GNN models, we do not add the node's own feature vectors with current layer neighborhood feature aggregation vector. Hence at each layer node has unique information about its neighborhood at k-hop. Then aggregated node features from each layer are mapped to a multilayer perceptron(MLP) unit to output a score vector for all nodes. We use a single MLP unit to output scores for all layers. In the end, we combine the scores obtained for each layer to get final scores for a node.
For a node in the given graph, there are two types of neighbors, in-degree neighbor and out-degree neighbors. We accumulate feature vectors of in-degree neighbors and out-degree neighbors for multiple hops. This aggregation approximates the information of incoming paths and outgoing paths to a given node. Hence using our proposed framework, we get two scores for all in-degree neighbors and out-degree neighbors. As the number of paths passing through a given node are the combinations of incoming paths and outgoing paths through the node, we multiply the in-degree and out-degree score in order to get the final score for each node.
Loss Function.
We use a ranking loss function to get the loss for model predicted scores with respect to actual betweenness centrality scores. For model score, S i , the loss function is defined as follows,
EXPERIMENTS
In this section, we present the details of training and testing of the model. We evaluate our model on synthetic graphs as well as realworld graphs and compare its performance with other betweenness approximation techniques. 
Training Setup
GB graphics memory. Software frameworks used are PyTorch for implementing the proposed model, NetworkX and NetworKit for graph generation and betweenness calculations.
Hyper-parameters.
The model size is determined by the largest test graph size. For smaller graph inputs, adjacency matrix of input graph is placed along diagonal and rest is padded with zeros. We train the model with Adam as optimizer with learning parameter set to 0.005. We set the number of layers in our model to 4. Dimension of embedding is set as 12. In order to calculate loss value during training, we need to compare the node pair rankings. But the total combination of all node pairs can be really large and computationally prohibitive. In order to avoid this, we randomly sample node pairs equal to 20 times the number of nodes.
Training.
We first divide given set of graphs into training dataset and test dataset. For graphs in both datasets, betweenness centrality of nodes are calculated. These values are used as target vectors to train the model and to evaluate the performance of the model during inference time for the test dataset. We remove the self-loops from the input graphs. But we keep the multi-edges, if present in the graphs. We train the model for 5-10 epochs and training time is roughly 10-15 minutes. Note that the test graphs are totally unseen during the training stage(inductive settings).
Evaluation Measure.
In order to evaluate ranking quality of model output, we use Kendall's Tau rank correlation coefficient(refer as KT Score) as ranking measure. Value of coefficient is 1 when all pairs in two lists are ranked in the same order and -1 if they are in opposite order. In our case, we compare ranking of model output for nodes to the ranking of their real centrality values.
Model Evaluation
We evaluate and compare our proposed model to other betweenness approximation methods on synthetic as well as realworld graphs.
Dataset Preparation.
For synthetics datasets, we generate three classes of directed graphs namely, Erdos-Renyi random graphs, Scale-free graphs and Gaussian random partition graphs. Sizes of graphs vary from 50,000 to 100,000 nodes. For each class, we generate 15 graphs with number of nodes and generation parameters set randomly so that we can have structural variations in graphs. For the training dataset, we take 5 graphs and create 500 training samples by randomly permutating the node sequence in adjacency matrices and their corresponding target betweenness vector. We train the model on the training set and evaluate the performance on 10 graphs in the test set. For model evaluation on realworld datasets, we have taken 8 datasets from Stanford Large Network Dataset(SNAP) website. Table 1 shows the details for these datasets. Real world graphs have varying structural properties. Under the weak assumption that real world graphs have some scale-free graph properties, we trained our model on synthetic scale-free graphs. We created 5 synthetic directed scale-free graphs of 100,000 nodes each using NetworkX. From these 5 graphs, we generated 250 adjacency matrices by permutating the node sequences and corresponding betweenness centrality vectors. 200 of them were used for training and 50 were for validation. We performed the tests on real world dataset graphs.
Comparison Methods.
We compare the performance of our model to other betweenness approximation methods. Algorithm proposed by Geisberger [5] is referred as GS, Riandato [10] as RK and Borassi [1] as BN. We also show the time taken by the exact algorithm provided by Brandes [2] as a reference to compare all approximate algorithms. For comparison techniques, we have set two parameters for RK and BN δ = 0.1 and λ = 0.005 as used in the respective literature. We found that RK algorithm was taking too much time for approximation calculations of λ < 0.02, sometimes approaching/exceeding the exact betweenness centrality calculation time. So for large graphs we show results for RK for λ = 0.02 marked with ' * '. For GS we need to provide the number of random nodes to be sampled. We set it to 8, 192 which is the maximum number of samples used in the literature even for large graphs. Table 2 shows KT ranking of output score vector with respect to actual betweenness centrality values for all nodes. We also show time taken to calculate approximation by all methods and compare them with exact betweenness calculations. Time taken for our model is sum of time taken to identify nodes with zero betweenness and model inference time. For other algorithms, the execution time is shown. For synthetic graphs, average KT score and the average time taken for 10 test graphs are calculated and presented. We notice that RK takes a large amount of time to get good accuracy, BN is really fast but the ranking of nodes are suboptimal compared to other methods while GS performs relatively better with higher ranking accuracy compared to both. For both synthetic and realworld datasets, high KT scores show that our model can calculate good betweenness approximation ranking and outperforms all other methods while taking less amount of time.
Results

Time comparison
As we can see from the results, BN is the fastest betweenness approximation method. In order to compare the speed of approximation of our proposed model with BN, we test them on 10 synthetic scalefree graphs with the number of nodes ranging from 100 thousand to one million. We set the size of model to accommodate for all input graphs, hence the time taken is proportional to the number of edges. Figure 3 
Discussion
We have set number of layers in our model to four for all graph datasets to compare results on a single model. But number of layers can be chosen based on structure and diameter of the graph. Even though the model is trained on synthetic scale-free graphs, tests on realworld graph datasets show good approximation accuracy. This shows that the proposed model is inductive in nature. It is able to learn on one set of graphs and can predict node ranking scores on others. Also, the model is invariant to the node sequence in adjacency matrix so we do not have any constraint of ordering the nodes to any specific sequence in graphs. It is presumable that training and testing on graphs with similar structural properties is expected to give better results. As the model takes advantage of high performance GPU, the inference time is really small. Hence it can also be used in an online setting where the graph data is dynamic and there is a need to recalculate betweenness often.
CONCLUSION
In this paper, we propose a novel approach to solve the betweenness approximation problem in graphs using GNN. Using the constrained message passing scheme, we train graph neural network model to output ranking scores for nodes in correlation with betweenness centrality values. We compare the performance of the model with other state of the art betweenness approximation techniques and the experimental results show better performance of our model while taking significantly less time.
