Each point x in Gr(r, n) corresponds to an r × n matrix A x which gives rise to a matroid M x on its columns. Gel'fand, Goresky, MacPherson, and Serganova showed that the sets {y ∈ Gr(r, n)|M y = M x } form a stratification of Gr(r, n) with many beautiful properties. However, results of Mnëv and Sturmfels show that these strata can be quite complicated, and in particular may have arbitrary singularities. We study the ideals I x of matroid varieties, the Zariski closures of these strata. We construct several classes of examples based on theorems from projective geometry and describe how the Grassmann-Cayley algebra may be used to derive non-trivial elements of I x geometrically when the combinatorics of the matroid is sufficiently rich.
Introduction
Let x ∈ Gr(r, n) be a point in the Grassmannian of r-planes in C n . Define a matroid M x on the columns of A x , an r × n matrix whose rows are a basis for the subspace corresponding to x. Gel'fand, Goresky, Macpherson, and Serganova [4] introduced the matroid stratifcation of the Grassmanian by sets of the form Γ x = {y ∈ Gr(r, n) | M y = M x }, and gave beautiful connections to combinatorics. We will study the ideals of the Zariski closures of these strata, the matroid varieties V x = Γ x .
The ideal I x = I(V x ) lies in the homogeneous coordinate ring of Gr(r, n), which is a quotient of a polynomial ring in which the variables are Plücker coordinates. The Plücker coordinates of x correspond to r × r minors of A x , and if λ is an ordered subset of Ω n = {1, . . . , n} of size r, we define [λ] to be the determinant of the submatrix of A x obtained by selecting columns indexed by λ.
If the columns indexed by λ fail to be a basis, then certainly [λ] ∈ I x , and we define the ideal N x = [λ] | λ ∈ Ωn r , λ is not a basis of M x ⊆ I x . Knutson, Lam, and Speyer [5] show that the two ideals N x and I x are equal when M x is a positroid. However, Sturmfels [11] produced an example of a matroid where N x is strictly smaller than I x . We say that an element of the coordinate ring of the Grassmannian is nontrivial for the matroid M x if it lies in the ideal I x but not in N x .
It seems beyond reach to hope to find explicit generators for I x for a general x. Results of Mnëv [6] and Sturmfels [10] show that arbitrary singularities defined over the rationals may be found in matroid varieties. Moreover, as Knutson, Lam, and Speyer [5] note, it is not even known if V x is irreducible or equidimensional, and they refer to questions involving the strata as having "paved the road to Hell" leading into an "abyss." Indeed, it can be devilishly difficult to compute the ideal of a matroid variety.
Our results point to an interesting middle ground between positroids and matroids. We use results in classical incidence geometry, such as Pascal's Theorem, to produce nontrivial elements in the ideal I x of V x . The Grassmann-Cayley algebra, described in Section 2.2, provides an algebraic language to state and prove results in incidence geometry. Section 3 is devoted to producing nontrivial polynomials in the matroid variety associated to Pascal's Theorem. Our core result, Theorem 3.0.2, is both a prototype upon which later results are modeled and an ingredient in later proofs. In Section 4 we state three generalizations of this result. In Theorem 4.1.1 we define a matroid variety on an arbitrary number of points on a conic and apply Pascal's Theorem repeatedly to construct several nontrivial quartics in I x . In a different direction, in Theorem 4.2.2 we use Caminata and Schaffler's recent results characterizing sets of points on a rational normal curve [1] to provide examples in higher dimensions. Finally, in Theorem 4.3.4, we observe that Pascal's Theorem itself is a special case of a phenomenon arising from the Cayley-Bacharach Theorem [2] and use this result to produce an infinite set of examples in the plane where N x I x .
Matroid varieties and the Grassmann-Cayley algebra
In §2.1 we introduce matroid varieties and their defining ideals. In §2.2 we give a brief introduction to the Grassmann-Cayley algebra, which provides a language for translating synthetic geometric constructions into algebra. For a more comprehensive introduction to the Grassmann-Cayley algebra see [8, 9, 11 ].
Matroid varieties.
Recall that a matroid M may be specified by giving a finite ground set Ω n and a collection B of subsets of Ω n , satisfying the following axioms:
The sets in B are called bases, and it follows from the axioms that all of the elements of B have the same cardinality, which we refer to as the rank of M. Example 2.1.1. Fix r ≤ n and let A denote an r × n matrix. Then the indices of the columns of A form the ground set Ω n of a matroid M. The bases of M are sets of indices of columns that form a basis for the column space of A. If the columns of A correspond to n points in C r in general position, this construction produces the uniform matroid of rank r whose bases are the r-element subsets of Ω n .
If x ∈ Gr(r, n) let A x be any r × n matrix whose rows are a basis for the subspace corresponding to x. The matrix A x is only well-defined up to left multiplication by an element of GL n , which performs an invertible linear combination of the rows. This changes the column space of A x , but preserves the subsets of columns of A x that are linearly independent, so the matroid on the columns of A x is invariant. We let M x denote the matroid on the columns of A x , as in Example 2.1.1.
Example 2.1.2 (Sturmfels [10] , Ford [3] ). Suppose P 1 , . . . , P 7 are points in the projective plane P 2 such that the lines P 1 P 2 , P 3 P 4 , P 5 P 6 meet in the point P 7 , as depicted in Figure 1 . Fix homogeneous coordinates for the seven points and write them as the columns of a 3 × 7 matrix A x . Let x ∈ Gr(3, 7) be the row span of A x and let M x be the matroid associated to x. The bases for M x consist of all subsets of Ω 7 of size 3, except for {1, 2, 7}, {3, 4, 7}, and {5, 6, 7}. The set Γ x contains all points y ∈ Gr(r, n) for which M x = M y , and the matroid variety V x is the Zarski closure V x = Γ x ⊂ Gr(r, n).
We introduce notation to describe the ideal of a matroid variety in terms of brackets. Let m = n r − 1. If x ∈ Gr(r, n) then the r × r minors of A x are the Plücker coordinates of x in the embedding Gr(r, n) → P m . Let Λ = Λ(Ω n , r) be the collection of all r-element subsets λ of Ω n . We use the bracket [λ 1 · · · λ r ] to denote the coordinate corresponding to the r × r minor of A x whose columns are indexed by λ 1 < · · · < λ r . We will abuse notation and sometimes write the elements in a bracket out of order, which is equivalent to a bracket with the usual ordering up to a sign given by the appropriate permutation of the elements of λ. e.g., [132] = −[123]. We denote the homogeneous coordinate ring of P m in bracket coordinates by C[Λ] and let I r,n denote the ideal of Plücker relations for Gr(r, n) so that C[Gr(r, n)] = C[Λ]/I r,n . Sturmfels [11, Theorem 3.1.7] gives an explicit Gröbner basis for I r,n . In particular, for any distinct λ 1 , . . . , λ 5 ∈ Ω n ,
See Richter-Gebert [8, Theorem 6.3] for a derivation of this Grassmann-Plücker relation using Cramer's rule. The ideal N x = [λ] | λ is not a basis for M x ⊂ C[Gr(r, n)] is the ideal generated by brackets corresponding to non-bases of M x . Let J x ⊂ C[Gr(r, n)] be the ideal generated by the product of the brackets corresponding to bases of M x . We let I x ⊂ C[Gr(r, n)] denote the ideal of V x = Γ x .
If y ∈ V(N x ), then every r-element non-basis of M x is a non-basis of M y , but if y ∈ Γ x then the bases of M y must also agree with the bases of M x . So we want to remove any components of V(N x ) contained in hyperplanes on which [λ] = 0 if λ is a basis for M x . Algebraically, this is achieved via saturation. Recall that the saturation of an ideal I contained in a ring R by an ideal J ⊂ R is I :
The saturation of N x by J x may produce nontrivial elements of I x . 
We give a second proof that F is in I x using the Grassmann-Cayley algebra in the next section. Ford [3] claims that I x = N x + F though this is difficult to check without exhaustively computing the closure of Γ x .
We show here that F is indeed nontrivial. To see that F / ∈ N x , choose six points in linearly general position in P 2 , with the property that they cannot be partitioned into three pairs spanning coincident lines. Define y ∈ Gr(3, 7) by constructing a matrix A y in which the first six columns are homogeneous coordinates of these points and whose last column is zero. Because all brackets generating N x involve the seventh column of A y , we have that y is in the algebraic set V(N x ). However, by construction, y does not satisfy the polynomial F . Now the following remark shows that F / ∈ N x .
. This argument will be used throughout the paper to show that an element of I x is nontrivial.
We highlight two hard problems concerning saturating by J x .
Part of the difficulty in this problem is that it is very hard to explicitly compute the Zariksi closure of sets in the Grassmannian. Indeed, we saw an example of an unusual point y in Γ x in Example 2.1.4. 2.2. The Grassmann-Cayley algebra. The Grassmann-Cayley algebra GC(C r ) is the usual exterior algebra over the vector space C r equipped with two operations, the join and the meet. Working with GC(C r ) allows us to construct polynomials in the coordinate ring of Gr(r, n) using geometry.
The join operation is the exterior product, though the symbol ∨ is used for the join in the Grassmann-Cayley algebra rather than the symbol ∧. The join of k vectors in C r is an extensor of step k and is non-zero if and only if the vectors are linearly independent. We will often suppress notation and denote the join via juxtaposition. If {e 1 , . . . , e r } is the standard basis for C r , then v 1 ∨ · · · ∨ v r = [v 1 · · · v r ]e 1 · · · e r , and we identify an extensor of step r with a bracket.
where S(k, , r) is the set of all permutations σ of Ω k so that σ(1) < · · · < σ(r − ) and σ(r − + 1) < · · · < σ(k). The meet of two extensors is again an extensor (though this is not obvious), and the vectors in this extensor form a basis for the intersection of the two subspaces whose bases are given by the two extensors in the meet. Example 2.2.1. We use geometry to recover the nontrivial polynomial F from Example 2.1.2. In that example, the lines P 1 P 2 , P 3 P 4 , and P 5 P 6 are coincident. Consider the Grassmann-Cayley expression (34 ∧ 12) ∨ 56. The expression (34 ∧ 12) is an extensor of step 1 representing the point of intersection, P 7 , of the lines P 3 P 4 , and P 1 P 2 . The join of this point with the line P 5 P 6 is an extensor of step 3 given by the bracket [567] which is zero precisely when P 5 , P 6 , and P 7 fail to span P 2 .
Therefore, the vanishing of the expression encodes the condition that the three lines are coincident, and
which is the polynomial given by Ford.
While Grassmann-Cayley expressions whose step is a multiple of r can be written in terms of brackets, a polynomial in the bracket algebra may or may not have a Cayley factorization into a Grassmann-Cayley expression involving only meets and joins.
A matroid variety from Pascal's Theorem
Blaise Pascal rose to prominence by proving an incidence theorem involving points on a conic. Braikenridge and Maclaurin independently proved the converse. Our goal in this section is to produce nontrivial polynomials in the ideal associated to a matroid variety coming from their result. Theorem 3.0.1 (Pascal, Braikenridge-Maclaurin). Six points, P 1 , . . . , P 6 , lie on a conic if and only if the points P 7 = P 1 P 2 ∩ P 4 P 5 , P 8 = P 2 P 3 ∩ P 5 P 6 , and P 9 = P 3 P 4 ∩ P 6 P 1 are collinear, as depicted in Figure 2 . Equivalently, the six points lie on a conic if and only if (12∧45)∨(23∧56)∨(34∧61) = 0. In the coordinate ring of the Grassmannian, the condition for six points to lie on a conic reduces to the vanishing of the binomial Let x Pascal ∈ Gr (3, 9) be the row span of the 3 × 9 matrix whose columns are homogeneous coordinates for the points P 1 , . . . , P 9 and define M Pascal = M x Pascal to be the matroid on the nine points. The quartic: Let f be the expression in Equation (2). As explained in Remark 2.1.5, in order to show that f / ∈ N Pascal , it suffices to find y ∈ V(N Pascal ) with f (y) = 0. Let y be the point in Gr (3, 9) associated to the 3 × 9 matrix A y whose first six columns correspond to six points in P 2 that do not lie on a conic and whose last 3 columns are zero. Each of the seven brackets in N Pascal vanishes on y because each bracket involves at least one of the points 7, 8, or 9. However, Pascal's Theorem does not hold for the first six points, so f (y) = 0, as required. Three cubics: Replacing the respective parenthesized expressions in the Grassmann-Cayley expression for f by 7, 8, or 9 produces a cubic. For example, we have in I Pascal . We show the cubic g 7 is nontrivial, and by similar constructions it follows that the other two cubics are also nontrivial. As before, it is enough to find z ∈ V(N Pascal ) with g 7 (z) = 0. Consider the point z ∈ Gr (3, 9) with representative matrix A z given as follows: columns 2, . . . , 6 are coordinates for points in general position, columns 1 and 7 are equal and on the line joining 4 and 5, and columns 8 and 9 equal zero. The nonzero points are depicted in the left side of Figure 3 . The brackets in N Pascal vanish on z so z ∈ V(N Pascal ). To see that g 7 (z) = 0 note that via its Cayley factorization, g 7 vanishes precisely when 7 is collinear with 23 ∧ 56 and 34 ∧ 61, which we can see fails in the left side of Figure 3 . It follows that g 7 ∈ I Pascal \ N Pascal is a nontrivial cubic.
We also claim that the three cubics are independent. Let g 8 = (12 ∧ 45) ∨ 8 ∨ (34 ∧ 61) and g 9 = (12 ∧ 45) ∨ (23 ∧ 56) ∨ 9.
If g 7 were a C[Gr (3, 9) ]-combination of g 8 and g 9 , then we would have polynomials ϕ, ψ ∈ C[Gr (3, 9) ] such that g 7 = ϕg 8 + ψg 9 at all points in Gr (3, 9) . Since points 8 and 9 are zero, g 8 (z) = g 9 (z) = 0 and (ϕg 8 +ψg 9 )(z) = 0. However, g 7 (z) = 0, contradicting our dependence assumption. Similar arguments prove that g 8 and g 9 are independent of each other. We see that we obtain three quadrics this way, as we can replace any two of the three meets by points. We show that h 78 is nontrivial by finding w ∈ Gr (3, 9) in V(N Pascal ) with h 78 (w) = 0. Let w ∈ Gr (3, 9) denote the point with representative matrix consisting of columns 2, 4, 5, and 6 in general position, columns 1 and 7 equal and on the line joining 4 and 5, columns 3 and 8 equal and on the line joining 5 and 6, and 9 equal to the zero vector, as depicted in the right side of Figure 3 . Using the figure it is easy to see that the points (together with the zero vector 9) satisfy the brackets generating N Pascal , so w ∈ V(N Pascal ). Since the bracket polynomial h 78 vanishes exactly when 7, 8 and 34 ∧ 61 are collinear we see that h 78 (w) = 0. Now let h 79 = 7 ∨ (23 ∧ 56) ∨ 9 and h 89 = (12 ∧ 45) ∨ 8 ∨ 9. Since point 9 is the zero vector, we can see from the Cayley factorization that h 79 (w) = h 89 (w) = 0, which implies that h 78 is independent of the other two quartics. By symmetry, we see that the three polynomials are independent.
Generalizations

4.1.
More Points. We generalize Theorem 3.0.2 to matroids of n > 6 points on a conic, deriving many quartic, cubic and quadric equations that vanish on the associated matroid variety.
Theorem 4.1.1. Let P = {P 1 , . . . , P n } be distinct points lying on a nondegenerate conic. For each i ∈ {6, . . . , n} define the sets
and let Q = n i=6 Q i , and q = |Q|. Define x n to be the point of Gr(3, n + q) associated to a fixed 3 × (n + q) matrix whose columns are the homogeneous coordinates for the points in P ∪ Q. Then the ideal I xn contains independent quartic polynomials that are not in N xn .
Proof. Applying Theorem 3.0.1 to each set {P 1 , . . . , P 5 , P i } ∪ Q i gives a quartic bracket polynomial f i ∈ I xn only involving P 1 , . . . , P 5 and P i , guaranteeing that these six points are on a conic. Since the first five points determine a unique nondegenerate conic, all of the points P 1 , . . . , P n must be on the same conic. If any three points in P are collinear then the line must be a component of the conic, contradicting our nondegeneracy assumption. So no three points in P are collinear and every dependent triple of elements in P ∪ Q must contain an element of Q.
To see that none of the f i are in N xn define a 3 × (n + q) matrix A y i whose first n columns are homogeneous coordinates for elements of P 2 with the property that P \ P i lie on a conic not containing P i , and whose last q columns are zero. Note that each of the nonbases in M xn involves an element of Q, so y i ∈ V(N xn ). However, f i (y i ) = 0 by construction. It follows from Remark 2.1.5 that each f i is in I xn \ N xn . Futhermore, the polynomials f i are independent, since f j (y i ) = 0 precisely when i = j.
Using the same construction as in Theorem 3.0.2, for each f i we can construct three independent cubics and three independent quadrics in I xn \ N xn . [1] recently proved a result that generalizes both Pascal's Theorem and the Braikenridge-Maclaurin Theorem to higher dimensions. We use their result on rational normal curves to construct an infinite family of matroid varieties with nontrivial polynomials that can be constructed via the Grassmann-Cayley algebra, generalizing Theorem 3.0.2 to all dimensions.
Higher Dimension. Caminata and Schaffler
We recall notation for a rational normal curve of degree d in P d . Let F 0 , . . . , F d be a basis for the homogeneous forms of degree d on P 1 . The image of the map ν d : P 1 → P d given by ν d ([x 0 : x 1 ]) = [F 0 : · · · : F d ] is a rational normal curve of degree d. Every subset of the rational normal curve ν r (P 1 ) ⊂ P r consisting of r + 1 or fewer points is linearly independent. As a consequence, the matroid associated to any finite subset of r + 1 or more points in ν r (P 1 ) is the uniform matroid of rank r + 1 (see Example 2.1.1). It is possible to construct a family of rational normal curves whose limiting position decomposes as a union of rational normal curves in proper subspaces of our ambient projective space. A quasi-Veronese variety is the union of curves that are rational normal curves in their spans. 
Then P lies on a quasi-Veronese curve if and only if for each λ ∈ Λ(Ω d+4 , 6)
In particular, these Grassmann-Cayley conditions are satisfied for sets of points lying on a rational normal curve.
Let P = {P 1 , . . . , P d+4 } ⊂ P d lie on a rational normal curve. Using the notation of Theorem 4.2.1, consider the set
Each element of Q is a point obtained by intersecting a line and a hyperplane. Some points are repeated; for example, when r = 3, choosing the 6-element sets {1, 2, 3, 4, 5, 7} and {1, 2, 3, 4, 6, 7} and using i 1 i 2 ∧ i 4 i 5 H λ yields 12 ∧ 456 and 12 ∧ 465, respectively, and these two points are the same. Define A CS to be the matrix whose columns are the points in P followed by the points in Q, where x CS ∈ Gr(d+1, n) corresponds to the subspace spanned by the rows of A CS . Then there are nontrivial quartics in I CS .
Proof. Since the points in P lie on a rational normal curve, any subset of d + 1 of them are linearly independent. Hence, if a subset of P ∪ Q of size d + 1 fails to be a basis, it must involve at least one point of Q. Hence, each of the brackets in N CS must involve a point in Q.
To show that N CS = I CS , choose d+4 points in P d that do not lie on a quasi-Veronese curve, and define a (d + 1) × n matrix A y whose first d + 4 columns are homogeneous coordinates for the points in P d and whose remaining columns are zero. Let y be the point in Gr(d + 1, n) corresponding to this matrix.
Since each bracket in N CS contains an index from Q, and all of these columns of A y are zero, y ∈ V(N CS ). However, since the first d+4 columns of A y do not lie on a rational normal curve, the quartics in Equation (4) 5 6] , and so the equation encodes the condition that the six projected points 1, . . . , 6 lie on a conic.
Matroid varieties via the Cayley-Bacharach theorems.
Pascal's Theorem is one of many manifestations of the Cayley-Bacharach Theorem. The most well-known version of the Cayley-Bacharach Theorem is due to Chasles. It states that given the nine points of intersection of two cubics in P 2 , if a third cubic passes through eight of the nine points then it necessarily passes through the ninth. Ren, Richter-Gebert, and Sturmfels [7] give methods to determine the ninth point given the other eight. Eisenbud, Green, and Harris [2] give a historical survey of versions of the Cayley-Bacharach Theorem. We use the following version from Traves [12, Theorem 6] to derive generalizations of Theorem 3.0.2. A result from projective geometry need not be stated in terms of a Grassmann-Cayley expression to imply the existence of a nontrivial element of I x as we demonstrate in Theorem 4.3.4. To use Theorem 4.3.1 in our construction we show that, just as there is a bracket condition that guarantees when six points lie on a conic, there are bracket conditions that characterize when points lie on higher degree curves. and each bracket contains three points, the degree of det M as a bracket polynomial is d+2 3 . We extend Example 4.3.2 to k > 3. First we carefully describe how to build a special arrangement of k 2 points. Starting with k collinear points P 1 , . . . , P k , we iteratively pick lines 2i−1 and 2i through point P i . We will call lines j with odd index j odd lines and use an analogous convention for lines with an even index. After picking all 2k lines we let C be the union of the odd lines and D be the union of the even lines. Since we are working over an infinite field, choose each l j so that it avoids passing through any finite set of points we can assume that each point in C ∩ D is a node and that the lines have been chosen so that the only triples of points that are collinear lie on an even line, an odd line, or on the original line containing points P 1 , . . . , P k . Now C ∩ D is a set of k 2 points with k original (collinear) points and k 2 − k residual points. Let M k 2 be the matroid associated to a 3 × k 2 matrix whose columns are homogeneous coordinates for the points in C ∩ D, and V k 2 be the associated matroid variety. of these points with the property that one of the lines in C contains exactly two of the points. From Lemma 4.3.3 there is a degree k+1
3 bracket polynomial f that guarantees that the selected points lie on a degree k − 1 curve. By construction f ∈ I k 2 . By Remark 2.1.5, in order to show that f is nontrivial, it is enough to find a configuration y on which all the brackets in N k 2 vanish and f (y) = 0.
Let y be the configuration obtained in the following way. Start with all k 2 points in C ∩ D. Take the k − 2 points on that are not among the chosen points on which f vanishes and set those equal to the zero vector. Now move the remaining two points on along the lines in D, so that they no longer lie on . This resulting configuration guarantees the brackets in N k 2 vanish. However, working over an infinite field also guarantees we can move the two points so that our chosen set of k+1 2 points no longer lies on a curve of degree k − 1. The total collection of k 2 points obtained this way will be our configuration y. Thus, y is a configuration where all the brackets in N k 2 vanish but f (y) = 0. 
