Data clustering plays an important role in partitioning the large set of data objects into known/unknown number of groups or clusters so that the objects in each cluster are having high degree of similarity while objects in different clusters are dissimilar to each other. Recently a number of data clustering methods are explored by using traditional methods as well as nature inspired swarm intelligence algorithms. In this paper, a new data clustering method using modified bat algorithm is presented. The experimental results show that the proposed algorithm is suitable for data clustering in an efficient and robust way.
INTRODUCTION
Cluster analysis or clustering [1] , [2] is the process of grouping a set of objects into clusters/groups so that objects in the same group are having high degree of similarity based on some criteria while the objects in other groups are dissimilar. Data clustering is widely used in many areas including data mining, statistical data analysis, machine learning, pattern recognition, image analysis, information retrieval and etc. As [2] , clustering methods can be categorized into partitional methods, hierarchical methods, density-based methods, grid-based methods and model-based methods.
Among the several clustering methods, partitional clustering methods are heavily used. K-means algorithm is one of the partitional and center-based clustering algorithms [6] . Owing to the initialization of cluster centers, k-means clustering algorithm traps into local optima.
Over the last few decades, many nature-inspired evolutionary algorithms are being developed for solving most engineering design optimization problems. Nature-inspired algorithms [7] [8] mimic the behaviours of the living things in the nature, so they are also called as Swarm Intelligence (SI) algorithms. SI algorithms searches for global optima and also has good convergence speed.
Evolutionary algorithms (EAs) were the initial stage of such optimization methods [9] . Genetic Algorithm (GA) [10] and Simulated Annealing (SA) [11] are popular examples for EAs. In the early 1970s, Genetic algorithm was developed by John Holland, which inspired by biological evolution such as reproduction, mutation, crossover and selection. Simulated annealing (SA) was developed from inspiration by annealing in metallurgy, a technique involving heating and cooling of a material to increase the size of its crystals and reduce their defects.
The nature inspired algorithms include Particle Swarm Optimization (PSO) [12] [13] , Ant Colony Optimization (ACO) [14] , Glowworm Swarm Optimization (GSO) [15] , Bacterial Foraging Optimization (BFO) [16] - [17] , the Bees Algorithm [18] , Artificial Bee Colony algorithm (ABC) [19] - [21] , Biogeography-based optimization (BBO) [22] , Cuckoo Search (CS) [23] - [24] , Firefly Algorithm (FA) [25] - [26] , Bat Algorithm (BA) [27] ,flower pollination algorithm [28] and Krill herd algorithm [29] .
Swarm Intelligence system holds a population of solutions, which are changed through random selection and alterations of these solutions. The way, the system differs depends on the generation of new solutions, random selection procedure and candidate solution encoding technique. Particle Swarm Optimization (PSO) was developed in 1995 by Kennedy and Eberhart simulating the social behaviour of bird flock or fish school. Ant Colony Optimization, introduced by Dorigo, imitates the food searching paths of ants in nature. Glowworm Swarm Optimization (GSO) was introduced by Krishnanand and Ghose in 2005 based on the behaviour of glow worms. Bacterial foraging optimization algorithm was developed based on the foraging behaviour of bacteria such as E.coli and M.xanthus. The Bees Algorithm was developed by Pham DT in 2005 imitating the food foraging behaviour of honey bee colonies. Artificial bee colony algorithm was developed by Karaboga, being motivated from food foraging behaviour of bee colonies. Biogeography-based optimization (BBO) was introduced in 2008 by Dan Simon inspired by biogeography, which is the study of the distribution of biological species through space and time. Cuckoo search was developed by Xin-she Yang and Subash Deb in 2009 being motivated by the brood parasitism of cuckoo species by laying their eggs in the nests of other host birds. Firefly algorithm was introduced by Xin-She Yang inspired by the flashing behaviour of fireflies. The primary principle for a firefly's flash is to act as an indicator system to draw other fireflies. Bat algorithm was developed in 2010 by Xin-She Yang based on the echolocation behaviour of microbats. Flower pollination algorithm was developed by Xin-She Yang in 2012 motivated by the pollination process of flowering plants. In 2012, Gandomi and Alavi was developed a new bio-inspired algorithm based on the simulation behaviour of krill species.
The remaining section of this paper is organized as follows. Section 2 presents some of the previous proposed research work on data clustering. Bat algorithm and proposed modified bat levy algorithm is presented in Section 3 and Section 4 respectively. Section 5 presents experimental results followed by conclusion in section 6. Van [13] proposed data clustering approach using particle swarm optimization. The author proposed two approaches for data clustering. The first approach is PSO, in which the optimal centroids are found and then these optimal centroids were used as a seed in K-means algorithm and the second approach is, the PSO was used to refine the clusters formed by K-means. The two approaches were tested and the results show that both PSO clustering techniques have much potential.
RELATED WORK
Ant Colony Optimization (ACO) method for clustering is presented by Shelokar et al. (2004) [14] . In [14] , the authors employed distributed agents that imitate the way real-life ants find the shortest path from their nest to a food source and back. The results obtained by ACO can be considered viable and is an efficient heuristic to find near-optimal cluster representation for the clustering problem. Kao et al. (2008) [31] proposed a hybridized approach that combines PSO technique, Nelder-Mead simplex search and the K-means algorithm. The performance of K-NM-PSO is compared with PSO, NM-PSO, K-PSO and K-means clustering and it is proved that K-NM-PSO is both strong and suitable for handling data clustering.
Selim and Al-Sultan (1991) [11] presented a simulated annealing approach to the data clustering problem and they proved that the algorithm obtained global optimum solution. Maulik and Bandyopadhyay (2000) [10] proposed a genetic algorithm approach to the clustering. The superiority of the GAclustering algorithm over the K-means is demonstrated for synthetic and real-life datasets. Karaboga and Ozturk (2011) [35] presented a new clustering approach using Artificial Bee Colony (ABC) algorithm which simulates the food foraging behaviour of a honey bee swarm. The performance is compared with PSO and other classification techniques. The simulation results show that the ABC algorithm is superior to other algorithms. Zhang et al. (2010) [32] presented the artificial bee colony (ABC) as a state-of-the-art approach to clustering. Deb's rules are used to tackle infeasible solutions instead of the greedy selection process usually used in the ABC algorithm. When they tested their algorithm, they found very encouraging results in terms of effectiveness and efficiency.
In [36] (2012), X. Yan et al presented a new data clustering algorithm using hybrid artificial bee colony (HABC). The genetic algorithm crossover operator was introduced to ABC to enhance the information exchange between bees. The HABC algorithm achieved better results.
Tunchan Cura. (2012) [33] presented a new PSO approach to the data clustering and the algorithm was tested using two synthetic datasets and five real datasets. The results show that the algorithm can be applied to clustering problem with known and unknown number of clusters. Senthilnath, J., Omkar, S.N. and Mani, V. (2011) [37] presented data clustering using firefly algorithm. They measured the performance of FA with respect to supervised clustering problem and the results show that algorithm is robust and efficient.
M.Wan and his co-authors (2012) [38] presented data clustering using Bacterial Foraging Optimization (BFO). The algorithm proposed by these researchers was tested on several well-known benchmark data sets and Compared three clustering technique. The author concludes that the algorithm is effective and can be used to handle data sets with various cluster sizes, densities and multiple dimensions.
J. Senthilnatha, Vipul Dasb, Omkara, V. Mani, (2012) [39] proposed a new data clustering approach using Cuckoo search with levy flight. Levy flight is heavy-tailed which ensures that it covers output domain efficiently. The author concluded that the proposed algorithm is better than GA and PSO.
BAT ALGORITHM
Bat algorithm [3] is a metaheuristic algorithm inspired from the echolation behaviour of bats. A population of n bats (solutions) is initialized X = {x1, x2…, xn} and for each solution xi pulse frequency fi is randomly initialized in the range [fmin,fmax] and loudness Ai, pulse rate ri are initialized.
The new solution and velocities for each solution at the next generation is found by,
where,  is a uniformly distributed random number between 0 and 1, xbest is the global best solution among all the solutions, fi is the velocity increment. The local search is performed with pulse rate probability. During the local search, new solution for each bat is generated using,
where,  is a random number in the range [-1,1], A t is the average loudness of all the bats at the generation. In each generation, the loudness Ai and pulse rate ri is updated according to,
where,  and  are constants and it is assigned the value 0.9 [3] .
A variant of bat algorithm is given in [4] and each algorithm is used for the purpose of global optimization. Komarasamy and Wahi (2012) [5] presented a data clustering technique using the combination of K-means and bat algorithm (KMBA). The bat algorithm converges quickly due to the switch over to exploitation stage by varying loudness A and pulse rate r, leads to stuck in local optima. In this study we present a modified bat algorithm combined with levy flight for efficient data clustering.
PROPOSED WORK
The proposed work aims to cluster the data objects efficiently and effectively. The modified bat algorithm is presented here, with which we can achieve the better clustering result. Levy flight is employed to explore the search space randomly. Levy flight or levy walk is stochastic walk in which step length is expressed by a 'heavy-tailed' probability distribution. Levy flight can explain all stochastic processes that are scale invariant. Levy walks are drawn from Levy stable distribution. This distribution is a simple power-law formula L(s) ∼ |s| −1−β where 0 < β < 2 is an index. Mathematically, a simple version of Levy distribution can be defined as [8] , [20] :
where,  parameter is location or shift parameter,  > 0 parameter is scale (controls the scale of distribution) parameter.
The fitness function used in this paper is the squared error function [30] :
where, d(Xi, Cj) is the dissimilarity measure between data object Xi and cluster center Cj.
There are several similarity/dissimilarity measurement exist including Euclidean distance, Cosine similarity, Manhattan distance, Jaccard coefficient, etc., [2] . In this paper, the popular Euclidean distance measure is used and it is defined for two objects and as follows [2] :
where, m is the number of features/dimensions of the data object.
The proposed algorithm keeps a population of solutions and improves the solution at each iteration. The candidate solution is represented as a row vector of size k × m where, k is the number of clusters and m is the dimension of the each data object. It is shown in Fig. 1 . where, Si ' is a candidate solution, N is the population size.
To improve the performance of the proposed algorithm, crossover operator is applied. The crossover operation is controlled by crossover probability. In our study, a binomial crossover is employed [29] , [34] . The m th component of Xi, xi,m is generated as:
where, r is the randomly generated local solution around the best solution when rand > ri 
EXPERIMENTAL RESULTS
The K-Means, Particle Swarm Optimization (PSO), Original Bat (OBAT) and proposed algorithm (MBA-LF) are written in Matlab 8.3 and executed in a Windows 7 Professional OS environment using Intel i3, 2.30 GHz, 2 GB RAM. The parameter values used for original bat and proposed algorithm is shown in Table. 1.
Ten datasets were used to test the performance of our proposed method. These datasets characteristics are shown in Table. 2. All data sets except Art1 and Art2 are available from UCI machine learning laboratory [40] or available at [41]. 
DATASETS DESCRIPTION
The ten datasets used in this study is described as follows: Let, n is the total number data objects to be clustered, m is the number of attributes for each data object and c is the number of clusters to be partitioned to. Artificial datasets Art1 and Art2 are drawn from Kao. et.al (2008) .
Data set 1: Artificial dataset 1 (Art1) (n=600, m=2, k=4)
This dataset is drawn from four independent bivariate normal distributions according to 
= 6,  and  being mean vector and covariance matrix respectively. The data set is shown in Fig.2 [40, 55] and [25, 40] . The data distribution of this dataset is shown in Fig.3 This dataset contains 214 objects with nine attributes, namely, refractive index, sodium, magnesium, aluminum, silicon, potassium, calcium, barium and iron. The data were sampled from six different types of glass: float processed building windows, non-float processed building windows, float-processed vehicle windows, containers, tableware and headlamps. Data set 9: Crude oil data (n=56, m=5, k=3) This dataset consists of 56 samples about crude oil; each has five attributes and fall into 3 groups. Data set 10: Liver disorder data (n=345, m=6, k=2)
This dataset consists of 345 data samples about blood tests of individuals who are thought to be liver disorders that might arise from excessive alcohol consumption. Each sample is characterized with six features. 
RESULTS AND DISCUSSION
In this paper, in order to compare the performance of proposed algorithm MBA-LF, K-means, original PSO algorithm and Original Bat algorithm are also executed and compared with proposed algorithm. Each algorithm was run 10 times and the results in Table 3 -6 are mean, standard deviation, best and worst results of 10 experimental runs. All the three algorithms are executed on the ten datasets.
The clustering quality is measured based on the two criteria such as, (i) Sum of intra-cluster distances: This is the sum of the distance between each data object in a cluster and centroid of that cluster which is computed by using Eq. (8) . The smaller the distance is, the better the clustering result. (ii) F-measure: This combines the precision and recall values used in information retrieval. The precision P(i,j) and recall R(i,j) for each class i of each cluster j are calculated as
where, γi: is the number of members of class i γj: is the number of members of cluster j γij: is the number of members of class i in cluster j The corresponding F-measure F(i,j) is given in Eq. (14):
Then the definition of F-measure of a class i is given as,
where, n is the total number of data objects in the collection. In general, the larger the F-measure gives the better clustering result.
The termination criteria used in the algorithm is the predefined maximum number of iterations. The Table. 3 lists the average, standard deviation, the best and worst intra-cluster distances obtained from the four algorithms for the two artificial datasets. From their results, it can be seen that the proposed MBA-LF algorithm outperforms PSO, OBAT and K-means in both artificial datasets. For Art1, the proposed algorithm always obtains the optimal intra-cluster distances in each run. For Art2, MBA-LF obtains more optimal intra-cluster distances than K-means, OBAT and PSO. The Table. 5 lists the corresponding F-measure values for the two artificial datasets. For Art1, F-measure value is almost same for all the four algorithms and for Art2, PSO and MBA-LF achieves the maximum F-measure of 1 in all runs while K-means and OBAT algorithms obtain maximum F-measure for the best solution.
The Table. 4 lists the average, standard deviation, the best and worst intra-cluster distances and Table. 6 illustrates the corresponding F-measures from the four algorithms for the eight real life datasets. As can be seen clearly, MBA-LF outperforms well in terms of achieving optimal intra-cluster distances and higher F-measure. The proposed MBA-LF performs well those of compared with original bat algorithm. The reason for better performance of MBA-LF than OBAT is the high exploration of the solution space using random walk phenomenon of levy flight method. The F-measure value for CMC, Thyroid and Liver disorders datasets for the k-means are higher than PSO and MBA-LF.
The Fig.4-6 show the convergence behavior of artificial dataset Art1, Iris (low dimensional) and wine (high dimensional) datasets. It can be seen that, K-means algorithm quickly converges into local optima and furthermore there is no more improvement in searching. Thus K-means algorithm does not get optimal results.
On the other hand, PSO escapes from local optima and explores for better optimal solutions than K-means. When compared to K-means and PSO, MBA-LF algorithm escapes from local optima similar to PSO, but finds the better optimal solutions by searching randomly with less number of iterations. It reveals that MBA-LF algorithm explores the search space randomly and has fast convergence within 200 iterations with the help of Levy flight operation. 
CONCLUSION
In this paper, Levy flight is combined with modified Bat algorithm to improve the clustering result. The proposed approach is tested on ten datasets and the experimental results show that the proposed algorithm clusters the data objects efficiently. It also illustrates that it escapes from local optima and explores the search space effectively. In future, this work can be applied to other applications, for example text document clustering to cluster the set of documents efficiently.
