Introduction {#s1}
============

Deep neural networks (DNNs) have grown increasingly popular over the years in a wide range of fields from image recognition to natural language processing. These systems have enormous computational overhead, particularly on multiply and accumulate (MAC) operations, and specialized hardware has been developed to accelerate these tasks. As the networks are themselves tolerant to noise and low precision computing (4-bit and below), theoretical and experimental investigations have shown that analog implementations of DNNs using Ohm\'s and Kirchoff\'s laws to perform MAC operations can vastly accelerate the training and reduce the energy of inference by orders of magnitude.

Investigations regarding an appropriate nanodevice suitable for analog inference have focused on different families of 2-terminal memory devices (memristors, resistive random-access memory (ReRAM), phase change memories (PCM), etc.) as well as 3 terminal devices (flash memory, lithium insertion) (Haensch et al., [@B14]). These devices have the desirable properties of analog tunability, high endurance, and long-term memory needed for use in embedded inference applications. Applications based on these devices perform well when used for inference and have been well-studied, with intermediate scale systems having been built by integrating devices into crossbar arrays (Prezioso et al., [@B30]; Adam et al., [@B2]; Chakrabarti et al., [@B9]; Wang et al., [@B33]).

Though most of the effort has been focused on building inference engines, more recent work has begun to address difficulties in training such nanodevice arrays (Adam, [@B1]; Ambrogio et al., [@B4]). In crossbar architectures, there are two approaches to updating the weights. The first, which fits well with weights computed in software, is to either column wise or sequentially update each weight separately. The other, called an outer product update, is to update all the weights simultaneously with two vectors of voltages or voltage pulses. This latter approach is limited in the type of updates that can be applied, but its speed and energy advantage essentially preclude the use of the former in network training applications. The goal of the work presented here is to develop a technique based on outer product updates that approaches the training fidelity available for algorithms based on sequential weight updates, which are often employed in software-based platforms.

We focus on backpropagation-based learning in a layer in a deep neural network where the weights for that layer are stored in a memristor crossbar array. In the forward pass, the layer receives a series of input vectors **x**^***j***^, indexed by *j*, from the previous layer and multiplies it by the weight matrix **w**^***j***^. The resulting vector goes through a non-linear activation function and is passed to the next layer. In the backward pass, a similar operation occurs, except in the opposite direction, where the error from each consequent layer (**δ**^***j***^) is pushed back into the crossbar, to compute the error for the previous layer with respect to each of the weights (**w**^***j***^). In the weight update step, learning proceeds by calculating the gradient of the loss function with respect to the weights in the layer of interest, by using input values, **x**^***j***^, and the error, **δ**^***j***^, received from the forward and backward passes respectively. This gradient of the loss function is given by $- \mathbf{\delta}^{j}{\lbrack\mathbf{x}^{j}\rbrack}^{T}$. For a suitably parallelized architecture, the number of clock cycles needed for these operations is independent of the size of the memory arrays in each layer (Gokmen and Vlasov, [@B12]). This scaling is maintained for the weight matrix updates by using stochastic gradient descent (SGD), which uses outer product updates alone. In this case $\Delta{\overset{\hat{}}{\mathbf{\text{w}}}}^{j} = - \eta\mathbf{\delta}^{j}\left\lbrack \mathbf{\text{x}}^{j} \right\rbrack^{T}$, with η the learning rate, and the outer product update is implemented by applying voltages representing **x**^***j***^ to one side of the crossbar and voltages representing **δ**^***j***^ to the other. Independently updating each element would require a series of *ab* updates, where the inputs have length *a* and the errors have length *b*.

Though SGD is a powerful method for training, other methods, employed in software, such as momentum, Adagrad, or, most simply, batch update can sometimes be superior. However, these require additional memory overhead or explicit look-a-head updates of the memory which at the present time render them impracticable in the crossbar training setting (Gokmen et al., [@B11]).

The advantage of SGD is that it uses only outer product updates but it has the disadvantage that it requires an update of the weights for each input. A modification of this approach, minibatch gradient descent (MBGD), stores the *n* inputs **x**^***i*,\ *j***^ and the errors **δ**^***i*,\ *j***^ for batch *i* and then uses them to sequentially update the weight matrix in the same way as done for SGD. On advanced processors, like graphical processing units (GPUs and TPUs), MBGD can take advantage of pipelining to significantly speed up the processing (Jouppi et al., [@B19]). If the *n* inputs and errors are stored separately, and then applied to a crossbar array with *n* outer-product updates, a strategy we call MBGD1, there is no apparent advantage to doing MBGD. However, a modification of MBGD1, we call MBGD2, in which the weight updates for each input are summed before they are used to update the cross-bar array, can reduce the number of times each device is written to, during the training process, hence reducing the stress on each device. Here, the weight matrix update matrix for batch
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is summed over all members of the batch, indexed by *j* and then each element of the cross-bar array is individually updated. MBGD1 uses *n* outer product updates, where *n* is the number of inputs in the minibatch, and each element of the cross-bar array is accessed *n* times. MBGD2, only updates each device once per batch, but requires min(*a, b*) operations if the updates are performed column wise or *ab* operations for sequential.

This latter form of mini-batch gradient descent (MBGD2) which is the focus of this work is of extreme interest for the case of nanodevice arrays. It has been suggested that it can increase tolerance with respect to device non-idealities, as well as be employed to minimize the number of device updates, which can be a problem in systems with low endurance or high energy to program (Kataeva et al., [@B20]). In PCM arrays, minimizing the number of updates is critical to preventing a hard reset when the device reaches its natural conductance limit (Boybat et al., [@B8]). Additionally, in cases where the energy of inference is significantly less than the energy of update, reducing the number of updates could result in a substantial decrease in the energy required to train the network, even if it occurs at the expense of training time. Given these advantages of mini-batch update, a dual memory approach, with trench capacitor based short term memory cells that linearly perform batch summation of the calculated gradients, have also been proposed (Kim et al., [@B21]; Ambrogio et al., [@B4]; Li et al., [@B24]). However, this update matrix is no longer in a form that is readily amenable to outer product updates so additional modifications are needed.

One straightforward way to convert the batch weight update to outer product form is to compute its singular value decomposition.
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In addition to allowing for rank one updates of the weight matrix, the update can be made to carry even more information about the weight update, by performing the update with a low rank approximation, that is, taking *k* \< *min*(*a, b*). We show in section Proposed methods for training and new algorithm that for this approach, taking a small number ranks which include the most important terms in this sum can provide a very good approximation with significant time savings. Unfortunately, computing the singular value decomposition requires storing the entire update matrix and requires number of operations that scales like \[min(*a, b*)\]^3^. This would require significant overhead, most likely in the form of digital computation external to the crossbar, though analog embodiments could be implemented. To get the benefits of turning the batch into the smallest number of updates, an efficient means of calculation is needed.

Here, we combine the batch-update approach with a streaming method for computing low rank approximations to the singular value decomposition due to Oja ([@B28]). This novel combination, which we refer to as streaming batch eigenupdate (SBE) computes the contribution of each input and error vector pair to the update as they arrive requires no further information about them for subsequent processing. This approach minimizes storage and computational requirements while preserving the advantages of batch updates. Such an approach is enabled by our finding that a low rank approximation works well for training a network. [Table 1](#T1){ref-type="table"} compares the necessary storage, computational overhead, and number of crossbar updates required for each of the approaches mentioned above. Section Materials and Methods describes the procedure for streaming batch eigenupdate. Section Results compares the performance of each of these approaches through simulations of a four-layer neural network and section Discussion discusses some of the remaining issues with implementation of this approach.

###### 

Comparison of asymptotic scaling for common methods of *a* × *b* crossbar training.

  **Training method**   **Update method**           **Updates per device**   **Crossbar primitive operations**   **Memory requirements**   **External computational load per datum**
  --------------------- --------------------------- ------------------------ ----------------------------------- ------------------------- -------------------------------------------
  SGD                   Outer product               *nm*                     *nm*                                *O* (*a*+*b*)             0
  MBGD1                 Outer Product               *nm*                     *nm*                                *O* (*na*+*nb*)           0
  MBGD2                 Sequential or column-wise   *m*                      *abm* or η*m*                       *O* (*ab*)                *O*(*ab*)
  Rank *k* SVD          Outer Product               *km*                     *km*                                *O* (*ab*)                *O* (4ημ^2^+22η^3^)
  Rank *k* SBE          Outer product               *km*                     *km*                                *O* (*ka*+*kb*)           *O* (*gka*+*gkb*)

*We define m as the total number of minibatches, n as the amount of training data per minibatch, and k is the decomposition rank when appropriate. For the SVD method, we take scaling laws for the R-SVD algorithm, choosing μ = max(a, b) and η = min(a, b) to get the best scaling (Golub and Van Loan, [@B13]). For the SBE approach, the complexity scales linearly with dimension and rank (Hua et al., [@B17]). The exact choice of algorithm will determine the value of the constant g. For the PASTd algorithm, g = 4 (Yang, [@B34])*.

Materials and Methods {#s2}
=====================

Proposed Methods for Training and New Algorithm
-----------------------------------------------

The key idea behind our alternative approach is to estimate the most representative single outer product update for the batch. Not only is this approach fast, it also minimizes the amount of information that needs to be stored to make each update. We consider then, an arbitrary network layer being trained on batch *i* with an *a* × *b* weight matrix **w**^*i*^. The layer receives *j* activations **x**^*i,\ j*^ of dimension *b* and backpropagated errors **δ**^*i,\ j*^ of dimension *a* per batch. In the ideal case, we would like the network to update according to
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Each term in this sum is the gradient of the loss function of that input **x**^*i,\ j*^, which is a rank 1 matrix. The sum of the gradients, $\Delta{\overset{\hat{}}{\mathbf{\text{w}}}}^{i}$, is the gradient of the batch loss function and is in general a rank min(*n, a, b*) matrix. Performing such an update with conventional SGD will require *n* outer product operations. An important observation here is that the outer product operation itself is a rank 1 operation, and hence an efficient alternative would entail using a low rank matrix approximation of Δŵ^*i*^ to reduce the total number of updates performed. More specifically, we perform *k* \< *n* outer product updates where *k* is the number of significant singular values of the true gradient Δ**w**^*i*^.

The singular value decomposition (SVD) of Δ**w**^*i*^ entails significant memory overhead and computational cost. We base our approach on streaming principal component analysis (PCA) developed to compute the *k* most significant singular vectors of a streaming covariance matrix (Balsubramani et al., [@B7]; Mitliagkas et al., [@B26]; Li et al., [@B23]; Yang et al., [@B35]), which is based on Oja\'s original algorithm for PCA that was developed to describe the evolution of neural network weights (Oja, [@B28]). By applying his formalism here on the weight *updates*, we can extract, on the fly, a set of *k* most representative vectors, of the original rank *n* update. This allows us to perform memory limited batch updates with *k*(*a*+*b*) additional memory units instead of *ab* as used in previous studies. Oja\'s rule is sometimes considered a form of unsupervised learning, and employing it amounts to using a separate unsupervised neural network to train the network of interest. However, this network trains on the batch gradient and only needs very short-term memory as the gradient is constantly changing. Such short term memory arrays are already entering into use (Kim et al., [@B21]; Ambrogio et al., [@B4]).

If we consider the special case of *k* = 1, using only the single most important singular value, we can define an approximation for **Δw**^*i*^, $\mathbf{\Delta}{\overset{\hat{}}{\mathbf{\text{W}}}}^{i}$, in terms of left and right singular unit vectors **X**^*i*^ and **Δ**^*i*^ corresponding to that largest singular value, σ^*i*^. The rank 1 approximation, which we call the principal eigenupdate of the batch, is then:
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This represents the single best rank 1 approximation of the batch update, with η the traditional learning rate. These values can be estimated over a streaming batch of size *n* such that $\mathbf{\text{X}}^{i} \approx \ \frac{\mathbf{\text{X}}^{i,n}}{\left| \middle| \mathbf{\text{X}}^{i,n} \middle| \right|}$, $\mathbf{\Delta}^{i} \approx \ \frac{\mathbf{\Delta}^{i,n}}{\left| \middle| \mathbf{\Delta}^{i,n} \middle| \right|}$, and σ^*i*^ ≈ σ^*i,\ n*^ using the following streaming update rules where *j* runs from 1 to *n*:
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Afterwards the weight matrix is updated with an outer product update using these rank 1 estimators of the singular values. The next batch is calculated from the end condition of the previous batch such that **X**^*i*+1,\ 1^ = **X**^*i,\ n*^, **Δ**^*i*+1,\ 1^ = **Δ**^*i,\ n*^, and σ^*i*+1,\ 1^ = σ^*i,\ n*^. The previous best estimate is presumed to approximate the subsequent best estimate, which is true if the learning rate is sufficiently small[^1^](#fn0001){ref-type="fn"}.

This algorithm falls within a general family of noisy power iterations (Hardt and Price, [@B15]), or power iterations performed on stochastic matrices, which are known to extract the eigenvectors of covariance matrixes. It is, additionally, a bi-iterative method for calculating both left and right eigenvectors (Clint and Jennings, [@B10]; Strobach, [@B31]).

Intuitively however, the algorithm can be interpreted as updating the "weighted average" activation and error based on the cross significance of its companion term. For example, the estimated left eigenvector, the "estimated activation," of the layer, **X**^*i,\ j*^, is modified significantly by **x**^*i,\ j*^ whenever the associated error is both large and directed along the estimated right eigenvector as measured by the factor $\frac{({\mathbf{\delta}^{i,j} \cdot \mathbf{\Delta}^{i,j}})}{\left| \middle| \mathbf{\Delta}^{i,j} \middle| \right|}$. If the error of an input is small or pointing in an uncommon direction, the estimated activation does not change significantly. The same is true for the dependence of the changes in **Δ**^*i,\ j*+1^ on $\frac{({\mathbf{\text{x}}^{i,j} \cdot \mathbf{\text{X}}^{i,j + 1}})}{\left| \middle| \mathbf{\text{X}}^{i,j + 1} \middle| \right|}$. This algorithm, in the context of using streaming data to estimate the important singular values of the SVD of a batch update matrix, we call this the streaming batch eigenupdate (SBE) algorithm.

This approach can be generalized to an arbitrary number of ranks using different approaches. The simplest and most pipelineable approach is deflation (Hyvärinen and Oja, [@B18]). During deflation, the first principal component is subtracted from the incoming data stream and the process for finding the subsequent principal component is identical to the one that came before. This would most easily allow for multiple ranks to be calculated without additional delay by simultaneously sending deflated data to lower ranks during the calculation of the principal ranks. Alternative approaches, based on QR factorization or Oja Subspace Networks, can involve feedback between ranks, reducing the number of iterations to achieve convergence but potentially increasing latency and the computational overhead (Oja, [@B29]; Allen-Zhu and Li, [@B3]).

An important feature of this approach is that it opens a tradeoff space between the software and the hardware. On one hand, it necessarily throws away a significant amount of the information from the batch, which results in a low rank approximation. Hence, for updates with higher rank, larger eigenvalue matrixes would be less well-represented and therefore take a longer time to converge. On the other hand, this approximation, which is a form of compression, allows for a much more compact representation of the error, which has the potential to dramatically reduce hardware costs. One point to note here is that the smaller the rank of the weight update, the more representative a low rank approximation would be. Consequently, we might expect the eigenupdate to perform better for activation functions that lead to sparse updates, such as for rectifying activation functions like rectified linear units (ReLU).

[Figure 1](#F1){ref-type="fig"} shows an example of the potential effectiveness of our approach prior to running network models. It shows the relative significance of different singular values, subject to the normalizing condition $\sum\limits_{p = 1}^{r}\sigma_{p}$ = 1 for singular index value *p* up to rank *r*. The plots show a representative matrix decomposition for a particular batch update in the middle of a conventional 728 × 256 × 32 × 10 network trained on MNIST to 90% accuracy for the test set. Based on the relative magnitude of values for our example batch, ReLU activations can have as much as 60% of the batch update information contained in the first pair of singular vectors. From the cumulative contribution, we can see for sigmoidal activation, which squashes the outputs of the neurons, the first 10 pairs of singular vectors can capture as much as 95% of the information contained within our example batch. We attribute this fact ultimately to the observation that despite the large sizes of matrices in these networks, the complexity of the trajectories will ultimately be limited by the significantly smaller number of classes which are used to train the networks. Others have observed that the trajectories of networks during training can be reduced to a smaller number of principal components (Lorch, [@B25]; Antognini and Sohl-Dickstein, [@B5]).

![**(A)** Example of the contribution of the normalized singular values to the batch update for the middle layer of a 728 × 256 × 128 × 10 network trained for MNIST with ReLU and sigmoidal activation. The batch size is 10,000. **(B)** Cumulative sum of the contribution of the first *k* singular values. The sum of the first few vectors approaches the total sum, one, showing that they contain most of the batch information.](fnins-13-00793-g0001){#F1}

Network Modeling and Experiments
--------------------------------

For our experiments, we compare traditional approaches, stochastic gradient descent (SGD) and mini-batch gradient descent (MBGD), with our PCA based approaches, specifically doing the singular value decomposition (SVD) and the streaming batch eigenupdate (SBE) estimation of the batch between matrix updates. While MBGD and SVD cannot be efficiently implemented, SGD and SBE can. [Figure 2](#F2){ref-type="fig"} outlines the key distinctions in the process execution of the algorithm.

![Simplified comparison of the training algorithms for **(A)** stochastic gradient descent (SGD), **(B)** mini-batch gradient descent (MBGD), **(C)** the singular value decomposition (SVD) approximation of the batch, and **(D)** streaming batch eigenupdates (SBE). Both SGD and SBE are rank 1 and calculated on the fly, achieving the highest degree of acceleration.](fnins-13-00793-g0002){#F2}

To compare these approaches, we choose a very simple network architecture of 728 × 100 × 10 neurons, using ReLU activation functions between layers and a cross-entropy loss function (LeCun et al., [@B22]). To control for the fact that using batches reduces the overall number of updates per epoch, we use a learning rate optimizer prior to network simulations, which minimizes the loss for 5 epochs. There is a hard cutoff terminating our simulations after 900 epochs. Batch sizes were varied from 2^0^ to 2^13^. Networks are trained on the MNIST data set using the typical test-training partition. The exemplary series of networks trained below all began from the same randomly drawn starting condition.

Results {#s3}
=======

To illustrate the convergence of the SBE algorithm during the batch training process, we calculate the error, ε, for the converging the singular vectors, **X**^*i,\ j*^, to the true singular vectors, **X**^*i*^, as $\varepsilon = 1 - abs(\frac{(\mathbf{X}^{i} \cdot \mathbf{X}^{i,j})}{\left\| \mathbf{X}^{i,j} \right\|})$, and similarly for the singular value as $\varepsilon = 1 - abs{(\frac{\sigma^{i}}{\sigma^{i,j}})}$^1^. [Figure 3](#F3){ref-type="fig"} shows convergence curves of these errors during network training for batch sizes 32 and 1024. While 1024 shows strong periodic behavior between updates and convergence of the singular vectors down to an accuracy below 10^−3^, the smaller batch size of 32 shows periodic behavior but no strong trends toward convergence of the approximate singular vector. Despite this weak convergence of the singular vector, the training of the network converges.

![Difference between SBE values and the full SVD values for **(A,C)** singular vectors **X**^***i***^ and **δ**^***i***^ as calculated by $\mathbf{\varepsilon}~ = 1 - abs(\frac{(\mathbf{X}^{i} \cdot \mathbf{X}^{i,j})}{\left\| \mathbf{X}^{i,j} \right\|})$) and **(B,D)** singular values as calculated by $\varepsilon\  = 1 - abs{(\frac{\sigma^{i}}{\sigma^{i,j}})}$^1^. Batch sizes are 32 **(A,B)** and 1024 **(C,D)**. The larger batches show greater fidelity with more iterations. The sharp increases in the difference correspond to the update of the weight matrix and subsequent change in the gradient.](fnins-13-00793-g0003){#F3}

That fact that the convergence of the singular vectors is not necessary to demonstrate convergence of the network makes sense because convergence of vectors during power iterations is often determined by the eigengap, or the gap between the target eigenvalue and the next smallest eigenvalue of a matrix (Musco and Musco, [@B27]). A small eigengap leads to significant contamination of the target vector with other large eigenvalue vectors. This contamination complicates finding the eigenvector itself but still pushes a network to a lower value of the loss function.

[Figure 4](#F4){ref-type="fig"} shows that all the training algorithms reduce the training set loss function down to as low as 10^−4^. We find that reducing the training set loss down to 10^−2^ is sufficient to achieve 100% accuracy on the training set and therefore about 97--98% accuracy on the test set. In these simulations, the SGD function is the fastest algorithm for training in terms of number of epochs, with MBGD, due to its parallelism, having significantly faster wall clock time. When re-plotting the data in terms of matrix updates, it\'s clear that the batch methods have an advantage in terms of minimizing the number of times the memory needs to be changed. However, these measures do not take into account the time that would be required to do the matrix updates in hardware. Since the SVD and SBE methods use only rank 1 updates, it takes less time for them to update the hardware by a factor of the number of elements in the crossbar.

![Test set error rate vs. **(A)** the epochs and **(B)** the matrix updates. Training set loss functions under different SGD and batch learning rules (batch size is 32) vs. the number of **(C)** epochs and **(D)** matrix updates. The SVD and SBE algorithms required more epochs to train but fewer matrix updates.](fnins-13-00793-g0004){#F4}

These general trends can be seen in [Figure 5](#F5){ref-type="fig"}, which shows the number of epochs and number of matrix updates needed to train the network to a training set loss of both 10^−1^ and 10^−2^. For this example, MBGD is clearly the highest performing on all metrics, decreasing the number of updates needed to train the network vs. SGD by more than two orders of magnitude at a batch size of 4096. For the SBD and SBE algorithms, the epochs to train grows much faster, and the number of matrix updates needed to train only falls by a factor of 20 compared to SGD and does so at a much smaller batch size of 128. For very small batch sizes, the SBE algorithm performs worse than the SVD algorithm, which we attribute to poor qualities of the update vector, but at higher batch sizes it outperforms the SVD algorithm, which we attribute to a mixture of better update quality but with added stochasticity lacking in the SVD approach due to the random degree of convergence and sampling of lower significance eigenupdates and singular vectors.

![Summary of impact of different training rules vs. batch size including **(A)** the number of epochs to train the training set loss function down to 0.1 (dashed lines) and 0.01 (solid lines), and **(B)** the number of matrix updates to set the loss function to 0.1(dashed lines) and to 0.01 (solid lines). The SVD and SBE training rules increase the update efficiency, but not as much as full batch update.](fnins-13-00793-g0005){#F5}

Discussion {#s4}
==========

For the example below, the SBE approach is lower performing than the MBGD approach in terms of number of epochs to train and number of matrix updates. However, its use would vastly accelerate the wall clock time of training in a hardware network since the transfer of the weights has the same complexity as the SGD approach, even in cases where the batches were stored in a local and parallel short-term memory array. Moreover, in the case of *k* = *1*, calculating and storing the low rank versions of activations and error (left and right eigenvalues) take up significantly less area and compute (*O(a*+*b)*) as compared to the full rank (*O(a* × *b*)) versions.

If a higher quality update were desired, the above algorithm could be extended to the calculation of multiple eigenupdates in parallel, similar to an Oja asymmetrical subspace network (Oja, [@B29]). The application of *k* eigenupdates would still be significantly faster than the time needed to transfer the point-wise or column-wise transfer for a full ranked batch update. Based on [Figure 1](#F1){ref-type="fig"}, it is clear that a full rank transfer is unnecessary and possibly even detrimental if excess information leads to over fitting. Additionally, with high quality approximations of the gradient now available, it may be possible to implement as yet unknown algorithms which could accelerate training or provide a more efficient closed-loop transfer of the weight update to the devices. At a minimum, the SBE algorithm is able to reduce the memory and compute overhead required to do batch updates, which can reduce the writing and programming stress and latency on the devices by an order of magnitude.

The critical challenge is determining the most efficient hardware implementation of the SBE algorithm. The major operations required are the summation, multiplication and division respectively. Among them the most computationally intensive part is the normalization operation, $\frac{\mathbf{\text{X}}^{i,n}}{\left| \middle| \mathbf{\text{X}}^{i,n} \middle| \right|}$. Since we may only be working with low precision, such as 4-bit precision, and only dealing with a linear number of computations vs. problem size, the overhead of implementing these operations is significantly smaller when compared to their full rank counterparts. Digital implementations of such operations can be constructed with systolic array approaches, and if further energy efficiency is required, analog approaches can be used as well (Vanpoucke et al., [@B32]).

An alternate analog approach which gets rid of the division operation altogether is borrowed from the original Taylor series formulation of the Oja equations, which replaces division with a multiplication and subtraction (see [Supplementary Material](#SM1){ref-type="supplementary-material"}). Such a calculation, though, may run into issues with numerical stability. However, the physical constraints of the system along with the parallel calculation of additional singular vectors could stabilize the algorithm. Calculating multiple singular vectors is known to accelerate convergence of the dominant vectors (Balcan et al., [@B6]). Moreover, future hardware could likely use short term memory cells, such as trench capacitors and FETs, to perform resistive multiplication and dot product operations in combination with Gilbert cells to scale the outputted values properly (Li et al., [@B24]).

This is a rich tradeoff space which requires further exploration and is going to be part of follow-up work. Trading off the different system attributes, digital vs. analog, single vs. multi-rank, and batch size, can be used to build an optimal system for machine learning by efficiently calculating streaming batch eigenupdates.
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