The Australian Bureau of Meteorology (Bureau) issues operational tropical cyclone (TC) seasonal forecasts for the Australian region (AR) and the South Paci c Ocean (SPO) and subregions therein. The forecasts are issued in October, ahead of the Southern Hemisphere TC season (November to April). Improvement of operational TC seasonal forecasts can lead to more accurate warnings for coastal communities to prepare for TC hazards. This study investigates the use of support vector regression (SVR) models, exploring new explanatory variables and non-linear relationships between them, the use of model averaging, and lastly the integration of forecast intervals based on a bias-corrected and accelerated non-parametric bootstrap. Hindcasting analyses show that the SVR model outperforms several benchmark methods. Analysis of the generated models shows that the Dipole Mode Index, 5VAR index and the Southern Oscillation Index are the most frequently selected as explanatory variables for TC seasonal forecasting in all regions. The usage of ENSOrelated covariates implies that de nitions of regions and subregions may have to be updated to achieve optimal forecasting performance. Overall, the new SVR methodology is an improvement over the current linear discriminant analysis models and has the potential to increase accuracy of TC seasonal forecasts in the AR and SPO.
Introduction
Tropical cyclones (TCs) are the most destructive weather systems that form over warm waters of the Paci c, Indian and North Atlantic Oceans. On average, about 87 TCs form each year [17] with about twice as many TCs occurring in the Northern Hemisphere (NH) as compared to the Southern Hemisphere (SH). TC activity has also been observed to distribute unevenly over various regions. In the NH, TC activity is highest in the western North Paci c (32 TCs/year on average) [17] . In the SH, the Australian region (AR) has the highest TC activity, with about 11 TCs/year forming or entering the area annually [11] . Historically TCs have had major impacts on shipping and coastal infrastructure, agriculture and the safety and economic wellbeing of communities if they approach a coast and make landfall. The main hazards associated with TCs are strong winds, heavy rain, storm surges, ooding, landslides and tornadoes [31] .
International research e orts over recent decades have contributed substantially to our collective understanding of TCs, highlighting strong links to the El Niño-Southern Oscillation (ENSO) and some trends in intensity and distribution [e.g., 4, 12, 15, 16, 28, 45, 47] . [7] conclude that the neutral ENSO phase also contains valuable information with respect to TC activity in the AR, which is uncovered by a split in negative-neutral and positive-neutral regimes. One issue emerging from previous research is the di culty in forecasting seasonal TC activity for seasons where the predictors employed move outside their historical ranges [25] . For example, sea-surface temperatures (SSTs) now frequently move outside their historical ranges, rendering them problematic as predictors for forecasting TC activity in recent years [26] .
TC seasonal forecasting is a key element of an early warning system to increase preparedness of coastal communities ahead of the TC season, and such a service is provided by several organisations around the world (an overview of these organisations is provided in [5] ). For the AR, [34, 35] documented the relationship between number of TCs and ENSO indices and developed a seasonal forecast methodology based on this relationship [36] . In addition to count forecasting, [42] investigated the landfall potentiality at the moment of cyclogenesis. Currently, the Australian Bureau of Meteorology (henceforth, the Bureau) provides TC count seasonal outlooks for the AR and the South Paci c Ocean (SPO). The operational statistical model of the Bureau consists of two linear discriminant analysis (LDA) models, one based on the Southern Oscillation Index (SOI) and the other based on the Niño3.4-region SSTs. Although these models are used operationally to generate probabilistic forecasts, deterministic forecasts will be used in this study for comparison purposes.
The 2010/2011 TC season saw one of the strongest La Niña events on record develop over the Paci c. Typically, during La Niña years TC activity is high in the AR [23] . Based on historical relationships between the number of TCs in the AR and ENSO indices, the Bureau in its 2010/2011 Australian TC seasonal outlook predicted that
For the full Australian region, there is a high degree of con dence (98%) that the total number of tropical cyclones will be above average. The forecast values from the two models (20) (21) (22) are signi cantly higher than the long-term average value of 12. i Similarly, the Guy Carpenter Asia-Paci c Climate Impact Centre (GCACIC) at the City University of Hong Kong forecasted that 19 TCs would either develop within or move into the AR in the 2010/2011 TC season ii . In fact, the actual TC activity during that season was below average, with 10 TCs recorded instead of the 19-22 forecasted by the Bureau and the GCACIC. Although tropical depressions are not included in TC numbers and are not in scope of this study, it should be noted that the actual number of tropical depressions during this season was well above average. This example shows that there is potential for improvement of current statistical methods for TC seasonal forecasting.
Other examples exist for di erent basins. The Laboratory for Atmospheric Research at the City University of Hong Kong has been issuing real-time predictions of the annual number of TCs a ecting the western North Paci c since 2000. Beginning in 2008, these forecasts have been issued by the GCACIC [18] . However, it was found that the TC activity over the western North Paci c has a signi cant decreasing trend in recent years with respect to frequency (while TC intensity is increasing) [21] . The GCACIC's prediction scheme, which was rst developed in 1997, does not incorporate this trend and therefore overestimated the TC activity during the last few years. As a result, the GCACIC's prediction scheme is currently under revision and the operational forecasts for the TC activity over the western North Paci c have not been issued since 2011
iii . For the AR, [11] reports a statistically signi cant decreasing trend in TC numbers in the 1981/1982 to 2012/2013 seasons after removing ENSO-related variability. This study also indicates a potential temporal change in the ENSO impact on TC numbers, with lower impact of ENSO on TC activity in recent years.
Recently we conducted pilot studies [25, 48] investigating the prospects to improve the accuracy of statistical seasonal TC forecasting in the AR and the SPO. Similarly to the western North Paci c, TC activity over the AR has shown a decreasing trend in recent years (as noted above). Incorporating the trend, our study rst demonstrated an improvement in the predictability of the linear regression model [25] . We then showed that a new methodology based on support vector regression (SVR) can improve upon the current LDA methodology for both the AR and the SPO [48] . Our results are consistent with the ndings of earlier studies by [41] and [40] that investigated the application of machine-learning algorithms for seasonal prediction of TCs, concluding that SVR leads to better results than linear regression models. In the current study, we continue this lead by investigating further applications of this machine learning algorithm to improve the accuracy of TC seasonal forecasting. This includes non-linear relationships between covariates and the construction of forecast intervals.
The paper is structured as follows. Section 2 describes the data that are used and the methodologies we applied in this study. In Section 3 the performance of the new SVR methodology is evaluated in crossvalidation and a hindcast analysis. Section 4 contains a discussion and a summary is presented in Section 5.
Data and methodology . TC data and regions under investigation
The Bureau, together with its international partners, has created a homogenised TC archive for the SH [24] which can be accessed through the Bureau's Paci c Tropical Cyclone Data Portal iv . This archive is used in this study. It contains best track data and intensity information for all TCs occurring in the SH for the 1969/1970 to 2012/2013 seasons. As part of the analysis related to this study, we performed additional data veri cation on the SH TC archive, in which data from di erent sources have been compared in detail and updated to improve the data quality for the investigated regions. In the data veri cation phase, we rst identi ed for every TC whether at least one point of its track occurred in a certain region of interest. If this was the case and the cyclonic system attained a central pressure less than or equal to 995 hPa [25] while in this region, it was counted towards the number of TCs in that speci c region. This approach di ers somewhat from some of our earlier work [24] where the lifetime minimum central pressure was used to locate the TC in space. The regions and subregions de ned by the Bureau for preparing its operational TC seasonal outlooks are shown in Figure 1 . All regions have latitudes 5
• S and 40
• S as their northern and southern boundaries respectively except for the AR-NW subregion which is de ned as the area 5 .
ENSO connection
The plausibility of using ENSO-related covariates for TC seasonal forecasting for a speci c region depends on the impact of ENSO on the spatial distribution of TCs. To explore this, ENSO phase designations have been obtained after consideration of several (combined) atmospheric and oceanic indices [23] . In this study, SH TC seasons characterised predominantly by an El Niño (EN) event are 1972/1973, 1976/1977, 1977/1978, 1979/1980, 1982/1983, 1986/1987, 1987/1988, 1991/1992, 1992/1993, 1993/1994, 1994/1995, 1997/1998, 2002/2003, 2004/2005, 2006/2007 and 2009/2010, while seasons 1970/1971, 1973/1974, 1974/1975, 1975/1976, 1988/1989, 1998/1999, 1999 Although data for many covariates are available since the early th century or before, we are limited by the availability of the TC data. TC data are limited for several reasons. First, the quality of TC observations has improved over time and in particular, data in the AR are considered signi cantly more reliable after meteorological satellites came into operation in the late 1960s [20] . An extensive discussion on the quality of TC data in the SH is provided in [24] . Second, the observed number of TCs in the 1969/1970 season has been identi ed as an outlier in several models by [25] . Therefore, only TC data from the 1970/1971 season onwards have been used, and in consequence there is no need to use the earlier covariate data. At the time of our analysis, the best track database for both the AR and SPO included the 2012/2013 season. The 2012/2013 season was excluded from our initial analyses as it was used for a separate recalibration analysis (not presented). Therefore, data from the seasons between 1970/1971 and 2011/2012 were used for modelling purposes.
. Statistical models investigated
When constructing a mathematical model for a particular problem, many di erent approaches are possible. For example, [9] use a Poisson regression approach to TC count forecasting. Our approach started with the application of various machine learning algorithms to the SH TC data set in a pilot study [48] , to identify which machine learning algorithms are suitable for the problem of TC forecasting in the AR and SPO. This identi ed SVR as a promising algorithm to improve operational forecasting performance. Since the ε-insensitive loss function (see Section 2.5) used in SVR incorporates the impact of response's outliers on the prediction process, whether the response variable in SVR is continuous numerical or discrete numerical, or whether or not the response has a normal distribution, does not have signi cant impact on the prediction results. Thus we choose to use SVR with the response being the raw TC counts without any transformation and speci c distribution assumption in this paper. Hence our approach is non-parametric and distribution-free. We choose to explore and exploit the non-linear and non-parametric regression structure rather than the probability distribution of the response to improve the prediction performance. SVR has been used successfully by other researchers for weather forecasting, for example for seasonal prediction of winter extreme precipitation over Canada [51] and for storm surge predictions [39] . As the number of available data points for TC seasonal forecasting is low, it is important to use a model having e cient predictive power (i.e. generalisation performance, [2] ). It has been shown that SVR can be e ciently speci ed by only a small number of support vector data points. SVR is also robust against response outliers and is exible in terms of the regression function as said before. All these properties of SVR make it a suitable methodology for solving the seasonal TC forecasting problem.
Our present study follows the SVR approach by providing an in-depth investigation on how to optimise SVR modelling for TC seasonal forecasting. For example, we investigate the use of di erent kernels, e.g., radial basis function and polynomials of second and third degree, and demonstrate how they can improve upon the performance of the baseline linear kernel function.
. SVR model setup
The basic idea behind the SVR using ε-insensitive loss function is that the resulting tting errors at the training data points should be ideally at most ε while the regression surface should be as at as possible (i.e., total variation in regression coe cients is small) so that the prediction errors at the testing sample can be under control. This idea can be formulated, subject to some tolerance of greater than ε tting errors, by a convex optimisation problem with the associated constraints balancing the atness of the regression surface and the deviation from the prescribed tolerance level of tting errors. This optimisation problem can be solved more easily by its dual formulation involving Lagrange multipliers and quadratic programming. A detailed analysis of the solving process reveals that not all data points are active (i.e., used) in the process and only a subset of the data points, called the support vectors, are used in the computation process to determine the regression surface. The regression surface is not necessarily speci ed under the linear space of the covariates, but can be speci ed under the reproducible kernel Hilbert space (RKHS) which makes the regression space very exible and computationally feasible for high-dimensional covariates.
The following describes the setup of our SVR model. We de ne the response variable y as the number of TCs in a season, TC. Table 1 summarises the variables that are used in this study. As operational forecasts for the regions in the SH should be issued by the end of October (prior to the beginning of a TC season which starts in November), covariate values up to this month could be used in the analysis. October values for the covariates generally have a higher correlation with the number of TCs than earlier months (not shown). Therefore, October observations preceding the TC season are used for modelling purposes. Operationally, it is further possible to issue preliminary forecasts by using forecast October values for the covariates. A de nitive forecast can then be issued when October values become available in early November. Because of the high monthly variability of SOI [44] , the average SOI in the months August, September and October is used instead for this covariate in place of the single-monthly October value. All − = possible variable combinations, except the empty model, have been investigated as potential models. Data were standardised before SVR models were tted. Final predictions that are negative are set to zero. The SVR model being used is an extension to ε-support vector regression [46] . A key element of SVR is the choice of the loss function, which determines how prediction errors (as compared to the actual number of TCs) are treated in the model tting process. The loss function used in this study is the ε-insensitive loss (see Equation (1)). Namely, the loss equals zero when a residual's absolute value |r| is smaller than ε; otherwise it equals |r| − ε. Data points where the loss function is unequal to zero are called the support vectors and model tting only depends on these points. Since larger values for ε lead to fewer data points in uencing the solution appropriate parameter tuning based on prediction performance is important, especially since the number of observations available for TC seasonal forecasting is low. Furthermore, due to the linear instead of squared relationship in the loss function, SVR as used here for TC seasonal forecasting is less sensitive to response outliers at the support vectors. That is, the ε-insensitive loss generally puts more weight on the support vectors where the resultant tting errors are greater than ε, but not too much weight on those support vectors whose response values are outliers.
The prediction function used for a speci c region is given by
with {hm(x)}, m = , , . . . , M being a set of basis functions.
This prediction function is linear with respect to coe cients βm, but can become non-linear in the covariates and non-parametric because of the transformations hm(x). The unknown parameters β and β in Equation (2) are estimated by minimising
β m with n the number of observations.
Minimising H(β, β ) consists of minimising the prediction errors (using the loss function described above) and a penalty term C M m= β m which penalises models that are too complex. The tuning parameter C is used to control the extent of the complexity of the SVR model.
The minimisation problem of Equation (3) can be equivalently formulated using Lagrange multipliers with addition of the Karush-Kuhn-Tucker (KKT) conditions to ensure optimality of the solution (not shown). The reformulated problem can be solved using techniques such as sequential minimal optimization [37] . The solutionf (x) = M m= β m hm(x) +β then has the form
Hence, the solution of the SVR model only depends on the covariates or the transformation of the covariates through inner products. Several kernel functions are available that provide this transformation of covariates into a higher dimensional feature space. For example, with two covariates a polynomial kernel function
For a more detailed mathematical description, see [19] .
. Kernel functions
The kernel functions that we investigated in this study are given in Equations (5), (6) and (7).
Radial Basis Function kernel:
Polynomial kernel:
While the linear kernel only considers linear relationships, non-linear relationships can be modelled using the radial basis function and polynomial kernels. The radial basis function kernel is often used in other SVR studies to investigate non-linear relationships, containing only one extra parameter compared to the linear kernel function. To cover a larger range of non-linear relationships, polynomial kernels of degree 2 and 3 are also considered in this study, which complicates the calibration process. With a choice for one of these kernel functions, the SVR model is fully de ned. Besides the parameters β and β (or α), the SVR model formulation contains several other parameters, namely ε, C and any parameters used in the chosen kernel function. These other parameters are referred to as hyperparameters. Due to the number of hyperparameters involved, tuning them can be challenging. This is especially the case when a large number of models have to be calibrated. Potential calibration approaches include Grid Search (GS), which is an exhaustive search algorithm and is implemented in several software packages such as LibSVM [8] . However, this algorithm is computationally expensive as it calculates model performance for all possible combinations of hyperparameter values, using a xed set of values for each hyperparameter. In general, GS is a feasible approach to calibrate an SVR model using a linear kernel function. However, when calibrating many SVR models using a polynomial kernel, a large amount of computing power is required. Note that ve hyperparameters have to be calibrated when using the polynomial kernel (C, ε, β, γ and d). To tune the hyperparameters we therefore use a Pattern Search (PS) algorithm, as in [33] , which is brie y described below.
First, a transformation of the hyperparameters is required to search the parameter space e ciently. We de ne W = ln(C) and X = ln( ε ) for all kernels. For the radial basis function kernel we denote Y = ln(σ) and for the polynomial kernel we use Y = ln(γ) and Z = ln(β). For the polynomial kernel we x the degree d: a separate calibration is performed for polynomial kernels of degree 2 and degree 3 respectively.
With the above notations the PS algorithm for the polynomial kernel randomly picks a column vector c = (w, x, y, z)
T as the initial tuning point, at which the model performance to be detailed below is also evaluated. Next a pattern matrix P determining the local search neighbourhood is de ned as
An initial value δ is chosen for the step size δ and a value δ end is chosen for the stopping criterion. We then iterate over the following steps:
1. Explore the surrounding points de ned by A = c T + δP, with T a row of nine 1's. Determine the model performance for the set of hyperparameters speci ed by each column of A. 2. If the model performance for any of the surrounding points is better than the pattern centre, use this point as the new centre c and go to (1) . If the model performance does not improve, keep c and set δ = δ .
3. If δ ≥ δ end , return to (1). Otherwise, the PS algorithm ends and c is the local optimum that has been found.
As the PS algorithm nds a local optimum instead of the global optimum, several random starts are required to minimise the probability of ending in a local optimum which is not close to the global optimum. The set of hyperparameters associated with the PS run yielding the best performance is selected. Values for δ , δ end and the number of random starts have been determined using a convergence analysis. The number of random starts is set to 4 and the stopping criterion δ end is set to − . δ is set to 2 for the linear and radial basis function kernels and 4 for the polynomial kernel. Convergence analysis has shown that a large value for δ of 4 is required in the polynomial kernel case to ensure convergence towards the global optimum. This could be due to the larger hyperparameter space for the polynomial kernel, as four di erent hyperparameters have to be optimised (for a xed degree d). Note that using a larger δ enables the search algorithm to navigate through the parameter space with larger steps at the start thus decreases the probability of ending up in a bad local optimum. Our research therefore indicates that a higher δ used in the PS algorithm is advantageous when the number of hyperparameters is large.
. Variable selection
To evaluate a particular model we adopt a leave-one-out cross-validation (LOOCV) approach, following [13] . This approach involves treating each season in the data as a fold, and predicting the number of TCs for every fold by using the numbers of TCs and covariates observed in all other folds. The use of LOOCV is not justi ed when there are signi cant season-to-season autocorrelations in observed TC numbers. Testing the autocorrelation and partial autocorrelation function for the AR and the SPO (not shown), indicates that there is no signi cant autocorrelation in our time series. These tests also indicate that a statistical approach based on time series modelling is unlikely to produce better results. In statistics, the Kullback-Leibler (KL) divergence measures the disparity between the true distribution of the response variable and an estimated one based on the employed model [27] . For the non-parametric SVR model the KL divergence does not have a closed form and is not computable, thus we use the LOOCV mean squared error (MSE) as a de facto estimate of the KL distance. Variable selection is based on LOOCV MSE where super uous covariates are eliminated with high probability.
As we use PS in combination with LOOCV, numerous SVR models are tted in our analysis. Being conscious of computing power we set the tolerance of the stopping criterion of the KKT conditions to − within the PS algorithm. Although the default setting of this criterion is − , [29] indicates that a loose stopping criterion up to − still yields a good approximation of the LOOCV error, while signi cantly reducing training time. The − tolerance is only applied to nd the optimal hyperparameters. Once optimal hyperparameters for a speci c combination of covariates and kernel function have been determined, the LOOCV MSE for these models is recalculated using the default stopping criterion value of − .
After the most promising models have been determined, a model averaging approach is investigated to increase model performance. Model averaging has applications in weather and climate forecasting, where ensemble prediction is widely used to improve prediction skill and assess the con dence level of predictions [e.g., 6, 32] . In the context of this study it is applied as a method for machine learning algorithms [e.g., 10]. In a model-averaging approach, predictions of the top m models are averaged for some suitably chosen m. Analysis presented in Section 3 explores di erent values for m and indicates that averaging the top four models can increase performance compared to using a single model. The methodology described above has been implemented using parallel computing in R [38] , using a Linux cluster computing system of the School of Mathematics and Statistics at the University of Melbourne. We investigated several libraries including kernlab [22] and e1071, the latter containing the SVR implementation of the LibSVM package [8] . For our data set, the SVR implementation of the kernlab library delivered the best runtime performance. This library has been used for all analyses presented in this paper.
. Forecast intervals
Prediction intervals for forecasts (hereafter, forecast intervals) enhance the applicability of the new SVR methodology to operational forecasting. To construct a forecast interval, the distribution of forecast residuals after model averaging is required. Such a distribution can be approximated by a bootstrap method using samples of forecast residuals obtained by a three-fold cross-validation on training data for each of the top four models (extra residuals could be generated by repeating this process). Three bootstrap methods were compared: a parametric bootstrap, a percentile-based non-parametric bootstrap and a bias-corrected and accelerated (BCa) non-parametric bootstrap [14] . More detail is provided in Appendix A. To incorporate model averaging, bootstrap statistics obtained from the respective four bootstrap samples are further averaged to generate an overall bootstrap statistic. From the replicates of the overall bootstrap statistic for each modelling method and region/subregion, a forecast interval can be constructed with a pre-speci ed con dence level. Performance of the di erent bootstrap methods was evaluated by comparing nominal and achieved con dence levels with a general preference for small forecast intervals. As the BCa non-parametric bootstrap performed best, this method has been chosen to construct forecast intervals. Forecast intervals can be used operationally as the forecast format, as they are more meaningful than a point prediction. Lastly, forecast intervals have been rounded to the nearest integer. The impact of rounding con dence intervals is that the con dence level will di er from the pre-speci ed nominal con dence level. However, on average the forecast intervals will still be close to the pre-speci ed con dence level given the numerical rounding procedure that is used.
. Model performance evaluation
Some of the results in Section 3 are based on the LOOCV methodology described above. In operational practice, a forecast for the next season can be obtained by using data only up to the current season. Therefore, the forecasting performance of a model should also be assessed based on forecasting for future seasons, in addition to the LOOCV forecasting assessment. Since LOOCV is not purely used for model evaluation in this study but is used for model selection as well, hindcasting will provide a more accurate assessment of actual forecasting performance. Hence we perform hindcasting to resemble future forecasting, i.e., using the data up Except for using a shorter period for model tting (and the use of all seasons within this period rather than the all-but-one seasons of the LOOCV process), the settings in our hindcast analysis are exactly the same as described before. This means the selection of the top four SVR models is performed using data of the training period only: these selected models are then used to hindcast TC activity in the next season. Note that LDA hindcasts have been determined based on the same (updated) data set as the SVR method and could therefore deviate from issued forecasts. These hindcasts are then compared against observed TC numbers.
Several statistics are used to measure model performance throughout this paper, including normalised root mean squared error (nRMSE) and mean absolute error (MAE). In addition, the forecast skill S of a forecasting scheme over climatology as de ned by [49, p. 276-282] has been used. De nitions for these statistics are given below.
Results

. Model performance for 1970/1971 to 2011/2012 data
This Section describes the performance of the SVR and LDA models for the 1970/1971 to 2011/2012 training data. First, nRMSE results for averaging the SVR models are described (see Table 2 ). Here we demonstrate that using model averaging improves the accuracy of the forecasts. For all regions, model averaging yields better results than using the best model by itself. Analysing the results in Table 2 , it appears that averaging the top two to four models works well for most regions. It was decided to use the average prediction of the best four SVR models for all regions.
From Table 2 it also appears that the AR is the region with the best model performance (as measured by nRMSE), followed by the western subregion AR-W. Performance for the AR-NW and AR-N subregions is considerably poorer. Consistent with previous studies [e.g., 25], the AR shows better predictability using ENSOrelated covariates than the SPO. Performance in the di erent subregions of the AR varies, while performance for the SPO and its subregions is quite similar. Performance of the selected SVR models was also compared to the performance of the LDA models. Overall, the SVR models perform better. In order to explain the increase in performance of the SVR models compared to the LDA models, results are also benchmarked against a linear regression (LR) model for each region. We only present results for the main regions (the AR and the SPO). The LR model uses the same covariates as the LDA approach, namely N34 and the SOI. Hence, the LR approach was not optimised using a variable selection process. It is only provided in this study as a benchmark. Since the SVR methods are based on an optimisation routine applied to multiple covariates and the four best models are selected from all of the models produced, these models should perform better on average than a single LR or LDA method. LOOCV forecasted numbers of TCs using the di erent modelling approaches versus actual TC numbers for the AR and SPO are shown in Figure 4 and Figure 5 , respectively. For every fold the number of TCs in one speci c season is forecasted, using data from all other seasons for model development. The solid black line represents the actual number of TCs in each season. Predictions of the top four SVR models in the LOOCV are averaged to obtain a single forecast for each season.
In general, for the AR (Figure 4 ), the forecasts of the di erent models follow a similar pattern as the actual number of TCs. The LR and LDA approaches have similar forecast performance. For the SPO (Figure 5 ), it appears that all forecasts are less accurate in comparison to the AR. This was expected from the nRMSE results presented in Table 2 . More speci cally, it shows that the models have more di culty capturing extremes. For example, the TC seasons 1971/1972, 1990/1991 and 2003/2004 , having either very low or high TC activity, are not captured very well. The peak in the time series at the 1997/1998 season (17 TCs) is forecasted accurately by the SVR model, while the LR and LDA models forecast a season with average TC activity. As for the AR, the LR and LDA forecasts are quite close together. While the actual number of TCs reaches a minimum of 3 and a maximum of 17 TCs, the forecasts using LDA are mostly (and unhelpfully) between 8 and 10 TCs. For the 2011/2012 season the SVR approach is able to forecast the low activity with reasonable accuracy. This shows that the SVR approach also has the potential to overcome less skilful forecasts from the LDA model in the SPO in recent years. Overall, the SVR model outperforms the LDA model in 74 percent of seasons. Table 3 and Table 4 show the nRMSE, MAE and the forecast skill over climatology (S) in LOOCV for the investigated models in the main regions (the AR and SPO). We have included the SVR, LR and LDA models and a forecast based on climatology. The forecast based on climatology is a prediction for each season based on the average observed number of TCs in the training set. To capture the e ect of LOOCV, this average is calculated by excluding the actual number of TCs in the year that is forecasted. For the AR, the climatology forecast varies around 11.4 TCs per season, while for the SPO the forecasts are close to 9.4 TCs. These tables show an improvement of the SVR approach compared to the LR and LDA models for all measures in both regions. The SVR model also shows an improvement over climatology, thus pointing to the basic feasibility of seasonal TC number forecasting. The LR and LDA models perform similarly (although the LR model would likely perform better with more appropriate choices for the covariates [40] ). For the SPO, LOOCV point predictions of these models are worse than climatology, shown by the negative skill S. We conclude this Section with the following remarks. First, looking at the two main regions under investigation, the AR and the SPO, it appears that skilful seasonal forecasting of TC numbers for the SPO is more di cult than for the AR, as all models have better performance for the AR. Second, based on nRMSE, the subregions AR-NW and AR-N of the AR are more di cult to forecast than the other regions/subregions that were investigated. This could be due to a smaller range of variation in observed TCs which makes approximation using a continuous outcome variable more di cult, or the ENSO-related covariates used may not have strong forecasting power for these regions. Third, the graphs as well as the goodness-of-t statistics show that the SVR model performs better in forecasting TC numbers than the LR and LDA models. Since LOOCV is also used for the model selection process, additional performance analysis is required.
. Forecast bias
In this Section we perform analyses on the forecast bias of all investigated models for the main regions (the AR and SPO). For each region the actual number of TCs has been plotted versus the forecasted number of TCs. Figure 6 shows the results of this analysis. To investigate the forecast bias, we analyse the range of actual numbers of TCs conditional on the obtained predictions. The solid lines in Figure 6 , representing the linear regression of observed TC against predicted TC, show whether the actual numbers of TCs tend to be lower, equal or higher than the forecast. In practice, slight deviations will occur, but for an adequate model the regression line is expected to be close to the line y = x. If the solid lines are not close to the dashed line, this indicates there is a prediction bias. As TC impact is likely to increase when TC activity in the regions is very high, forecast bias in the top right corner of these graphs is especially important and should be particularly taken into account if the models are used operationally.
For the SVR model the regression lines are close to the line y = x for both regions, indicating there is no substantial bias. For the AR, when moving from the SVR model to the LR model and nally to the LDA model, a slight increase in forecast bias can be observed for each step. It should be noted that for both the LR and LDA models the highest predictions for the AR are associated with actual average TC activity. The SVR model shows a forecast bias that indicates that when a prediction is high, the corresponding actual number of TCs is even slightly higher. With respect to issuing pre-seasonal warnings, this bias is preferred over a bias in the opposite direction, as the opposite direction would yield a higher risk of incorrect TC warnings being issued. For the SPO, the forecast bias for the SVR model is limited, but the forecast bias for the LR and LDA models is large. When forecasts of the LDA model are above average (e.g., larger than 10 TCs), the actual numbers of TCs tend to be lower. This e ect is even more pronounced for the LR models. Analysis of the forecasts conditional on the observations show that the expected under/overprediction of the LR and LDA models for the SPO is worse than a forecast based on climatology (not shown).
In summary, in the case when an SVR forecast is high the actual number of TCs is likely to be high as well. This means that high TC forecasts of the SVR model could be used to provide an early warning ahead of an expected active TC season to communities.
. Hindcasting
This Based on Figure 7 , accuracy of the generated forecast intervals has been assessed as well. 
AR
. Analysis of covariate usage
On average, the best SVR models each use around four covariates. This indicates that the variable selection approach successfully discards the models which are too complex (e.g., using all nine covariates). than average SSTs in the south-eastern equatorial Indian Ocean. Typically, SSTs in the north AustralianIndonesian region and in the Coral Sea are also cooler than average during a positive IOD event. Associated with a westward shift of warmer ocean waters, the area of increased convection also shifts from the eastern to the western equatorial Indian Ocean. These coupled ocean-atmosphere changes during a positive IOD mode bring less favourable conditions for TC genesis to the AR and the western SPO region. On the other hand, during a negative IOD event, warmer than average SSTs over the south-eastern equatorial Indian Ocean, the Australian-Indonesian region and the Coral Sea lead to increased atmospheric convection over these regions and an associated increase in mid-tropospheric relative humidity creating a favourable environment for enhanced tropical cyclogenesis over this area. These relative changes in the oceanic and atmospheric environment associated with negative and positive phases of the IOD which impact on TC activity help explain the frequent selection of the DMI as one of the predictors for the top models.
Discussion
A potential drawback of the new SVR model is the risk of over tting by LOOCV due to the large number of models and hyperparameter combinations investigated. Nonetheless, the top models use an average of only four out of the nine available covariates, which indicates that super uous covariates are eliminated. Hindcast analyses also show that the SVR approach has skill in independent forecasts for recent seasons, which would not be the case if there was a high degree of over tting. A limitation of our research is that subregions are modelled independently of the main region. Hence, it can occur that the total of the forecasts for the subregions is not in line with the forecast for the entire region. Alternative methodologies that could be considered include a generalised SVM where the TC number is treated as following a Poisson or negative binomial distribution. This would require analysis that is beyond the scope of this study.
We have explored various approaches expecting to further increase the forecasting performance. First, we used the transformation ln(TC + . ) in our SVR model as the probability distribution of a log-Poisson response variable is more similar to the Gaussian than the Poisson itself and we thought SVR may perform better for a Gaussian response. Actually the forecasting performance from using this transformation improved slightly for the SPO only and did not change signi cantly for the other regions. Thus the ln(TC + . ) transformation was not adopted in the end. What we found here probably con rmed the robustness property of SVR with a non-Gaussian response. Therefore, we did not investigate other transformations for the TC response in our study. Second, a year-on-year changes approach was investigated. In this approach, as suggested by [36] , the change in the number of TCs compared to the previous season is modelled instead of the number of TCs itself. This could reduce the confounding e ect of potential secular changes in (non-linear) relationships between TC numbers and the covariates and could be more robust with respect to any downward trend in the number of observed TCs. However, we found that the quality of t when forecasting year-on-year changes is inferior to the t achieved when modelling the number of TCs directly. Third, we investigated whether extra information is available mid-season to increase accuracy of issued forecasts by means of a mid-season update. Updated covariate values are not likely to result in better forecasting performance (not shown). Hence, only one covariate is added, describing the number of TCs that have already occurred in the rst part of the season. Although results on training data are promising, a hindcast analysis shows no improvement over the issued forecast. The main reason is a di erence in temporal distribution of TCs over the season in the training set and recent seasons used for testing. However, the number of data points is too small to conclude that there is a shift of TC activity towards the rst half of the season. Fourth, using recalibration analyses it was found that recalibrating the model regularly, preferably annually, can lead to better forecasting performance than using the same model to forecast several seasons. Recalibration may be required because of a potential change in (the relationship between) covariates and/or response variable due to climate variability and change not captured in the training data. Finally, a di erent de nition of subregions in the AR was investigated. This research is motivated by our analyses in Figure 2 and Figure 3 , showing that ENSO-related covariates may not be the appropriate ones for forecasting TCs for the AR-N region. Therefore, we investigated the consequence of dividing the AR into only two subregions; 90
• E-135
• E, 5
• S-40 • S and 135
• E-160
• S-
40
• S (also used by the GCACIC). This split did not result in a signi cant performance improvement, except for eliminating a subregion with limited performance. Furthermore, Figure 3 indicates that extending the eastern boundary of the AR-E region to 170
• E could give better forecasting results. Note that [40] used 170
• E as an eastern boundary investigating skill of TC seasonal forecasting over the Coral Sea basin. Future research based on climatological arguments may provide more insights into e ective criteria for splitting regions.
Summary
Performance of the SVR models has improved considerably compared to the pilot study [48] by exploring polynomial and radial basis function kernels tuned using a Pattern Search algorithm and applying model averaging to the best models. To test forecasting accuracy, LR and LDA models have been used as benchmark. The benchmark models often show similar performance throughout this study. Hindcast analyses have been performed for all investigated models to assess operational performance. These analyses indicate the SVR approach performs particularly well in recent seasons. The SVR model outperforms the benchmark methods in the AR and SPO; however, it does not perform so well for smaller subregions such as the AR-NW and AR-N. Most likely this is due to (i) smaller number of TCs in these subregions, and (ii) a weak relationship between TC variability and large-scale climate processes such as ENSO and IOD. For example, as Figure 3 indicates, there appears to be no strong relationship of the total number of TCs in the AR-N subregion with ENSO. Various covariates have been explored in this study. An analysis of the best models shows that the DMI performs well as a predictor in both the AR and SPO. For the AR, 5VAR and the SOI show similar performance. The construction of forecast intervals using a non-parametric BCa bootstrap method enables operational forecasting using this methodology. Generated forecast intervals in the hindcast analysis show coverage close to the claimed con dence level. Furthermore, forecast intervals of the SVR approach are generally more narrow than those of the benchmark models, especially for regions where LR and LDA forecasts show little variation. The outcomes of this research are consistent with previous studies using SVR for seasonal TC forecasting [41] , indicating superior performance over linear regression methods.
Finally, the SVR approach for the AR and SPO inhibits minimal forecast bias. This means that high TC forecasts from the SVR model could be used to provide an early warning to communities ahead of an expected active TC season.
θ is called a pivotal quantity if and only if the distribution of (X, θ) does not depend on the value of θ [43] .
The bootstrap statistic in the parametric bootstrap is not pivotal, as an estimated scale parameter is used in the Laplace/Gaussian distribution for generating bootstrap samples. In other words, the distribution's scale parameter is unknown in this context and has to be estimated from the residuals. Similarly, the bootstrap statistic in the percentile-based non-parametric bootstrap is not pivotal as its distribution depends on the bias that has to be estimated from the generated residuals. In the BCa bootstrap the dependence on θ is removed before estimating a forecast interval and nally the forecast interval is scaled back to the scale of interest, in theory leading to more accurate forecast intervals [14] .
