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Abstract
Essays in Empirical Economics
by
Agustı́n Indaco

Adviser: Professor David A. Jaeger

This dissertation consists of two chapters that utilize distinct econometric methods and novel
datasets.
Chapter 1 In the first chapter, “From Twitter to GDP: Estimating Economic Activity
From Social Media”, I collect all geo-located image tweets shared on Twitter in 2012-2013 to
study whether the volume of tweets is a valid proxy for estimating current GDP in USD at
the country level. My preferred model explains 94 percent of the cross-country variation and
the residuals from the model are negatively correlated to a data quality index, indicating
that my estimates of GDP are more accurate for countries with more reliable GDP data. I
then compare Twitter with the more commonly-used proxy of night-light data, and find that
the variation in Twitter activity explains slightly more of the cross-country variance in GDP.
Interestingly, I find that Twitter data is also valuable in estimating within country changes
in economic activity from one period to the next. Furthermore, the results indicate that
combining tweets and night-light luminosity can be used together to produce a more accurate
estimate of annual variations in economic activity. I then study the underlying relationship
between the volume of image tweets and economic activity and present a hypothesis that
social media applications serve as a medium to showcase consumption of goods and services
among the network of users. I divide tweets between those posted during working hours
and non-working hours and regress them on personal consumption expenditure. The results
support the idea that tweets are a byproduct of consumption. The last part of the chapter
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exploits the continuous time and geographic granularity of social media posts in order to
estimate the local economic effects of natural resource extraction. Overall, my findings
suggest that Twitter can be used to measure economic activity in a more timely and more
spatially disaggregate way than conventional data and that governments’ statistical agencies
could incorporate social media data to complement and further reduce measurement error
in their official GDP estimates.
Chapter 2 In the second chapter, “What’s in a Tweet? Estimating Poverty Rates from
Social Media Data”, I collect all geo-located image tweets posted from the US in 2012 to
study whether they can estimate poverty rates in urban areas. In order to exploit the full
potential of social media data, I not only use the volume of tweets from each location, but
also extract several features from the content of tweets using natural language processing
techniques. From the results presented in this chapter, it seems that data from tweets
are not informative enough to replace survey data, as there is still substantial error in the
estimates. But the chapter does present two different scenarios in which data from tweets
can be valuable when estimating poverty rates. On one hand, social media data can be
combined with alternative economic indicators to obtain reasonably accurate poverty rate
estimates when such indicators are not officially available. On the other hand, social media
data can be useful to study the relationship between poverty and an unobservable variable
that can be proxied with social media data, such as human capital formation.
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Chapter 1
From Twitter to GDP: Estimating
Economic Activity From Social Media
1.1

Introduction

Despite incessant debate about its ability to accurately measure the state of the economy,
the gross domestic product (GDP) is still the most widely used indicator to gauge countries’ economic performance (Masood (2014)). One of the many difficulties with estimating
GDP is that its measurement is often complicated and expensive. This could lead to measurement error, particularly in developing countries, which in turn mislead policy makers
and businesses. Another concern is that given the importance surrounding official GDP
estimates both in terms of market fluctuations as well as public perception of politicians’
performances, governments can find short-term benefits in manipulating these estimates.
Additional shortfalls of GDP estimates are the delay with which they are released and their
geographic rigidity. In light of this, much research has been focused on alternative ways of
measuring GDP other than the traditional sample survey method, both to corroborate as
well as a control mechanism.
1
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In this paper I argue for the use of data from social media posts as a proxy for measuring
GDP. By locating and analyzing the volume of hundreds of million social media posts, I
show that one can accurately estimate GDP at the country level and that it compares well
with satellite night-light images that are widely used as a proxy for economic activity. For
this exercise, I collect all geo-located image tweets shared on Twitter for the years 2012 and
2013. In total the dataset includes roughly 140 million tweets, with their corresponding text,
time of posting, precise latitude and longitude and unique user identifier. I then aggregate
the number of tweets sent from each country in each year to estimate annual GDP at the
country level.
This paper has five main findings. First, I show that the volume of tweets can be used
as a proxy for estimating current GDP at the country level; my preferred model can explain
87 percent of the cross-country variation in GDP. Second, I compare the strength of social
media as a proxy for estimating GDP relative to the more commonly used satellite nightlights data. I find that Twitter data explains slightly more of the variance in cross-countries’
GDP estimates and that the two proxies could be used together for more accurate predictions.
Third, I find that social media data can be used to estimate annual variation in GDP at the
country level. Despite not being very precise, the relationship between annual changes in
social media posts and changes in economic activity are informative. Fourth, I present and
study a hypothesis of the underlying relationship between image tweets and economic activity
in which image tweets are a byproduct of consumption. It seems that social media is used as a
medium to share conspicuous consumption among its users. Finally, I exploit the continuous
time and geographic granularity aspect of social media posts to compose a monthly and
weekly estimate of GDP for the US. Along the same line, I study the local economic effect
of a large oil reserve finding in an underdeveloped region in Argentina. Despite widespread
enthusiasm regarding the local economic effect the discovery would have, no official estimates
had been reported: for the first time, I estimate a 38percent annual increase in economic
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activity in the region.
Social media can contribute greatly to economic research. Measures taken from social
media, as well as from other alternative data sources, can serve both as substitutes as well as
complements to traditional survey data. In particular, social media data has several properties that are beneficial when estimating economic measures. First, social media data is
available in real time, which allows to nowcast economic activity and thus provide companies
and individuals updated information when making economic decisions1 . Furthermore, the
continuous time flow aspect of social media posts enables weekly or monthly estimates of economic data which through official agencies are only available every quarter or year. Second,
given that geo-tagged social media posts can be geographically assigned to a precise location
within approximately a 10 meter radius, one can aggregate social media posts at any subnational geographical level one deems interesting. This includes aggregating data between
areas that are not bound together inside political borders and thus fabricate meaningful
areas of study that are not possible with official datasets. Third, unlike survey data that are
costly to recollect, social media data is organically being generated by users from all over
the world and available to data agencies, international organizations and non-governmental
organizations at a relatively low cost. Finally, even though estimates in this paper are based
solely on the volume of tweets from each location for a given period of time, more information can be potentially extracted from the content of each post. Topic modeling, sentiment
analysis, use of language, spelling, share of posts coming from locals and tourists and other
information can be extracted from posts to improve estimates.
There are several papers which explore the use of social media data to measure economic
outcomes. Antenucci et al. (2014) analyze tweets to build a model that accurately predicts
1
A few papers have looked at proxies to nowcast economic activity at the local level. Askitas and
Zimmermann (2013) estimate the German business cycle at a monthly level by measuring toll activity on
important highways by heavy transport vehicles. Whereas Glaeser et al. (2017) use data from Yelp to
estimate business establishment entry and exit across zip codes in the US
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unemployment insurance claims in the US. In a similar manner, Llorente et al. (2015) use
Twitter data to estimate regional unemployment rates in Spain. Glaeser et al. (2017) use
Yelp data to predict changes in the number of overall establishments and restaurants across
zip codes in the US. As far as I am aware, this is the first paper to explore the use of social
media data to estimate economic activity across the globe.

1.2

Estimating GDP (and its problems)

GDP is the most widely used measure of a country’s economic performance. Given its
importance, national income measurements are governed by the United Nations System
of National Accounts (SNA), which sets a global standard that allows for international
comparisons of economic activity across countries. However, adherence to these standards
is entirely voluntary, and cannot be rigidly enforced. While some countries adhere to the
most recent standards set by the revised SNA 2008, many developing countries have still not
adopted the previous 1993 SNA standards and are still using 1968 SNA methodologies2 .
As an illustration of the degree of measurement error, Johnson et al. (2013) study the
revision in the Penn World Tables (PWT), a popular dataset frequently used for making
comparisons of GDP across countries. The authors find that the standard deviation of the
change in countries average growth over the period 1970 − 1999 was 1.1 percent per year
when comparing data in version 6.1 to version 6.23 . Given that the average growth rate is
1.56 percent, this is a relatively large discrepancy. In fact, Dawson et al. (2001) claim that
some results in the economic literature based on PWT are purely a product of measurement
error in the data4 .
2

According to Jerven (2013), as of 2010, in Africa only Cameroon and Lesotho were upgrading their system
to incorporate SNA 2008 standards, while three African countries still used the 1968 SNA methodologies.
3
Version 6.1 of the PWT was released in 2002, while version 6.2 was released in 2006.
4
In particular, they find that the empirical link between output and volatility and the cross-country test
in the Permanent Income Hypothesis are driven by measurement error in the data.
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While these examples show the complications involved when measuring GDP, these problems tend to be accentuated in developing countries where statistical offices tend to have
fewer resources for constructing this immensely intricate task. Jerven (2013) explains that in
African countries the informal sector is so large that it cannot be left out of GDP estimates,
and thus a variety of innovative accounting practices are implemented to take them into consideration. This leads to a series of pragmatic decisions to be made within statistical offices,
which are subject to the availability of trustworthy data, financial resources and political
instructions. In turn, Jerven (2013) believes that GDP statistics from African countries are
“best guesses of aggregate production”.
A second concern is that given the importance surrounding official GDP estimates, both
in terms of market fluctuations as well as public perception of politicians’ performances,
governments can find short-term benefits in manipulating these estimates. In less developed
countries, higher growth estimates of real GDP per-capita which have later been revised
downward have been associated with a higher probability of reelection (Brender and Drazen
(2005)). Even though as we have seen GDP estimates are subject to measurement error,
Kerner and Crabtree (2018) find that there are non-random variations in official macroeconomic estimates. Furthermore, given that GDP estimates are produced by countries’ statistics agencies via surveys that are not publicly available, it is difficult for non-governmental
organizations, international organizations and the public at large to corroborate these estimates.
Official GDP estimates also have limitations in terms of lags and geographical aggregation. At best, advanced GDP estimates are available 30-45 days after the end of the reference
quarter. After this release, revised estimates which incorporate information from additional
surveys are disclosed up to three years later. Finally, GDP estimates are geographically
bound to political and geographical borders. Even in the case of many developed countries
which produce estimates for metropolitan areas, these estimates are geographically rigid and
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cannot be combined across country borders. For many developing countries, there are no
sub-national estimates of economic activity.
These concerns and limitations surrounding official GDP estimates have motivated efforts
in finding proxies that may be able to estimate economic activity. The bulk of this literature
has centered around efforts to use satellite night-light images to estimate GDP at the country
level (Donaldson and Storeygard (2016)). I contrast and compare Twitter and night-lights as
proxies for GDP in section 1.5. This paper adds to this literature by exploring whether social
media can be used as a proxy for GDP both at the country level as well as for sub-national
regions. On the one hand, these proxies could be used by countries’ statistic agencies as
supplements that improve the accuracy of their estimates. On the other hand, these proxies
could also be used as a tool for non-governmental agencies and international organizations
to corroborate official GDP estimates.

1.3

Twitter and Twitter Data

Twitter is a social media application which allows users to post short messages of any
subject of their choosing. These messages are known as tweets. Twitter started in 2006
and by 2012 had 140 million global users and 340 million tweets per day. Initially, tweets
were limited to 140 characters, because Twitter was originally designed as an SMS mobile
phone-based platform. In its early days, 140 characters were the limit that mobile carriers
imposed with the SMS protocol standard so Twitter was simply creatively constrained. As
Twitter eventually grew into a web platform, the 140-character limit remained as a matter
of branding.5 Unless restricted by the user, tweets are publicly available and can be read via
the application or on a web browser.
Twitter initially did not allow users to share images, videos or other sorts of media in
5

In 2017 however, Twitter expanded this limit to 280 characters per tweet.
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their tweets. This changed in August 2011, when Twitter rolled out a platform that allowed
users to add images to their tweets. Until September 2013, image tweets did not present the
image, but instead included a link where your image could be viewed. In September 2013,
images could be previewed directly on the tweet.
The dataset used in this paper contains all geo-tagged image tweets posted on Twitter
between January 1, 2012 and December 31, 2013.6 This dataset was provided directly by
Twitter, through a Twitter Data Grant submission in 2014.7 The total dataset contains 140
million tweets from all around the world. Each tweet contains information on: i) a unique
identifier for each individual Twitter user; ii) the latitude and longitude (with 5 decimal
points, which gives a precision of 1.1 meters) of where the tweet was sent from8 ; iii) the
date and time in which the tweet was sent; iv) the image tweeted; and v) any accompanying
text9 .
The underlying mechanism which relates the volume of tweets and economic activity
is not clear, but there may be several factors at play. On one hand, part of the crosscountry differences seems to be explained by smart-phone penetration, which is in essence
an indicator of a economic development. Even though one can post tweets from a desktop
or other technological devices, it is safe to assume that the large majority of tweets are sent
from smart-phones.
For within country differences, particularly among developed countries where smart6

According to Weidemann and Swift (2013) roughly 20 percent of tweets are geo-located. Lee (2015)
finds that 42 percent of tweets contain an image, but this study was based on 1 million tweets sent solely
from US West Coast users, which likely biases the results. In December 2018, I queried the Twitter API
on multiple occasions, collecting a dataset of 10,000 random Tweets. Among this dataset, I find that 4.9
percent of tweets are geo-located and 22.8 percent have images.
7
The grant was awarded to the Cultural Analytics Lab, directed by Lev Manovich.
8
The latitude and longitude from these posts are generated automatically via very reliable hardware and
software and thus I am reasonably certain of their accuracy. Nonetheless, throughout this paper, I hardly
need such level of precision, except in the exercise carried out in subsection 1.8.2.
9
Given the concern of bots (i.e.: an autonomous program that can interact with computer systems or
users) biasing the dataset, I do identify bots as users which at some point sent more than five tweets in a span
of one minute. Removing these users from the data does not significantly change the estimates presented in
section 1.4 and are thus left in our sample.
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phone penetration is saturated, the underlying mechanism is different. Even though there
are several reasons why social media users post on social networks, a substantial amount
of posts seem to display the consumption of luxury goods and services (i.e.: food from a
renowned restaurant, the latest trend in shoes, exclusive sporting events). In a way, social
media has become the ideal medium to exhibit what Veblen (1899) coined as conspicuous
consumption: when the utility consumers attain stems more from revealing their wealth
and income to others, rather than from the direct utility derived from the good itself. To
the conspicuous consumer, the public display of wealth or income is a means to attaining
or sustaining a given social status. In order to preserve this status, they must constantly
exhibit these consumption patterns online. I examine these hypothesis in section 1.7.
Table 1.1 summarizes this Twitter data by year and by country income groups (using
the World Bank’s classification). We see that the average number of tweets per country was
roughly 100,000 in 2012 and increased to 500,000 in 2013. This is an indication of the growth
of image tweets over this period. The breakdown of average tweets per income group shows
that countries in higher income groups have more tweets, although the growth rates from
2012 to 2013 are larger among lower income countries.
Table 1.2 provides information on the distribution of tweeted images across the 10 countries with most tweets over this time period. The US tops the list of tweets in 2012 and 2013,
with 31.7 percent of the share of total tweets over this period. The US is also the largest
country in the world in terms of GDP, with roughly 22.4 percent of the share of global GDP.
While some countries, like Japan, have a smaller share of tweets than of global GDP, others,
like the UK, have a larger share of tweets than GDP.

1.3.1

Visual Examples of What Twitter Data Reflect

Figure 1.1 shows that there are some clear visual patterns to the location and distribution
of tweets worldwide that seem to represent economic activity and population density. The
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location from where each image tweet was sent is represented by a small light blue point.
There are clusters of these light blue points both in areas that are more densely populated as
well as areas with higher levels of per capita income. For example, in the United States, the
largest concentration of image tweets seem to be centered along the coastal areas, but not
so in the less-densely-populated South West and Rocky Mountain States. South America
has a cluster of tweets mainly surrounding big cities in Ecuador, Colombia and Venezuela
in the north and Brazil, Argentina, Uruguay and Chile further south. In Africa, image
tweets tend to be concentrated in richer countries: Morocco, Algeria and Egypt, and in SubSaharan Africa in South Africa, Nigeria and Kenya. Western Europe seems to be mostly lit
up and the concentration of tweets becomes sparser as we move east into Ukraine, Belarus,
Latvia, Estonia and ultimately into Russia. The case of Australia is also telling: tweets are
concentrated around large cities off the west coast like Melbourne, Sydney and Canberra, as
well as Perth on the east coast.
Figure 1.2 shows a more detailed view of East Asia that depicts the clear cutoff in the
number of tweets being sent from South Korea and North Korea, respectively. The cluster of
points in the north-west part of South Korea corresponds to tweets sent from Seoul. Hardly
any tweets are sent from the other side of the border, which corresponds to North Korea.
Internet access is strictly limited in North Korea, and primarily used by the government and
foreigners10 .
A closer look at image tweets sent from Europe in Figure 1.3 lets us see in closer detail
how tweets are in fact clustered around capitals and big cities, where population densities
and economic activity tend to be higher. We can also depict the roads and highways that
connect these large cities. Interestingly, several research papers (Banerjee et al. (2012) and
Ghani et al. (2016)) have shown that economic development spreads along network routes;
10
As of 2016, the use of Twitter and several other social media applications has been banned in North
Korea.
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this same pattern seems to be reflected in the location of tweets as well.
Similar patterns emerge in Figure 1.4 for the US West Coast. First of all we notice that
large cities like Los Angeles and San Francisco are easily visible by the large and extended
cluster of tweets that surrounds them. But we can also identify major highways connecting
these cities easily depicted.
Moving to the Middle East and North-East Africa, Figure 1.5 shows that the number of
tweets is smaller and solely concentrated in a few big cities. Interestingly, in Egypt we can
see a cluster of tweets flowing down the Nile River: this pattern resembles the concentration
of population and economic development surrounding the river.

1.4
1.4.1

Empirical Estimates and Methods
Using Twitter to Estimate GDP

The main goal of this paper is to study whether Twitter data is a valid proxy for estimating
current GDP in USD at the country level. First, I aggregate the number of tweets by
country and year. I use the precise location (latitude-longitude) to geocode the country of
origin where each post was sent from. I then aggregate the volume of tweets by country per
year.
In order to assess the validity of tweets as a proxy for GDP at the country level, I estimate:

0
ln GDPi,t = β0 + αt + Xi,t
γ + β1 ln T weetsi,t + εi,t ,

(1.1)

where the explained variable is the natural log of GDP of country i in year t. The vector
Xi,t is composed of country characteristics including population, the share of the population
with access to the internet and continent to which it belongs. The coefficient we are most
interested in is β1 which shows the relevance of the number of image tweets taken from that
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country in each of those years for estimating GDP. In Equation 1.1, year fixed effects (αt )
control for any differences in the use of Twitter from one year to the other as well as changes
in global economic conditions.
The corresponding estimates are reported in Table 1.3. There are 184 countries in the
dataset with data on GDP, Twitter and population for both years11 . In column 1, I regress
the natural log of GDP solely on the number of image tweets sent from each country. This
is the baseline regression. The coefficient of interest on ln(T weets) is highly significant
and the R2 = 0.78. When the population of the country is included in column 2, the
coefficient on ln(T weets) is reduced, but remains statistically significant at the 1 percent
level. The R2 increases to 0.87 and the partial R2 of ln(T weets) is 0.66. This is an important
result given that Figure 1.1 seems to reflect that, unsurprisingly, the clusters of tweets are
concentrated in areas with large populations. Thus the results in column 2 indicate that even
when controlling by population, the volume of tweets still holds information for estimating
economic activity. Column 3 includes categorical dummies for the continents in which each
country is situated. This captures economic development as well as cultural differences in
image sharing on social media platforms that exist between regions. Neither the coefficient
of interest or the goodness of fit greatly change. Column 4 adds the share of the population
with access to the internet. The number of observations are reduced to 180 countries per
year because the World Bank does not have data on the share of the population with access
to internet for six countries12 . The coefficient of interest on ln(T weets) is reduced, but
remains statistically significant at the 1 percent level. The R2 = 0.94 and the partial R2 of
ln(T weets) is 0.29. The R2 without including tweets would be 0.78, similar to the R2 in
Column 1 with only ln(T weets) as independent variable.
Table 1.3 shows that the number of image tweets sent in a year is a good measure for
11

I also remove countries in which Twitter was banned for a period of time during any of these years:
China and Iran
12
These are: Libya, Kosovo, Curacao, Palau, South Sudan and San Marino.
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estimating GDP at the country level, being able to explain 78 percent of the cross-country
variation in GDP on its own. In all specifications, the coefficient on the number of image
tweets is statistically significant. Figure 1.6 is a visual representation of these estimates for
our baseline model in Column 1: the estimates lay pretty closely around the 45 degree line.
There are a few exceptions that stand out; most notably Cuba where internet is restricted.
Figure 1.7 plots the residuals of Equation 1.1 against the fitted values, allowing us to study
the distribution of the residuals; which seems to be randomly distributed around zero (i.e.:
no clear pattern emerges).
As a robustness check, I run Equation 1.1 independently for each income group, as per
the World Bank’s classification13 . I run the most complete model which includes the number
of tweets, the population and the percentage of population with access to internet (i.e.:
the model that corresponds to Column 4 in Table 1.3). The corresponding estimates are
reported in Table 1.4 and show that running the model separately for each income group has
little effect on the goodness of fit and relevant coefficients of the model. The measures of
R2 in each of the different specifications are similar and vary between 0.87 for Low-income
countries and 0.92 for Lower-middle income countries. The coefficients on ln(T weets) vary
somewhat for each income group, but are statistically significant at the 1 percent level for
all groups. More importantly, the partial R2 of ln(T weets) is between 0.46 and 0.52.
Given that these groups are based on income levels, Table 1.4 shows that the number
of tweets is able to accurately estimate relatively small differences in GDP levels across
countries. Furthermore, Table 1.4 shows that tweets can be used to measure economic
activity in developing countries where estimating GDP is particularly complicated.
13

As of 1 July 2013, low-income economies are defined as those with a GNI per capita, calculated using
the World Bank Atlas method, of $1,045 or less in 2012; middle-income economies are those with a GNI per
capita of more than $1,045 but less than $12,746; high-income economies are those with a GNI per capita
of $12,746 or more. Lower-middle-income and upper-middle-income economies are separated at a GNI per
capita of $4,125.
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Data Quality Issues

Section 1.2 showed that GDP estimates have been criticized for being inaccurate, particularly
in developing countries. If this is true, it could be the case that as I am trying to estimate
the GDP reported by countries and not necessarily the true GDP, it is possible that my
estimates are off due to measurement error on official GDP figures. In this scenario, data
from tweets could be used by statistical agencies as a complementary measure to produce
more accurate estimates.
To examine this, I incorporate a measure of data quality developed by the World Bank.
The World Banks Statistical Capacity Indicator is a composite score assessing the capacity of
a country’s statistical system. It is based on a diagnostic framework assessing the following
areas: methodology, data sources, and periodicity and timeliness. The overall score is a
simple average of all three area scores on a scale of 0-100, where higher values indicate
better data quality assessment.
Given that the World Bank works solely with Low-income, Lower-middle income and
Upper-middle income countries, the data available for such measures are restricted to these
countries. There are 140 countries for which there is an indicator on the quality of the data,
as well as GDP, Twitter, population and percent of population with access to the internet.
Hence, I run the same regression in Equation 1.1 for the subset of countries for which this
data is available for 2012 and 2013. As can be seen in Columns 1-4 of Table 1.5, the overall
estimates are very similar for this subset of countries as for our complete data presented in
Table 1.3, both in terms of the coefficient on ln(T weets) as well as the R2 .
I then collect the residuals of Equation 1.1 using the subset data and run the following
regression:
Residuals2i,t = β0 + β1 DataQualityi,t + εi,t ,

(1.2)

where I regress the squared residuals for country i in year t on the data quality index and
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GDP. The coefficient of interest is β1 : a negative and statistically significant coefficient would
indicate that the residuals in my baseline model in Equation 1.1 are larger for countries with
low data quality, and vice versa.
Column 5 of Table 1.5 shows that the data quality indicator coefficient is in fact negative
and statistically significant at the 1 percent confidence level.
This shows that GDP estimates under the baseline model are more accurate for countries
with high quality data, and vice versa. The negative coefficient on the data quality index in
Equation 1.2 suggests that there is information to be captured from Twitter data that could
help close the gap between estimated GDP and the true GDP. Social media data could thus
be used as a complement to survey data to increase the accuracy of GDP estimates.

1.5

Twitter vs Lights

The use of visible light emanating from earth as captured by weather satellite images has
been widely suggested as a good proxy for measuring economic activity. Different studies
have shown that night lights can be used to measure GDP estimates at the country level
(Pinkovskiy and Sala-i-Martin (2016)), GDP growth at the country level (Henderson et al.
(2012)) and GDP for sub-national regions (Doll et al. (2006), Ghosh et al. (2010), Henderson
et al. (2012) and Sutton et al. (2007)). According to these studies, the intensity of artificial
night-lights highly correlates with GDP and thus can be used to estimate economic activity
for different geographic regions. This paper clearly draws a lot from this literature.
Satellite night-light images come from the US Air Force. Several of their weather satellites
circle the earth 14 times per day, recording the intensity of earth-based lights. Each satellite
observes every location on the planet (between 65 degrees S latitude and 65 degrees N
latitude) every night at some time between 20:30 hs and 22:00 hs. The intensity of lights is
measured for every 30-second output pixel and is averaged across all valid evenings in a year.
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The raw data are heavily processed to correct for several atmospheric and visual distortions.
These tasks include the identification of clouds, removal of glare, identification of intense
natural light during summer months, etc. The objective is to leave only man-made light
visible. They then average all valid images over the year and report the intensity of light
for approximately every 0.86 square kilometer. Intensity of night lights reflects outdoor and
some indoor use of lights.
Among the main advantages of using night-lights to estimate economic activity is that
satellite data are available more readily than official GDP estimates, that they can be more
reliable for some developing countries and that they can be used to estimate economic activity
at sub-national regions for which official statistics are not available.
Social media data have these advantages as well. In fact, social media data have a
higher-frequency and more granular geographic scope. While luminosity data from satellite
images must be averaged over time in order to have a more accurate measure free from
cloud and glare, the stream of social media posts is continuous. Furthermore, while intensity
of nigh-lights is captured in 0.86 square km pixels, each social media post has its corresponding latitude and longitude coordinate, precise to the nearest 1.1 meters; this allows for
unconstrained and more flexible geographical aggregations.
However there are several shortfalls with night-light data. Chen and Nordhaus (2010)
show that satellite night-light data suffers from substantial measurement error, both in the
time-series and the cross-section aspect of the data. The authors regress the logarithm of
luminosity for the same year across images from different satellites and find standard errors
in the range of 0.20. They also find slightly smaller standard errors when regressing year-toyear variations in luminosity from images taken by the same satellite. This means that the
measurement error for individual grid cells is in the order of 20 logarithmic percent. They
also find that images from specific satellites are consistently dimmer than other satellites.
This leads the authors to question the reliability of the night-lights data and conclude that
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it “is at best a noisy indicator” (Chen and Nordhaus (2010)).
Doll (2008) finds that satellite recording of nightime light density has a tendency to
overestimate the true extent of lit area on the ground. This occurs because these images
tend to attribute light generated at a particular site to nearby sites as well. This effect is
referred to as overglow. In part, this is explained by the procedure in which satellites capture
night-lights, but it is also due to the large overlap that exists between pixels.
Furthermore, luminosity at the pixel or grid level is bottom coded at 0 and top coded
at 63. As a consequence, in certain geographically small and rich countries, more than 3
percent of the pixels are topped off at 63 (i.e.: Netherlands and Belgium). Thus inhibiting
the estimator to parse out differences at the top end of the distribution. When using social
media data there is no top coding since we can have an infinite number of posts coming from
the same location. This could prove useful when trying to detect small differences at the top
end of the income distribution.
At the moment, the main advantage for the use of night-light images over social media
data, is that satellite images are available since 1992, allowing for research on evolution of
GDP and medium-term growth paths. Henderson et al. (2012) use this to estimate economic
growth of countries and regions over the last 30 years. Currently, this sort of analysis could
not be done using social media data. Since social media became widely popular in the mid2000s, it is not suitable to perform historical research. Furthermore, the availability of long
time period of satellite night-light images has led researchers to show that night-lights have
been a valid proxy for measuring economic activity for several decades. This is not the case
with social media data, which may have very different uses in some years time and invalidate
its usefulness as a proxy for GDP.
Given that the Twitter data used in this paper correspond to 2012 and 2013, I collect
Operational Linescan System data on night lights intensity from the United States Air Force
Defense Meteorological Satellite Program for those same years. These two datasets will be
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used to compare the potential use of each of them as proxies for estimating GDP at the
country level. As a first approach, I map the distribution and intensity of both night-lights
and Twitter data14 . Figure 1.8 presents Twitter posts on the top and satellite night-light
images on the bottom. The two maps show a striking resemblance, as the bulk of tweets and
night-light intensity clusters around large cities and capitals around the world. Figure 1.9
focuses on Europe and again shows the similarity between the location and volume of tweets
relative to the intensity of night-lights emanating from earth.
In order to compare and contrast the validity of night-lights and tweets as a proxy for
GDP at the country level, I estimate:

0
ln GDPi,t = β0 + αt + Xi,t
γ + β1 ln Lightsi,t + β2 ln T weetsi,t + εi,t ,

(1.3)

where the explained variable is the natural log of GDP of country i in year t. As in Equation 1.1, the vector Xi,t is composed of country characteristics including population, the
share of the population with access to the internet and continent to which it belongs. The
two coefficients of interest are β1 and β2 , which respectively show the relevance of the intensity in night-lights and the number of image tweets for estimating GDP. Year fixed effects
(αt ) control for any differences in the use of Twitter from one year to the other and changes
in global economic conditions.
Column 1 of Table 1.6 includes only night-light intensity and the model explains 85
percent of the variation in GDP at the country level. Column 2 includes all variables in
0
Xi,t
which comprises population, continent dummies and percent of population with access

to the internet, and night-light data explains roughly 88 percent of the variation in GDP.
Including both Twitter data as well as night-lights in Column 3 of Table 1.6, the coefficient on
both of these variables are statistically significant, reflecting that they both provide distinct
14

This exercise was in fact the way I became truly excited about the idea that social media data could be
used as a proxy for economic activity.
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information for estimating GDP and suggesting that ideally both measures could be used
together to make a more accurate proxy of GDP. An important result for the validity of
social media data as a proxy is that when both proxies are included in the model, the partial
R2 of lights is 0.22 whereas for tweets it is 0.32.
Another way to compare the use of night-lights and Twitter data as a proxy for estimating
economic activity is to analyze the estimated GDP using each of the two proxies. Figure 1.10
plots both of these estimates for year 2013. We see that the bulk of the estimates lie closely
around the 45-degree line which shows that the two proxies not only estimate a significant
portion of the variation in GDP, but that the individual estimates for each country are
similar using each of these two proxies. This validates the use of Twitter lights as a proxy15 .

1.6

Estimating Changes in GDP

The previous sections have established the validity of social media data as a proxy for
estimating the level of economic activity. An obvious extension is to see whether social
media data can be used to estimate within country changes in economic activity from one
period to the next.
This exercise has already been carried out for satellite night-lights with diverse success.
Henderson et al. (2012) show that night-light luminosity does a reasonable job at predicting
annual fluctuations in GDP growth for countries over a 25 year period. Although they find
that luminosity has predictive power on estimating short-term annual changes in economic
activity, the proxy is more accurate at estimating long-term growth between 1992 and 2007.
Due to the weakness in predicting annual changes, the authors study whether light intensity is prone to a ratchet issue: given that light growth seems to be reflecting installation
15

Section 1.6 extends this analysis and shows that both Twitter data as well as night-lights can also be used
to estimate within-country variation in GDP from one year to the other. By including country fixed effects
to Equation 1.3 the model estimates the within country changes in GDP to 2012 and 2013 and Table 1.7
shows that the coefficient on both tweets and night-lights is positive and statistically significant
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of new capacity, light intensity is nondecreasing and thus does not capture decreases in economic activity. Although the authors do not find such a ratchet effect, the volume of social
media posts seem to be more sensitive to short-term fluctuations in economic activity (see
section 1.7) and thus could serve as a more accurate proxy for estimating changes in economic activity. In this sense, I argue that social media data is better equipped as a proxy
for estimating short-run variations in economic activity, particularly in recessionary periods.
In order to study whether tweets have predictive power in estimating annual fluctuations
in GDP and how it compares to night-lights, I estimate:

0
ln GDPi,t = β0 + αi + αt + Xi,t
γ + β1 ln Lightsi,t + β2 ln T weetsi,t + εi,t ,

(1.4)

which is equivalent to Equation 1.3 with country fixed effects (αi ). In essence this measures
the annual variation in GDP for country i between years 2012 and 2013. The coefficients
of interest are β1 , which indicates the relationship between changes in GDP and changes
in light intensity and, more importantly, β2 , which shows the relationship between changes
in GDP and changes in the volume of tweets. The corresponding estimates are reported in
Table 1.7.
Column 1 shows results when Equation 1.4 includes only tweets as explanatory variable;
the coefficient is positive and statistically significant, with an R2 of 0.25. Column 2 includes
several country characteristics and the coefficient on Tweets remains positive and statistically
significant, at the 5 percent level. Columns 3 and 4 mimic these specifications for night-lights:
regardless of the specification, the coefficient on night-lights is positive and statistically
significant (at the 5 percent and 10 percent level, respectively), with an R2 between 0.28
and 0.31. Finally columns 5 and 6 include both tweets and night-lights together. The
coefficient on both proxies are positive and statistically significant in both specifications (at
the 5 percent level for night-lights when full set of country characteristics is included). This
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indicates that these two measures may not be capturing exactly the same aspects of economic
activity and the explanatory power improves with the inclusion of both.
Albeit not being very precise, the relationship between annual changes in social media
posts and annual changes is GDP are informative. Furthermore, it seems that tweets and
night-light luminosity could be used together to produce a more accurate estimate of annual
variations in economic activity.

1.7

Conspicuous Consumption, Leisure and Tweets

The previous sections have shown diverse ways in which the volume of image tweets is related
to economic activity. Nonetheless, it is still not clear what the underlying mechanism that
relates social media posts and economic activity16 .
One possible explanation is related to smart-phone penetration, which is essentially an
indicator of economic development. Under this hypothesis, more developed countries have
more smart-phones per individual, which in essence increases the ratio of the population
with social media accounts (which are free of charge to the user), and thus increases the
number of social media posts per capita. Notice that under this hypothesis, the number
of posts per user does not vary across individuals, but the aggregate number of posts per
country increases as a result of more individuals with smart-phones and hence social media
accounts. This explanation works pretty well to explain cross-country variations, especially
between developed and developing countries.
Nevertheless, this hypothesis does not explain why the volume of social media posts
explains within-country differences (as shown in subsection 1.8.2). Notably in developed
countries, where smart-phone penetration has been saturated for some time, there must be
16

Given that this paper is studying the validity of social media as a proxy for economic activity and not
trying to establish any causal effect between the two, a thorough understanding of their relationship is not
necessary. Nevertheless, a more clear understanding of the underlying mechanism that drives the two is
helpful for understanding why the proxy works and more importantly, when it might stop being accurate.
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another underlying mechanism that drives more tweets in one region than another. Although
there are likely several factors at play, one possible hypothesis is that social media applications serve as a medium to showcase consumption of goods and services among the network
of users.
This behavior falls in line with what Veblen (1899) coined as conspicuous consumption:
when the utility consumers attain stems more from revealing their wealth and income to
others, rather than from the direct utility derived from the good itself. Under this hypothesis,
individuals display wealth to their network as a means to attaining a given social status which
is what they ultimately desire. In order to preserve this status, they most constantly exhibit
the consumption patterns online. In this scenario, social media represents the ideal medium
through which individuals may showcase a stream of consumption of goods and services to
friends and acquaintances17 .
According to Becker (1965), consumption and leisure are complementary goods; thus
we would expect both of them to occur at the same time. To test whether leisure tweets
are better predictors of economic activity than tweets sent during work hours, I divide all
image tweets sent from the US in 2012 in two groups: (i) those sent during working hours
(Monday to Friday between 9:00-17:00 hs); and (ii) those sent during leisure time, defined
as non-working weekday hours (Monday to Friday after 17:00 hs and before 9:00 hs) and
weekends (Saturday and Sunday any time).
Under this hypothesis, I expect the coefficient on leisure tweets to be positive and statistically significant, while the coefficient on tweets during working hours to be either negative
or not statistically significant. In order to directly study the hypothesis that tweets are a
byproduct of consumption, I will see if the volume of tweets are a valid proxy for personal
17

Han et al. (2019) discuss extensively the implications this representation of consumption has at an
aggregate level. They present a theoretical model in which consumption is more salient than nonconsumption
in the social transmission process which affects consumption behavior along the network. This visibility bias
causes people to perceive that others are consuming heavily and thus increases aggregate consumption.
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consumption expenditure in the US. In order to test this, I aggregate the number of tweets in
each state which were sent during working and leisure times and run the following regression:

ln Consumptioni = β0 + β1 ln P opulationi + β2 ln LeisureT weetsi +
(1.5)
β3 ln W orkT weetsi + εi
where I estimate personal consumption expenditure for state i in year 2012. The coefficients
of interest are β2 and β3 which show the relevance of the number of image tweets taken in
each of those time slots for estimating consumption at the state level.
The corresponding estimates are reported in Table 1.8. Columns 1 and 2 introduce
the volume of all tweets, irrespective of when they were taken. The coefficient is positive
and statistically significant (at the 10 percent level) even when controlling for population in
column 2. Once again, population is included as a control to test whether the volume of image
tweets is capturing something more than just population. Given that the coefficient remains
positive and statistically significant indicates that social media posts captures something else
besides population, and the explanatory power is greatly improved by the inclusion of both.
Column 3 includes only leisure hour tweets, and the coefficient is positive and statistically
significant even when controlling for population. Columns 5 and 6 introduce both leisure
and work tweets: while leisure tweets are positive and statistically significant, work tweets
are negative (although not statistically significant).
These results seem to support the hypothesis that Twitter serves as a medium which
enables users to share their consumption habits throughout their network. This hypothesis could explain one of the underlying mechanisms that relates the volume of tweets and
economic activity, with image tweets being a byproduct of consumption. Given that consumption represents roughly 2/3 of overall GDP in the US since 2000, this explains why
image tweets are a good proxy for estimating economic activity at large.
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Exploiting Time and Space Continuity of Social
Media Data

1.8.1

Estimating GDP for Short Time Intervals

One of the main advantages of using social media data in estimating GDP is that given the
continuous aspect of social media posts, one can gauge the economic activity of a specific
geographical region in any specific time interval one considers relevant. This is not the case
with official GDP estimates, which are estimated quarterly for developed countries and only
yearly for most developing countries. The infrequent nature of official GDP estimates deems
them of little value for businesses and individuals when evaluating financial decisions and
investments. Thus, being able to produce weekly or monthly GDP estimates using social
media data could prove extremely useful and is a major advantage of social media data.
In order to exemplify this possibility, I estimate weekly and monthly GDP using social
media data for the US for the year 2012. Clearly, this exercise could be replicated for any
country and for any time period. For this, I use a subset of the original dataset which
consists of all image tweets posted in the US during the 2012. This dataset includes roughly
8 million tweets. Given that the popularity of Twitter has been growing over time as shown
in Table 1.1, there is a clear upward trend in the number of tweets over time. The nonstationary nature of tweets over this time period force me to detrend the data.
In order to estimate GDP at the monthly level, I use the coefficients from the preferred
model depicted in Equation 1.1 divided by twelve:

ln GDPi = (β0 /12) + (β1 /12) ln T weetsi + (β2 /12)P opulationi + εi ,

(1.6)

where I estimate GDP for country i in year 2012. I then collect (β0 /12), (β1 /12) and (β2 /12)
and use the detrended sub-sample of US tweets to estimate monthly measures of GDP for

CHAPTER 1. FROM TWITTER TO GDP

24

the US in 2012. In doing this, I assume that the relationship between tweets and economic
activity is constant throughout every month of the year. This assumption is debatable: it
is easy to imagine particular events (i.e.: TV shows, sporting events, natural disasters, etc.)
that boost the use of Twitter without necessarily increasing economic activity. Nonetheless,
given the unpredictable nature of many of these events, this assumption is not skewing my
results in a predictable manner18 .
Given the lack of monthly GDP estimates for the US, there are a series of leading indicators that economists and investors use to gauge economic activity in finer time intervals. I gather two of the most respected monthly indicators: the Leading Index for the US
(USSLIND) put together by the Federal Reserve Bank of Philadelphia and the Composite indicator for the US put together by the Organization for Economic Co-operation and
Development (OECD).
The USSLIND uses housing permits, state initial unemployment insurance claims, delivery times from the Institute for Supply Management manufacturing survey, and the interest
rate spread between the 10-year Treasury bond and the 3-month Treasury bill to construct
an index that captures economic activity in the country. The OECD’s Composite indicator
are constructed to predict cycles in a reference series chosen as a proxy for economic activity.
As defined by the OECD, the variation in economic output relative to its long term potential
represent the fluctuations in economic activity.
Figure 1.11 plots these two monthly leading indicators together with the constructed
monthly GDP estimate using Twitter data. The USSLIND estimate for 2012 shows strong
economic performance in the first months of the year, with a slowdown in economic activity
beginning in April. There is a strong rebound in August that lasts until October; November
shows a strong decrease in economic activity but there is a slight recovery in December. The
18

Eventually, with several years of Twitter data, a clear periodical or seasonal cycle in the volume of tweets
could be studied and incorporated into the model.
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OECD indicator on the other hand, shows what seems to resemble an elephant: economic
activity gains momentum in the first months of the year, but then begins to slowdown,
reaching its minimum in August, to then begin a smooth upward cycle till the end of the
year. My estimates using Twitter data combine certain aspects of these two indicators:
until August the economic cycle resembles the USSLIND pretty closely, but after that there
seems to be a pretty smooth increase in economic activity that is more in line with the
OECD leading indicator.
An important observation to point out is that although the two leading indicators do
share similar overall trends, there are visible differences between the two. Leading indexes
are proxies and by no means exact or accurate. They depict the overall trend of the state of
the economy in short-time intervals. The fact that the Twitter based estimates follow the
overall economic cycle of these indicators is more important than if it is able to closely trace
either of the two indicators shown here.
Given that social media posts are uploaded on a continuous basis, one can estimate
economic activity at a higher frequency. I exploit this advantage and in a similar fashion to
the way I construct monthly estimates, I estimate economic activity at the weekly level for
the US in 2012. The only difference is that for this I divide the coefficients in Equation 1.1
by 52 (roughly the number of weeks in a year):

ln GDPi = (β0 /52) + (β1 /52) ln T weetsi + (β2 /52)P opulationi + εi ,

(1.7)

where I estimate GDP for country i in year 2012. In a a similar manner as when estimating
GDP at the monthly level, I now use (β0 /52), (β1 /52) and (β2 /52) in Equation 1.7 on the
detrended subset of US tweets to estimate weekly measures of GDP for the US in 2012.
Figure 1.12 plots these weekly estimates of GDP using this methodology. The weekly
estimates trace a similar economic cycle to the monthly estimate, but with more short-term
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variations and jolts.
To the best of my knowledge, there are no publicly available and respected leading economic indicators at the weekly level for the US. Thus I do not offer here alternative indicators
to contrast and compare my estimates with. The high-frequency of social media posts clearly
offers a unique tool to produce a weekly indicator of economic activity.

1.8.2

Estimating GDP for Sub-National Regions

Another advantage of social media data in estimating GDP lies in the geographic detail of
social media posts. Exploiting the accuracy of the location from where social media posts
are sent allows one to aggregate posts at any sub-national geographical level one deems
interesting. This includes aggregating data between areas that are not officially bound
together and thus fabricate meaningful areas of study that are not possible with official
datasets.
Given that National accounts data tends to be aggregated at the country-level it is
not suitable for this type of analysis. Even in the cases when they do offer regional level
estimates, it is not possible to use estimates from different countries in the same analysis
because each survey is conducted independently with different questions and methodologies
and thus cannot be taken together.
Several papers attempt to do this sort of analysis using night-light data (Pinkovskiy
(2017) and Michalopoulos and Papaioannou (2018)). But satellites recording nightime light
density have a tendency to overestimate the true extent of lit area on the ground, given
that they tend to attribute light generated at a particular site to nearby sites as well. This
effect is referred to as overglow (Doll (2008)). In part this is due to technical issues in the
procedure satellites use to capture night-lights, but also due to the large overlap that exists
between pixels. Social media data may be more suitable for this exercise since geo-tagged
posts are given with latitude and longitude coordinates with 5 decimal points, which gives a

CHAPTER 1. FROM TWITTER TO GDP

27

location within approximately a 10 meter radius. Thus social media posts may suffer from
measurement error, but do not suffer from an overglow phenomenon that night-light satellite
images do have.
In order to corroborate the validity of Twitter data as a proxy for GDP at the subnational level, I first estimate GDP for individual US states and compare that to official
state level estimates provided by the BEA. For this exercise, I collect the subset of all tweets
from 2012 taken in the US and use the latitude and longitude from each post to assign them
to the state from where they originate. Using the total number of tweets sent from each
state, I use the coefficients from Equation 1.1 and collect GDP estimates for 2012 for each
US state. Figure 1.13 plots both the BEA as well as the estimates from the Twitter data.
The bulk of the estimates lie closely around the 45-degree line which shows that Twitter
data is a valid proxy for estimating GDP at the state level. Furthermore, the correlation
coefficient between these two estimates is 0.985.
The geographic granularity of social media data allows us to go beyond estimating economic activity at the state level: with this in mind, I plot a density map of economic activity
using 2012 Twitter data for the US. Figure 1.14 shows a 2D density map of economic activity
in the US for 2012. Density maps divide the plotted area in a multitude of small fragments
and represent the count of a particular variable (in this case economic activity based on use
of Twitter) in each fragment. The contours depict areas with larger economic activity with
areas shaded in red showing the highest concentration of economic activity. According to
these estimates, economic activity in the US is concentrated in large cities along the East
Coast. There is also a concentration in California, in the area surrounding San Francisco.
According to this Figure, the area around the city of New York seems to bear the largest
concentration of economic activity.
Another exercise that can be done using Twitter data is to estimate economic activity in
areas around national borders. It is not possible to estimate economic activity in these areas
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across national borders using official GDP estimates because even though some countries do
publish regional GDP estimates at the sub-national level, each survey is conducted independently with different questions and methodologies and thus cannot be taken together. Social
media data, in this case Twitter, can help us around this issue: we can aggregate all the
Twitter posts from a specific geographic area and take them together to use as a proxy for
economic activity.
The border between Mexico and the US represents an interesting example to carry out
this exercise as they are important trade partners and a there is a great deal of economic
synergy between the two countries. In 2012, US exports to Mexico totaled $215,875 million,
which represents 14 percent of total exports in the US and 49 percent of total imports for
Mexico. On the other hand, Mexico exports to the US totaled $323,026 million, which
represents 74 percent of total exports for Mexico and 14 percent of total imports in the US.
Figure 1.15 shows a density map of economic activity in the US-Mexican border based
on tweets. There are clear economic regions that go beyond the international border, particularly in the region close to the Gulf Coast. This shows that the area around Houston,
San Antonio and Austin in Texas concentrate the largest level of economic activity which
extends south of the border and into important cities in Mexico, like Monterrey and San
Luis Potosı́. The same phenomenon is visible in the Pacific Ocean side of the border, with
a cluster of economic activity integrating US cities close to the border like Los Angeles and
San Diego, with border cities in Mexico like Tijuana. These exercises are useful not only for
businesses trying to make decisions in the region, but also for scholars who are interested in
studying cross-border spillover effects in border-cities19 .
19

For example, see Hanson (2001) and Coronado et al. (2015).
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Local Economic Shock: Vaca Muerta, Argentina

The previous exercises have showcased the advantages of using Twitter data to estimate
economic activity in terms of the continuous time and the geographic granularity of social
media posts. In some scenarios, both characteristics can be combined to produce a timely
and geographically detailed estimate of economic activity. This is extremely useful for studying local economic shocks, such as factory openings (Greenstone et al. (2010)) and closings,
discovery of natural resources or natural disasters (Kocornik-Mina et al. (2015)). For example, nowcasting the impact of such events could be extremely useful for the government in
estimating how much recovery aid they need to send to a certain affected area. Official data
is not well equipped for such tasks because of delays in estimates and because many times
they are not geographically granular enough to perceive local economic shocks.
One recent such case of a discovery of natural resources that has transformed a local
economy occurred in the providence of Neuquén, Argentina. The Vaca Muerta Formation
is a geologic formation which has had oil production since 1918. But in July 2011, a large
oil discovery was made, with resources estimated at 16 billion barrels of oil and 308 trillion
cubic feet of gas. If exploited, the proven reserves of the country would increase more than
eight times.
Beyond the impact this caused in the energy market of the country at large, the local
region was particularly disrupted by the migration, investment, changes in infrastructure
and overall economic shock that such a discovery had on the small local economy. The
closest town to Vaca Muerta is called Añelo, which in 2010 had 2,500 inhabitants. Since
then, informal estimates have reported the population to more than double and rent prices to
skyrocket. There are newspaper articles claiming that prices of sq/ft in Añelo are comparable
to the high end neighborhoods in Buenos Aires. But none of this has been corroborated or
certified by official statistics. Argentina does produce provincial GDP estimates, but the
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local economic effects Vaca Muerta has on a small town like Añelo do get dampened by
changes in economic activity in larger cities when looking at provincial estimates. This is
where we can exploit the advantage that social media offer granular geographic data, which
allows us to aggregate tweets at any region of interest, even particularly small ones.
In order to estimate the growth of economic activity in the region surrounding Vaca
Muerta, I identify all social media posts being sent from that region in 2012 and 2013.
Figure 1.16 shows the distribution of tweets in Argentina for each of the two years20 . This
figure highlights how the distribution of tweets in Argentina from one year to the other solely
differ in the region surrounding Vaca Muerta. In order to get an estimate of the change in
economic activity in this region between 2012 and 2013, I use the elasticity between tweets
and GDP from Table 1.7. Based on the difference in volume of tweets originating from the
region, I find that economic activity grew by 38.1 percent from one year to the other. As far
as I am aware, this is the first time the local economic effect of Vaca Muerta on the region
has been quantified.

1.9

Conclusion

The main goal of this paper is to understand whether social media data from Twitter could
be used as a proxy for estimating GDP at the country level. Using 140 million geo-located
tweets from across the world, I find that the volume of tweets is an accurate predictor of
economic activity. I then find that the residuals from my preferred model are negatively
correlated to a data quality index provided by the World Bank which suggests that my
estimates are more accurate for countries which are considered to have more reliable GDP
data. These two findings taken together suggest that social media data could be used as
a complement to survey data to increase the accuracy of GDP estimates or as a tool for
20

Given that the number of tweets grew substantially between 2012 and 2013 (see Table 1.1), I restrict
the 2013 tweets to a random sample of tweets equivalent to the number of tweets sent out in 2012.
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international organizations to corroborate official estimates.
A supplementary goal of this paper is to demonstrate some of the advantages of estimating
economic activity using social media data. Given that social media posts are available in
real time and with precise geographical information about the location of the user, one
can calculate the economic activity for a particular geographical region in any specific time
interval. To showcase this, I first produce weekly and monthly GDP estimates for the US
which show seasonal variations in economic activity which seem to be in line with other
leading indicators. I then exploit the geographic granularity of social media posts to create
GDP estimates at the sub-national level for the US and also create density maps for economic
activity in the US-Mexican border. But the exercise that combines all the benefits and
clearly provides an example of how local authorities could use this proxy to fill in gaps in
their official estimates, is the example of estimating the local economic effects of Vaca Muerta
in the region. Given how constrained the area of impact is, traditional economic indicators
at the provincial level are not able to suited to perceive the economic effects.
Neither of these exercises could have been carried out using official national accounts
data: at best, they are available quarterly and at state or province level. But even then,
the lagged nature of official GDP estimates deems them of little value for businesses and
individuals when evaluating financial decisions and investments.
An important concern with the use of proxies is that many times they lack an underlying
theoretical model that demonstrates the relationship between the proxy and the variable of
interest. This issue was made apparent with the Google Flu Trends project, which analyzed
changes in flu-related search queries to accurately map the incidence of flu. Although the
model was highly accurate the first couple of years, it became very imprecise as peoples’
behaviour changed in the wake of panic fuelled by media reports. This led to people that did
not have flu-like symptoms to search for flu-related queries which caused the model to wildly
over-predict flu outbreaks. In this paper, I closely study the underlying relationship between
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tweets and economic activity. Preliminary results seem to suggest that image tweets are a
byproduct of consumption, with social media platforms being the ideal medium to showcase
consumption among the network of users. This would explain why the volume of image
tweets accurately predicts GDP. Nonetheless, more research needs to be done in addressing
this relationship before such a model is used and incorporated to estimate economic activity.
In this sense, this paper is just a first step in a an ongoing research to unleash the full
potential of social media data in economic research.
For many developing countries, GDP estimates are produced annually and only at the
country level. Being able to produce sub-national estimates at precise time-intervals of
economic activity could be tremendously helpful for country officials and international organizations to evaluate certain policies. For example, measuring the economic impact of
maquiladoras in special economic zones, or studying the effects of unanticipated discoveries of natural resources in a particular region. The data needed to evaluate these crucial
questions might already be available.
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Table 1.1: Twitter Data Summary Statistics: Mean and S.D.

Tweets
By Income Group
High (62)
Upper-middle (51)
Lower-middle (43)
Low (28)

2012
109,678.1
(354,724.1)

2013
528,694.9
(2,397,003.8)

211,993.9
(541,334.7)
89,123
(201,367.9)
37,394.5
(106,230.9)
735.9
(898.9)

1,126,937.3
(4,048,721.5)
406,004.9
(836,887.4)
209,938.9
(929,686.9)
3,602.5
(4,370.9)

Notes: Top row shows the mean number of tweets per country and standard deviation in
brackets. The bottom half of the table shows the mean number of tweets and the standard
deviation sent by each country divided by income groups, where the number of countries
per income group is shown in brackets.
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Table 1.2: Top 10 Countries in Tweets 2012-2013

2012
Tweets
Top 10
U.S.A.
8,260,789
U.K.
3,093,930
Indonesia
5,44,329
Spain
2,121,122
Japan
1,825,886
Saudi Arabia 1,121,424
Brazil
707,881
Turkey
630,344
Mexico
956,809
Russia
110,5047

2013
Tweets

2012-2013
Share total Tweets (%)

2012-2013
Share world GDP (%)

29,376,135
8,775,427
6,401,877
6,210,364
5,128,888
5,198,632
3,064,005
3,112,159
3,028,057
2,560,921

29.3
8.7
6.4
6.2
5.5
3.1
3.1
3.0
2.6
2.5

22.4
3.6
1.3
1.9
8.3
0.9
3.4
1.2
1.6
2.4

Notes: Top 10 countries in terms of most tweets shared in total between January
2012 and December 2013. Columns 1-2 shows the total number of tweets sent out
from each country for each year, Column 4 shows each country’s share of total tweets
over this time period and Column 5 shows each country’s share of world GDP over 2012-2013.
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Table 1.3: Estimating Country GDP

Dep. var.:
ln(GDP)
ln(Tweets)
ln(Population)
Continent
Internet
R2
Adj. R2
R2 w/o Tweets
Partial R2 Tweets
Fixed-effects
Num. obs.
RMSE
∗∗∗ p

< 0.01,

∗∗ p

(1)
0.67∗∗∗
(0.02)

(2)
0.49∗∗∗
(0.02)
3

(3)
0.46∗∗∗
(0.02)
3
3

0.78
0.78
0.00
0.78
Year
368
1.08

0.87
0.87
0.60
0.66
Year
368
0.85

0.89
0.88
0.75
0.56
Year
368
0.78

(4)
0.17∗∗∗
(0.02)
3
3
3
0.94
0.94
0.78
0.29
Year
356
0.56

< 0.05, ∗ p < 0.10

Notes: The dependent variable in all columns 1-4 is the log of GDP. This is using data from
2012 and 2013. All specifications have year fixed effects. Column (4) has fewer observations
because the World Bank data does not have data on the percent of population that uses
the internet for four countries.
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Table 1.4: Estimating Country GDP: By Income Group

Dep. var.:
ln(GDP)
ln(Tweets)

Low
0.44∗∗∗
(0.09)
ln(Population)
3
Continent
3
2
R
0.87
Adj. R2
0.84
2
R w/o Tweets
0.53
2
Partial R Tweets
0.46
Fixed-effects
Year
Num. obs.
56
RMSE
0.95
∗∗∗ p

< 0.01,

∗∗ p

Low-middle
0.42∗∗∗
(0.04)
3
3
0.92
0.91
0.80
0.48
Year
78
0.72

Upper-middle
0.37∗∗∗
(0.05)
3
3
0.89
0.88
0.85
0.53
Year
104
0.78

High
0.47∗∗∗
(0.04)
3
3
0.90
0.89
0.82
0.52
Year
132
0.79

< 0.05, ∗ p < 0.10

Notes: The dependent variable in all columns is the log of GDP. These estimates correspond
to estimating Column (4) of Table 3 independently for each income group. The first column
is for the subset of Low-income countries, second column for Low-middle income countries,
third column for Upper-middle income countries, and the fourth column for High-income
countries. These categories are based on The World Bank classifications. This is using data
from 2012 and 2013. All specifications have year fixed effects.
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Table 1.5: Data Quality Issues

(1)
ln(GDP)
0.60∗∗∗
(0.02)

Dep. var.:
ln(Tweets)

(2)
ln(GDP)
0.37∗∗∗
(0.02)

(3)
ln(GDP)
0.39∗∗∗
(0.03)

−0.01∗∗∗
(< 0.01)

Data Quality
ln(Population)
Continent
Internet
R2
Adj. R2
Num. obs.
RMSE
∗∗∗ p

< 0.01,

∗∗ p

(4)
Residual2

3

0.76
0.76
240
1.01

0.90
0.90
240
0.65

3
3
3
0.91
0.91
240
0.62

0.04
0.03
240
1.30

< 0.05, ∗ p < 0.10

Notes: The dependent variable in columns 1-4 is the log of GDP; and in column 5 the
residual squared. Using the World Bank classification, columns 1-4 estimate the log of GDP
for the subset of Low-income, Low-middle and Upper-middle income countries combined.
In column (5) I collect the squared residuals of the estimation in column 4 and regress them
on the data quality index and the log of tweets.
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Table 1.6: Lights vs Twitter for Estimating GDP

Dep. var.:
ln(GDP)
ln(Lights)

(1)
0.88∗∗∗
(0.02)

(2)
0.31∗∗∗
(0.03)

0.85
0.85
0.85
–
350
0.84

3
3
3
0.88
0.88
0.33
–
342
0.63

ln(Tweets)
ln(Population)
Continent
Internet
R2
Adj. R2
Partial R2 Lights
Partial R2 Tweets
Num. obs.
RMSE
∗∗∗ p

< 0.01,

∗∗ p

(3)
0.26∗∗∗
(0.03)
0.08∗∗∗
(0.03)
3
3
3
0.95
0.95
0.22
0.32
342
0.53

< 0.05, ∗ p < 0.10

Notes: The dependent variable in all columns 1-3 is the log of GDP. This is using data
from 2012 and 2013. All specifications have year fixed effects. Columns 2-3 have fewer
observations because the World Bank data does not have data on the percent of population
that uses the internet for some countries.
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Table 1.7: Country Fixed Effects
Dep. var.:
ln(GDP)
ln(Tweets)

(1)
0.02∗∗∗
(< 0.01)

(2)
0.01∗∗
(< 0.01)

ln(Lights)
ln(Population)
Continent
Internet
R2
Adj. R2
Fixed-effects
Num. obs.
∗∗∗ p

< 0.01,

∗∗ p

0.99
0.99
country
364

3
3
3
0.99
0.99
country
304

(3)

(4)

0.06∗∗
(0.03)

0.04∗
(0.03)
3
3
3
0.99
0.99
country
298

0.99
0.99
country
356

(5)
0.02∗∗∗
(< 0.01)
0.09∗∗∗
(0.02)

0.99
0.99
country
352

(6)
0.02∗∗∗
(< 0.01)
0.07∗∗
(0.07)
3
3
3
0.99
0.99
country
298

< 0.05, ∗ p < 0.1

Notes: The dependent variable in all columns is the log of GDP. These estimates come
from including country fixed-effects to Equation 1.3. This is using data from 2012 and 2013.
Columns 2 and 4 have fewer observations becuase satellite night-light data is available for
fewer countries than tweets in our dataset. Columns 4 and 6 have even fewer observations
because the World Bank does not have internet access data for some countries.
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Table 1.8: Mechanism Between Tweets and Economic Activity
Dep. var.:
ln(Consumption)
ln(All Tweets)

(1)
0.51∗∗∗
(0.07)

(2)
0.15∗
(0.02)

ln(Leisure Tweets)

(3)

(4)

(5)

(6)

0.51∗∗∗
(0.07)

0.22∗∗
(0.02)

0.93∗∗
(0.44)
−0.42
(0.43)

0.55
0.54
0.55
48
0.67

1.04∗∗∗
(0.03)
0.99
0.99
0.42
48
0.12

0.56∗∗∗
(0.08)
−0.09
(0.08)
1.03∗∗∗
(0.03)
0.99
0.99
0.44
48
0.12

ln(Work Tweets)
ln(Population)
R2
Adj. R2
Partial R2 Leisure Tweets
Num. obs.
RMSE
∗∗∗ p

< 0.01,

∗∗ p

0.54
0.53
–
48
0.68

1.04∗∗∗
(0.03)
0.99
0.99
–
48
0.12

0.56
0.54
0.55
48
0.67

< 0.05, ∗ p < 0.10

Notes: This table uses all image tweets sent from the US in 2012. Tweets are aggregated
at the state level and categorized into one of two labels depending on the time in which
they were posted. Work tweets includes all tweets sent during weekdays between 8am and
5pm. Leisure tweets includes tweets sent during the weekday before 9am and after 5pm as
well as tweets sent on weekends, irrespective of time.

Notes: Each light blue dot represents an image tweet sent from that precise location using information on the latitudelongitude. This is a subset of 100 million random tweets from the complete sample for Jan. 2012 - Dec. 2013. I thank
Damon Crockett for putting together the maps that are shown in Figures 1-5

Figure 1.1: Worldwide Map of Location of Image Tweets.
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Figure 1.2: Map of Image Tweets sent from Japan, South Korea and North Korea.

Notes: Each light blue dot represents an image tweet sent from that precise location using
information on the latitude-longitude. This is a subset of 100 million random tweets from
the complete sample for Jan. 2012 - Dec. 2013.
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Figure 1.3: Map of Image Tweets sent from Europe.

Notes: Each light blue dot represents an image tweet sent from that precise location using
information on the latitude-longitude. This is a subset of 100 million random tweets from
the complete sample for Jan. 2012 - Dec 2013.
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Figure 1.4: Map of Image Tweets in the West Coast of the US.

Notes: Each light blue dot represents an image tweet sent from that precise location using
information on the latitude-longitude. This is a subset of 100 million random tweets from
the complete sample for Jan. 2012 - Dec. 2013.
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Figure 1.5: Map of Image Tweets in Middle East and North-East Africa.

Notes: Each light blue dot represents an image tweet sent from that precise location using
information on the latitude-longitude. This is a subset of 100 million random tweets from
the complete sample for Jan. 2012 - Dec. 2013.
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Figure 1.6: Estimated vs Official GDP for 2013

Notes: Red line represents 45 degree line, which indicates where GDP estimates based on
Tweets per country and official estimates for GDP are equal. This is for year 2013 and 178
countries included in the sample.
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Figure 1.7: Residual and Fitted Value for 2013 GDP Estimates

Notes: Plot shows the distribution of the residuals of preferred model against the fitted
values. This is for year 2013 and 178 countries included in the sample.

Top: Twitter posts. Each light blue dot represents an image tweet sent from that precise location using information on
the latitude-longitude. This is a subset of 100 million random tweets from the complete sample for Jan. 2012 - Dec. 2013.
Bottom: Satellite night-light image for 2012.
Source:https://earthobservatory.nasa.gov/images/79765/night-lights-2012-flat-map

Figure 1.8: Twitter and Night-Light Maps for the World
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Figure 1.9: Twitter and Night-Light Maps for Europe

Top: Twitter posts. Each light blue dot represents an image tweet sent from that precise
location using information on the latitude-longitude. This is a subset of 100 million random
tweets from the complete sample for Jan. 2012 - Dec. 2013.
Bottom: Satellite night-light image for 2012.
Source:https://earthobservatory.nasa.gov/images/79765/
night-lights-2012-flat-map
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Figure 1.10: Night-Lights vs Twitter GDP Estimates for 2013

Notes: Red line represents 45 degree line, which indicates where GDP estimates using
Twitter and night-lights are equal. This is for year 2013 and 171 countries included in the
sample.
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Figure 1.11: Monthly Indicators of USA Economic Activity for 2012

Top: Leading Index for the US (USSLIND) by the Federal Reserve Bank of Philadelphia.
Middle: Composite leading indicator by the OECD.
Bottom: Monthly GDP estimates using volume of tweets posted each month in the US in
2012.
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Figure 1.12: Weekly Estimate of USA Economic Activity for 2012

Notes: Weekly GDP estimated from number of tweets posted each week in the US in 2012.
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Figure 1.13: Estimated vs Official GDP at the State Level for 2012

Notes: Red line represents 45 degree line, which indicates where estimates based on volume
of tweets and official estimates for GDP at the US state level are equal. This is for year
2012.
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Figure 1.14: Density Map for Economic Activity in the US in 2012

Notes: Contours contain areas with more economic activity with areas shaded in red representing the highest concentration of economic activity.
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Figure 1.15: Density Map for Economic Activity in the US-Mexico Border in 2012

Notes: Contours contain areas with more economic activity with areas shaded in red representing the highest concentration of economic activity.
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Figure 1.16: Tweets in Argentina in 2012-13

Notes: Figure shows distribution of tweets in Argentina for 2012 and 2013. Given that
there was a large increase in the number of Tweets from 2012 to 2013 nationwide, I randomly
selected a number of tweets for 2013 equivalent to that of 2012. Tweets from 2012 plotted
appear on top to show the difference in distribution of tweets between the two years that is
present in the area around Vaca Muerta.

Appendix A
Appendix
A.1

Supplemental data

Socio-economic data
The World Bank provides freely and publicly available data on various relevant socioeconomic indicators at the country level. Given that one of the main objectives of this
paper is to provide an effective proxy for estimating GDP that allows for more transparency
in official statistics, it is important that all the data used in this paper is publicly available
and thus could be replicated by individuals and institutions. Besides from current GDP in
USD, I also obtain total population for each country from the World Bank database.
Another indicator I obtain from the World Bank is the percent of the population that uses
the internet. Given that Twitter requires internet service access to establish a connection,
the penetration of the internet in a given country is a useful variable to include in our baseline
regression.
As described in section 1.2 official GDP estimates suffer several issues, particularly in
developing countries. If this is in fact the case, I could be estimating a reported GDP that
is not in fact the true GDP. Thus if the estimates using Twitter are imprecise, it could be in
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part because of measurement error in the GDP calculations I am trying to estimate in the
first place. The World Bank produces a composite score assessing the capacity of a country’s
statistical office. In particular they focus on three specific areas: methodology, data sources,
and periodicity and timeliness. The overall score is a simple average of all three area scores
on a scale of 0-100, where higher values indicate higher quality data. In subsection 1.4.2 I use
these data quality scores to see if the discrepancies in our estimates are larger for countries
with inferior data quality, as assessed by the World Bank.

Night-time light satellite data
Given that much of the previous literature on alternative ways of estimating GDP has come
from night-lights from satellite data, I contrast and compare the performance of satellite and
Twitter data as a proxy for GDP (see section 1.5). The United States Air Force Defense
Meteorological Satellite Program satellite orbits the earth roughly 14 times a day, taking
images that record the luminous intensity radiated from the earth. Although the main
purpose of this task is to detect moonlit clouds, a useful byproduct is that they also capture
lights emitted from human settlements.
Scientists then process these images and perform a series of tasks (i.e.: remove intense
sources of natural light during summer months, auroral activity, days where cloud cover
obstructs the earth’s surface, etc.) that leave only man-made light visible. They then average
all valid images over the year and report the intensity of light for approximately every 0.86
square kilometer. The intensity figure is an integer between 0 and 63, where higher values
indicate more light. These datasets are made publicly available by the National Oceanic
and Atmospheric Administration’s National Geophysical Data Center. These are also the
datasets used in the majority of the papers referred to in section 1.5 that use night-light as
a proxy for GDP. I downloaded these datasets for 2012 and 2013, the same years for which
I have complete Twitter data.

Chapter 2
What’s in a Tweet? Estimating
Poverty Rates from Social Media
Data
2.1

Introduction

Data from online platforms, such as social media and search engines, offer the possibility for
policy-makers and researchers to replace or complement official statistics, such as poverty
rates. Depending on the scenario and use, these alternative data sources could increase the
accuracy of official estimates and reduce the cost of obtaining survey data, if they are used
as complements, or serve as a publicly available proxy, in case the government decides to
interrupt the release of an indicator.
One such example of the latter motivated this paper. In April 2014, the Argentine
government, together with the country’s statistics agency (the Institute of Statistics and
Census, INDEC), decided to stop releasing the official poverty measurement. During the
following months, several explanations were given to the cause for this. When asked why
59
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the government was no longer releasing poverty indicators, the Minister of Economy said
that such measures are fundamentally stigmatizing (Diario Perfil (2015)). On the side of the
opposition, the overall notion was that the government was not releasing poverty indicators
because they did not want to recognize that their policies were not helping reduce poverty
as they claimed, and that in fact poverty rates had gone up in the last semesters.
Regardless of the explanation, poverty rates for Argentina between the second semester
of 2013 and the first semester of 2016 were never released. Without these indicators, it was
hard to evaluate economic policies, identify which sectors of the population such policies
should target, or understand what regions of the country were particularly vulnerable to
economic shocks. This was true both for internal evaluation on the side of the government
and also for the public in general, researchers, international institutions and think tanks.
This paper studies whether data from Twitter can be used to estimate poverty rates. In
order to test this, I carry out a first experiment where I estimate poverty rates for urban
areas in the US. Official poverty rates for such locations are released by the American Census
Survey (ACS). Given the large number of urban areas and the fidelity of the data, it serves
as a good unit of measure to train the model and evaluate its precision. For this exercise I
collect all geo-located image tweets sent from the US in 2012. In total the dataset includes
roughly 2 million tweets, with their corresponding text, time of posting, precise latitude and
longitude and unique user identifier.
The process to estimate the poverty measure is a complicated and expensive task put
together by the Census Bureau (CB). In order to determine whether a family is in poverty,
the CB sets a money income threshold that vary by family size and composition. If a family’s
total income1 is below said threshold, every individual in that family is considered in poverty.
Poverty thresholds are continuously updated for inflation using the Consumer Price Index.
1

The CB uses money income before taxes and does not include capital gains or noncash benefits (such as
public housing, Medicaid, and food stamps).
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In order to exploit the full potential of social media data, the analysis in this paper uses
not only the volume of tweets being posted from each location, but also several features
based on the content of tweets. These additional features are: (i) the language the tweets
are written in, (ii) whether the tweet has misspelled words, (iii) the overall sentiment of
each tweet, (iv) whether tweets are sent by locals or tourists, and (v) what topic the tweet
is about. Being able to extract such features from the content of tweets deeply enriches the
data available and is a unique feature of social media data for prediction purposes.
There is a growing literature on the use of alternative data sources to predict economic
outcomes. The first impulse came from Choi and Varian (2012) which showed several examples of how Google searches can nowcast2 economic indicators such as automobile sales,
unemployment claims, travel destination planning and consumer confidence. In an effort to
find an alternative to the widely believed fraud inflation index that the INDEC published
for Argentina, Cavallo (2013) collected prices from online retailers to construct daily price
indexes that complement official statistics. Interestingly, he found that while the online price
index approximate the official statistics in Brazil, Chile, Colombia and Venezuela quite well,
the online inflation rate was nearly three times higher than the official estimate in Argentina.
This paper contributes to this literature by exploring whether social media data can be
used to estimate poverty rates in urban areas in the US. To assess the overall predictive
power of tweets for this purpose, I first use a linear regression model as the baseline. This
model shows that several of the variables derived from tweets are informative to estimating
poverty rates. The full model, with all features included explains roughly 34 percent of the
variance in poverty rates across urban areas in the training dataset. Using these coefficients
on the out-of-sample dataset shows that there is some predictive power in Twitter data, but
it seems that the model struggles to accurately estimate the tails of the distribution.
2

Nowcasting is the prediction of the present. The term is a contraction of ”now” and ”forecasting” and
has been used for a long-time in meteorology.
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I then run a Random Forest model, which is better suited for this exercise. Random
Forest models make only weak assumptions about the underlying function and are capable
of fitting a large number of functional forms. This model increases the R2 to 44 percent. The
out-of-sample estimates are also more accurate. In particular, the percentage of tweets which
contain a series of colloquial and slang words seems to be particularly useful for predicting
the poverty rates in this exercise.
I identify two different cases in which social media can be relevant for estimating poverty
rates. The first, is in a scenario similar to that described for Argentina, in which the government decides to stop releasing said indicator. Under these circumstances, social media data
can be combined with other economic indicators to proxy for poverty rates. In section 2.5,
I carry out this exercise by combining data on the unemployment rate and median income
together with Twitter data to train a model that estimates poverty rates for urban areas in
the US. Twitter data proves to be informative for this model, and the overall model has an
out-of-sample R2 of 76 percent. I then use this model to estimate poverty rates for Argentina
between 2012 and 2014.
The second scenario in which social media data can be useful for estimating poverty
rates is one in which we wish to study the relationship between particular unobservable
characteristics and poverty. An example of this is assessing the importance of human capital
formation on poverty. In section 2.6, I study whether a variable that identifies tweets that
contain colloquial and slang words could potentially be interpreted as a measure that captures
the absence of human capital formation. This variable is highly predictive in both the
linear regression and Random Forest models. In particular, I study whether the inclusion
of educational attainment variables, which are commonly used to proxy for human capital
formation, reduces the coefficients on this variable. I find that the percentage of tweets which
contain certain slang words remains statistically significant when educational attainment
variables are included, and it remains as one of the most predictive variables in the Random
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Forest model. These results seem to suggest that this feature proxies some form of human
capital formation that goes beyond what is captured by educational attainment variables.
This is a strong result that hints at the undeveloped use of social media data to capture
features that are difficult to directly assess, such as human capital.
The results in this paper show the potential in using Twitter data to estimate poverty
rates. From the results presented here, it is clear that data from tweets are not informative
enough to replace survey data, as there is still substantial error in the estimates. But
this analysis does show that there is sufficient predictive power in data from tweets for
them to be incorporated in two different scenarios: (i) combined with alternative economic
indicators to estimate poverty rates when such indicators are not available, and (ii) to study
the relationship between poverty and an unobservable variable that can be proxied with
social media data.

2.2

Literature

The increase use of social media has lead to a series of papers extracting social media data
to estimate economic outcomes. Preotiuc-Pietro et al. (2015) obtain tweets sent out by
people with associated job titles and mapped this information to the median income for
each industry. This way they are able to create a rich dataset of more than 10 million tweets
for people in different occupations. Not only are they able to find well-known patterns
between demographic characteristics and income (i.e.: gender, race, age and education), but
they are able to study the content of tweets and see how it relates to users income. Using
language processing techniques, they find that higher income users express more anger and
fear although they post less subjective content. On the other hand, lower income users tend
to post more subjective content and express sadness, surprise and disgust. Higher income
users also tend to post more about politics and corporate topics, while lower income users
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adopt more swear words and colloquial language. Mitchell et al. (2013) find similar results
when studying tweet content from users with different socio-economic characteristics in the
US.
Bailey et al. (2018) combine anonymized Facebook data with housing transaction data
to explore the structure and effects of social networks on economic decisions. Studying the
online network of individuals, they find that individuals are more likely to transition from
renting to buying a house when geographically distant friends experience a large house price
increase. In fact, research finds that these individuals on average buy larger houses and pay
more for a given house. According to survey data, these decisions are driven by the effects
of social interactions on individuals housing market expectations.
Glaeser et al. (2017) use data from Yelp to predict changes in the number of active
businesses measured by the County Business Patterns (CBS). The authors find that changes
in the number of establishments reviewed on Yelp is informative to predict changes in the
number of overall businesses in CBS. In an attempt to understand the conditions under which
Yelp is an accurate guide to predicting the local economy, the authors find that predictive
power increases with zip-code level population density, wealth and education level.
In a study more closely related to mine in terms of outcome measured, Blumenstock
(2016) use anonymized data from mobile phone networks to predict the poverty and wealth
of individual subscribers. The authors have call logs on over 1.5 million mobile phone
subscribers in Rwanda. They also survey 856 individuals who self-report assets and housing
characteristics. By matching these survey respondents to the individuals’ phone logs, the
authors train the model to find relationship between call logs and socio-economic status.
They then make out-of-sample estimates on the rest of the population not surveyed based
on their call logs. From these individual estimates they then build maps of the geographic
distribution of poverty in Rwanda.

CHAPTER 2. WHAT’S IN A TWEET?

2.3

65

Data

Twitter is a social media application which allows users to post short messages of any subject
of their choosing. These messages are known as tweets. Unless restricted by the user, tweets
are publicly available and can be read via the application or on a web browser. Initially,
Twitter was a text-only platform and did not allow users to share images or videos in their
tweets. This changed when in August 2011, Twitter rolled out a platform that allowed users
to add images to their tweets.
The dataset used in this paper contains all geo-tagged image tweets posted on Twitter
in the US in 2012. This dataset was provided directly by Twitter, through a Twitter Data
Grant submission in 2014.3 Each tweet contains information on: i) a unique identifier for
each individual Twitter user; ii) the latitude and longitude (with 5 decimal points, which
gives a precision of 1.1 meters) of where the tweet was sent from; iii) the date and time in
which the tweet was sent; iv) the image tweeted; and v) any accompanying text. The dataset
contains roughly 2 million tweets.4
I combine a shape file for the US together with the location data on tweets to find whether
tweets were sent from one of the 3,592 urban areas and assign these tweets to the location
from which they were sent from. This provides the first variable that will be used for this
analysis, the volume of tweets sent from each location in 2012. According to the US Census
Bureau, an urban area comprises a densely settled core of census tracts that meet minimum
population density requirements. In order to qualify as an urban area, the territory must
have a population of at least 2,500 people. The Census Bureau identifies two types of urban
areas: (i) urbanized areas, which have populations over 50,000, and (ii) urban clusters, which
have a population between 2,500 and 50,000 individuals. For simplicity, in this paper I refer
3

The grant was awarded to the Cultural Analytics Lab, directed by Lev Manovich.
In December 2018, I queried the Twitter API on multiple occasions, collecting a dataset of 10,000 random
Tweets. Among this dataset, I find that 4.9 percent of tweets are geo-located and 22.8 percent have images.
4
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to both of these groups as urban areas.
I assign each of these tweets to their respective location and aggregate the total number
of tweets sent from each location. According to this matching, there is a least one tweet sent
from 2,455 urban areas. In order to have features that are more robust and not as noisy from
each location, I limit the analysis to urban areas with at least 100 tweets over my sample
period. This reduces the number of urban areas to 1,374.
A salient feature of social media data in prediction models is that additional information
can be extracted from the content of the posts. Apart from the volume of tweets sent from
each area, all other variables used to estimate poverty in this paper are derived from data
originating from the tweet post. The following subsections detail the process to construct
each of these.

2.3.1

Language

An important feature that can be extracted from the content of tweets is the language in
which the post is written in. This can be somewhat challenging given that tweets are by
definition brief; at the time when the dataset was collected, tweets cannot exceed 140 characters. Furthermore, the use of acronyms, slang words and other Twitter-specific language
complicate this matter as well.
Although there is no official language in the US at the federal level, English is by far the
most commonly spoken language. In fact, only 8.5 percent of the population over the age of 5
assert that they speak English less than “very well” (ACS, 2015). Spanish is the second most
popular language, with roughly 52 million people self-reporting they speak Spanish in some
capacity. More importantly though, the distribution of Spanish-speakers throughout the US
is uneven. In several counties that border Mexico in the states of California, Arizona, New
Mexico and Texas the majority of the population speaks Spanish. This is a stark contrast to
some counties in the Northwest who report that less than 7 percent of the population speak
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Spanish at home.
I query Google Chrome’s language detection application programming interface (API)
that assigns a language to each tweet together with an indicator of whether or not it is
confident in its assessment. I only assign tweets to the identified language when the API
is confident in its evaluation. In the models, I bin languages in three different categories:
English, Spanish and any other identified language.
Table 2.1 shows that roughly 98 percent of tweets are in English, and 3 percent in Spanish
or other languages. But delving into specifics of some urban areas showcases some of the
complexities of this analysis. An interesting example that showcases both the advantages
and concerns with using social media are Quincy, IL and Wapato, TX. These two urban
areas represent the lowest percent of English written tweets, at 10 percent and 14 percent,
respectively. Looking at the demographics of these urban areas shows that Hispanics or
Latinos make up 84 percent of the population in Wapato, which could explain why 85
percent of the tweets from there are in Spanish. On the other hand, while 87 percent of the
tweets from Quincy are in Arabic, the demographic composition does not seem to suggest
this would be the case. A closer inspection at the individual tweets coming from Quincy
shows that there is a large online presence centered around an Islamic religious institution
which predominantly tweets in Arabic. This network of individuals and institutional accounts
seem to over-represent the presence of Arabic speaking individuals in that area. Given that
these tweets are not all coming from the same user, but what seems to be a close niche
of users, capping the maximum number of tweets per user or some data transformation of
that sort would not overcome this issue. Furthermore, I find other particularities in other
urban areas that also seem to drive an over-representation of a particular group of people.
These observations should be taken as measurement error in the data. They also serve as
an example of the risks encountered when trying to analyze these novel datasets at a unit of
observation that is very granular: the data can become particularly noisy.
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Spelling

The positive relationship between education and earnings has been thoroughly studied in
economics (Heckman et al. (2005)). Using the content of tweets, we can estimate what
percent of them have misspelled words and see if this is valuable information when trying to
predict poverty rates in urban areas.
For the tweets identified in either English or Spanish, I ran the text of the tweet through
the Ooms (2017) word checker and indicated which tweets had a misspelled word or words
and recorded those words. Given the brevity of tweets and its character limits, tweets have
a particular vocabulary that makes the analysis of misspelled words somewhat complicated.
For example, the use of acronyms and slang are common in tweets and do not necessarily
represent a misspelled word per se. After a first iteration of checking for spelling, I tallied the
most commonly misspelled words and manually discerned which were typical Twitter lingo
and which were truly misspelled. A complete list of these words can be seen in Table 2.2.
Table 2.1 shows that roughly 26 percent of tweets have at least one misspelled word
(beyond those depicted in Table 2.2). The urban area with fewest percent of misspelled
tweets is Harthsorne, OK and the one with the highest ratio is Forney, TX.

2.3.3

Sentiment Analysis

Sentiment analysis is a technique for evaluating the overall positivity, negativity, or neutrality
of a body of text. In this case we treat each tweet as an independent body of text. The
overall idea with sentiment analysis is to assign scores on individual words based on whether
they are positive or negative, and how strong a word is in either direction. The average score
on all those individual words comprises the overall score for a body of text, in this case a
tweet. Positive scores indicate positive sentiments, while negative scores represent negative
sentiments.
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There are several methods that can be used to carry out sentiment analysis which vary
somewhat in their approach and scoring range. Three of the more popular ones are Syuzhet,
Bing and NRC5 . Table B.1 shows that there is little discrepancy in the overall sentiment
score distribution between these three methods when evaluating this corpus of tweets. For
simplicity, I will use the Syuzhet method for the analysis in this paper6 .
Table Table 2.1 shows that the average tweet is slightly positive, with a score of 0.184.
The area with the most negative tweets is Murfreesboro, NC. While the area with most
positive tweets is Clare, MI7 .

2.3.4

Locals and Tourists

Based on the precise latitude and longitude from where each tweet is sent from, I construct
a variable which indicates whether the user is considered a local or a tourist of the location
where the tweet was posted. This allows me to introduce information on the percentage of
tweets in each urban area coming from tourism, which is positively related with economic
activity.
In order to assign a home location for each user, I consider users as residents of the area
from where they tweet the most8 . All tweets sent from a user in their assigned home location
are considered tweets from a local for that urban area. On the other hand, all tweets from
a user outside of their assigned home location are considered as tweets coming for a tourist
for that urban area.
5

These methods were developed by the Nebraska Literary Lab, Minqing Hu and Bing Liu, and Saif
Mohammad and Peter Turney, respectively.
6
More detail on the process to extract sentiment analysis from text has been relegated to section B.1
7
Similar to the experience when analyzing particular cities in terms of language use, the case of Mursfreeboro shows a niche of users that enthusiastically greeted each other for the holiday seasons. This seems to
be driving the large positivity in the tweets coming from this particular area. Once again, since these tweet
come from several different users, the solution to these issues are not as clear as restricting the number of
tweets from a particular user. A more in-depth analysis should be done to try to solve such issues.
8
In order to make this method more robust, I only identified a home location for users who had sent out
at least three tweets from the same urban area. If a user did not meet this criteria, I classified this user as
having no home location and all their tweets are considered as coming from a tourist.
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Table 2.1 shows that overall roughly 6 percent of tweets come from visitors. There is
a large list of urban area that have no tweets coming from tourists in our sample period.
On the other extreme, Hawthorne, NV represents the area with the largest ratio of tweets
coming from tourists (50 percent). This small town borders the Yosemite National Park and
other similar tourist attractions which may explain this behavior.

2.3.5

Topic Modelling

In order to classify each tweet into distinct topics, I use the Latent Dirichlet Allocation
(LDA) algorithm. This algorithm which was first developed by Blei et al. (2003), is part of a
broader class of probabilistic topic models that use hierarchical Bayesian analysis to uncover
the underlying semantic structure of textual documents. The base unit of our analysis is
a tweet. Probabilistic topic models are able to efficiently infer the hidden distributional
properties from the corpus of text (in this case, tweets). Using the Bayes Theorem, LDA
assesses the topic distributions throughout the corpus of tweets.9
One of the main advantages of LDA compared to other manual classification approaches,
is that the amount of subjectivity and bias induced by the classifier are minimized. In the
case of LDA, the number of topics to classify is the only parameter that is chosen by the
researcher. The bulk of my analysis is done using ten topics (Greene et al. (2014)). As
a robustness check I did alter the number of topics but lead to minimal changes in the
performance of the model.
Before running the LDA algorithm on the tweets, it is necessary to make a series of
transformations on the text so the algorithm functions more smoothly. The first thing I do
is convert all text into American Standard Code for Information Interchange (ASCII) which
represents text in computers. This eliminates any uninterpretable characters that might
9

A more detailed analysis of how the LDA method works can be found in section B.2.
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be present in tweets. I also remove all punctuation, numbers, stop words10 and convert
all letters to lowercase. These are all pretty standard procedures when carrying out topic
modeling.
A list of the top words from each of the ten topics are depicted in Table 2.4. Based on the
top words in each of these topics, in some case the overall themes that each topic represent
are easy to make out. For example, Topic 1 clearly references sports, as all of these words
and names reference a team or famous sport personality. In a similar manner, Topic 2 seems
to reference music and Topic 3 references movies. I particularly want to point out Topic 10,
which seems to represent the use of tweets with slang and colloquial words. This variable
seems to be very predictive in estimating poverty rates and in section 2.6 I study whether
it captures a lack of human capital formation distinct to what is absorbed by educational
attainment variables (which are commonly used in the literature to proxy for human capital
formation).

2.4

Estimating Poverty Rates Using Twitter

I now evaluate the potential for Twitter data to provide informative measures of poverty
rates for urban areas in the US. I will first use regression analysis and then turn to a more
flexible random forest model.
In order to evaluate the predictive power of these models, I randomly split the dataset in
two: 80 percent of the sample is used to train and the other 20 percent to test the prediction
out-of-sample.
10

A stop word is a commonly used word, such as the, a, an or in that are not relevant when extracting
meaning from phrases.
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Regression Analysis

I first estimate the poverty rates for urban areas using a linear regression model. These
results serve as the baseline model. For this I estimate:
P overtyRatei = β0 + β1 ln T weetsi + β2 T ouristsi + Xi0 ω+

(2.1)

+β3 M isspelledi + β4 Sentimenti + Yi0 γ + i ,
where I estimate the poverty rate for urban area i in 2012 based on the (i) the number of
tweets (ii) the percent of tweets coming from users who are tourists in that area based on
the location where they tweet the most from; (iii) the vector Xi which is composed of the
percent of tweets in English, Spanish or other language, respectively; (iv) the percent of
tweets with a misspelled word; (v) the average sentiment analysis in tweets from that urban
area; and (vi) the vector Yi which is composed of the percent of tweets assigned to each of
the 10 topics.
Given that the goal of this exercise is to estimate poverty rates using information from
Twitter, the coefficients on each of these variables are only of relative importance and serve
more to inform which features have useful information than to make a thorough analysis of
the relationship between each of these and the dependent variable. More important for this
analysis is that taken together, all the variables included in column 6 explain roughly 58
percent of the differences in poverty rates across urban areas, as measured by the adjusted
R2 . This table also shows us that a large increase in the R2 is obtained when including
the topic modeling variables in column 6. These results are on the 1,099 urban areas that
compose the training dataset.
Another way to measure the usefulness of this model to estimate poverty rates is to
plot the out-of-sample estimates against the actual poverty rates. Figure 2.1 shows that
even though there is some information in the content of tweets to estimate poverty rates,
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these estimates are not entirely accurate. In particular it seems that the estimates based on
Twitter data are mostly clustered around poverty rates of 15-30 percent. The model appears
to be particularly bad at estimating more extreme cases of either low or high poverty rates.
While these results seem to suggest that Twitter data has potential to serve as a useful
complement to official data sources to estimate poverty rates for urban areas, this model is
pretty rigid, assuming among other things a linear relationship between poverty rates and
the independent variables extracted from tweets. As such, this model could be more flexible
to make better use of the data extracted from the content of tweets. To provide a more
elaborate evaluation of the potential of Twitter data for this purpose, I now turn to a more
flexible prediction algorithm.

2.4.2

Random Forest

One of the main advantages of Random Forest models for an exercise like this is that they
are capable of fitting a large number of functional forms. There are only weak assumptions
made about the underlying function.
In order to carry out this prediction task I regress the poverty rate using as the feature
set the same series of variables as the complete model in Equation 2.1: number of tweets,
percent of tweets sent by tourists, percent of tweets sent out in different languages, percent
of tweets with misspelled words, average sentiment analysis and percent of tweets associated
to each of the 10 topics. The number of trees in the forest is set to 300 based on literature
(Oshiro et al. (2012)) and based on empirical evidence that the out-of-sample error rate does
not decrease greatly after roughly 200 trees as can be seen in Figure 2.2. The number of
variables randomly sampled as candidates at each split is set at 8, given that it maximizes
the R2 .
Table 2.6 summarizes the prediction results for this model and compares them with the
results for the linear regression model with all variables. The algorithm has an R2 of 0.44,
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which is a substantial improvement over the linear regression model in subsection 2.4.1 which
was 0.34. More important for our exercise, the out-of-sample R2 is also larger in the random
forest model: 0.34 relative to 0.29. Given the main goal of this exercise is to accurately
predict the poverty rate, this increase in out-of-sample R2 is a crucial result and suggests
that the random forest model better suits my objective.
Figure 2.3 shows the out-of-sample predictions using the random forest algorithm. The
fit is still not perfect, but it is clearly an improvement over the linear regression in Figure 2.1.
Table 2.7 shows the variable importance on the Random Forest model. In order to
test the importance of each individual variable in predicting poverty rates, I estimate how
much worse the model performs without each variable. Thus a high increase in the mean
squared error when removing a given variable indicates that variable is highly predictive in
the model. This table shows that topic 10 is the most predictive variable followed by the
volume of tweets. Based on Table 2.4, it would seem that topic 10 refers to tweets that
include slang and colloquial words, which might be associated to lower-income populations.
On the other end of the table, we see that the percent of tweets that have a misspelled word
is the least predictive variable in the model.
Based on these examples, it seems that data from tweets are not informative enough to
replace survey data, as there is still substantial error in the estimates. Nonetheless, there is
clearly valuable information from tweets that could potentially be used in conjunction with
other datasets to accurately predict poverty rates. The following sections explore this.

2.5

Combining Twitter and Census Data to Estimate
Poverty Rates

The previous section showed that there is valuable information that can be derived solely
from image tweets that can serve as a proxy for estimating poverty rates in urban areas
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in the US. In this section I examine whether combining Twitter data and official economic
indicators can provide an accurate estimate of poverty rates. This exercise is relevant for
cases where official poverty rates are not available.
The objective of this section is to construct a relatively simple model that accurately
estimates poverty rates. For this, I gather data on the unemployment rate and median
income from the ACS for urban areas in 2012. These two economic indicators will be merged
with the Twitter data detailed above to produce a proxy for poverty rates.11
First, I estimate a Random Forest model using solely unemployment rates and median
income. The purpose of this is to see how accurate the estimates using economic data is,
in order to understand whether adding Twitter data is truly valuable in this scenario. The
second estimate adds features extracted from tweets and detailed in section 2.3. In order to
be able to compare the output with the previous results, I run the model on the same sample
of urban areas with more than 100 tweets as before and set the same parameters (i.e.: the
number of trees in the forest is set to 300).
Table 2.8 shows several prediction parameters for these two separate models. The first
column presents results from the model which includes only unemployment rate and median
income variables extracted from ACS. The R2 is 58 percent, and out-of-sample R2 49 percent.
Including data extracted from Twitter, increases these parameters to 84 percent and 76
percent, respectively.
Figure 2.4 shows the out-of-sample estimates using the full set of features, which includes
both Census and Twitter data. The figure shows estimates that are clustered around the
45-degree line. It seems that the model still has more trouble accurately predicting urban
areas with high poverty rates.
Table 2.8 shows the variable importance on the Random Forest model, which indicates
11

The previous section also showed that Random Forest models provides more accurate estimates. Given
that the goal of this exercise is to estimate poverty rates as accurately as possible, this section focuses only
on these models.
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the increase in the mean squared error when removing a given variable. Unsurprisingly,
median income is the feature that has the largest variable importance, followed by the
percent of tweets coming from tourists and percent of tweets assigned to Topic 10. Put
together, these results indicate that it is possible to construct seemingly accurate poverty
rate estimates using economic indicators from the Census together with Twitter data. More
importantly for this analysis, data constructed from the content of tweets seems to add
valuable information to this model.

2.5.1

Estimating Poverty Rates for Argentina

In April 2014, the Argentine government, together with the country’s statistics agency (the
Institute of Statistics and Census, INDEC), decided to stop releasing the official poverty
measurement. Because of this, poverty rates for Argentina between the second semester of
2013 and the first semester of 2016 were never released. In fact, poverty measures were
widely regarded as flawed beginning in 2007, when the government intervened in the INDEC
and manipulated the inflation index. For example, the official poverty rate for Argentina in
2012 was around 6 percent. In contrast, the new estimate which was constructed after the
new administration completely overhauled the direction of the INDEC, currently situate the
poverty rate closer to 30 percent.
One of the goals of this paper is to study whether in such cases, Twitter data can be
combined with other economic measurements to construct an accurate proxy. The previous
section showed that a Random Forest using a full set of features extracted from Twitter data
together with median income and unemployment rate had an out-of-sample R2 of 76 percent.
I will use that model to estimate poverty rates in Argentina for those missing semesters.
The underlying assumption behind this is that the relationship between the use of Twitter and income is similar in the US as in Argentina. This is an assumption that has not
been tested. Given the differences in social media penetration in developed relative to de-
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veloping countries, I am skeptical that such an assumption is valid. This should be taken in
consideration when interpreting the validity and accuracy of these estimates for Argentina.
Ideally, it would be preferable to train the model in a country where Twitter has a similar
penetration and use as in Argentina.12
For this exercise, I gather all geo-tagged image tweets posted from Argentina between
January 2012 and June 2014 and extract the same features as those indicated in section 2.3.
Combining this data with official unemployment rates and median income13 I construct
poverty rates for each semester in the sample period.
Figure 2.5 shows these estimates, which oscillate between 37 and 40 percent. Relative to
alternative unofficial estimates put together by think tanks and consulting firms at the time,
these estimates seem high.

2.6

Tweets as a Measure of Human Capital

The analysis up to this point has indicated that there is valuable information in the content
of tweets to predict poverty rates. Particularly in Random Forest models, topic 10 arises as
a salient feature that carries substantial information. A closer look at the words assigned
to topic 10 in Table 2.4 shows that these tend to be expressions that we typically consider
colloquial and slang. Most of the words in that list are idioms that are not traditionally
taught in a formal educational environment.
The relationship between educational attainment and income has been widely studied in
economics. Heckman et al. (2003) presents a thorough overview of the theoretical foundations
and empirical support of the Mincer equation in the US. One of the key findings in recent
12

I tried to train the model on data from a neighboring Latin American country, but the unit of observation
for poverty rates provided was not granular enough to compile a large dataset on which to train the model.
13
As expressed above, since 2007 when the government intervened in the INDEC, all official estimates are
considered inaccurate. For this exercise, I use these official estimates, but their inaccuracy will undoubtedly
affect the overall precision of the estimates.
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years is that the relationship between schooling and future earnings is more complex and
nuanced than initially presented. One line of investigation has focused on the actual gains
in human capital from education (Burgess (2016) provides a thorough literature review on
this and other research areas of economics of education).14 The overall idea that spurs from
this literature is that the quality of education is a pressing issue in the development of
human capital skills. It is possible for individuals to have received many years of schooling
and still not have acquired elemental human capital skills such as reading, writing, text
comprehension and maths (Angrist et al. (2019)).
Given how complicated and expensive it is to measure human capital, economists still
tend to proxy it using years of schooling or educational attainment. In this section, I will
study whether information from the content of tweets can inadvertently signal the level of
human capital and serve as an economical and efficient way of construction such a proxy. I
will include measures of educational attainment at the urban area level to Equation 2.1 and
the Random Forest model, to explore whether topic 10 in particular still holds predictive
power once these variables are introduced. If this is the case, it would indicate that information from tweets have valuable information for constructing measures of human capital
that go beyond educational attainment.
In order to carry out this analysis, I collect educational attainment measures among individuals 25 years and over in urban areas for 2012 from the ACS. I bin these measures to
construct the percent of individuals by highest education level, among the following categories: (i) less than high-school, (ii) high-school, (iii) some college, (iv) bachelor’s degree,
and (v) more than a bachelor’s degree. Table 2.10 shows the summary statistics for the
educational attainment across urban areas in the US for individuals aged 25 and above.
In order to be able to compare the output with Table 2.5, I estimate the following
14

Pritchett (2013) explores this issue in detail for several developing countries where the quality of education is a pressing issue.
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regression on the same sample of urban areas with more than 100 tweets. That is, I estimate:
P overtyRatei = β0 + β1 ln T weetsi + β2 T ouristsi + Xi0 ω+
+β3 M isspelledi + β4 Sentimenti +

Yi0 γ

+

Zi0 σ

(2.2)

+ i ,

which is the same as Equation 2.1 including a vector Zi which is composed of the percent of
individuals 25 and over in each educational attainment category defined above.
The results for Equation 2.2 are shown in Table 2.11. The first thing to notice is that,
as expected, all the variables on educational attainment are statistically significant. But the
most important focus for this exercise is the coefficient on Topic 10. Relative to column 6 in
Table 2.5, the coefficient on this feature has reduced to about a third with the inclusion of
the educational attainment variables. This indicates that some of the information captured
in Topic 10 is absorbed by these. Nonetheless, given that the coefficient is still statistically
significant at the 1 percent level, Topic 10 would seem to contain valuable information to
estimate poverty rates that goes beyond educational attainment. This is in line with our
hypothesis that it could potentially be capturing some component of human capital that
goes beyond what can be naively perceived from educational attainment measures alone.
An additional way to corroborate this is running a Random Forest model similar to that
in subsection 2.4.2, with the inclusion of the educational attainment variables and analyzing
the increase in mean squared errors by removing each of the variables. Once again, in order
to be able to compare the output with the previous results, I run the model on the same
sample of urban areas with more than 100 tweets as before and set the same parameters
(i.e.: the number of trees in the forest is set to 300).
Table 2.12 shows the variable importance on the Random Forest model, which indicates
the increase in the mean squared error when removing a given variable.15 As could be
15

The R2 for the model is 0.723 and the out-of-sample R2 is 0.656. These measures are not reported in a
table as they are not relevant for the purpose of this exercise, which consists solely in studying the predictive
power of Topic 10 when adding variables on educational attainment.
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expected, several of the educational attainment variables appear at the top of this list. But
these are closely followed by Topic 10, which is the topic associated with slang and colloquial
words, and in fact shown to be more important than the variable indicating percent of
population with more than a Bachelor’s degree or with a high-school or GED degree. Once
again, this is evidence in the way of the hypothesis that it is possible that Topic 10 holds
information on the human capital acquisition of individuals that goes beyond that captured
by educational attainment.

2.7

Conclusion

The main goal of this paper is to study whether data extracted from the content of tweets
contains valuable information to estimate poverty rates. Apart from the volume of tweets
being posted from each location, I assemble the following variables based on the content of
the tweets: (i) the language the tweets are written in, (ii) whether the tweet has misspelled
words, (iii) the overall sentiment of each tweet, (iv) whether tweets are sent by locals or
tourists, and (v) what topic the tweet is about.
Using 2 million tweets sent out from urban areas in the US, I first run a linear regression
model that serves as a baseline. The full model, with all features included explains roughly
34 percent of the variance in poverty rates across urban areas in the training dataset and 29
percent of the out-of-sample data. A Random Forest model on the same dataset is able to
more accurately estimate poverty rates, and the out-of-sample R2 increases to 34 percent.
These results indicate that even though there is useful information to be extracted from
tweets in estimating poverty rates, social media data alone are not informative enough to
replace survey data.
I distinguish between two different scenarios in which social media can be relevant for
estimating poverty rates. The first, is in a scenario in which the government decides to stop
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releasing said indicator. Under these circumstances, social media data can be combined with
other economic indicators to proxy for poverty rates. I find that my preferred model has an
out-of-sample R2 of 76 percent. I then use this model to estimate poverty rates for Argentina
in years in which the government ceased releasing said indicator.
The second scenario in which social media data can be useful for estimating poverty
rates is one in which we wish to study the relationship between particular unobservable
characteristics and poverty. An example of this is assessing the importance of human capital
formation in a location on poverty rates. In particular, I study whether the percent of
tweets which include colloquial words proxies some form of human capital formation that
goes beyond what is captured by educational attainment variables. I find that the percentage
of tweets which contain these slang words remains statistically significant when educational
attainment variables are included. This is a strong result that hints at the potential of social
media data to capture features that are difficult to directly assess, such as human capital.
Taken together, these findings show that platform like Twitter can provide valuable
complementary datasets that can estimate poverty. In cases where official estimates are
not released, it seems that Twitter data combined with other relevant economic data, can
serve as a proxy to estimate poverty rates. In such scenarios, this would be extremely
valuable for think tanks and consulting agencies. In cases where researchers or government
officials wish to study particular intricate relationships between unobservable variables and
their incidence on poverty, social media data seems to be well suited to capture certain
imperceptible features.
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Table 2.1: Summary Statistics of Tweets

English
Spanish
Other Lang.
Tourists
Spelling
Sentiment
Tweets per capita
Tweets

Mean
Min.
0.979
0.109
(0.055)
0.015
0.001
(0.028)
0.019
0.033
(0.044)
0.059
0.001
(0.053)
0.26
0.008
(0.071)
0.184
-0.062
(0.092)
0.042
0.002
(0.1)
1,441
101
(4,941.1)

Max
1
0.851
0.89
0.5
0.622
1.25
2.791
93,710

Notes: Table shows summary statistics for main variables extracted from Twitter data in
2012. Unit of observation is urban areas in the US. Urban areas with less than 100 tweets
over our sample period of 2012 are not included in our dataset. The complete dataset has
roughly 2 million tweets. Standard errors in brackets.
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Table 2.2: Common Misspelled Words on Twitter Not Considered Misspelled in Model
lol
omg
haha
btw
b4
imo
dyk
lmao
jk
omfg

tt
smh
hmmm
mmm
hehe
wtf
xd
idk
app
tv

abt
deets
dm
ftw
icymi
k
tbh
twf
u
yolo

Notes: Table shows top 30 misspelled words on Twitter which are considered common use
acronyms or expressions on social media and were thus not considered misspelled for our
models.

Table 2.3: Sentiment Analysis Using Different Methods
Method
Mean
Min
Max

Syuzhet
0.184
(0.092)
-0.062
1.25

Bing
0.201
(0.085)
-0.087
1.33

NRC
0.197
(0.095)
-0.98
1.56

Notes: Table shows summary statistics of running corpus of 2 million tweets by each of
these sentiment analysis algorithms. Standard errors in brackets.

Table 2.4: Top Words per Topic
Topic

1
lebron
giants
manning
heat
brady

2
rihanna
gotye
nicki
adele
drake

3
avengers
argo
oscars
batman
affleck

4
obama
romney
barack
biden
ryan

5
time
tonight
work
fun
laugh

6
love
feel
eat
hot
hair

7
new
job
ebay
amazon
great

8
follow
tweet
account
back
goal

Notes: Table shows most frequent words associated to each of 10 topic models.

9
10
life
dawg
lord
cuz
quote shit
god lmao
heart
lol
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Table 2.5: Estimating Poverty Rate by Urban Area in US: Linear Regression
Dep. var.:
Poverty rate
ln(Tweets)

(1)
−0.09∗∗∗
(0.02)

(2)
−0.09∗∗∗
(0.02)
−0.98∗∗
(0.27)

(3)
−0.08∗∗∗
(0.02)
−0.94∗∗∗
(0.27)
−0.46
(0.47)
0.83
(0.79)
0.28
(0.47)

(4)
−0.08∗∗∗
(0.02)
−0.83∗∗∗
(0.27)
−0.77
(0.48)
0.74
(0.79)
0.21
(0.47)
0.76∗∗∗
(0.23)

(5)
−0.07∗∗∗
(0.02)
−0.76∗∗∗
(0.27)
−0.60
(0.48)
0.82
(0.79)
0.15
(0.47)
0.68∗∗∗
(0.23)
−0.55∗∗∗
(0.18)

0.02
0.02
1,099
0.48

0.05
0.05
1,099
0.48

0.11
0.09
1,099
0.47

0.14
0.12
1,099
0.47

0.16
0.15
1,099
0.47

Tourist
English
Spanish
Other lang.
Misspelled
Sentiment
Topic 2
Topic 3
Topic 4
Topic 5
Topic 6
Topic 7
Topic 8
Topic 9
Topic 10
R2
Adj. R2
Num. obs.
RMSE
∗∗∗ p

< 0.01,

∗∗ p

(6)
−0.02∗
(0.01)
−0.46∗
(0.26)
−0.56
(0.46)
1.52∗
(0.86)
−0.18
(0.46)
−0.15
(0.25)
−0.30∗
(0.18)
−0.49∗∗∗
(0.14)
−0.31∗∗
(0.10)
−0.71∗∗∗
(0.11)
−1.07∗∗∗
(0.18)
−0.70∗∗∗
(0.07)
−0.55∗∗∗
(0.07)
−0.80∗∗∗
(0.12)
−0.74∗∗∗
(0.11)
−0.98∗∗∗
(0.19)
0.34
0.32
1,099
0.32

< 0.05, ∗ p < 0.10

Notes: The dependent variable in all columns is the poverty rate for each urban area.
Standard errors in brackets.

CHAPTER 2. WHAT’S IN A TWEET?

85

Table 2.6: Estimating Poverty Rates by Urban Area: Linear Regression vs. Random Forest
Linear Regression
R
0.344
2
Out-of-sample R
0.287
Mean Absolute Error
8.094
Root Mean Squared Error
10.743
Observations
1,099
2

Random Forest
0.441
0.343
6.236
7.067
1,099

Notes: Table compares several prediction parameters for the linear regression model and
the random forest model in estimating poverty rates for urban areas.

Table 2.7: Importance of Variables in Random Forest

Topic 10
Tweets
Topic 6
Topic 4
Topic 8
Other lang.
English
Tourist
Sentiment
Topic 5
Topic 1
Topic 7
Topic 2
Topic 3
Spanish
Topic 9
Spelling

Increase MSE (%)
49.55
26.65
19.97
16.58
15.55
15.11
15.02
14.97
14.56
14.07
12.62
11.90
11.86
11.73
9.46
7.16
5.10

Notes: This table shows the variable importance on the Random Forest model. In order
to test the importance of each individual variable in predicting poverty rates, I estimate
how much worse the model performs without each variable. A high score indicates a
large increase in the mean squared error of the model when removing said variable, which
indicates the variable is highly predictive in the model.
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Table 2.8: Combining Twitter and Census Data to Estimate Poverty Rates
(1)
R
0.579
2
Out-of-sample R
0.492
Mean Absolute Error
6.865
Root Mean Squared Error 6.135
Observations
1,099
2

(2)
0.841
0.763
4.826
3.401
1,099

Notes: Table compares several prediction parameters for two sepparate Random Forest
models. Model (1) consists of solely unemployment rates and median income data. Model
(2) adds a series of features obtained from content of tweets. The dependent variable in
both cases is poverty rates for urban areas. Cities included in dataset are restricted to those
for which there are at least 100 tweets in the year.
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Table 2.9: Importance of Variables in Random Forest

Income
Tourist
Topic 10
Tweets
Topic 8
Unemployment
Topic 3
Other lang.
Topic 6
Topic 5
Topic 2
Spanish
Topic 1
Topic 7
Sentiment
Topic 4
English
Topic 9
Spelling

Increase MSE (%)
104.42
40.17
39.99
22.88
15.54
13.37
12.33
11.98
11.34
9.72
9.66
9.56
8.65
6.99
6.91
6.38
5.65
5.54
4.81

Notes: This table shows the variable importance on the Random Forest model. In order
to test the importance of each individual variable in predicting poverty rates, I estimate
how much worse the model performs without each variable. A high score indicates a
large increase in the mean squared error of the model when removing said variable, which
indicates the variable is highly predictive in the model.
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Table 2.10: Summary Statistics of Educational Attainment

Less than HS
High-school or GED
Some College
Bachelor’s
More than Bachelor’s

Mean
Min.
Max
0.179
0.002 0.781
(0.097)
0.339
0.071 0.581
(0.077)
0.294
0.051 0.536
(0.064)
0.122
0.006 0.443
(0.06)
0.066 <0.001 0.436
(0.045)

Notes: Table shows summary statistics for educational attainment for adults 25 years or
older in urban areas in the US in 2012. Unit of observation is urban areas with more than
100 tweets over our sample period of 2012. Standard errors in brackets.
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Table 2.11: Estimating Poverty Rate by Urban Area in US: Linear Regression
Dep. var.: Poverty rate
ln(Tweets)
English
Spanish
Misspelled
Topic 2
Topic 3
Topic 4
Topic 5
Topic 6
Topic 7
Topic 8
Topic 9
Topic 10
Less HS
HS or GED
Some College
Bachelor’s
R2
Adj. R2
Num. obs.
∗∗∗ p

< 0.01,

∗∗ p

(1)
−0.05∗∗∗
(0.01)
0.14
(0.17)
0.01
(0.63)
−0.26
(0.23)
−0.32∗∗∗
(0.11)
−0.19∗∗
(0.09)
−0.11
(0.10)
−0.45∗∗∗
(0.17)
−0.31∗∗∗
(0.07)
−0.21∗∗∗
(0.07)
−0.33∗∗∗
(0.12)
−0.29∗∗∗
(0.11)
−0.36∗∗∗
(0.14)
−1.49∗∗∗
(0.39)
−3.48∗∗∗
(0.38)
−3.64∗∗∗
(0.37)
−6.23∗∗∗
(0.65)
0.49
0.47
1,099

< 0.05, ∗ p < 0.10

Notes: The dependent variable is the poverty rate for each urban area. Standard errors in
brackets.
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Table 2.12: Importance of Variables in Random Forest

Less HS
Bachelor’s
Some college
Topic 10
More than Bachelor’s
Tweets
Topic 8
HS or GED
Other lang.
Topic 6
Spanish
Topic 1
Topic 3
Topic 5
Tourist
Topic 4
Topic 7
Topic 2
English
Topic 9
Spelling
Sentiment

Increase MSE (%)
71.84
41.18
37.02
29.02
25.21
22.88
19.88
18.77
14.51
14.13
13.93
11.03
10.71
9.95
8.77
8.34
8.24
7.43
6.53
6.29
5.62
4.24

Notes: This table shows the variable importance on the Random Forest model. In order
to test the importance of each individual variable in predicting poverty rates, I estimate
how much worse the model performs without each variable. A high score indicates a
large increase in the mean squared error of the model when removing said variable, which
indicates the variable is highly predictive in the model.
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Figure 2.1: Poverty Rate Estimates: Linear Regression

Notes: Red line represents 45 degree line, which indicates where official poverty rates and
out of sample estimates using Twitter are equal. This is for year 2012 for the 261 cities in
the test data. Cities included in dataset are restricted to those for which there are at least
100 tweets in the year.
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Figure 2.2: Root Mean Squared Error and Number of Trees

Notes: This figure shows the change in the root mean squared error of the Random Forest
model for different number of trees. Figure seems to suggest that the out-of-sample error
rate does not decrease greatly after roughly 200 trees.
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Figure 2.3: Poverty Rate Estimates: Random Forest

Notes: Red line represents 45 degree line, which indicates where official poverty rates and
out of sample estimates using Twitter are equal. This is for year 2012 for the 261 cities in
the test data. Cities included in dataset are restricted to those for which there are at least
100 tweets in the year.
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Figure 2.4: Poverty Rate Estimates using Census and Twitter Data

Notes: Red line represents 45 degree line, which indicates where official poverty rates and
out of sample estimates using Twitter are equal. This is for year 2012 for the 261 cities in
the test data. Cities included in dataset are restricted to those for which there are at least
100 tweets in the year.
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Figure 2.5: Poverty Rate Estimates for Argentina (2012-2014)

Notes: Poverty rate estimates for Argentina using model trained on US data.
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Appendix B
Appendix
B.1

Sentiment Analysis

Sentiment analysis is a method used to determine the emotional tone behind words to gain
a better understanding of the opinions, emotions and overall attitude expressed in a corpus
of text. The aim is to determine whether the corpus is positive, negative or neutral. This
method is mainly done based on lexicons.
In order to extract the sentiment for a corpus of text, the first step is to parse the text
(or tweets in this case) into a vector of sentences. The next step is to run an algorithm that
iterates over the vector of strings and returns sentiment values. The method,used in this
paper, syuzhet is a custom sentiment dictionary developed in the Nebraska Literary Lab. The
dictionary for this method was extracted from a collection of 165,000 human coded sentences
taken from a small corpus of contemporary novels. The algorithm assigns an individual score
to each based on the words in each sentence. For the purposes of this paper, the scores from
each sentence within a tweet are averaged to create a composite sentiment analysis for the
tweet.
Table B.1 shows an example of sentences that are considered extremely positive or neg96
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ative according to the algorithm.
Table B.1: Example of Positive and Negative Tweets
Text
Positive

Score

“Happy birthday to the most loyal, trustworthy, beautiful,
best friend a girl could have.”

6.90

“Wishing happy 22 birthday to my beautiful, smart, fun,
amazing daughter. She makes all of our days brighter!”

6.05

“So proud of my wonderful grad! Can’t think of
a more handsome, intelligent, loving, loyal or kind man.”
Negative

5.75

“Tonight I cry alone, I cry for you. My cries go unheard,
as my tears drown out each and every word.”

-4.25

“So sad this little girl died cause a man
kidnapped her and raped her and brutally beat her to death.”

-4.75

“Dear cold, pack your stuffy nose, cough, sore throat and
headache and get the hell out! I’ve had enough of your crap!”

-4.85

Notes: This table shows non-random examples among the 10 most positive and negative
tweets according to the sentiment analysis algorithm. The selected examples were chosen so
as to not contain ethnic slurs.

B.2

Topic Modelling

Topic modelling is the process of identifying topics in a corpus of text. Topic modelling is
a form of unsupervised learning. There are several methods that are slightly different for
carrying out topic modelling, but the overall objective and function is the same in all of
them. In this section, I will detail how Latent Dirichlet Allocation (LDA) method used in
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this paper works.
The key assumption in LDA makes is that there are certain words that are more closely
associated to particular topics. Under this assumption, the algorithm goes through a series
of steps to bin texts into different topics:
• assume there are k topics across the entirety of documents provided by the researcher.
The number of topics, k, is the only parameter set by the researcher.
• across each document, m (tweets in our case), the algorithm distributes these k topics
by assigning each word a topic.
• assume that the topic assigned to each word in the document is wrong, but every other
word is assigned the correct topic.
• problematically assign each word a particular topic based on: (i) what topics are in
that particular document, and (ii) the number of times that word has been assigned a
particular topic across all of the documents.
• repeat this process a number of times for each document.

APPENDIX B. APPENDIX

Figure B.1: Diagram of How LDA Algorithm Works

Notes: Diagram shows a plate diagram of how an LDA algorithm’s process.
α: per-document topic distribution
β: per-topic word distribution
θ: topic distribution for document m
χ: word distribution for topic k
Z: topic for the n-th word in document m
W: specific word
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