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ABSTRACT
The large time and length scales and, not least, the vast number of
particles involved in industrial-scale simulations inflate the compu-
tational costs of the Discrete Element Method (DEM) excessively.
Coarse grain models can help to lower the computational demands
significantly. However, for effects that intrinsically depend on par-
ticle size, coarse grain models fail to correctly predict the behaviour
of the granular system.
To solve this problem we have developed a new technique based on
the efficient combination of fine-scale and coarse grain DEM mod-
els. The method is designed to capture the details of the granular
system in spatially confined sub-regions while keeping the compu-
tational benefits of the coarse grain model where a lower resolution
is sufficient. To this end, our method establishes two-way coupling
between resolved and coarse grain parts of the system by volumet-
ric passing of boundary conditions. Even more, multiple levels of
coarse-graining may be combined to achieve an optimal balance
between accuracy and speedup. This approach enables us to reach
large time and length scales while retaining specifics of crucial re-
gions. Furthermore, the presented model can be extended to cou-
pled CFD-DEM simulations, where the resolution of the CFD mesh
may be changed adaptively as well.
Keywords: DEM, Multilevel/Multiscale .
NOMENCLATURE
Greek Symbols
α Coarse grain ratio.
γ Damping coefficient, [kg/s].
δ Overlap, [m].
κ Constant in the Beverloo Eq.
µ Friction coefficient.
ρ Mass density, [kg/m3]
σ Granular stress, [N/m2]
ω˙ Angular acceleration, [rad/s2].
Latin Symbols
C Constant in the Beverloo Eq.
d Particle diameter, [m].
D Diameter, [m].
e Coefficient of restitution.
E Young’s modulus, [N/m2].
f Force, [N].
g Gravitational acceleration, [m/s2].
G Shear modulus, [N/m2].
I Moment of inertia, [N].
k Stiffness coefficient, [N/m].
m Mass, [kg].
m˙ Discharge rate, [kg/s].
P Granular pressure, [N/m2].
r Contact vector, [m].
R Particle radius, [m].
t Torque, [Nm].
v Particle velocity, [m/s].
v′ Particle velocity relative to mean streaming velocity,
[m/s].
V Box volume, [m3].
x¨ Acceleration, [m/s2].
Sub/superscripts
eff Effective.
i Index i.
j Index j.
n Normal direction.
o Orifice.
t Tangential direction.
z Z-direction.
INTRODUCTION
Since its introduction (Cundall and Strack, 1979), the Dis-
crete Element Method (DEM) has proven to be a viable tool
for the analysis of granular flows. Supported by the ever
growing computational power, the DEM has found its way
into numerous branches of industry such as the minerals and
mining industries (Cleary, 2001), the transport of consumer
goods (Raji and Favier, 2004), the pharmaceutical indus-
try (Ketterhagen et al., 2009), as well as the iron and steel
making industry (Mio et al., 2012).
The major shortcoming of the DEM, however, is its com-
putational cost that increases with the amount of particles
involved in the simulation. This hinders the application of
the DEM to large-scale systems of industrial size. A coarse
grain (CG) model of the DEM has been described (Bierwisch
et al., 2009; Sakai and Koshizuka, 2009; Radl et al., 2011) to
improve this situation. Using straightforward scaling rules,
a group of particles gets replaced by a representative coarse
particle. This effectively reduces the number of particles that
need to be processed. The weak point of this approach is that
the scaling rules break down when effects depending on the
particle size determine the behaviour of the system. Unfor-
tunately, more often than not, industrial facilities operate at
multiple scales. Hence, for such large-scale simulations, a
method is needed, that combines the speedup of the coarse
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grain model and the resolution of a fine-scale simulation in
critical regions. To this end, we propose a concurrent cou-
pling for DEM simulations of different resolution, where one
or more fine-scale domains can be embedded in the coarse
grain simulation of the overall system.
Indeed, coupling simulations of different resolution or apply-
ing models to correct a coarse simulation is not an unusual
approach to bridge the scale-gap (Praprotnik et al., 2005; Ro-
jek and Oñate, 2007; Wellmann and Wriggers, 2012; Schnei-
derbauer et al., 2012, 2013, 2015).
MODEL DESCRIPTION
Discrete Element Method
In the DEM each particle i = 1, . . . ,N is advanced in time
according to Newton’s equations of motion
mix¨i = fi (1)
Iiω˙i = ti (2)
The total force fi acting on a particle includes external forces
such as gravity, as well as the normal and tangential contact
forces due to binary collisions:
fn,i j = knδn,i j− γnδ˙n,i j (3)
ft,i j = ktδt,i j− γt δ˙t,i j (4)
The tangential overlap is truncated such that
ft,i j ≤ µ fn,i j (5)
where µ is a Coulomb-like friction coefficient. The ex-
pressions for kn,t and γn,t depend on the applied contact
model. In this study we used a non-linear damped Hertzian
spring-dashpot model (Tsuji et al., 1992; Antypov and El-
liott, 2011). Thereby, the stiffness and damping coefficients
read
kn =
4
3
Eeff
√
Reff δn,i j
γn = −β
√
5meff kn
kt = 8Geff
√
Reff δn,i j (6)
γt = −β
√
10
3
meff kt
β =
ln(e)√
ln2(e)+pi2
Coarse Grain Model
The coarse grain model of the DEM replaces several parti-
cles of original size by a single coarse particle and estab-
lishes scaling rules based on the assumption of consistent en-
ergy densities (Bierwisch et al., 2009; Radl et al., 2011). The
scaling rules follow from a dimensional analysis of Eqs. (3)
and (4) and are applicable to the contact model used in this
work (Nasato et al., 2015). In detail, the particle density, the
coefficient of restitution, the Young’s modulus and the coeffi-
cient of friction need to be kept constant. The particle radius
is scaled with the constant coarse grain ratio α. The stiffness
coefficients kn,t scale with α and the damping coefficients γn,t
scale with α2.
Multi-Level Coarse Grain Model
To combine the advantages of the fine-scale and coarse grain
DEM models, we embed one or multiple fine-scale subdo-
mains in the coarse grain simulation using equivalent exter-
nal forces and the same geometries in any part of the system.
This can be done recursively to nest multiple coarse grain
levels.
At the boundary surface of the fine-scale region we measure
the mass flow rate, the particle velocity and size distribution
of the coarse grain particles. To this end, we divide the sur-
face into tetragonal cells that are about three to ten coarse
grain diameters in size.
We consider ensembles of particles instead of tracking each
individual grain to retain the local size distribution while
avoiding the introduction of artificial clusters of equal par-
ticles due to a one-to-one replacement of particles.
Over the course of a coupling interval the particle velocity
per cell is Favre averaged. We use the data thus obtained
to insert the corresponding fine-scale particles cell by cell by
means of a simple sequential inhibition (SSI) algorithm (Dig-
gle et al., 1976).
Furthermore, we introduce a boundary layer inside the fine-
scale subdomain to establish proper boundary conditions and
ensure a smooth transition between the differently resolved
representations. Analogous to the boundary surface, this re-
gion is subdivided into a single layer of hexahedral cells,
which are used to obtain Eulerian properties of the material
such as the macroscopic stress (Chialvo et al., 2012),
σ=
1
V ∑i
[
∑
j 6=i
1
2
ri jfi j+mi(v′i)(v
′
i)
]
(7)
the volume fraction and the average as well as the maximum
particle velocities per cell.
To transfer the granular stress from the coarse grain simu-
lation to the fine-scale simulation, a discrete proportional-
integral (PI) controller is used with the fine-scale normal
stress components as process variable and the corresponding
coarse grain properties as setpoint. This results in a correct-
ing force that is applied to the fine-scale particles in the tran-
sition layer. We limit the force such that the resulting particle
velocity will not exceed the maximum velocity in the master
coarse grain simulation. Furthermore, we let the force in-
duced by the mismatch of the normal stress components fade
out after 3/2 of a fine-scale particle diameter, which is suffi-
cient to account for the missing particles at the boundaries.
We could now handle the transition from the fine-scale sub-
domain to the master coarse-grain simulation in a simi-
lar way, thus establishing a symmetric coupling scheme.
However, this introduces additional particle insertion events,
which are typically a costly operation in DEM simulations as
they invalidate the current neighbour list. Furthermore, the
determination of appropriate insertion locations for coarse
grain particles may become a non-trivial task. To ensure the
strict conservation of mass, this may involve a complicated
gathering step to accumulate fine-scale particles crossing the
boundary surface. In addition, another transition layer and
controller forces may decrease the stability of the system.
To avoid these potential problems, we instead preserve the
coarse grain particles and apply correcting forces, if neces-
sary, to ensure an accurate overall behaviour of the coarse
grain system.
These corrections are realized analogous to the establishing
of boundary conditions in the transition layer. We introduce
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a hexahedral grid inside the fine-scale region and thus ob-
tain volume-averaged particle properties. These are fed into a
controller to be transferred to the coarse grain particles. Typi-
cally, the property that needs to be corrected is either velocity
or mass flow rate, where it may be necessary to sacrifice one
over the other to achieve a correct overall behaviour of the
coarse grain system outside the fine-scale domain. In case of
correcting the mass flow rate, we typically need to increase
the velocity of the coarse grain particles due to a reduced
volume fraction. Hence, we simply multiply the fine-scale
velocity by the volume-fraction mismatch. A simple pro-
portional controller is sufficient for velocity and mass flow
adjustments. The advantage over directly setting the velocity
is a smoother transition across cells.
Despite the corrections applied to the coarse grain system, at
any given location the evaluation of data should be performed
using the highest resolution available.
Figure 1: Particles filled into the silo (only coarse grain particles
shown). The grid indicated at the bottom is used to es-
tablish the coupling between the different coarse grain
levels.
RESULTS
To test the behavior and performance of our multi-level
coarse grain implementation, the filling and discharge of a
silo was studied. This test case has previously been used to
illustrate the performance of an MPI/OpenMP hybrid paral-
lelization of the LIGGGHTS open source DEM code (Berger
et al., 2015). Considering the Beverloo equation (Beverloo
et al., 1961)
m˙=Cρ
√
g(Do−κd)5/2 (8)
which predicts the discharge rate of monodisperse granular
material through a circular orifice, a dependence on the par-
ticle size is clearly evident. Thus, we can expect a different
behaviour of the coarse grain and the fine-scale simulation.
To testify this prediction, we compare a reference simulation
with particles of original size to a conventional coarse grain
simulation and a simulation using our model with two levels
of resolution. The reference simulation consists of 187 504
particles with a diameter of 2.8 mm. The coarse grain simu-
lation uses a coarse grain ratio of α= 2, i.e., 23 438 particles
with a diameter of 5.6 mm. Finally, the multi-level coarse
grain simulation is constituted of 23 438 particles scaled with
α= 2, and about 44 000 particles of original size in the lower
quarter of the silo. The simulation parameters are given in
Table 1.
The particles are poured into a silo of 40 cm height. The top
half of the silo is a cylinder with a diameter of 27 cm, while
the lower conical half narrows to a 4 cm diameter. After an
incipient filling and settling phase of 0.7 s, the orifice at the
bottom is opened, letting the particles flow out for 1.0 s. Fig-
ure 1 shows a cross-section of the silo after the initial phase.
The grid illustrated at the bottom of the silo in Fig. 1 indi-
cates the fine-scale subdomain of the multi-level setup and is
used to obtain volume-averaged quantities for the coupling
procedure. The grid is made up of 172 cubic cells with an
edge length of 2 cm. The top layer consisting of 60 cells is
used for the transition from the coarse-scale to the fine-scale
representation of the particles. The cells below are used for
mass flow corrections of the coarse-scale simulation. The
discharge rate is measured 1 cm below the orifice with a sam-
pling rate of 100 Hz.
All simulations were performed on an Intel Core i5-4570
CPU using a 2×2×1 partitioning of the simulation domain.
Table 1: Simulation parameters of silo example.
Young’s modulus 2.5×107 N/m2
Poisson’s ratio 0.25
Coefficient of restitution 0.5
Coefficient of friction (particle-particle) 0.2
Coefficient of friction (particle-wall) 0.175
Particle density 1000 kg/m3
Particle diameter 2.8 mm
Time step 10−6 s
Duration 1.7×106 steps
Silo Filling
Concentrating on the filling part of the simulation allows us
to focus on the transition from the coarse-scale representation
to the fine-scale description of the system. In the multi-level
coarse grain variant of this test case, the original size parti-
cles at the top of their subdomain are lacking the pressure
exerted from the particles further above. The stress-based PI
controller of our model is to correct this deficiency.
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Figure 2: Average granular pressure in N m−2 in the four central
cells of the transition layer as a function of time. — refer-
ence simulation, – – fine-scale subdomain with pressure
correction and −·− without pressure correction.
D. Queteschiner, T. Lichtenegger, S. Schneiderbauer, S. Pirker
Figure 2 shows the average granular pressure in the four cen-
tral cells of the transition region as a function of time for
the reference simulation and the fine-scale region of the two-
level coarse grain simulation with and without corrections.
To fill up the silo, particles are inserted from t = 0 s to
t = 0.47 s at the top of the silo with an initial velocity of
vz =−3 m/s. From the diagram in Fig. 2 we find a change in
pressure around t = 0.15 s. At this point, the heap of particles
reaches the lower boundary of the transition region. Between
t = 0.15 s and t = 0.2 s the transition region is filled up. For
the uncorrected fine-scale subdomain, the pressure drops at
this point and levels off at about 77 N/m2. The reference sim-
ulation, however, shows a further increase of the pressure due
to additional particles falling on top of the fill. The pressure
drop at t = 0.55 s marks the start of the settling phase where
all particles come to rest. This is accompanied by a pressure
relaxation.
By applying the granular stress from the master coarse-scale
simulation via the PI controller with an update every 15 time
steps, this behaviour can be reproduced in good agreement in
the embedded fine-scale simulation.
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Figure 3: The rate of discharge in kg s−1 of 2.8 mm particles as a
function of time. — reference simulation and – – coarse
grain simulation (α= 2)
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Figure 4: The rate of discharge in kg s−1 of 2.8 mm particles as a
function of time. Two size levels: — original size parti-
cles and – – coarse grain particles (α= 2)
Silo Discharge
The discharge phase of the simulation lends itself to study
the correction of the coarse grain simulation using properties
of the particles in the fine-scale subregion. Based on Eq. (8),
we can assume that the conventional coarse grain model will
fail to correctly predict the discharge rate from the silo.
Indeed, the computed mass flow rates of the reference and
coarse grain simulations depicted in Fig. 3 confirm that the
setup containing the coarse particles exhibits a substantially
lower discharge rate. While the reference simulation yields
an average of 0.4 kg/s, the coarse grain equivalent underpre-
dicts the mass flow rate with 0.315 kg/s by more than 20%
(cf. Table 2). In addition, we observe larger fluctuations
in the discharge rate of the coarse grain simulation. These
are mainly due to the discrete nature of mass in the granu-
lar material. The detection of a single particle in the coarse
grain simulation corresponds to α3 particles in the fine-scale
description. On the other hand, the time span between de-
tection events of coarse grains is larger due to their increased
size and thus an increased distance between individual parti-
cles in flow direction.
Also, due to kinematic constraints, the volume fraction in
the coarse grain simulation is lower near the outlet. Thus, for
the coupling method in our model it is insufficient to solely
correct the particle velocity. It is essential to take the volume
fraction mismatch into account as an additional parameter.
In fact, reaching the same velocity and mass flow rate in the
coarse grain simulation and the fine-scale simulation at the
same time is mutually exclusive in this region. In this regard,
it should be noted that once the coarse-scale particles have
passed the orifice, a pure velocity coupling is to be applied
to ensure a correct flow velocity in any adjacent coarse-scale
regions.
Applying this procedure, an average discharge rate of
0.39 kg/s was computed in our two-level simulation (cf. Ta-
ble 2). This means no more than 2.5% deviation from the
reference value. Figure 4 depicts the discharge rate as a func-
tion of time and shows that the coarse grain part of the cou-
pled simulation follows the fine-scale part closely. Also, the
fluctuations of the discharge rate in the coupled simulation
are comparable to those in the corresponding reference and
coarse grain simulations. Hence, we can conclude that our
controlling scheme does not add any significant noise to the
flow characteristics.
Table 2: Computed averaged discharge rates 〈m˙〉 with correspond-
ing standard deviation σ(m˙) =
√
〈(m˙−〈m˙〉)2〉 in kg s−1.
The speedup of the simulation runtime is given relative to
the reference simulation.
〈m˙〉 σ(m˙) speedup
Reference Simulation 0.400 0.007 1.0×
CG Model (α= 2) 0.315 0.028 10.1×
MLCG Model (α= 1) 0.390 0.009 2.4×MLCG Model (α= 2) 0.391 0.026
Simulation Runtimes
A list of the relative runtimes of the reference, conventional
coarse grain and multi-level coarse grain simulations is given
in Table 2. We note that the 10.1× speedup of the conven-
tional coarse grain simulation is slightly higher than one may
expect from the ratio of the number of coarse grain particles
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to the number of fine-scale particles. Although it is diffi-
cult to determine the exact source for this additional speedup,
a somewhat reduced number of average neighbour particles
and fewer neighbour list rebuilds in the coarse grain simula-
tion are assumed to contribute to the effect.
In the multi-level coarse grain simulation, the total number
of particles after filling is 2.78× lower than in the refer-
ence simulation. However, this ratio gets worse during dis-
charge, as the net amount of particles in the lower quarter of
the silo does not change significantly. Furthermore, the in-
sertion of particles into the fine-scale subdomain, which oc-
curs at regular intervals, triggers additional neighbour list re-
builds adding to the runtime. Also, the calculation of the cell-
averaged particle properties adds a minor overhead. Hence,
the measured speedup of 2.4× comes up to expectations, es-
pecially when we consider the low coarse grain ratio α and
the - for demonstration purpose - exaggerated fine-scale re-
gion in the presented test case.
A more realistic scenario may be imagined by reducing the
particle size by a factor of 32 and conversely increasing the
amount of particles by 323, resulting in about 6.14 billion
particles in the full system. Assume we establish a recursive
coupling of five coarse grain levels l = 1, . . . ,5 with αl =
2l−1. Furthermore, let the subdomains be defined such that
the volume filled with particles is quartered compared to the
next coarser level. This means that in each level l we end up
with about 6.14× 109×α−3l × 4l−5 particles. This amounts
to approximately 46.5 million particles in total and we may
estimate a speedup of more than 100×.
The runtime of the simulation can be further improved when
taking into account the dependency of the time step on the
particle size. In the DEM, the time step needs to be cho-
sen such that the overlap of particles during contact can be
resolved. This implies that, in accordance with the particle
size, the time step may be scaled with α. Ultimately, the
speedup depends on the size of the region required to resolve
the critical area in the system, as well as the desired level of
accuracy.
CONCLUSION
We described a new technique to concurrently simulate gran-
ular flows at different coarse grain levels, where spatially
confined subdomains of finer scale are embedded into coarser
representations of the system. We presented data to confirm
the proper establishing of boundary conditions for the fine-
scale region. This was achieved by applying stress-based
controller forces within a predefined transition region. Fur-
thermore, we demonstrated that the more precise data of the
fine-scale subdomain can be used to amend the overall be-
haviour of the coarse-scale simulation. We have validated
the method by comparing the computed Eulerian properties
of the multi-level coarse grain model with the corresponding
properties of the fully resolved reference system.
The computational speedup in the presented test case was
nearly proportional to the number of particles saved. This
means that our method introduces only a minor overhead
compared to the overall computational costs per particle. As
the amount of particles is generally the major limiting factor,
our method performs best for systems that require full res-
olution only in small regions of the simulation domain and
allow for large coarse grain ratios in the rest of the system.
The presented method can be easily extended to improve the
performance of coupled CFD-DEM simulations, where the
DEM component typically takes up the major part of the
computational resources. The different coarse grain repre-
sentations of the granular material can be treated separately
on the CFD side using appropriately scaled drag laws. The
DEM part can then merge the different levels as demon-
strated in this study. Furthermore, the resolution of the CFD
mesh can be chosen according to the DEM coarse grain level
in the corresponding region.
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