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We show that the Banach spaces C(K ) with K either an adequate Talagrand compact
or a quasi adequate σ -Eberlein Talagrand compact are Kσδ subsets of their second dual
endowed with the weak∗ topology. As consequence we obtain that weakly K-analytic
Banach spaces with an unconditional basis are Kσδ . We also provide an example of a
Talagrand compact K such that C(K ) is not Kσδ in its second dual. This answers a problem
posed by M. Talagrand.
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1. Introduction
The aim of the present paper is to answer a problem posed by M. Talagrand in [23] (Problem 4.6.a) concerning the
structure of weakly K-analytic Banach spaces. This problem, in an equivalent setting, is stated as follows:
Problem. Is every weakly K-analytic Banach space a Kσδ subset of its second dual endowed with the weak∗-topology?
Talagrand has shown in [23] that the subclass of WCG Banach spaces are indeed Kσδ subspaces of their second dual and
further that the space C(T ) shares the same property. Here we denote by T , Talagrand’s famous compact space which is
not Eberlein compact and C(T ) is weakly K analytic.
Our intention is to provide some subclasses of weakly K-analytic Banach spaces where the Kσδ property is established
and also an example of a weakly K-analytic and not Kσδ Banach space.
Let us recall some deﬁnitions: A compact space K is said to be Talagrand compact, if C(K ) is weakly K-analytic and a
compact subset K of RΓ is said to be adequate, if for every A ⊆ Γ and every x ∈ K , the pointwise product x · χA also
belongs to K and moreover for every γ ∈ Γ there exists x ∈ K such that x(γ ) = 0.
Our ﬁrst positive result is the following:
Theorem 1.1. Let K be an adequate Talagrand compact. Then C(K ) is a Kσδ subset of C(K )∗∗ endowed with the weak∗ topology.
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This theorem yields Talagrand’s result that C(T ) is a Kσδ set as T is an adequate Talagrand compact. It also has the
following two consequences:
Corollary 1.2. Every weaklyK-analytic Banach space with an unconditional basis is a Kσδ space.
Corollary 1.3. Every weaklyK-analytic Banach space is a quotient of a Kσδ Banach space.
It is worth pointing out that Theorem 1.1 and Corollary 1.3 yield that weakly K-analytic Banach spaces with suﬃciently
free structure are necessarily Kσδ. Also the reader should compare Corollary 1.3 to the classical deﬁnition of K-analytic
topological spaces, due to G. Choquet [9,10]. We recall that according to Choquet, a K-analytic space is a continuous image
of a Kσδ subset of a compact space. Thus Corollary 1.2 is the linear analogue of Choquet’s deﬁnition.
The second positive result concerns the Kσδ property for a subclass of σ -Eberlein Corson compacta. We recall that a
compact space is said to be σ -Eberlein if it is the union of countably many Eberlein compacta. In the following theorem, for
K subset of RΓ , by the term quasi adequate, we mean the following: For every ﬁnite F ⊆ Γ there exists a ﬁnite G ⊆ Γ such
that F ⊆ G and for every x ∈ K , x · χG ∈ K .
Theorem 1.4. Let K be a quasi adequate σ -Eberlein compact subset of Σ{0,1}Γ . Then C(K ) is a Kσδ space.
Let us point out that neither adequate nor quasi adequate compacta are invariant under homeomorphisms. The relation
between adequate and quasi adequate compacta reminds the relation between unconditional and Schauder bases in Banach
spaces. In that sense, the assumption that a Talagrand compact is quasi adequate appears rather weak. More precisely all
the known examples of Talagrand compacta, like Talagrand’s or Reznicˇenko’s space are quasi adequate. It is open if every
weakly K-analytic Banach space X, is isomorphic to a subspace of C(K ) with K quasi adequate Talagrand compact. The
results of the present paper yield that the corresponding statement for K adequate Talagrand compact is false.
A consequence of Theorem 1.4 is that the space C(R), where R is Reznicˇenko’s compact, is a Kσδ space as the compact
space R, is quasi adequate σ -Eberlein subset of Σ{0,1}c, where c = 2ω. We believe that the space C(K ) is a Kσδ space
whenever K is a σ -Eberlein Talagrand compact. In this direction we show that for such a K , the space C(K ) contains a
total subset which is Kσδ in (C(K )∗∗,w∗). (According to Sokolov [22], the classes of σ -Eberlein Talagrand and σ -Eberlein
Corson compacta are identical.)
The second part of the paper concerns the construction of a Talagrand compact space denoted as R[T ], for which C(R[T ])
is not a Kσδ space, and thus solves Talagrand’s problem. (See Theorem 6.6.)
Notice that Theorem 1.1 yields that the structure of R[T ] must be rather conditional. Actually, the space R[T ] is the
result of an amalgamation of the only two known genuine examples of Talagrand compacta. Namely of Talagrand’s example,
denoted by T , and of the unpublished Reznicˇenko’s construction denoted by R. Both spaces have played signiﬁcant role
in the study of WCG and weakly K-analytic Banach spaces [2,6,7,12]. It is notable that the Talagrand compacta T and
R are to some extent orthogonal. By the word orthogonal, we mean that in one hand Talagrand’s compact consists of
sets of incomparable nodes of a tree, while in the other hand Reznicˇenko’s construction consists of segments of trees.
More precisely, Talagrand’s space T consists of characteristic functions χF where F belongs to a certain class of closed and
discrete subsets of Baire’s space N . To each such F with |F | 2 naturally corresponds a set of pairwise incomparable nodes
of the tree N<N. On the other hand, the space R consists of characteristic functions χI where I runs over the segments of
a countable family of trees. Thus, it is natural to expect that a possible amalgamation of these two different examples will
derive new objects.
Our point in the present paper, but also in the forthcoming [3,4], is to view Reznicˇenko’s construction as a method which
whenever is applied to some family F of subsets of a set A, gives a new Corson compact space. The following result and
deﬁnition makes the above statement more transparent:
Let A be an inﬁnite set and F an adequate family of at most countable subsets of A. To the pair (A,F) we associate
a family of trees {Ta: a ∈ A} of height ω. Each Ta is uniquely rooted at a (a ∈ A), and it is of height ω. Moreover the trees
{Ta}a∈A are connected in a certain manner which is described in Deﬁnition 4.1. We denote by R[F ] the Corson compact
subset of Σ{0,1}T , where T =⋃a∈A Ta, consisting of the characteristic functions of all segments (ﬁnite, inﬁnite or even
empty) in Ta, a ∈ A.
The desired counterexample to Talagrand’s problem is the space C(R[T ]), where T denotes the family of all F ’s such that
χF belongs to Talagrand’s compact T (see Theorem 6.6). We shall show that R[T ] is a Talagrand compact space. Actually
it is a closed subset of the product of countably many σ -Eberlein Talagrand spaces (see Proposition 6.1). Furthermore it
satisﬁes a strong Baire property which yields that C(R[T ]) is not a Kσδ subset of C(R[T ])∗∗. Using R[T ] we also construct
a James tree-like Banach space not containing 	1 which is weakly K-analytic but not Kσδ space.
A consequence of Theorems 1.1 and 6.6 is that the property that C(K ) is a Kσδ space is not inherited by all C(L) with L
a closed subset of K . Indeed, as is shown in [22], every Talagrand compact is a closed subset of an adequate one.
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a weakly closed subset W which is not Kσδ in its weak∗ closure, but it is Kσδ in its Stone–Cˇech compactiﬁcation. Such an
example was ﬁrst constructed by M. Talagrand in [24].
More work has followed the appearance of the present paper. In [3], a further study of the Reznicˇenko families is given
and more examples of Talagrand, Gul’ko and Corson compacta are presented. In [4], the class of weakly K-Borel spaces is
established as a strictly increasing hierarchy. We recall that the K-Borel subsets of a topological space have been deﬁned
by G. Choquet in [10]. In the aforementioned forthcoming paper, it is shown that the space C(R[T ]) is a minimal non-
Kσδ space, as it is a Kσδσδ one. Also the existence of a WKA C(K ) space, which is not weakly K-Borel is established.
Finally A. Aviles [8], also using Reznicˇenko families of trees, presents a new hierarchy of increasing complexity of Gul’ko and
non-Talagrand compacta.
After a ﬁrst draft of the paper, we have been beneﬁted by valuable comments and remarks of Gilles Godefroy and Eugenii
A. Reznicˇenko. We extend our warm thanks to them.
The presentation of the paper is considerably improved by many fruitful comments, suggestions and remarks made by
the referee. We are grateful to him for the enormous effort and valuable help.
2. Preliminaries
Let X, Y be topological spaces. (Throughout the paper, by the term topological space, we mean a Hausdorff and com-
pletely regular topological space.) A mapping F : X →K(Y ), where K(Y ) is the family of non-empty compact subsets of Y
is said to be upper semicontinuous and compact valued (usco), if for every x ∈ X and each open set V of Y containing F (x),
the set {z ∈ X: F (z) ⊆ V } is a neighborhood of x.
By N we denote the set of positive integers with discrete topology. Let N<N denote the set of all ﬁnite sequences in N.
If s ∈ N<N and t ∈ N<N ∪ NN, the relation s  t means that s is an initial segment of t. As usual we shall denote by N the
Baire space NN. A topological space X is called K-analytic if there exists an usco map F :N →K(X) such that
F (N ) =
⋃{
F (σ ): σ ∈N }= X .
It is well known that a subspace X of a compact space K is K-analytic if (and only if) there exist compact sets {Xs: s ∈ N<N}
in K so that X =⋃σ∈N ⋂∞n=1 Xσ |n. The mapping N 
 σ →⋂∞n=1 Xσ |n is then an usco map [23, Proposition 1.1].
A subset A of a topological space X is called Kσδ if it can be written as
A =
∞⋂
n=1
∞⋃
m=1
Kn,m
where Kn,m, n,m ∈ N are compact subsets of X; clearly every relatively closed subset of a Kσδ subset is also a Kσδ subset
of X . The above deﬁned concepts are related as follows:
A topological space is K-analytic if and only if it is a continuous image of a Kσδ subset of some compact space [9,23].
A Banach space E is said to be
(1) weakly compactly generated (WCG) if it contains a weakly compact total subset,
(2) weakly K-analytic (WKA) if it is K-analytic in its weak topology.
As Talagrand have proved, every subspace of a WCG is WKA [23]. (This was also proved about the same time by Preiss [13].)
A compact space K is said to be:
(1) Eberlein compact (EC), if it is homeomorphic to a weakly compact subset of a Banach space,
(2) Talagrand compact (TC), if the Banach space C(K ) is WKA.
Since for a compact space K , the space C(K ) is WCG if and only if K is an EC, we get that every EC is a TC [23].
By a classical theorem of Amir an Lindenstrauss [1], every EC is homeomorphic to a weakly compact subset of c0(Γ ) for
some set Γ. Gul’ko has proved an analogous result for TC as follows: Every TC is a Corson compact, that is, K is continuously
embedded for some set Γ, into the Σ-product Σ[0,1]Γ where the later denotes the set{
x :Γ → [0,1]: supp(x) is at most countable}
endowed with the pointwise topology (see [16,20]).
A compact space is called σ -Eberlein if it is the union of countably many EC. Sokolov has shown that every Corson
compact that is a countable union of EC is TC [22].
We also recall from [23] that a Banach space E is WKA if and only if its dual unit ball, endowed with the weak∗
topology is TC. The functional analytic properties of WKA (actually of the wider class of WCD) Banach spaces have been
studied in [25]. A study of adequate families related to the chains and antichains of a tree like structure is included in [19].
For additional information concerning the subject we refer the reader to [11] and [12].
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We start this section by recalling the following:
Deﬁnition 3.1. A Banach space is said to be a Kσδ space, if it is a Kσδ subset of its second dual endowed with the weak∗
topology.
As we have mentioned in the previous section, each Kσδ Banach space is weakly K-analytic and also it is straightforward
to see that every closed subspace of a Kσδ Banach space is Kσδ itself. The aim of this section is to establish the Kσδ property
for some classes of weakly K-analytic Banach spaces and to show that every weakly K-analytic Banach space is a quotient
of a Kσδ Banach space.
Deﬁnition 3.2. Let X be a K-analytic topological space and Γ a discrete subset of X with a unique limit point x. A family
{Γ σ : σ ∈N } of subsets of Γ ∪ {x} is said to be an analytic partition of Γ ∪ {x}, if the following are fulﬁlled:
(1) Each Γ σ is compact and
⋃
σ∈N Γ σ = Γ ∪ {x}.
(2) If σ1 = σ2, then Γ σ1 ∩ Γ σ2 = {x}.
(3) The assignment
Φ :N 
 σ → Γ σ
is usco.
Lemma 3.1. Let X be a topological space. The following are equivalent:
(i) The space X isK-analytic.
(ii) There exists a family {Xs: s ∈ N<N} of closed subsets of X satisfying the following:
(a) X∅ = X, and for s ∈ N<N, we have Xs =⋃∞n=1 Xsn.
(b) For every σ ∈ NN and every sequence (xn) ⊆ X with xn ∈ Xσ |n, the set Xσ =⋂∞n=1 Xσ |n is non-empty compact and the
sequence (xn) has a limit point in Xσ .
Proof. (i) ⇒ (ii). Let K be a compact Hausdorff space containing the space X . (We recall that all the topological spaces are
considered Hausdorff and completely regular.) Since X is K-analytic, there exists a sequence (Kn)n of compact subsets of K
(assume without loss of generality that Kn0 = K for some n0 ∈ N) so that denoting Ks =
⋂p
i=1 Kni for s = (n1, . . . ,np) ∈ N<N
and K∅ = K , we have that X =⋃σ∈NN⋂∞n=1 Kσ |n [23, Proposition 1.1]. It then follows that setting Xs = Ks ∩ X, for s ∈ N<N,
this family satisﬁes (a) and (b) as required.
(ii) ⇒ (i). We deﬁne F : NN → K(X) as F (σ ) =⋂∞n=1 Xσ |n and we show that F is an usco map. Indeed, if not, there
exists a σ ∈ NN and V open subset of X such that F (σ ) ⊆ V and for every n ∈ N, we have that Xσ |n ⊆ V . In this case, we
choose a sequence (xn) such that xn ∈ Xσ |n \ V . Observe that (xn) does not have limit point in F (σ ) and this contradicts to
(ii)(b). To complete the proof, we observe that F (NN) = X, therefore X is a K-analytic space. 
Lemma 3.2. Let X be aK-analytic topological space and Γ be a discrete subset in X with a unique limit point x ∈ X . Then there exists
an analytic partition of the set Γ ∪ {x}.
Proof. Let us observe that the subspace Γ ∪ {x} is a closed subset of X, hence K-analytic. Hence there exists an usco map
Φ ′ :N 
 σ → Φ ′(σ ) ∈K(Γ ∪ {x}) with Φ ′(N ) = Γ ∪ {x}. For s ∈ N<N, we set
Γ ′s =
⋃
sσ
Φ ′(σ ).
Inductively on the order of s, we deﬁne a family Γ s, s ∈ N<N, such that the following hold:
(1) Γ ∅ = Γ ∪ {x}.
(2) For s ∈ N<N, Γ s ⊆ Γ ′s ∪ {x} and x ∈ Γ s.
(3) For s ∈ N<N, Γ s =⋃n Γ sn.
(4) For s = t, |s| = |t|, Γ s ∩ Γt = {x}.
(We begin setting Γ ∅ = Γ ∪ {x}, and Γ (1) = Γ ′(1) ∪ {x}, Γ (2) = (Γ ′(2) \ Γ (1)) ∪ {x}, . . . .)
For σ ∈N , we set Γ σ =⋂n∈N Γ σ |n; clearly each Γσ is compact in X . It is easy to check that (Γ s)s∈N<N satisﬁes the
assumptions of Lemma 3.1(ii), and as is shown in the proof of the implication (ii) ⇒ (i), the map Φ :N 
 σ → Γ σ ∈K(X)
is usco. Since moreover Φ(N ) = X, we conclude that {Γ σ : σ ∈N } is an analytic partition of X . 
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subspace of some compact space K and let Γ σ , σ ∈N be an analytic partition of X . For s ∈ N<N, we set Γ s =⋃sσ Γ σ ,
and let Γ s denote the closure of Γ s in K . The following are easy consequences of the properties of analytic partitions:
(1) For every σ ∈N , ⋂n∈N Γ σ |n = Γ σ .
(2) Since x0 is the unique limit point of Γ , for every σ ∈ N and every (zn) such that zn ∈ Γ σ |n of pairwise different
elements, the sequence (zn)n∈N converges to x0 (see Lemma 3.1).
With the next proposition, we give an application of analytic partitions. This result is the essential content of an example
due to M. Talagrand [17, Example 5.2.3].
Proposition 3.3. Let X be a K-analytic topological space with at most one limit point denoted by x0. Then X is a Kσδ subset of the
Stone–Cˇech compactiﬁcation βX of X .
Proof. Let X = Γ ∪ {x0} and let {Γ σ : σ ∈N }, be an analytic partition of X . For s ∈ N<N, we set Γ s =⋃sσ Γ σ and let Γ s
be its closure in βX . It is clear from Deﬁnition 3.2 and Remark 3.1 that
X =
⋃
σ∈N
∞⋂
n=1
Γ σ |n.
Our point is that for s, t ∈ N<N with s = t and |s| = |t|,
Γ s ∩ Γ t = {x0}.
This follows from the facts that Γ s ∩ Γ t = {x0} and that the space X is normal. Indeed, if x0 = y ∈ Γ s ∩ Γ t , then let V0, V1
be disjoint open neighborhoods of x0, y respectively in βX . Then Γ s \ V0, Γ t \ V0 are disjoint closed subsets of X . Therefore
by the normality of X their closures in βX are also disjoint. However they both contain y which is a contradiction.
Applying now Kunugui’s theorem ([18], [17, Proposition 5.7.3]) the conclusion follows. 
3.1. Adequate Talagrand compacta
In this subsection we establish the Kσδ property for adequate Talagrand compacta and we also derive some consequences
of it.
We recall that a compact K ⊂ RΓ is said to be adequate if for every x ∈ K and every A ⊆ Γ, x ·χA ∈ K and moreover for
every γ ∈ Γ there is x ∈ K with x(γ ) = 0. In the sequel, we shall denote x · χA as x|A .
Notation 3.2. Let K be a compact subset of RΓ .
(a) For γ ∈ Γ, we denote by πγ : K → R, the projection to the coordinate γ . For a ﬁnite subset F of Γ, we denote by
πF : K → R, the product function ∏γ∈F πγ .
(b) For A ⊆ Γ, we set A= {πγ : γ ∈ A} ⊆ C(K ) and by A<N = {πF : F ⊆ A ﬁnite} ∪ {0} ⊆ C(K ). Finally by A and A<N we
denote their weak∗ closures in C(K )∗∗.
Let us mention that for K ⊆ RΓ , an adequate Talagrand compact, the Lindelöf property of (C(K ),w) yields that K is
actually contained in ΣRΓ [23, Proposition 6.3].
Lemma 3.4. Let K be an adequate compact subset of [0,1]Γ . Then Γ <N \ {0} is weakly discrete and Γ <N is weakly closed.
Proof. Let πF ∈ Γ <N \ {0}. Thus there exists an x ∈ K such that πF (x) > 0. Notice that x|F ∈ K since K is adequate. It is now
evident that for any G ⊆ Γ ﬁnite, either πG(x|F ) = 0 or G ⊆ F . Since F has only ﬁnitely many distinct subsets, it follows
that πF is isolated in Γ <N and thus Γ <N \ {0} is weakly discrete.
Assume that {πFi }i∈I is a net in Γ <N that weakly converges to some 0 = f ∈ C(K ). Since πFi , i ∈ I are all non-negative
functions, we have that this is also true for f . Find x0 ∈ K , such that f (x0) > 0. Since f is continuous, there exists a ﬁnite
set G ⊂ Γ such that f (x0|G) > 0. Find i0 ∈ I so that πFi (x0|G) > 0 for all i  i0. Thus Fi ⊂ G for all these i’s. But G has only
ﬁnitely many distinct subsets. Hence there exists a subnet of the net (Fi)i∈I that is constant. From this we get that f is of
form πF for a suitable set F ⊂ G . 
Remark 3.3. The above lemma yields in particular that Γ is weakly discrete and Γ ∪ {0} is weakly closed. Therefore if K is
additionally a Talagrand compact, then there exists an analytic partition Γ σ , σ ∈N , of Γ ∪ {0} (Deﬁnition 3.2), satisfying
the conclusion of Lemma 3.2.
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We now prove the following:
Lemma 3.5. Let K be a Talagrand compact subset of Σ[0,1]Γ (not necessarily adequate) and letμ be a regular Borel positive measure
on K . Then there exists a countable set Aμ ⊆ Γ such that for every F ⊆ Γ ﬁnite, if
∫
πF dμ = 0, then F ⊆ Aμ.
Proof. Since C(K ) is weakly Lindelöf, the support of μ is separable. (See Theorem 6.6 in [23].) So let (xn) be a dense
sequence in the support of μ. Set
Aμ =
⋃
n∈N
supp(xn).
Obviously Aμ is a countable subset of Γ.
Let now F be a ﬁnite subset of Γ such that F \ Aμ = ∅. If γ ∈ F \ Aμ , then since for all x ∈ K , πγ (x) πF (x), we will
have also that
∫
πγ dμ
∫
πF dμ 0. Observe now that
μ
({
x ∈ K : πγ (x) > 0
})= 0,
therefore
∫
πγ dμ = 0, and
∫
πF dμ = 0 as well. 
Remark 3.4. The conclusion of Lemma 3.5 remains valid for any regular Borel measure as it is the difference of two positive
measures.
Lemma 3.6. Let K be a compact subset of [0,1]Γ , let A be a subset of Γ such that for all x ∈ K , x|A ∈ K and let μ be a measure on K .
Then there exists a measure on K denoted as EA(μ) with ‖EA(μ)‖ ‖μ‖ satisfying the following properties:
(1) μ(K ) = EA(μ)(K ).
(2) For every ﬁnite F ⊆ A, ∫ πF dμ = ∫ πF dEA(μ).
(3) More generally for every f ∈ C(K )which depends on a subset of A (i.e. f (x) = f (y)whenever x|A = y|A ), we have that
∫
f dμ =∫
f dEA(μ).
(4) For every ﬁnite F ⊆ A, ∫ πF dEA(μ) = 0.
Proof. We set KA = {x ∈ K : supp(x) ⊆ A}. We also deﬁne P A : [0,1]Γ → [0,1]Γ , by P A(x) = x|A . Notice that P A(K ) = KA .
We set EA(μ) = P A(μ). It is easy to check that EA(μ) satisﬁes properties (1) to (3). Property (4) is proved as in Lemma 3.5
by observing that AEA(μ) ⊆ A. 
Lemma 3.7. Let K be a Talagrand compact subset of Σ[0,1]Γ (not necessarily adequate). Assume thatA is a subset of Γ <N and that
x∗∗ = 0 is in the weak∗ closure ofA. Then there exists a countable set S ⊂A, such that x∗∗ lies in the weak∗ closure of S.
Proof. Find a probability measure μ on K so that x∗∗(μ) > 0. Put then S = {πF ∈ A; μ(πF ) > 0}. Clearly, x∗∗ ∈ S∗ . By
Lemma 3.5, and using the notation therein, we have that F ⊂ Aμ whenever πF ∈ S . And recalling that Aμ is a countable
set, S must be also countable. 
Remark 3.5. Let us observe, for later use, that the previous proof actually shows that for every A ⊆ Γ, every x∗∗ ∈ A<N and
every μ ∈M(K ) with x∗∗(μ) = 0, we have that x∗∗ ∈ (A∩ Aμ)<N.
Lemma 3.8. Assume that K is an adequate Talagrand compact subset of Σ[0,1]Γ , and {Γ σ }σ∈N , an analytic partition of Γ ∪ {0}.
Then for every σ ∈N , we have⋂n∈N Γ <Nσ |n = Γ <Nσ .
Proof. Fix any σ ∈ N . Since Γ σ ⊂ Γ σ |n for every n ∈ N, the inclusion “⊃” holds. Further assume that there is x∗∗ ∈⋂
n∈N Γ <Nσ |n\Γ <Nσ ; thus x∗∗ = 0. Find then a probability measure μ on K such that x∗∗(μ) > 0. Put  = 12 x∗∗(μ). Let Aμ
be the (countable) subset of Γ found for our μ in Lemma 3.5. Fix any n ∈ N. Recalling that x∗∗ lies in the weak∗ closure of
Γ <Nσ |n , and using Remark 3.5, we ﬁnd a countable family Fn1 , Fn2 , . . . of ﬁnite subsets of Γσ |n ∩ Aμ such that x∗∗ lies in the
weak∗ closure of the set {πFn1 ,πFn2 , . . .}, and μ(πFni ) >  for all i ∈ N. Then the set Fn1 ∪ Fn2 ∪ · · · is inﬁnite. Indeed, otherwise
x∗∗ would be of the form πFni with some i ∈ N, and hence x∗∗ ∈ C(K ), a contradiction.
This observation allows us to perform the following procedure. Put i1 = 1 and pick γ1 ∈ F 1i1 . Find i2 ∈ N so big that
there is γ2 ∈ F 2i2\{γ1}. Find i3 ∈ N so big that there is γ3 ∈ F 3i3\{γ1, γ2} . . . . Thus we get an inﬁnite one-to-one sequence
γ1, γ2, . . . and Remark 3.1 guarantees that πγn ’s converge to 0 pointwise. Hence, by Lebesgue’s dominated convergence
theorem, limi→∞ μ(πγn ) = 0. However
∫
πγn dμ
∫
πFnin
dμ >  for every n ∈ N. We got a contradiction. 
S.A. Argyros et al. / Topology and its Applications 155 (2008) 1737–1755 1743Lemma 3.9. Let K be a Talagrand adequate compact subset of Σ[0,1]Γ . Consider an inﬁnite set M ⊂ Γ and x∗∗ ∈ M<N \ C(K ). Let
F1, F2, . . . be a sequence of ﬁnite subsets in Γ and let p be a ﬁlter on N such that x∗∗ = limp πFk . Then there exists L ∈ p such that
Fk ⊂ M for every k ∈ L.
Proof. Find a probability measure μ on K such that x∗∗(μ) > 0. By Lemma 3.7, there are ﬁnite subsets H1, H2, . . . in M
and a ﬁlter q on N such that x∗∗ = limq πHk . Put B =
⋃
k∈N Hk and ν = EB(μ). Then
lim
p
ν(πFk ) = x∗∗(ν) = limq ν(πHk ) = limq μ(πHk ) = x
∗∗(μ) > 0.
Hence there is L ∈ p so that ν(πFk ) > 0 for every k ∈ L. Now, using Lemma 3.6 and the notation therein, we conclude that
Fk ⊆ Aν ⊆ B ⊆ M for every k ∈ L. 
Lemma 3.10. Assume that K is an adequate Talagrand compact subset of Σ[0,1]Γ , and x∗∗ ∈ Γ <N \ C(K ). Then there exists m ∈ N
such that for every ﬁnite subset G ⊂ Nm we have x∗∗ /∈ (⋃s∈G Γ s)<N.
Proof. Assume on the contrary that the conclusion is false. Then for all n ∈ N there exists a ﬁnite set Gn ⊆ Nn such that
x∗∗ ∈ (⋃s∈Gn Γ s)<N. By Lemma 3.7, we choose a sequence {Fk}k∈N and an ultraﬁlter p on N, so that x∗∗ = w∗- limp πFk .
For every n ∈ N we deﬁne
G ′n =
{
s ∈ Gn: {k ∈ N: Fk ∩ Γs = ∅} ∈ p
}
.
It follows from Lemma 3.9, that x∗∗ ∈ (⋃s∈G ′n Γ s)<N, so without loss of generality we may assume that Gn = G ′n for all
n ∈ N.
Fix n ∈ N. For every s ∈ Gn we set x∗∗s = w∗- limp πΓs∩Fm . The following properties are easily checked:
(1) For any probability measure μ on K , every n ∈ N, and every s ∈ Gn we have
x∗∗s (μ) = limp μ(πΓs∩Fm ) limp μ(πFm ) = x
∗∗(μ).
(2) Since x∗∗ /∈ C(K ), there exists s ∈ Gn such that x∗∗s /∈ C(K ).
Observe that the above (1) yields that if x∗∗s ∈ C(K ), then x∗∗s = πFs for some ﬁnite Fs ⊆ Γs. Therefore if each x∗∗s ∈ C(K ),
then x∗∗ = πF , where F =⋃s∈Gn Fs, a contradiction.
We recall from the deﬁnition of Γ s that if s  t then Γ t ⊆ Γ s while if s and t are incomparable, then Γ s ∩ Γ t = {0}. We
now prove the following:
Claim. Let m ∈ N, n <m and s ∈ Gn with x∗∗s /∈ C(K ). Then there exists t ∈ Gm with t  s such that x∗∗t /∈ C(K ).
Proof of Claim. We shall show that the set{
k ∈ N: Fk ∩ Γs =
⋃
{Γt ∩ Fk: t  s and t ∈ Gm}
}
(1)
is in p. Granting this, we complete the proof working in a similar manner as in the above (2), by replacing x∗∗ with x∗∗s
and {x∗∗s : s ∈ Gn} with {x∗∗t : s  t and t ∈ Gm}.
Assume that the set in (1) is not in p. Then its complement belongs to p. Therefore there is an L ∈ p such that for all
k ∈ L,
Fk ∩ Γs 
⋃
{Γt ∩ Fk: t  s and t ∈ Gm}.
For any such k choose
γk ∈ (Fk ∩ Γs) \
(⋃
{Γt ∩ Fk: t  s and t ∈ Gm}
)
.
Notice that since γk ∈ Fk ∩ Γs and Γs =⋃{Γt : |t| = m and t  s}, there is no t ∈ Gm such that γk ∈ Γt . Let now μ be a
probability measure on K such that x∗∗(μ) >  > 0. Set A = Γ \ {γk: k ∈ L} and recall that x∗∗ ∈ (⋃t∈Gm Γ t)<N. Since for
every F ∈ (⋃t∈Gm Γt)<N we have ∫ πF dμ = ∫ πF d(EA(μ)), we conclude that x∗∗(EA(μ)) = x∗∗(μ) >  > 0. On the other
hand for every k ∈ L, Fk ⊆ A, so
∫
πFk dEA(μ) = 0. Since L ∈ p and x∗∗ = w∗- limp πFk , we deduce that x∗∗(EA(μ)) = 0
which is a contradiction. The proof of the Claim is ﬁnished. 
Using now the above claim, we construct a branch σ ∈N such that for every n, σ |n ∈ Gn and x∗∗σ |n /∈ C(K ). Property (1)
yields that there exists a probability measure μ such that for all n, x∗∗σ |n(μ) . Lemma 3.8 yields that x∗∗σ |n weak∗ converges
to 0, a contradiction completing the proof. 
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Lemma 3.11. If X and Y are Kσδ subsets of (X∗∗,w∗), (Y ∗∗,w∗) respectively, then X ⊕ Y is a Kσδ subset of ((X ⊕ Y )∗∗,w∗).
Proof. Let X =⋂m∈N⋃k∈N Cmk , Y =⋂m∈N⋃k∈N Dmk where Cmk , Dmk are weak∗ compact subsets of X∗∗ , Y ∗∗ , respectively.
Then it is easy to see that X ⊕ Y =⋂m∈N⋃k,n∈N(Dmk + Cmn ). 
Notation. For every n ∈ N and every ﬁnite subset G = {s1, . . . , sk} of Nn we set
Γ <Nn,G =
(
k⋃
i=1
Γ si
)<N
and we denote by Γ <Nn,G its weak
∗ closure in C(K )∗∗.
Theorem 3.12. Let K be a Talagrand adequate compact subset of Σ[0,1]Γ . Then C(K ) is a Kσδ space.
Proof. We consider the subspace X of C(K ), with codimension 1, generated by the family Γ <N and we shall show that
X is a Kσδ subspace of X∗∗. Then using Lemma 3.11, we derive the result.
Let Q denote the (countable) set of the rational numbers. For n,k ∈ N, G¯ = (G1, . . . ,Gk) ∈ (Nn)k, λ¯ = (λ1, . . . , λk) ∈ Qk
we denote
Γ n,G¯,λ¯ =
{
λ1x
∗∗
n,G0 + · · · + λkx∗∗n,Gk : x∗∗n,Gi ∈ Γ <Nn,Gi , 1 i  k
}
and Δn,G¯,λ¯ = Γ n,G¯,λ¯ +
1
n
BX∗∗ .
We are going to prove that
X =
∞⋂
n=1
⋃{
Δn,G¯,λ¯: G¯ ∈
(
Nn
)k
, k ∈ N, λ¯ ∈ Qk}.
Observe ﬁrst the simple fact that
X ⊆
∞⋂
n=1
⋃{
Δn,G¯,λ¯: G¯ ∈
(
Nn
)k
, k ∈ N, λ¯ ∈ Qk}.
Assume now that there exists
x∗∗ ∈
∞⋂
n=1
⋃{
Δn,G¯,λ¯: G¯ ∈
(
Nn
)k
, k ∈ N, λ¯ ∈ Qk} \ X .
Therefore there exists  > 0 such that d(x∗∗, X) > . It follows that there exist sequences (x∗∗n ) and (z∗∗n ) such that for every
n ∈ N the following holds
(1) x∗∗ = x∗∗n + z∗∗n .
(2) ‖z∗∗n ‖ 1/n.
(3) There exist kn ∈ N, G¯n ∈ (Nn)kn and λ¯n ∈ Qkn such that x∗∗n ∈ Γ n,G¯n,λ¯n .
We may write
x∗∗n =
∑
i∈In1
λi x
∗∗
n,Gi
+
∑
i∈In2
λi xn,Gi = x∗∗1,n + x2,n with x∗∗n,Gi ∈ Γ <Nn,Gi \ C(K ), i ∈ In1, xn,Gi ∈ Γ <Nn,Gi ⊆ C(K ), i ∈ In2.
Observe that since x∗∗n = x∗∗1,n + x2,n converges to x∗∗ in norm and x2,n ∈ X, for all but ﬁnitely many n ∈ N, d(x∗∗1,n, X) > .
Moreover the above conditions (1) and (2) yield that there exists n0 ∈ N such that for all n,m  n0, ‖x∗∗n − x∗∗m ‖ < /2.
By Lemma 3.10 there exists m > n0 such that the following holds:
For every i ∈ In01 , x∗∗n0,Gi does not belong to (
⋃k
j=1 Γ t j )<N for all ﬁnite subsets {t1, . . . , tk} of Nm. Denote H =
⋃
i∈Im1 Gi
and let ΓH = ⋃t∈H Γt . Observe that for every i ∈ Im1 , x∗∗m,Gi ∈ Γ <NH . Since as mentioned before d(x∗∗1,m, X) > , we have‖x∗∗1,m‖ > . Therefore there is a regular Borel measure μ on K with ‖μ‖ = 1 such that x∗∗1,m(μ) > . Since x∗∗1,m is the weak∗
limit of linear combinations of elements of Γ <NH and for every πF ∈ Γ <NH ,
∫
πF dμ =
∫
πF d(EΓH (μ)) we deduce that
x∗∗1,m
(EΓH (μ))= x∗∗1,m(μ) > .
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B =
⋃{
F : ∃i ∈ Im2 such that xm,Gi = πF or ∃i ∈ In02 with xn0,Gi = πF
}
.
Clearly B is ﬁnite. We shall show the following four equalities:
(1) x∗∗1,m(EΓH (μ) − EΓH∩B(μ)) = x∗∗1,m(EΓH (μ)) > .
To prove this, let i ∈ Im1 . Then x∗∗m,Gi ∈ Γ <Nm,Gi = (
⋃
s∈Gi Γ s)
<N but x∗∗m,Gi /∈ C(K ). Therefore by Lemma 3.7 there exists a
sequence (Fn)n of ﬁnite subsets of
⋃
s∈Gi Γs and a non-principal ultraﬁlter p on N such that x
∗∗
m,Gi
= w∗- limp πFn . Since p
is non-principal and ΓH ∩ B is ﬁnite, there is an L ∈ p such that for all n ∈ L, Fn ⊆ ΓH ∩ B, therefore
∫
πFn dEΓH∩B(μ) = 0.
Thus x∗∗m,Gi (EΓH∩B(μ)) = 0 as well and x∗∗1,m is a linear combination of x∗∗m,Gi , i ∈ Im1 . We proved that x∗∗1,m(EΓH∩B(μ)) = 0,
and hence (1) holds.
(2) x2,m(EΓH (μ) − EΓH∩B(μ)) = 0.
To prove this, take i ∈ Im2 . Then xm,Gi is of the form πF for some F ⊆
⋃
s∈Gi Γs. Now if xm,Gi (EΓH (μ)) = 0, then F ⊆ ΓH , but
in this case F ⊆ ΓH ∩ B as well. Therefore
xm,Gi
(EΓH (μ))= xm,Gi (μ) = xm,Gi (EΓH∩B(μ)).
The same holds if xm,Gi (EΓH∩B(μ)) = 0. Therefore in any case the above (2) is true.
(3) x2,n0(EΓH (μ) − EΓH∩B(μ)) = 0.
This can be proved exactly as (2).
(4) x∗∗1,n0(EΓH (μ) − EΓH∩B(μ)) = 0.
To prove this, let i ∈ In01 . Then there exists a non-principal ultraﬁlter q ∈ βN and a sequence Fn, n ∈ N, of ﬁnite sub-
sets of
⋃
s∈Gi Γs such that x
∗∗
n0,Gi
= w∗- limq πFn . Since x∗∗n0,Gi /∈ Γ <NH , the set L = {n: Fn ⊆ ΓH } is in q. So for all n ∈ L,∫
πFn d(EΓH (μ)) = 0 yielding that x∗∗n0,Gi (EΓH (μ)) = 0 and x∗∗n0,Gi (EΓH∩B(μ)) = 0 for the same reasons as in (1). Since x∗∗1,n0 is
a linear combination of x∗∗n,Gi , we get (4).
All the above yield that (x∗∗m − x∗∗n0 )(EΓH (μ) − EΓH∩B(μ)) > , therefore ‖x∗∗m − x∗∗n0 ‖ > /2, a contradiction. 
Proposition 3.13. Let K be an adequate compact subset of [−1,1]Γ , for some set Γ. Then there exists a compact adequate subset of
[0,1]Γ ×2, which is homeomorphic to K .
Proof. We deﬁne φ : K → [0,1]Γ ×2 as follows:
φ(k)(γ , i) =
{
k(γ ), if k(γ ) 0 and i = 0,
−k(γ ), if k(γ ) 0 and i = 1,
0, otherwise.
It is easy to check that φ is continuous, one to one map and that φ(K ) is also an adequate subset of [0,1]Γ ×2. 
The above proposition permit us to extend Theorem 3.12 as follows:
Theorem 3.14. Assume that K is a Talagrand adequate compact subset of [−1,1]Γ . Then C(K ) is a Kσδ space.
Before stating the next result, we recall that an unconditional basis, (xγ )γ∈Γ of a Banach space X is said to be 1-
unconditional, provided that for every A ⊆ Γ, the natural projection P A : X → X, satisﬁes ‖P A‖ = 1. This yields that for
every x∗ ∈ X∗, represented as x∗ w∗= ∑γ∈Γ x∗(xγ )x∗γ , and for every A ⊆ Γ, if we set x∗|A w∗= ∑γ∈A x∗(xγ )x∗γ , then we have‖x∗|A‖  ‖x∗‖. We conclude that the closed unit ball (BX∗ ,w∗) of a Banach space X with a 1-unconditional basis is an
adequate compact subset of [−1,1]Γ .
Corollary 3.15. Let X be a weaklyK-analytic Banach space with an unconditional basis {xγ : γ ∈ Γ }. Then X is a Kσδ space.
Proof. We assume without loss of generality that the basis {xγ : γ ∈ Γ } is 1-unconditional. Therefore BX∗ endowed with
weak∗ topology is adequate Talagrand compact subset of [−1,1]Γ . Theorem 3.14 yields that C(BX∗ ) is a Kσδ space and X
shares the same property as a subspace of C(BX∗ ). 
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Proof. Assume that X is a weakly K-analytic Banach space. Then K = (BX∗ ,w∗) is a Talagrand compact.
Consider a homeomorphic copy of K in Σ[−1,1]Γ for a set Γ, denoted again by K . As is shown in [22], the adequate
hull Kˆ of K , remains a Talagrand compact. Since the Banach space X is isometric to a subspace of C(K ) and C(Kˆ ) is a Kσδ
space mapping onto C(K ), the result follows. 
Remark 3.6. It is rather straightforward to check that easy adaptations of the proof of Theorem 3.12 yield that, when K is
an adequate Talagrand compact, the space C(K ) is a Kσδ subset of the space 	∞(K ) endowed with the pointwise topology.
3.2. σ -Eberlein Talagrand compacta
In this subsection we shall show that if K belongs to a certain subclass of the class of σ -Eberlein Talagrand compacta,
the space C(K ) is a Kσδ space.
We recall that a compact is called σ -Eberlein if it is a countable union of Eberlein compact sets. As we have mentioned
before, Sokolov has shown [22] that every Corson σ -Eberlein is a Talagrand compact space. Let us also point out that there
do exist σ -Eberlein compact spaces, which are not Corson compacta [22], and hence, not Talagrand compacta.
Deﬁnition 3.3. Let K be a compact subset of RΓ . The set K is said to be quasi adequate if for every ﬁnite subset F of Γ,
there exists a ﬁnite G such that F ⊂ G ⊂ Γ, and for every x ∈ K , x|G ∈ K .
Remark 3.7. (1) Let us observe for later use that quasi adequate compacta share some properties with adequate compacta.
For example it is easy to see that the set Γ <N \ {0} is weakly discrete and the set Γ <N is weakly closed in C(K ). (The same
holds true in the pointwise topology of C(K ).)
The proof of the above follows the lines of the proof of Lemma 3.4 with obvious adaptations.
(2) All the known examples of Talagrand compacta including Reznicˇenko’s space as well as all the spaces of the form
R[F ] which will be deﬁned in the next section, are quasi adequate. It is open for us if every WKA Banach space is embedded
into some C(K ) space, with K quasi adequate Talagrand compact. (See also Problem 1.)
We start with some preparatory known results. The ﬁrst is a well-known consequence of H.P. Rosenthal’s characterization
of Eberlein compacta [21]. For the sake of completeness we provide a short description of the proof.
Lemma 3.17. Let L be a compact subset of Σ{0,1}Γ . Then L is Eberlein if and only if there exists a countable decomposition (Γk) of Γ
such that for each k ∈ N and each x ∈ L, x|L has ﬁnite support.
Proof. Assume that L is an Eberlein compact space. As it is pointed out in [23, Theorem 4.2(b)], Rosenthal’s characterization
of Eberlein compact spaces yields that the algebra of clopen subsets of L is σ -relatively compact in the weak topology
of C(L). Therefore there exists a countable decomposition (Γn) of Γ such that each set {πγ : γ ∈ Γn} is weakly relatively
compact. The remark after Theorem 3.6 in [20] yields that for each n ∈ N, there exists a further decomposition (Γn,k)k of
Γn such that {πγ : γ ∈ Γn,k} is weakly discrete and admits a one point compactiﬁcation made by the function 0 ∈ C(L). The
decomposition (Γn,k)n,k is the desired one.
The converse direction is an easy consequence of Rosenthal’s characterization of Eberlein compact spaces [21]. 
Lemma 3.18. Let L be a compact space. Assume that L1, . . . , Ln are Eberlein compact subspaces of L and L =⋃ni=1 Li . Then L is also
an Eberlein compact.
Proof. It is enough to prove the lemma for n = 2. We consider the Banach space C(L1) × C(L2) equipped with maximum
norm. It is immediate that the operator
T : C(L) 
 f → ( f |L1 , f |L2 ) ∈ C(L1) × C(L2)
is a linear isometry. Thus C(L) is isometric to a closed subspace of the WCG Banach space C(L1) × C(L2) and therefore by
standard arguments, C(L) is itself WCG and consequently L an Eberlein compact space. 
We pass now to the main result of this subsection.
Theorem 3.19. Let K be a quasi adequate σ -Eberlein compact subset of Σ{0,1}Γ . Then C(K ) is a Kσδ space.
Proof. By the previous lemma we may assume without loss of generality that K =⋃	∈N K	 with (K	) an increasing se-
quence of Eberlein compacta. Furthermore for ﬁxed 	 ∈ N, we consider a decomposition (Γ	,k)k of Γ such that for each
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increasing.
Next for 	,k ∈ N and λ¯ ∈ Qk we deﬁne a weak∗-compact subset of C(K )∗∗ as follows:
First for 	,k ∈ N, we deﬁne
Γ <N	,k =
{
πF : F ∈ Γ <N	,k
}∪ {1K }
and by Γ <N
	,k its weak
∗-closure in C(K )∗∗.
For 	,k ∈ N and λ¯ = (λ1, . . . , λk) ∈ Qk, we set
Λ	,k,λ¯ = w∗-closure
{
k∑
i=1
λi xi: {xi}ki=1 ⊆ Γ <N	,k
}
.
Finally for 	,k, λ¯ as above we set
Δ	,k,λ¯ = Λ	,kλ¯ +
1
	
BC(K )∗∗ .
Clearly Δ	,k,λ¯ is a weak
∗-compact subset of C(K )∗∗ and Stone Weierstrass theorem yields that
C(K ) ⊆
⋃
k,λ¯
Δ	,k,λ¯, (2)
for every 	 ∈ N. Our aim is to prove the following
Claim 1.
C(K ) =
⋂
	
⋃
k,λ¯
Δ	,k,λ¯. (3)
Observe that (2) yields that C(K ) is a subset of the right side of the above equality. Hence it remains to show the reverse
inclusion. For this we proceed by contradiction. Assume that there exists x∗∗ such that
x∗∗ ∈
(⋂
	
⋃
k,λ¯
Δ	,k,λ¯
)
\ C(K ).
As in the proof of Theorem 3.12 there exist sequences (x∗∗	 )	, (z∗∗	 )	, k	, λ¯	 such that for every 	 ∈ N,
(a) x∗∗ = x∗∗	 + z∗∗	 .
(b) ‖z∗∗	 ‖ 1	 .
(c) x∗∗	 ∈ Λ	,k	,λ¯	 where λ¯	 = (λ	1, . . . , λ	k	 ).
Also we write
x∗∗	 =
∑
i∈I	1
λ	i x
∗∗
	,i +
∑
i∈I	2
λ	i x	,i = x∗∗1,	 + x2,	
where each x∗∗
	,i ∈ Γ <N	,k	 \ C(K ) and x	,i ∈ Γ <N	,k	 ∩ C(K ). Observe that, by Lemma 3.4, each x	,i is of the form: x	,i = πF	,i for
some F	,i ∈ Γ <N	,k	 or x	,i = 1K .
We also observe the following: For each 	 ∈ N and each i ∈ I	1 there is a sequence (Fn)n∈N of elements of Γ <N	,k	 such that
x∗∗
	,i lies in the weak
∗ closure of the set {πF1 ,πF2 , . . .}.
Since x∗∗ ∈ C(K )∗∗ \ C(K ), there exists  > 0 such that
d
(
x∗∗,C(K )
)
> .
Choose 	1 ∈ N such that 1	1 < 8 and observe that
d
(
x∗∗	1 ,C(K )
)
>
7
8
.
Consider the decomposition of x∗∗	1 as x
∗∗
	1
= x∗∗1,	1 + x2,	1 where x2,	1 ∈ C(K ). We conclude that ‖x∗∗1,	1‖ d(x∗∗1,	1 ,C(K )) > 78 .
Therefore there exists a measure μ ∈M(K ) such that ‖μ‖ = 1 and x∗∗1,	1 (μ) > 78 . Since the sequence (K	) is increasing
and K =⋃	 K	 there exists 	2 > 	1 such that ‖μ−μ|K	2 ‖ < 8‖x∗∗1,	1‖ . We set ν = μ|K	2 . Notice that
x∗∗1,	1 (ν) >
6
. (4)
8
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Lemma 3.20. Let 	1, ν be as before. Then for every ﬁnite subset G of Γ such that F	1,i ⊆ G for all i ∈ I	12 and PG(K ) ⊆ K , we have
that x∗∗(ν − EG(ν)) > 48 = 2 .
Proof. Let G be as in the premise. Using the previously introduced notation
x∗∗ = x∗∗	1 + z∗∗	1 .
Since ‖z∗∗	1 ‖ 1	1 < 8 and ‖ν − EG(ν)‖ 2 we have that∣∣z∗∗	1 (ν − EG(ν))∣∣< 28 .
We claim that
x∗∗	1
(
ν − EG(ν)
)= x∗∗1,	1(ν). (5)
To see this we observe, by Lemma 3.6(4) that for every i ∈ I	11 , x∗∗i,	1 (EG(ν)) = 0 and that for every i ∈ I
	1
2 ,∫
xi,	1 dν =
∫
xi,	1 dEG(ν).
Summing up (4) and (5) we get the conclusion of Lemma 3.20. 
Let us now continue with the proof of Theorem 3.19.
(P1) By the very deﬁnition of Γ	,k, for every pair 	,k ∈ N and every sequence (Fn) ⊆ Γ <N	,k consisting of pairwise different
sets, the sequence (πFn |K	 )n is pointwise converging to zero.
(P2) The previous (P1) yields that for every sequence (Fn)n∈N ⊆ Γ <N	,k , if z∗∗ ∈ {Fn: n ∈ N}∗ and z∗∗ = πF for every ﬁnite
F ⊆ Γ, then for any measure μ supported by K	, we have that z∗∗(μ) = 0.
Indeed, otherwise there exists a probability measure μ on K	 and  > 0 such that
L =
{
n ∈ N:
∫
πFn dμ > 
}
is inﬁnite. Since z∗∗ = πF , for every ﬁnite F ⊆ Γ, there exists an inﬁnite L′ ⊆ L, such that {Fn: n ∈ L′} are pairwise different.
By the previous (P1), the sequence (πFn |K	 )n∈L′ is pointwise convergent to zero, which yields a contradiction.
To complete the proof of the theorem we prove the next.
Claim 2. There exists a ﬁnite subset G of Γ, satisfying the premise of Lemma 3.20 and yet
x∗∗
(
ν − EG(ν)
)
<

4
.
Proof. Using that K is quasi adequate, for our 	1, 	2 we ﬁnd a ﬁnite subset G of Γ such that PG(K ) ⊆ K and that for every
i ∈ I	12 ∪ I	22 ,
F	1,i ⊆ G, F	2,i ⊆ G.
We also have that
x∗∗ = x∗∗	2 + z∗∗	2
with ‖z∗∗	2 ‖ 1	2 < 8 , hence∣∣z∗∗	2 (ν − EG(ν))∣∣< 4 . (6)
Next we write x∗∗	2 = x∗∗1,	2 + x2,	2 .
Observe that the choice of G yields that∫
x2,	2 dν =
∫
x2,	2 dEG(ν). (7)
Next we recall that the measure ν is supported on K	2 and that for every i ∈ I	21 , x∗∗i,	2 ∈ {π
	2,i
Fn
: n ∈ N}∗. The above (P1) and
(P2) yield that x∗∗i,	2(ν) = 0 for every i ∈ I
	2
1 . Therefore
x∗∗1,	 (ν) = 0. (8)2
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x∗∗1,	2
(EG(ν))= 0. (9)
Setting together (6), (7), (8) and (9), we obtain the desired. 
The proof of the theorem is completed since Claim 2 contradicts to the conclusion of Lemma 3.20. 
We close this subsection with the following:
Theorem 3.21. Let K be a σ -Eberlein compact subset of Σ{0,1}Γ . Then C(K ) contains a total subset which is Kσδ in (C(K )∗∗,w∗).
Proof. We shall show that the set{
πF : F ∈ Γ <N
}∪ {1K }
is Kσδ in (C(K )∗∗,w∗). We shall use the notation introduced in the proof of Theorem 3.19. Thus we consider K =⋃	 K	
with (K	) an increasing sequence of Eberlein compacta and Γ	,k, 	,k ∈ N, satisfy the following:
(1) For each 	, (Γ	,k)k is increasing.
(2)
⋃
k Γ	,k = Γ.
(3) For every x ∈ K	 and k ∈ N, x|Γ	,k has ﬁnite support.
We shall show the following
Claim.{
πF : F ∈ Γ <N
}∪ {1K } =⋂
	
⋃
k
{
πF : F ∈ Γ <N	,k
}∪ {1K }.
Proof. The inclusion “⊂” is obvious. Assume that this inclusion is proper, that is, that there is
x∗∗ ∈
⋂
l∈N
⋃
k∈N
{
πF : F ∈ Γ <Nl,k
}\{πF : F ∈ Γ <N}.
Find a probability measure μ on K such that x∗∗(μ) > 0, and put  = 12 x∗∗(μ). Find l ∈ N so big that μ(K\K	) < /‖x∗∗‖,
and put ν = μ|K	 . We then have
x∗∗(ν) = x∗∗(μ) − x∗∗(ν −μ) x∗∗(μ) − ∥∥x∗∗∥∥‖ν −μ‖ > .
Find k ∈ N so that x∗∗ ∈ {πF : F ∈ Γ <N	,k }. Finally, ﬁnd a sequence F1, F2, . . . of elements of Γ <Nl,k so that x∗∗(ν) =
limn→∞ ν(πFn ). Since x∗∗ /∈ Γ <N , the set F1∪ F2∪· · · must be inﬁnite. Enumerate it as {γ1, γ2, . . .} where γi = γ j for all dis-
tinct i, j ∈ N. We note that for every i ∈ N there is n ∈ N so that γi ∈ Fn , and hence ν(πγi ) ν(πFn ). Thus ν(πγi ) >  (> 0)
for all i ∈ N big enough.
On the other hand, for every x ∈ K	 we have πγi (x) = x(γi) = 0 for all i ∈ N big enough since the support of x restricted
to Γ	,k is ﬁnite. Hence, if i → ∞, we have πγi |Kl → 0 pointwise, and, by Lebesgue’s dominated convergence theorem,
ν(πγi |K	 ) → 0. And this is a contradiction with what we obtained in the previous paragraph. 
Remark 3.8. The above theorem also holds true for every σ -Eberlein compact subset of Σ[0,1]Γ . Its proof follows the lines
of the proof of the above theorem with the only difference being the use of the analogue of Lemma 3.17, stated for general
Eberlein compacta (see for example [14]).
4. Reznicˇenko families of trees
In this section we introduce the concept of Reznicˇenko families of trees associated to pairs (A,F). Our deﬁnition is
rooted to an unpublished construction due to Reznicˇenko, which has been used and extended in [5–7] and [12].
A family F of subsets of a set A is said to be adequate if, the subspace K = {χF : F ∈ F} of RA is (compact and)
adequate.
Let T be a tree. We say that I is a (ﬁnite or inﬁnite) segment in the tree T if I is a totally ordered subset of T and
moreover, if t1, t2 ∈ I and s ∈ T is such that t1 < s < t2, then s ∈ I as well.
Deﬁnition 4.1. Let A be an inﬁnite set of cardinality at most c and F an adequate family of at most countable subsets of A.
Consider a family of trees {Ta: a ∈ A} with the following properties:
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(ii) If a1,a2 ∈ A, a1 = a2 and I1, I2 are segments of Ta1 , Ta2 respectively, then |I1 ∩ I2| 1.
(iii) If ∅ = F ∈F and Ia are pairwise disjoint ﬁnite initial segments of Ta , a ∈ F , then the set ⋂a∈F Samax Ia is uncountable.
(Here we denote by Sat the set of immediate successors of t in the tree Ta .)
(iv) For every t ∈⋃a∈A Ta, the set Ft = {a ∈ A: t ∈ Ta} belongs in F .
We call such a family an (A,F)-Reznicˇenko family of trees.
Theorem 4.1. For any adequate family F of at most countable subsets of A, there exists an (A,F)-Reznicˇenko family of trees.
Proof. Set B = [0, c), the interval of all ordinals smaller than c and assume that A ∩ B = ∅.
Consider the set L of all (ﬁnite or inﬁnite) sequences of the form
s¯ = (s1, . . . , sk, . . .)
such that:
(a) sk = (tk0, tk1, . . . , tkdk ), dk  0, tk0 ∈ A, tki ∈ B , 1 i  dk and tki = tkj , for 1 i < j  dk;
(b) sk ∩ s	 = ∅, k < 	; and
(c) the set {tk0: k ∈ N} belongs to F .
Fix next a one to one coding function σ : L→ B (Note that |L| cω = c. Therefore a one to one mapping from L to B
does exist.) Fix also a pairwise disjoint family {Bξ : ξ < c} of subsets of B with |Bξ | = c, for all ξ < c.
Deﬁnition 4.2. A ﬁnite sequence (t0, t1, . . . , td), where d 1, t0 ∈ A, ti ∈ B for 1 i  d, is said to be σ -admissible (σ refers
to the above deﬁned coding), if t1 < t2 < · · · < td (in the well ordering of B) and for each i = 1,2, . . . ,d there exists s¯i ∈ L
such that (t0, t1, . . . , ti−1) ∈ s¯i and ti ∈ Bσ(s¯i ).
For every a ∈ A, we deﬁne a partial order <a in the set {a} ∪ B as follows:
If s, t ∈ {a} ∪ B, then t <a s if there exists a σ -admissible sequence (t0, t1, . . . , td), with t0 = a and 0  i < j  d such
that t = ti and s = t j (clearly t < s in the well ordering of B).
Set Ta = {t ∈ B: a <a t} ∪ {a}, for all a ∈ A and T =⋃a∈A Ta. Then the family of partially ordered sets {Ta: a ∈ A}
has the properties (i)–(iv) of an (A,F)-Reznicˇenko family of trees. Indeed, let us observe that from the deﬁnition of σ -
admissible sequences, if a ∈ A and (a = t0, t1, . . . , td1), (a = s0, s1, . . . , sd2) are σ -admissible sequences, then there exists
0 i0 min{d1,d2} such that for all i  i0 we have ti = si and the sets (one of them or both may be empty) {ti0+1, . . . , td1},{si0+1, . . . , sd2} are disjoint. (Since σ is one to one.) This shows that (Ta,<a) is a tree of height ω and proves (i).
For (ii), it is enough to show the property only for initial segments. Let a1,a2 ∈ A, a1 = a2 and (a1, t1, . . . , td1),
(a2, s1, . . . , sd2 ) be σ -admissible sequences. Assume that∣∣{a1, t1, . . . , td1} ∩ {a2, s1, . . . , sa2 }∣∣ 2.
So there exist 1 i1 < i2  d1 and 1 j1 < j2  d2 such that {ti1 , ti2} = {s j1 , s j2 }. Since ti1 < ti2 and s j1 < s j2 , for the ﬁxed
well ordering of B, we conclude that ti1 = s j1 and ti2 = s j2 . This yields a contradiction since the σ -admissible sequences
(a1, t1, . . . , ti2−1) and (a2, s1, . . . , s j2−1) are not disjoint and have common σ -extension.
For (iii) assume without loss of generality that F ∈ F is an inﬁnite set, and let F = {a1, . . . ,an, . . .} be a one to one
enumeration of F . Then we have that Ian = {an <an tn1 <an · · · <an tndn }, for n ∈ N. Set s¯ = (Ia1 , . . . , Ian , . . .), and notice that
s¯ ∈L and Bσ(s¯) \ [0, ξ) ⊂⋂∞n=1 Santndn , where ξ = sup{tndn : n = 1,2, . . .} < c. It immediately follows that |
⋂∞
n=1 S
an
tndn
| = c.
As regards (iv), for every a ∈ A such that t ∈ Ta, let preda(t) = {a <a ta1 <a · · · <a tada } be the set of predecessors of t
in Ta . Since a < ta1 < · · · < tada < t is then an admissible sequence, for every a ∈ Ft := {a ∈ A: t ∈ Ta}, there is s¯a ∈ L such
that preda(t) ∈ s¯a and t ∈ Bσ(s¯a). Since σ is one to one and Bξ ’s are pairwise disjoint, we get that for all a ∈ Ft , s¯a = s¯,
therefore Ft ∈F , by the deﬁnition of L. 
Remark 4.1. Easy modiﬁcations of the above construction yield that for every inﬁnite set A and for every hereditary family F
of subsets of A, such that
⋃F = A, there exists a family of trees Ta , a ∈ A satisfying conditions (i)–(iv) of the deﬁnition of
the Reznicˇenko family of trees [3].
5. The space R[F]
In this section, we shall deﬁne a Corson compact space resulting from a Reznicˇenko family of trees. Let A be an inﬁnite
set of cardinality at most c, and let F be an adequate family of at most countable subsets of A. Let {Ta: a ∈ A} be an
(A,F)-Reznicˇenko family of trees and put T =⋃a∈A Ta.
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R[F ] = {χI ∈ {0,1}T : there is a ∈ A such that I is a segment in the tree Ta}.
(Clearly 0= χ∅ ∈ R[F ].)
The following deﬁnition was recommended to us by E.A. Reznicˇenko. Let F be a family of subsets of a set A. We say
that F is ω-ﬁnite, if there exists a countable decomposition (An)n∈N of A such that F ∩ An is ﬁnite for every n ∈ N and
F ∈F . Moreover we say that F is σ–ω-ﬁnite if F can be decomposed into (Fk)k∈N such that Fk is ω-ﬁnite for every k ∈ N.
A compact space K is said to be σ -uniform Eberlein, if it is the union of countably many uniform Eberlein compact subsets.
We have the following:
Theorem 5.1. The space R[F ] satisﬁes the following properties:
(1) It is a quasi adequate Corson compact space.
(2) If the family F consists of ﬁnite sets, then R[F ] is a uniform Eberlein compact.
(3) If F is ω-ﬁnite, then R[F ] is a Corson σ -uniform Eberlein compact.
(4) If F is σ–ω-ﬁnite, then R[F ] is embedded into the product of countably many Corson σ -uniform Eberlein compact spaces and
hence is a Talagrand compact.
Proof. (1) Since for every a ∈ A, Ta is a tree of height ω, we get that any segment in that tree is at most countable. The
compactness of R[F ] follows from the well known fact that given any tree T the set
{χI : I segment in T }
is compact together with Property (ii) of the deﬁnition of the Reznicˇenko family of trees. To check that R[F ] is quasi
adequate, we start with a ﬁnite subset F of T and we consider the set
G = {t ∈ T : ∃a ∈ A ∃s1, s2 ∈ F with s1 a t a s2}.
Observe that G is also a ﬁnite set and for every I segment of Ta, I ∩ G is a segment. (We consider ∅ as segment of any
tree Ta .)
(2) Assume now that any set in F is ﬁnite. For n ∈ N, deﬁne
Tn =
{
t ∈ T : for any a ∈ A, |t|a  n
}
.
(Here, by |t|a we mean the order of t in the tree Ta .)
To see that
⋃
n∈N Tn = T , let t ∈ T . If t ∈ A, there is nothing to prove. Otherwise, Ft = {a ∈ A: t ∈ Ta} is a ﬁnite set
as a member of F . Therefore putting n = max{|t|a: a ∈ Ft} we obviously have that t ∈ Tn. Now it is evident that if x is a
segment of the tree Ta, then x∩ Tn has cardinality at most n. Therefore R[F ] is in this case uniform Eberlein compact.
(3) Assume that A =⋃n∈N An is a countable decomposition of A such that F ∩ An is ﬁnite for every n ∈ N and F ∈ F .
Let
Kn =
{
x ∈ R[F ]: ∃a ∈ An so that x is a segment in the tree Ta
}
.
It is clear that R[F ] =⋃n∈N Kn . So it suﬃces to show that each Kn is uniform Eberlein compact. From now on ﬁx n ∈ N.
Clearly Kn is closed in R[F ]. For k ∈ N deﬁne
Tk =
{
t ∈ T : for every a ∈ An, |t|a  k
}
and notice that if x ∈ Kn, then for some a ∈ An, x is a segment in the tree Ta, so if t ∈ Tk ∩ x, by the deﬁnition of Tk,
|t|a  k. Therefore |(Tk ∩ x)| k. Furthermore ⋃k∈N Tk = T , since if t ∈ T , then the set {t ∈ An: t ∈ Ta} is ﬁnite and hence,
putting k =max{|ta|: a ∈ An, t ∈ Ta}, we have that t ∈ Tk. Thus Kn is indeed uniform Eberlein compact.
(4) Assume now that F is σ–ω-ﬁnite and let F =⋃m∈NFm and for every m ∈ N, ﬁnd a partition A =⋃n∈N Anm such
that F ∩ Anm is ﬁnite for every m ∈ N, F ∈Fm and n ∈ N. We may decompose T =
⋃
m∈N Tm, where
Tm = {t ∈ T : Ft ∈Fm}.
Using now exactly the same procedure as in the proof of (3), one can prove that each R[F ]|Tm is σ -uniform Eberlein
compact. Finally as
R[F ] ⊆
∏
m∈N
R[F ]|Tm ,
the proof is completed. 
1752 S.A. Argyros et al. / Topology and its Applications 155 (2008) 1737–1755Remark 5.1. Notice that the original Reznicˇenko’s space R, corresponds to R[F ] with A = N and F consisting of all subsets
of N. As is well known, R is a Talagrand and not Eberlein compact. It is worth pointing out that R is a countable union
of uniform Eberlein compacta. This is a rather easy consequence of the fact that the space R is the set of segments of
countably many trees, each one of height ω, and clearly the set of segments contained in each one of them is uniform
Eberlein compact. (Alternatively, this follows directly by Theorem 5.1(3).)
The following corollary follows easily from the previous remark and Theorem 3.19. (See also Remark 3.7(2).)
Corollary 5.2. The space C(R) where R denotes the Reznicˇenko’s space is a Kσδ space.
6. The example
This section contains the deﬁnition of a Talagrand compact space K , and the proof that the corresponding space C(K ) is
not a Kσδ space.
We recall the deﬁnition of Talagrand’s family from [23]. This family will be denoted here by T .
T = {F ⊆ NN: there is an s ∈ N<N so that F ⊆ Vs and for all b1,b2 ∈ F with b1 = b2, b1(|s| + 1) = b2(|s| + 1)}.
Recall that Talagrand’s example is the space {χF : F ∈ T } which is also denoted by T .
Proposition 6.1. The space R[T ] is Talagrand compact. More concretely, R[T ] is a subset of the product of countably many σ -Eberlein
compacta.
Proof. Let us denote the Talagrand’s family T , by F . We shall show that F is σ–ω-ﬁnite. Then Theorem 5.1(4) will conclude
the proof. For m ∈ N, let
Fm =
{
A ⊆N : σ ,τ ∈ A, σ = τ implies σ |m = τ |m and σ(m+ 1) = τ (m+ 1)}.
Clearly F =⋃m∈NFm, so it suﬃces to prove that Fm is ω-ﬁnite.
Notice that for every s ∈ N<N with |s| = m + 1 and every A ∈ Fm, we have that |A ∩ Vs|  1. Thus we may use the
(countable) cover N =⋃|s|=m+1 Vs. 
Deﬁnition 6.1. A set D ⊂ T will be called successively dense in Tσ , for some σ ∈ N , if there is a countable set E of
immediate successors of σ in Tσ such that every t in Tσ incomparable with E, satisﬁes that Sσt ∩ D is non-empty. (Here,
by the term incomparable, we mean that for every t′ ∈ E, t′ σ t.)
Related to the above deﬁnition, we have the following:
Lemma 6.2. Let s ∈ N<N and {Dn}n∈N be a countable cover of T =⋃σ∈N Tσ . Then there exists n ∈ N, such that Dn is successively
dense in the tree Tσ , for every σ ∈ Vsn.
Proof. Assume that the conclusion of the lemma is false. So for n = 1, we ﬁnd σ1 ∈ Vs1 and t1 ∈ Tσ1 , such that
Sσ1t1 ∩ D1 = ∅. Suppose we have chosen σ1 ∈ Vs1, . . . , σn ∈ Vsn, t1 ∈ Tσ1 , . . . , tn ∈ Tσn such that
(i) Sσiti ∩ Di = ∅, 1 i  n.
(ii) predσi (ti) ∩ predσ j (t j) = ∅, 1 i = j  n.
Consider now the set C =⋃ni=1 predσi (ti) and notice that C is ﬁnite. Therefore for every σ ∈ Vsn+1 the set C ′ = {t ∈ Sσσ :∃t′ ∈ C with t σ t′} is ﬁnite. By our assumption then, there is σn+1 ∈ Vsn+1 and tn+1 ∈ Tσn+1 , such that
(a) ∀t ∈ C ′, t  tn+1,
(b) Sσn+1tn+1 ∩ Dn+1 = ∅.
Condition (a) implies that for every t ∈ C we have t σn+1 tn+1. Therefore for every 1  i  n, predσi (ti) ∩
predσn+1 (tn+1) = ∅ and this combined with (ii) ﬁnishes our induction step. So we may conclude that (i) and (ii) hold
for arbitrary i ∈ N. Since σi ∈ Vs i, we deduce that the set {σi: i ∈ N} is an element of the Talagrand’s family T . Since
moreover for i = j, predσi (ti) ∩ predσ j (t j) = ∅, we have that there is t ∈ T , such that t ∈
⋂∞
i=1 S
σi
ti . Therefore t ∈ Dn for
some n ∈ N, which contradicts (i) for i = n. 
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inﬁnite branch b in Tσ , such that b ∩ Dn is inﬁnite for every n ∈ N.
Proof. Let Rn be a countable set of immediate successors of σ such that Dn ∩ Sσt = ∅, whenever t is incomparable with Rn .
Set R =⋃n∈N Rn. Since R is itself countable, σ has an immediate successor, say t0, that is incomparable with R. Notice
that in this case for any t  t0, we have that St ∩ Dn = ∅ for every n.
For n,m ∈ N, deﬁne D(n,m) = Dn and ﬁx f : N → N × N an onto map. Deﬁne inductively t0 σ t1 σ t2 σ · · · such that
tn+1 ∈ Sσtn ∩ D f (n) and set b = {t0, t1, . . .}. Then for every (n,m) ∈ N × N, D(n,m) ∩ b = ∅, therefore for every n ∈ N, Dn ∩ b is
inﬁnite. 
Lemma 6.4. Let F = T where T denotes Talagrand’s family and A =N . Assume moreover that for every n ∈ N, T =⋃k∈N Dn,k.
Then there exists a sequence σ0 = (kn)n∈N such that for every n ∈ N, the set Dn,kn is successively dense in Tσ0 .
Proof. Since T =⋃k∈N D1,k, using Lemma 6.2 for s = ∅, we ﬁnd k1 ∈ N such that D1,k1 is successively dense in Tσ for all
σ ∈ V (k1).
Having deﬁned k1, . . . ,kn, since T = ⋃k∈N Dn+1,k, again by Lemma 6.2, for s = (k1, . . . ,kn), there is kn+1 such that
Dn+1,k+1 is successively dense in Tσ for all σ ∈ Vskn+1 = V (k1,...,kn+1).
Thus we get a sequence (kn)n∈N such that Dn,kn is successively dense in all trees Tσ with σ ∈ V (k1,...,kn). It then easily
follows that for every n ∈ N, the set Dn,kn is successively dense in Tσ0 where σ0 = (k1, . . . ,kn, . . .). 
Proposition 6.5. Using the same notation as in Lemma 6.4, let T =⋃k∈N Dn,k, for every n ∈ N. Then there exists a sequence σ0 =
(kn)n∈N, and a branch b in Tσ0 such that for all n ∈ N, b ∩ Dn,kn is inﬁnite.
Proof. By the previous lemma, there is a sequence σ0 = (kn)n∈N ∈N such that for all n, Dn,kn is successively dense in Tσ0 .
Using now Lemma 6.3 we get the desired conclusion. 
The following theorem answers in the negative Talagrand’s Kσδ problem.
Theorem 6.6. The Banach space C(R[T ]) is not a Kσδ space.
Proof. Assume on the contrary that there are weak∗ compact subsets Kn,k of (C(R[T ]))∗∗ such that C(R[T ]) =⋂
n∈N
⋃
k∈N Kn,k. For t ∈ T , we denote by πt the projection of R[T ] in the t coordinate. Since πt , t ∈ T are continuous
functions, we conclude that for every n ∈ N, there is k ∈ N, such that πt ∈ Kn,k. Therefore if Dn,k = {t ∈ T : πt ∈ Kn,k} we
have that for every n ∈ N, ⋃k∈N Dn,k = T .
Using the above proposition, we ﬁnd a sequence σ0 = (kn)n∈N, and a branch b = (t1, t2, . . .) in Tσ0 such that for every
n ∈ N, Dn,kn ∩ b is inﬁnite. In this case {ti: i ∈ N and ti ∈ Dn,kn } is for every n ∈ N, an inﬁnite subsequence of {ti: i ∈ N}.
Notice now that if x ∈ R[T ] and supp x ⊆ {ti: i ∈ N}, then by the very deﬁnition of the space R[T ], supp x ∩ {ti: i ∈ N} is
ﬁnite, and therefore πti (x) → 0. If on the other hand x is an inﬁnite subsegment of {ti: i ∈ N}, then πti (x) → 1. Therefore
(πti )i∈N converges pointwise to a function F : R[T ] → R, deﬁned as F (χI ) = 1 if I is an inﬁnite subsegment of {ti}i∈N, and
F (χI ) = 0, otherwise. It is easy to check that F is not continuous. Recall that for every n, a subsequence of (πti )i∈N lies in
Kn,kn , and the last set is weak
∗ compact. As πti → F pointwise, we have
∫
πti dμ →
∫
F dμ for every probability measure
μ on R[T ] by Lebesgue’s dominated convergence theorem. We conclude that for every n ∈ N, F ∈ Kn,kn and therefore
F ∈ C(R[T ]) which yields a contradiction. 
Remark 6.1. Let us observe that in the proof of the previous theorem we actually establish that the set {πt : t ∈ T } ∪ {0} is
not a Kσδ subset of its weak∗ closure. Notice also that the above set is weakly closed subset of C(R[T ]) with 0 the unique
limit point. These observations together with Proposition 3.3 show that there exists a K-analytic topological space X such
that X is Kσδ subset in βX but X is not Kσδ subset in some other compactiﬁcation. This provides an alternative negative
solution to a problem posed by Frolík [15] (see also, Problem 46 in [17]). The ﬁrst example answering this problem was
constructed by M. Talagrand [24].
Remark 6.2. It is worth pointing out that our results yield that if K is an adequate Talagrand compact then C(K ) does
not contain as a subspace C(R[T ]). Therefore the class of C(K ) with K adequate Talagrand compact is not universal for all
weakly K analytic spaces.
7. Non-Kσδ spaces not containing 1
In this section we present a James tree-like Banach space X which is weakly K-analytic and not Kσδ space. Our con-
struction is based on the tree structure of the space R[T ] where T denotes Talagrand’s family and abusing notation R[T ]
will also denote the family of sets {s: χs ∈ R[T ]}. More precisely the following is proved:
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(1) The space 	1 does not embed into X .
(2) The space X is not a Kσδ space.
We shall provide a sketch of the deﬁnition of the space X and of its basic properties. The space X is the James-like space
deﬁned for the family of trees Tσ , σ ∈N . For a detailed study of this type of spaces we refer the reader to [2] and to [12].
We ﬁrst proceed to the deﬁnition of the norm of the space X .
The space X is deﬁned to be the completion of the linear space c00(T ), where T =⋃σ∈N Tσ , under the James-norm:
For f ∈ c00(T ), we set
‖ f ‖ = sup
{(
n∑
i=1
(∑
t∈Si
f (t)
)2) 12
: {si}ni=1 are pairwise disjoint elements of R[T ]
}
.
For each s ∈ R[T ], we denote by s∗ the functional on c00(T ) deﬁned as:
s∗( f ) =
∑
t∈s
f (t)
and we observe that s∗ ∈ X∗ with ‖s∗‖ = 1. Let us consider the set
D =
{
n∑
i=1
λi s
∗
i :
n∑
i=1
λ2i  1 and {si}ni=1 pairwise disjoint elements of R[T ]
}
.
A simple argument yields that the set D is a subset of BX∗ and it is 1-norming set for the space X . Therefore the weak∗ clo-
sure D∗ of D, is compact and 1-norms the space X . Notice that D∗ contains the set {s∗: s ∈ R[T ]} which is homeomorphic
to R[T ].
Next we show that D∗ is a Talagrand compact. For this we consider the following sets
V = {(λn)n ∈ B	2 : (|λn|)n is a decreasing sequence} and E = {(sn)n ∈ R[T ]N: sn ∩ sm = ∅ for m = n}.
Observe that both sets V , E are Talagrand compact spaces and a standard argument yields that the map
Φ : V × E → (D∗,w∗)
deﬁned by T ((λn)n, (sn)n) = w∗-∑∞n=1 λns∗n is continuous and onto. Therefore D∗ is a Talagrand compact space yielding that
X is weakly K-analytic as an isometric subspace of C(D∗). The fact that the space X does not contain 	1, follows from
Lemma 2.8 in [2] (see also Theorem 8.4.6 of [12]).
To show that X is not a Kσδ space, we ﬁrst observe that the set {et : t ∈ T } ∪ {0} is a weakly closed subset of X and
thus it is enough to show that it is not a Kσδ subset of its weak∗-closure in X∗∗.
To see this we ﬁrst observe that for every σ ∈N , and for every branch b ∈ Tσ , the sequence et, t ∈ b is non-trivial
weak Cauchy (i.e. the sequence et, t ∈ b weak∗ converges to an element of X∗∗ \ X ). This is so, since the weak sequential
convergence in X, is determined by the corresponding one on the functionals s∗ . Using this observation and arguing exactly
as in the proof of Theorem 6.6 we conclude that the set {et : t ∈ T } ∪ {0} is not a Kσδ subset in its weak∗ closure.
Alternatively, one could consider the assignment
Ψ : et → πt
where πt denotes the corresponding function in C(R[T ]). This is extended to a homeomorphism between their weak∗
closures and in this case the result follows from Remark 6.1.
8. Concluding remarks and problems
In this ﬁnal section, we state some open problems.
Problem 1. Let X be a WKA space. Does there exist a quasi adequate Talagrand compact K subset of ΣRΓ such that X is
isomorphic to a subspace of C(K )?
Moreover if the WKA space X is isomorphic to C(L), with L σ -Eberlein, could K be choosen to be a quasi adequate and
σ -Eberlein?
As it has been pointed out in Remark 6.2, the above problem has a negative answer if the desired compact set K is
required to be an adequate compact subset of ΣRΓ . On the other hand all the known examples of Talagrand compact
spaces are quasi adequate. We believe that the above problem has a positive solution.
S.A. Argyros et al. / Topology and its Applications 155 (2008) 1737–1755 1755Problem 2. Let X be a WKA Banach space containing a total subset which is Kσδ in (X∗∗,w∗). Is the space X a Kσδ space?
Note that such a Banach space is necessarily WKA [23]. A positive answer to this problem would yield that the WKA
spaces C(K ) with K σ -Eberlein subset of ΣRΓ are Kσδ spaces (see Theorem 3.21).
There exists a closed link between the topology of pointwise convergence and the weak topology for WKA spaces of the
form C(K ). In particular as is shown in [23], the space (C(K ),w) is K-analytic if and only if C(K ) satisﬁes that property in
the topology of the pointwise convergence. The following is open.
Problem 3. Let K be a compact set. Are the following equivalent?
(1) The space (C(K ),w) is a Kσδ space.
(2) The space (C(K ), p) (p denotes the topology of the pointwise convergence) is a Kσδ subset of RK .
Let us observe that easy adaptations of the proofs of Theorems 1.1 and 1.4 show that in both cases (C(K ), p) are also
Kσδ subsets of RK . For the general case, both implications (i.e. (1) ⇒ (2) and (2) ⇒ (1)) are open.
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