Lightweight verification of functional programs by Smallbone, Nicholas
Thesis for the Degree of Doctor of Philosophy
Lightweight Veriﬁcation of
Functional Programs
Nicholas Smallbone
Department of Computer Science and Engineering
Chalmers University of Technology and Göteborg University
Göteborg, Sweden 2013
Lightweight Veriﬁcation of Functional Programs
Nicholas Smallbone
ISBN 978-91-7385-841-0
© 2013 Nicholas Smallbone
Doktorsavhandlingar vid Chalmers tekniska högskola
Ny serie nr 3522
ISSN 0346-718X
Technical Report 95D
Department of Computer Science and Engineering
Research group: Functional Programming
Department of Computer Science and Engineering
Chalmers University of Technology and Göteborg University
SE-412 96 Göteborg
Sweden
Telephone +46 (0)31-772 1000
Printed at Chalmers
Göteborg, Sweden 2013
Abstract
We have built several tools to help with testing and verifying functional
programs. All three tools are based on QuickCheck properties. Our
goal is to allow programmers to do more with QuickCheck properties
than just test them.
The ﬁrst tool is QuickSpec, which ﬁnds equational speciﬁcations,
and can be used to help with writing a speciﬁcation or for program
understanding. On top of QuickSpec, we have built HipSpec, which
proves properties about Haskell programs, and uses QuickSpec to prove
the necessary lemmas. We also describe PULSE and eqc_par_statem,
which together can be used to ﬁnd race conditions in Erlang programs.
We believe that testable properties are a good basis for reasoning
and veriﬁcation, and that they give many of the beneﬁts of formal
veriﬁcation without the cost of proof. The chief reason is that they
are formal speciﬁcations for which the programmer can always get
a counterexample when they are false. Furthermore, using testable
properties allows us to write better tools. None of our tools would be
possible if our properties were not testable.
We also present work on encoding types in ﬁrst-order logic, an es-
sential component when using ﬁrst-order provers to reason about pro-
grams. Our encodings are simple but extremely efﬁcient, as evidenced
by benchmarks. We develop the theory behind sound type encodings,
and have written tools that implement our ideas.
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Introduction
Programmers spend half their time ﬁnding and ﬁxing bugs [Myers
and Sandler, 2004]. Even so, almost all software is buggy, much of it
embarrassingly so. A typical, released piece of software has between
1 and 25 bugs per thousand lines of code [McConnell, 2004]. We are
bad at writing correct software.
Why is it so hard to avoid bugs?
• Software is complex. Many bugs only appear under very spe-
ciﬁc conditions, and can go unnoticed for years, or worse, ap-
pear sporadically and mysteriously. The company that made the
Therac-25, a radiotherapy machine which sometimes gave out
lethal doses of radiation, ﬂatly denied that their machine had a
fault because they couldn’t reproduce it.
• Programs’ requirements often change. A correct program may
become wrong when we use it in a different context. Or we
may introduce a bug while updating the software. The Ariane 5
rocket crashed because it reused code from the Ariane 4, but the
assumptions behind that code were no longer true.
• Most programs are poorly speciﬁed. It is hard to say if a program
is correct if you can’t even say what it should do! If different parts
of the program disagree about what they should be doing, the
parts might be correct in isolation but their combination will be
wrong. The Mars Climate Orbiter crashed onto Mars because
one module was using imperial units and the other metric.
One approach is to give up: let bugs happen, and ﬁx them as users
ﬁnd them. But the earlier we ﬁnd a bug, the easier it is to ﬁx: a design
ﬂaw can cost 100 times more to ﬁx once it reaches production than if
it had been found during the design stage [McConnell, 2004]. A 2002
study [Tassey, 2002] found that bugs cost the US economy $60 billion
a year. Bugs are expensive, and we must ﬁnd them.
1
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Testing The dominant method of ﬁnding bugs is testing. Typically,
the programmer or tester writes down a lot of different test cases that
express everything the software is supposed to do, and collects them
into a test suite.
This is not a nice way of ﬁnding bugs. For one thing, inventing test
cases is a dreadful bore, and many programmers will do their best to
avoid it. This means software that’s tested as little as possible, as late as
possible—a sureﬁre recipe for bugs! One way to solve this is test-driven
development, which asks us to write the test suite before the program,
and to never write a single line of code unless it makes a failing test pass.
This makes sure that the test suite exists and covers all the functionality
of the program.
A worse problem is that good test suites are very hard to write. It
is too easy to miss an unusual case—and unusual cases are where the
bugs are! Design ﬂaws, especially, are likely to manifest themselves as
unusual cases that do not work and cannot be ﬁxed. Common wisdom
suggests using a coverage tool to check that the test suite fully exercises
the program. But code coverage can give a false sense of security
[Marick, 1999], and a feeble test suite can have 100% coverage. A
programmerwho sees an uncovered line of codemaywrite a test case just
to cover that line—disastrous for test quality! Mutation testing [Offutt,
1994] measures the quality of the test suite by randomly mutating the
program, in the hope of breaking it, and checking that the test suite
ﬁnds a bug—but there is always the chance that the mutated program
behaves the same as the original one, which makes it hard to interpret
the results. Measuring the quality of a test suite is difﬁcult.
Finally, many bugs are hard to provoke, and only appear in very
particular circumstances. For example, to provoke a race condition you
may have to insert delays into your code, while if an action breaks the
internal state of the program, it may take several more steps before the
program goes wrong [Zeller, 2005, chapter 1]. Finding a test case that
provokes such a bug can be difﬁcult, even when you know it exists, and
writing a good test suite under such circumstances is very difﬁcult.
Our position is that traditional test suites are underpowered for
ensuring program correctness. They place a large manual burden on
the tester, and do not give much conﬁdence in the program afterwards.
As Dijkstra [1972] said, “Program testing can be a very effective way
to show the presence of bugs, but is hopelessly inadequate for showing
their absence.”
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Proof Speaking of Dijkstra, we could always prove our programs cor-
rect. There are several approaches. Dijkstra advocated programs that
are correct by construction: you should not take an existing program
and try to prove it correct, but use mathematical reasoning to arrive
at a program and its proof at the same time. This means that you will
never write a program that you cannot prove correct.
Dijkstra only wrote pencil and paper proofs. These are excellent for
program understanding, but run the risk that you make a mistake in
your proof. This is more likely in programming than in mathematics,
because proofs of programs tend to be simple but ﬁddly. There is also the
danger of proving something about an idealised program rather than the
one you have really written: for a long time, the Java standard library
included a binary search algorithm proved correct by Bentley [1986],
but this proof assumed that integers were unbounded, leading to a bug.
If the program’s requirements change, you have to work out what parts
of the proof are invalidated, which is error-prone. Computer-checked
proofs are much more convincing.
A more recent approach, perhaps the closest in spirit to Dijkstra’s,
is to write your program in a dependently-typed programming lan-
guage, and encode the speciﬁcation in the types. When it typechecks
it must meet the speciﬁcation. The most famous example of this
is CompCert [Leroy, 2009], a veriﬁed C compiler written in Coq
[The Coq development team, 2004]. CompCert is intended for criti-
cal software where the programmers would otherwise have to read the
generated assembly code and check that it’s correct, so a formal proof
of correctness is a big advantage here.
Another success story for formal proof is the L4.veriﬁed project
[Klein et al., 2010], which has proved a real operating system micro-
kernel correct in Isabelle [Nipkow et al., 2002]. The proof is long—
200,000 lines of Isabelle code to verify 7,500 lines of C code—but given
the low-level, highly concurrent and dangerous nature of the code, this
is an impressive achievement. Despite the difﬁculty of the proof, it was
cheaper than certifying the software in the normal way.
Both CompCert and L4.veriﬁed rely on manual proofs performed
using a proof assistant. Most programmers will not be willing to write
long proofs by hand, and for most programs a semi-automatic approach
is easier. Thanks to the success of SMT solvers, this is practical nowa-
days. Typically, the programmer speciﬁes preconditions, postconditions
and invariants, and the system generates veriﬁcation conditions and
sends them to an SMT solver such as Z3 [de Moura and Bjørner, 2008].
This works well since the veriﬁcation conditions tend to be simple, and
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proof is practical for programmers who are willing to annotate their
programs. Systems in this class include Why3 [Bobot et al., 2011] and
Boogie [Barnett et al., 2005], which can be used to verify programs
written in a variety of languages.
Proof gives a large amount of conﬁdence in the correctness of the
program and does not miss edge cases or design ﬂaws. The only trouble
with proof is that very few people do it!
Why is this? Many programmers ﬁnd writing test cases as enjoyable
as a trip to the dentist; you would think they would appreciate a more
powerful method. An obvious reason is that formal proof is expensive:
for most projects, the increased reliability does not justify the cost.
This is true, but even so, you would expect programmers to routinely
use proof tools where they’re most useful, for designing tricky data
structures and the like.
We think there are two important reasons:
1. Most programs are not speciﬁed formally, so what should we
prove?
2. Whatever we try to prove will probably not be true. The program
will surely have a bug; there is a good chance the speciﬁcation
will be wrong too [Claessen and Hughes, 2000, §6.6]!
These two combine to create a big barrier to formal proof. First, the
programmer has to spend time thinking up a property they expect to
hold. The property will normally turn out to be false, and most proof
tools do not detect false properties. So the poor programmer will give
the property to the proof tool, which will respond with a curt “don’t
know” or by running forever. This is dreadful!
We argue that any veriﬁcation tool must detect false properties
and provide useful feedback, ideally a counterexample to the property.
Veriﬁcation tools must ﬁrst of all ﬁnd bugs! Proof is only useful for
correct programs, and most programs are not correct. If the only reason
to specify a program is to prove it correct, then for most programs there
is no tangible beneﬁt to formal speciﬁcation.
Lightweight veriﬁcation How can we provide useful feedback when a
property is false?
A good example is a typechecker. A typechecker is a veriﬁcation
tool, even though many people don’t think of it as one. Its job is to
prove that the program cannot encounter a type error at runtime. If
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typechecking fails, we don’t get a counterexample, and the program
might even be correct; nevertheless, we can point at a particular bit of
the program where something suspicious happens.
The ESC/Modula-3 system [Leino and Nelson, 1998] pioneered
the same approach for more powerful properties: don’t provide an
explicit counterexample, but point the user at suspicious behaviour.
This works nicely for properties like array bounds checks, where a
failed proof normally indicates a false property: you rarely need a
complex argument to show why an array access can’t be out of bounds.
If you do, then the programmer should think extra hard about that
access anyway, so a false positive is not very harmful.
Some proof tools do try to provide counterexamples for false prop-
erties. Systems based on SMT solvers will get a countermodel when
the property is false; Boogie has a symbolic debugger [Le Goues et al.,
2011] which translates these countermodels into source-language coun-
terexamples. Isabelle has a counterexample ﬁnder, Nitpick [Blanchette
and Nipkow, 2010], but since it works in higher-order logic it does not
always succeed.
In general, it is easier to provide feedback the less expressive our
property language is, and the less ambitious our properties are. Expres-
sive property languages are bad for automatic tools!
Property-based testing We unfairly wrote off testing earlier: we can
certainly do better than collecting hundreds of individual test cases.
QuickCheck [Claessen and Hughes, 2000] has pioneered property-
based testing. In property-based testing, the programmer writes proper-
ties instead of test cases. In its most basic form a property is a boolean
expression that should be true, just like a test case, but unlike a test
case it may contain variables. QuickCheck will generate random values
for those variables and check that the property always evaluates to true.
For example, to test that a sorting function always returns a sorted list,
we would write:
prop_sort :: [Int] -> Bool
prop_sort xs = sorted (sort xs)
QuickCheck will then check that prop_sort xs holds for randomly-
chosen values of xs.
Property-based testing solves the problems of test cases that we
mentioned earlier. Typically, a few properties can replace a large test
suite, so testing is no longer a bore. Because we test random inputs,
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we will not overlook edge cases, and we never have to dream up the
right test case to provoke a tricky bug. We have the full power of the
programming language at our disposal, so we can easily write test oracles
that decide whether a test has passed—vital for testing non-deterministic
and concurrent software. QuickCheck has proved wildly successful at
ﬁnding bugs in a large number of well-tested software systems [Arts
et al., 2006, Hughes and Bolinder, 2011, Hughes et al., 2010], and is
widely used among functional programmers.
But property-based testing is not just a way of automating test case
generation. A property is a testable speciﬁcation that has a logical mean-
ing! For example, the meaning of prop_sort above is ∀xs. sorted(
sort(xs)). QuickCheck tests that this formula is always true, but we
might just as well model-check it [Fredlund and Svensson, 2007, 2010]
or prove it correct. Despite having logical meaning, QuickCheck prop-
erties are ordinary Haskell functions: the programmer doesn’t need
to learn a special program logic. QuickCheck properties are formal
speciﬁcations—that programmers actually write!
This thesis We want programmers to reason about their programs: to
think about what properties their program should satisfy, to write them
down, to make sure that they hold either by testing or proving, and to
use those properties when programming. Programmers need tools to
help with this.
We are convinced that reasoning and speciﬁcation should be based
on testable properties: most programs are wrong, so the ﬁrst purpose
of veriﬁcation must be to ﬁnd bugs. We think that testable speciﬁ-
cations give much of the beneﬁt of formal reasoning. They increase
conﬁdence that the program is correct, and improve program under-
standing. There is no room for woolly thinking, since testing uncovers
false properties. What’s more, functional programmers already write
testable speciﬁcations, in the form of QuickCheck properties!
In the end, we would like a wide variety of tools centred around
testable properties. We want to be able to discover them, test them,
prove them, model check them, symbolically execute them, and so on.
We would start by writing a speciﬁcation, and having QuickCheck test
it. When the program seems to be bug-free, we can move on to more
powerful techniques like proof, if we want, without the obstacle of
having to write new properties. We could mix and match techniques,
proving some parts of the program correct while testing others, and
because everything is tested, we would rarely try to prove anything
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that isn’t true. We think this would be a lightweight and compelling
approach to veriﬁcation.
This thesis presents some progress we have made towards these
goals:
• QuickSpec, a tool that discovers properties, which helps program
understanding and lowers the barrier to specifying a program
(paper 1).
• HipSpec, an automatic theorem prover for Haskell programs,
which is able to generate and prove the lemmas that are needed
for a proof to go through (paper 2).
• Methods for encoding types efﬁciently in ﬁrst-order logic, a key
ingredient when using ﬁrst-order provers to reason about pro-
grams (papers 3 and 4).
• Tools that use properties to detect and provoke race conditions in
concurrent programs (papers 5 and 6).
We have noticed two pervasive themes in our tools and papers:
1. Avoiding side effects makes testing, reasoning and veriﬁcation
much more tractable. Many of our ideas work well because side
effects are sparse—in a wilder language, everything would be
much harder. For example, it is not obvious how to replicate
QuickSpec in an imperative language.
2. Much of what we do works because our property language,
QuickCheck properties, is quite weak logically. Most obviously,
all of our tools need to test properties, even the theorem prover
HipSpec. The fact that HipSpec properties do not use existential
quantiﬁcation allows us to use ﬁrst-order instead of higher-order
reasoning. If we want good tools, we should choose the least ex-
pressive property language that’s powerful enough for us!
QuickCheck as a logic As we mentioned above, QuickCheck prop-
erties are quite weak logically. In particular, there is no existential
quantiﬁcation. Is this really enough for general-purpose reasoning? We
think so.
If you want to use existential quantiﬁcation in QuickCheck, you
have to be able to compute a witness for the existential quantiﬁer. This
is normally possible, either using exhaustive search, or knowledge of the
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program you are testing, i.e., white-box testing. The latter makes the
property implementation-speciﬁc; we can alleviate this by parametrising
the property on the expression that computes the witness. This is the
price we pay for being able to test all our properties.
Functional programming Many programming language features make
reasoning difﬁcult. As an extreme example, saying anything at all about
the behaviour of a C program is difﬁcult, because a buffer overﬂow, or
the appearance of undeﬁned behaviour, may break all the assumptions
you had about the program.
In imperative languages, the combination of side effects and aliasing
is painful. An innocuous operation can have an unexpected side effect,
and if we do not know anything about the structure of the heap, many
expressions can unexpectedly change their value. Preconditions can get
quite complex because they need to restrict aliasing.
In object-oriented languages, overriding means that we do not know
the body of a method when we call that method: someone could’ve
overridden it. Thus, unless we specify a precondition and postcondition
for that method, or declare it as non-overloadable (final in Java), we
have no idea what it will do.
Languages that are designed for formal reasoning, like Dafny [Leino,
2010] and SPARK [Barnes, 2003], usually leave out troublesome fea-
tures. Dafny rules out overloading and ask the user to specify frames
that say what objects a method may access, to tame the heap, while
SPARK simply disallows aliasing altogether.
By contrast, functional programs are easy to reason about. Because
there are few side effects, you can reason about small pieces of code
in isolation, and informal reasoning is quite likely to work. Speciﬁca-
tions are normally short and sweet and free of strange side conditions.
Higher-order functions and lazy evaluation allow programs to be bro-
ken up that would otherwise be indivisible [Hughes, 1989], so well-
written functional programs can be more modular than their imperative
counterparts.
All of this means that there is already a culture of reasoning, formal
and informal, in functional programming. Many Haskell programmers
write down laws they expect to hold, and there is a sizeable group
that performs Dijkstra-style program derivations. Many parts of the
standard library have been tested with QuickCheck. In short, functional
programming is ready for veriﬁcation!
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Paper I: QuickSpec: Formal Speciﬁcations for Free!
It is hard to develop a good set of properties from scratch, especially
if you are dealing with a program someone else has written. We have
written a tool called QuickSpec that takes a side-effect-free module of
a functional program and, by testing it, produces a set of equations
that describe the module. You can use these equations as properties for
testing, or just to help you understand the module.
For example, Hughes [1995] describes a library for pretty-printing
that includes the following functions:
($$), (<>) :: Layout -> Layout -> Layout
nest :: Int -> Layout -> Layout
text :: [Char] -> Layout
A Layout is roughly a combination of text to be printed and layout
information. The text function turns any string into a trivial Layout;
the nest function takes any Layout and causes it to be indented when
it’s printed; the $$ operator combines two Layouts vertically, placing
one on top of the other, whereas <> will put one Layout next to the
other, on the same line. The pretty-printing library also includes a sep
operator, which combines two Layouts either horizontally or vertically:
horizontally if there is enough space to do so, vertically otherwise. This
function is really where the power of the library comes from, but we
leave it out here for simplicity.
To run QuickSpec, we simply give the list of functions we want to
test, in this case the ones above. We also give QuickSpec any auxiliary
functions and constants that we think may be useful for specifying the
API:
0 :: Int
(+) :: Int -> Int -> Int
"" :: [Char]
(++) :: [Char] -> [Char] -> [Char]
In the current implementation, we also have to give a collection of
variables that the equations may quantify over:
i, j, k :: Int
x, y, z :: Elem
d, e, f :: Layout
s, t, u :: [Char]
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Once we have done this, QuickSpec produces the following equa-
tions (and no others), all tested on several hundred randomly-generated
test cases:
1: nest 0 d == d
2: nest j (nest i d) == nest i (nest j d)
3: d<>nest i e == d<>e
4: nest (i+j) d == nest i (nest j d)
5: (d$$e)$$f == d$$(e$$f)
6: nest i d<>e == nest i (d<>e)
7: (d$$e)<>f == d$$(e<>f)
8: (d<>e)<>f == d<>(e<>f)
9: nest i d$$nest i e == nest i (d$$e)
10: text s<>text t == text (s++t)
11: d<>text "" == d
These laws give us some insight into the behaviour of the pretty-printing
library. For example, law 3 tells us that horizontally composing two
layouts, d<>e, ignores the indentation level of e—in other words, only
the indentation of the ﬁrst thing on each line counts. Law 9 tells
us that when indenting a multi-line layout, each line is individually
indented. (If only the ﬁrst line were indented, we would instead see
the law nest i d$$e == nest i (d$$e).) Line 10 tells us that the
characters in a string are composed horizontally when we use text.
In his paper, Hughes gives a list of 11 axioms that characterise
the pretty-printing combinators. 10 of these 11 are also found by
QuickSpec! (The 11th, which gives conditions when it is possible to
push a <> inside a $$, is a little too complicated for QuickSpec to ﬁnd.)
QuickSpec produces one extra law, number 2. This law is a trivial
consequence of number 4, but QuickSpec does not remove it because
it considers law 2 to be simpler. QuickSpec can indeed discover useful
speciﬁcations for nontrivial libraries, something we expand upon in the
paper.
Related work in Java Henkel et al. [2007] describe a similar system
for Java programs. Their system also uses testing to generate equations
that seem to hold for a collection of functions. This is a bit surprising,
because imperative programs are normally speciﬁed using pre- and
postconditions, rather than equations.
The reason is that Henkel et al. only deal with a small fragment
of Java. The terms in their equations consist of a chain of method
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calls applied to a single object: obj.f(…).g(…). The arguments to the
method calls must be atomic—variables or constants. This restriction
neatly rules out aliasing, since each term will only mention one object.
Because of this, they can model their stateful methods by pure functions
taking the “old” object to the “new” object. This allows them to safely
use equational reasoning.
Unfortunately, this restriction severely limits the scope of their tool.
They are not able to deal with nested method calls f(g(x)), and their
terms can only mention a single object. This means that they do not
support binary operators: if testing, say, a “set” class, they can ﬁnd
laws about insert and delete but not union. Their tool is designed
expressly for ﬁnding laws about data structures, where these restrictions
might not be too onerous; QuickSpec is general-purpose.
Side effects are trouble We are not trying to rubbish Henkel et al.’s
tool. Rather, they have an impossible job because equational reasoning
does not mix well with side effects, and a Java program consists of
nothing but side effects chained in the right order. By contrast, large
parts of functional programs are side-effect-free—even in an impure
language—so that we are able to completely disallow side effects in our
equations and still have a convincing tool.
Paper II: HipSpec: Automating Inductive Proofs using Theory
Exploration
To prove a purely functional program correct—at least if it doesn’t
rely on inﬁnite values—all you need is equational reasoning and induc-
tion. This makes proving much more accessible than in an imperative
language, especially given that many functional programs have simple
speciﬁcations.
Provers like Waldmeister [Hillenbrand et al., 1997], Vampire [Ri-
azanov and Voronkov, 2002], E [Schulz, 2004], Z3 [de Moura and
Bjørner, 2008], and so on, can easily perform equational reasoning.
The Haskell inductive prover Hip [Rosén, 2012] builds on these provers
to perform inductive proofs, by generating equational proof obliga-
tions and sending them to an equational prover. For example, to prove
xs++[] = xs, Hip will choose to do induction on xs, and it will ask the
equational prover to prove []++[] = [] (the base case) and to prove
(x:xs)++[] = x:xs assuming that xs++[] = xs (the step case). Both
proofs will go through and Hip will report xs++[] = xs as proved.
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Then why are automated proofs of program correctness hard? The
trouble lies with induction. To prove something by induction, you
may need to generalise the induction hypothesis, or ﬁrst prove some
auxiliary lemmas, something which is never necessary for pure equa-
tional reasoning because of cut-elimination. Finding the right lem-
mas to prove is the problem. For example, if we try to prove that
reverse (reverse xs) = xs by structural induction on xs, the step
case goes:
reverse (reverse (x:xs))
= { definition of reverse }
reverse (reverse xs ++ [x])
and we are stuck. One way to make the proof go through is to prove the
generalisation reverse (reverse xs ++ ys) = reverse ys ++ xs, and
now the step case goes
reverse (reverse (x:xs) ++ ys)
= { definition of reverse }
reverse ((reverse xs ++ [x]) ++ ys)
= { associativity of ++; definition of ++ }
reverse (reverse xs ++ (x:ys))
= { induction hypothesis }
reverse (x:ys) ++ xs
= { definition of reverse }
(reverse ys ++ [x]) ++ xs
= { associativity of ++; definition of ++ }
reverse ys ++ (x:xs)
Thus, in order to prove a simple property, reverse (reverse xs) = xs,
we needed to both generalise it and ﬁrst prove the associativity of ++.1
Lemmas such as the associativity of ++ form part of the background
theory of a problem—laws that are essential in many proofs. When
proving a theorem, it is hard to automatically invent useful background
lemmas. Our idea with HipSpec is simple: we already have a tool that
will discover lemmas for us, namely QuickSpec! What we can do is
run QuickSpec to discover some background lemmas, and prove as
many of them as possible using Hip. Once we have done that, we take
all we managed to prove and use them as background lemmas in the
main proof. The tricky part is what order to try to prove the discovered
1There is in fact another generalisation, reverse (ys ++ [x]) = x:reverse ys,
that works and does not use the associativity of ++ [Bird, 1998], but often there is not.
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lemmas in; we have a few simple heuristics, detailed in the paper, that
seem to work quite well.
Despite its simplicity, HipSpec seems to work rather well. It can
prove the following property about the rotate function, which has
been identiﬁed as a challenge “beyond the current state-of-the-art for
automated reasoning systems” [Bundy et al., 2005], in under 20 seconds:
prop_rotate xs = rotate (length xs) xs == xs
where
rotate 0 xs = xs
rotate (n+1) [] = []
rotate (n+1) (x:xs) = rotate n (xs ++ [x])
As far as we know, no other theorem prover can prove prop_rotate fully
automatically. HipSpec ﬁrst proves the basic list laws xs++[] = xs and
xs++(ys++zs) = (xs++ys)++zs, and after proving a few other proper-
ties, hits upon the required generalisation,
rotate (length xs) (xs++ys) = ys++xs,
which goes through by induction with the help of the list laws.
HipSpec’s approach to inductive proof is unorthodox. All other
automated induction systems that we know of use top-down lemma
discovery, if they do lemma discovery at all: ﬁrst the system tries to
prove the theorem directly, and if that fails, it uses the failed proof
attempt to come up with a lemma to prove. Systems that work in this
way include ACL2 [Chamarthi et al., 2011], CLAM [Ireland and Bundy,
1995], IsaPlanner [Dixon and Fleuriot, 2004] and Zeno [Sonnex et al.,
2011]. Much work in top-down lemma discovery centres on rippling,
a rewriting-based technique that guarantees that all proof attempts will
terminate, either by proving the property or getting stuck. Proof critics
can look at a stuck rippling proof and suggest a lemma, for example by
generalising the property to be proved.
HipSpec, on the other hand, works bottom-up. It does not even
look at the property it is going to prove. Instead, it proves as many
interesting lemmas as it can, in the hope that it will end up with a rich
enough background theory to prove the main property.
Theory exploration systems such as IsaCoSy [Johansson et al., 2011]
and IsaScheme [Montano-Rivas et al., 2012] can generate and prove
interesting lemmas automatically, much like HipSpec does, but neither
can be used as a theorem prover in the way HipSpec can. They are
also much slower than HipSpec. One reason for this is that QuickSpec
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does not directly generate equations; rather, it generates a lot of terms,
uses testing to divide them into equivalence classes and then extracts
equations from the equivalence relation. Thus it can ﬁnd all equations
over n terms in time proportional to n. IsaCoSy and IsaScheme generate
and test individual equations instead, because they support arbitrary
formulas; this means that it takes time proportional to n2 to ﬁnd all
equations over n terms. Sticking to an inexpressive logic here—namely,
equations with free variables—makes the problem much more tractable!
Top-down and bottom-up lemma discovery seem to complement
each other. Top-down lemma discovery struggles to discover basic prin-
ciples like the associativity of ++, but is good at forcing proofs through
when the right background theory is present. HipSpec is excellent at
ﬁnding background lemmas such as the associativity of ++, but it can
only discover lemmas up to a certain size. We could imagine using the
two in conjunction: HipSpec to ﬁnd a good background theory, and
top-down lemma discovery to attack the particular property we want
to prove, once we have a good background theory.
The version of HipSpec we present here only targets a small subset of
Haskell. In particular, we require all functions to terminate, and the onus
is on the user to check that. The next step is to extend HipSpec to full
Haskell, including non-termination and bottom, and we are currently
in the middle of that. The main obstacle is that some equations will
only hold for total values; we overcome that by generating the correct
totality preconditions for all equations, and proving functions total so
that we can use those equations.
Another problem is that HipSpec does not discover conditional
lemmas. When testing merge sort, for example, we would want to
discover the property ∀xs, ys. sorted(xs) ∧ sorted(ys) =⇒ sorted(
merge(xs, ys)). Since QuickSpec only deals with equations, what we
want is a conditional equation that states that sorted(merge(xs, ys)) =
true only when xs and ys are sorted. QuickSpec does not yet support
conditional equations; we plan to add support, and when we do we
hope to be able to prove much more!
Can we reason about functional programs with ﬁrst-order logic? Hip-
Spec is based on ﬁrst-order logic, but functional programming languages
have higher-order functions. Do we not need higher-order logic to
reason about them?
The answer is no. We can simply defunctionalise the program
[Reynolds, 1972] and then we will have a ﬁrst-order program.
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We only need higher-order logic if our property existentially quanti-
ﬁes over a function. Lucky for us that our property language doesn’t
have existential quantiﬁcation!
Paper III: Sort it out with monotonicity
Historically, most ﬁrst-order provers have not supported types. But
many problems are naturally expressed using types, including most
problems in program veriﬁcation. In this paper, we set out to ﬁnd an
efﬁcient way to encode types in ﬁrst-order logic.
Logicians have known since the dawn of time how to do this, and
many ﬁrst-order logic books tell you how. The idea is to encode types
with typing predicates. For each type T in your formula, introduce a
unary predicate pT , which means “has type T”, and then apply the
following transformation: whenever your formula has a universal quan-
tiﬁcation ∀x : T. (. . .), replace it with ∀x. pT (x) → (. . .). (You also have
to add some axioms about pT , which we will ignore.)
The trouble is that this encoding generates a lot of gunk. We will
introduce one pT literal for each quantiﬁer in the formula, which could
well double the formula’s size. The prover will spend a lot of time
proving that different terms have type T rather than doing useful work.
What we would like to do is just erase the types. This is not always
sound. For example, the formula (∀x, y : T. x = y)∧ (∃x, y : U. x 6= y)
is satisﬁable—it states that the type T has only one element but the type
U has two. If we erase the types, we get (∀x, y. x = y)∧ (∃x, y. x 6= y),
which is contradictory.
We have discovered a condition when type erasure is sound. Our
condition is called monotonicity. A type in a formula is monotonic
if, given a model of that formula, you can extend the domain of the
type with one extra element and still have a model. The type T above
is not monotonic, because it must have only one element: we cannot
add a second element to the domain of T . We prove that you can safely
erase monotonic types (you will have to read the paper to ﬁnd out why).
In the example above, it is safe to erase U but we will need a typing
predicate for T .
We have also designed calculi that detect monotonic types. Many
types are monotonic, including any inﬁnite type and any type that we
don’t use positive equality over (the second implies that U is monotonic
above). We have written a tool called Monotonox that implements our
efﬁcient type encodings.
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Monotonicity also gives us a lovely way of reasoning about type
encodings. Suppose we want to show that our encoding of the formula
above is correct. We split the encoding up into two stages: ﬁrst we add
a typing predicate for T , but without erasing any types, then we erase
the types. (Again, we omit the axioms about pT in the ﬁgure below.)
(∀x, y : T. x = y)∧ (∃x, y : U. x 6= y)
⇓
(∀x, y : T. pT (x)∧ pT (y) → x = y)∧ (∃x, y : U. x 6= y)
⇓
(∀x, y. pT (x)∧ pT (y) → x = y)∧ (∃x, y. x 6= y)
From the arguments above, we know that the middle formula is
monotonic. Hence we can safely erase the types in the middle formula
to obtain the bottom formula! All we need to do is show that the top
and middle formulas have the same meaning, i.e., from a model of one
we can get a model of the other; this is much easier because we have
preserved the types. For example, if we have a model of the top formula,
we can obtain a model of the middle formula by letting pT (x) be true
everywhere. The other direction is also straightforward.
The resulting proof—which is not fully developed until the next
paper—is much cleaner than the traditional textbook proofs, which add
the typing predicates and erase the types at the same time. It is not just
a mathematical curiosity, either: it makes it clear why each aspect of
the encoding is needed. For example, the typing predicates themselves
ensure monotonicity, while the typing axioms happen to be needed to
go from a model of the middle formula to a model of the top formula.
This in turn helped us design the more efﬁcient encodings in the next
paper: we can easily see if anything in our encodings is unnecessary and
if a proposed encoding is sound.
The notion of monotonicity was invented by Blanchette and Krauss
[2011], who used it to help with model ﬁnding in higher-order logic.
We were the ﬁrst to transfer monotonicity to ﬁrst-order logic, and to use
it for erasing types. There seems to be very little work about encoding
types before ours: most people either used the inefﬁcient, traditional
type encodings, or erased types and hoped for the best. Now we can
leave it to Monotonox!
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Paper IV: Encoding Monomorphic and Polymorphic Types
This paper solves two limitations of the last paper:
1. It only applies to monomorphic problems.
2. The type encodings are not as efﬁcient as they could be.
We will explain the second point ﬁrst. The last paper allows us to
leave out typing predicates for monotonic types, but for non-monotonic
types we use the same inefﬁcient scheme as before. In fact, the mono-
tonicity calculus detects dangerous occurrences of variables that cause
their types to perhaps not be monotonic, and it is only the dangerous
variables that we need guard with a typing predicate! This reﬁnement
makes our type encodings extremely slim: normally almost everything
is erased. Our proof sketch from the last section goes through entirely
unchanged; in fact, looking at this proof is how we discovered the re-
ﬁnement in the ﬁrst place.
This paper also extends our type encodings to polymorphism. Poly-
morphism in ﬁrst-order logic is a funny beast because it is not paramet-
ric; for example, we may deﬁne a nullary predicate p 〈α〉 (where α is a
type variable), and give it the axioms p 〈T〉∧¬p 〈U〉. This is satisﬁable,
but erasing everything yields p∧ ¬p, which is contradictory. Thus our
encoding needs to add type arguments. Our p would become a unary
predicate p(A) (where A is a term variable), with axioms p(t)∧¬p(u).
Even without strange predicates like p, we still need to encode type
arguments. Suppose we model combinatory logic, by deﬁning func-
tions app, s and k with the appropriate axioms, and giving them the
usual polymorphic types. We know that we cannot deﬁne a ﬁxpoint
combinator, because polymorphic lambda calculus is strongly normalis-
ing. But if we erase the types without encoding any arguments, we get
the untyped s and k combinators, from which we can deﬁne a ﬁxpoint
combinator!
We lift as much as possible of the theory of the last paper to poly-
morphism. In particular, we can deﬁne monotonicity for a polymorphic
problem. Because of the problem with type arguments, type erasure
is not always sound for monotonic problems, but encoding type ar-
guments followed by type erasure is. With that proved, we can easily
lift our type encodings to polymorphism. This unfortunately results
in many type arguments appearing in the untyped problem; we deﬁne
alternative encodings that encode fewer type arguments at the cost of
guarding more variables.
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Isabelle’s Sledgehammer prover [Blanchette et al., 2011], which
translates higher-order logic problems to ﬁrst-order logic, uses our
techniques for encoding types. We used Sledgehammer to benchmark
our encodings on a variety of provers. For monomorphic problems, our
encodings were very efﬁcient, and even beat some provers’ native type
support! For polymorphic problems, it was best to monomorphise the
problem using a heuristic and then apply the monomorphic encodings;
the true polymorphic encodings lagged a bit behind. Unfortunately, it
seems that encoding polymorphism has some necessary overhead.
Paper V: Finding Race Conditions in Erlang with QuickCheck
and PULSE
Functional programs are not immune from race conditions: while there
are no data races, there can still be races between two clients that talk
to the same server, for example.
Finding race conditions with a hand-written test suite is hopeless,
for two reasons:
1. Concurrent programs tend to be highly non-deterministic. Thus
a single test case may have several plausible correct outcomes,
depending on what order everything happened to execute in. The
larger the test case, the more possible outcomes, and there is
often no obvious way to systematically enumerate those outcomes.
Therefore, it can be hard even to say if a test passed or failed.
2. Race conditions are famously hard to reproduce, and may reveal
themselves only under very particular timing conditions. In order
for a test case to provoke such a race condition, you often need
to “massage” the test case by inserting carefully-chosen delays.
Such test cases depend heavily on the exact timing behaviour of
the code under test and may become ineffective if you even make
the code a little faster or slower—hardly a basis for a good test
suite!
When debugging a race condition, you might want to add print
statements to see what is going on—but that often has the effect
of skewing the timing and making the race condition vanish again!
Testing concurrent programs without tool support is a nightmare. We
present an approach that uses QuickCheck properties to ﬁnd race con-
ditions. Our approach has two parts, eqc_par_statem (short for “Er-
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lang QuickCheck parallel state machine”) to detect bad behaviour and
PULSE to provoke bad behaviour.
eqc_par_statem The idea behind eqc_par_statem is to test for one
particular property of a concurrent API; namely, that all the functions
of that API behave atomically. This is by no means the only property
we might want to test of a concurrent API, but is normally a desirable
property. After all, a concurrent API whose operations don’t behave
atomically will tend to drive its users mad.
How do we test for atomicity? First, the user must supply a sequen-
tial speciﬁcation of the API, giving preconditions, postconditions etc.
for each operation. Erlang QuickCheck already supports these spec-
iﬁcations to help with testing sequential imperative code [Arts et al.,
2006].
Using the sequential speciﬁcation we generate processes that invoke
the API. In fact we generate a pair of parallel processes; each consists of
a sequence of API commands. Then we run the two processes in parallel
and observe the results. Finally, we have to check if in this particular
run of the system, the API functions behaved atomically.
We do this by trying to linearise [Lamport, 1979] the API calls that
were made: we search for an interleaving of the two command sequences
that would give the same results that we actually observed. In other
words, we work out if the system behaved as if only one command was
running at a time. If there is no such interleaving, then the only possible
explanation is that the two processes interfered with each other, and
we report an error.
PULSE The second component of our approach is PULSE, a replace-
ment for the standard Erlang scheduler.
The standard Erlang scheduler suffers from two problems when
testing concurrent code:
• It leads to non-deterministic behaviour: running the same test
several times may result in a different outcome each time, because
the order that processes run in is partly a result of chance. This
leads to unrepeatable test cases.
• Paradoxically, it is also too deterministic: the Erlang scheduler
preempts processes at regular intervals, so that each test case will
have a similar effect each time we run it. This might result in the
system behaving differently when idle and when under load, for
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example. Thus a property we test may be false but might never
be falsiﬁed if we do not test it in exactly the right circumstances.
PULSE takes over scheduling decisions from the standard Erlang
scheduler. Whenever there is a choice to be made—which process should
execute next, for example—it chooses randomly. This exposes as wide
a range of behaviour as possible from the program under test.
PULSE also records the choices it made into a log. If we want to
repeat a test case, we can give the log to PULSE and it will make the
same scheduling choices again, thus giving us repeatability. We can also
turn this log into a graphical trace of the system’s behaviour, to help
with debugging.
Case study We applied our tools to a piece of industrial Erlang code
with a mysterious race condition, which is described in the paper. We
indeed found the race condition; unfortunately, it turned out to be a
subtle design fault and impossible to ﬁx without redesigning the API!
This shows the importance of ﬁnding bugs early.
Related work Imperative programmers are plagued by race conditions
too, so naturally similar tools to PULSE exist. For .NET there is Chess
[Musuvathi et al., 2008] and for Java there is RaceFuzzer [Sen, 2008].
When comparing PULSE to these tools, the most surprising thing
is how much simpler our approach is. We speculate that this is due to
the fact that Java and .NET use shared memory concurrency. Because
of this, almost any line of code can potentially participate in a race:
every operation has an effect that can be observed by other processes,
making the problem of ﬁnding the real race conditions harder because
there are so many irrelevant scheduling decisions. By contrast, Erlang
uses message passing concurrency and only provides shared state in the
form of a mutable map library, ets. PULSE only needs to preempt a
process when it sends a message or performs a genuine side effect, rather
than on every variable access, so there are far fewer ways to schedule
any program and PULSE has an easier time ﬁnding the schedules that
provoke bugs. We make the problem easier by working in a setting
where side effects are only used when actually useful.
The other main difference between our work and that for Java and
.NET is that they don’t have any equivalent of eqc_par_statem for
atomicity testing. Chess requires the user to state a property they want
to hold; for example, that the system must never deadlock. RaceFuzzer
checks that there are no data races, where one thread accesses a variable
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at the same time as another thread is writing to it. However, since this
is a very low-level property, it sometimes ﬁnds harmless data races.
Paper VI: Accelerating Race Condition Detection through
Procrastination
PULSE makes scheduling decisions totally at random. This works
surprisingly well for many Erlang programs, because there are not too
many decisions to be made. However, it is not perfect. In particular,
we are unlikely to delay an event for a long time: since at each step we
pick an event uniformly at random, the probability of leaving a event
for n steps goes down exponentially in n.
We could tweak PULSE’s probability distribution, for example mak-
ing it less likely to pick an event if we have already delayed it for a
long time, but whatever distribution we pick there will be some unlikely
schedules. Instead, inspired by Sen [2008], we decided to make a tool
that would analyse PULSE’s schedules and then tweak them to provoke
race conditions.
The idea is to look at the schedule and ﬁnd two events that might in-
terfere, in the sense that reversing the order of the events might provoke
a different behaviour. For example, two message sends to the same pro-
cess interfere. We re-run PULSE, but reverse the order of the two events
by steadfastly ignoring the ﬁrst event until after we have performed the
second. We call this technique procrastination.
Procrastination has many settings we can tweak. For example, if
we have three message sends to the same process, should we try them in
every possible order? Or, if there are two pairs of interfering message
sends, should we try reversing both pairs at the same time? The obvious
answer to both questions is yes, but procrastination slows down testing:
we should not overdo it.
We also tried to ﬁx another problem with PULSE. Once QuickCheck
ﬁnds a counterexample, it enters a shrinking phase, where it tries to
simplify the counterexample as much as possible. If we are dealing
with a race condition, shrinking will not work well, because when
QuickCheck tests a simpliﬁed counterexample it will often work by
chance. Our solution was simply to ask PULSE to use the same schedule
when testing the simpliﬁed counterexample that it did on the original
counterexample.
We repeated the proc_reg example with procrastination, with mixed
results. Keeping the schedule while shrinking was a success, and we
managed to get the minimal counterexample much more often than
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before. We could provoke the race condition more often with procrasti-
nation, but only if we used the right settings; with the wrong settings, it
was slower.
For procrastination to be more widely useful, it probably needs to
be fully automatic, i.e., we need to decide automatically when it might
be useful to procrastinate a particular event.
My contributions to the papers
Paper I We came up with the ideas behind QuickSpec jointly. I was
responsible for the depth optimisation, the older, rewriting-based prun-
ing algorithm, the instantiation choice in the current pruning algorithm,
the deﬁnition detection and the current implementation. We wrote the
paper jointly.
Paper II Dan Rosén and I wrote the initial implementation together;
since then he has done most of the implementation work, with me
adapting QuickSpec for use in HipSpec. I was responsible for many
of the heuristics in choosing the next equation to prove. We all jointly
wrote the paper.
Paper III It was Koen Claessen’s idea to use monotonicity to detect
when type erasure is sound. Ann Lillieström and I designed the two
calculi together and implemented the tool. We all jointly wrote the paper.
Paper IV Roughly speaking, I was responsible for encoding non-
monotonic types and Jasmin Blanchette for encoding type arguments.
Andrei Popescu was in charge of the Isabelle formalisation and Sascha
Böhme contributed the heuristic monomorphisation.
Paper V Ulf Wiger provided the industrial example; the rest of us
wrote and experimented with PULSE together, mostly in joint hacking
sessions. I was solely responsible for the instrumentation. I was not
involved in the design of eqc_par_statem. We wrote the paper together.
Paper VI John Hughes and I worked out the details of procrastination
together on a plane journey; everything else all of us shared roughly
equally.
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QuickSpec:
Formal Speciﬁcations for Free!
This paper was originally published at TAP 2010 in Malaga, under the
title “QuickSpec: Guessing Formal Speciﬁcations using Testing”. This
is an extended version of the published paper.
Chapter 1
QuickSpec:
Formal Speciﬁcations for Free!
Koen Claessen John Hughes
Nicholas Smallbone
Abstract
We present QuickSpec, a tool that automatically generates al-
gebraic speciﬁcations for sets of pure functions. The tool is based
on testing, rather than static analysis or theorem proving. The
main challenge QuickSpec faces is to keep the number of gener-
ated equations to a minimum while maintaining completeness.
We demonstrate how QuickSpec can improve one’s understand-
ing of a program module by exploring the laws that are generated
using two case studies: a heap library for Haskell and a ﬁxed-
point arithmetic library for Erlang.
1 Introduction
Understanding code is hard. But it is vital to understand what code
does in order to determine its correctness.
One way to understand code better is to write down one’s expec-
tations of the code as formal speciﬁcations, which can be tested for
compliance, by using a property-based testing tool. Our earlier work
on the random testing tool QuickCheck [Claessen and Hughes, 2000]
follows this direction. However, coming up with formal speciﬁcations
is difﬁcult, especially for untrained programmers. Moreover, it is easy
to forget to specify certain properties.
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In this paper, we aim to aid programmers with this problem. We
propose an automatic method that, given a list of function names and
their object code, uses testing to come up with a set of algebraic equa-
tions that seem to hold for those functions. Such a list can be useful in
several ways. Firstly, it can serve as a basis for documentation of the
code. Secondly, the programmer might gain new insights by discovering
new laws about the code. Thirdly, some laws that one expects might
be missing (or some laws might be more speciﬁc than expected), which
points to to a possible mistake in the design or implementation of the
code.
Since we use testing, our method is potentially unsound, meaning
some equations in the list might not hold: the quality of the generated
equations is only as good as the quality of the used test data, so we
have to be careful. Nonetheless, we still think our method is useful.
However, our method is still complete in a precise sense: although
there is a limit on the complexity of the expressions that occur in the
equations, any syntactically valid equation that actually holds for the
code can be derived from the set of equations that QuickSpec generates.
Our method has been implemented for the functional languages
Haskell and Erlang in a tool called QuickSpec. At the moment, Quick-
Spec only works for purely functional code, i.e. no side effects. (Adapt-
ing it to imperative and other side-effecting code is ongoing work.)
1.1 Examples
Let us now show some examples of what QuickSpec can do, by running
it on different subsets of the Haskell standard list functions. When we
use QuickSpec, we have to specify the functions and variable names
which may appear in equations, together with their types. For example,
if we generate equations over the list operators
(++) :: [Elem] -> [Elem] -> [Elem] -- list append
(:) :: Elem -> [Elem] -> [Elem] -- list cons
[] :: [Elem] -- empty list
using variables x,y,z :: Elem and xs,ys,zs :: [Elem], then Quick-
Spec outputs the following list of equations:
xs++[] == xs
[]++xs == xs
(xs++ys)++zs == xs++(ys++zs)
(x:xs)++ys == x:(xs++ys)
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We automatically discover the associativity and unit laws for append
(which require induction to prove). These equations happen to comprise
a complete characterization of the ++ operator. If we add the list reverse
function to the mix, we discover the additional familiar equations
reverse [] == []
reverse (reverse xs) == xs
reverse xs++reverse ys == reverse (ys++xs)
reverse (x:[]) == x:[]
Again, these laws completely characterize the reverse operator. Adding
the sort function from the standard List library, we compute the
equations
sort [] == []
sort (reverse xs) == sort xs
sort (sort xs) == sort xs
sort (ys++xs) == sort (xs++ys)
sort (x:[]) == x:[]
The third equation tells us that sort is idempotent, while the second
and fourth strongly suggest (but do not imply) that the result of sort is
independent of the order of its input.
Adding the usort function (equivalent to nub . sort), which sorts
and eliminates duplicates from its result, generates the same equations
together with one new one:
usort (xs++xs) == usort xs
which strongly suggests that the result of usort is independent of repe-
titions in its input.
If we add a merge function for ordered lists, then we obtain equations
relating merge and sort:
merge [x] (sort xs) == sort (x:xs)
merge (sort xs) (sort ys) == sort (xs++ys)
We also obtain other equations about merge, such as the somewhat
surprising
merge (xs++ys) xs == merge xs xs++ys
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Note that this holds even for unordered xs and ys, but is an artefact of
the precise deﬁnition of merge.
We can deal with higher-order functions as well. Adding the function
map together with a variable f :: Elem -> Elem, we obtain:
map f [] == []
map f (reverse xs) == reverse (map f xs)
map f xs++map f ys == map f (xs++ys)
f x:map f xs == map f (x:xs)
Because our signature concerns sorting and sorted lists, there may
be laws about map f that only hold when f is monotone. Although
QuickSpec does not directly support such conditional laws, we can
simulate them by adding a new type Monotonic of monotone functions.
Given an operator that applies a monotone function to its argument...
monotonic :: Monotonic -> Elem -> Elem
...and a variable f :: Monotonic, we obtain
map (monotonic f) (sort xs) == sort (map (monotonic f) xs)
merge (map (monotonic f) xs) (map (monotonic f) ys) ==
map (monotonic f) (merge xs ys)
The latter equation is far from obvious, since it applies even to unordered
xs and ys.
All of the above uses of QuickSpec only took a fraction of a second
to run, and what is shown here is the verbatim output of the tool.
1.2 Queues
The Erlang standard libraries include an abstract datatype of double-
ended queues, with operations to add and remove elements at the left
and the right ends, to join and reverse queues, and so on. The represen-
tation is the well-known one using a pair of lists, which gives amortized
constant time for many operations [Burton, 1982]. Running QuickSpec
on a signature including
new() -> queue()
tail(queue()) -> queue()
liat(queue()) -> queue()
reverse(queue()) -> queue()
in(elem(),queue()) -> queue()
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in_r(elem(),queue()) -> queue()
join(queue(), queue()) -> queue()
to_list(queue()) -> list()
with the variables
X, Y, Z :: elem()
Q, Q2, Q3 :: queue()
we obtain equations such as
join(new(),Q) == Q
join(Q,new()) == Q
join(join(Q,Q2),Q3) == join(Q,join(Q2,Q3))
to_list(Q) ++ to_list(Q2) == to_list(join(Q,Q2))
which tell us that the join operator is very well-behaved, and
reverse(in(X,Q)) == in_r(X,reverse(Q))
tail(reverse(Q)) == reverse(liat(Q))
which relate the insertion and removal operations at each end of the
queue to each other in a pleasing way. On the other hand, we also obtain
to_list(Q) ++ [X] == to_list(in(X,Q))
[X|to_list(Q)] == to_list(in_r(X,Q))
which reveal that if we thought that in_r inserted an element at the
right or the rear of the queue, then we were wrong! The in function
inserts elements on the right, while in_r inserts them on the left, of
course.
However, some of the generated equations are more intriguing.
Consider this one:
tail(in_r(Y,Q)) == tail(in_r(X,Q))
It is not unexpected that this equation holds—it says that adding an
element to the front of a queue, then removing it again, produces a
result that does not depend on the element value. What is unexpected
is that our tool does not report the simpler form:
tail(in_r(X,Q)) == Q
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In fact, the reason that we do not report this simpler equation is that
it is not true! One counterexample is Q taken to be in(0,new()), which
evaluates to {[0],[]}, but for which the left-hand side of the equation
evaluates to {[],[0]}. These are two different representations of the
“same” queue, but because the representations do differ, then by default
QuickSpec considers the equation to be false.
We can also tell QuickSpec to compare the contents of the queues
rather than the representation, in which case our equation becomes true
and we get a slightly different set of laws.
1.3 Arrays
In 2007, a new library was added to the Erlang distribution supporting
purely functional, ﬂexible arrays, indexed from zero [Carlsson and
Gudmundsson, 2007]. We applied QuickSpec to subsets of its API.
Using the following signature,
new() -> array()
get(index(),array()) -> elem()
set(index(),elem(),array()) -> array()
default_element() -> elem()
with variables
X, Y, Z :: elem()
I, J, K :: index()
A, B, C :: array()
we obtained these laws:
get(I,new()) == default_element()
get(I,set(I,X,A)) == X
get(I,set(J,default_element(),new())) == default_element()
get(J,set(I,X,new())) == get(I,set(J,X,new()))
set(I,X,set(I,Y,A)) == set(I,X,A)
set(J,X,set(I,X,A)) == set(I,X,set(J,X,A))
The default_element() is not part of the arrays library: we introduced
it and added it to the signature after QuickSpec generated the equation
get(I,new()) == get(J,new())
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Since the result of reading an element from an empty array is constant,
we might as well give it a name for use in other equations. When we do
so, then the equation just above is replaced by the ﬁrst one generated.
Some of the equations above are very natural: the second says that
writing an element, then reading it, returns the value written; the ﬁfth
says that writing to the same index twice is equivalent to just writing
the second value. The sixth says that writing the same value X to two
indices can be done in either order—but why can’t we swap any two
writes, as in
set(J,Y,set(I,X,A)) =?= set(I,X,set(J,Y,A))
The reason is that this equation holds only if I /= J (or if X == Y, of
course)! It would be nice to generate conditional equations such as
I /= J ==> set(J,Y,set(I,X,A)) == set(I,X,set(J,Y,A)).
Presently we have a prototype version of QuickSpec that can generate
such laws (and indeed generates the one above), but it is rather prelimi-
nary and there are several creases to be ironed out yet. The version of
QuickSpec that we discuss in this paper doesn’t generate conditional
laws.
The fourth equation
get(J,set(I,X,new())) == get(I,set(J,X,new()))
is a little surprising at ﬁrst, but it does hold—either both sides are the
default element, if I and J are different, or both sides are X, if they are
the same.
Finally, the third equation is quite revealing about the implementa-
tion:
get(I,set(J,default_element(),new())) == default_element()
A new array contains the default element at every index; evidently,
setting an index explicitly to the default element will not change this,
so it is no surprise that the get returns this element. The surprise is
that the second argument of get appears in this complex form. Why is
it set(J,default_element(),new()), rather than simply new(), when
both arrays have precisely the same elements? The answer is that these
two arrays have different representations, even though their elements
are the same. That the equation appears in this form tells us, indirectly,
that
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set(J,default_element(),new()) /= new()
because if they were equal, then QuickSpec would have simpliﬁed the
equation. In fact, there is another operation in the API, reset(I,A),
which is equivalent to setting index I to the default element, and we
discover in the same way that
reset(J,new()) /= new()
set and reset could have been deﬁned to leave an array unchanged
if the element already has the right value—and this could have been a
useful optimization, since returning a different representation forces set
and unset to copy part of the array data-structure. Thus this missing
equation reveals a potentially questionable design decision in the library
itself. This is exactly the kind of insight we would like QuickSpec to
provide!
The arrays library includes an operation to ﬁx the size of an array,
after which it can no longer be extended just by referring to a larger
index. When we add fix to the signature, we discover
fix(fix(A)) == fix(A)
get(I,fix(new())) == undefined()
set(I,X,fix(new())) == undefined()
Fixing a ﬁxed array does not change it, and if we ﬁx a new array (with
a size of zero), then any attempt to get or set an element raises an
exception1.
When we include the array resizing operation, we obtain a number
of new laws:
get(I,resize(J,new())) == default_element()
get(J,resize(J,A)) == get(I,resize(I,A))
resize(I,resize(I,A)) == resize(I,A)
resize(J,fix(C)) == fix(resize(J,C))
set(I,X,resize(I,new())) == set(I,X,new())
The ﬁrst reveals, indirectly, that
resize(J,new()) /= new()
1We consider all terms which raise an exception to be equal—and undefined() is
a built-in-to-QuickSpec term that always does so.
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which is perhaps not so surprising. The second equation is interesting:
it holds because the I’th index is just beyond the end of resize(I,A),
and so the result is either the default element (if A is a ﬂexible array), or
undefined() (if A is ﬁxed). The equation tells us that which result we
get depends only on A, not on I or J. It also tells us that the result is not
always the default element, for example, since if it were, then we would
have generated an equation with default_element() as its right-hand
side.
The reader may care to think about why the third equation speciﬁes
only that two resizes to the same size are equivalent to one, rather than
the more general (but untrue)
resize(I,resize(J,A)) =?= resize(I,A)
The fourth equation tells us that resizing and ﬁxing an array com-
mute nicely, while the ﬁfth gives us a clue about the reason for the
behaviour of set discussed earlier: setting an element can clearly affect
the size of an array, as well as its elements, which is why setting an
element to its existing value cannot always be optimized away.
1.4 Main related work
The existing work that is most similar to ours is Henkel et al. [2007].
They describe a tool for discovering algebraic speciﬁcations from Java
classes using testing, using a similar overall approach as ours (there are
however important technical differences discussed in the related work
section later in the paper). However, the main difference between our
work and theirs is that we generate equations between nested expres-
sions consisting of functions and variables whereas they generate equa-
tions between Java program fragments that are sequences of method
calls. The main problem we faced when designing the algorithms be-
hind QuickSpec was taming the explosion of equations generated by
operators with structural properties, such as associativity and commu-
tativity, equations that are not even expressible as equations between
sequences of method calls (results of previous calls cannot be used as
arguments to later ones).
1.5 Contributions
We present a efﬁcient method, based on testing, that automatically
computes algebraic equations that seem to hold for a list of speciﬁed
pure functions. Moreover, using two larger case studies, we show the
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usefulness of the method, and present concrete techniques of how to
use the method effectively in order to understand programs better.
2 How QuickSpec Works
The input taken by QuickSpec consists of three parts:
• the compiled program,
• a list of functions and variables, together with their types, and
• test data generators for each of the types of which there exists at
least one variable.
2.1 The method
The method used by QuickSpec follows four distinct steps:
1. We ﬁrst generate a (ﬁnite) set of terms, called the universe, that
includes any term that might occur on either side of an equation.
2. We use testing to partition the universe into equivalence classes;
any two terms in the same equivalence class are considered equal
after the testing phase.
3. We generate a list of equations from the equivalence classes.
4. We use pruning to ﬁlter out equations that follow from other
equations by equational reasoning.
In the following, we discuss each of these steps in more detail, plus
some reﬁnements and optimisations to the basic method. As a running
example we take a tiny signature containing the boolean operator &&
and the constant false, as well as boolean variables x and y.
2.2 The universe
First, we need to pin down what kind of equations QuickSpec should
generate. To keep things simple and predictable, we only generate one
ﬁnite set of terms, the universe, and our equations are simply pairs of
terms from the universe. Any pair of terms from the universe can form
an equation, and both sides of an equation must be members of the
universe.
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What terms the universe should contain is really up to the user;
all we require is that the universe be subterm-closed. The most useful
way of generating the universe is letting the user specify a term depth
(usually 3 or 4), and then simply produce all terms that are not too deep.
The terms here consist of the function symbols and variables from the
speciﬁed API.
The size of the universe is typically 1,000 to 50,000 terms, depending
on the application.
To model exceptions, our universe also contains one constant at
each type, called undefined. The behaviour of undefined is to throw
an exception when you evaluate it. This means that we can also ﬁnd
equations of the form t == undefined, which is true if t always throws
an exception.
In our tiny boolean example, supposing that our maximum term
depth is 2, the universe consists of the following terms (we leave out
undefined for clarity):
x y false x&&x x&&y x&&false
y&&x y&&y y&&false false&&x false&&y false&&false
2.3 Equivalence classes
The next step is to gather information about the terms in the universe.
This is the only step in the algorithm that uses testing or makes use of
the program under test. Here, we need to determine which terms seem
to behave the same, and which terms seem to behave differently. In
other words, we are computing an equivalence relation over the terms.
Concretely, in order to compute this equivalence relation, we use
a reﬁnement process. We represent the equivalence relation as a set of
equivalence classes, partitions of the universe. We start by assuming
that all terms are equal, and put all terms in the universe into one giant
equivalence class. Then, we repeat the following process: We use the test
data generators to generate test data for each of the variables occurring
in the terms. We then reﬁne each equivalence class into possibly smaller
ones, by evaluating all the terms in a class and grouping together the
ones that are still equal, splitting the terms that are different. The
process is repeated until the equivalence relation seems “stable”; if no
split has happened for the last 200 tests. Note that equivalence classes
of size 1 are trivial, and can be discarded; these contain a term that is
only equal to itself.
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The typical number of non-trivial equivalence classes we get after
this process lies between 500 and 5,000, again depending on the size of
the original universe and the application.
Once these equivalence classes are generated, the testing phase is
over, and from here onwards we trust the equivalence relation to be
correct.
For our tiny example, the non-trivial equivalence classes are as
follows:
{x, x&&x}
{y, y&&y}
{false, false&&x, false&&y, x&&false, y&&false, false&&false}
{x&&y, y&&x}
2.4 Equations
From the equivalence classes, we can generate a list of equations between
terms. We do this by picking one representative term r from the class,
and producing the equation t = r for all other terms from the class. So,
an equivalence class of size k produces k− 1 equations. The equations
look nicest if r is the simplest element of the equivalence class (according
to some simplicity measure based on for example depth and/or size), but
which r is chosen has no effect on the completeness of the algorithm.
However, this is not the full story. Taking our tiny boolean example
again, we can read off the following equations from the equivalence
relation:
1. x&&x == x
2. y&&y == y
3. x&&y == y&&x
4. x&&false == false
5. y&&false == false
6. false&&x == false
7. false&&y == false
8. false&&false == false
This is certainly not what we want to present to the user: there is a
mass of redundancy here. Laws 2, 5 and 7 are just renamings of laws
1, 4 and 6; moreover, laws 1, 3 and 4 together imply all the other laws.
Our eight equations could be replaced by just three:
1. x&&x == x
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2. x&&y == y&&x
3. x&&false == false
Whittling down the set of equations is the job of the pruning step.
2.5 Pruning
Pruning ﬁlters out redundant laws from the set of equations generated
above, leaving a smaller set that expresses the same information. That
smaller set is what QuickSpec ﬁnally shows to the user.
In a real example, the number of equations that are generated by the
testing phase can lie between 1,000 and 50,000. A list of even 1,000
equations is absolutely not something that we want to present to the
user; the number of equations should be in the tens, not hundreds or
thousands. Therefore, the pruning step is crucial.
Which laws are kept and which are discarded by our current implemen-
tation of QuickSpec is in some ways an arbitrary choice, but our choice
is governed by the following four principles:
1. Soundness: we can only remove a law if it can be derived from
the remaining laws. In other words, from the set of equations
that our pruning algorithm keeps we should be able to derive all
of the equations that were deleted.
2. Conciseness: we should remove all obvious redundancy, for a
suitably chosen deﬁnition of redundant.
3. Implementability: the method should be implementable and rea-
sonably efﬁcient, bearing in mind that we may have thousands of
equations to ﬁlter.
4. Predictability: the user should be able to draw conclusions from
the absence or presence of a particular law, which means that no
ad-hoc decisions should be made in the algorithm.
We would like to argue that the choice of which laws to discard
must necessarily be arbitrary. The “ideal” pruning algorithm might
remove all redundant laws, leaving a minimal set of equations from
which we can prove all the rest. However, this algorithm cannot exist,
because:
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• Whether an equation is redundant is in general undecidable, so
a pruning algorithm will only be able to detect certain classes of
redundancy and will therefore print out more equations than we
would like.
• There will normally not be one unique minimal set of equations.
In our boolean example, we could take out x&&false == false
and replace it by false&&x == false and we would still have
a minimal set. Any algorithm must make an arbitrary choice
between these two sets.
There is one more point. We do not necessarily want to produce
an absolutely minimal set of equations, even if we could. Our tool
is intended for program understanding, and we might want to keep
a redundant equation if it might help understanding. This is another
arbitrary choice any pruning algorithm must make. For example, in the
domain of boolean expressions, from the following laws...
x||true == true
x&&true == x
x&&(y||z) == (x&&y)||(x&&z)
...we can actually prove idempotence, x||x == x! (Take the third law
and substitute true for y and z.) So a truly minimal set of equations for
booleans would not include the idempotence law. However, it’s quite
illuminating and we probably do want to include it.
In other words, we do not want to consider x||x == x redundant,
even though it is possible to prove it. After long discussions between
the authors of the paper on examples like this, it became clear to us
that the choice of what is redundant or not is not obvious; here there is
another arbitrary choice for our algorithm to make.
Eventually we settled on the following notion of redundancy: we
consider an equation redundant if it can be proved from simpler equa-
tions, where we measure an equation’s simplicity in an ad hoc way based
on the equation’s length, number of variables, etc. For example, we will
keep the idempotence law above because you cannot prove it without
invoking the more complicated distributivity law. Our justiﬁcation for
this choice is that a simple, general law is likely to be of interest even if
it can be proved from more complex principles; in our experience, this
seems to be broadly true.
Once we decide to use this “simplicity” metric most of our choices
vanish and it becomes clear that our pruning algorithm should work
broadly like this:
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1. Sort the equations according to “simplicity”.
2. Go through each equation in turn, starting with the simplest one:
• If the equation cannot be proved from the earlier equations
in the list, print it out for the user to see: it will not be pruned.
• If it can be proved, do nothing: it has been pruned.
So now the shape of the pruning algorithm is decided. The problem
we are left with is how to decide if a equation is derivable from the
earlier equations.
Since derivability is undecidable, we decided to deﬁne a decidable
and predictable conservative approximation of logical implication for
equations. The approximation uses a congruence closure data-structure,
a generalization of a union/ﬁnd data-structure that maintains a congru-
ence relation2 over a ﬁnite subterm-closed set of terms. Like union/ﬁnd,
it provides two operations: unifying two congruence classes, and testing
if two terms are in the same congruence class. Congruence closure is
one of the key ingredients in modern SMT-solvers, and we simply reim-
plemented an efﬁcient modern congruence closure algorithm following
Nieuwenhuis and Oliveras [2005].
Congruence closure solves the ground equation problem: it can
decide if a set of equations implies another equation, but only if the
equations contain no variables. It goes like this: start with an empty
congruence relation. For each ground equation t = u that you want to
assume, unify t’s and u’s congruence class. Then to ﬁnd out if a = b
follows from your assumptions, simply check if a and b lie in the same
congruence class. Note that the ground equation problem is decidable,
and efﬁciently solvable: the congruence closure algorithm gives the
correct answer, and very quickly.
We can try to apply the same technique to check for logical impli-
cation even when the equations are not ground. However, there is an
extra inference rule we have to take care of, namely that any instance
of a valid equation is valid: if t = u then tσ = uσ (where σ is any
substitution). Congruence closure does not capture this rule. Instead,
we approximate the rule: whenever we want to assume a non-ground
equation t = u, instead of just unifying t’s and u’s congruence class,
we must generate a large number of instances tσ = uσ and for each of
them we must unify tσ’s and uσ’s congruence class.
2A congruence relation is an equivalence relation that is also a congruence: if x ≡ y
then C[x] ≡ C[y] for all contexts C.
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In other words, given a set of equations E to assume and an equation
a = b to try to prove, we can proceed as follows:
1. Start with an empty congruence relation.
2. For each equation t = u in E, generate a set of substitutions, and
for each substitution σ, unify tσ’s and uσ’s congruence class.
3. Finally, to see if a = b is provable from E, just check if a and b
lie in the same congruence class.
This procedure is sound but incomplete: if it says a = b is true, then it
is; otherwise, a = b is either false or just too difﬁcult to prove.
By plugging this proof procedure into the “broad sketch” of the
pruning algorithm from the previous page, we get a pruning algorithm.
Doing this naively, we would end up reconstructing the congruence
relation for each equation we are trying to prune; that would be wasteful.
Instead we can construct the congruence relation incrementally as we
go along. The ﬁnal pruning algorithm looks like this, and is just the
algorithm from the previous page specialised to use our above heuristic
as the proof method:
1. Start with an empty congruence relation. This relation will repre-
sent all knowledge implied by the equations we have printed so
far, so that if t and u lie in the same congruence class then t = u
is derivable from the printed equations.
2. Sort the equations according to “simplicity”.
3. Go through each equation t = u in turn, starting with the simplest
one:
• If t and u lie in the same congruence class, do nothing: the
equation can be pruned.
• Otherwise:
a) Print the equation out for the user to see: it will not be
pruned.
b) Generate a set of substitutions; for each substitution σ,
unify tσ’s and uσ’s congruence class. (This means that
the congruence relation now “knows” that t = u and
we will be able to prune away its consequences.)
The ﬁnal set of equations that is produced by the pruning algorithm
is simply printed out and shown to the user as QuickSpec’s output.
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2.6 Which instances to generate
One thing we haven’t mentioned yet is which instances of each equation
t = u we should generate in step 3b of the pruning algorithm—this
is a crucial choice that controls the power of the algorithm. Too few
instances and the pruner won’t be able to prove many laws; too many
and the pruner will become slow as we ﬁll the congruence relation with
hundreds of thousands of terms.
Originally we generated all instances tσ = uσ such that both sides
of the equation are members of the universe (recall that the universe is
the large set of terms from which all equations are built). In practice
this means that we would generate all instances up to a particular term
depth.
This scheme allows the pruning algorithm to reason freely about
the terms in the universe: we can guarantee to prune an equation if
there is an equational proof of it where all the terms in all of the steps
of the proof are in the universe, so the pruner is quite powerful and
predictable.
While this scheme works pretty well for most examples, it falls
down a bit when we have operators with structural properties, such as
associativity. For example, generating properties about the arithmetic
operator +, we end up with:
1. x+y = y+x
2. y+(x+z) = (z+y)+x
3. (x+y)+(x+z) = (z+y)+(x+x)
The third equation can be derived from the ﬁrst two, but the proof goes
through a term x+(y+(x+z)) that lies outside of the universe, so our
original scheme doesn’t ﬁnd the proof.
To ﬁx this we relaxed our instance generation somewhat. Instead
of requiring both tσ and uσ to be in the universe, we require only one
of them to be in the universe. Formally, we look at t and generate all
substitutions σ such that tσ is in the universe; then we look at u and
generate all substitutions σ such that uσ is in the universe; then we
apply each of those substitutions to t = u to get an instance, which we
add to the congruence relation.
By relaxing the instance generation, we allow the algorithm to reason
about terms that lie outside the universe, in a limited way. While the
original scheme allows the pruner to ﬁnd all equational proofs where all
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intermediate terms are in the universe,3 the relaxed scheme also allows
us to “jump out” of the universe for one proof step: in our proofs we
are allowed to apply an equation in a way that takes us to a term outside
the universe, provided that we follow it immediately with another proof
step that takes us back into the universe. Our pruner is guaranteed to
prune a law if there is a proof of it fulﬁlling this restriction.
Adding the modiﬁcation we just described to the algorithm, the last
equation is also pruned away. The modiﬁcation does not noticeably
slow down QuickSpec.
An example
We now demonstrate our pruning algorithm on the running booleans
example. To make it more interesting we add another term to the
universe, false&&(x&&false). Our pruning algorithm sorts the initial
set of equations by simplicity, giving the following:
1. x&&x == x
2. y&&y == y
3. x&&y == y&&x
4. x&&false == false
5. y&&false == false
6. false&&x == false
7. false&&y == false
8. false&&false == false
9. false&&(x&&false) == false.
We start with an empty congruence relation ≡ in which every term is in
its own congruence class:
{x} {y} {false} {x&&x} {y&&y} {x&&y} {y&&x}
{x&&false} {y&&false} {false&&x} {false&&y}
{false&&false} {false&&(x&&false)}
Starting from equation 1, we see that x&&x and x are in different congru-
ence classes (we can’t prove them equal) so we print out x&&x == x as
an equation. We add its instances to the congruence-closure by unifying
3Although the pruning algorithm does not exactly search for proofs, it is useful to
characterise the pruning algorithm’s power by what proofs it can ﬁnd: “if it is possible
to prove the equation using a proof of this form then the equation will be pruned”
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x&&x with x, y&&y with y and false&&false with false.4 The congru-
ence relation now looks like this:
{x, x&&x} {y, y&&y} {false, false&&false} {x&&y} {y&&x}
{x&&false} {y&&false} {false&&x} {false&&y}
{false&&(x&&false)}
Coming to equation 2, we see that y&&y and y are in the same congru-
ence class, so we prune away the equation: we can prove it from the
previous equation. Equation 3 isn’t provable, so we print it out and
add some instances to the congruence closure data structure—x&&y ≡
y&&x, x&&false ≡ false&&x, y&&false ≡ false&&y. Now the congru-
ence relation is as follows:
{x, x&&x} {y, y&&y}, {false, false&&false} {x&&y, y&&x}
{x&&false, false&&x} {y&&false, false&&y}
{false&&(x&&false)}
Equation 4, x&&false == false, isn’t provable either, so we print it out.
We generate some instances as usual—x&&false ≡ false, y&&false ≡
false, false&&false ≡ false. This results in the following congruence
relation:
{x, x&&x} {y, y&&y}
{false, x&&false, false&&x, y&&false, false&&y,
false&&false, false&&(x&&false)}
{x&&y, y&&x}
Notice that false&&(x&&false) is now in the same congruence class
as false, even though we never uniﬁed it with anything. This is the
extra feature that congruence closure provides over union/ﬁnd—since
we told it that x&&false≡ false and false&&false≡ false, it deduces
by itself that false&&(x&&false) ≡ false&&false ≡ false.
Looking at the remainder of our equations, both sides are always in
the same congruence class. So all the remaining equations are pruned
away and the ﬁnal set of equations produced by QuickSpec is
1. x&&x == x
2. x&&y == y&&x
3. x&&false == false
as we desired.
4According to our relaxed instance-generation scheme from above, we should
generate even more instances because x can range over any term in the universe, but
we ignore this for the present example.
2. How QuickSpec Works 43
2.7 Alternative pruning methods that Don’t Work
The above pruning algorithm may seem overly sophisticated (although
it is rather short and sweet in practice because the congruence closure
algorithm does all the hard work). Wouldn’t a simpler algorithm be
enough? We claim that the answer is no: in this section we present two
such simpler pruning algorithms, which we used in earlier versions of
QuickSpec; both algorithms fail to remove many real-life redundant
laws.
We present these failed algorithms in the hope that they illustrate
how well-behaved our current pruning algorithm is.
Instance-based pruning
In our ﬁrst preliminary experiments with QuickSpec, we used the fol-
lowing pruning algorithm: simply delete an equation if it’s an instance
of another one.
For our boolean example this leads to the following set of laws:
1. x&&x == x
2. x&&y == y&&x
3. x&&false == false
4. false&&x == false
which is not satisfactory: laws 3 and 4 state the same thing modulo
commutativity. However, to prove law 4 you need to use laws 3 and
2 together, and this simplistic pruning method is not able to do that:
it will only prune a law if it’s an instance of one other law. In all real
examples this simplistic algorithm is hopelessly inadequate.
Rewriting-based pruning
We next observed that we ought to be able to delete the equation
t == u (u being t’s representative), if we can use the other equations as
rewrite rules to simplify t to u, where every rewrite rule must simplify
the term. In fact, because our universe is closed under “simplicity”, if
we can simplify t at all, we can delete the equation t == u. Thus we
can efﬁciently implement this idea.
This approach works just ﬁne on our booleans example. The prob-
lematic equation for instance-based pruning was false&&x == false;
we can use the commutativity of && to rewrite false&&x to x&&false,
and the law x&&false == false to rewrite that to false.
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Why it doesn’t work So why don’t we use this pruning method any
more? It seems promising at ﬁrst glance and is quite easy to implement.
Indeed, we used it in QuickSpec for quite a long time, and it works
well on some kinds of examples, such as lists. However, it is unable to
apply a rewrite step “backwards”, starting from a simpler term to get
to a more complicated term; this is unfortunately often necessary. In
particular:
1. Commutativity laws such as x&&y == y&&x have no natural ori-
entation. So wemay be allowed to rewrite t&&u to u&&t or it may
not; this is determined arbitrarily depending on which term our
equation order considers simpler. If the proof of an equation uses
commutativity in the wrong direction, the rewriting-based pruner
won’t be able to delete the equation.
2. If we have in our signature one operator that distributes over
another, for example x&&(y||z) == (x&&y)||(x&&z), the pruner
will only be able to apply this law from right to left (contracting
a term). However, there are many laws that we can only prove
by using distributivity to expand a term followed by simplifying
it. The rewriting-based pruner will not be able to ﬁlter out those
laws.
Does this matter in practice? To answer, we list just a small selection
of the laws produced by the rewriting-based pruning algorithm when
we ran QuickSpec on a sets example. The signature contains four oper-
ations, new which returns the empty set, add_element which inserts one
element into a set, and the usual set operators union and intersection.
The rewriting-based pruning algorithm printed out these laws, along
with dozens of others:
union(S,S) == S
union(S,new()) == S
union(T,S) == union(S,T)
union(U,union(S,T)) == union(S,union(T,U))
union(S,union(S,T)) == union(S,T)
union(union(S,T),union(T,U)) == union(S,union(T,U))
union(union(S,U),union(T,V)) == union(union(S,T),union(U,V))
add_element(X,add_element(X,S)) == add_element(X,S)
add_element(Y,add_element(X,S)) ==
add_element(X,add_element(Y,S))
union(S,add_element(X,T)) == add_element(X,union(S,T))
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union(add_element(X,S),add_element(X,T)) ==
add_element(X,union(S,T))
union(add_element(X,S),add_element(Y,S)) ==
add_element(X,add_element(Y,S))
union(add_element(X,S),union(S,T)) ==
add_element(X,union(S,T))
union(add_element(X,T),add_element(Y,S)) ==
union(add_element(X,S),add_element(Y,T))
union(add_element(X,T),union(S,U)) ==
union(add_element(X,S),union(T,U))
intersection(intersection(S,T),union(S,U)) ==
intersection(S,T)
intersection(intersection(S,T),union(T,U)) ==
intersection(S,T)
intersection(intersection(S,U),intersection(T,V)) ==
intersection(intersection(S,T),intersection(U,V))
intersection(intersection(S,U),union(T,U)) ==
intersection(S,U)
intersection(intersection(T,U),union(S,T)) ==
intersection(T,U)
Terrible! Notice how many of the equations are just simple varia-
tions of each other. By contrast, the current implementation of Quick-
Spec, using the pruning algorithm described in section 2.5, returns these
17 laws only:
1. intersection(T,S) == intersection(S,T)
2. union(T,S) == union(S,T)
3. intersection(S,S) == S
4. intersection(S,new()) == new()
5. union(S,S) == S
6. union(S,new()) == S
7. add_element(Y,add_element(X,S)) ==
add_element(X,add_element(Y,S))
8. intersection(T,intersection(S,U)) ==
intersection(S,intersection(T,U))
9. union(S,add_element(X,T)) == add_element(X,union(S,T))
10. union(T,union(S,U)) == union(S,union(T,U))
11. intersection(S,add_element(X,S)) == S
12. intersection(S,union(S,T)) == S
13. union(S,intersection(S,T)) == S
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14. intersection(add_element(X,S),add_element(X,T)) ==
add_element(X,intersection(S,T))
15. intersection(union(S,T),union(S,U)) ==
union(S,intersection(T,U))
16. union(add_element(X,S),add_element(X,T)) ==
add_element(X,union(S,T))
17. union(intersection(S,T),intersection(S,U)) ==
intersection(S,union(T,U))
This is still not ideal—there is some repetition between add_element
and union (more on that in section 2.8), but is much better.
Comparison with the current algorithm The rewriting-based pruning
algorithm, although often reasonable, is brittle and unpredictable. It
depends on ordering the terms in exactly the right way so that all the laws
we want to erase can be proved purely by simpliﬁcation—we can never
rewrite a smaller term to a larger term. It is far too sensitive to the exact
term order we use (to get good results we had to use a carefully-tuned,
delicate heuristic), and blows up when there is no natural term order to
use, such as when we have commutativity or distributivity laws.
Our congurence closure-based algorithm, by contrast, is supremely
well-behaved. It has no problem with commutativity laws, since it
doesn’t need to orient equations. It is quite insensitive to the equation
ordering, unlike the rewriting-based algorithm. It works very well on
most examples; more importantly, we know of no examples where
it does badly: we can rely on it to produce a reasonable set of laws
whatever program we give QuickSpec.
2.8 Deﬁnitions
Recall our sets example from section 2.7. We have four operators, new
that returns the empty set, add_element that adds an element to a set,
and union and intersection. Running QuickSpec on this signature,
we get slightly unsatisfactory results:
1. intersection(T,S) == intersection(S,T)
2. union(T,S) == union(S,T)
3. intersection(S,S) == S
4. intersection(S,new()) == new()
5. union(S,S) == S
6. union(S,new()) == S
7. add_element(Y,add_element(X,S)) ==
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add_element(X,add_element(Y,S))
8. intersection(T,intersection(S,U)) ==
intersection(S,intersection(T,U))
9. union(S,add_element(X,T)) == add_element(X,union(S,T))
10. union(T,union(S,U)) == union(S,union(T,U))
11. intersection(S,add_element(X,S)) == S
12. intersection(S,union(S,T)) == S
13. union(S,intersection(S,T)) == S
14. intersection(add_element(X,S),add_element(X,T)) ==
add_element(X,intersection(S,T))
15. intersection(union(S,T),union(S,U)) ==
union(S,intersection(T,U))
16. union(add_element(X,S),add_element(X,T)) ==
add_element(X,union(S,T))
17. union(intersection(S,T),intersection(S,U)) ==
intersection(S,union(T,U))
These results state everything we would like to know about union and
intersection, but there are perhaps more laws than we would like to
see. Several laws appear in two variants, one for union and one for
add_element.
This suggests that union and add_element are similar somehow.
And indeed they are: add_element is the special case of union where
one set is a singleton set (S ∪ {x}). The way to reduce the number of
equations is to replace add_element by a function unit that returns a
singleton set. This function is simpler, so we expect better laws, but
the API remains as expressive as before because add_element can be
deﬁned using unit and union. If we do that we get fewer laws:
1. intersection(T,S) == intersection(S,T)
2. union(T,S) == union(S,T)
3. intersection(S,S) == S
4. intersection(S,new()) == new()
5. union(S,S) == S
6. union(S,new()) == S
7. intersection(T,intersection(S,U)) ==
intersection(S,intersection(T,U))
8. union(T,union(S,U)) == union(S,union(T,U))
9. intersection(S,union(S,T)) == S
10. union(S,intersection(S,T)) == S
11. intersection(union(S,T),union(S,U)) ==
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union(S,intersection(T,U))
12. union(intersection(S,T),intersection(S,U)) ==
intersection(S,union(T,U))
Now all the laws are recognisable as standard set theory ones, so we
should conclude that there is not much redundancy here. Much better!
This technique is more widely applicable: whenever we have a redundant
operator we will often get better results from QuickSpec if we remove
it from the signature. QuickSpec in fact alerts us that an operator is
redundant by printing out a deﬁnition of that operator in terms of other
operators. In our case, when we ran QuickSpec the ﬁrst time it also
printed the following:
add_element(X,S) := union(S,add_element(X,new()))
In other words, add_element(X,S) is the union of S and the singleton
set {X}, which we can construct with add_element(X,new()).
What QuickSpec looks for when it searches for deﬁnitions is a
pair of equal terms in the equivalence relation satisfying the following
conditions:
• One term must be a function call with all arguments distinct vari-
ables. In our case, this is add_element(X,S). This is the left-hand
side of the deﬁnition.
• The deﬁnition should not be circular; for example, we should not
emit union(S,T) := union(T,S) as a deﬁnition. One possibility
would be to forbid the right-hand side of a deﬁnition from refer-
ring to the function we’re trying to deﬁne. However, this is too
restrictive: in the deﬁnition of add_element, we use add_element
on the right-hand side but we use a special case of add_element
to construct a singleton set. We capture this by allowing the right-
hand side of the deﬁnition to call the function it deﬁnes, but with
one restriction: there must be a variable on the left-hand side of
the deﬁnition that does not appear in the “recursive” call. In our
case, the left-hand side mentions the variable S and the recursive
call to add_element does not, so we conclude that the recursive
call is a special case of add_element rather than a circular deﬁni-
tion.
2. How QuickSpec Works 49
2.9 The depth optimisation
QuickSpec includes one optimisation to reduce the number of terms
generated. We will ﬁrst motivate the optimisation and then explain it
in more detail.
Suppose we have run QuickSpec on an API of boolean operators
with a depth limit of 2, giving (among others) the law x&&x==x. But
now, suppose we want to increase the depth limit on terms from 2 to
3. Using the algorithm described above, we would ﬁrst generate all
terms of depth 3, including such ones as x&&y and (x&&x)&&y. But these
two terms are obviously equivalent (since we know that x&&x==x), we
won’t get any more laws by generating both of them, and we ought to
generate only x&&y and not (x&&x)&&y.
The observation we make is that, if two terms are equal (like x&&x
and x above), we ought to pick one of them as the “canonical form” of
that expression; we avoid generating any term that has a non-canonical
form as a subterm. In this example, we don’t generate (x&&x)&&y,
because it has x&&x as a subterm.
The depth optimisation applies this observation, and works as fol-
lows. If we want to generate all terms up to depth 3, say, we ﬁrst
generate all terms up to depth 2 and sort them into equivalence classes
by testing. The representatives of those classes we intend to be the
“canonical forms” we mentioned above. Then, for terms of depth 3, we
generate only those terms for which all the direct subterms are the repre-
sentatives of their equivalence class. In the example above, we have an
equivalence class {x, x&&x}; x is the representative. So we will generate
terms that contain x as a direct subterm but not ones that contain x&&x.
We can justify why this optimisation is sound. If we choose not to
generate a term t with canonical form t', and if testing would have
revealed an equation t==u, we will also generate an equation t'==u.5
We also will have generated laws that imply t==t',and therefore t==u
is redundant. (In fact, the pruner would’ve ﬁltered out t==u.)
This optimisation makes a very noticeable difference to the number
of terms generated. For a large list signature, the number of terms goes
down from 21266 to 7079. For booleans there is a much bigger differ-
ence, since so many terms are equal: without the depth optimisation
we generate 7395 terms, and with it 449 terms. Time-wise, the method
becomes an order of magnitude faster.
5This relies on t' not having greater depth than t, which requires the term ordering
to always pick the representative of an equivalence class as a term with the smallest
depth.
3. Case Studies 50
2.10 Generating Test Data
As always with random testing tools, the quality of the test data deter-
mines the quality of the generated equations. As such, it is important to
provide good test data generators, that ﬁt the program at hand. In our
property-based random testing tool QuickCheck [Claessen and Hughes,
2000], we have a range of test data generators for standard types, and a
library of functions for building custom generators. QuickSpec simply
reuses QuickCheck’s random data generators.
As an example of what can happen if we use an inappropriate
generator, consider generating laws for an API including the following
functions:
isPrefixOf :: [Elem] -> [Elem] -> Bool
null :: [Elem] -> Bool
If one is not careful in deﬁning the list generator, QuickSpec might end
up producing the law isPrefixOf xs ys == null xs. Why? Because
for two randomly generated lists, it is very unlikely that one is a preﬁx
of the other, unless the ﬁrst is empty. So, there is a risk that the interesting
test cases that separate isPrefixOf xs ys and null xs will not be
generated. The problem can be solved by making sure that the generator
used for random lists is likely to pick the list elements from a small
domain. Thus, just as in using QuickCheck, creating custom generators
is sometimes necessary to get correct results.
We have to point out that this does not happen often even if we are
careless about test data generation: as noted earlier, in our implementa-
tion we keep on reﬁning the equivalence relation until it has been stable
for 200 iterations, which gives QuickSpec a better chance of falsifying
hard-to-falsify equations.
3 Case Studies
In this section, we present two case studies using QuickSpec. Our goal is
primarily to derive understanding of the code we test. In many cases, the
speciﬁcations generated by QuickSpec are initially disappointing—but
by extending the signature with new operations we are able to arrive
at concise and perspicuous speciﬁcations. Arguably, selecting the right
operations to specify is a key step in formulating a good speciﬁcation,
and one way to see QuickSpec is as a tool to support exploration of
this design space.
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3.1 Case Study #1: Leftist Heaps in Haskell
A leftist heap [Okasaki, 1998] is a data structure that implements a
priority queue. A leftist heap provides the usual heap operations:
empty :: Heap
isEmpty :: Heap -> Bool
insert :: Elem -> Heap -> Heap
findMin :: Heap -> Elem
deleteMin :: Heap -> Heap
When we tested this signature with the variables h, h1, h2 :: Heap
and x, y, z :: Elem then QuickSpec generated a rather incomplete
speciﬁcation. The speciﬁcation describes the behaviour of findMin and
deleteMin on empty and singleton heaps:
findMin empty == undefined
findMin (insert x empty) == x
deleteMin empty == undefined
deleteMin (insert x empty) == empty
It shows that the order of insertion into a heap is irrelevant:
insert y (insert x h) == insert x (insert y h),
Apart from that, it only contains the following equation:
isEmpty (insert x h1) == isEmpty (insert x h)
This last equation is quite revealing—obviously, we would expect both
sides to be False, which explains why they are equal. But why doesn’t
QuickSpec just print the equation isEmpty (insert x h) == False?
The reason is that False is not in our signature! When we add it to
the signature, then we do indeed obtain the simpler form instead of the
original equation above.6
Generalising a bit, since isEmpty returns a Bool, it’s certainly sensible
to give QuickSpec operations that manipulate booleans. We added
the remaining boolean connectives True, &&, || and not; one new law
appeared that we couldn’t express before, isEmpty empty == True.
6For completeness, we will list all of the new laws that QuickSpec produces every
time we change the signature.
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Merge
Leftist heaps actually provide one more operation than those we en-
countered so far: merging two heaps.
merge :: Heap -> Heap -> Heap
If we run QuickSpec on the new signature, we get the fact that merge is
commutative and associative and has empty as a unit element:
merge h1 h == merge h h1
merge h1 (merge h h2) == merge h (merge h1 h2)
merge h empty == h
We get nice laws about merge’s relationship with the other operators:
merge h (insert x h1) == insert x (merge h h1)
isEmpty h && isEmpty h1 == isEmpty (merge h h1)
We also get some curious laws about merging a heap with itself:
findMin (merge h h) == findMin h
merge h (deleteMin h) == deleteMin (merge h h)
These are all the equations that are printed. Note that there are no re-
dundant laws here. As mentioned earlier, our testing method guarantees
that this set of laws is complete, in the sense that any valid equation
over our signature, which is not excluded by the depth limit, follows
from these laws.
With Lists
We can get useful laws about heaps by relating them to a more com-
mon data structure, lists. First, we need to extend the signature with
operations that convert between heaps and lists:
fromList :: [Elem] -> Heap
toList :: Heap -> [Elem]
fromList turns a list into a heap by folding over it with the insert
function; toList does the reverse, deconstructing a heap using findMin
and deleteMin. We should also add a few list operations mentioned
earlier:
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(++) :: [Elem] -> [Elem] -> [Elem]
tail :: [Elem] -> [Elem]
(:) :: Elem -> [Elem] -> [Elem]
[] :: [Elem]
sort :: [Elem] -> [Elem]
and variables xs, ys, zs :: [Elem]. Now, QuickSpec discovers many
new laws. The most striking one is
toList (fromList xs) == sort xs.
This is the deﬁnition of heapsort! The other laws indicate that our
deﬁnitions of toList and fromList are sensible:
sort (toList h) == toList h
fromList (toList h) == h
fromList (sort xs) == fromList xs
fromList (ys++xs) == fromList (xs++ys)
The ﬁrst law says that toList produces a sorted list, and the second
one says that fromList . toList is the identity (up to == on heaps,
which actually applies toList to each operand and compares them!).
The other two laws suggest that the order of fromList’s input doesn’t
matter.
We get a deﬁnition by pattern-matching of fromList (read the second
and third equations from right to left):
fromList [] == empty
insert x (fromList xs) == fromList (x:xs)
merge (fromList xs) (fromList ys) == fromList (xs++ys)
We also get a family of laws relating heap operations to list opera-
tions:
toList empty == []
head (toList h) == findMin h
toList (deleteMin h) == tail (toList h)
We can think of toList h as an abstract model of h—all we need to
know about a heap is the sorted list of elements, in order to predict
the result of any operation on that heap. The heap itself is just a clever
representation of that sorted list of elements.
The three laws above deﬁne empty, findMin and deleteMin by how
they act on the sorted list of elements—the model of the heap. For
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example, the third law says that applying deleteMin to a heap corre-
sponds to taking the tail in the abstract model (a sorted list). Since
tail is obviously the correct way to remove the minimum element from
a sorted list, this equation says exactly that deleteMin is correct!7
So these three equations are a complete speciﬁcation of the three
functions empty, findMin and deleteMin!
If we want to extend this to a complete speciﬁcation of heaps, we
must add operators to insert an element into a sorted list, to merge two
sorted lists, and to test if a sorted list is empty…
insertL :: Elem -> [Elem] -> [Elem]
mergeL :: [Elem] -> [Elem] -> [Elem]
null :: [Elem] -> Bool
…and our reward is three laws asserting that the functions insert,
merge and isEmpty are correct:
toList (insert x h) == insertL x (toList h)
mergeL (toList h) (toList h1) == toList (merge h h1)
null (toList h) == isEmpty h
We also get another law about fromList to go with our earlier
collection. This one says essentially that mergeL xs ys contains each
of the members of both xs and ys exactly once:
fromList (mergeL xs ys) == fromList (xs++ys)
This section highlights the importance of choosing a rich set of
operators when using QuickSpec. There are often useful laws about a
library that mention functions from unrelated libraries; the more such
functions we include, the more laws QuickSpec can ﬁnd. In the end,
we got a complete speciﬁcation of heaps (and heapsort, as a bonus!) by
including list functions in our testing.
It’s not always obvious which functions to add to get better laws.
In this case, there were several reasons for choosing lists: they’re well-
understood, there are operators that convert heaps to and from lists,
and sorted lists form a model of priority queues.
7This style of speciﬁcation is not new and goes back to Hoare [1972].
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Buggy Code
What happens when the code under test has a bug? To ﬁnd out, we
introduced a fault into toList. The buggy version of toList doesn’t
produce a sorted list, but rather the elements of the heap in an arbitrary
order.
We were hoping that some laws would fail, and that QuickSpec
would produce speciﬁc instances of some of those laws instead. This
happened: whereas before, we had many useful laws about toList,
afterwards, we had only two:
toList empty == []
toList (insert x empty) == x:[]
Two things stand out here: ﬁrst, we know that the buggy toList
does not produce a sorted result, otherwise we would get the law
sort (toList h) == toList h. Second, we only get equations about
empty and singleton heaps, not about heaps of arbitrary size. Quick-
Spec is unable to ﬁnd any speciﬁcation of toList on non-trivial heaps,
which suggests that the buggy toList has no simple speciﬁcation.
A trick
We ﬁnish with a “party trick”: getting QuickSpec to discover how to
implement insert and deleteMin. We hope to run QuickSpec and see
it print equations of the form insert x h = ? and deleteMin h = ?.
We need to prepare the trick ﬁrst; if we just run QuickSpec straight
away, we won’t get either equation. There are two reasons, each of
which explains the disappearance of one equation.
First, it’s impossible to implement deleteMin using only the leftist
heap API, so there’s no equation for QuickSpec to print. To give Quick-
Spec a chance, we need to reveal the representation of leftist heaps;
they’re really binary trees. So we add the functions
leftBranch :: Heap -> Heap
rightBranch :: Heap -> Heap
to the signature. Of course, no implementation of leftist heaps would
export these functions, this is only for the trick.
Secondly, QuickSpec won’t bother to print out the deﬁnition of
insert: it’s easily derivable from the other laws, so QuickSpec considers
it boring. Actually, in most ways, it is pretty boring; the one thing that
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makes it interesting is that it deﬁnes insert, but QuickSpec takes no
notice of that.
Fortunately, we have a card up our sleeve: QuickSpec prints a list of
deﬁnitions, equations that deﬁne an operator in terms of other operators,
as we saw in section 2.8. The real purpose of this is to suggest redundant
operators, but we will use it to see the deﬁnition of insert instead.
Finally, we also need to be careful—previously, we were treating our
heap as an abstract data type, so that two heaps would be equal if they
had the same elements. But leftBranch and rightBranch peek into the
internals of the heap, so they can distinguish heaps that are morally the
same. So we had better tell QuickSpec that equality should check the
representation of the heap and not its contents.
Everything in place at last, we run QuickSpec. And—hey presto!—
out come the equations
insert x h = merge h (insert x empty)
deleteMin h = merge (leftBranch h) (rightBranch h)
That is, you can insert an element by merging with a unit heap that just
contains that element, or delete the minimum element—which happens
to be stored at the root of the tree—by merging the root’s branches.
3.2 Case Study #2: Understanding a Fixed Point Arithmetic
Library in Erlang
We used QuickSpec to try to understand a library for ﬁxed point arith-
metic, developed by a South African company, which we were previously
unfamiliar with. The library exports 16 functions, which is rather over-
whelming to analyze in one go, so we decided to generate equations for
a number of different subsets of the API instead. In this section, we give
a detailed account of our experiments and developing understanding.
Before we could begin to use QuickSpec, we needed a QuickCheck
generator for ﬁxed point data. We chose to use one of the library
functions to ensure a valid result, choosing one which seemed able to
return arbitrary ﬁxed point values:
fp() -> ?LET({N,D},{largeint(),nat()},from_minor_int(N,D)).
That is, we call from_minor_int with random arguments. We suspected
that D is the precision of the result—a suspicion that proved to be correct.
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Addition and Subtraction
We began by testing the add operation, deriving commutativity and
associativity laws as expected. Expecting laws involving zero, we deﬁned
zero() -> from_int(0)
and added it to the signature, obtaining as our reward a unit law,
add(A,zero()) == A.
The next step was to add subtraction to the signature. However,
this led to several very similar laws being generated—for example,
add(B,add(A,C)) == add(A,add(B,C))
add(B,sub(A,C)) == add(A,sub(B,C))
sub(A,sub(B,C)) == add(A,sub(C,B))
sub(sub(A,B),C) == sub(A,add(B,C))
To relieve the problem, we added another derived operator to the signa-
ture instead:
negate(A) -> sub(zero(),A).
and observed that the earlier family of similar laws was no longer
generated, replaced by a single one, add(A,negate(B)) == sub(A,B).
Thus by adding a new auxiliary function to the signature, negate, we
were able to reduce the complexity of the speciﬁcation considerably.
After this new equation was generated by QuickSpec, we tested it
extensively using QuickCheck. Once conﬁdent that it held, we could
safely replace sub in our signature by add and negate, without losing
any other equations. Once we did this, we obtained a more useful set
of new equations:
add(negate(A),add(A,A)) == A
add(negate(A),negate(B)) == negate(add(A,B))
negate(negate(A)) == A
negate(zero()) == zero()
These are all very plausible—what is striking is the absence of the
following equation:
add(A,negate(A)) == zero()
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When an expected equation like this is missing, it’s easy to formulate
it as a QuickCheck property and ﬁnd a counterexample, in this case
{fp,1,0,0}. We discovered by experiment that negate({fp,1,0,0}) is
actually the same value! This strongly suggests that this is an alternative
representation of zero (zero() evaluates to {fp,0,0,0} instead).
Zero is not equal to zero
It is reasonable that a ﬁxed point arithmetic library should have dif-
ferent representations for zero of different precisions, but we had not
anticipated this. Moreover, since we want to derive equations involving
zero, the question arises of which zero we would like our equations
to contain! Taking our cue from the missing equation, we introduced
a new operator zero_like(A) -> sub(A,A) and then derived not only
add(A,negate(A)) == zero_like(A) but a variety of other interesting
laws. These two equations suggest that the result of zero_like depends
only on the number of decimals in its argument,
zero_like(from_int(I)) == zero()
zero_like(from_minor_int(J,M)) ==
zero_like(from_minor_int(I,M))
this equation suggests that the result has the same number of decimals
as the argument,
zero_like(zero_like(A)) == zero_like(A)
while these two suggest that the number of decimals is preserved by
arithmetic.
zero_like(add(A,A)) == zero_like(A)
zero_like(negate(A)) == zero_like(A)
It is not in general true that add(A,zero_like(B)) == A which is not so
surprising—the precision of B affects the precision of the result. Quick-
Spec does ﬁnd a more restricted property, add(A,zero_like(A)) == A.
The following equations suggest that the precision of the results
of add and negate depend only on the precision of the arguments, not
their values:
add(zero_like(A),zero_like(B)) == zero_like(add(A,B))
negate(zero_like(A)) == zero_like(A)
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Multiplication and Division
When we added multiplication and division operators to the signature,
then we followed a similar path, and were led to introduce reciprocal
and one_like functions, for similar reasons to negate and zero_like
above. One interesting equation we discovered was this one:
divide(one_like(A),reciprocal(A)) ==
reciprocal(reciprocal(A))
The equation is clearly true, but why does it say reciprocal(
reciprocal(A)) instead of just A? The reason is that the left-hand side
raises an exception if A is zero, and so the right-hand side must do so
also—which reciprocal(reciprocal(A)) does.
We obtain many equations that express things about the precision
of results, such as
multiply(B,zero_like(A)) == zero_like(multiply(A,B))
multiply(from_minor_int(I,N),from_minor_int(J,M)) ==
multiply(from_minor_int(I,M),from_minor_int(J,N))
where the former expresses the fact that the precision of the zero pro-
duced depends both on A and B, and the latter expresses
i× 10−m × j× 10−n = i× 10−n × j× 10−m
That is, it is in a sense the commutativity of multiplication in disguise.
One equation we expected, but did not see, was the distributivity of
multiplication over addition. Alerted by its absence, we formulated a
corresponding QuickCheck property,
prop_multiply_distributes_over_add() ->
?FORALL({A,B,C},{fp(),fp(),fp()},
multiply(A,add(B,C)) ==
add(multiply(A,B),multiply(A,C))).
and used it to ﬁnd a counterexample:
A = {fp,1,0,4}, B = {fp,1,0,2}, C = {fp,1,1,4}
We used the library’s format function to convert these to strings, and
found thus that A = 0.4, B = 0.2, C = 1.4. Working through the
example, we found that multiplying A and B returns a representation of
0.1, and so we were alerted to the fact that multiply rounds its result
to the precision of its arguments.
3. Case Studies 60
Understanding Precision
At this point, we decided that we needed to understand how the pre-
cision of results was determined, so we deﬁned a function precision
to extract the ﬁrst component of an {fp,...} structure, where we sus-
pected the precision was stored. We introduced a max function on natu-
rals, guessing that it might be relevant, and (after observing the term
precision(zero()) in generated equations) the constant natural zero.
QuickSpec then generated equations that tell us rather precisely how
the precision is determined, including the following:
max(precision(A),precision(B)) == precision(add(A,B))
precision(divide(zero(),A)) == precision(one_like(A))
precision(from_int(I)) == 0
precision(from_minor_int(I,M)) == M
precision(multiply(A,B)) == precision(add(A,B))
precision(reciprocal(A)) == precision(one_like(A))
The ﬁrst equation tells us the addition uses the precision of whichever
argument has the most precision, and the ﬁfth equation tells us that
multiplication does the same. The second and third equations conﬁrm
that we have understood the representation of precision correctly. The
second and sixth equations reveal that our deﬁnition of one_like(A)
raises an exception when A is zero—this is why we do not see
precision(one_like(A)) == precision(A).
The second equation is more speciﬁc than we might expect, and in
fact it is true that
precision(divide(A,B)) ==
max(precision(A),precision(one_like(B)))
but the right-hand side exceeds our depth limit, so QuickSpec cannot
discover it.
If we could discover conditional equations, then QuickSpec might
discover instead that
B/=zero_like(B) ==>
precision(divide(A,B)) == precision(add(A,B))
a property which we veriﬁed with QuickCheck.
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3.3 Adjusting Precision
The library contained two operations whose meaning we could not
really guess from their names, adjust and shr. Adding adjust to the
signature generated a set of equations including the following:
adjust(A,precision(A)) == A
precision(adjust(A,M)) == M
zero_like(adjust(A,M)) == adjust(zero(),M)
adjust(zero_like(A),M) == adjust(zero(),M)
These equations make it fairly clear that adjust sets the precision of
its argument. We also generated an equation relating double to single
adjustment:
adjust(adjust(A,M),0) == adjust(A,0)
We generalised this to
N =< M ==> adjust(adjust(A,M),N) == adjust(A,N),
a law which QuickSpec might well have generated if it could produce
conditional equations. We tested the new equation with QuickCheck,
and discovered it to be false! The counterexample QuickCheck found
shows that the problem is caused by rounding: adjusting 0.1045 to
three decimal places yields 0.105, and adjusting this to two decimals
produces 0.11. Adjusting the original number to two decimals in one
step produces 0.10, however, which is different. In fact, the original
equation that QuickSpec found above is also false—but several hundred
tests are usually required to ﬁnd a counterexample. This shows the
importance of testing the most interesting equations that QuickSpec
ﬁnds more extensively—occasionally, it does report falsehoods. Had we
written a test data generator that tried to provoke interesting rounding
behaviours we mightn’t have encountered these false equations.
3.4 shr: Problems with Partiality
Adding shr to the signature, too, we at ﬁrst obtained several rather
complex equations, of which this is a typical example:
adjust(shr(zero(),I),precision(A)) == shr(zero_like(A),I)
All the equations had one thing in common: shr appeared on both sides
of the equation, with the same second argument. Eventually we realised
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why: shr is a partial function, which raises an exception when its
second argument is negative—so QuickSpec produced equations with
shr on both sides so that exceptions would be raised in the same cases.
We changed the signature to declare shr’s second argument to be nat()
rather than int(), whereupon QuickSpec produced simple equations
as usual.
QuickSpec told us how the precision of the result is determined:
precision(shr(A,M)) == precision(A)
Other informative equations were
shr(shr(A,N),M) == shr(shr(A,M),N)
shr(A,0) == A
shr(zero_like(A),M) == zero_like(A)
and, after we introduced addition on naturals,
shr(shr(A,M),N) == shr(A,M+N)
We began to suspect that shr implemented a right shift, and to test this
hypothesis we formulated the property
prop_shr_value() ->
?FORALL({N,A},{nat(),fp()},
shr(multiply(A,pow(10,N)),N) == A).
and after 100,000 successful tests concluded that our hypothesis was
correct.
Summing Up
Overall, we found QuickSpec to be a very useful aid in developing an
understanding of the ﬁxed point library. Of course, we could simply
have formulated the expected equations as QuickCheck properties, and
tested them without the aid of QuickSpec. However, this would have
taken very much longer, and because the work is fairly tedious, there is a
risk that we might have forgotten to include some important properties.
QuickSpec automates the tedious part, and allowed us to spot missing
equations quickly.
Of course, QuickSpec also generates unexpected equations, and
these would be much harder to ﬁnd using QuickCheck. In particular,
when investigating functions such as adjust, where we initially had
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little idea of what they were intended to do, then it would have been
very difﬁcult to formulate candidate QuickCheck properties in advance.
Although QuickSpec can run given any signature, we discovered
that if QuickSpec is used without sufﬁcient thought, the result is often
disappointing. We needed to use our ingenuity to extend the signature
with useful auxiliaries, such as negate, precision, + and max, to get the
best out of QuickSpec.
Since QuickSpec is unsound, it may generate equations which are
not true, as it did once in our case study. However, even these false
equations can be quite informative, since they are nearly true—they
are simple statements which passed a few hundred test cases. They are
thus likely misconceptions about the code, and formulating them, then
discovering their falsehood by more extensive testing, contributes in
itself to understanding of the code. (“You might think that such-and-
such holds, but oh no, consider this case!”). We regularly include such
negative properties in QuickCheck speciﬁcations, to prevent the same
misconception arising again. QuickSpec runs relatively few tests of each
equation (several hundred), and so, once the most interesting equations
have been selected, then it is valuable to QuickCheck them many more
times to make sure that they are true. It can also be worthwhile, just as
in random testing in general, to tweak the test data generator to get a
better distribution of random data.
QuickSpec’s equation ﬁltering mostly did a ﬁne job of reducing the
number of generated equations. However, it sometimes helped to alter
the signature to make QuickSpec’s job easier—such as replacing sub by
the simpler function negate.
The case study highlights the difﬁculties that partial functions can
cause: our requirement that the left and right-hand sides of an equation
must raise exceptions in exactly the same cases leads QuickSpec to
generate impenetrable equations containing complex terms whose only
purpose is to raise an exception in the right cases. QuickSpec cannot
currently ﬁnd equations that hold, provided preconditions are fulﬁlled.
It would be useful to report “weak equations” too, whose left and
right-hand sides are equal whenever both are deﬁned. However, it is
not clear how QuickSpec should prune such equations, since “weak
equality” is not an equivalence relation and the reasoning principles for
“weak equations” are not obvious. At the very least, QuickSpec should
inform us when it discovers that a function is partial.
Another way to address partiality would be to generate conditional
equations with the function preconditions as the condition. Indeed, this
would be a generally useful extension, and the case study also highlights
4. Related Work 64
other examples where conditional equations would be useful.
4 Related Work
As mentioned earlier, the existing work that is most similar to ours
is Henkel et al. [2007]; a tool for discovering algebraic speciﬁcations
from Java classes. They generate terms and evaluate them, dynamically
identify terms which are equal, then generate equations and ﬁlter away
redundant ones. There are differences in the kind of equations that can
be generated, which have been discussed earlier.
The most important difference in the two approaches is the fact that
they start by generating a large set of ground terms when searching
for equations, which they then test, ﬁlter, generalize and prune. So,
their initial set both represents the possible terms that can occur in the
equations, and the “test cases” that are run. The term set they use
thus becomes extremely large, and in order to control its size, they
use heuristics such as only generating random subsets of all possible
terms, and restricting values to very small domains. This choice not
only sacriﬁces completeness, but also predictability and controllability.
In contrast, we always generate all possible terms that can occur in
equations (keeping completeness), and then use random testing to gather
knowledge about these terms. If we end up with too few equations, we
can increase the number of terms; if we end up too many equations, we
can increase the number of random tests.
There are other differences as well. They test terms for operational
equivalence, which is quite expensive; we use fast structural equivalence
or a user-speciﬁed equality test. They use a heuristic term-rewriting
method for pruning equations which will not handle structural proper-
ties well (we note that their case studies do not include commutative and
associative operators, which we initially found to be extremely prob-
lematic); we use a predictable congruence closure algorithm. We are
able to generate equations relating higher-order functions; working in
Java, this was presumably not possible. They observe—as we do—that
conditional equations would be useful, but neither tool generates them.
Our tool appears to be faster (our examples take seconds to run, while
comparable examples in their setting take hours). It is unfortunately
rather difﬁcult to make a fair comparison between the efﬁcacy and per-
formance of the two approaches, because their tool and examples are
not available for download.
Daikon [Ernst et al., 2007] is a tool for inferring likely invariants
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in C, C++, Java or Perl programs. Daikon observes program variables
at selected program points during testing, and applies machine learn-
ing techniques to discover relationships between them. For example,
Daikon can discover linear relationships between integer variables, such
as array indices. Agitar’s commercial tool based on Daikon gener-
ates test cases for the code under analysis automatically [Boshernit-
san et al., 2006]. However, Daikon will not discover, for example,
that reverse(reverse(Xs)) == Xs, unless such a double application
of reverse appears in the program under analysis. Whereas Daikon
discovers invariants that hold at existing program points, QuickSpec
discovers equations between arbitrary terms constructed using an API.
This is analogous to the difference between assertions placed in program
code, and the kind of properties which QuickCheck tests, that also
invoke the API under test in interesting ways. While Daikon’s approach
is ideal for imperative code, especially code which loops over arrays,
QuickSpec is perhaps more appropriate for analysing pure functions.
Inductive logic programming (ILP) [Muggleton and de Raedt, 1994]
aims to infer logic programs from examples—speciﬁc instances—of their
behaviour. The user provides both a collection of true statements and a
collection of false statements, and the ILP tool ﬁnds a program consistent
with those statements. Our approach only uses false statements as
input (inequality is established by testing), and is optimized for deriving
equalities.
In the area of Automated Theorem Discovery (ATD), the aim is
to emulate the human theorem discovery process. The idea can be
applied to many different ﬁelds, such as mathematics, physics, but also
formal veriﬁcation. An example of an ATD system for mathematicians
is MATHsAiD [McCasland and Bundy, 2006]. The system starts by
generating a ﬁnite set of hypotheses, according to some syntactical
rules that capture typical mathematical thinking, for example: if we
know A⇒ B, we should also check if B⇒ A, and if not, under what
conditions this holds. Theorem proving techniques are used to select
theorems and patch non-theorems. Since this leads to many theorems,
a ﬁltering phase decides if theorems are interesting or not, according to
a number of different predeﬁned “tests”. One such test is the simplicity
test, which compares theorems for simplicity based on their proofs, and
only keeps the simplest theorems. The aim of their ﬁltering is quite
different from ours (they want to ﬁlter out theorems that mathematicians
would have considered trivial), but the motivation is the same; there
are too many theorems to consider.
QuickCheck is our own tool for random testing of functional pro-
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grams, originally for Haskell [Claessen and Hughes, 2000] and now
in a commercial version for Erlang [Arts et al., 2006]. QuickCheck
tests properties such as the equations that QuickSpec discovers, so one
application for QuickSpec is to quickly generate a QuickCheck test
suite. However, QuickCheck supports a more general property lan-
guage, including conditional properties and speciﬁcations for functions
with side-effects [Claessen and Hughes, 2002, Hughes, 2007]. Both
implementations of QuickSpec use QuickCheck to generate random
test data; this allows users to exert ﬁne control over the selection of test
data by specifying an appropriate QuickCheck generator.
5 Conclusions and Future Work
We have presented a new tool, QuickSpec, which can automatically gen-
erate algebraic speciﬁcations for functional programs. Although simple,
it is remarkably powerful. It can be used to aid program understanding,
or to generate a QuickCheck test suite to detect changes in speciﬁcation
as the code under test evolves. We are hopeful that it will enable more
users to overcome the barrier that formulating properties can present,
and discover the beneﬁts of QuickCheck-style speciﬁcation and testing.
For future work, we plan to generate conditional equations. In some
sense, these can be encoded in what we already have by specifying new
custom types with appropriate operators. For example, if we want x<=y
to occur as a precondition, we might introduce a type AscPair of “pairs
with ascending elements”, and add the functions
smaller, larger :: AscPair -> Int
and the variable p :: AscPair to the API. A conditional equation we
could then generate is:
isSorted (smaller p : larger p : xs) ==
isSorted (larger p : xs)
(Instead of the perhaps more readable
x<=y ==> isSorted (x:y:xs) == isSorted (y:xs).) But we are still
investigating the limitations and applicability of this approach.
Another class of equations we are looking at is equations between
program fragments that can have side effects. Our idea is to represent a
program fragment by a monadic expression, or similar, and use Quick-
Spec’s existing functionality to derive laws for these fragments. We have
a prototype implementation of this but more work is needed.
The Erlang version of QuickSpec uses structural equality in the
generated equations, which means that terms that may evaluate to
different representations of the same abstract value are considered
to be different, for example causing some of the unexpected results
in section 3.2. The Haskell version uses the (==) operator, deﬁned in
the appropriate Eq instance. However, this is unsafe unless (==) is a
congruence relation with respect to the operations in the API under test!
QuickSpec has recently been extended to test for these properties while
classifying terms, although we do not discuss this here.
It can be puzzling when an equation we expect to see is missing. A
small extension would be to allow us to askQuickSpec why an equation
wasn’t printed, and get either a proof of the equation (if it was pruned
away) or a counterexample (if it was false). Both of these can quite
easily be extracted from QuickSpec’s data structures.
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Abstract
HipSpec is a system for automatically deriving and proving
properties about functional programs. It uses a novel approach,
combining theory exploration, counterexample testing and in-
ductive theorem proving. HipSpec automatically generates a
set of equational theorems about the available recursive func-
tions of a program. These equational properties make up an
algebraic speciﬁcation for the program and can in addition be
used as a background theory for proving additional user-stated
properties. Experimental results are encouraging: HipSpec com-
pares favourably to other inductive theorem provers and theory
exploration systems.
1 Introduction
We are studying the problem of automatically proving algebraic proper-
ties of programs. Our aim is to build a tool that programmers can use
to support software development. This paper describes current progress
towards this goal, in particular addressing the problem of automating
inductive proofs.
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We work in a subset of the strongly typed functional programming
language Haskell. Our subset consists of monomorphic, terminating
programs without type classes or primitive types (like Int). The only
data types are algebraic data types, functions and uninterpreted types.
Removing these restrictions is ongoing work.
There are two key advantages of using Haskell as the input language.
Firstly, a pure functional programming language is semantically simpler
and thus easier to reason about than languages with side effects. Sec-
ondly, many Haskell programmers already use QuickCheck [Claessen
and Hughes, 2000], a tool for property-based random testing, which
means that many Haskell program are already annotated with formal
properties (tested, but not proved).
The main obstacles one encounters when doing automated veriﬁca-
tion of functional programs are (1) when and how to apply induction,
and (2) how to discover auxiliary lemmas or generalisations which
may be required in inductive proofs. Let us look at a simple exam-
ple. Consider the following Haskell program implementing the list
reverse function in two different ways, rev and qrev. The latter uses a
helper function revacc with an accumulating parameter which leads to
a function with better time complexity. Their deﬁnitions are:
rev [] = []
rev (x:xs) = rev xs ++ [x]
revacc [] acc = acc
revacc (x:xs) acc = revacc xs (x:acc)
qrev xs = revacc xs []
A natural property one would like to verify is that the functions above
produce the same result: ∀ xs. rev xs = qrev xs. Suppose we attempt
to prove this by structural induction on xs. This will fail as the induc-
tive hypothesis rev as = qrev as is too weak to prove rev (a:as) =
qrev (a:as). What is needed here is an additional lemma such as
rev xs++ys = revacc xs ys, from which the original conjecture fol-
lows as a special case when ys happens to be the empty list. This is
a typical example of the kind of generalisations which are required in
proofs about functions with accumulator variables. One of the main
challenges for inductive theorem provers is how to discover such lem-
mas automatically.
Current inductive theorem provers such as IsaPlanner [Dixon and
Fleuriot, 2004], Zeno [Sonnex et al., 2011] and ACL2 [Kaufmann
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et al., 2000] support a simple lemma discovery technique called lemma
calculation, by which a new lemma is suggested by replacing some
common subterm in a stuck goal by a variable. Although this technique
works very well for many proofs, it is not enough for the above example,
which cannot be automatically proved by these systems. The now
defunct CLAM proof-planner had in addition a so-called proof-critic for
discovering more complex generalisations [Ireland and Bundy, 1995],
such as the one required in the example, but only if other basic lemmas
were given by the user.
Our approach differs from the top-downmanner in which the above
systems work. Instead of waiting for the proof to somehow get stuck, we
use bottom-up lemma discovery, or theory exploration. Our tool, called
HipSpec, gets its name from its two subsystems which we developed
previously: the automated inductive prover Hip [Rosén, 2012], and the
conjecture generation system QuickSpec. Hip tries to prove a conjecture
by enumerating all possible ways of doing structural induction over the
free variables, and then calling an automated ﬁrst-order prover to prove
them. QuickSpec creates thousands of terms involving the functions
of a given API, and computes equivalence classes over these terms by
means of testing. Each pair of terms t1, t2 in an equivalence class gives
rise to a conjecture t1 = t2.
HipSpec reads in a program, but besides trying to tackle any of
the user-given properties, it asks QuickSpec to produce a list of conjec-
tures about the program. HipSpec then sends these conjectures to Hip
and those that are proved can be used as lemmas in subsequent proof-
attempts. After this theory exploration phase, the properties stated by
the programmer are tried, using all the proved lemmas as background
theory.
There are several theory exploration systems which have been ap-
plied to discover theorems in inductive theories [Johansson et al., 2011,
McCasland and Bundy, 2006, Montano-Rivas et al., 2012], but none
have been fully integrated with an automated theorem prover in order
to supply the prover with lemmas. Instead, these systems simply gen-
erate and prove a set of ‘interesting’ equations summarising the main
properties about the program, which are then presented to the user. In
fact, HipSpec may also be used in this manner without any user-stated
properties.
Let us return to the example property about rev. HipSpec calls
QuickSpec, which within a few seconds conjectures a set of equations
about the functions involved. HipSpec feeds these to Hip, which tries to
prove them. Those that can be proved without induction are redundant
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and can be discarded; the lemmas needing induction are shown below1:
No Conjecture Proved using2
(1) xs++[] = xs xs
(2) (xs++ys)++zs = xs++(ys++zs) xs
(3) rev xs++rev ys = rev (ys++xs) ys, (1), (2)
(4) revacc (revacc xs ys) [] = revacc ys xs xs
(5) revacc (revacc xs ys) zs = revacc ys (xs++zs) xs
(6) revacc xs ys++zs = revacc xs (ys++zs) zs, (1), (2), (5)
(7) revacc xs (rev ys) = rev (ys++xs) xs, (1), (3), (6)
The original property is now easily proved: it follows directly from (7),
letting ys = [], and the deﬁnition of qrev; induction is not even needed.
Note that lemma (4) is not needed for proving the original property.
Discovering some unnecessary lemmas is a (potentially disadvantageous)
side-effect of the bottom-up approach.
Contributions. We augment the automated induction landscape with
a new method which uses a bottom-up theory exploration approach to
ﬁnd auxiliary lemmas. This approach combines our own earlier work
on conjecture generation based on testing (QuickSpec) and induction
principle enumeration (Hip). By adding proof capabilities on top of
QuickSpec we also get a system which can be used as a stand-alone
theory exploration system.
Our hypothesis is that:
1. Algebraic equations constructed from terms up to a certain depth
form a rich enough background theory for proving many algebraic
properties about programs without specialised proof-critics.
2. A reasoning system for functional programs can be built on top
of an automatic ﬁrst-order theorem prover.
3. A system combining (1) and (2) can be used both as a theorem
prover and as an efﬁcient theory exploration system, producing
background lemmas comparable to those appearing in human-
created libraries.
The experimental results in this paper have so far conﬁrmed this.
1The variables are implicitly universally quantiﬁed over total and ﬁnite values.
2This column shows the induction variables and which lemmas were used.
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2 Implementation
Below we describe in more detail how Hip and QuickSpec work, and
how they are combined in HipSpec.
2.1 Hip
Hip [Rosén, 2012] is an automatic tool for proving user-stated equality
or implicational properties about Haskell programs. Hip starts by
compiling the deﬁnitions in the program at hand to ﬁrst-order logic. For
each property stated in the program, it systematically applies different
induction rules, yielding ﬁrst-order proof obligations, which are tested
for validity using off-the shelf automated ﬁrst-order theorem provers. If
one proof obligation succeeds, the original conjecture was valid. Thus,
the ﬁrst-order prover takes care of non-inductive reasoning, while Hip
adds inductive reasoning at the meta-level. In the context of HipSpec,
Hip is conﬁgured to apply structural induction up to a given depth on
one or more variables. Hip, however, also supports co-inductive proof
techniques such as ﬁxed point induction. The focus of our work in
HipSpec is currently not on proving termination, so we restrict ourselves
by allowing only well-founded deﬁnitions, and put the responsibility
on the end user to enforce this policy for now.
2.2 QuickSpec
QuickSpec (see Paper 1) conjectures equations about a functional pro-
gram by means of testing. The user of QuickSpec provides a list of
functions and their types, a random test data generator for each of the
types involved, a set of variables (usually 2-3 per type), and a term depth
limit (usually 3). QuickSpec starts by creating a set of terms, called the
universe, consisting of all well-typed terms built from the functions and
variables given, whose depth is within the given limit. It then partitions
this universe into equivalence classes by running a ﬁnite number of ran-
dom tests (usually 100); two terms will be in the same equivalence class
if and only if they were equal for all tests. This equivalence relation in
turn gives rise to a huge set of conjectured equations about the tested
program (typically thousands or tens of thousands). For the sake of
human users, QuickSpec also includes a ﬁnal phase which prunes away
equations that follow from simpler ones, leaving only a small core of
equations from which all original equations follow. This core is usually
presented to the user (usually 10-25 equations). However, when Hip-
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Spec uses QuickSpec to generate lemmas, it does not use the pruning
phase, because valuable lemmas may be pruned away. For example,
even when an equation E1 implies a more complex equation E2, we can
not necessarily discard E2, because E2 may be provable by induction
whereas E1 may not be. In fact, E2 may very well be needed as a lemma
to prove E1! So, HipSpec considers the full set of equations produced
by QuickSpec before pruning.
2.3 HipSpec
HipSpec’s operation is illustrated in Figure 2.1. We start by running
QuickSpec on the program source ﬁle, which generates a list of conjec-
tures. We also translate the program source code to a ﬁrst-order theory
using Hip.
Haskell
Source
Conjec-
tures
First-Order
Theory
Theorem
Prover
Induction (Hip)
QuickSpec
Translation
(Hip)
Timeout
Open conjecture
Theorem
Extend theory
Figure 2.1: An overview of HipSpec.
HipSpec maintains three sets of equations: active conjectures, which
we still need to consider, failed conjectures, which we have already tried
to prove but failed, and lemmas, which we have managed to prove.
The ﬁrst-order theory in Figure 2.1 consists of Hip’s translation of our
program plus the current set of lemmas. Initially the active conjectures
consist of all equations that QuickSpec found (even those that would
have been removed by pruning), and the failed conjecture set and lemma
set are empty.
The main loop works as follows:
1. Pick a conjecture c from the active conjecture set (using a heuristic
described below).
2. Check if c follows from the lemmas found so far by equational
reasoning only. If so, discard c, and re-iterate.
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3. Otherwise, ask Hip to prove the conjecture by induction, using
deﬁnitions and previously proved lemmas as background theory.
4. If Hip succeeds, move c to the lemma set, and move some failed
conjectures back to the active conjectures (based on a heuristic
described below).
5. If Hip does not succeed within a set timeout, move c to the failed
conjectures.
The loop ends when the active conjecture set is empty.
Picking the conjecture The performance of HipSpec completely de-
pends on one heuristic: which active conjecture to try to prove next.
Our current heuristics are rather crude; more sophisticated techniques
are further work.
Our basic strategy is to prove simpler equations before more com-
plicated ones. We deﬁne simplicity as follows. A smaller term is simpler
than a bigger term; if two terms have the same size, the term with more
variables is simpler (because it might be more general). For example,
(x+y)+z=x+(y+z) is simpler than (x+x)+y=x+(x+y). The simplicity of
an equation t1 = t2 is determined by whichever of t1 and t2 is the most
complex.
We also take into account the call graph of the program. For exam-
ple, if we are proving properties about the natural numbers, we prove
as much as possible about + before starting on *, since * calls +. More
precisely, when choosing which conjecture to prove next, we pick the
one whose call graph is the smallest; if two conjectures have the same
size call graph, we pick the simplest one.
Discarding trivial consequences It is quite expensive to send every con-
jecture to Hip to be proved, when we may have thousands of them.
Luckily, QuickSpec has a lightweight theorem prover based on congru-
ence closure. This prover can efﬁciently answer questions of the form
“given these lemmas, can I prove this equation?”, replying either “yes”
or “don’t know”.
Whenever we pick a conjecture, we check if this prover can prove
it from the current lemmas without induction. If so, we just discard
it. This ﬁlters out most trivial conjectures that are provable without
induction.
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Re-activating failed conjectures When we prove a lemma, we some-
times move some failed conjectures back to the active conjectures. Hip-
Spec’s rule is to wait until the set of active conjectures is empty and then
move all failed conjectures back to the active set, provided that at least
one new lemma was proved since last attempting the conjecture. This
guarantees termination.
We have experimented with more elaborate heuristics in this step,
eagerly adding failed conjectures back. These heuristics can help in
certain examples, but so far none have been sufﬁciently general. Perhaps
surprisingly, the simple method described above works well for all
examples in this article. More sophisticated heuristics are further work.
3 Examples
This section gives examples of successful proofs and their related theory
explorations, as well as an example showing some current limitations
of our approach.
3.1 Rotating the length a of list
This simple property of the rotate function is surprisingly difﬁcult to
prove3:
prop_rotate xs = rotate (length xs) xs =:= xs
The rotate function takes a natural number n and returns the list
resulting from removing the n ﬁrst elements and appending them to
the end. Rotating a list by its length returns the original list. Although
this property is very simple to state it is surprisingly hard to prove
by mathematical induction, as it requires a generalised version to be
proved, which implies prop_rotate. This generalisation itself can be
proved by induction.
Given the standard deﬁnitions of append, length and Peano numbers
with successor S and zero Z, and the below deﬁnition of rotate, HipSpec
ﬁnds and proves such a generalisation, and uses it to prove prop_rotate:
rotate Z xs = xs
rotate (S n) [] = []
rotate (S n) (x:xs) = rotate n (xs ++ [x])
3Here, =:= is HipSpec’s notation for equality.
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The lemmas for which HipSpec needed induction are in Figure 2.2.
Lemma (8) is the required generalisation, from which HipSpec proves
prop_rotate, which follows as a special case when ys is the empty list.
Notice that lemma (8) itself requires lemmas (1) and (2). A number
of additional lemmas are also discovered, which are not of use in this
particular proof, but could well be useful in other proofs. The whole
process of theory exploration and the proof of prop_rotate took 17
seconds, with less than a second spent in QuickSpec and the rest of the
time spent in various proofs of the generated equations.
No Conjecture By
(1) xs++[] = xs
(2) (xs++ys)++zs = xs++(ys++zs)
(3) rotate n (rotate m xs) = rotate m (rotate n xs)
(4) rotate (S n) (rotate m xs) = rotate (S m) (rotate n xs) (3)
(5) rotate n [x] = [x]
(6) length (xs++ys) = length (ys++xs)
(7) length (rotate n xs) = length xs (6)
(8) rotate (length xs) (xs++ys) = ys++xs (1,2)
(9) rotate (length xs) xs = xs (8)
Figure 2.2: Properties generated and proved about the theory of lists
with ++, rotate, and length. The third column shows which lemmas
were used.
As this proof requires both generalisation and lemma discovery it
was identiﬁed in 2005 as an automated reasoning challenge beyond the
capabilities of state-of-the-art reasoning systems [Bundy et al., 2005, p.
77]. We are not aware of any other theorem provers which prove this
theorem fully automatically, without the help of user-supplied lemmas.
3.2 Nicomachus’ Theorem
Using Peano arithmetic, with standard deﬁnitions of addition and mul-
tiplication recursively on the ﬁrst argument, we will try to get HipSpec
to prove Nicomachus’ Theorem. This states that the sum of the n ﬁrst
cubes is the nth triangle number squared:
n∑
k=1
k3 =
(
n∑
k=1
k
)2
.
We deﬁne two functions: tri calculates triangle numbers and cubes n
calculates the sum of the ﬁrst n cubes.
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tri Z = Z
tri (S n) = tri n + S n
cubes Z = Z
cubes (S n) = cubes n + (S n*S n*S n)
Using these deﬁnitions, Nicomachus’ theorem is stated as follows:
prop_Nicomachus x = cubes x =:= tri x * tri x
When HipSpec is given the deﬁnitions of plus, multiplication, tri
and cubes, it generates and proves (by induction) the properties listed
in Figure 2.3 below, which takes 10 seconds. The properties are listed
in the order they were proved.
No Conjecture Lemmas used Induction on
(1) x+y = y+x x, y
(2) x+(y+z) = (y+x)+z (1) z
(3) x*y = y*x (2) x, y
(4) x*(y*z) = (y*x)*z (1), (2), (3) x, y
(5) x*(y+y) = y*(x+x) (1), (2), (3), (4) y
(6) (x*y)+(x*z) = x*(y+z) (1), (2), (3) z
(7) tri x*(y+y) = (x*y)*S x (1), (2), (3), (4), (6) x
(8) tri x+tri x = x+(x*x) (1), (2), (3) x
(9) tri x*tri x = cubes x (1), (2), (3), (6), (8) x
Figure 2.3: Properties proved about the theory with natural number ad-
dition, multiplication, triangle numbers (tri) and sum of cubes (cubes).
In (8) the well-known identity
∑n
k=1 k = n(n + 1)/2 is proved,
using previously proved lemmas. From this lemma HipSpec proves
Nicomachus’ Theorem in (9). Due to the order in which HipSpec ends
up proving the conjectures in this example, some unnecessary lemmas
are included in ﬁgure 2.3, e.g. (5) and (7).
3.3 Insertion sort produces a sorted list
Currently, QuickSpec can only generate equational lemmas. To prove
that, for example, insertion sort produces a sorted list requires condi-
tional lemmas. We state this property as:
prop_sorted xs = sorted (isort xs) =:= True~
In order to prove prop_sorted we need the conditional lemma
sorted xs ==> sorted (insert x xs), where insert is the sorted list
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insertion function used by isort, but HipSpec only can only discover
and prove the somewhat peculiar equations (lemmas 1-4) in Figure 2.4.
HipSpec also discovers, but fails to prove, some additional properties
(conjectures 5-9). For example, property (5), which states that insert
is commutative in its ﬁrst argument. These equations are not proved
because they require conditional lemmas.
Although not proved, QuickSpec has tested these equations and not
found a counterexample. Hence, even a failed proof attempt may at
least give some insight into the properties of the program. The runtime
for this example was 8 seconds.
No Conjecture
(1) x<=x = True
(2) x<=S x = True
(3) S x<=x = False
(4) insert y (x:[]) = insert x (y:[])
(5) insert x (insert y xs) = insert y (insert x xs)
(6) sorted (insert x xs) = sorted xs
(7) isort (insert x xs) = isort (x:xs)
(8) sorted (isort xs) = True
(9) isort (isort xs) = isort xs
Figure 2.4: Results for the theory of insertion sort. Properties 1-4
were proved, while properties 5-9 were not, as they require conditional
lemmas.
4 Evaluation
HipSpec has two modes of use. Firstly, it can be used as an automated
induction to prove user-given conjectures using theory exploration to
ﬁnd necessary lemmas. In this case, the individual lemmas that are
discovered in the background and used in the proofs are of less interest
for the user, since the focus is on proving the user supplied properties
automatically. Theory exploration is treated more like a black box.
Secondly, HipSpec can be used in a more speculative manner, as a
standalone theory exploration system. In this case, the user expects
HipSpec to discover and prove a set of basic equational properties about
the given program. Here it becomes important not to swamp the user
with trivial or overly complicated equations. Rather, we wish to present
the user with a concise set of elegant equations summarising the main
properties, much like the libraries in proof assistants such as Isabelle.
The hope is that these may be useful in later interactive reasoning or as
an algebraic speciﬁcation of the program.
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The examples come from the theorem proving literature and assume
terminating functions over total values. We used Z3 [de Moura and
Bjørner, 2008] as a backend for HipSpec in these experiments. As the
program is translated to a ﬁrst order theory, we did not use any of Z3’s
built-in theories or decision procedures, but we did exploit its support
for types and constructor functions. The source code for HipSpec and
all experimental results are available online [Claessen et al., 2013a,b].
4.1 HipSpec as a Theorem Prover
HipSpec was evaluated on two test suites from the inductive theorem
proving literature. The test suites consist of conjectures about natural
numbers, lists and binary trees. As they feature a large number of
unrelated functions, HipSpec was run separately for each property.
This reduces the number of generated equations because HipSpec will
ignore any function that is not (directly or indirectly) reachable from
the property. It also means that HipSpec cannot use already-proved
properties from the test suite to prove later ones. Thus, the order
of the properties in the test suite does not matter: they are proved
independently.
HipSpec was conﬁgured to give a timeout of 1 second for each
individual proof obligation sent to the prover, and to allow induction on
up to two variables simultaneously using one-step structural induction.
Test Suite A consists of 85 conjectures with both ﬁrst- and higher-
order functions about lists, natural numbers and binary trees [Johans-
son et al., 2010a]. These were originally formalised for the IsaPlanner
system in Isabelle’s HOL and have since been translated into other for-
malisms to compare the Zeno and ACL2 Sedan provers [Chamarthi
et al., 2011, Sonnex et al., 2011] and the Dafny system [Leino, 2010].
As these systems use different logics we note that the functions are not
deﬁned in exactly the same way in the different experiments. This test
suite was originally designed for evaluating IsaPlanner’s rippling heuris-
tic in the presence of if- and case-expressions, which are expressed as
higher-order functions in Isabelle, and cause trouble for IsaPlanner’s
syntax-based rippling heuristic. Hence, from a lemma discovery point
of view, many proofs are rather easy: 67 theorems can be proved with-
out extra lemmas, and 12 do not require induction. The results for the
different provers on the 85 conjectures are summarised below:
HipSpec Zeno ACL2s IsaPlanner Dafny
80 82 74 47 45
4. Evaluation 81
HipSpec performs well, with the majority of failures being due to
proofs requiring conditional lemmas, as HipSpec only is able to generate
equations. For one property (number 81), we had to conﬁgure HipSpec
to use induction on three variables; this is counted as a success in the
table above. Zeno performs best, failing only on three examples, two
fewer than HipSpec. However, HipSpec can prove two theorems that
Zeno cannot:
rev (drop i xs) = take (len xs-i) (rev xs)
rev (take i xs) = drop (len xs-i) (rev xs)
Test Suite B consists of 50 theorems about lists and natural num-
bers and was previously used to demonstrate proof-critics in the CLAM
prover [Ireland and Bundy, 1995], which is unfortunately no longer
maintained. As opposed to Test Suite A, most theorems here do require
auxiliary lemmas, generalisations, case-splits or non-standard induc-
tions. CLAM proves 41 of the 50 theorems fully automatically. The
remaining 9 theorems were proved interactively. They require gener-
alisation (including the rev example from §1 and the rotate example
from §3.1), for which CLAM needed the help of some user-supplied
lemmas. Again, HipSpec was not given any auxiliary lemmas. Fully
automatically, it proved 44 theorems, including 6 of the 9 theorems
which CLAM proved with the help of user-supplied lemmas.
We managed to prove 3 further theorems (properties 33–35) by ad-
justing HipSpec’s settings. These three properties concern accumulating
versions of multiplication, factorial and exponentiation. Because we
are using Peano arithmetic, these functions return large results, and the
testing phase used too much memory: we supplied a ﬂag that causes
QuickSpec to compare results up to some size bound, so results that are
too large will be considered equal. There were also too many conjec-
tures, so we added a ﬂag to limit the size of the generated terms. We
did not have to give any lemmas by hand. In total, HipSpec proved
47 theorems, including the 9 for which CLAM needed user-supplied
lemmas.
We also tested Zeno on these examples: it can prove 21, but not
any of the ones requiring complex generalisations.
Finally, we remark that the bottom-up approach taken by HipSpec
is naturally a bit slower than IsaPlanner and Zeno, which typically
perform proofs in less than a second. Most successful proof attempts
are very fast, with the long runtimes arising from cases with a lot of
failed proof attempts.
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For test suite A, all properties required less than a minute on a
normal desktop computer [Claessen et al., 2013b]. The vast majority
required less than 15 seconds, and most 1–2 seconds. For test suite
B, the 44 successful properties required at most 15 seconds, most of
them 1–2 seconds. The three properties for which we needed to tweak
the settings ranged from 30 seconds to 40 minutes. Of the three failed
properties, two took about ﬁve minutes before giving up, the third 8
seconds.
As mentioned, HipSpec may also discover some superﬂuous lemmas
not strictly required for the proof of the user-stated property. In these
examples, there are very few such lemmas and the theorem prover’s
performance was not notably affected by these being added to the theory.
4.2 HipSpec as a Theory Exploration System
In these experiments HipSpec is given a program as an input, without
any user-properties stated. The aim is to present the user with a concise
set of equational properties that have been discovered and proved. We
exploit the pruning algorithm already implemented in QuickSpec to
achieve this. QuickSpec was originally built as a standalone system for
suggesting algebraic speciﬁcations of programs using testing. When used
on its own, it prunes the many equations it generates by heuristically
ordering them and removing those that trivially follow from previous
ones. We refer to Paper 1 for a detailed description of this pruning
algorithm. When HipSpec is used in theory exploration mode, it ﬁrst
attempts to prove as many conjectures as we can, just as in the theorem-
proving mode. Then it takes the set of the conjectures that it proved,
or that trivially follow from what it proved, and applies the pruning
algorithm to this set. As a result, HipSpec often produces a smaller and
more concise set of lemmas than it does when used in theorem-prover
mode. The ﬁnal list of equations does not depend on what order we
proved things in, or on what needed induction, only on what the theory
implies.
We have applied HipSpec to some simple theories from the theory
exploration literature [Johansson et al., 2011, Montano-Rivas et al.,
2012], one about natural numbers, with + and *, and three small the-
ories about lists: 1) append, reverse and length, 2) append, reverse
and map and 3) append, foldl and foldr. The theorems produced are
presented in Figure 2.5. HipSpec generates these theorems much faster
than IsaCoSy and IsaScheme: it takes only between 6-12 seconds for
each theory (full results available online [Claessen et al., 2013b]), while
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IsaCoSy and IsaScheme may require hours. We expect this to be due
to the congruence closure reasoning of QuickSpec, which reduces the
search space and integrates counterexample checking in the term gener-
ation phase.
Natural Numbers
N1. x+y = y+x N6.∗ x*(y*z) = y*(x*z)
N2. x*y = y*x N7. x+S y = S (x+y)
N3. x+Z = x N8. x*S y = x+(x*y)
N4. x*Z = Z N9.∗ x*(y+y) = y*(x+x)
N5.∗ x+(y+z) = y+(x+z) N10. (x*y)+(x*z) = x*(y+z)
Lists
L1. xs++[] = xs
L2. (xs++ys)++zs = xs++(ys++zs)
L3.∗ length (xs++ys) = length (ys++xs)
L4. length (rev xs) = length xs
L5. rev (rev xs) = xs
L6. rev xs++rev ys = rev (ys++xs)
L7. map f xs++map f ys = map f (xs++ys)
L8. map f (rev xs) = rev (map f xs)
L9. foldl f (foldl f x xs) ys = foldl f x (xs++ys)
L10. foldr f (foldr f x xs) ys = foldr f x (ys++xs)
Figure 2.5: Theory exploration results: theorems generated by HipSpec.
Theorems marked by ∗ were not in Isabelle’s library.
We also perform the same precision-recall analysis as in Johansson
et al. [2011] and Montano-Rivas et al. [2012] to assess the quality
of the generated theories using Isabelle’s libraries4 as reference. This
experiment assumes that the Isabelle library is so well-designed that it
contains exactly all interesting properties and nothing more. The results
are summarised in Table 2.1, where recall measures how many of the
theorems in the library were also produced by HipSpec, and precision
measures how many of the theorems HipSpec produced were also in
the library, i.e. how well it avoids producing “superﬂuous” theorems.
HipSpec performs very well: for the lists, it generates all theorems in
Isabelle’s library, plus theorem L3 in Figure 2.5, which is the closest we
can get to the lemma length (xs ++ ys) = length xs + length ys
since we did not include the + operator in the program. For the natu-
ral numbers, HipSpec fails to generate three of the library theorems:
4http://www.cl.cam.ac.uk/research/hvg/Isabelle/dist/library/HOL/
5. Related Work 84
the standard formulations of associativity are missing (instead Hip-
Spec generates two variants in theorems N5 and N6) and the theorem
S x + y = x + S y is excluded. However, all three can be trivially de-
rived by equational reasoning from the theorems HipSpec does produce.
HipSpec IsaCoSy IsaScheme Isabelle
#Thms Naturals 10 16 16∗ 12
Precision 80% 63% 100%∗ -
Recall 73% 83% 46%∗ -
#Thms Lists 10 24 13 9
Precision 90% 38% 70% -
Recall 100% 100% 100% -
Table 2.1: Theory Exploration results. Note that IsaScheme was
evaluated on a natural number theory also including exponentiation
[Montano-Rivas et al., 2012].
5 Related Work
Inductive theories do not allow cut-elimination and are thus undecid-
able. In practice, this means that auxiliary lemmas (themselves requiring
an inductive proof) may be required to complete a proof. Inductive
theorem provers which support some form of automated lemma discov-
ery, such as ACL2’s induction tactic [Chamarthi et al., 2011], CLAM
[Ireland and Bundy, 1995], IsaPlanner [Dixon and Fleuriot, 2004] and
Zeno [Sonnex et al., 2011], use a top-down approach by which lemmas
are discovered from failed proof-attempts. HipSpec differ from all of
these in its bottom-up theory exploration approach. HipSpec automati-
cally tries to discover a background theory for the relevant functions,
building up something like the human-created lemma libraries available
for interactive provers such as Isabelle [Nipkow et al., 2002] or ACL2
[Kaufmann et al., 2000]. Experimental evaluation shows that HipSpec’s
bottom-up approach compares well in terms of ﬁnding the right lem-
mas. Some types of lemmas are difﬁcult to discover in the top-down
approach, for instance the generalised version needed to prove the theo-
rem rev xs = qrev xs [], and many other similar theorems featuring
accumulator variables. While the CLAM system could discover the
rev/qrev generalisation given some other basic lemmas, HipSpec dis-
covers it all automatically. Zeno, IsaPlanner and ACL2 do not support
this type of lemma discovery at all, and thus fail on theorems of this
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kind. In HipSpec, there is always a risk of discovering extra irrelevant
lemmas too. However, these may perhaps be useful in other proofs.
Both CLAM and IsaPlanner are based on the rippling heuristic for
guiding rewriting of the step-case towards the inductive hypothesis. The
advantage of rippling is that it guarantees termination of rewriting, and
that rewrite rules may be used both ways around if need be. Rippling
is a syntax-based heuristic, which may cause problems for instance on
conjectures where a lot of case-analysis is required, as highlighted by Test
Suite A in §4 where HipSpec, Zeno and ACL2 performed better than the
rippling-based IsaPlanner. HipSpec relies on an off-the-shelf prover
as backend which has no termination guarantee like rippling-based
provers. Instead termination is enforced by using a timeout, which
means that there is a risk of missing proofs which just take a little
bit too long. When special-purpose rippling-based provers fail, the
user may inspect the ﬁnal proof state to see where the proof got stuck.
HipSpec cannot currently.
While most other provers have some form of built-in rewriting
tactics, HipSpec and the program veriﬁer Dafny [Leino, 2010] instead
send proof obligations to external automated provers. Like HipSpec,
Dafny applies induction on the meta-level and passes the resulting
proof obligations to the theorem prover Z3, which was also used as
a backend for HipSpec in the experiments in this article. Dafny does
not, however, support automated lemma discovery, so auxiliary lemmas
must be supplied by the user. The obvious advantage is that off-the-shelf
automated provers are often very fast and powerful. However, as the
provers are treated as black boxes we do not get a readable proof, or any
information if a proof fails. IsaPlanner checks proof steps in Isabelle and
can produce readable output of complete or partial proofs. Zeno can
output proofs in Isabelle format, which can then be re-checked in the
proof assistant, ensuring correctness. Readable and checkable proofs
are further work in HipSpec.
HipSpec is the only system which can be used both as an inductive
theorem prover and as a theory exploration system. The IsaCoSy and
IsaScheme theory explorers were developed for automating the creation
of lemma libraries for inductive theories in Isabelle [Johansson et al.,
2011, Montano-Rivas et al., 2012]. Both systems use IsaPlanner to
prove conjectures that pass counterexample checking, but differ in the
heuristics they use to generate conjectures. Experiments in which the
outputs of IsaCoSy were manually fed back to IsaPlanner have been
successfully performed [Johansson et al., 2010b]. However, neither
is fully integrated with the theorem prover: IsaPlanner cannot call
6. Conclusion and Further Work 86
either of these automatically while proving user-given properties, In
contrast, HipSpec is fully automatic. Both IsaCoSy and IsaScheme are
considerably slower than HipSpec, although all three systems produce
similar sets of lemmas.
6 Conclusion and Further Work
HipSpec is an automated inductive theorem prover and a theory explo-
ration system. It takes a novel bottom-up approach to lemma discovery
by using theory exploration to ﬁrst build a richer background theory
in which user-given properties are proved. In experimental evaluation,
HipSpec performs very well in comparison with other systems: in par-
ticular, it succeeds in proving theorems about tail-recursive functions
that require generalisations, which no other system can prove fully au-
tomatically without user-supplied lemmas. HipSpec also performs very
well as a standalone theory exploration system, producing sets of lem-
mas with high precision and recall when compared to Isabelle’s libraries.
Furthermore, it does so in seconds rather than hours like previous sys-
tems.
Ultimately, we would like to use HipSpec in a tool for automatically
proving properties of Haskell programs, making it usable by “normal”
programmers, much like the popular QuickCheck tool [Claessen and
Hughes, 2000]. In order to extend HipSpec to the full Haskell language
we need to add support also for inﬁnite and lazy data-structures and
non-terminating functions in QuickSpec and in HipSpec’s property lan-
guage. The Haskell-to-FOL translation system HALO [Vytiniotis et al.,
2013] already supports this, and Hip supports co-inductive reasoning
and ﬁxpoint induction. The theory-exploration machinery does how-
ever need to be extended to record which lemmas hold for all values of
a type (including partial ones) and which ones only hold for completely-
deﬁned total values.
Another area of further work is providing user feedback from failed
proofs, and producing checkable proofs. It could be interesting to
experiment with a different prover backend, from which information
about failed proof attempts can be reclaimed, rather than treating the
prover as a black box.
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Abstract
We present a novel analysis for sorted logic, which determines
if a given sort is monotonic. The domain of a monotonic sort
can always be extended with an extra element. We use this anal-
ysis to signiﬁcantly improve well-known translations between
unsorted and many-sorted logic, making use of the fact that it is
cheaper to translate monotonic sorts than non-monotonic sorts.
Many interesting problems are more naturally expressed in many-
sorted ﬁrst-order logic than in unsorted logic, but most existing
highly-efﬁcient automated theorem provers solve problems only
in unsorted logic. Conversely, some reasoning tools, for exam-
ple model ﬁnders, can make good use of sort-information in a
problem, but most problems today are formulated in unsorted
logic. This situation motivates translations in both ways between
many-sorted and unsorted problems. We present the monotonic-
ity analysis and its implementation in our toolMonotonox, and
also show experimental results on the TPTP benchmark library.
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1 Introduction
Many problems are more naturally expressed in many-sorted ﬁrst-order
logic than in unsorted logic, even though their expressive power is
equivalent. However, none of the major automated theorem provers for
ﬁrst-order logic can deal with sorts. Most problems in ﬁrst-order logic
are therefore expressed in unsorted logic.1 However, some automated
reasoning tools (such as model ﬁnders) could greatly beneﬁt from sort
information in problems.
This situation motivates the need for translations between sorted
and unsorted ﬁrst-order logic: (1) users want to express their problems
in sorted logic, whereas many tools only accept unsorted logic; (2)
some tool developers want to work with sorted logic, whereas the
input problems are mostly expressed in unsorted logic. For example, a
model ﬁnder for a sorted logic has more freedom than for an unsorted
logic: it can ﬁnd domains of different sizes for different sorts, and apply
symmetry reduction for each sort separately.
In this paper, we describe automated ways of translating back and
forth between many-sorted and unsorted ﬁrst-order logic. We use a
novel monotonicity analysis to improve on well-known existing transla-
tions. In short, a sort is monotonic in a problem if, for any model, the
domain of that sort can be made larger without affecting satisﬁability.
The result of the translation for monotonic sorts turns out to be much
simpler than for non-monotonic sorts. The monotonicity analysis and
the translations are implemented in a tool called Monotonox.
To explain the problem we solve, and how monotonicity helps us,
we will use the following running example.
Example 1 (monkey village). There exists a village of monkeys, with
a supply of bananas. Every monkey must have at least two bananas
to eat. A banana can not be shared among two monkeys. To model
this situation we introduce two sorts, one of monkeys and one of ba-
nanas. We need a predicate owns ∈ monkey × banana → o that says
which monkey owns each banana, and Skolem functions banana1 and
banana2 ∈ monkey→ banana to witness the fact that each monkey has
1Indeed, only recently was a collection of many-sorted ﬁrst-order problems added
to the TPTP [Sutcliffe, 2009].
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two bananas. We use the following four axioms:
∀M ∈ monkey. owns(M, banana1(M)) (1)
∀M ∈ monkey. owns(M, banana2(M)) (2)
∀M ∈ monkey. banana1(M) 6= banana2(M) (3)
∀M1 ∈ monkey,M2 ∈ monkey,
B ∈ banana. (owns(M1, B)∧ owns(M2, B) =⇒M1 =M2)
(4)
We use a simple but standard many-sorted ﬁrst-order logic, in which
sorts α have a non-empty domain D(α), all symbols have exactly one
sort, there are no subsorts, and equality is only allowed between terms
of the same sort.
If we want to use a standard reasoning tool for unsorted logic (for
example a model ﬁnder) to reason about the monkey village, we need
to translate the problem into unsorted logic. Automated reasoning
folklore [Wick and McCune, 1989] suggests three alternatives:
Sort predicates The most commonly used method is to introduce a
new unary predicate pα for every sort α that is used in the sorted
formula [Enderton, 2001, §4.3]. All quantiﬁcation over a sort α is
translated into unsorted quantiﬁcation bounded by the predicate pα.
Furthermore, for each function or constant symbol in the problem, we
have to introduce an extra axiom stating the result sort of that symbol.
For example, the ﬁrst axiom of example 1 translates to
∀M. (pmonkey(M) → owns(M, banana1(M))
and we have to add axioms like ∀M. pbanana(banana1(M)) for each
function symbol. Moreover, to rule out the possibility of empty sorts,
we sometimes need to introduce axioms of the form ∃X. pα(X).
Although conceptually simple, this translation introduces a lot of
clutter which affects most theorem provers negatively: one extra pred-
icate symbol for each sort, one axiom for each function symbol, and
one extra literal for each variable in each clause. (The theorem prover
SPASS [Weidenbach et al., 2002] deals with these symbols and literals
specially for this reason.)
Sort functions An alternative translation introduces a new function
symbol fα for each sort α. The translation applies fα to any subterm of
sort α in the sorted problem. The aim is to have the image of fα in the
unsorted problem be the domain of α in the sorted problem; fα thus
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maps any arbitrary domain element into a member of the sort α. For
example, using sort functions, the ﬁrst axiom of example 1 translates to
∀M. owns(fmonkey(M), fbanana(banana1(fmonkey(M))))
No additional axioms are needed. Thus, this translation introduces a
lot less clutter than the previous translation. Still, the performance of
theorem provers is affected negatively, and it depends on the theorem
prover as well as the problem which translation works best in practice.
Sort erasure The translation which introduces least clutter of all sim-
ply erases all sort information from a sorted problem, resulting in an
unsorted problem. However, while the two earlier mentioned transla-
tions preserve satisﬁability of the problems, sort erasure does not, and
is in fact unsound. Let us see what happens to the monkey village ex-
ample. Erasing all the sorts, we get
∀M. owns(M, banana1(M))
∀M. owns(M, banana2(M))
∀M. banana1(M) 6= banana2(M)
∀M1,M2, B. (owns(M1, B)∧ owns(M2, B) →M1 =M2)
This new problem has no ﬁnite model, even though the sorted problem
does! The reason is that, if the domain we choose has ﬁnite size k, we
are forced to have kmonkeys and k bananas. But a village of kmonkeys
must have 2k bananas, so this is impossible unless the domain is inﬁnite
(or empty, which we disallow). So, sort erasure does not preserve ﬁnite
satisﬁability, as shown by the example. In fact, it does not even preserve
satisﬁability.
Related work The choice seems to be between translations that are
sound, but introduce clutter that gets in the way of the theorem prover,
and a translation that introduces no clutter but is unsound. Automated
theorem provers for unsorted ﬁrst-order logic have been used to reason
about formulae in Isabelle [Meng and Paulson, 2008, Paulson, 1999].
The tools apply sort erasure, and investigate the proof to see if it made
use of unsound reasoning. If that happens they can use a sound but
inefﬁcient translation as a fall-back. A similar project using AgdaLight
[Abel et al., 2005] uses sort erasure but, following Wick and McCune
[1989], proposes that the theorem prover be restricted to not use certain
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rules (i.e. paramodulation on variables), leading to a sound (but possibly
incomplete) proof procedure.
Monotonicity has been studied for higher-order logic [Blanchette
and Krauss, 2011] to help with pruning the search space when model
ﬁnding. While the intention there is the same as ours and there are
similarities between the approaches, the difference in logics changes the
problem dramatically. For example, we infer that any formula without
= is monotonic, which is not true in higher-order logic. Monotonicity
is also related to the ideas of stable inﬁniteness and smoothness [Ranise
et al., 2005] in combining theories in SMT; it would be interesting to
investigate this link further.
This paper We give an alternative to choosing between clutter and
unsoundness. We propose an analysis that indicates which sorts are safe
to erase, leaving ideally only a few sorts left that need to be translated
using one of the ﬁrst two methods.
The problem with sort erasure is that it forces all sorts to use the
same domain. If the domains all had the same size to start with, there
is no problem. But if the sorted formula only has models where some
domains have different sizes than others, the sort erasure makes the
formula unsatisﬁable. We formulate this observation in the following
lemma:
Lemma 1. The following statements about a many-sorted ﬁrst-order
formula ϕ are equivalent:
1. There is an unsorted model with domain D for the sort-erased
version of ϕ.
2. There is a model of ϕ where the size of each domain is |D|.
Proof. (sketch) The interesting case relies on the observation that, if
there is a sorted model in which all domains have the same size, then
there is also a model in which all the domains are identical, from which
it is trivial to construct an unsorted model.
Our main contribution is a monotonicity inference calculus that
identiﬁes the so-called monotonic sorts in a problem. If all sorts in a
satisﬁable sorted problem are monotonic, then it is guaranteed that
there will always be models for which all domains have the same size,
in which case sort erasure is sound. The sorts that cannot be shown
monotonic will have to be made monotonic ﬁrst by introducing sort
predicates or functions, but for these sorts only.
2. Monotonicity Calculus for First-Order Logic 93
2 Monotonicity Calculus for First-Order Logic
Monotonox exploits monotonicity in the formula we are translating to
produce a more efﬁcient translation than the naive one. The purpose of
this section is to explain what monotonicity is and how to infer it in a
formula; section 3 explains how we use this information in Monotonox.
Before tackling monotonicity in a sorted setting, we ﬁrst describe
it in an unsorted one. We do this just because the notation gets in the
way of the ideas when we have sorts.
2.1 Monotonicity in an Unsorted Setting
We start straight away with the deﬁnition of monotonicity. Monotonic-
ity is a semantic property rather than a syntactic property of the formula.
Deﬁnition 1 (monotonicity, unsorted). An unsorted formula ϕ is mono-
tonic if, for all n ∈ N, whenever ϕ is satisﬁable over domains of size n,
it is also satisﬁable over domains of size n+ 1.
An immediate consequence is that if a monotonic formula is sat-
isﬁable over a ﬁnite domain, it is also satisﬁable over all bigger ﬁnite
domains.
Remark 1. Several common classes of formulae are monotonic:
• Any unsatisﬁable formula is monotonic because it trivially satisﬁes
our deﬁnition. The same goes for any formula that has no ﬁnite
models.
• Any valid formula is monotonic because it has a model no matter
what the domain is.
• A formula that does not use = is monotonic, as we will see later.
What about a non-monotonic formula? The simplest example is
∀X, Y. X = Y, which is satisﬁed if the domain contains a single element
but not if it contains two. We will see later that equality is the single
source of non-monotonicity in formulae.
Monotonicity allows us to take a model of a formula and get from
it a model over a bigger domain. Although it is not obvious from our
deﬁnition, this is even the case if we want to get an inﬁnite model.
We stay out of technical deep water here by restricting ourselves to
countably inﬁnite models.
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Lemma 2 (monotonicity extends to countable domains). ϕ is monotonic
iff, for every pair of domains D and D ′ such that |D| 6 |D ′|, if ϕ is
satisﬁable over D and D ′ is countable then ϕ is satisﬁable over D ′.
Proof. (sketch) If ϕ is monotonic and has a ﬁnite model then it has
models of unbounded size; by compactness it has an inﬁnite model.
Monotonicity is not decidable We can see from remark 1 that mono-
tonicity is related to satisﬁability, so we should not expect it to be
decidable. Indeed it is not.2 This does not mean we should give up
on inferring monotonicity, just that we cannot always infer that a for-
mula is monotonic. The calculi we present later only answer “yes” if a
formula is monotonic but may answer “no” for a monotonic formula
too.
2.2 Monotonicity in a Many-Sorted Setting
Everything above generalises to sorted formulae, with the complication
that we now have to talk about a formula being monotonic in a particu-
lar sort. Informally, ϕ is monotonic in the sort α if, given a model of ϕ,
we can add elements to the domain of α while preserving satisﬁability.
We use the notation D(α) for the domain of sort α. The formal
deﬁnition mimics the one from the last section:
Deﬁnition 2 (monotonicity, sorted). A sorted formula ϕ is monotonic
in the sort α if, whenever ϕ is satisﬁable over D, and we are given D ′
such that
• |D(α)| is ﬁnite, and |D(α)|+ 1 = |D ′(α)|, and
• D ′(β) = D(β) for all β 6= α,
then ϕ is satisﬁable over D ′.
Once again, we only consider taking a ﬁnite domain and adding a
single element to it. The lemma from the last section holds:
2The proof works by encoding a given Turing machine by a formula that has a
ﬁnite model of size k iff the Turing machine halts in exactly k steps. Thus if the Turing
machine halts then the formula has a ﬁnite model at exactly one domain size and is
therefore not monotonic; if the Turing machine does not halt then the formula is ﬁnitely
unsatisﬁable and therefore monotonic.
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Lemma 3 (monotonicity extends to countable domains (sorted)). ϕ is
monotonic in α iff, whenever ϕ is satisﬁable over D, and we are given
D ′ such that
• |D ′(α)| > |D(α)|,
• D ′(β) = D(β) for all β 6= α, and
• D ′(β) is countable for all β,
then ϕ is satisﬁable over D ′.
The key insight of Monotonox is that sort erasure is safe if the
formula is monotonic in all sorts:
Theorem 1 (monotonic formulae preserve satisﬁability under erasure).
If ϕ is a many-sorted monotonic formula, then ϕ and its sort-erasure
are equisatisﬁable.
Proof. By lemma 1, it is enough to show that from a model of ϕ we
can construct a model where all domains are the same size. By lemma
3 we can do this by extending all the domains to match the size of the
biggest domain, if the model is countable.
If the model is uncountable, ﬁrst apply the Downward Löwenheim-
Skolem theorem to get a countable model, then use the argument
above.
Remark 2. Notice that this construction preserves ﬁnite satisﬁability,
which is important when we are going to use a ﬁnite model ﬁnder on
the problem.
Going back to our monkeys example, the formula is monotonic in
the sort banana (you can always add a banana to the model) but not in
the sort monkey (if we have k monkeys and 2k bananas, we may not
add another monkey without ﬁrst adding two bananas). In section 4
we will see that this means we only need to introduce a sort predicate
for the sort monkey.
2.3 A Simple Calculus for Monotonicity Inference
We now present two calculi for inferring monotonicity of a formula. In
both calculi we assume that the formula is in CNF.
Our ﬁrst calculus is based on the key observation that any formula
that does not use equality is monotonic. To see why, suppose we have
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a model over domain D of a formula ϕ, and we want to add a new
element to D while preserving satisﬁability. We can do this by taking an
existing domain element e ∈ D and making the new element e ′ behave
identically to e, so that for all unary predicates P, P(e) is true iff P(e ′)
is true, and for all unary functions f, f(e) = f(e ′), and similarly for
predicates and functions of higher arities. If the formula does not use
equality, e and e ′ cannot be distinguished. Thus, the addition of a new
domain element preserves satisﬁability of the formula.
On the other hand, with equality present, the addition of a new
element to the domain may make a previously satisﬁable formula unsat-
isﬁable. For example, ∀X, Y. X = Y has a model with domain size 1, but
it is not satisﬁable for any larger domain size. We cannot make the new
domain element behave the same as the old domain element because
equality can distinguish them.
However, not all occurrences of equality have this problem. The
following examples of equality literals are all monotonic:
1. Negative equality (by increasing the size of the domain, more
terms may become unequal but previously unequal terms will not
become equal).
2. Equality where neither side is a variable (i.e. both sides are func-
tions or constants, possibly with variable arguments). This is
because, by using the strategy above for extending the domain
with a new element, no function ever returns the new element, so
the new element is never tested for equality.
3. Equality over a sort α is monotonic in any sort β different to
α. (The satisﬁability of t1 = t2, where t1 and t2 have sort α is
unaffected by the addition of new elements to the domain of β).
Thus, the only problematic literal for monotonicity in the sort α is
positive equality over α where either side of the equality is a variable.
Safe terms We call a term safe in a sort α if, whenever we add a new
element to the domain of α, the term never evaluates to this element. If
the terms occurring on each side of an equality literal are both safe, the
satisﬁability of the literal is unaffected by the addition of new domain
elements. Since positive equality literals are the only possible sources of
non-monotonicity, we can infer monotonicity of a formula by showing
that all arguments of positive equality literals are safe. By the examples
above, a term is safe in the sort α if it is not a variable, or it has a
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sort different to α. The simple calculus exploits these facts with the
following rules:
1. ϕ1 ∨ϕ2 is monotonic in α iff ϕ1 and ϕ2 are monotonic in α.
2. ϕ1 ∧ϕ2 is monotonic in α iff ϕ1 and ϕ2 are monotonic in α.
3. Any non-equality literal is monotonic in any sort α.
4. t1 6= t2 is monotonic in any sort α.
5. t1 = t2 is monotonic in α if t1 and t2 are safe in α, i.e., are not
variables or are not of sort α.
Let us try out the simple calculus on the hungry monkeys in Ex-
ample 1. The formula is monotonic in monkey iff all of its clauses
are monotonic in monkey, and similarly for banana. Clauses (1) and
(2) are monotonic in both sorts, because the clauses do not contain
equality. (3) is monotonic in both sorts, because the clause does not
contain positive equality. (4) is monotonic in banana, because there is
no equality between banana elements. The calculus does not let us infer
monotonicity of monkey in this clause, because of the occurrence of an
equality literal with two variables of sort monkey. Thus, the formula is
monotonic in banana, but not in monkey. This is consistent with our
previous observation that we can add more banana elements without
affecting satisﬁability, but this is not the case for monkey elements.
2.4 Improved Calculus
There are many cases when our ﬁrst calculus is not able to prove mono-
tonicity. For example, suppose we change the problem so that some
monkeys are not hungry and do not need bananas:
Example 2.
∀M ∈ monkey. (hungry(M) =⇒ owns(M, banana1(M))) (5)
∀M ∈ monkey. (hungry(M) =⇒ owns(M, banana2(M))) (6)
∀M ∈ monkey. (hungry(M) =⇒ banana1(M) 6= banana2(M))
(7)
∀M1,M2 ∈ monkey, B ∈ banana.
((hungry(M1)∧ hungry(M2)∧ owns(M1, B)∧ owns(M2, B)
=⇒M1 =M2)
(8)
2. Monotonicity Calculus for First-Order Logic 98
It is not hard to see that, given a model of the axioms, we can always
add an extra monkey, by making that monkey not be hungry. Thus, the
above formula is monotonic in monkey. However, our simple calculus
can not infer this, because of the use of positive equality between two
variables of sort monkey in (8). In this section we remedy the problem
by extending the calculus.
In the simple calculus, the strategy for extending a model while
preserving ﬁnite satisﬁability was to pick an existing element e in the
domain, and let any new domain element “mimic” e. This strategy
does not work for clause (8) in Example 2: if we happen to pick an e
such that hungry(e) is true, then this strategy will add an extra hungry
monkey to the domain, which does not preserve ﬁnite satisﬁability. In
our improved calculus we can make use of alternative strategies for
extending the model, which allows us to infer monotonicity in cases
such as this.
Extension rules In the improved calculus, we nominate some predi-
cates to be “true-extended” and some to be “false-extended” in each
sort α. If a predicate is neither true-extended nor false-extended, we
say that it is “copy-extended”. When extending the model with a new
domain element e ′, if a predicate P is true-extended, we make P return
true whenever any of its arguments is e ′; likewise if it is false-extended
we make it return false if any of its arguments is e ′. Copy-extended
predicates behave as in the simple calculus.
Guard literals We say that a literal P(. . .) in a clause C guards an
occurrence of a variable X ∈ α in C if X is one of the arguments of that
literal and P is true-extended in α. Similarly, a literal ¬P(. . .) inCwith X
among its arguments guards occurrences of X in C if P is false-extended
in α. We call the literal P(. . .) or ¬P(. . .) in this case a guard literal.
The idea is that when X is instantiated with the new domain element,
the guard literal is true, hence satisﬁability of the clause is preserved.
This allows us to infer that a clause involving positive equality between
variables is monotonic, if those variables are guarded. For example, in
the clause (8) in Example 2, the two variablesM1 andM2 occurring in
the equality literal are guarded by the predicate hungry, which we can
make false for any new elements of sort monkey that we add.
Furthermore, X 6= t guards X if t is not a variable: the clause
X 6= t∨ϕ[X] is equivalent to X 6= t∨ϕ[t], in which X does not appear
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unsafely.3
Contradictory extensions When considering formulae, things get more
problematic: if we add an axiom
∀M ∈ monkey. hungry(M) (9)
to the formula in Example 2, we cannot add non-hungry monkeys to
the domain, so the problem is no longer monotonic in the sort monkey.
For the clause (8) to be monotonic,M1 andM2 must be guarded, which
means that the predicate hungry must be false-extended. But extending
hungry with false will not preserve satisﬁability of the clause (9).
The new extension rules thus require some caution. If a predicate P
is false-extended, then any occurrence of a variable X in the literal P(. . .)
needs guarding just like it does in an equality literal X = t. Likewise, if
P is true-extended, any occurrence of a variable X in the literal ¬P(. . .)
needs guarding. This is illustrated in Example 3:
Example 3.
∀X. (P(X) =⇒ X = t) (10)
∀X. (Q(X) =⇒ P(X)) (11)
(10) requires P to be false-extended, because the occurrence of
X in the positive equality literal needs guarding. But if P(X) is false
whenever X is instantiated with a new domain element, then Q must be
false-extended in order to satisfy (11).
An occurrence of a variable X is problematic if it occurs in a literal
of one of the following forms:
• X = t or t = X
• P(. . . , X, . . .) where P is false-extended
• ¬P(. . . , X, . . .) where P is true-extended
In that case, we need to guard X for the formula to be monotonic in
X’s sort.
The improved calculus infers monotonicity of a formula in α iff
there is a consistent extension of predicates that guards all such variable
occurrences.
3This even holds if X is a subterm of t.
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2.5 Monotonicity Inference Rules of the Improved Calculus
Notation In the following, we shall use the abbreviation K to denote
a function from predicates to the extension methods {true, false, copy}.
We call such a K a context. Furthermore, we use the notation K Bαϕ
to mean that ϕ is monotonic in the sort α, given the context K.
Formulae A formula ϕ is monotonic with context K in the sort α iff
all of its clauses are monotonic with K in α:
K BαC1 · · · K BαCn
K BαC1 ∧ . . .∧ Cn
Clauses In the rule for clauses, we must also consider the set Γ of vari-
ables that are guarded in the clause. We write Γ, K Bα l if l is monotonic
with K in α, given that the variables in Γ are guarded. A clause is mono-
tonic with context K in the sort α if all of its literals are monotonic with
K in α, given Γ :
Γ =
⋃n
i=1 guarded(K, li) Γ, K Bα l1 · · · Γ, K Bα ln
K Bα l1 ∨ . . .∨ ln
where guarded(K, l) is deﬁned as
guarded(K, P(t1 . . . tn)) = {X | X ∈ {t1 . . . tn}, X is a variable}
if K(P) = true,
guarded(K,¬P(t1 . . . tn)) = {X | X ∈ {t1 . . . tn}, X is a variable}
if K(P) = false,
guarded(K,X 6= t) = {X} if X is a variable and t is not,
guarded(K, l) = ∅ otherwise.
Literals We have the following rules for monotonicity inference of
literals:
Γ, K Bα t 6=β u
(1)
β 6= α
Γ, K Bα t =β u
(2)
safe(Γ, t, α) safe(Γ, u, α)
Γ, K Bα t =α u
(3)
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where
safe(Γ, t, α) =
{
t ∈ Γ if t is a variable of sort α,
true otherwise.
(1) Negative equality is always monotonic. (2) Equality in a sort β is
monotonic in any sort α that is different to β. (3) Equality between
two terms is monotonic if the terms are non-variables, or are guarded
in the clause.
safe(Γ, t1, α) · · · safe(Γ, tn, α)
Γ, K BαP(t1, . . . , tn)
(4)
safe(Γ, t1, α) · · · safe(Γ, tn, α)
Γ, K Bα¬P(t1, . . . , tn)
(5)
(4,5) A predicate literal is monotonic in α if all of its variable arguments
of sort α are guarded in the clause in which the literal occurs.
K(P) ∈ {true, copy}
Γ, K BαP(t1, . . . , tn)
(6)
K(P) ∈ {false, copy}
Γ, K Bα¬P(t1, . . . , tn)
(7)
(6) A positive occurrence of a predicate is monotonic if the predicate
is true-extended or copy-extended. (7) A negative occurrence of a pred-
icate is monotonic if the predicate is false-extended or copy-extended.
It is not immediately clear how to implement the above rules, since
there is no obvious way to infer the context K. We see in section 3.1
that we can do this using a SAT-solver.
2.6 NP-completeness of the Improved Calculus
The improved calculus allows us to infer monotonicity in more cases.
However, inferring monotonicity with it is NP-complete. We show NP-
hardness by reducing CNF-SAT to a problem of inferring monotonicity
in the calculus.
Given any propositional formula ϕsat in CNF, we construct a for-
mula ϕmon such that ϕsat is satisﬁable iff ϕmon is monotonic. The idea
is that a context that makes ϕsat monotonic corresponds to a satisfying
assignment for ϕsat.
For each positive literal l in ϕsat, we introduce a unary predicate Pl
inϕmon. For negative literals ¬l, we deﬁne P¬l(X) as ¬Pl(X). We equip
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ϕmon with a single constant c. We translate each clause (l1 ∨ ...∨ ln)
of ϕsat into the following clause in ϕmon:
∀X. Pl1(X)∨ ...∨ Pln(X)∨ X = c
Our calculus proves this clause monotonic exactly when our context
extends at least one of Pl1 , .., Pln by true. Thus if we ﬁnd a context that
makes ϕmon monotonic we may extract a satisfying assignment for ϕsat
by doing the following for each positive literal l of ϕsat:
• If Pl is extended by true then let l be true.
• If Pl is extended by false then let l be false.
• If Pl is extended by copy then choose an arbitrary value for l.
The same method takes us from a satisfying assignment of ϕsat to a
context that makes ϕmon monotonic.
3 Monotonox: Sorted to Unsorted Logic and Back
Again
We have implemented the monotonicity calculus as part of our tool
Monotonox. This section ﬁrst shows how the calculus is implemented
and then how monotonicity is exploited in translating between sorted
and unsorted ﬁrst-order logic.
3.1 Monotonicity Inference with Monotonox
We show in this section how to use a SAT-solver to implement the
monotonicity calculus. The use of a SAT-solver is a reasonable choice,
as we have seen previously that monotonicity inference in our calculus
is NP-hard.
We encode the problem of inferring monotonicity of a formula ϕ as
a SAT-problem, where a satisfying assignment corresponds to a context
in our calculus.
We construct for each predicate P in ϕ two literals, pT and pF. The
idea is that if pT is assigned true, then P should be true-extended. If pF
is assigned true, then P should be false-extended. If both pT and pF are
assigned false, then P should be copy-extended. Our task is to construct
a propositional formula with these literals, that is satisﬁable iff ϕ is
monotonic according to our calculus.
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Formulae The SAT-encoding of a formula ϕ is the conjunction of
SAT-encodings of the clauses of ϕ and the constraint that each predicate
may not be extended by both true and false:
mono((C1 ∧ ..∧ Cn), α) =
n∧
i=1
mono(Ci, α)∧
∧
Pi∈ϕ
¬piF ∨ ¬piT
Clauses The SAT-encoding of a clause C is the conjunction of SAT-
encodings of the literals of C.
mono((l1 ∨ ..∨ ln), α) =
n∧
i=1
mono((l1 ∨ ..∨ ln), li, α)
Literals The SAT-encoding of a literal may depend on the clause in
which it occurs. In a positive equality literal, both of the terms must be
safe. A negative equality literal is trivially monotonic. An occurrence of
a predicate is monotonic if the predicate is extended in an appropriate
way or its arguments are safe.
mono(C, l, α) =

safe(C, t1, α)∧ safe(C, t2, α) if l is t1 = t2,
true if l is t1 6= t2,
¬pF ∨
∧n
i=1 safe(C, ti, α) if l is P(t1, . . . , tn),
¬pT ∨
∧n
i=1 safe(C, ti, α) if l is ¬P(t1, . . . , tn),
A term t is safe in a clause if it is not a variable of the sort considered
for monotonicity, or it is guarded by any of the literals in the clause.
safe((l1∨..∨ln), t, α) =
{∨n
i=1 guards(li, t) if t is a variable of sort α
true otherwise
A literal l guards a variable X according to the rules that we discussed
in section 2.4.
guards(l, X) =

pT if l is of the form P(. . . , X, . . .),
pF if l is of the form ¬P(. . . , X, . . .),
true if l is of the form X 6= f(. . .) or f(. . .) 6= X,
false otherwise.
If there is a satisfying assignment of the SAT-formula mono(ϕ,α),
then there is a consistent extension of the predicates of ϕ (a context)
that makes ϕmonotonic in α, and vice versa. Monotonox uses MiniSat
[Eén and Sörensson, 2003] to ﬁnd out whether a satisfying assignment
exists for each sort.
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4 Translating Sorted to Unsorted Logic
To translate from a sorted problem to an unsorted problem, we use the
principle thatmonotonic sorts can simply be erased, but non-monotonic
sorts need to be encoded using, for example, a sort predicate. Thus our
algorithm is as follows:
1. Analyse the formula to discover which sorts are monotonic.
2. For each non-monotonic sort, transform the formula by intro-
ducing a sort predicate or a sort function (according to the user’s
choice)—but do not erase the sort yet.
3. Erase all the sorts at once.
It makes no difference how we encode the non-monotonic sorts—by
using predicates, functions or something else. We can in principle use
sort predicates for some sorts and sort functions for others.
We justify the algorithm as follows: by adding sort predicates or
functions for all the non-monotonic sorts, we have transformed the
input formula into an equisatisﬁable formula which is also monotonic.4
Once we have this monotonic formula then erasing all the sorts preserves
satisﬁability (theorem 1).
An example Suppose we take the ﬁrst axiom of our running example,
∀M ∈ monkey. owns(M, banana1(M)). As discussed, we know that the
sort banana is monotonic but the sort monkey is not. Thus we need to
introduce a sort predicate or function for only the sortmonkey. If we in-
troduce a sort function—while still keeping the formula sorted—we ob-
tain the formula ∀M ∈ monkey. owns(fmonkey(M), banana1(fmonkey(M)).
Having done this, it is enough to erase the sorts from the formula
(step 3 of the algorithm) and we obtain an unsorted formula which is
equisatisﬁable over each domain size to the original sorted formula,
namely:
∀M. owns(fmonkey(M), banana1(fmonkey(M))
4In the case of sort predicates, our second calculus can infer monotonicity by
false-extending the sort predicate; in the case of sort functions, our ﬁrst calculus also
can because no variable appears directly as the argument of an equality literal.
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5 Translating Unsorted to Sorted Logic
The translation from unsorted to sorted formulae makes use of the same
machinery, only in the reverse direction: given an unsorted problem φ,
if we ﬁnd a well-sorted problem ψ such that (1) erasing the sorts in ψ
gives us back φ, and (2) all sorts in ψ are monotonic, then (theorem 1)
φ and ψ are equisatisﬁable.
The problem is ﬁnding the sorted problem ψ. We can use an existing
algorithm [Claessen and Sörensson, 2003], that we call sort unerasure
here, for this. Sort unerasure computes the maximal typing of an
unsorted problem. It starts by creating unique sorts for all variable
occurrences in the problem, and for all argument positions of predicate
and function symbols, and for all results of function symbols. Then,
it computes equivalence classes of sorts that should be equal to each
other in order for the problem to be well-sorted, in the following way.
Everywhere in the problem, whenever we apply a function symbol or
predicate symbol P to a term t, we force the sort of the corresponding
argument position of P to be in the same equivalence class as the result
sort of t. Using a union/ﬁnd algorithm, we get an algorithm that is close
to linear time in complexity.
To sum up, the translation goes in three steps:
1. Compute candidate sorts for all symbols occurring in the prob-
lem (using sort unerasure), and create the corresponding sorted
problem.
2. Use Monotonox to ﬁnd out if all sorts in the resulting problem
are monotonic. If they are, we are done.
3. If there exists any sort that cannot be shown monotonic, then give
up. We simply return the unsorted problem as a sorted problem
with one sort.
In practice, there is more we can do in step 3 than giving up. One
has to constrain the sorted formula so that (1) the domains of all non-
monotonic sorts have the same size, and (2) no monotonic sort’s domain
can be bigger than a non-monotonic sort’s domain. A ﬁnite model
ﬁnder can easily implement these constraints; when theorem-proving,
one can enforce size constraints between sorts by adding to the problem
an injective function from the smaller sort to the bigger sort.
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6 Results
The TPTP library [Sutcliffe, 2009] has recently been extended with
many-sorted (so-called TFF) problems. Unfortunately, only 26 of these
problems have more than one sort.5 They break down as follows:
11 have no non-ground positive equality, which means that they are
trivially monotonic. Monotonox proves a further 5 monotonic. 4 are
monotonic only because they have no ﬁnite models, a situation which
we cannot detect but plan to in the future. 6 are truly not monotonic.
Translating from unsorted to many-sorted logic, we applied sort
unerasure to all 13610 unsorted TPTP problems,6 ﬁnding 6380 prob-
lems with more than one sort, to which we applied our monotonicity
inference. The results are as follows.
Monotonic Other Affected Monotonic
sorts sorts7 problems8 problems9
CNF problems (2598 problems, 19908 sorts)
Calculus 1 12317 7591 2446 592
Calculus 2 12545 7363 2521 726
Full ﬁrst-order problems (3782 problems, 91843 sorts)
Calculus 1 85025 6818 3154 1034
Calculus 2 88645 3198 3715 1532
Running times None of the tests above took more than a few seconds.
Monotonicity inference was not more expensive than the sort unerasure
algorithm.
7 Conclusions and Future Work
We have introduced the concept of monotonicity, and applied it to
the problem of translating between many-sorted and unsorted ﬁrst-
order logic. Detecting monotonicity of a sort is not decidable, but
we have introduced two algorithms approximating the answer, one
5TFF adds both sorts and arithmetic to TPTP; the vast majority of the problems so
far only test arithmetic, so only have one sort.
6Excluding the so-called SYN problems that just test syntax.
7Sorts that we couldn’t infer monotonic (including sorts that are truly not mono-
tonic).
8Problems where at least one sort was inferred monotonic.
9Problems where all sorts were inferred monotonic.
linear in the size of the problem, and one improved algorithm solving
an NP-complete problem using a SAT-solver. Our results show that the
improved algorithm detects many cases of monotonicity, and that the
NP-completeness is not a problem in practice.
For future work, we plan to integrate our previous work on ﬁnite
unsatisﬁability detection [Claessen and Lillieström, 2011] with mono-
tonicity detection—any sort which must have an inﬁnite domain is
monotonic. We expect this method to improve monotonicity detection
for typical problems that have been translated from higher-order logics
with recursive datatypes, such as lists. Moreover, we are working on
generalising guards to arbitrary literals.
Finally, we plan to use the translation from unsorted to many-sorted
logic to populate the typed section of the TPTP benchmark library.
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Abstract
Most automatic theorem provers are restricted to untyped
logics, and existing translations from typed logics are bulky or
unsound. Recent research proposes monotonicity as a means to
remove some clutter. Here we pursue this approach systemati-
cally, analysing formally a variety of encodings that further im-
prove on efﬁciency while retaining soundness and completeness.
We extend the approach to rank-1 polymorphism and present
alternative schemes that lighten the translation of polymorphic
symbols based on the novel notion of “cover”. The new encod-
ings are implemented, and partly proved correct, in Isabelle/HOL.
Our evaluation ﬁnds them vastly superior to previous schemes.
1 Introduction
Speciﬁcation languages, proof assistants, and other theorem proving
applications typically rely on polymorphic types, but state-of-the-art
automatic provers support only untyped or monomorphic logics. The
existing sound and complete translation schemes for polymorphic types,
whether they revolve around functions (tags) or predicates (guards),
produce clutter that severely hampers the proof search, and lighter
approaches based on type arguments are unsound [Meng and Paulson,
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2008, Stickel, 1986]. As a result, application authors face a difﬁcult
choice between soundness and efﬁciency.
In Paper 3 we presented a pair of sound, complete, and efﬁcient
translations from monomorphic to untyped ﬁrst-order logic with equal-
ity. The key insight is that monotonic types—types whose domain can
be extended with new elements while preserving satisﬁability—can be
merged. The remaining types can be made monotonic by introducing
protectors (tags or guards).
Example 1 (Monkey Village). Imagine a village of monkeys where each
monkey owns at least two bananas:
∀M :monkey. owns(M, b1(M)) ∧ owns(M, b2(M))
∀M :monkey. b1(M) 6≈ b2(M)
∀M1, M2 :monkey, B :banana. owns(M1, B) ∧ owns(M2, B) →
M1≈M2
The predicate owns : monkey × banana  o associates monkeys with
bananas, and the functions b1, b2 : monkey  banana witness the
existence of each monkey’s minimum supply of bananas. The axioms
are satisﬁable.
In the monkey village of Example 1, the type banana is monotonic,
because any model with b bananas can be extended to a model with
b ′ > b bananas. In contrast, monkey is non-monotonic, because there
can live at most bb/2c monkeys in a village with a ﬁnite supply of
b bananas. Syntactically, the monotonicity of banana is inferrable from
the absence of a positive equality B ≈ t or t ≈ B, where B is a variable
of type banana and t is arbitrary; such a literal would be needed to
make the type non-monotonic.
The example can be encoded as follows, using the predicate gmonkey
to guard against ill-typed instantiations ofM,M1, andM2:
∃M. gmonkey(M)
∀M. gmonkey(M) → owns(M, b1(M)) ∧ owns(M, b2(M))
∀M. gmonkey(M) → b1(M) 6≈ b2(M)
∀M1,M2, B. gmonkey(M1) ∧ gmonkey(M2) ∧ owns(M1, B) ∧
owns(M2, B) →M1≈M2
(The ﬁrst axiom witnesses the existence of a monkey.) Thanks to mono-
tonicity, it is sound to omit all type information regarding bananas.
Monotonicity is not decidable, but it can often be inferred using suit-
able calculi. In this paper, we exploit this idea systematically, analysing
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a variety of encodings based on monotonicity: some are minor adap-
tations of existing ones, while others are novel encodings that further
improve on the size of the translated formulas.
In addition, we generalise the monotonicity approach to a rank-1
polymorphic logic, as embodied by the TPTP typed ﬁrst-order form
TFF1 [Blanchette and Paskevich, 2012]. Unfortunately, the presence
of a single equality literal X ≈ t or t ≈ X, where X is a polymor-
phic variable of type α, will lead the analysis to classify all types as
possibly non-monotonic and force the use of protectors everywhere,
as in the traditional encodings. A typical example is the list axiom
∀X : α, Xs : list(α). hd(cons(X, Xs)) ≈ X. We solve this issue through
a novel scheme that reduces the clutter associated with non-monotonic
types, based on the observation that protectors are required only when
translating the particular formulas that prevent a type from being in-
ferred monotonic. This contribution improves the monomorphic case
as well: for the monkey village example, our scheme detects that the
ﬁrst two axioms are harmless and translates them without the gmonkey
guards. In fact, by relying on a relaxed notion of monotonicity, we can
soundly eliminate all type information in the monkey village problem.
Encoding types in an untyped logic is an old problem, and several
solutions have been proposed in the literature. We ﬁrst review four
main traditional approaches (Section 3), which prepare the ground for
the more advanced encodings presented in this paper. Next, we present
known and novel monotonicity-based schemes that handle only ground
types (Section 4); these are interesting in their own right and serve as
stepping stones for the full-blown polymorphic encodings (Section 5).
Besides the monotonicity-based encodings, we also present alternative
schemes that aim at reducing the clutter associated with polymorphic
symbols, based on the novel notion of “cover” (Section 6). Proofs of
correctness accompany the descriptions of the new encodings. The
proofs explicitly relate models of unencoded and encoded problems.
Figure 4.1 presents a brief overview of the main encodings. The
traditional encodings are identiﬁed by single letters (efor full type era-
sure, afor type arguments, tfor type tags, gfor type guards). The non-
traditional encodings append a sufﬁx to the letter: ? (= monotonicity-
based, lightweight), ?? (= monotonicity-based, featherweight), or @ (=
cover-based). The decoration ˜ identiﬁes the monomorphic version of
an encoding. Among the non-traditional schemes, t˜? and g˜? come from
Paper 3; the other encodings are novel.
A formalisation [Blanchette and Popescu, 2012] of the results in
the proof assistant Isabelle/HOL [Nipkow et al., 2002] is under way; it
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Traditional Monotonicity-based Cover-based
Polymorphic Monomorphic Polymorphic Polymorphic
e (§3.1)
a (§3.2) actor (§5.1)
t (§3.3) t˜?, t˜?? (§4.4) t?, t?? (§5.4) t@ (§6.1)
g (§3.4) g˜?, g˜?? (§4.5) g?, g?? (§5.5) g@ (§6.2)
Figure 4.1: Main encodings
currently covers all the monomorphic encodings. The encodings have
been implemented in Sledgehammer [Blanchette et al., 2011, Meng and
Paulson, 2008], which provides a bridge between Isabelle/HOL and
several automatic theorem provers (Section 7). They were evaluated
with E, iProver, SPASS, Vampire, and Z3 on a vast benchmark suite
consisting of proof goals from existing Isabelle formalisations (Section 8).
Our comparisons include the traditional encodings as well as the provers’
native support for monomorphic types where it is available. Related
work is considered at the end (Section 9).
2 Background: Logics
This paper involves three versions of classical ﬁrst-order logic with
equality: polymorphic, monomorphic, and untyped. They correspond
to the TPTP syntaxes TFF1, TFF0, and FOF, respectively, excluding
interpreted arithmetic.
2.1 Polymorphic First-Order Logic
The source logic is a rank-1 polymorphic logic as provided by TFF1
[Blanchette and Paskevich, 2012].
Deﬁnition 1 (Syntax). Let A be a countable set of type variables with
typical element α, and let V be a countable set of term variables with
typical element X. A polymorphic signature is a triple Σ = (K,F,P),
where K is a ﬁnite set of n-ary type constructors k with their arities,
F is a ﬁnite set of function symbol declarations, and P is a ﬁnite set
of predicate symbol declarations. The types, declarations, terms, and
formulas are deﬁned below. Symbols may not be overloaded. A problem
over Σ is a ﬁnite set of closed formulas over Σ.
2. Background: Logics 113
Types:
σ ::= k(σ¯) constructor type
| α type variable
Declarations:
f : ∀α¯. σ1× · · · × σn  σ ∈ F
p : ∀α¯. σ1× · · · × σn  o ∈ P
The type variables α¯ in a declaration must be distinct and comprise all
type variables found in σ1, . . . , σn and σ. Type variables αi that do not
occur in σ1, . . . , σn or σ are allowed. The symbols ×, , and o are not
type constructors but syntax. Both kinds of declaration are instances of
the general syntax s : ∀α¯. σ¯  σ, where s ∈ F unionmulti P and σ is either a type
or o. An application of s requires |α¯| type arguments in angle brackets
and |σ¯| term arguments in parentheses. In examples, we usually omit
type arguments that are irrelevant or clear from the context.
Terms:
t ::= f〈σ¯〉(t¯ ) function term
| X term variable
Formulas:
ϕ ::= p〈σ¯〉(t¯ ) | ¬ p〈σ¯〉(t¯ ) predicate literal
| t1≈ t2 | t1 6≈ t2 equality literal
| ϕ1∧ ϕ2 | ϕ1∨ ϕ2 binary connective
| ∀X : σ. ϕ | ∃X : σ. ϕ term quantiﬁcation
| ∀α. ϕ type quantiﬁcation
Though it is not captured syntactically, a type quantiﬁer may not appear
underneath a term quantiﬁer. When deﬁning translations or reasoning
about formulas, we assume they are expressed in negation normal
form (NNF), with negation applied to equality or predicate atoms.
In other contexts, we freely nest quantiﬁers and connectives and use
implication→. We assume that all type quantiﬁcation is universal—type
skolemisation will remove existential type quantiﬁers [Blanchette and
Paskevich, 2012, §5.2]. Finally, we adopt the convention that each type
or term variable is bound only once in a formula.
The typing rules and semantics of the logic are modelled after those of
TFF1 [Blanchette and Paskevich, 2012, §3]. Brieﬂy, the type arguments
completely determine the types of the term arguments and, for func-
tions, of the result. Polymorphic symbols are interpreted as families of
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functions or predicates indexed by ground types. All types are inhabited
(non-empty).
Deﬁnition 2 (Typing Rules). Let Γ be a type context, a function that
maps every variable to its type. A judgement Γ ` t : σ expresses that the
term t is well-typed and has type σ in context Γ . A judgement Γ ` ϕ : o
expresses that the formula ϕ is well-typed in Γ . The typing rules of
polymorphic ﬁrst-order logic are given below:
Γ ` X : Γ(X)
f : ∀α¯. σ¯  σ Γ ` tj : σj ρ for all j
Γ ` f〈α¯ρ〉(t¯ ) : σρ
p : ∀α¯. σ¯  o Γ ` tj : σj ρ for all j
Γ ` p〈α¯ρ〉(t¯ ) : o
p : ∀α¯. σ¯  o Γ ` tj : σj ρ for all j
Γ ` ¬ p〈α¯ρ〉(t¯ ) : o
Γ ` t1 : σ Γ ` t2 : σ
Γ ` t1 ≈ t2 : o
Γ ` t1 : σ Γ ` t2 : σ
Γ ` t1 6≈ t2 : o
Γ ` ϕ1 : o Γ ` ϕ2 : o
Γ ` ϕ1 ∧ ϕ2 : o
Γ ` ϕ1 : o Γ ` ϕ2 : o
Γ ` ϕ1 ∨ ϕ2 : o
Γ [X 7→ σ] ` ϕ : o
Γ ` ∀X : σ. ϕ : o
Γ [X 7→ σ] ` ϕ : o
Γ ` ∃X : σ. ϕ : o
Γ ` ϕ : o
Γ ` ∀α. ϕ : o
Superscripts attach type annotations to terms; for example, tσ indicates
that t has type σ. These annotations are a notational device and not
part of the syntax.
Deﬁnition 3 (Semantics). Let D be a ﬁxed non-empty collection of
non-empty sets (the domains), and let U =
⋃
D (the universe). Let
Σ = (K,F,P) be a polymorphic signature. A structure S for Σ is a triple
of families:
• (kS)k∈K : Dn  D;
• (fS)f : ∀α¯. σ¯σ ∈ F : D|α¯| × U|σ¯|  U;
• (pS)p : ∀α¯. σ¯o ∈ P ⊆ D|α¯| × U|σ¯|.
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Given a type variable valuation θ : A  D, the interpretation of typesJ KSθ is deﬁned by the equationsJk(σ¯)KSθ = kS(Jσ¯KSθ) JαKSθ = θ(α)
The pS component of a structure is required to map any tuple of |α¯|
domains Di and |σ¯| universe elements aj ∈ JσjKSθ to an element of JσKSθ,
where θ maps each αi to Di.
Given a type variable valuation θ and a term variable valuation
ξ : V  U, the interpretation of terms and formulas by the structure S
is as follows:
Jf〈σ¯〉(t¯ )KSθ, ξ = fS(Jσ¯KSθ, Jt¯ KSθ, ξ)Jp〈σ¯〉(t¯ )KSθ, ξ = pS(Jσ¯KSθ, Jt¯ KSθ, ξ)J¬ p〈σ¯〉(t¯ )KSθ, ξ = ¬ pS(Jσ¯KSθ, Jt¯ KSθ, ξ)JXKSθ, ξ = ξ(X)Jt1 ≈ t2KSθ, ξ = (Jt1KSθ, ξ = Jt2KSθ, ξ)Jt1 6≈ t2KSθ, ξ = (Jt1KSθ, ξ 6= Jt2KSθ, ξ)Jϕ1 ∧ ϕ2KSθ, ξ = Jϕ1KSθ, ξ ∧ Jϕ2KSθ, ξJϕ1 ∨ ϕ2KSθ, ξ = Jϕ1KSθ, ξ ∨ Jϕ2KSθ, ξJ∀X : σ. ϕKSθ, ξ = ∀a ∈ JσKSθ. JϕKSθ, ξ[X 7→a]J∃X : σ. ϕKSθ, ξ = ∃a ∈ JσKSθ. JϕKSθ, ξ[X 7→a]J∀α. ϕKSθ, ξ = ∀D ∈ D. JϕKSθ[α7→D], ξ
We omit irrelevant subscripts to J K, writing JσKS if σ is ground andJϕKS if ϕ is closed.
A structureM is a model of a problem Φ if JϕKM is true for every
ϕ ∈ Φ. A problem that has a model is satisﬁable.
Example 2 (Algebraic Lists). The following axioms induce a minimalis-
tic ﬁrst-order theory of algebraic lists that will serve as our main running
example:
∀α. ∀X : α, Xs : list(α). nil 6≈ cons(X, Xs)
∀α. ∀Xs : list(α).
Xs ≈ nil ∨ (∃Y : α, Ys : list(α). Xs ≈ cons(Y, Ys))
∀α. ∀X : α, Xs : list(α).
hd(cons(X, Xs)) ≈ X ∧ tl(cons(X, Xs)) ≈ Xs
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We conjecture that cons is injective. The conjecture’s negation can be
expressed employing an unknown but ﬁxed Skolem type b:
∃X, Y : b, Xs, Ys : list(b).
cons(X, Xs) ≈ cons(Y, Ys) ∧ (X 6≈ Y ∨ Xs 6≈ Ys)
Because the hd and tl equations force injectivity of cons in both ar-
guments, the problem is unsatisﬁable: the unnegated conjecture is a
consequence of the axioms.
Central to this paper are the notions of soundness and completeness of
a translation function between problems.
Deﬁnition 4 (Correctness). Assume a function that translates problems
Φ over Σ to problems Φ ′ over Σ ′. The function is sound if satisﬁability
of Φ implies satisﬁability of Φ ′; it is complete if satisﬁability of Φ ′
implies satisﬁability of Φ; it is correct if it is both sound and complete
(i.e. Φ and Φ ′ are equisatisﬁable).
2.2 Monomorphic First-Order Logic
Monomorphic ﬁrst-order logic constitutes a special case of polymorphic
ﬁrst-order logic. Type constructors are nullary, symbol declarations
have the form s : σ¯  σ, and formulas contain no type variables.
Example 3. A monomorphised version of the algebraic list problem of
Example 2, with α instantiated by b, follows:
∀X : b, Xs : list_b.
nilb 6≈ consb(X, Xs)
∀Xs : list_b.
Xs ≈ nilb ∨ (∃Y : b, Ys : list_b. Xs ≈ consb(Y, Ys))
∀X : b, Xs : list_b.
hdb(consb(X, Xs)) ≈ X ∧ tlb(consb(X, Xs)) ≈ Xs
∃X, Y : b, Xs, Ys : list_b.
consb(X, Xs) ≈ consb(Y, Ys) ∧ (X 6≈ Y ∨ Xs 6≈ Ys)
2.3 Untyped First-Order Logic
Our target logic is an untyped logic coinciding with the TPTP ﬁrst-order
form FOF [Sutcliffe, 2009]. This is the logic traditionally implemented
in automatic theorem provers. An untyped signature is a pair Σ = (F,P),
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where F and P associate symbols with their arities (indicated by super-
scripts). The untyped syntax is identical to that of the monomorphic
logic, except that quantiﬁcation is written ∀X. ϕ and ∃X. ϕ.
3 Traditional Type Encodings
There are four main traditional approaches to encoding polymorphic
types: full type erasure, type arguments, type tags, and type guards
[Enderton, 2001, Meng and Paulson, 2008, Stickel, 1986, Wick and
McCune, 1989].
3.1 Full Type Erasure
The easiest way to translate a typed problem into an untyped logic is to
erase all its type information, which means omitting all type arguments,
type quantiﬁers, and types in term quantiﬁers. We call this encoding e.
Deﬁnition 5 (Full Erasure e). The full type erasure encoding e translates
a polymorphic problem over Σ into an untyped problem over Σ ′, where
the symbols in Σ ′ have the same term arities as in Σ (but without
type arguments). It is deﬁned on terms and formulas by the following
structurally recursive function J Ke :Jf〈σ¯〉(t¯ )Ke = f(Jt¯ Ke)Jp〈σ¯〉(t¯ )Ke = p(Jt¯ Ke) J∀X : σ. ϕKe = ∀X. JϕKeJ¬ p〈σ¯〉(t¯ )Ke = ¬ p(Jt¯ Ke) J∃X : σ. ϕKe = ∃X. JϕKeJ∀α. ϕKe = JϕKe
Here and elsewhere, we omit the trivial cases where the function is
simply applied to its subterms or subformulas, as in Jϕ1 ∧ ϕ2Ke =Jϕ1Ke ∧ Jϕ2Ke . The translation of a problem Φ is the union of the
translations its formulas: JΦKe = ⋃ϕ∈Φ JϕKe .
By way of composition, the e encoding lies at the heart of all the
encodings presented in this paper. Given n encodings x1, . . . , xn (where
xn is usually e), we write J Kx1 ;...;xn for the composition J Kxn ◦· · ·◦J Kx1 .
Example 4. Encoded using e, the monkey village axioms of Example 1
become
∀M. owns(M, b1(M)) ∧ owns(M, b2(M))
∀M. b1(M) 6≈ b2(M)
∀M1, M2, B. owns(M1, B) ∧ owns(M2, B) →M1≈M2
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Like the original axioms, the encoded axioms are satisﬁable: the require-
ment that each monkey possesses two bananas of its own can be met
by taking an inﬁnite domain (since 2k = k for any inﬁnite cardinal k).
Full type erasure is unsound in the presence of equality because equality
can be used to encode cardinality constraints on domains. For example,
∀U : unit. U ≈ unity forces the domain of unit to have only one
element. Its erasure, ∀U. U ≈ unity, effectively restricts all types to
one element; from any disequality t 6≈ u or any pair of clauses p(t¯ )
and ¬p(u¯), we can derive a contradiction. An expedient proposed by
Meng and Paulson [2008, §2.8] and implemented in Sledgehammer is
to ﬁlter out all axioms of the form ∀X : σ. X ≈ a1∨ · · · ∨ X ≈ an, but
this makes the translation incomplete and generally does not sufﬁce to
prevent unsound cardinality reasoning.
An additional issue with full type erasure is that it confuses dis-
tinct monomorphic instances of polymorphic symbols. The formula
q〈a〉(f〈a〉) ∧ ¬ q〈b〉(f〈b〉) is satisﬁable, but its type erasure q(f ) ∧
¬ q(f ) is unsatisﬁable. A less contrived example is N 6≈ 0 → N > 0,
which we would expect to hold for the natural number versions of 0
and > but not for integers or real numbers.
Nonetheless, full type erasure is complete, and this property will be
useful later.
Theorem 2 (Completeness of e). Full type erasure is complete.
Proof. From a model M of JΦKe , we construct a structure for Φ by
taking the same domain for all types and interpreting all instances of
each polymorphic symbol in the same way as M. This construction
clearly yields a model of Φ.
3.2 Type Arguments
A way to prevent the confusion arising with full type erasure is to
encode types as terms in the untyped logic: type variables α become
term variables A, and n-ary type constructors k become n-ary function
symbols k. A polymorphic symbol with m type arguments is passed m
additional term arguments. The example given in the previous subsec-
tion is translated to q(a, f(a)) ∧ ¬ q(b, f(b)), and a fully polymorphic
instance f〈α〉 would be encoded as f(A). We call this encoding a.
Deﬁnition 6 (Term Encoding of Types). LetK be a ﬁnite set ofn-ary type
constructors, and let ϑ /∈ K be a distinguished nullary type constructor.
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For each type variable α, let V(α) be a fresh term variable. The term
encoding of a polymorphic type over K is a term over ({ϑ},K), where
k : ϑn  ϑ for each n-ary type constructor k. The encoding is speciﬁed
by the following equations:
〈〈k(σ¯)〉〉 = k(〈〈σ¯〉〉) 〈〈α〉〉 = V(α)
Deﬁnition 7 (Traditional Arguments a). The traditional type arguments
encoding a translates a polymorphic problem over Σ = (K,F,P) into an
untyped problem over Σ ′ = (F ′ unionmultiK, P ′), where the symbols in F ′, P ′
are the same as those in F, P. For each symbol s : ∀α¯. σ¯  σ ∈ F unionmulti P,
the arity of s in Σ ′ is |α¯|+ |σ¯|. The encoding is deﬁned as J Ka ;e , where
Jf〈σ¯〉(t¯ )Ka = f〈σ¯〉(〈〈σ¯〉〉, Jt¯ Ka)Jp〈σ¯〉(t¯ )Ka = p〈σ¯〉(〈〈σ¯〉〉, Jt¯ Ka) J∀α. ϕKa = ∀α. ∀〈〈α〉〉 : ϑ. JϕKaJ¬ p〈σ¯〉(t¯ )Ka = ¬ p〈σ¯〉(〈〈σ¯〉〉, Jt¯ Ka)
(Again, we omit the trivial cases, e.g. J∀X : σ. ϕKa = ∀X : σ. JϕKa .)
Example 5. The a encoding translates the algebraic list problem of
Example 2 into the following untyped problem:
∀A, X, Xs.
nil(A) 6≈ cons(A, X, Xs)
∀A, Xs.
Xs ≈ nil(A) ∨ (∃Y, Ys. Xs ≈ cons(A, Y, Ys))
∀A, X, Xs.
hd(A, cons(A, X, Xs)) ≈ X ∧ tl(A, cons(A, X, Xs)) ≈ Xs
∃X, Y, Xs, Ys.
cons(b, X, Xs) ≈ cons(b, Y, Ys) ∧ (X 6≈ Y ∨ Xs 6≈ Ys)
The a encoding coincides with e for monomorphic problems and is
unsound. Nonetheless, it forms the basis of all our sound polymorphic
encodings in a slightly generalised version, called ax below. First, let
us ﬁx a distinguished type ϑ (for encoded types) and two distinguished
symbols t : ∀α. α  α (for tags) and g : ∀α. α  o (for guards).
Deﬁnition 8 (Type Argument Filter). Given a signature Σ = (K,F,P),
a type argument ﬁlter x maps any s : ∀α1, . . . , αm. σ¯  σ to a subset
xs = {i1, . . . , im ′} ⊆ {1, . . . ,m} of its type argument indices. Given a list
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z¯ of length m, xs(z¯) denotes the sublist zi1 , . . . , zim ′ , where i1 < · · · <
im ′ . Filters are implicitly extended to {1} for the distinguished symbols
t, g /∈ F unionmulti P.
Deﬁnition 9 (Generic Arguments ax). Given a type argument ﬁlter x, the
generic type arguments encoding ax translates a polymorphic problem
over Σ = (K,F,P) into an untyped problem over Σ ′ = (F ′ unionmulti K, P ′),
where the symbols in F ′, P ′ are the same as those in F, P. For each
symbol s : ∀α¯. σ¯  σ ∈ F unionmulti P, the arity of s in Σ ′ is |xs| + |σ¯|. The
encoding is deﬁned as J Kax ;e , where the non-trivial cases are
Jf〈σ¯〉(t¯ )Kax = f〈σ¯〉(〈〈xf(σ¯)〉〉, Jt¯ Kax )Jp〈σ¯〉(t¯ )Kax = p〈σ¯〉(〈〈xp(σ¯)〉〉, Jt¯ Kax )J¬ p〈σ¯〉(t¯ )Kax = ¬ p〈σ¯〉(〈〈xp(σ¯)〉〉, Jt¯ Kax )J∀α. ϕKax = ∀α. ∀〈〈α〉〉 : ϑ. JϕKax
The e and a encodings correspond to the special cases of ax where x
returns none or all of its arguments, respectively.
Theorem 3 (Completeness of ax). The type arguments encoding ax is
complete.
Proof. By Theorem 2, it sufﬁces to construct a modelM ′ of Φ from a
modelM of JΦKax . We letM ′ interpret each type constructor in K in
the same way asM. For each symbol s ∈ F unionmulti P, the entry for s〈σ¯〉(a¯)
in M ′ is given by the interpretation of s〈σ¯〉(〈〈xs(σ¯ )〉〉, a¯) in M. This
construction obviously yields a model of Φ.
3.3 Type Tags
An intuitive approach to encode type information soundly (as well as
completely) is to wrap each term and subterm with its type using type
tags. For polymorphic type systems, this scheme relies on a distin-
guished binary function t(〈〈σ〉〉, t) that “annotates” each term t with its
type σ. The tags make most type arguments superﬂuous. We call this
scheme t, after the tag function of the same name. It is deﬁned as a
two-stage process: the ﬁrst stage adds tags t〈σ〉(t) while preserving the
polymorphism; the second stage encodes t’s type argument as well as
any phantom type arguments.
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Deﬁnition 10 (Phantom Type Argument). Let s : ∀α1, . . . , αm. σ¯  σ ∈
F unionmultiP. The ith type argument is a phantom if αi does not occur in σ¯ or
σ. Given a list z¯ ≡ z1, . . . , zm, phans(z¯) denotes the sublist zi1 , . . . , zim ′
corresponding to the phantom type arguments.
Deﬁnition 11 (Traditional Tags t). The traditional type tags encoding
t translates a polymorphic problem over Σ into an untyped problem
over Σ ′ = (F ′ unionmultiKunionmulti {t2}, P ′), where F ′, P ′ are as for aphan (i.e. ax with
x = phan). It is deﬁned as J Kt ;aphan ;e , i.e. the composition of J Kt , J Kaphan ,
and J Ke , where
Jf〈σ〉(t¯ )Kt = bf〈σ〉(Jt¯ Kt)c JXKt = bXc with btσc = t〈σ〉(t)
Example 6. The t encoding translates the algebraic list problem of
Example 2 into the following equisatisﬁable untyped problem:
∀A, X, Xs.
t(list(A), nil) 6≈ t(list(A), cons(t(A, X), t(list(A), Xs)))
∀A, Xs. t(list(A), Xs) ≈ t(list(A), nil) ∨
(∃Y, Ys. t(list(A), Xs) ≈ t(list(A), cons(t(A, Y), t(list(A), Ys))))
∀A, X, Xs.
t(A, hd(t(list(A), cons(t(A, X), t(list(A), Xs))))) ≈ t(A, X) ∧
t(list(A), tl(t(list(A), cons(t(A, X), t(list(A), Xs))))) ≈ t(list(A), Xs)
∃X, Y, Xs, Ys.
t(list(b), cons(t(b, X), t(list(b), Xs))) ≈
t(list(b), cons(t(b, Y), t(list(b), Ys))) ∧
(t(b, X) 6≈ t(b, Y) ∨ t(list(b), Xs) 6≈ t(list(b), Ys))
Since there are no phantoms in this example, all type information is
carried by the t function’s ﬁrst argument.
3.4 Type Guards
Type tags heavily burden the terms. An alternative is to introduce type
guards, which are predicates that restrict the range of variables. They
take the form of a distinguished predicate g(〈〈σ〉〉, t) that checks whether
t has type σ.
With the type tags encoding, only phantom type arguments needed
to be encoded; here, we must encode any type arguments that cannot
be read off the types of the term arguments. Thus, the type argument
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is encoded for nil〈α〉 (which has no term arguments) but omitted for
cons〈α〉(X, Xs), hd〈α〉(Xs), and tl〈α〉(Xs).
Deﬁnition 12 (Inferable Type Argument). Let s : ∀α1, . . . , αm. σ¯ 
σ ∈ F unionmulti P. A type argument is inferrable if it occurs in some of the
term arguments’ types. Given a list z¯ ≡ z1, . . . , zm, infs(z¯) denotes the
sublist zi1 , . . . , zim ′ corresponding to the inferrable type arguments,
and ninfs(z¯) denotes the sublist for non-inferrable type arguments.
Deﬁnition 13 (Traditional Guards g). The traditional type guards en-
coding g translates a polymorphic problem over Σ into an untyped
problem over Σ ′ = (F ′ unionmultiK, P ′ unionmulti {g2}), where F ′, P ′ are as for aninf. It
is deﬁned as J Kg ;aninf ;e , where
J∀X : σ. ϕKg = ∀X : σ. g〈σ〉(X) → JϕKgJ∃X : σ. ϕKg = ∃X : σ. g〈σ〉(X) ∧ JϕKg
The translation of a problem is given by JΦKg = Ax ∪ ⋃ϕ∈Φ JϕKg ,
where Ax consists of the following typing axioms:
∀α¯. X¯ : σ¯. (∧j g〈σj〉(Xj))→ g〈σ〉(f〈α¯〉(X¯)) for f : ∀α¯. σ¯  σ ∈ F
∀α. ∃X : α. g〈α〉(X)
The last axiom witnesses inhabitation of every type. It is necessary for
completeness, in case some of the types do not appear in the result type
of any function symbol.
Example 7. The g encoding translates the algebraic list problem of
Example 2 into the following:
∀A. g(list(A), nil(A))
∀A, X, Xs. g(A, X) ∧ g(list(A), Xs) → g(list(A), cons(X, Xs))
∀A, Xs. g(list(A), Xs) → g(A, hd(Xs))
∀A, Xs. g(list(A), Xs) → g(list(A), tl(Xs))
∀A. ∃X. g(A, X)
∀A, X, Xs. g(A, X) ∧ g(list(A), Xs) → nil(A) 6≈ cons(X, Xs)
∀A, Xs. g(list(A), Xs) →
Xs ≈ nil(A) ∨
(∃Y, Ys. g(A, Y) ∧ g(list(A), Ys) ∧ Xs ≈ cons(Y, Ys))
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∀A, X, Xs. g(A, X) ∧ g(list(A), Xs) →
hd(cons(X, Xs)) ≈ X ∧ tl(cons(X, Xs)) ≈ Xs
∃X, Y, Xs, Ys. g(b, X) ∧ g(b, Y) ∧
g(list(b), Xs) ∧ g(list(b), Ys) ∧
cons(X, Xs) ≈ cons(Y, Ys) ∧ (X 6≈ Y ∨ Xs 6≈ Ys)
In this and later examples, we push guards inside past quantiﬁers and
group them in a conjunction to enhance readability.
The typing axioms must in general be guarded. Without the guard,
any cons, hd, or tl term could be typed with any type, defeating the
purpose of the guard predicates.
4 Monotonicity-Based Type Encodings—The
Monomorphic Case
Type tags and guards considerably increase the size of the problems
passed to the automatic provers, with a dramatic impact on their perfor-
mance. Most of the clutter can be removed by inferring monotonicity
and soundly erasing type information based on the monotonicity analy-
sis. Informally, a monotonic formula is one where, for any model of
that formula, we can increase the size of the model while preserving
satisﬁability.
We focus on the monomorphic case, where the input problem con-
tains no type variables or polymorphic symbols. Many of our deﬁni-
tions nonetheless handle the polymorphic case gracefully so that they
can be reused in Section 5.
Before we start, let us deﬁne variants of the traditional t and g
encodings that operate on monomorphic problems. The monomorphic
encodings t˜ and g˜ coincide with t and g except that the polymorphic
function t〈σ〉(t) and predicate g〈σ〉(t) are replaced by type-indexed
families of unary functions tσ(t) and predicates gσ(t), as is customary
in the literature [Wick and McCune, 1989, §4].
4.1 Monotonicity
We recap the deﬁnition of monotonicity from Paper 3.
Deﬁnition 14 (Finite Monotonicity). Let σ be a ground type and Φ be
a problem. The type σ is ﬁnitely monotonic in Φ if for all modelsM
of Φ such that JσKM is ﬁnite, there exists a modelM ′ where ∣∣JσKM ′∣∣ =
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∣∣JσKM∣∣ + 1 and ∣∣JτKM ′∣∣ = ∣∣JτKM∣∣ for all τ 6= σ. The problem Φ is
ﬁnitely monotonic if all its types are monotonic.
We propose a more permissive criterion, inﬁnite monotonicity, that
considers sets of types. Our deﬁnition assumes that all models are
countable, but is easy to generalise to uncountable models.
Deﬁnition 15 (Inﬁnite Monotonicity). Let S be a set of ground types
and Φ be a problem. The set S is (inﬁnitely) monotonic in Φ if for all
modelsM of Φ, there exists a modelM ′ such that for all ground types
σ, JσKM is inﬁnite if σ ∈ S and ∣∣JσKM ′∣∣ = ∣∣JσKM∣∣ otherwise. A type σ is
(inﬁnitely) monotonic if {σ} is monotonic. The problem Φ is (inﬁnitely)
monotonic if all its types, taken together, are monotonic.
Full type erasure is sound for monomorphic, monotonic problems. The
intuition is that a model of such a problem can be extended into a model
where all types are interpreted as sets of the same cardinality, which
can be merged to yield an untyped model.
Example 8. The monkey village of Example 1 is inﬁnitely monotonic
because any model with ﬁnitely many bananas can be extended to a
model with inﬁnitely many, and any model with inﬁnitely many bananas
and ﬁnitely many monkeys can be extended to one where monkeys and
bananas have the same inﬁnite cardinality (cf. Example 4).
The next result allows us to focus on inﬁnite monotonicity. Because of
it, we will refer to inﬁnite monotonicity as just monotonicity from now
on.
Theorem 4 (Subsumption of Finite Monotonicity). Let σ be a ground
type and Φ be a problem. If σ is ﬁnitely monotonic in Φ, then σ is
inﬁnitely monotonic in Φ.
Proof. Assume thatM is a model ofΦ: we will ﬁnd a model ofΦwhereJσK is inﬁnite and all other types have the same cardinality as inM.
LetΦ′ beΦ extended with axioms that state that for all types τ 6= σ,
the cardinality of τ is the same as in M. Then Φ′ remains ﬁnitely
monotonic, andM is a model of it. It remains to show that there is a
model of Φ′ where JσK is inﬁnite.
Let K be the set of cardinality constraints
{∣∣JσK∣∣ > k ∣∣ k ∈ N}. Any
ﬁnite subset of K asserts that
∣∣JσK∣∣ > k for some k ∈ N, while K as a
whole asserts that
∣∣JσK∣∣ > k for all k, i.e., JσK is inﬁnite.
Since σ is ﬁnitely monotonic in Φ′, there are models of Φ′ whereJσK is arbitrarily large (but ﬁnite). This means that Φ′ taken together
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with any ﬁnite subset of K is satisﬁable. By compactness, Φ′ ∪ K as a
whole must be satisﬁable. But K is only satisﬁable when JtK is inﬁnite,
so in this model JtK must be inﬁnite.
We need to introduce a few lemmas before we can reestablish the key
result of Paper 4 for our notion of monotonicity.
Lemma 4 (Same-Cardinality Erasure). Let Φ be a monomorphic prob-
lem. If Φ has a model where all domains have cardinality k, JΦKe has a
model where the unique domain has cardinality k.
Proof. See either Theorem 1 in Bouillaguet et al. [2007, §4] or Lemma 1
in Paper 3.
Lemma 5 (Downward Löwenheim–Skolem). If a problem Φ has a
model where all domains are inﬁnite, it also has a model where all
domains are countably inﬁnite.
Proof. Let Φ′ be Φ extended with axioms that state that all domains
are inﬁnite. If Φ has a model where all domains are inﬁnite, then Φ′
is satisﬁable. Since Φ′ has a model, it has a Herbrand model. In a
Herbrand model, all domains are ﬁnite or countable. But since a model
of Φ′ can have no ﬁnite domains, all domains of the Herbrand model
of Φ′ must be countably inﬁnite.
Theorem 5 (Monotonic Erasure). Full type erasure is sound for mono-
tonic monomorphic problems.
Proof. LetΦ be such a problem. IfΦ is satisﬁable,Φ has a model where
all domains are inﬁnite by deﬁnition of monotonicity. By Lemma 5, it
also has a model where all domains are countably inﬁnite. Hence, JΦKe
is satisﬁable by Lemma 4.
The deﬁnition in terms of sets of types makes inﬁnite monotonicity more
powerful than ﬁnite monotonicity, but it is often more convenient to
focus on single types and combine the results. The following lemma
permits precisely such combinations. A consequence is that, if σ is
monotonic in Φ for all types σ, then Φ is monotonic.
Lemma 6 (Monotonicity Preservation by Union). Let S be a set of sets
of ground types and Φ be a problem. If every S ∈ S is monotonic in Φ,
then
⋃
S is monotonic in Φ.
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Proof. If S is empty or has 1 element, the lemma is trivial.
Suppose |S| = 2, that is S = {σ, τ}. Then given a model ofΦ, we ﬁrst
use σ’s monotonicity to get a model where JσK is inﬁnite, and all other
domains are unchanged. Then we use τ’s monotonicity to get a model
where JσK and JτK are inﬁnite, and all other domains are unchanged.
This is the required model. By induction, this establishes the lemma for
ﬁnite S.
If S is inﬁnite, we use the same compactness argument as in Theo-
rem 4. SupposeM is a model of Φ. Let the set of formulas K consist of,
for all types σ ∈ S, the statement that JσK is inﬁnite, and for all types
σ 6∈ S, the statement that the cardinality of JσK is the same as inM.
To show that S is monotonic in Φ, we need to show that Φ ∪ K is
satisﬁable. Since any ﬁnite subset of S is monotonic in Φ, the union
of Φ and any ﬁnite subset of K is satisﬁable. Hence, by compactness,
Φ ∪ K is satisﬁable.
4.2 Monotonicity Inference
Paper 3 gave a simple calculus to infer ﬁnite monotonicity for monomor-
phic ﬁrst-order logic. The deﬁnition below generalises it from clause
normal form to negation normal form. The generalisation is straight-
forward; we present it because we later adapt it to polymorphism. The
calculus is based on the observation that a type σ must be monotonic if
the problem expressed in NNF contains no positive literal of the form
Xσ ≈ t or t ≈ Xσ, where X is universal. We call such an occurrence
of X a naked occurrence. Naked variables are the only way to express
upper bounds on the cardinality of types in ﬁrst-order logic.
Deﬁnition 16 (Naked Variable). The set of naked variables NV(ϕ) of
a formula ϕ is deﬁned as follows:
NV(p〈σ¯〉(t¯ )) = ∅
NV(¬ p〈σ¯〉(t¯ )) = ∅
NV(t1≈ t2) = {t1, t2} ∩ V
NV(t1 6≈ t2) = ∅
NV(ϕ1∧ ϕ2) = NV(ϕ1) ∪ NV(ϕ2)
NV(ϕ1∨ ϕ2) = NV(ϕ1) ∪ NV(ϕ2)
NV(∀X : σ. ϕ) = NV(ϕ)
NV(∃X : σ. ϕ) = NV(ϕ) − {X}
NV(∀α. ϕ) = NV(ϕ)
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Notice the equation for the ∃ case: existential variables are never naked.
Paper 3 gave a second, more powerful calculus to detect predicates
that act as guards for naked variables. Whilst the calculus proved
successful on a subset of the TPTP benchmarks [Sutcliffe, 2009], we
assessed its suitability on about 1000 problems generated by Sledge-
hammer and found no improvement on the simple calculus. We restrict
our attention to the ﬁrst calculus.
Variables of types other than σ are irrelevant when inferring whether
σ is monotonic; a variable is problematic only if it occurs naked and
has type σ. Annoyingly, a single naked variable of type σ, such as X
on the right-hand side of the equation hdb(consb(X, Xs)) ≈ X from
Example 3, will cause us to classify σ as possibly non-monotonic.
We regain some precision by extending the calculus with an inﬁn-
ity analysis: trivially, all types with no ﬁnite models are monotonic.
Abstracting over the speciﬁc analysis used to detect inﬁnite types (e.g.
Inﬁnox [Claessen and Lillieström, 2011]), we ﬁx a set Inf(Φ) of types
whose interpretations are guaranteed to be inﬁnite in all models of Φ.
The monotonicity calculus takes Inf(Φ) into account.
Deﬁnition 17 (Monotonicity Calculus B). Let Φ be a monomorphic
problem over Σ = (K,F,P). A judgement σ B ϕ indicates that the
ground type σ is inferred monotonic in ϕ ∈ Φ. The monotonicity
calculus consists of the following rules:
σ ∈ Inf(Φ)
σ B ϕ
NV(ϕ) ∩ {X | X has type σ} = ∅
σ B ϕ
Inf(Φ) is a set of ground types over K (the inﬁnite types) which all
models ofΦ interpret as inﬁnite sets; We write σ B ϕ to indicate that the
judgement is derivable and σ 6B ϕ if it is not derivable. These notations
are lifted to problems Φ, with σ B Φ if and only if σ B ϕ for all ϕ ∈ Φ.
Theorem 6 (Soundness of B). Let Φ be a monomorphic problem. If
σ B Φ, then σ is monotonic in Φ.
Proof. Given a modelM where σ is interpreted as D, we construct a
modelM ′ where σ is interpreted as the inﬁnite set D unionmulti D ′. If D ′ 6= ∅,
we choose an arbitrary representative element a ∈ D and extend the
interpretations of all functions and predicates so that they coincide on a
and each a ′ ∈ D ′. For problemswith no equality over σ,M ′ is obviously
a model. Equality atoms between non-variables f(. . .) ≈ g(. . .) do
not compromise the construction, because the new element a ′ cannot
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be in the functions’ ranges. Nor do negative equality literals pose any
difﬁculties, because although the cases a 6≈ a ′, a ′ 6≈ a, and a ′ 6≈ a ′
are possible by instantiating naked variables with a ′, they are weaker
than the cases where the same variables are instantiated with a, which
themselves must be true forM to be a model.
Even though monotonicity is deﬁned on sets of types, we allow ourselves
to write that σ is monotonic if σ B Φ and possibly non-monotonic if
σ 6B Φ.
4.3 Encoding Non-monotonic Types
Monotonic types can be soundly erased when translating to untyped
ﬁrst-order logic, by Theorem 5. Non-monotonic types in general cannot.
The idea of Paper 3 is that adding sufﬁciently many protectors to a
non-monotonic problem will make it monotonic, after which its types
can be erased. Thus the following general two-stage procedure translates
monomorphic problems to untyped ﬁrst-order logic:
1. Introduce protectors (tags or guards) without erasing any types:
a) Infer monotonicity to identify the possibly non-monotonic
types in the problem.
b) Introduce protectors for universal variables of possibly non-
monotonic types.
c) If necessary, generate typing axioms for any function symbol
whose result type is possibly non-monotonic, to make it
possible to remove protectors.
2. Erase all the types.
The purpose of stage 1 is to make the problem monotonic while pre-
serving satisﬁability. This paves the way for the sound type erasure
of stage 2. The following lemmas will help us prove such two-stage
encodings correct.
Lemma 7 (Correctness Conditions). Let Φ be a monomorphic problem,
and let x be a monomorphic encoding. The problems Φ and JΦKx ;e are
equisatisﬁable provided the following conditions hold:
Mono: JΦKx is monotonic.
Sound: If Φ is satisﬁable, so is JΦKx .
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Complete: If JΦKx is satisﬁable, so is Φ.
Proof. Immediate from Theorems 2 and 5.
Lemma 8 (Submodel). Let Φ be a problem, letM be a model of Φ, and
let M ′ be a substructure ofM (i.e. a structure constructed fromM by
removing some domain elements while leaving the interpretations of
functions and predicates intact for the remaining elements). ThisM ′
is a model of Φ provided that it does not remove any witness for an
existential variable.
Proof. Suppose Φ is skolemised. If it is false in M ′ then there must
be a valuation—an assignment of domain elements to the variables of
Φ—which makes it false. This same valuation makes Φ false inM.
If Φ is not skolemised, let Ψ be its skolemisation. FromM we can
construct a modelMΨ of Ψ by giving interpretations to all the Skolem
functions in Ψ. We remove domain elements fromM to getM ′; we can
remove the same domain elements fromMΨ to getM ′Ψ. This gives us a
substructure ofMΨ as long as we do not remove any domain elements
that are in the image of a Skolem function inMΨ, which is to say, we do
not remove any witness for an existential variable inM. By the result
above,M ′Ψ is a model of Ψ, henceM
′ is a model of Φ.
4.4 Monotonicity-Based Type Tags
The monotonicity-based encoding t˜? specialises this procedure for tags.
It is similar to the traditional encoding t˜ (the monomorphic version of
t), except that it omits the tags for types that are inferred monotonic.
By wrapping all naked variables (in fact, all terms) of possibly non-
monotonic types in a function term, stage 1 yields a monotonic problem.
Deﬁnition 18 (Lightweight Tags t˜?). Themonomorphic lightweight type
tags encoding t˜? translates a monomorphic problem Φ over Σ into an
untyped problem over Σ ′ = (F ′ unionmulti {t1σ |σ is ground over K}, P ′), where
F ′, P ′ are as for e. It is deﬁned as J K t˜?;e , where
Jf(t¯ )K t˜? = bf(Jt¯ K t˜?)c JXK t˜? = bXc with btσc = {t if σ B Φ
tσ(t) otherwise
Example 9. For the algebraic list problem of Example 3, the type list_b
is monotonic by virtue of being inﬁnite, whereas b cannot be inferred
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monotonic. The t˜? encoding of the problem follows:
∀X, Xs. nilb 6≈ consb(tb(X), Xs)
∀Xs. Xs ≈ nilb ∨ (∃Y, Ys. Xs ≈ consb(tb(Y), Ys))
∀X, Xs.
tb(hdb(consb(tb(X), Xs))) ≈ tb(X) ∧
tlb(consb(tb(X), Xs)) ≈ Xs
∃X, Y, Xs, Ys.
consb(tb(X), Xs) ≈ consb(tb(Y), Ys) ∧
(tb(X) 6≈ tb(Y) ∨ Xs 6≈ Ys)
The t˜? encoding treats all variables of the same type uniformly. Hun-
dreds of axioms can suffer because of one unhappy formula that uses
a type non-monotonically (or in a way that cannot be inferred mono-
tonic). To address this, we introduce a lighter encoding: if a universal
variable does not occur naked in a formula, its tag can safely be omit-
ted.1
Our novel encoding t˜?? protects only naked variables and introduces
equations tσ(f(X)σ) ≈ f(X) to add or remove tags around each function
symbol f whose result type σ is possibly non-monotonic, and similarly
for existential variables.
Deﬁnition 19 (Featherweight Tags t˜??). The monomorphic feather-
weight type tags encoding t˜?? translates a monomorphic problem Φ
over Σ into an untyped problem over Σ ′, where Σ ′ is as for t˜?. It is
deﬁned as J K t˜??;e , whereJt1≈ t2K t˜?? = bJt1K t˜??c ≈ bJt2K t˜??c
J∃X : σ. ϕK t˜?? = ∃X : σ. {JϕK t˜?? if σ B Φ
tσ(X) ≈ X ∧ JϕK t˜?? otherwise
with
btσc =
{
t if σ B Φ or t is not a universal variable
tσ(t) otherwise
The encoding is complemented by typing axioms:
∀X¯ : σ¯. tσ(f(X¯)) ≈ f(X¯) for f : σ¯  σ ∈ F such that σ 6B Φ
∃X : σ. tσ(X) ≈ X for σ 6B Φ that is not the result type
of a symbol in F
1This is related to the observation that only paramodulation from or into a variable
can cause ill-typed instantiations in a resolution prover [Wick and McCune, 1989, §4].
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The side condition for the last axiom is a minor optimisation: it avoids
asserting that σ is inhabited if the symbols in F already witness σ’s
inhabitation.
Example 10. The t˜?? encoding of Example 3 requires fewer tags than t˜?,
at the cost of more type information (for hd and the existential variables
of type b):
∀Xs. tb(hdb(Xs)) ≈ hdb(Xs)
∀X, Xs. nilb 6≈ consb(X, Xs)
∀Xs. Xs ≈ nilb ∨ (∃Y, Ys. tb(Y) ≈ Y ∧ Xs ≈ consb(Y, Ys))
∀X, Xs. hdb(consb(X, Xs)) ≈ tb(X) ∧ tlb(consb(X, Xs)) ≈ Xs
∃X, Y, Xs, Ys.
tb(X) ≈ X ∧ tb(Y) ≈ Y ∧
consb(X, Xs) ≈ consb(Y, Ys) ∧ (X 6≈ Y ∨ Xs 6≈ Ys)
Theorem 7 (Correctness of t˜?, t˜??). The monomorphic type tags encod-
ings t˜? and t˜?? are correct.
Proof. It sufﬁces to show the three conditions of Lemma 7.
Mono: By Theorem 6, types are monotonic unless they are possibly
ﬁnite and variables of their types occur naked in the original problem.
Both encodings protect all such variables— t˜?? tags exactly these vari-
ables, while t˜? tags even more terms. The typing axioms contain no
naked variables. Since all types are monotonic, the encoded problem is
monotonic by Lemma 6.
Sound: Given a model of Φ, we extend it to a model of JΦKx by
interpreting all type tags as the identity.
Complete: For t˜?, we prove the contrapositive: if JΦKx is unsatisﬁable
then so is Φ. The problem JΦKx is Φ transformed so that a type tag
tσ surrounds every term and subterm of non-monomorphic type σ.
Take a contradictory set of ground instances of Φ; applying the same
transformation to the terms in that set gives a contradictory set of
ground instances of JΦKx .
For t˜??, we take a different approach. A model of JΦKx is canonical
if all tag functions tσ are interpreted as the identity. From a canonical
model, we obtain a model of Φ by the converse construction to Sound.
It then sufﬁces to prove that whenever there exists a modelM of JΦKx ,
there exists a canonical modelM ′.
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To construct a canonical model, we take M, and for each σ 6B Φ,
we simply remove the model elements for which tσ is not the identity.
The typing axioms ensure that the substructure is well-deﬁned: each tag
function is the identity for at least one element and also for each element
within the range of a non-tag function. The equations tσ(X) ≈ X
generated for existential variables ensure that witnesses are preserved;
by Lemma 8,M ′ is a model of Φ.
The above proof goes through even if the generated problems con-
tain more tags than are necessary to ensure monotonicity. More-
over, we may add further typing axioms to JΦKx—for example, equa-
tions f(U, tσ(X), V) ≈ f(U, X, V) to add or remove tags around well-
typed arguments of a symbol f, or the idempotence law tσ(tσ(X)) ≈
tσ(X)—provided that they hold for canonical models and preserve
monotonicity.
4.5 Monotonicity-Based Type Guards
The g˜? and g˜?? encodings are deﬁned analogously to t˜? and t˜?? but
using type guards. The g˜? encoding omits the guards for types that are
inferred monotonic, whereas g˜?? omits more guards that are not needed
to make the intermediate problem monotonic.
Deﬁnition 20 (Lightweight Guards g˜?). The monomorphic lightweight
type guards encoding g˜? translates a monomorphic problem Φ over Σ
into an untyped problem over Σ ′ = (F ′, P ′unionmulti {g1σ |σ is ground over K}),
where F ′, P ′ are as for e. It is deﬁned as J Kg˜?;e , whereJ∀X : σ. ϕKg˜? = ∀X : σ. {JϕKg˜? if σ B Φ
gσ(X) → JϕKg˜? otherwise
J∃X : σ. ϕKg˜? = ∃X : σ. {JϕKg˜? if σ B Φ
gσ(X) ∧ JϕKg˜? otherwise
The encoding is complemented by typing axioms:
∀X¯ : σ¯. gσ(f(X¯)) for f : σ¯  σ ∈ F such that σ 6B Φ
∃X : σ. gσ(X) for σ 6B Φ that is not the result type
of a symbol in F
Example 11. The g˜? encoding of Example 3 is as follows:
∀Xs. gb(hdb(Xs))
∀X, Xs. gb(X) → nilb 6≈ consb(X, Xs)
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∀Xs. Xs ≈ nilb ∨ (∃Y, Ys. gb(Y) ∧ Xs ≈ consb(Y, Ys))
∀X : b, Xs. gb(X) →
hdb(consb(X, Xs)) ≈ X ∧ tlb(consb(X, Xs)) ≈ Xs
∃X, Y, Xs, Ys. gb(X) ∧ gb(Y) ∧
consb(X, Xs) ≈ consb(Y, Ys) ∧ (X 6≈ Y ∨ Xs 6≈ Ys)
Notice that the tlb equation is needlessly in the scope of the guard. The
encoding is more precise if the problem is clausiﬁed.
By leaving Xs unconstrained, the typing axiom gives a type to some
ill-typed terms, such as hdb(0nat). Intuitively, this is safe because
such terms cannot be used to prove anything useful that could not be
proved by a well-typed typed. What matters is that well-typed terms
are associated with their correct type.
Our novel encoding g˜?? omits the guards for variables that do no occur
naked, regardless of whether they are of a monotonic type.
Deﬁnition 21 (Featherweight Guards g˜??). The monomorphic feather-
weight type guards encoding g˜?? is identical to the lightweight encoding
g˜? except that the condition “if σ B Φ” in the ∀ case is weakened to
“if σ B Φ or X /∈ NV(ϕ)”.
Example 12. The g˜?? encoding of the algebraic list problem is identical
to g˜? except that the nilb 6≈ consb axiom does not have any guard.
Theorem 8 (Correctness of g˜?, g˜??). The monomorphic type guards
encodings g˜? and g˜?? are correct.
Proof. It sufﬁces to show the three conditions of Lemma 7.
Mono: By Theorem 6, types are monotonic unless they are possibly
ﬁnite and variables of their types occur naked in the original problem.
Both encodings guard all such variables— g˜?? guards exactly those vari-
ables, while g˜? guards more. The typing axioms contain no naked
variables. We cannot use Theorem 6 directly, because guarding a naked
variable does not make it less naked, but we can generalise the proof
slightly to exploit the guards. Given a modelM of JΦKx where each σ
is interpreted as Dσ, we construct a modelM ′ of JΦKx where σ is inter-
preted as Dσ unionmulti D ′σ. We choose a representative a ∈ Dσ and extend
the interpretations of all symbols so that they coincide on a and each
a ′ ∈ D ′σ except that gσ(a ′) is interpreted as false. This is compatible
with the typing axioms (since a ′ never occurs in the range of a function)
and effectively prevents a ′ from arising naked.
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Sound: Given a model of Φ, we extend it to a model of JΦKx by
interpreting all type guards as the true predicate (the predicate that is
true everywhere).
Complete: A model of JΦKx is canonical if all guards are interpreted
as the true predicate. From a canonical model, we obtain a model of Φ
by the converse construction to Sound. It then sufﬁces to prove that
whenever there exists a modelM of JΦKx , there exists a canonical model
M ′. We constructM ′ by removing the domain elements fromM that
do not satisfy their guard predicate. The typing axioms ensure that the
substructure is well-deﬁned: each guard predicate is satisﬁed by at least
one element and each function is satisfy its predicate. The guards gσ(X)
generated for existential variables ensure that witnesses are preserved,
as required by Lemma 8.
A simpler but less instructive way to prove Mono is to observe that the
second monotonicity calculus of Paper 3 can infer monotonicity of all
problems generated by g˜, g˜?, and g˜??.
4.6 Finite Monomorphisation
Section 5 will show how to translate polymorphic types soundly and
completely. If we are willing to sacriﬁce completeness, an easy way
to extend t˜?, t˜??, g˜?, and g˜?? to polymorphism is to perform ﬁnite
monomorphisation on the polymorphic problem:
1. Heuristically instantiate all type variables with suitable ground
types, taking as many copies of the formulas as desired.
2. Map each ground occurrence s〈α¯ρ〉 of a polymorphic symbol
s : ∀α¯. σ¯  σ to a fresh monomorphic symbol sα¯ρ : bσ¯ρc 
bσρc, where ρ is a ground type substitution (a function from type
variables to ground types) and b c is an injection from ground
types to nullary type constructors (e.g. {b 7→ b, list(b) 7→ list_b}).
Finite monomorphisation is generally incomplete [Bobot and Paskevich,
2011, §2] and often overlooked in the literature, but by eliminating
type variables it considerably simpliﬁes the generated formulas, leading
to very efﬁcient encodings. It also provides a simple and effective way
to exploit the native support for monomorphic types in some automatic
provers.
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5 Complete Monotonicity-Based Encoding of
Polymorphism
Finite monomorphisation is simple and effective, but its incompleteness
can be a cause for worry, and its non-modular nature makes it unsuitable
for some applications that need to export an entire polymorphic theory
independently of any conjecture. Here we adapt the monotonicity
calculus, the type encodings, and the proofs from the previous section
to a polymorphic setting.
5.1 Type Arguments to Constructors
We start with a brief digression. With monotonicity-based encoding
schemes, type arguments are needed to distinguish instances of poly-
morphic symbols. These additional arguments introduce clutter, which
we can eliminate in some cases. The result is an optimised variant actor
of the type arguments encoding a, which will serve as the foundation
for t?, t??, g?, and g??.
Consider a type sum(α, β) that is axiomatised to be freely con-
structed by inl : α  sum(α, β) and inr : β  sum(α, β). Regardless
of β, inl must be interpreted as an injection from α to sum(α, β). For
a ﬁxed α, its interpretations for different β instances are isomorphic.
As a result, it is safe to omit the type argument for β when encoding
inl〈α,β〉 and that for α in inr〈α,β〉 and nil〈α〉 : list(α). In general, the
type arguments that can be omitted for constructors are precisely those
that are non-inferrable in the sense of Deﬁnition 12. We call this encod-
ing actor. The encodings presented below exploit the fact that JΦKactor ;e
is equisatisﬁable to Φ if Φ is monotonic.
Deﬁnition 22 (Constructor). Given a polymorphic problem Φ over
Σ = (K,F,P), a set of constructors forΦ consists of symbols c : ∀α¯. σ¯ 
k(α¯) ∈ F such that the injectivity law
∀X¯, Y¯. c(X¯) ≈ c(Y¯) → X¯ ≈ Y¯
holds in all models of Φ, and for each pair of distinct constructors c, d
whose result type involves the same type constructor, distinctness also
hold:
∀X¯, Y¯. c(X¯) 6≈ d(Y¯)
Abstracting over the speciﬁc analysis used to detect constructors, we ﬁx
a set of constructors Ctor(Φ) ⊆ F.
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Deﬁnition 23 (Constructor-Needed Type Argument). Let Φ be a poly-
morphic problem over Σ = (K,F,P), and let s : ∀α1, . . . , αm. σ¯ 
σ ∈ F unionmulti P. The ith type argument is constructor-needed if either
s /∈ Ctor(Φ) or αi is inferrable. Given a list z¯, ctors(z¯) denotes the
sublist corresponding to the constructor-needed type arguments.
The notion of constructor-needed type arguments induces, via Deﬁ-
nition 9, a type encoding actor that is lighter than a and that enjoys
interesting properties.
Example 13. The actor encoding of the polymorphic algebraic list prob-
lem of Example 2 is identical to the a encoding (Example 5) except that
nil replaces nil(A).
5.2 Monotonicity
Deﬁnition 15 and Lemmas 5, 8, and 6 cater for polymorphic problems.
Other results from Section 4 must be adapted to the polymorphic case.
Deﬁnition 24 (Monotonicity of Polymorphic Type). A polymorphic
type is (inﬁnitely) monotonic if all its ground instances are monotonic.
Theorem 9 (Monotonic Erasure). The constructor-needed type argu-
ments encoding actor is sound for monotonic polymorphic problems.
Proof. LetΦ be such a problem, and letM be a model ofΦ. By Lemma
5, we may assume that all types inM are interpreted by the same inﬁnite
domainD. We ﬁrst adjust the modelM to synchronise the interpretation
of the constructors, so that constructor instances whose inferrable type
arguments coincide have semantics that coincide. The deﬁnition of
inferrable type arguments, together with injectivity, ensures that the
considered interpretations are isomorphic. From there, we can permute
each type’s domain elements to obtain true coincidence, proceeding one
constructor at a time and relying on the distinctness property to ensure
thatM remains a model.
From this adjusted modelM, we construct a modelM ′ of JΦKactor ;e
that interprets the encoded types as distinct elements ofD. The function
and predicate tables forM ′ are based on those fromM, with encoded
type arguments corresponding to actual type arguments. For construc-
tors, some type arguments may be missing inM ′, but they are irrelevant
since the interpretations inM coincide.
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Lemma 9 (Correctness Conditions). Let Φ be a polymorphic problem,
and let x be a polymorphic encoding. The problems Φ and JΦKx ;actor ;e
are equisatisﬁable provided the following conditions hold:
Mono: JΦKx is monotonic.
Sound: If Φ is satisﬁable, so is JΦKx .
Complete: If JΦKx is satisﬁable, so is Φ.
Proof. Immediate from Theorems 3 and 9.
5.3 Monotonicity Inference
The monotonicity inference of Section 4.2 must be adapted to the poly-
morphic setting. The calculus presented below captures the insight that
a polymorphic type is monotonic if each of its common instances with
the type of any naked variable is an instance of an inﬁnite type.
Deﬁnition 25 (Monotonicity Calculus B). Let Φ be a polymorphic
problem. A judgement σ B ϕ indicates that the type σ is inferred
monotonic in ϕ ∈ Φ. The monotonicity calculus consists of the single
rule
∀Xτ ∈NV(ϕ). mgu(σ, τ) ∈ Inf ∗(ϕ)
σ B ϕ
where mgu(σ, τ) is the most general uniﬁer of σ and τ, and Inf ∗(ϕ)
consists of all instances of all types in Inf(ϕ).
Remark 1. Although type variables occurring in declarations and formu-
las are bound by a ∀ quantiﬁer, for monotonicity inference polymorphic
types σ[α¯], where α¯ are the type variables occurring in σ, are viewed as
being implicitly bound (i.e. “∀α¯. σ[α¯]” to abuse notation). Type vari-
ables are assumed to be fresh in distinct types, comparison between
types is modulo α-renaming, and substitution is capture-avoiding. Thus,
we have list(α) = list(β) (since “∀α. list(α) = ∀β. list(β)”), and
map(α, d) can be uniﬁed with map(c, α) by renaming the second α to
β and applying ρ = {α 7→ c, β 7→ d}.
Our proof strategy is to reduce the polymorphic case to the already
proved monomorphic case. Our Herbrandian motto is,
A polymorphic formula is equisatisﬁable to the (generally
inﬁnite) set of its monomorphic instances.
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This complete form of monomorphisation is not to be confused with the
ﬁnitary, heuristic monomorphisation algorithm presented in Section 4.6.
Theorem 10 (Soundness of B). Let Φ be a polymorphic problem. If
σ B Φ, then σ is monotonic in Φ.
Proof. We consider an unknown but ﬁxed monomorphic instance of
the rule and justify it by one of the two rules of the monomorphic
version of the calculus, proved sound in Theorem 6. This is sufﬁcient
because the rule honours the abstract view of polymorphic types as
sets of ground types, without inspecting their concrete structure. For
monomorphic σ and ϕ, suppose that the polymorphic monotonicity
calculus judges that σ B ϕ. By Deﬁnition 25, there is no Xτ ∈ NV(ϕ)
such that σ and τ are uniﬁable to β 6∈ Inf∗(ϕ). Since both σ and ϕ
are monomorphic, this states that for all Xσ ∈ NV(ϕ), σ ∈ Inf(ϕ), i.e.
either NV(ϕ) contains no variables of type σ, or σ ∈ Inf(ϕ). In both
cases, a rule of the monomorphic monotonicity calculus applies.
5.4 Monotonicity-Based Type Tags
The polymorphic t? encoding can be seen as a hybrid between traditional
tags (t) and monomorphic lightweight tags (˜t?): as in t, tags take the
form of a function t〈σ〉(t); as in t˜?, tags are omitted for types that are
inferred monotonic.
The main novelty concerns the typing axioms. The t˜? encoding
omits all typing axioms for inﬁnite types. In the polymorphic case, the
inﬁnite type σ might be an instance of a more general, potentially ﬁnite
type for which tags are generated. For example, if α is tagged (because
it is possibly non-monotonic) but its instance list(α) is not (because
it is inﬁnite), there will be mismatches between tagged and untagged
terms. Our solution is to add the typing axiom t〈list(α)〉(Xs) ≈ Xs,
which allows the prover to add or remove a tag for the inﬁnite type
list(α). Such an axiom is sound for any monotonic type.
Deﬁnition 26 (Lightweight Tags t?). The polymorphic lightweight type
tags encoding t? translates a polymorphic problem Φ over Σ into an
untyped problem over Σ ′ = (F ′unionmulti {t2}, P ′), where F ′, P ′ are as for actor.
It is deﬁned as J Kt?;actor ;e , where
Jf〈σ〉(t¯ )σKt? = bf〈σ〉(Jt¯ Kt?)c JXσKt? = bXc
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with
btσc =
{
t if σ B Φ
t〈σ〉(t) otherwise
The encoding is complemented by the following typing axioms, where
ρ is a type substitution and TV(σρ) denotes the type variables of σρ:
∀TV(σρ). ∀X : σρ. t〈σρ〉(X) ≈ X for σρ ∈ Inf(Φ) such that σ 6B Φ
Example 14. For the algebraic list problem of Example 2, list(α) is
monotonic by virtue of being inﬁnite, whereas α and its instance b
cannot be inferred monotonic. The t? encoding of the problem follows:
∀A, Xs. t(list(A), Xs) ≈ Xs
∀A, X, Xs. nil 6≈ cons(A, t(A, X), Xs)
∀A, Xs. Xs ≈ nil ∨ (∃Y, Ys. Xs ≈ cons(A, t(A, Y), Ys))
∀A, X, Xs. t(A, hd(A, cons(A, t(A, X), Xs))) ≈ t(A, X) ∧
tl(A, cons(A, t(A, X), Xs)) ≈ Xs
∃X, Y, Xs, Ys. cons(b, t(b, X), Xs) ≈ cons(b, t(b, Y), Ys) ∧
(t(b, X) 6≈ t(b, Y) ∨ Xs 6≈ Ys)
The typing axiom allows any term to be typed as list(α), which is sound
because list(α) is inﬁnite. It would have been equally correct to provide
separate axioms for nil, cons, and tl. Either way, the axioms are needed
to remove the t(A, X) tags in case the proof requires reasoning about
list(list(α)).
The lighter encoding t?? protects only naked variables and introduces
equations of the form t〈σ〉(f〈α¯〉(X)) ≈ f〈α¯〉(X) to add or remove tags
around each function symbol f of a possibly non-monotonic type σ, and
similarly for existential variables.
Deﬁnition 27 (Featherweight Tags t??). The polymorphic featherweight
type tags encoding t?? translates a polymorphic problem Φ over Σ into
an untyped problem over Σ ′, where Σ ′ is as for t?. It is deﬁned asJ Kt??;actor ;e , whereJt1≈ t2Kt?? = bJt1Kt??c ≈ bJt2Kt??c
J∃X : σ. ϕKt?? = ∃X : σ. {JϕKt?? if σ B Φ
t〈σ〉(X) ≈ X ∧ JϕKt?? otherwise
with
btσc =
{
t if σ B Φ or t is not a universal variable
t〈σ〉(t) otherwise
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The encoding is complemented by typing axioms:
∀α¯. ∀X¯ : σ¯. t〈σ〉(f〈α¯〉(X¯)) ≈ f〈α¯〉(X¯)
for f : ∀α¯. σ¯  σ ∈ F such that ∃ρ. σρ 6B Φ
∀TV(σρ). ∀X : σρ. t〈σρ〉(X) ≈ X
for σρ ∈ Inf(Φ) such that σ 6B Φ
∀TV(σ). ∃X : σ. t〈σ〉(X) ≈ X
for σ 6B Φ that is not an instance of the result
type of f ∈ F or a proper instance of τ 6B Φ
Example 15. The t?? encoding of Example 2 requires fewer tags than
t˜?, at the cost of more type information:
∀A, Xs. t(A, hd(A, Xs)) ≈ hd(A, Xs)
∀A, Xs. t(list(A), Xs) ≈ Xs
∀A. ∃X. t(A, X) ≈ X
∀A, X, Xs. nil 6≈ cons(A, X, Xs)
∀A, Xs.
Xs ≈ nil ∨ (∃Y, Ys. t(A, Y) ≈ Y ∧ Xs ≈ cons(A, Y, Ys))
∀A, X, Xs.
hd(A, cons(A, X, Xs)) ≈ t(A, X) ∧
tl(A, cons(A, X, Xs)) ≈ Xs
∃X, Y, Xs, Ys.
t(b, X) ≈ X ∧ t(b, Y) ≈ Y ∧
cons(b, X, Xs) ≈ cons(b, Y, Ys) ∧ (X 6≈ Y ∨ Xs 6≈ Ys)
Theorem 11 (Correctness of t?, t??). The polymorphic type tags encod-
ings t? and t?? are correct.
Proof. It sufﬁces to show the three conditions of Lemma 9. The proof
is analogous to that of Theorem 7.
Mono: Both encodings tag any naked variables that occur in the orig-
inal problem and that could obstruct the monotonicity calculus. The
typing axioms t〈σ〉(X) ≈ X contain a naked variable, but they are in-
ferred monotonic because σ must be inﬁnite. Monotonicity follows by
Theorem 10 and Lemma 6.
Sound: Given a model of Φ, we extend it to a model of JΦKx by
interpreting the type tag function t〈σ〉 as the identity.
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Complete: For t?, we use the same argument as in Theorem 7. The
only difﬁculty is if Φ has a term of possibly non-monotonic type σ
that in the ground proof is instantiated with an inﬁnite type σρ: the
corresponding instance of JΦKt?? will have an unnecessary type tag tσρ.
We ﬁx this by applying the typing axiom tσρ(X) = X which we generate
for inﬁnite instances of possibly non-monotonic types.
For t??, we construct a canonical model of JΦKt??, from which we
obtain a model of Φ by the converse construction to Sound. The
ground types σ occurring in Φ are partitioned into three classes:
(a) The possibly non-monotonic types (σ 6B Φ). The typing axioms
∃X : σ. t〈σ〉(X) ≈ X and t〈σ〉(f〈α¯〉(X¯)) ≈ f〈α¯〉(X¯) ensure that t〈σ〉
is the identity for at least one element and for all well-typed terms;
furthermore, the equations t〈σ〉(X) ≈ X generated for existential
variables ensures that t〈σ〉 is the identity for witnesses, as required
to apply Lemma 8.
(b) For the inﬁnite instances of possibly non-monotonic types (types
σρ ∈ Inf(Φ) such that σ 6B Φ), the typing axiom t〈σ〉(X) ≈ X
ensures that t〈σ〉 is the identity.
(c) Values of the remaining monotonic types σ (such that σ B Φ)
are never accessed through a tag function t〈τ〉—such a tag is
generated only if τ 6B Φ, but in that case σ must be inﬁnite for
σ B Φ to be derivable.
The canonical model is obtained by removing the domain elements for
which t〈σ〉 is not the identity, appealing to Lemma 8.
5.5 Monotonicity-Based Type Guards
Analogously to t?, the g? encoding is best understood as a hybrid be-
tween traditional guards (g) and monomorphic lightweight guards (g˜?):
as in g, guards take the form of a predicate g〈σ〉(t); as in g˜?, guards are
omitted for types that are inferred monotonic.
Once again, the main novelty concerns the typing axioms. The g˜?
encoding omits all typing axioms for inﬁnite types. In the polymorphic
case, the inﬁnite type σ might be an instance of a more general, poten-
tially ﬁnite type for which guards are generated. Our solution is to add
the typing axiom g〈σ〉(X), which allows the prover to discharge any
guard for the inﬁnite type σ.
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Deﬁnition 28 (Lightweight Guards g?). The polymorphic lightweight
type guards encoding g? translates a polymorphic problem Φ over Σ
into an untyped problem over Σ ′ = (F ′, P ′ unionmulti {g2}), where F ′, P ′ are
as for actor. It is deﬁned as J Kg?;actor ;e , where
J∀X : σ. ϕKg? = ∀X : σ. {JϕKg? if σ B Φ
g〈σ〉(X) → JϕKg? otherwise
J∃X : σ. ϕKg? = ∃X : σ. {JϕKg? if σ B Φ
g〈σ〉(X) ∧ JϕKg? otherwise
The encoding is complemented by typing axioms:
∀α¯. ∀X¯ : σ¯. g〈σ〉(f〈α¯〉(X¯))
for f : ∀α¯. σ¯  σ ∈ F such that ∃ρ. σρ 6B Φ
∀TV(σρ). ∀X : σ¯ρ. g〈σρ〉(X)
for σρ ∈ Inf(Φ) such that σ 6B Φ
∀TV(σ). ∃X : σ. g〈σ〉(X)
for σ 6B Φ that is not an instance of the result
type of f ∈ F or a proper instance of τ 6B Φ
The featherweight cousin is a straightforward generalisation of g? along
the lines of the generalisation of g˜? into g˜??.
Deﬁnition 29 (Featherweight Guards g??). The polymorphic feather-
weight type guards encoding g?? is identical to the lightweight encoding
g? except that the condition “if σ B Φ” in the ∀ case is weakened to
“if σ B Φ or X /∈ NV(ϕ)”.
Example 16. The g?? encoding of Example 2 follows:
∀A, Xs. g(A, hd(A, Xs)) (1)
∀A, Xs. g(list(A), Xs) (2)
∀A, X, Xs. nil 6≈ cons(A, X, Xs) (3)
∀A, Xs. Xs ≈ nil ∨ (∃Y, Ys. g(A, Y) ∧ Xs ≈ cons(A, Y, Ys)) (4)
∀A, X, Xs. g(A, X) → (5)
hd(A, cons(A, X, Xs)) ≈ X ∧ tl(A, cons(A, X, Xs)) ≈ Xs (6)
∃X, Y, Xs, Ys. g(b, X) ∧ g(b, Y) ∧ (7)
cons(b, X, Xs) ≈ cons(b, Y, Ys) ∧ (X 6≈ Y ∨ Xs 6≈ Ys) (8)
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Theorem 12 (Correctness of g?, g??). The polymorphic type guards
encodings g? and g?? are correct.
Proof. It sufﬁces to show the three conditions of Lemma 9. The proof
is analogous to that of Theorem 8.
Mono: Both encodings guard any naked variables that occur in the
original problem and could prevent the problem from being mono-
tonic. Given a model M of JΦKx where each σ is interpreted as Dσ,
we construct a modelM ′ of JΦKx where σ is interpreted as Dσ unionmulti D ′σ.
We choose a representative a ∈ Dσ and extend the interpretations of
all symbols so that they coincide on a and each a ′ ∈ D ′σ except for
g〈σ〉(a ′), which is set to true if σ is an instance of a type in Inf(Φ) and
false otherwise. This is compatible with the typing axioms (including
g〈σ〉(X) for inﬁnite σ) and effectively prevents a ′ from arising naked if
σ is not inﬁnite.
Sound: Given a model of Φ, we extend it to a model of JΦKx by
interpreting the type guard g〈σ〉 as true everywhere.
Complete: The ground types σ occurring in Φ are partitioned into
three classes, as in the proof of Theorem 11. The canonical model
is obtained by removing the domain elements for which g〈σ〉 is false,
appealing to Lemma 8.
6 Alternative, Cover-Based Encoding of
Polymorphism
An issue with t?, t??, g?, and g?? is that they clutter the generated
problem with type arguments. In that respect, the traditional t and g
encodings are superior— t omits all non-phantom type arguments, and
g omits all inferrable type arguments. This would be unsound for the
monotonicity-based encodings, because these leave out many of the
protectors that implicitly “carry”, or “cover”, the type arguments in
the traditional encodings. Nonetheless, an alternative is possible: by
keeping more protectors around, we can omit inferrable type arguments.
Let us ﬁrst rigorously deﬁne this notion of term arguments “covering”
type arguments.
Deﬁnition 30 (Cover). Let s : ∀α¯. σ¯  σ ∈ F unionmulti P. A (type argument)
cover C ⊆ {1, . . . , |σ¯|} for s is a set of term argument indices such that
any inferrable type argument can be inferred from a term argument
whose index is in C. A cover C of s is minimal if no proper subset of C
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is a cover for s. We let Covers denote an arbitrary but ﬁxed minimal
cover of s and extend the notion to the distinguished symbols t, g by
taking Covert = Coverg = ∅ (cf. Deﬁnition 8).
For example, {1} and {2} are minimal covers for cons : ∀α. α× list(α) 
list(α), and {1, 2} is also a cover. As canonical cover, we arbitrarily
choose Covercons = {1}.
The cover-based encodings t@ and g@ introduced below ensure that
each term argument position that is part of its enclosing function or
predicate’s cover has a unique type associated with it, from which the
omitted type arguments can be inferred. For example, t@ translates
the term cons〈α〉(X, Xs) to cons(t(A, X), Xs) with a type tag around X,
effectively preventing an ill-typed instantiation of X that would result in
the wrong type argument being inferred. But we do not need to protect
the second argument, Xs—it is sufﬁcient to introduce enough protectors
to “cover” all the inferrable type arguments. We call variables that
occur in their enclosing symbol’s cover (and hence that “carry” some
type arguments) “undercover variables”.
Deﬁnition 31 (Undercover Variable). The set of undercover variables
UV(ϕ) of a formula ϕ is deﬁned by the equations
UV(t1 ≈ t2) = ({t1, t2} ∩ V) ∪ UV(t1, t2)
UV(f〈σ¯〉(t¯ )) = ⌊t¯ ⌋f ∪ UV(t¯ ) UV(X) = ∅
UV(p〈σ¯〉(t¯ )) = ⌊t¯ ⌋p ∪ UV(t¯ ) UV(∀α. ϕ) = UV(ϕ)
UV(¬ p〈σ¯〉(t¯ )) = ⌊t¯ ⌋p ∪ UV(t¯ ) UV(t1 6≈ t2) = UV(t1, t2)
UV(ϕ1∧ ϕ2) = UV(ϕ1, ϕ2) UV(∀X : σ. ϕ) = UV(ϕ)
UV(ϕ1∨ ϕ2) = UV(ϕ1, ϕ2) UV(∃X : σ. ϕ) = UV(ϕ) − {X}
where
⌊
t¯
⌋
s = {tj | j ∈ Covers} ∩ V and UV(t¯ ) =
⋃
jUV(tj).
Undercover variables are reminiscent of naked variables. This is no
coincidence: naked variables effectively carry the implicit type argument
of ≈ : ∀α. α × α  o, and undercover variables generalise this to
arbitrary predicate and function symbols. Equality is special in two
respects, though: its only sound cover is effectively {1, 2} because of
the equality axioms (which are built into the provers, without any
protectors), and the negative case is optimised to take advantage of
disequality’s ﬁxed semantics.
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6.1 Cover-Based Type Tags
The cover-based encoding t@ is similar to the traditional encoding t,
except that it tags only undercover occurrences of variables and requires
typing axioms to add or remove tags around function terms.
Deﬁnition 32 (Cover Tags t@). The polymorphic cover-based type tags
encoding t@ translates a polymorphic problem over Σ into an untyped
problem over Σ ′ = (F ′ unionmultiK unionmulti {t2}, P ′), where F ′, P ′ are as for aninf. It
is deﬁned as J Kt@;aninf ;e , where
Jf〈σ¯〉(t¯ )Kt@ = f〈σ¯〉(bJt¯ Kt@cf)Jp〈σ¯〉(t¯ )Kt@ = p〈σ¯〉(bJt¯ Kt@cp)J¬ p〈σ¯〉(t¯ )Kt@ = ¬ p〈σ¯〉(bJt¯ Kt@cp)Jt1≈ t2Kt@ = bJt1Kt@c≈ ≈ bJt2Kt@c≈J∃X : σ. ϕKt@ = ∃X : σ. t〈σ〉(X) ≈ X ∧ JϕKt@
The auxiliary function
⌊
(tσ11 , . . . , t
σn
n )
⌋
s returns a vector (u1, . . . , un)
such that
uj =
{
tj if j /∈ Covers or tj is not a universal variable
t〈σj〉(tj) otherwise
taking Cover≈ = {1, 2}. The encoding is complemented by typing
axioms:
∀α¯. ∀X¯ : σ¯. t〈σ〉(f〈α¯〉(⌊X¯⌋f)) ≈ f〈α¯〉(⌊X¯⌋f) for f : ∀α¯. σ¯  σ ∈ F
∀α. ∃X : α. t〈α〉(X) ≈ X
Example 17. The t@ encoding of Example 2 is as follows:
∀A. t(list(A), nil(A)) ≈ nil(A)
∀A, X, Xs. t(list(A), cons(t(A, X), Xs)) ≈ cons(t(A, X), Xs)
∀A, Xs. t(list(A), hd(t(list(A), Xs))) ≈ hd(t(list(A), Xs))
∀A, Xs. t(A, tl(t(list(A), Xs))) ≈ tl(t(list(A), Xs))
∀A, X, Xs. nil(A) 6≈ cons(t(A, X), Xs)
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∀A, Xs. t(list(A), Xs) ≈ nil(A) ∨
(∃Y, Ys. t(A, Y) ≈ Y ∧
t(list(A), Ys) ≈ Ys ∧ t(list(A), Xs) ≈ cons(Y, Ys))
∀A, X, Xs.
hd(cons(t(A, X), Xs)) ≈ t(A, X) ∧
tl(cons(t(A, X), Xs)) ≈ t(list(A), Xs)
∃X, Y, Xs, Ys.
t(b, X) ≈ X ∧ t(b, Y) ≈ Y ∧
t(list(b), Xs) ≈ Xs ∧ t(list(b), Ys) ≈ Ys ∧
cons(X, Xs) ≈ cons(Y, Ys) ∧ (X 6≈ Y ∨ Xs 6≈ Ys)
In Section 5, we showed that it is sound to omit non-inferrable type
arguments to constructors for monotonicity-based encodings, yield-
ing nil instead of nil(A) in the translation. For cover-based encodings,
this would be unsound, as shown by the following counterexample:
q〈a〉(nil〈a〉) ∧ ¬ q〈b〉(nil〈b〉) is satisﬁable, but the naive translation to
q(nil) ∧ ¬ q(nil) is unsatisﬁable. The counterexample does not apply to
monotonicity-based encodings, because q would be passed an encoded
type argument: q(a, nil) ∧ ¬ q(b, nil) is satisﬁable.
Theorem 13 (Correctness of t@). The cover-based type tags encoding
t@ is correct.
Proof. Sound: Given a model of Φ, we extend it to a model M of
Φ ′ = JΦKt@ by interpreting t〈σ〉 as the identity. We assume the domains
ofM are disjoint and choose from each domain a representative element.
We then construct a modelM ′ of JΦ ′Kaphan ;e fromM as follows. The
domain for M ′ is the disjoint union of the domains for M and of
the term universe of encoded ground types over K. For each symbol
s : ∀α¯. σ¯  σ ∈ FunionmultiPunionmulti {t}, the entry for s(〈〈τ¯〉〉, a¯) inM ′ is set as follows:
1. If s〈σ¯〉(a¯) is deﬁned inM (i.e. the a¯’s lie within the interpretations
of their respective domains) for some σ¯ such that phans(σ¯) = τ¯,
set the entry for s(〈〈τ¯〉〉, a¯) to the interpretation of s〈σ¯〉(a¯) byM.
(The domain disjointness assumption, together with the condition
phans(σ¯) = τ¯, ensures that there exists at most one vector σ¯ such
that s〈σ¯〉(a¯) is deﬁned.)
2. Otherwise, attempt to repair the vector a¯ by replacing any aj that
is not in its domain by a “well-typed” representative, while keep-
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ing all aj’s such that j ∈ Covers unchanged. If this construction
succeeds, proceed as in step 1.
3. Otherwise, choose some arbitrary domain element (if s is a func-
tion) or truth value (if s is a predicate).
We must show that M ′ is a model of JΦ ′Kaphan ;e . Thanks to step 1,
the semantics of the problems’ formulas (including the typing axioms)
coincide if universal variables are instantiated by “well-typed” values. If
all tagged variables in a formula are instantiated by “well-typed” values
but some of the untagged variables are not, the semantics of the formula
coincides with, or is weaker than (cf. the proof of Theorem 7), that
of an already considered “well-typed” instance thanks to step 2, since
“ill-typed” values are interpreted the same way as the representative
element. Finally, if some of the tagged variables are instantiated by
“ill-typed” values, the tags return the representatives, and non-tagged
instances of the same variables are treated as the representatives, so
again this case coincides with an already considered case.
Complete: The aphan encoding is complete by Theorem 3. It remains
to show that J Kt@ is complete. Given a model of JΦKt@, we construct a
canonical model of JΦKt@, from which we extract a model ofΦ, as in the
proof of Theorem 11. The typing axioms ensure that t〈σ〉 is the identity
for at least one element and for all “well-typed” terms; furthermore, the
equations t〈σ〉(X) ≈ X generated for existential variables ensures that
t〈σ〉 is the identity for witnesses, as required to apply Lemma 8.
6.2 Cover-Based Type Guards
The cover-based g@ encoding is deﬁned analogously.
Deﬁnition 33 (Cover Guards g@). The polymorphic cover-based type
guards encoding g@ is identical to the traditional g encoding except for
the ∀ case:
J∀X : σ. ϕKg@ = ∀X : σ. {JϕKg@ if X /∈ UV(ϕ)
g〈σ〉(X) → JϕKg@ otherwise
The encoding is complemented by typing axioms:
∀α¯. X¯ : σ¯. (∧j∈Coverf g〈σj〉(Xj))→ g〈σ〉(f〈α¯〉(X¯))
for f : ∀α¯. σ¯  σ ∈ F
∀α. ∃X : α. g〈α〉(X)
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Example 18. The g@ encoding of the algebraic list problem is identical
to the g encoding (Example 7), except that the guard g(list(A), Xs) is
omitted in two of the axioms:
∀A, X, Xs. g(A, X) → g(list(A), cons(X, Xs))
∀A, X, Xs. g(A, X) → nil(A) 6≈ cons(X, Xs)
Theorem 14 (Correctness of g@). The cover-based type guards encoding
g@ is correct.
Proof. Sound: Given a model of Φ, we extend it to a model M of
Φ ′ = JΦKg@ by interpreting g〈σ〉 as the true predicate. We assume the
domains ofM are disjoint and choose from each domain a representative
element. We then construct a model M ′ exactly as in the proof of
Theorem 13, except that g(〈〈σ〉〉, a) is set to be false for “ill-typed”
values a (i.e. a /∈ JσKM). We must show thatM ′ is a model of JΦ ′Kaphan ;e .
Thanks to step 1 of the construction of M ′, the semantics coincide
if universal variables are instantiated by “well-typed” values. If all
guarded variables are instantiated by “well-typed” values but some of
the unguarded variables are not, the semantics of the formula coincides
with, or is weaker than, that of an already considered “well-typed”
instance thanks to step 2. Finally, if some of the guarded variables are
instantiated by “ill-typed” values, the guard returns false, making the
subformula true.
Complete: The proof is analogous to the corresponding case of Theo-
rems 11.
7 Implementation
Our research on polymorphic type encodings was driven by Sledgeham-
mer, a component of Isabelle/HOL that harnesses ﬁrst-order automatic
theorem provers to discharge interactive proof obligations. The tool
heuristically selects hundreds of background facts, translates them to
untyped or monomorphic ﬁrst-order logic, invokes the external provers
in parallel, and reconstructs machine-generated proofs in Isabelle.
All the encodings presented in this paper, including the traditional
encodings, are implemented in Sledgehammer and can be used to target
external ﬁrst-order provers. The rest of this section considers imple-
mentation issues in more detail.
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7.1 Finite Monomorphisation Algorithm
The monomorphisation algorithm implemented in Sledgehammer trans-
lates a polymorphic problem into a monomorphic problem by heuristi-
cally instantiating type variables. It involves three stages:
1. Separate the monomorphic and the polymorphic formulas, and
collect all symbols occurring in the monomorphic formulas (the
“mono-symbols”).
2. For each polymorphic axiom, stepwise reﬁne a set of substitu-
tions, starting from the singleton set containing only the empty
substitution, by matching known mono-symbols against their
polymorphic counterparts in the axiom. So long as new mono-
symbols emerge, collect them and repeat this stage.
3. Apply the substitutions to the corresponding polymorphic formu-
las. Only keep fully monomorphic formulas.
To ensure termination, the iterations performed in stage 2 are lim-
ited to a conﬁgurable number K. To curb the exponential growth, the
algorithm also enforce an upper bound ∆ on the number of new for-
mulas. Sledgehammer operates with K = 3 and ∆ = 200 by default,
so that a problem with 500 formulas comprises at most 700 formu-
las after monomorphisation. Experiments found these values suitable.
Given formulas about b and list(α), the third iteration already gen-
erates list(list(list(b))) instances; adding yet another layer of list is
unlikely to help. Increasing ∆ sometimes helps solve more problems,
but its potential for clutter is real.
7.2 Extension to Higher-Order Logic
Sledgehammer’s source logic, polymorphic higher-order logic (HOL)
with axiomatic type classes [Wenzel, 1997], is not the same as the
polymorphic ﬁrst-order logic considered in this paper. The translation
is a three-step process, where the ﬁrst and last step may be omitted,
depending on whether monomorphisation is desired and whether the
target prover supports monomorphic types:
1. Optionally monomorphise the problem.
2. Eliminate the higher-order constructs [Meng and Paulson, 2008,
§2.1]. λ-abstractions are rewritten to SK combinators or to super-
combinators (λ-lifting). Functions are passed varying numbers of
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arguments via an apply operator hAPP : ∀αβ. fun(α, β)×α  β
(where fun is uninterpreted). Boolean terms are converted to for-
mulas using a unary predicate hBOOL : bool  o (where bool is
uninterpreted).
3. Encode the type information. Polymorphic types are encoded
using the techniques described in this paper. Type classes are es-
sentially sets of types; they are encoded as polymorphic predicates
∀α. o, where α is a phantom type variable. For example, a predi-
cate linorder : ∀α. o could be used to restrict the axioms specifying
that less : ∀α. α×α  o is a linear order to those types that satisfy
the linorder predicate. The type class hierarchy is expressible as
Horn clauses [Meng and Paulson, 2008, §2.3].
The symbol hAPP would hugely burden problems if it were intro-
duced systematically for all arguments to functions. To reduce clutter,
Sledgehammer computes the minimum arity n needed for each symbol
and pass the ﬁrst n arguments directly, falling back on hAPP for addi-
tional arguments. In general, more arguments can be passed directly
if monomorphisation is performed before hAPP is introduced, because
each monomorphic instance of a polymorphic symbol is considered
individually. Similar observations can be made for hBOOL.
7.3 Inﬁnite Types and Constructors
The monotonicity calculusB is parameterised by a set Inf(Φ) of inﬁnite
types. One could employ an approach similar to that implemented in
Inﬁnox [Claessen and Lillieström, 2011] to automatically infer ﬁnite
unsatisﬁability of types. This tool relies on various proof principles to
show that a set of untyped ﬁrst-order formulas only has models with
inﬁnite domains. For example, it can infer that list_b is inﬁnite in
Example 3 because consb is injective in its second argument but not
surjective. However, in a proof assistant such as Isabelle, it is simpler
to exploit metainformation available through introspection. Isabelle’s
datatypes are registered with their constructors; if some of them are
recursive, or take an argument of an inﬁnite type, the datatype must be
inﬁnite and hence monotonic.
More speciﬁcally, the monotonicity inference is run on the entire
problem and maintains two ﬁnite sets of polymorphic types: the surely
inﬁnite types J and the possibly non-monotonic types N. Every type of
a naked variable in the problem is tested for inﬁnity. If the test succeeds,
the type is inserted into J; otherwise, it is inserted intoN. Simpliﬁcations
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are performed: there no need to insert σ to J or N if it is an instance of
a type already in the set; when inserting σ to a set, it is safe to remove
any type in the set that is an instance of σ. The monotonicity check
then becomes
σ B Φ ⇐⇒ (∃τ ∈ J. ∃ρ. σ = τρ) ∨ (∀τ ∈ N. @ρ. σρ = τρ)
Introspection also plays a role in the actor encoding and its deriva-
tives (t?, t??, g?, and g??). These are parameterised by a set of construc-
tors Ctor(Φ). Querying the datatype package is again simpler than
attempting to detect distinctness and injectivity axioms in individual
problems.
7.4 Proof Reconstruction
To guard against bugs in the external provers, Sledgehammer recon-
structs machine-generated proofs in Isabelle. This is usually accom-
plished by the metis proof method [Paulson and Susanto, 2007], sup-
plying it with the short list of facts referenced in the proof found by the
prover. The proof method is based on the Metis prover [Hurd, 2003], a
complete resolution prover for untyped ﬁrst-order logic. The metis call
is all that remains from the Sledgehammer invocation in the Isabelle the-
ory, which can then be replayed without external provers. Given only a
handful of facts, metis usually succeeds within milliseconds. Prior to
our work, a large share of the reconstruction failures were caused by
type-unsound proofs found by the external provers, due to the use of
the unsound encoding a [Böhme and Nipkow, 2010, §4.1]. We now
replaced the internals of Sledgehammer and metis so that they use a
translation module supporting all the type encodings described in this
paper. However, despite the typing information, individual inferences
in Metis can be ill-typed when types are reintroduced, causing the metis
proof method to fail. There are three main failure scenarios.
First, the prover may in principle instantiate variables with “ill-
typed” terms at any point in the proof. Fortunately, this hardly ever
arises in practice, because like other resolution provers Metis heavily re-
stricts paramodulation from and into variables [Bachmair et al., 1995].
An issue that is more likely to plague users concerns the inﬁnite types
Inf(Φ). Assuming nat is known to be inﬁnite, the monotonicity-based
encodings will not introduce any protectors around the naked variables
M and N when translating the problem
on 6≈ oﬀstate ∧ (∀X, Y : nat. X ≈ Y)
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(presumably a negated conjecture). That problem is satisﬁable on its
own but unsatisﬁable with respect to the background theory. Untyped
provers will happily instantiate X and Y with on and oﬀ to derive a
contradiction; and no “type-sound” proof is possible unless we also
provide characteristic theorems for nat. In general, we would need to
provide inﬁnity axioms for all types in Inf(Φ) to make the encoding
sound irrespective of the background theory; for example:
∀N : nat. zero 6≈ suc(N) ∀M, N : nat. suc(M) ≈ suc(N) →M ≈ N
Although this now makes a sound proof possible (by instantiating X and
Y with zero and suc(zero)), it does not prevent the prover from discover-
ing the spurious proof with on and oﬀ, which cannot be reconstructed
by metis.
A similar issue affects the constructors Ctor(Φ). Let c, d : ∀α. k(α)
be among the constructors for k. The encodings based on actor will
translate the satisﬁable problem
c〈a〉 6≈ d〈a〉 ∧ c〈b〉 ≈ d〈b〉
into an unsatisﬁable one: c 6≈ d ∧ c ≈ d. In general, we would need
to provide distinctness and injectivity axioms for all constructors in
Ctor(Φ) to make the encoding sound irrespective of the background
theory; for example: ∀α. c〈α〉 6≈ d〈α〉.
We stress that the issues above do not indicate unsoundness in our
encodings. Rather, we use metainformation from Isabelle to guide the
translation; the translation is then sound assuming that the metainfor-
mation holds. If we do not encode that metainformation in the typed
problem, it might have a model where the metainformation is false,
while the translation might exploit the metainformation and be unsatis-
ﬁable, as in the examples above. Proof reconstruction will then fail.
Although the above scenarios rarely occur in practice, it would
be more satisfactory if proof reconstruction were always possible. A
solution would be to connect our formalised soundness proofs with a
veriﬁed checker for untyped ﬁrst-order proofs. This remains for future
work.
8 Evaluation
To evaluate the type encodings described in this paper, we put together
two sets of 1000 polymorphic ﬁrst-order problems originating from
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10 existing Isabelle theories, translated with Sledgehammer’s help (100
problems per theory).2 Nine of the theories are the same as in a previous
evaluation [Blanchette et al., 2011]; the tenth one is an optimality
proof for Huffman’s algorithm. Our test data are publicly available
[Blanchette et al., 2012].
The problems in the ﬁrst benchmark set include about 50 heuristical-
ly selected facts (before monomorphisation); that number is increased
to 500 for the second set, to reveal how well the encodings scale with
the problem size.
We evaluated each type encoding with ﬁve modern automatic theo-
rem provers: the resolution provers E 1.6 [Schulz, 2004], SPASS 3.8ds
[Weidenbach, 2001], and Vampire 2.6 [Riazanov and Voronkov, 2002],
the instantiation prover iProver 0.99 [Korovin, 2009], and the SMT
solver Z3 4.0 [de Moura and Bjørner, 2008]. To make the evaluation
more informative, we also tested the provers’ native support for mono-
morphic types where it is available; it is referred to as n˜. Each prover
was invoked with the set of options we had previously determined
worked best for Sledgehammer.3 The provers were granted 20 seconds
of CPU time per problem on one core of a 3.06 GHz Dual-Core Intel
Xeon processor. Most proofs were found within a few seconds; a higher
time limit would have had little impact on the success rate [Böhme and
Nipkow, 2010, §4]. To avoid giving the unsound encodings (e, a, and
actor) an unfair advantage, for these proof search was followed by a cer-
tiﬁcation phase that attempted to re-ﬁnd the proof using a combination
of sound encodings, based on its referenced facts. This phase slightly
penalises the unsound encodings by rejecting a few sound proofs, but
such is the price of unsoundness.
Figures 4.2 and 4.3 give, for each combination of prover and en-
coding, the number of solved problems from each problem set. Rows
marked with ˜ concern the monomorphic encodings. The encodings
a˜, a˜ctor, t˜@, and g˜@ are omitted; the ﬁrst two coincide with e˜, whereas
t˜@ and g˜@ are identical to versions of t˜?? and g˜?? that treat all types as
possibly non-monotonic. We observe the following:
• Among the encodings to untyped ﬁrst-order logic, the monomor-
2The TPTP benchmark suite [Sutcliffe, 2009], which is customarily used for evaluat-
ing theorem provers, has just begun collecting polymorphic (TFF1) problems [Blanchette
and Paskevich, 2012, §6].
3The setup for E was suggested by Stephan Schulz and includes the little known
“symbol offset” weight function. We ran iProver with the default setup, SPASS in
Isabelle mode, Vampire in CASC mode, and Z3 in TPTP mode with model-based
quantiﬁer instantiation enabled.
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e a actor t t? t?? t@
E 319 328 328 304 298 319 258˜ 333 – – 325 337 333 –
iProver 243 220 225 249 190 236 157˜ 233 – – 263 261 264 –
SPASS 276 286 286 267 272 296 196˜ 298 – – 289 304 310 –
Vampire 325 312 312 319 307 314 260˜ 330 – – 327 336 338 –
Z3 299 321 321 288 236 304 290˜ 319 – – 300 313 319 –
g g? g?? g@ n
E 267 316 323 285 –˜ 320 336 340 – –
iProver 173 235 243 219 –˜ 222 259 261 – –
SPASS 237 283 294 262 –˜ 291 308 305 – 309
Vampire 255 289 300 270 –˜ 299 337 340 – 332
Z3 263 281 301 275 –˜ 322 318 321 – 325
Figure 4.2: Number of solved problems with 50 facts
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e a actor t t? t?? t@
E 116 361 360 263 275 347 228˜ 393 – – 328 390 397 –
iProver 243 212 207 231 202 262 135˜ 210 – – 243 246 245 –
SPASS 131 292 292 262 245 299 164˜ 331 – – 293 326 330 –
Vampire 120 341 341 277 281 314 212˜ 393 – – 309 379 382 –
Z3 281 355 357 250 238 350 279˜ 354 – – 268 343 346 –
g g? g?? g@ n
E 216 344 349 262 –˜ 337 393 401 – –
iProver 140 242 257 169 –˜ 180 247 241 – –
SPASS 164 283 296 208 –˜ 237 320 334 – 356
Vampire 171 271 299 241 –˜ 265 390 403 – 372
Z3 213 291 351 268 –˜ 328 355 349 – 350
Figure 4.3: Number of solved problems with 500 facts
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e a actor t t? t?? t@
Clauses 832 901 901 918 947 1129 1307˜ 1188 – – 1207 1207 1273 –
Literals per clause 2.55 2.77 2.77 2.77 2.71 2.97 3.33˜ 2.58 – – 2.58 2.58 2.57 –
Symbols per atom 6.5 8.5 8.5 21.0 18.4 11.8 9.9˜ 6.9 – – 11.7 7.7 6.9 –
Symbols (’000) 13.8 21.2 21.1 53.4 47.4 39.7 43.1˜ 21.0 – – 36.4 24.0 22.5 –
g g? g?? g@
Clauses 1304 1127 1126 1304˜ 1890 1273 1273 –
Literals per clause 5.88 4.63 3.20 5.01˜ 5.41 2.87 2.66 –
Symbols per atom 5.8 8.6 10.7 5.9˜ 4.3 6.2 6.6 –
Symbols (’000) 44.8 45.0 38.5 38.5˜ 44.5 22.8 22.3 –
Figure 4.4: Average size of clausiﬁed problems with 500 facts
phic monotonicity-based encodings (especially g˜?? but also t˜??, g˜?,
and t˜?) performed best overall. In many cases, these even outper-
formed the provers’ native support for simple types ( n˜). Polymor-
phic encodings lag behind, especially for resolution provers; this
is partly due to the synergy between the monomorphiser and the
translation of higher-order constructs (cf. Section 7.2).
• Among the polymorphic encodings, our novel monotonicity-based
and cover-based encodings (t?, t??, t@, g?, g??, and g@), with the
exception of t@, constitute a substantial improvement over the
traditional sound schemes (t and g).
• As suggested in the literature, there is no clear winner between tags
and guards. We expected monomorphic guards to be especially
effective with SPASS, since they are internally mapped to soft
sorts, but this is not corroborated by the data.
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• Despite the proof reconstruction phase, the unsound encodings
a and actor achieved similar results to the sound polymorphic
encodings. In contrast, their monomorphic cousin e˜ is no match
for the sound monomorphic schemes.
For the second benchmark set, Figure 4.4 presents the average num-
ber of clauses, literals per clause, symbols per atom, and symbols for
clausiﬁed problems (using E’s clausiﬁer), to give an idea of each encod-
ing’s overhead. The main surprise here is the lightness of the monomor-
phic encodings. Because they give rise to duplicate formulas, we could
have expected them to result in larger problems; but this underestimates
the cost of encoding types as terms in the polymorphic encodings. The
strong correlation between the success rates in Figure 4.3 and the av-
erage number of symbols in Figure 4.4 conﬁrms the expectation that
clutter (whether type arguments, guards, or tags) slows down automatic
provers.
Independently of these empirical results, the new type encodings
made an impact at the 2012 edition of CASC, the annual automatic
prover competition [Sutcliffe, 2012]. Isabelle’s automatic proof tools,
including Sledgehammer, compete against the automatic provers LEO-II,
Satallax, and TPS in the higher-order division. Largely thanks to the new
schemes (but also to improvements in the underlying ﬁrst-order provers),
Isabelle moved from the third place it had occupied since 2009 to the
ﬁrst place.
9 Related Work
The earliest descriptions of type tags and type guards we are aware of
are due to Enderton [2001, §4.3] and Stickel [1986, p. 99]. Wick and
McCune [1989, §4] compare type arguments, tags, and guards in a
monomorphic setting. Type arguments are reminiscent of System F; they
are described by Meng and Paulson [2008], who also consider full type
erasure and polymorphic type tags and present a translation of axiomatic
type classes. As part of the MPTP project, Urban [2006] extended
the untyped TPTP FOF syntax with dependent types to accommodate
Mizar and designed translations to plain FOF.
The intermediate veriﬁcation language and tool Boogie 2 [Leino and
Rümmer, 2010] supports a restricted form of higher-rank polymorph-
ism (with polymorphic maps), and its cousin Why3 [Bobot et al., 2011]
provides rank-1 polymorphism. Both deﬁne translations to a mono-
morphic logic and rely on proxies to handle interpreted types [Bobot
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and Paskevich, 2011, Couchot and Lescuyer, 2007, Leino and Rümmer,
2010]. One of the Boogie translations [Leino and Rümmer, 2010, §3.1]
uses SMT triggers to prevent ill-typed instantiations in conjunction with
type arguments; however, this approach is risky in the absence of a se-
mantics for triggers. Bouillaguet et al. [2007, §4] showed that full type
erasure is sound if all types can be assumed to have the same cardinality
and exploit this in the veriﬁcation system Jahob.
An alternative to encoding polymorphic types or monomorphising
them away is to support them natively in the prover. This is ubiquitous
in interactive theorem provers, but perhaps the only automatic prover
that supports polymorphism is Alt-Ergo [Bobot et al., 2008].4
Blanchette and Krauss [2011] studied monotonicity inferences for
higher-order logic without polymorphism. Claessen et al. (Paper 3)
were ﬁrst to apply them to type erasure.
10 Conclusion
This paper introduced a family of translations from polymorphic into
untyped ﬁrst-order logic, with a focus on efﬁciency. Our monotonicity-
based encodings soundly erase all types that are inferred monotonic, as
well as most occurrences of the remaining types. The best translations
outperform the traditional encoding schemes.
We implemented the new translations in the Sledgehammer tool
for Isabelle/HOL and the companion proof method metis, thereby ad-
dressing a recurring user complaint. Although Isabelle certiﬁes external
proofs, unsound proofs are annoying and often conceal sound proofs.
The same translation module forms the core of Isabelle’s TPTP exporter
tool, which makes entire theorem libraries available to ﬁrst-order rea-
soners. Our reﬁnements to the monomorphic case have made their way
into the Monotonox translatorof Paper 3. Applications such as Boo-
gie [Leino and Rümmer, 2010], LEO-II [Benzmüller et al., 2008], and
Why3 [Bobot et al., 2011] also stand to gain from lighter encodings.
The TPTP family recently welcomed the addition of TFF1 [Blanchette
and Paskevich, 2012], an extension of the monomorphic TFF0 logic
with rank-1 polymorphism. Equipped with a concrete syntax and trans-
lation tools, we can turn any popular automatic theorem prover into
an efﬁcient polymorphic prover. Translating the untyped proof back
into a typed proof is usually straightforward, but there are important
4Regrettably, limitations in its type system make it unsuitable as a Sledgehammer
backend.
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corner cases that call for more research. It should also be possible to
extend our approach to interpreted arithmetic.
From both a conceptual and an implementation point of view, the
encodings are all instances of a general framework, in which mostly
orthogonal features can be combined in various ways. Deﬁning such a
large number of encodings makes it possible to select the most appro-
priate scheme for each automatic prover, based on empirical evidence.
In fact, using time slicing or parallelism, it pays off to have each prover
employ a combination of encodings with complementary strengths.
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Abstract
We address the problem of testing and debugging concurrent,
distributed Erlang applications. In concurrent programs, race
conditions are a common class of bugs and are very hard to ﬁnd
in practice. Traditional unit testing is normally unable to help
ﬁnding all race conditions, because their occurrence depends so
much on timing. Therefore, race conditions are often found
during system testing, where due to the vast amount of code
under test, it is often hard to diagnose the error resulting from
race conditions. We present three tools (QuickCheck, PULSE,
and a visualizer) that in combination can be used to test and
debug concurrent programs in unit testing with a much better
possibility of detecting race conditions. We evaluate our method
on an industrial concurrent case study and illustrate how we ﬁnd
and analyze the race conditions.
1 Introduction
Concurrent programming is notoriously difﬁcult, because the non-
deterministic interleaving of events in concurrent processes can lead
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software to work most of the time, but fail in rare and hard-to-reproduce
circumstances when an unfortunate order of events occurs. Such fail-
ures are called race conditions. In particular, concurrent software may
work perfectly well during unit testing, when individual modules (or
“software units”) are tested in isolation, but fail later on during system
testing. Even if unit tests cover all aspects of the units, we still can de-
tect concurrency errors when all components of a software system are
tested together. Timing delays caused by other components lead to new,
previously untested, schedules of actions performed by the individual
units. In the worst case, bugs may not appear until the system is put
under heavy load in production. Errors discovered in these late stages
are far more expensive to diagnose and correct, than errors found dur-
ing unit testing. Another cause of concurrency errors showing up at a
late stage is when well-tested software is ported from a single-core to a
multi-core processor. In that case, one would really beneﬁt from a hier-
archical approach to testing legacy code in order to simplify debugging
of faults encountered.
The Erlang programming language [Armstrong, 2007] is designed
to simplify concurrent programming. Erlang processes do not share
memory, and Erlang data structures are immutable, so the kind of data
races which plague imperative programs, in which concurrent processes
race to read and write the same memory location, simply cannot occur.
However, this does not mean that Erlang programs are immune to race
conditions. For example, the order in which messages are delivered to a
process may be non-deterministic, and an unexpected order may lead to
failure. Likewise, Erlang processes can share data, even if they do not
share memory—the ﬁle store is one good example of shared mutable
data, but there are also shared data-structures managed by the Erlang
virtual machine, which processes can race to read and write.
Industrial experience is that the late discovery of race conditions is
a real problem for Erlang developers too [Cronqvist, 2004]. Moreover,
these race conditions are often caused by design errors, which are
particularly expensive to repair. If these race conditions could be found
during unit testing instead, then this would deﬁnitely reduce the cost of
software development.
In this paper, we describe tools we have developed for ﬁnding race
conditions in Erlang code during unit testing. Our approach is based on
property-based testing using QuickCheck [Claessen and Hughes, 2000],
in a commercial version for Erlang developed by Quviq AB [Arts et al.,
2006, Hughes, 2007]. Its salient features are described in section 3.
We develop a suitable property for testing parallel code, and a method
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for generating parallel test cases, in section 4. To test a wide variety
of schedules, we developed a randomizing scheduler for Erlang called
PULSE, which we explain in section 5. PULSE records a trace during
each test, but interpreting the traces is difﬁcult, so we developed a trace
visualizer which is described in section 6. We evaluate our tools by
applying them to an industrial case study, which is introduced in section
2, then used as a running example throughout the paper. This code
was already known to contain bugs (thanks to earlier experiments with
QuickCheck in 2005), but we were previously unable to diagnose the
problems. Using the tools described here, we were able to ﬁnd and ﬁx
two race conditions, and identify a fundamental ﬂaw in the API.
2 Our Case Study: the Process Registry
We begin by introducing the industrial case that we apply our tools
and techniques to. In Erlang, each process has a unique, dynamically-
assigned identiﬁer (“pid”), and to send a message to a process, one must
know its pid. To enable processes to discover the pids of central ser-
vices, such as error logging, Erlang provides a process registry—a kind
of local name server—which associates static names with pids. The
Erlang VM provides operations to register a pid with a name, to look
up the pid associated with a name, and to unregister a name, removing
any association with that name from the registry. The registry holds
only live processes; when registered processes crash, then they are auto-
matically unregistered. The registry is heavily used to provide access
to system services: a newly started Erlang node already contains 13
registered processes.
However, the built-in process registry imposes several, sometimes
unwelcome, limitations: registered names are restricted to be atoms,
the same process cannot be registered with multiple names, and there
is no efﬁcient way to search the registry (other than by name lookup).
This motivated Ulf Wiger (who was working for Ericsson at the time) to
develop an extended process registry in Erlang, which could be modiﬁed
and extended much more easily than the one in the virtual machine.
Wiger’s process registry software has been in use in Ericsson products
for several years [Wiger, 2007].
In our case study we consider an earlier prototype of this software,
called proc_reg, incorporating an optimization that proved not to work.
The API supported is just: reg(Name,Pid) to register a pid, where(Name)
to look up a pid, unreg(Name) to remove a registration, and ﬁnally
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send(Name,Msg) to send a message to a registered process. Like the
production code, proc_reg stores the association between names and
pids in Erlang Term Storage (“ETS tables”)—hash tables, managed by
the virtual machine, that hold a set of tuples and support tuple-lookup
using the ﬁrst component as a key [cf. Armstrong, 2007, chap 15]. It
also creates a monitor for each registered process, whose effect is to
send proc_reg a “DOWN” message if the registered process crashes, so it
can be removed from the registry. Two ETS table entries are created for
each registration: a “forward” entry that maps names to pids, and a
“reverse” entry that maps registered pids to the monitor reference. The
monitor reference is needed to turn off monitoring again, if the process
should later be unregistered.
Also like the production code, proc_reg is implemented as a server
process using Erlang’s generic server library [cf. Armstrong, 2007, chap
16]. This library provides a robust way to build client-server systems,
in which clients make “synchronous calls” to the server by sending a
call message, and awaiting a matching reply1. Each operation—reg,
where, unreg and send—is supported by a different call message. The
operations are actually executed by the server, one at a time, and so no
race conditions can arise.
At least, this is the theory. In practice there is a small cost to the
generic server approach: each request sends two messages and requires
two context switches, and although these are cheap in Erlang, they are
not free, and turn out to be a bottleneck in system start-up times, for
example. The prototype proc_reg attempts to optimize this, by moving
the creation of the ﬁrst “forward” ETS table entry into the clients. If this
succeeds (because there is no previous entry with that name), then clients
just make an “asynchronous” call to the server (a so-called castmessage,
with no reply) to inform it that it should complete the registration
later. This avoids a context switch, and reduces two messages to one. If
there is already a registered process with the same name, then the reg
operation fails (with an exception)—unless, of course, the process is
dead. In this case, the process will soon be removed from the registry
by the server; clients ask the server to “audit” the dead process to hurry
this along, then complete their registration as before.
This prototype was one of the ﬁrst pieces of software to be tested
using QuickCheck at Ericsson. At the time, in late 2005, it was believed
to work, and indeed was accompanied by quite an extensive suite of unit
1Unique identiﬁers are generated for each call, and returned in the reply, so that no
message confusion can occur.
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tests—including cases designed speciﬁcally to test for race conditions.
We used QuickCheck to generate and run random sequences of API calls
in two concurrent processes, and instrumented the proc_reg code with
calls to yield() (which cedes control to the scheduler) to cause ﬁne-grain
interleaving of concurrent operations. By so doing, we could show
that proc_reg was incorrect, since our tests failed. But the failing test
cases we found were large, complex, and very hard to understand, and
we were unable to use them to diagnose the problem. As a result, this
version of proc_regwas abandoned, and development of the production
version continued without the optimization.
While we were pleased that QuickCheck revealed bugs in proc_reg,
we were unsatisﬁed that it could not help us to ﬁnd them. Moreover,
the QuickCheck property we used to test it was hard-to-deﬁne and ad
hoc—and not easily reusable to test any other software. This paper is
the story of how we addressed these problems—and returned to apply
our new methods successfully to the example that defeated us before.
3 An Overview of Quviq QuickCheck
QuickCheck [Claessen and Hughes, 2000] is a tool that tests universally
quantiﬁed properties, instead of single test cases. QuickCheck generates
random test cases from each property, tests whether the property is
true in that case, and reports cases for which the property fails. Recent
versions also “shrink” failing test cases automatically, by searching for
similar, but smaller test cases that also fail. The result of shrinking
is a “minimal”2 failing case, which often makes the root cause of the
problem very easy to ﬁnd.
Quviq QuickCheck is a commercial version that includes support
for model-based testing using a state machine model [Hughes, 2007].
This means that it has standard support for generating sequences of
API calls using this state machine model. It has been used to test a wide
variety of industrial software, such as Ericsson’s Media Proxy [Arts
et al., 2006] among others. State machine models are tested using an
additional library, eqc_statem, which invokes call-backs supplied by
the user to generate and test random, well-formed sequences of calls to
the software under test. We illustrate eqc_statem by giving fragments
of a (sequential) speciﬁcation of proc_reg.
2In the sense that it cannot shrink to a failing test with the shrinking algorithm
used.
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Let us begin with an example of a generated test case (a sequence of
API calls).
[{set,{var,1},{call,proc_reg_eqc,spawn,[]}},
{set,{var,2},{call,proc_reg,where,[c]}},
{set,{var,3},{call,proc_reg_eqc,spawn,[]}},
{set,{var,4},{call,proc_reg_eqc,kill,[{var,1}]}},
{set,{var,5},{call,proc_reg,where,[d]}},
{set,{var,6},{call,proc_reg_eqc,reg,[a,{var,1}]}},
{set,{var,7},{call,proc_reg_eqc,spawn,[]}}]
eqc_statem test cases are lists of symbolic commands represented by
Erlang terms, each of which binds a symbolic variable (such as {var,1})
to the result of a function call, where {call,M,F,Args} represents a call
of function F in module M with arguments Args3. Note that previously
bound variables can be used in later calls. Test cases for proc_reg in
particular randomly spawn processes (to use as test data), kill them
(to simulate crashes at random times), or pass them to proc_reg oper-
ations. Here proc_reg_eqc is the module containing the speciﬁcation
of proc_reg, in which we deﬁne local versions of reg and unreg which
just call proc_reg and catch any exceptions. This allows us to write
properties that test whether an exception is raised correctly or not. (An
uncaught exception in a test is interpreted as a failure of the entire test).
We model the state of a test case as a list of processes spawned,
processes killed, and the {Name,Pid} pairs currently in the registry. We
normally encapsulate the state in a record:
-record(state,{pids=[],regs=[],killed=[]}).
eqc_statem generates random calls using the call-back function command
that we supply as part of the state machine model, with the test case
state as its argument:
command(S) ->
oneof(
[{call,?MODULE,spawn,[]}] ++
[{call,?MODULE,kill, [elements(S#state.pids)]}
|| S#state.pids/=[]] ++
[{call,?MODULE,reg,[name(),elements(S#state.pids)]}
|| S#state.pids/=[]] ++
[{call,?MODULE,unreg,[name()]}] ++
[{call,proc_reg,where,[name()]}]).
name() -> elements([a,b,c,d]).
3In Erlang, variables start with an uppercase character, whereas atoms (constants)
start with a lowercase character.
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The function oneof is a QuickCheck generator that randomly uses one
element from a list of generators; in this case, the list of candidates to
choose from depends on the test case state. ([X||P] is a degenerate list
comprehension, that evaluates to the empty list if P is false, and [X]
if P is true—so reg and kill can be generated only if there are pids
available to pass to them.) We decided not to include send in test cases,
because its implementation is quite trivial. The macro ?MODULE expands
to the name of the module that it appears in, proc_reg_eqc in this case.
The next_state function speciﬁes how each call is supposed to
change the state:
next_state(S,V,{call,_,spawn,_}) ->
S#state{pids=[V|S#state.pids]};
next_state(S,V,{call,_,kill,[Pid]}) ->
S#state{killed=[Pid|S#state.killed],
regs=[{Name,P} ||
{Name,P} <- S#state.regs, Pid /= P]};
next_state(S,_V,{call,_,reg,[Name,Pid]}) ->
case register_ok(S,Name,Pid) andalso
not lists:member(Pid,S#state.killed) of
true ->
S#state{regs=[{Name,Pid}|S#state.regs]};
false ->
S
end;
next_state(S,_V,{call,_,unreg,[Name]}) ->
S#state{regs=lists:keydelete(Name,1,S#state.regs)};
next_state(S,_V,{call,_,where,[_]}) ->
S.
register_ok(S,Name,Pid) ->
not lists:keymember(Name,1,S#state.regs).
Note that the new state can depend on the result of the call (the second
argument V), as in the ﬁrst clause above. Note also that killing a process
removes it from the registry (in the model), and that registering a dead
process, or a name that is already registered (see register_ok), should
not change the registry state. We do allow the same pid to be registered
with several names, however.
When running tests, eqc_statem checks the postcondition of each
call, speciﬁed via another call-back that is given the state before the
call, and the actual result returned, as arguments. Since we catch
exceptions in each call, which converts them into values of the form
{'EXIT',Reason}, our proc_reg postconditions can test that exceptions
are raised under precisely the right circumstances:
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postcondition(S,{call,_,reg,[Name,Pid]},Res) ->
case Res of
true ->
register_ok(S,Name,Pid);
{'EXIT',_} ->
not register_ok(S,Name,Pid)
end;
postcondition(S,{call,_,unreg,[Name]},Res) ->
case Res of
true ->
unregister_ok(S,Name);
{'EXIT',_} ->
not unregister_ok(S,Name)
end;
postcondition(S,{call,_,where,[Name]},Res) ->
lists:member({Name,Res},S#state.regs);
postcondition(_S,{call,_,_,_},_Res) ->
true.
unregister_ok(S,Name) ->
lists:keymember(Name,1,S#state.regs).
Note that reg(Name,Pid) and unreg(Name) are required to return excep-
tions if Name is already used/not used respectively, but that reg always
returns true if Pid is dead, even though no registration is performed!
This may perhaps seem a surprising design decision, but it is consistent.
As a comparison, the built-in process registry sometimes returns true
and sometimes raises an exception when registering dead processes.
This is due to the fact that a context switch is required to clean up.
State machine models can also specify a precondition for each call,
which restricts test cases to those in which all preconditions hold. In
this example, we could have used preconditions to exclude test cases
that we expect to raise exceptions—but we prefer to allow any test
case, and check that exceptions are raised correctly, so we deﬁne all
preconditions to be true.
With these four call-backs, plus another call-back specifying the
initial state, our speciﬁcation is almost complete. It only remains to
deﬁne the top-level property which generates and runs tests:
prop_proc_reg() ->
?FORALL(Cmds,commands(?MODULE),
begin
{ok,ETSTabs} = proc_reg_tabs:start_link(),
{ok,Server} = proc_reg:start_link(),
{H,S,Res} = run_commands(?MODULE,Cmds),
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cleanup(ETSTabs,Server),
Res == ok
end).
Here ?FORALL binds Cmds to a random list of commands generated by
commands, then we initialize the registry, run the commands, clean up,
and check that the result of the run (Res) was a success. Here commands
and run_commands are provided by eqc_statem, and take the current
module name as an argument in order to ﬁnd the right call-backs. The
other components of run_commands’ result, H and S, record information
about the test run, and are of interest primarily when a test fails. This
is not the case here: sequential testing of proc_reg does not fail.
4 Parallel Testing with QuickCheck
4.1 A Parallel Correctness Criterion
In order to test for race conditions, we need to generate test cases that
are executed in parallel, and we also need a speciﬁcation of the correct
parallel behavior. We have chosen, in this paper, to use a speciﬁcation
that just says that the API operations we are testing should behave
atomically.
How can we tell from test results whether or not each operation
“behaved atomically”? Following Lamport [1979] and Herlihy and
Wing [1987], we consider a test to have passed if the observed results
are the same as some possible sequential execution of the operations in
the test—that is, a possible interleaving of the parallel processes in the
test.
Of course, testing for atomic behavior is just a special case, and
in general we may need to test other properties of concurrent code
too—but we believe that this is a very important special case. Indeed,
Herlihy and Wing claim that their notion of linearizability “focuses
exclusively on a subset of concurrent computations that we believe to
be the most interesting and useful”; we agree. In particular, atomicity
is of great interest for the process registry.
One great advantage of this approach is that we can reuse the same
speciﬁcation of the sequential behavior of an API, to test its behavior
when invocations take place in parallel. We need only ﬁnd the right
linearization of the API calls in the test, and then use the sequential
speciﬁcation to determine whether or not the test has passed. We have
implemented this idea in a new QuickCheck module, eqc_par_statem,
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which takes the same state-machine speciﬁcations as eqc_statem, but
tests the API in parallel instead. While state machine speciﬁcations
require some investment to produce in real situations, this means that
we can test for race conditions with no further investment in developing
a parallel speciﬁcation. It also means that, as the code under test
evolves, we can switch freely to-and-fro between sequential testing to
ensure the basic behavior still works, and race condition testing using
eqc_par_statem.
The difﬁculty with this approach is that, when we run a test, then
there is no way to observe the sequence in which the API operations
take effect. (For example, a server is under no obligation to service
requests in the order in which they are made, so observing this order
would tell us nothing.) In general, the only way to tell whether there
is a possible sequentialization of a test case which can explain the
observed test results, is to enumerate all possible sequentializations.
This is prohibitively expensive unless care is taken when test cases are
generated.
4.2 Generating Parallel Test Cases
Our ﬁrst approach to parallel test case generation was to use the stan-
dard Quviq QuickCheck library eqc_statem to generate sequential test
cases, then execute all the calls in the test case in parallel, constrained
only by the data dependencies between them (which arise from sym-
bolic variables, bound in one command, being used in a later one). This
generates a great deal of parallelism, but sadly also an enormous num-
ber of possible serializations—in the worst case in which there are no
data dependencies, a sequence of n commands generates n! possible
serializations. It is not practically feasible to implement a test oracle for
parallel tests of this sort.
Instead, we decided to generate parallel test cases of a more restricted
form. They consist of an initial sequential preﬁx, to put the system
under test into a random state, followed by exactly two sequences of
calls which are performed in parallel. Thus the possible serializations
consist of the initial preﬁx, followed by an interleaving of the two paral-
lel sequences. (Lu et al. [2008] gives clear evidence that it is possible to
discover a large fraction of the concurrency related bugs by using only
two parallel threads/processes.) We generate parallel test cases by paral-
lelizing a sufﬁx of an eqc_statem test case, separating it into two lists of
commands of roughly equal length, with no mutual data dependencies,
which are non-interfering according to the sequential speciﬁcation. By
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non-interference, we mean that all command preconditions are satisﬁed
in any interleaving of the two lists, which is necessary to prevent tests
from failing because a precondition was unsatisﬁed—not an interest-
ing failure. We avoid parallelizing too long a sufﬁx (longer than 16
commands), to keep the number of possible interleavings feasible to
enumerate (about 10,000 in the worst case). Finally, we run tests by
ﬁrst running the preﬁx, then spawning two processes to run the two
command-lists in parallel, and collecting their results, which will be
non-deterministic depending on the actual parallel scheduling of events.
We decide whether a test has passed, by attempting to construct a
sequentialization of the test case which explains the results observed. We
begin with the sequential preﬁx of the test case, and use the next_state
function of the eqc_statem model to compute the test case state after
this preﬁx is completed. Then we try to extend the sequential preﬁx,
one command at a time, by choosing the ﬁrst command from one of
the parallel branches, and moving it into the preﬁx. This is allowed
only if the postcondition speciﬁed in the eqc_statem model accepts
the actual result returned by the command when we ran the test. If so,
we use the next_state function to compute the state after this command,
and continue. If the ﬁrst commands of both branches fulﬁlled their
postconditions, then we cannot yet determine which command took
effect ﬁrst, and we must explore both possibilities further. If we succeed
in moving all commands from the parallel branches into the sequential
preﬁx, such that all postconditions are satisﬁed, then we have found
a possible sequentialization of the test case explaining the results we
observed. If our search fails, then there is no such sequence, and the
test failed.
This is a greedy algorithm: as soon as a postcondition fails, then we
can discard all potential sequentializations with the failing command
as the next one in the sequence. This happens often enough to make
the search reasonably fast in practice. As a further optimization, we
memoize the search function on the remaining parallel branches and the
test case state. This is useful, for example, when searching for a sequen-
tialization of [A,B] and [C,D], if both [A,C] and [C,A] are possible
preﬁxes, and they lead to the same test state—for then we need only try
to sequentialize [B] and [D] once. We memoize the non-interference test
in a similar way, and these optimizations give an appreciable, though
not dramatic, speed-up in our experiments—of about 20%. With these
optimizations, generating and running parallel tests is acceptably fast.
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4.3 Shrinking Parallel Test Cases
When a test fails, QuickCheck attempts to shrink the failing test by
searching for a similar, but smaller test case which also fails. QuickCheck
can often report minimal failing examples, which is a great help in
fault diagnosis. eqc_statem already has built-in shrinking methods, of
which the most important tries to delete unnecessary commands from
the test case, and eqc_par_statem inherits these methods. But we also
implement an additional shrinking method for parallel test cases: if it
is possible to move a command from one of the parallel sufﬁxes into
the sequential preﬁx, then we do so. Thus the minimal test cases we
ﬁnd are “minimally parallel”—we know that the parallel branches in
the failing tests reported really do race, because everything that can be
made sequential, is sequential. This also assists fault diagnosis.
4.4 Testing proc_reg for Race Conditions
To test the process registry using eqc_par_statem, it is only necessary
to modify the property in Section 2 to use eqc_par_statem rather than
eqc_statem to generate and run test cases.
prop_proc_reg_parallel() ->
?FORALL(Cmds,eqc_par_statem:commands(?MODULE),
begin
{ok,ETSTabs} = proc_reg_tabs:start_link(),
{ok,Server} = proc_reg:start_link(),
{H,{A,B},Res} =
eqc_par_statem:run_commands(?MODULE,Cmds),
cleanup(ETSTabs,Server),
Res == ok
end).
The type returned by run_commands is slightly different (A and B are
lists of the calls made in each parallel branch, paired with the results
returned), but otherwise no change to the property is needed.
When this property is tested on a single-core processor, all tests
pass. However, as soon as it is tested on a dual-core, tests begin to
fail. Interestingly, just running on two cores gives us enough ﬁne-grain
interleaving of concurrent processes to demonstrate the presence of race
conditions, something we had to achieve by instrumenting the code
with calls to yield() to control the scheduler when we ﬁrst tested this
code in 2005. However, just as in 2005, the reported failing test cases
are large, and do not shrink to small examples. This makes the race
condition very hard indeed to diagnose.
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The problem is that the test outcome is not determined solely by the
test case: depending on the actual interleaving of memory operations
on the dual core, the same test may sometimes pass and sometimes
fail. This is devastating for QuickCheck’s shrinking, which works by
repeatedly replacing the failed test case by a smaller one which still fails.
If the smaller test happens to succeed—by sheer chance, as a result of
non-deterministic execution—then the shrinking process stops. This
leads QuickCheck to report failed tests which are far from minimal.
Our solution to this is almost embarrassing in its simplicity: instead
of running each test only once, we run it many times, and consider a test
case to have passed only if it passes every time we run it. We express this
concisely using a new form of QuickCheck property, ?ALWAYS(N,Prop),
which passes if Prop passes N times in a row4. Now, provided the race
condition we are looking for is reasonably likely to be provoked by
test cases in which it is present, then ?ALWAYS(10,...) is very likely to
provoke it—and so tests are unlikely to succeed “by chance” during
the shrinking process. This dramatically improves the effectiveness of
shrinking, even for quite small values of N. While we do not always
obtain minimal failing tests with this approach, we ﬁnd we can usually
obtain a minimal example by running QuickCheck a few times.
When testing the proc_reg property above, we ﬁnd the following
simple counterexample:
{[{set,{var,5},{call,proc_reg_eqc,spawn,[]}},
{set,{var,9},{call,proc_reg_eqc,kill,[{var,5}]}},
{set,{var,15},{call,proc_reg_eqc,reg,[a,{var,5}]}}],
{[{set,{var,19},{call,proc_reg_eqc,reg,[a,{var,5}]}}],
[{set,{var,18},{call,proc_reg_eqc,reg,[a,{var,5}]}}]}}
This test case ﬁrst creates and kills a process, then tries to register it
(which should have no effect, because it is already dead), and ﬁnally
tries to register it again twice, in parallel. Printing the diagnostic output
from run_commands, we see:
Sequential:
[{{state,[],[],[]},<0.5576.2>},
{{state,[<0.5576.2>],[],[]},ok},
{{state,[<0.5576.2>],[],[<0.5576.2>]},true}]
Parallel:
{[{{call,proc_reg_eqc,reg,[a,<0.5576.2>]},
{'EXIT',{badarg,[{proc_reg,reg,2},...]}}}],
[{{call,proc_reg_eqc,reg,[a,<0.5576.2>]},true}]}
Res: no_possible_interleaving
4In fact we need only repeat tests during shrinking.
5. PULSE: A User-level Scheduler 174
(where the ellipses replace an uninteresting stack trace). The values
displayed under “Parallel:” are the results A and B from the two
parallel branches—they reveal that one of the parallel calls to reg raised
an exception, even though trying to register a dead process should
always just return true! How this happened, though, is still quite
mysterious—but will be explained in the following sections.
5 PULSE: A User-level Scheduler
At this point, we have found a simple test case that fails, but we do not
know why it failed—we need to debug it. A natural next step would be
to turn on Erlang’s tracing features and rerun the test. But when the
bug is caused by a race condition, then turning on tracing is likely to
change the timing properties of the code, and thus interfere with the
test failure! Even simply repeating the test may lead to a different result,
because of the non-determinism inherent in running on a multi-core.
This is devastating for debugging.
What we need is to be able to repeat the test as many times as we
like, with deterministic results, and to observe what happens during
the test, so that we can analyze how the race condition was provoked.
With this in mind, we have implemented a new Erlang module that can
control the execution of designated Erlang processes and records a trace
of all relevant events. Our module can be thought of as a user-level
scheduler, sitting on top of the normal Erlang scheduler. Its aim is to
take control over all sources of non-determinism in Erlang programs,
and instead take those scheduling decisions randomly. This means that
we can repeat a test using exactly the same schedule by supplying the
same random number seed: this makes tests repeatable. We have named
the module PULSE, short for ProTest User-Level Scheduler for Erlang.
The Erlang virtual machine (VM) runs processes for relatively long
time-slices, in order to minimize the time spent on context switching—
but as a result, it is very unlikely to provoke race conditions in small
tests. It is possible to tune the VM to perform more context switches,
but even then the scheduling decisions are entierly deterministic. This
is one reason why tricky concurrency bugs are rarely found during unit
testing; it is not until later stages of a project, when many components
are tested together, that the standard scheduler begins to preempt pro-
cesses and trigger race conditions. In the worst case, bugs don’t appear
until the system is put under heavy load in production! In these later
stages, such errors are expensive to debug. One other advantage (apart
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from repeatability) of PULSE is that it generates much more ﬁne-grain
interleaving than the built-in scheduler in the Erlang virtual machine
(VM), because it randomly chooses the next process to run at each point.
Therefore, we can provoke race conditions even in very small tests.
Erlang’s scheduler is built into its virtual machine—and we did not
want to modify the virtual machine itself. Not only would this be
difﬁcult—it is a low-level, fairly large and complex C program—but
we would need to repeat the modiﬁcations every time a new version of
the virtual machine was released. We decided, therefore, to implement
PULSE in Erlang, as a user-level scheduler, and to instrument the code
of the processes that it controls so that they cooperate with it. As a
consequence, PULSE can even be used in conjunction with legacy or
customized versions of the Erlang VM (which are used in some products).
The user level scheduler also allows us to restrict our debugging effort to
a few processes, whereas we are guaranteed that the rest of the processes
are executed normally.
5.1 Overall Design
The central idea behind developing PULSE was to provide absolute
control over the order of relevant events. The ﬁrst natural question
that arises is: What are the relevant events? We deﬁne a side-effect
to be any interaction of a process with its environment. Of particular
interest in Erlang is the way processes interact by message passing,
which is asynchronous. Message channels, containing messages that
have been sent but not yet delivered, are thus part of the environment
and explicitly modelled as such in PULSE. It makes sense to separate
side-effects into two kinds: outward side-effects, that inﬂuence only the
environment (such as sending a message over a channel, which does not
block and cannot fail, or printing a message), and inward side-effects,
that allow the environment to inﬂuence the behavior of the process
(such as receiving a message from a channel, or asking for the system
time).
We do not want to take control over purely functional code, or
side-effecting code that only inﬂuences processes locally. PULSE takes
control over some basic features of the Erlang RTS (such as spawning
processes, message sending, linking, etc.), but it knows very little about
standard library functions – it would be too much work to deal with
each of these separately! Therefore, the user of PULSE can specify
which library functions should be dealt with as (inward) side-effecting
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functions, and PULSE has a generic way of dealing with these (see
subsection 5.3).
A process is only under the control of PULSE if its code has been
properly instrumented. All other processes run as normal. In instru-
mentation, occurrences of side-effecting actions are replaced by indi-
rections that communicate with PULSE instead. In particular, outward
side-effects (such as sending a message to another process) are replaced
by simply sending a message to PULSE with the details of the side-effect,
and inward side-effects (such as receiving a message) are replaced by
sending a request to PULSE for performing that side-effect, and subse-
quently waiting for permission. To ease the instrumentation process,
we provide an automatic instrumenter, described in subsection 5.4.
5.2 Inner Workings
The PULSE scheduler controls its processes by allowing only one of
them to run at a time. It employs a cooperative scheduling method: At
each decision point, PULSE randomly picks one of its waiting processes
to proceed, and wakes it up. The process may now perform a number
of outward side-effects, which are all recorded and taken care of by
PULSE, until the process wants to perform an inward side-effect. At
this point, the process is put back into the set of waiting processes, and
a new decision point is reached.
The (multi-node) Erlang semantics [Svensson and Fredlund, 2007]
provides only one guarantee for message delivery order: that messages
between a pair of processes arrive in the same order as they were sent.
So as to adhere to this, PULSE’s state also maintains a message queue
between each pair of processes. When process P performs an outward
side-effect by sending a messageM to the processQ, thenM is added to
the queue 〈P,Q〉. When PULSE wants to wake up a waiting process Q,
it does so by randomly picking a non-empty queue 〈P ′, Q〉 with Q as its
destination, and delivering the ﬁrst message in that queue to Q. Special
care needs to be taken for the Erlang construct receive . . . after n ->
. . . end, which allows a receiving process to only wait for an incoming
message for n milliseconds before continuing, but the details of this are
beyond the scope of this paper.
As an additional beneﬁt, this design allows PULSE to detect dead-
locks when it sees that all processes are blocked, and there exist no
message queues with the blocked processes as destination.
As a clariﬁcation, the message queues maintained by PULSE for
each pair of processes should not be confused with the internal mailbox
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that each process in Erlang has. In our model, sending a messageM
from P to Q goes in four steps: (1) P asynchronously sends offM, (2)
M is on its way to Q, (3)M is delivered to Q’s mailbox, (4) Q performs
a receive statement andM is selected and removed from the mailbox.
The only two events in this process that we consider side-effects are (1)
P sending ofM, and (3) deliveringM to Q’s mailbox. In what order a
process decides to process the messages in its mailbox is not considered
a side-effect, because no interaction with the environment takes place.
5.3 External Side-effects
In addition to sending and receiving messages between themselves, the
processes under test can also interact with uninstrumented code. PULSE
needs to be able to control the order in which those interactions take
place. Since we are not interested in controlling the order in which pure
functions are called we allow the programmer to specify which external
functions have side-effects. Each call of a side-effecting function is then
instrumented with code that yields before performing the real call and
PULSE is free to run another process at that point.
Side-effecting functions are treated as atomic which is also an impor-
tant feature that aids in testing systems built of multiple components.
Once we establish that a component contains no race conditions we can
remove the instrumentation from it and mark its operations as atomic
side-effects. We will then be able to test other components that use it
and each operation marked as side-effecting will show up as a single
event in a trace. Therefore, it is possible to test a component for race
conditions independently of the components that it relies on.
5.4 Instrumentation
The program under test has to cooperate with PULSE, and the relevant
processes should use PULSE’s API to send and receive messages, spawn
processes, etc., instead of Erlang’s built-in functionality. Manually
altering an Erlang program so that it does this is tedious and error-prone,
so we developed an instrumenting compiler that does this automatically.
The instrumenter is used in exactly the same way as the normal compiler,
which makes it easy to switch between PULSE and the normal Erlang
scheduler. It’s possible to instrument and load a module at runtime by
typing in a single command at the Erlang shell.
Let us show the instrumentation of the four most important con-
structs: sending a message, yielding, spawning a process, and receiving
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a message.
Sending
If a process wants to send a message, the instrumenter will redirect this
as a request to the PULSE scheduler. Thus, Pid ! Msg is replaced by
scheduler ! {send, Pid, Msg},
Msg
The result value of sending a message is always the message that was
sent. Since we want the instrumented send to yield the same result value
as the original one, we add the second line.
Yielding
A process yields when it wants to give up control to the scheduler. Yields
are also introduced just before each user-speciﬁed side-effecting external
function.
After instrumentation, a yielding process will instead give up control
to PULSE. This is done by telling it that the process yields, and waiting
for permission to continue. Thus, yield() is replaced by
scheduler ! yield,
receive
{scheduler, go} -> ok
end
In other words, the process notiﬁes PULSE and then waits for the mes-
sage go from the scheduler before it continues. All control messages sent
by PULSE to the controlled processes are tagged with {scheduler, _}
in order to avoid mixing them up with ”real” messages.
Spawning
A process P spawning a process Q is considered an outward side-effect
for P, and thus P does not have to block. However, PULSE must be
informed of the existence of the new process Q, and Q needs to be
brought under its control. The spawned process Q must therefore wait
for PULSE to allow it to run. Thus, spawn(Fun) is replaced by
Pid = spawn(fun() -> receive
{scheduler, go} -> Fun()
end
end),
scheduler ! {spawned, Pid},
Pid
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In other words, the process spawns an altered process that waits for the
message go from the scheduler before it does anything. The scheduler is
then informed of the existence of the spawned process, and we continue.
Receiving
Receiving in Erlang works by pattern matching on the messages in the
process’ mailbox. When a process is ready to receive a new message,
it will have to ask PULSE for permission. However, it is possible that
an appropriate message already exists in its mailbox, and receiving this
message would not be a side-effect. Therefore, an instrumented process
will ﬁrst check if it is possible to receive a message with the desired
pattern, and proceed if this is possible. If not, it will tell the scheduler
that it expects a new message in its mailbox, and blocks. When woken
up again on the delivery of a new message, this whole process is repeated
if necessary.
We need a helper function that implements this checking-waiting
loop. It is called receiving:
receiving(Receiver) ->
Receiver(fun() ->
scheduler ! block,
receive
{scheduler, go} -> receiving(Receiver)
end
end).
receiving gets a receiver function as an argument. A receiver function
is a function that checks if a certain message is in its mailbox, and if
not, executes its argument function. The function receiving turns this
into a loop that only terminates once PULSE has delivered the right
message. When the receiver function fails, PULSE is notiﬁed by the
block message, and the process waits for permission to try again.
Code of the form
receive Pat -> Exp end
is then replaced by
receiving(fun (Failed) ->
receive
Pat -> Exp
after 0 -> Failed()
end
end)
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In the above, we use the standard Erlang idiom (receive . . . after 0 ->
. . . end) for checking if a message of a certain type exists. It is easy to
see how receive statements with more than one pattern can be adapted
to work with the above scheme.
5.5 Testing proc_reg with PULSE
To test the proc_reg module using both QuickCheck and PULSE, we
need to make a fewmodiﬁcations to the QuickCheck property in Section
4.4.
prop_proc_reg_scheduled() ->
?FORALL(Cmds,eqc_par_statem:commands(?MODULE),
?ALWAYS(10,?FORALL(Seed,seed(),
begin
SRes =
scheduler:start([{seed,Seed}],
fun() ->
{ok,ETSTabs} = proc_reg_tabs:start_link(),
{ok,Server} = proc_reg:start_link(),
eqc_par_statem:run_commands(?MODULE,Cmds),
cleanup(ETSTabs,Server),
end),
{H,AB,Res} = scheduler:get_result(SRes),
Res == ok
end))).
PULSE uses a random seed, generated by seed(). It also takes a function
as an argument, so we create a lambda-function which initializes and
runs the tests. The result of running the scheduler is a list of things,
thus we need to call scheduler:get_result to retrieve the actual result
from run_commands. We should also remember to instrument rather
than compile all the involved modules. Note that we still use ?ALWAYS in
order to run the same test data with different random seeds, which helps
the shrinking process in ﬁnding smaller failing test cases that would
otherwise be less likely to fail.
When testing this modiﬁed property, we ﬁnd the following coun-
terexample, which is in fact simpler than the one we found in Section
4.4:
{[{set,{var,9},{call,proc_reg_eqc,spawn,[]}},
{set,{var,10},{call,proc_reg_eqc,kill,[{var,9}]}}],
{[{set,{var,15},{call,proc_reg_eqc,reg,[c,{var,9}]}}],
[{set,{var,12},{call,proc_reg_eqc,reg,[c,{var,9}]}}]}}
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When prompted, PULSE provides quite a lot of information about
the test case run and the scheduling decisions taken. Below we show an
example of such information. However, it is still not easy to explain the
counterexample; in the next section we present a method that makes it
easier to understand the scheduler output.
-> <'start_link.Pid1'> calls
scheduler:process_flag [priority,high]
returning normal.
-> <'start_link.Pid1'> sends
'{call,{attach,<0.31626.0>},
<0.31626.0>,#Ref<0.0.0.13087>}'
to <'start_link.Pid'>.
-> <'start_link.Pid1'> blocks.
*** unblocking <'start_link.Pid'>
by delivering '{call,{attach,<0.31626.0>},
<0.31626.0>,
#Ref<0.0.0.13087>}'
sent by <'start_link.Pid1'>.
...
6 Visualizing Traces
PULSE records a complete trace of the interesting events during test
execution, but these traces are long, and tedious to understand. To help
us interpret them, we have, utilizing the popular GraphViz package
[Gansner and North, 1999], built a trace visualizer that draws the trace
as a graph. For example, Figure 5.1 shows the graph drawn for one
possible trace of the following program:
procA() ->
PidB = spawn(fun procB/0),
PidB ! a,
process_flag(trap_exit, true),
link(PidB),
receive
{'EXIT',_,Why} -> Why
end.
procB() ->
receive
a -> exit(kill)
end.
The function procA starts by spawning a process, and subsequently
sends it a message a. Later, procA links to the process it spawned,
6. Visualizing Traces 182
root
procA.PidB
kill
kill
{EXIT,_,kill}
link
a
scheduler:process_�ag(trap_exit,true)
= false
Figure 5.1: A simple trace visualization.
which means that it will get notiﬁed when that process dies. The default
behavior of a process when such a notiﬁcation happens is to also die (in
this way, one can build hierarchies of processes). Setting the process ﬂag
trap_exit to true changes this behaviour, and the notiﬁcation is delivered
as a regular message of the form {EXIT,_,_} instead.
In the ﬁgure, each process is drawn as a sequence of state transitions,
from a start state drawn as a triangle, to a ﬁnal state drawn as an
inverted triangle, all enclosed in a box and assigned a unique color.
(Since the printed version of the diagrams may lack these colors, we
reference diagram details by location and not by color. However, the
diagrams are even more clear in color.) The diagram shows the two
processes, procA (called root) which is shown to the left (in red), and
procB (called procA.PidB, a name automatically derived by PULSE
from the point at which it was spawned) shown to the right (in blue).
Message delivery is shown by gray arrows, as is the return of a result
by the root process. As explained in the previous section, processes
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make transitions when receiving a message5, or when calling a function
that the instrumenter knows has a side-effect. From the ﬁgure, we can
see that the root process spawned PidB and sent the message a to it,
but before the message was delivered then the root process managed to
set its trap_exit process ﬂag, and linked to PidB. PidB then received
its message, and killed itself, terminating with reason kill. A message
was sent back to root, which then returned the exit reason as its result.
Figure 5.2 shows an alternative trace, in which PidB dies before root
creates a link to it, which generates an exit message with a different
exit reason. The existence of these two different traces indicates a race
condition when using spawn and link separately (which is the reason
for the existence of an atomic spawn_link function in Erlang).
root procA.PidB
kill
noproc
{EXIT,_,noproc}
link
a
scheduler:process_�ag(trap_exit,true)
= false
Figure 5.2: An alternative possible execution.
The diagrams help us to understand traces by gathering together all
the events that affect one process into one box; in the original traces,
5If messages are consumed from a process mailbox out-of-order, then we show the
delivery of a message to the mailbox, and its later consumption, as separate transitions.
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these events may be scattered throughout the entire trace. But notice
that the diagrams also abstract away from irrelevant information—
speciﬁcally, the order in which messages are delivered to different pro-
cesses, which is insigniﬁcant in Erlang. This abstraction is one strong
reason why the diagrams are easier to understand than the traces they
are generated from.
root
write_race.Pid
ok
�le:write_�le("a.txt",_)
= ok
�le:write_�le("a.txt",_)
= ok
Figure 5.3: A race between two side-effects.
However, we do need to know the order in which calls to functions
with side-effects occur, even if they are made in different processes. To
make this order visible, we add dotted black arrows to our diagrams,
from one side-effecting call to the next. Figure 5.3 illustrates one possi-
ble execution of this program, in which two processes race to write to
the same ﬁle:
write_race() ->
Pid = spawn(fun() ->
file:write_file("a.txt","a")
end),
file:write_file("a.txt","b").
6. Visualizing Traces 185
In this diagram, we can see that the write_file in the root process
preceded the one in the spawned process write_race.Pid.
If we draw these arrows between every side-effect and its succes-
sor, then our diagrams rapidly become very cluttered. However, it is
only necessary to indicate the sequencing of side-effects explicitly if
their sequence is not already determined. For each pair of successive
side-effect transitions, we thus compute Lamport’s “happens before”
relation [Lamport, 1978] between them, and if this already implies
that the ﬁrst precedes the second, then we draw no arrow in the dia-
gram. Interestingly, in our examples then this eliminates the majority
of such arrows, and those that remain tend to surround possible race
conditions—where the message passing (synchronization) does not en-
force a particular order of side-effects. Thus black dotted arrows are
often a sign of trouble.
6.1 Analyzing the proc_reg race conditions
Interestingly, as we saw in Section 5.5, when we instrumented proc_reg
and tested it using PULSE and QuickCheck, we obtained a different—
even simpler—minimal failing test case, than the one we had previously
discovered using QuickCheck with the built-in Erlang scheduler. Since
we need to use PULSE in order to obtain a trace to analyze, then we
must ﬁx this bug ﬁrst, and see whether that also ﬁxes the ﬁrst problem
we discovered. The failing test we ﬁnd using PULSE is this one:
{[{set,{var,9},{call,proc_reg_eqc,spawn,[]}},
{set,{var,10},{call,proc_reg_eqc,kill,[{var,9}]}}],
{[{set,{var,15},{call,proc_reg_eqc,reg,[c,{var,9}]}}],
[{set,{var,12},{call,proc_reg_eqc,reg,[c,{var,9}]}}]}}
In this test case, we simply create a dead process (by spawning a
process and then immediately killing it), and try to register it twice in
parallel, and as it happens the ﬁrst call to reg raises an exception. The
diagram we generate is too large to include in full, but in Figure 5.4 we
reproduce the part showing the problem.
In this diagram fragment, the processes we see are, from left to
right, the proc_reg server, the second parallel fork (BPid), and the ﬁrst
parallel fork (APid). We can see that BPid ﬁrst inserted its argument
into the ETS table, recording that the name c is now taken, then sent an
asynchronous message to the server ({cast,{..}}) to inform it of the
new entry. Thereafter APid tried to insert an ETS entry with the same
name—but failed. After discovering that the process being registered
is actually dead, APid sent a message to the server asking it to “audit”
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run_pcommands.APid
run_pcommands.BPid
ets:insert_new(proc_reg,[{...}])
= true
ets:insert_new(proc_reg,[{...}])
= false
ets:lookup(proc_reg,{reg,c})
= [{...}]
ets:is_process_alive(_)
= false
ets:insert_new(proc_reg,[{...}])
= false
ets:lookup(proc_reg,{reg,c})
= [{...}]
ets:is_process_alive(_)
= false
ets:match_object(proc_reg,{{...},_,_})
= ""
ets:monitor(process,_)
= _
ets:insert_new(proc_reg,{{...},_,{...}})
= true
link
{cast,{...}}
{_,ok}
{call,{...},_,_}
ets:match_delete(proc_reg,{{...},_,_})
= true
Figure 5.4: A problem caused by message overtaking.
its entry ({call,{..},_,_})—that is, clean up the table by deleting
the entry for a dead process. But this message was delivered before
the message from BPid! As a result, the server could not ﬁnd the dead
process in its table, and failed to delete the entry created by BPid, leading
APid’s second attempt to create an ETS entry to fail also—which is
not expected to happen. When BPid’s message is ﬁnally received and
processed by the server, it is already too late.
The problem arises because, while the clients create “forward” ETS
entries linking the registered name to a pid, it is the server which creates
a “reverse” entry linking the pid to its monitoring reference (created
by the server). It is this reverse entry that is used by the server when
asked to remove a dead process from its tables. We corrected the bug by
letting clients (atomically) insert two ETS entries into the same table: the
usual forward entry, and a dummy reverse entry (lacking a monitoring
reference) that is later overwritten by the server. This dummy reverse
entry enables the server to ﬁnd and delete both entries in the test case
above, thus solving the problem.
In fact, the current Erlang virtual machine happens to deliver mes-
sages to local mailboxes instantaneously, which means that one message
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cannot actually overtake another message sent earlier—the cause of the
problem in this case. This is why this minimal failing test was not dis-
covered when we ran tests on a multi-core, using the built-in scheduler.
However, this behavior is not guaranteed by the language deﬁnition,
and indeed, messages between nodes in a distributed system can over-
take each other in this way. It is expected that future versions of the
virtual machine may allow message overtaking even on a single “many-
core” processor; thus we consider it an advantage that our scheduler
allows this behavior, and can provoke race conditions that it causes.
It should be noted that exactly the same scenario can be triggered in
an alternative way (without parallel processes and multi-core!); namely
if the BPid above is preempted between its call to ets:insert_new
and sending the cast-message. However, the likelihood for this is
almost negligible, since the Erlang scheduler prefers running processes
for relatively long time-slices. Using PULSE does not help triggering
the scenario in this way either. PULSE is not in control at any point
between ets:insert_new and sending the cast-message, meaning that
only the Erlang scheduler controls the execution. Therefore, the only
feasible way to repeatedly trigger this faulty scenario is by delaying the
cast-message by using PULSE (or a similar tool).
6.2 A second race condition in proc_reg
Having corrected the bug in proc_reg we repeated the QuickCheck test.
The property still fails, with the same minimal failing case that we ﬁrst
discovered (which is not so surprising since the problem that we ﬁxed in
the previous section cannot actually occur with today’s VM). However,
we were now able to reproduce the failure with PULSE, as well as the
built-in scheduler. As a result, we could now analyze and debug the
race condition. The failing case is:
{[{set,{var,4},{call,proc_reg_eqc,spawn,[]}},
{set,{var,7},{call,proc_reg_eqc,kill,[{var,4}]}},
{set,{var,12},{call,proc_reg_eqc,reg,[b,{var,4}]}}],
{[{set,{var,18},{call,proc_reg_eqc,reg,[b,{var,4}]}}],
[{set,{var,21},{call,proc_reg_eqc,reg,[b,{var,4}]}}]}}
In this test case we also create a dead process, but we try to register it
once in the sequential preﬁx, before trying to register it twice in parallel.
Once again, one of the calls to reg in the parallel branches raised an
exception.
Turning again to the generated diagram, which is not included in the
paper for space reasons, we observed that both parallel branches (APid
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and BPid) fail to insert b into the ETS table. They fail since the name
b was already registered in the sequential part of the test case, and the
server has not yet processed the DOWN message generated by the monitor.
Both processes then call where(b) to see if b is really registered, which
returns undefined since the process is dead. Both APid and BPid then
request an “audit” by the server, to clean out the dead process. After
the audit, both processes assume that it is now OK to register b, there is
a race condition between the two processes, and one of the registrations
fails. Since this is not expected, an exception is raised. (Note that if b
were alive then this would be a perfectly valid race condition, where
one of the two processes successfully registers the name and the other
fails, but the speciﬁcation says that the registration should always return
true for dead processes).
This far into our analysis of the error it became clear that it is
an altogether rather unwise idea ever to insert a dead process into
the process registry. To ﬁx the error we added a simple check that
the process is alive before inserting it into the registry. The effect of
this change on the performance turned out to be negligible, because
is_process_alive is very efﬁcient for local processes. After this change
the module passed 20 000 tests, and we were satisﬁed.
7 Discussion and Related Work
Actually, the “ﬁx” just described does not really remove all possible race
conditions. Since the diagrams made us understand the algorithm much
better, we can spot another possible race condition: If APid and BPid
try to register the same pid at the same time, and that process dies just
after APid and BPid have checked that it is alive, then the same problem
we have just ﬁxed, will arise. The reason that our tests succeeded even
so, is that a test must contain three parallel branches to provoke the
race condition in its new form—two processes making simultaneous
attempts to register, and a third process to kill the pid concerned at the
right moment. Because our parallel test cases only run two concurrent
branches, then they can never provoke this behavior.
The best way to ﬁx the last race condition problem in proc_reg
would seem to be to simplify its API, by restricting reg so that a pro-
cess may only register itself. This, at a stroke, eliminates the risk of
two processes trying to register the same process at the same time, and
guarantees that we can never try to register a dead process. This simpli-
ﬁcation was actually made in the production version of the code.
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K = 2 K = 3 K = 4 K = 5
N = 1 2 6 24 120
N = 2 6 90 2520 113400
N = 3 20 1680 369600 108
N = 4 70 34650 6× 107 3× 1011
N = 5 252 756756 1010 6× 1014
...
...
...
...
...
N = 8 12870 1010 1017 8× 1024
Figure 5.5: Possible interleavings of parallel branches
Parallelism in test cases
We could, of course, generate test cases with three, four, or even more
concurrent branches, to test for this kind of race condition too. The
problem is, as we explained in section 4.2, that the number of possible
interleavings grows extremely fast with the number of parallel branches.
The number of interleavings of K sequences of length N are as presented
in Figure 5.5.
The practical consequence is that, if we allow more parallel branches
in test cases, then we must restrict the length of each branch correspond-
ingly. The bold entries in the table show the last “feasible” entry in
each column—with three parallel branches, we would need to restrict
each branch to just three commands; with four branches, we could only
allow two; with ﬁve or more branches, we could allow only one com-
mand per branch. This is in itself a restriction that will make some race
conditions impossible to detect. Moreover, with more parallel branches,
there will be even more possible schedules for PULSE to explore, so
race conditions depending on a precise schedule will be correspondingly
harder to ﬁnd.
There is thus an engineering trade-off to be made here: allowing
greater parallelism in test cases may in theory allowmore race conditions
to be discovered, but in practice may reduce the probability of ﬁnding
a bug with each test, while at the same time increasing the cost of each
test. We decided to prioritize longer sequences over more parallelism in
the test case, and so we chose K = 2. However, in the future we plan to
experiment with letting QuickCheck randomly choose K and N from
the set of feasible combinations. To be clear, note that K only refers
to the parallelism in the test case, that is, the number of processes that
make calls to the API. The system under test may have hundreds of
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processes running, many of them controlled by PULSE, independently
of K.
The problem of detecting race conditions is well studied and can be
divided in runtime detection, also referred to as dynamic detection, and
analyzing the source code, so called static detection. Most results refer
to race conditions in which two threads or processes write to shared
memory (data race condition), which in Erlang cannot happen. For
us, a race condition appears if there are two schedules of occurring
side effects (sending a message, writing to a ﬁle, trapping exits, linking
to a process, etc) such that in one schedule our model of the system
is violated and in the other schedule it is not. Of course, writing to a
shared ETS table and writing in shared memory is related, but in our
example it is allowed that two processes call ETS insert in parallel. By
the atomicity of insert, one will succeed, the other will fail. Thus, there
is a valid race condition that we do not want to detect, since it does not
lead to a failure. Even in this slightly different setting, known results on
race conditions still indicate that we are dealing with a hard problem.
For example, Netzer and Miller [1990] show for a number of relations
on traces of events that ordering these events on ‘could have been a
valid execution’ is an NP-hard problem (for a shared memory model).
Klein et al. [2003] show that statically detecting race conditions is
NP-complete if more than one semaphore is used.
Thus, restricting eqc_par_statem to execute only two processes in
parallel is a pragmatic choice. Three processes may be feasible, but real
scalability is not in sight. This pragmatic choice is also supported by
recent studies [Lu et al., 2008], where it is concluded that: “Almost all
(96%) of the examined concurrency bugs are guaranteed to manifest if
certain partial order between 2 threads is enforced.”
Hierarchical approach
Note that our tools support a hierarchical approach to testing larger
systems. We test proc_reg under the assumption that the underlying
ets operations are atomic; PULSE does not attempt to (indeed, cannot)
interleave the executions of single ETS operations, which are imple-
mented by C code in the virtual machine. Once we have established
that the proc_reg operations behave atomically, then we can make the
same assumption about them when testing code that makes use of them.
When testing for race conditions in modules that use proc_reg, then we
need not, and do not want to, test for race conditions in proc_reg itself.
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As a result, the PULSE schedules remain short, and the simple random
scheduling that we use sufﬁces to ﬁnd schedules that cause failures.
Model Checking
One could argue that the optimal solution to ﬁnding race conditions
problem would be to use a model checker to explore all possible inter-
leavings. The usual objections are nevertheless valid, and the rapidly
growing state space for concurrent systems makes model checking to-
tally infeasible, even with a model checker optimized for Erlang pro-
grams, such as McErlang [Fredlund and Svensson, 2007]. Further it
is not obvious what would be the property to model check, since the
atomicity violations that we search for can not be directly translated
into an LTL model checking property.
Input non-determinism
PULSE provides deterministic scheduling. However, in order for tests to
be repeatable we also need the external functions to behave consistently
across repeated runs. While marking them as side-effects will ensure
that they are only called serially, PULSE does nothing to guarantee that
functions called in the same sequence will return the same values in
different runs. The user still has to make sure that the state of the system
is reset properly before each run. Note that the same arguments apply
to QuickCheck testing; it is crucial for shrinking and re-testing that
input is deterministic and thus it works well to combine QuickCheck
and PULSE.
False positives
In contrast to many race ﬁnding methods, that try to spot common pat-
terns leading to concurrency bugs, our approach does not produce false
positives and not even does it show races that result in correct execu-
tion of the program. This is because we employ property-based testing
and classify test cases based on whether the results satisfy correctness
properties and report a bug only when a property is violated.
Related tools
Park and Sen [2008] study atomicity in Java. Their approach is similar
to ours in that they use a random scheduler both for repeatability and
increased probability of ﬁnding atomicity violations. However, since
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Java communication is done with shared objects and locks, the analysis
is rather different.
It is quite surprising that our simple randomized scheduler—and
even just running tests on a multi-core—coupled with repetition of tests
to reduce non-determinism, should work so well for us. After all, this
can only work if the probability of provoking the race condition in each
test that contains one is reasonably high. In contrast, race conditions are
often regarded as very hard to provoke because they occur so rarely. For
example, Sen used very carefully constructed schedules to provoke race
conditions in Java programs [Sen, 2008]—so how can we reasonably
expect to ﬁnd them just by running the same test a few times on a
multi-core?
We believe two factors make our simple approach to race detection
feasible.
• Firstly, Erlang is not Java. While there is shared data in Erlang
programs, there is much less of it than in a concurrent Java pro-
gram. Thus there are many fewer potential race conditions, and
a simpler approach sufﬁces to ﬁnd them.
• Secondly, we are searching for race conditions during unit testing,
where each test runs for a short time using only a relatively small
amount of code. During such short runs, there is a fair chance of
provoking race conditions with any schedule. Finding race condi-
tions during whole-program testing is a much harder problem.
Chess, developed by Musuvathi et al. [2008], is a system that shares
many similarities with PULSE. Its main component is a scheduler capable
of running the program deterministically and replaying schedules. The
key difference between Chess and PULSE is that the former attempts
to do an exhaustive search and enumerate all the possible schedules
instead of randomly probing them. Several interesting techniques are
employed, including prioritizing schedules that are more likely to trigger
bugs, making sure that only fair schedules are enumerated and avoiding
exercising schedules that differ insigniﬁcantly from already visited ones.
Visualization
Visualization is a common technique used to aid understanding software.
Information is extracted statically from source code or dynamically
from execution and displayed in graphical form. Of many software
visualization tools a number are related to our work. Topol et al. [1995]
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developed a tool that visualizes executions of parallel programs and
shows, among other things, a trace of messages sent between processes
indicating the happened-before relationships. Work of Jerding et al.
[1997] is able to show dynamic call-graphs of object-oriented programs
and interaction patterns between their components. Arts and Fredlund
[2002] describe a tool that visualizes traces of Erlang programs in form
of abstract state transition diagrams. Artho et al. [2007] develop a
notation that extends UML diagrams to also show traces of concurrent
executions of threads, Maoz et al. [2007] create event sequence charts
that can express which events “must happen” in all possible scenarios.
8 Conclusions
Concurrent code is hard to debug and therefore hard to get correct. In
this paper we present an extension to QuickCheck, a user level scheduler
for Erlang (PULSE), and a tool for visualizing concurrent executions that
together help in debugging concurrent programs. The tools allow us to
ﬁnd concurrency errors on a module testing level, whereas industrial
experience is that most of them slip through to system level testing,
because the standard scheduler is deterministic, but behaves differently
in different timing contexts.
We contributed eqc_par_statem, an extension of the state machine
library for QuickCheck that enables parallel execution of a sequence
of commands. We generate a sequential preﬁx to bring the system
into a certain state and continue with parallel execution of a sufﬁx of
independent commands. As a result we can provoke concurrency errors
and at the same time get good shrinking behavior from the test cases.
We contributed with PULSE, a user level scheduler that enables
scheduling of any concurrent Erlang program in such a way that an
execution can be repeated deterministically. By randomly choosing
different schedules, we are able to explore more execution paths than
without such a scheduler. In combination with QuickCheck we get in
addition an even better shrinking behavior, because of the repeatability
of test cases.
We contributed with a graph visualization method and tool that
enabled us to analyze concurrency faults more easily than when we had
to stare at the produced traces. The visualization tool depends on the
output produced by PULSE, but the use of computing the “happens
before” relation to simplify the graph is a general principle.
We evaluated the tools on a real industrial case study and we detected
two race conditions. The ﬁrst one by only using eqc_par_statem; the
fault had been noticed before, but now we did not need to instrument
the code under test with yield() commands. The ﬁrst and second race
condition could easily be provoked by using PULSE. The traces recorded
by PULSE were visualized and helped us in clearly identifying the sources
of the two race conditions. By analyzing the graphs we could even
identify a third possible race condition, which we could provoke if we
allowed three instead of two parallel processes in eqc_par_statem.
Our contributions help Erlang software developers to get their con-
current code right and enables them to ship technologically more ad-
vanced solutions. Products that otherwise might have remained a pro-
totype, because they were neither fully understood nor tested enough,
can now make it into production. The tool PULSE and the visualiza-
tion tool are available under the Simpliﬁed BSD License and have a
commercially supported version as part of Quviq QuickCheck.
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Abstract
Race conditions are notoriously frustrating to ﬁnd, and good
tools can help. The main difﬁculty is reliably provoking the
race condition. In previous work we presented a randomising
scheduler for Erlang that helps with this task.
In a language without pervasive shared mutable state, such as
Erlang, performing scheduling decisions at random uncovers race
conditions surprisingly well. However, it is not always enough.
We describe a technique, procrastination, that aims to provoke
race conditions more often than by random scheduling alone. It
works by running the program and looking for pairs of events that
might interfere, such as two message sends to the same process.
Having found such a pair of events, we re-run the program but
try to provoke a race condition by reversing the order of the two
events.
We apply our technique to a piece of industrial Erlang code.
Compared to random scheduling alone, procrastination allows us
to ﬁnd minimal failing test cases more reliably and more quickly.
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1 Introduction
Now that multicore processors are ubiquitous, concurrent program-
ming has become as inescapable as it is difﬁcult. The Erlang program-
ming language [Armstrong, 2007] was designed to make concurrent
programming easy, by making common concurrency mistakes impossi-
ble. Erlang processes do not share memory, and thus cannot corrupt
each others’ data. Erlang data structures are immutable, and thus can
be freely copied between process heaps, or between distributed nodes.
Erlang processes communicate and synchronize by passing immutable
messages from one process to another. These design decisions make
data races, the scourge of concurrent imperative programming, abso-
lutely impossible.
Nevertheless, Erlang programmers make plenty of concurrency er-
rors. The order of message delivery can vary, leading to scheduling-
dependent behaviour. Erlang processes can access global tables man-
aged by the virtual machine—admittedly via an atomic API—but table
entries can be used as global variables to recreate the same kind of data
races found in other languages. The ﬁle store also represents a global
state that can lead to race conditions between processes. Erlang’s design
ameliorates, but does not eliminate race conditions—and thus, tools for
race condition testing are still highly relevant.
In Paper 5, we implemented a randomizing scheduler for Erlang,
and used it to ﬁnd race conditions in industrial Erlang code. While
data races take only a limited number of forms [Vaziri et al., 2006],
races in message-passing programs are harder to characterize, and so
we detected races in a black box manner, as violations in serializability
of an API under test. We combined our scheduler with a random testing
tool, QuickCheck [Arts et al., 2006], which generates and simpliﬁes
random tests containing sequential and parallel invocations of the API
under test. In this way we were able to ﬁnd minimal test cases that
exhibit serializability violations, and from them diagnose the underlying
race conditions with relative ease.
The search for minimal failing test cases proceeds in two phases:
ﬁrst we search for any failing test, then having found one, we search
for simpliﬁcations of that test that also fail. In both phases, we need to
determine whether a candidate test case can provoke a race, and in our
previous work we did so by running each test many times with different
random schedules. If the race we are looking for occurs only rarely,
then we may need to run each test case very many times to determine
with reasonable accuracy whether or not the race is present. Failure
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to provoke the race may lead either to failure to ﬁnd a failing test at
all (in the ﬁrst phase), or failure to simplify the failed test to a minimal
example. In our case study, we found we needed to run each smaller
test around 10–100 times to obtain good results. This makes testing
quite slow.
Finding data races in imperative programs by random scheduling is
much more difﬁcult, because we must schedule each memory access to
shared data, rather than larger scale atomic operations such as message
delivery or table access. This motivated Sen to introduce race directed
random testing [Sen, 2008], in which a test is run once using a random
schedule, possible races are identiﬁed from this ﬁrst run, and the test
is then run again many times using schedules which are specially con-
structed to provoke each possible race. In Sen’s case, a possible race
consists of two memory accesses A and B to the same location in dif-
ferent threads, whose execution potentially could be reversed, and the
specially constructed schedule tries to delay A until after the execution
of B. We call this process of delaying A “procrastination”. While Sen’s
paper discusses delaying memory accesses, it is clear that the same idea
can be applied to the schedules we construct for Erlang programs—and
that, by improving the probability of provoking a race, it could enable
us to ﬁnd minimal failing test cases much more quickly.
The contributions we present in this paper are
• We transferred to Erlang the idea of using potentially conﬂicting
actions to guide a search for race conditions, which is explained
in Section 3.
• Validation of procrastination on an industrial example (Section 4).
We show that procrastination is effective and that ﬁrst-order pro-
crastination seems more useful than higher-order procrastination
for this example.
• We extended PULSE to be able to run infeasible schedules (Section
3), in order to re-use as much as possible from a given schedule.
This saves a lot of expensive analysis that other approaches need
to deal with.
• We experimented with procrastination while shrinking test cases
(Section 6) and noticed that in particular the ability to re-use a
schedule was very effective (Section 6.3).
In Section 2 we provide background on QuickCheck and PULSE,
the framework to which we added procrastination. In Section 7 we
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compare our approach with other approaches to race detection in dif-
ferent contexts.
2 Background
QuickCheck
QuickCheck [Claessen and Hughes, 2000] is a tool that tests universally
quantiﬁed properties, instead of single test cases. QuickCheck generates
random test cases from each property, tests whether the property is true
in each case, and reports cases for which the property fails. Recent
versions also “shrink” failing test cases automatically, by searching for
similar, but smaller test cases that also fail. The result of shrinking
is a “minimal”1 failing case, which often makes the root cause of the
problem very easy to ﬁnd.
Quviq QuickCheck is a commercial version that includes support for
model-based testing using a state machine model [Hughes, 2007]. It has
been used to test a wide variety of industrial software, such as Ericsson’s
Media Proxy [Arts et al., 2006] among others. State machine models
deﬁne a set of API calls to include in test cases, pre- and post-conditions
for each call, and the corresponding state transitions on a model state.
QuickCheck then generates well-formed call sequences (satisfying all
preconditions, for example), executes them, and checks postconditions
with respect to the model state.
Although these state machine models specify the sequential be-
haviour of the API under test, surprisingly, they can also be used to test
for race conditions! Assuming that the API calls are intended to behave
atomically, then we can generate parallel call sequences and adjudge the
test by determining whether there is any interleaving of the calls that
can explain the actual results observed. Our parallel test cases consist
of a random sequential preﬁx to put the system into a random state,
followed by two or more random call sequences executed in parallel. If
there is no serialization of the test case that satisﬁes the postconditions
in the model, then the test fails. Details of the method can be found in
Chapter 5.
Note that this is a form of black box race condition testing: we
are only interested in races that cause a violation of the postconditions,
not in races that lead to non-deterministic, but still valid results. Also,
note that the approach is only applicable to APIs that are intended to
1Minimal in the sense that none of the similar, smaller tests failed.
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behave atomically. This is of course a limitation, but very many APIs
do have this property (or at least, important parts of them do), and the
payoff is that very little extra work is required to reuse a sequential
state machine model for parallel testing too. (In many cases, it simply
requires changing a call of commands to a call of parallel_commands.)
Simplest is to execute the parallel tests using native Erlang concur-
rency, relying on the inherent non-determinism of execution on a mul-
ticore processor to provoke races. However, because of determinism
in the native Erlang scheduler—and perhaps in the processor itself—
ﬁnding races in this manner can be slow. To speed up their detection,
we implemented our own randomizing scheduler, PULSE.
PULSE
PULSE is a user-level scheduler, sitting on top of the normal Erlang
scheduler. Its aim is to take control over the sources of non-determinism
in Erlang programs introduced by scheduling decisions. This means
that we can introduce more randomness in schedules, but also that we
can repeat a test using exactly the same schedule by simply recording
the scheduling decisions: this makes tests repeatable.
Since PULSE is a user-level scheduler, to give it control over a piece of
code the code must be instrumented to co-operate with PULSE. Rather
than forcing the user to instrument their code themselves, we have a
parse_transform which does this automatically. We also provide a
macro that takes care of running a piece of code under PULSE and
collecting the results, so that it takes a reasonably small amount of
effort to use PULSE during testing.
The central idea is to provide absolute control over the order of
relevant events. Relevant events are interaction of a process with its
environment, so called side-effects. Code instrumentation replaces each
call to side-effect containing functions by a function that gives control to
PULSE. Of particular interest in Erlang is the way processes interact by
message passing, which is asynchronous. Message channels, containing
messages that have been sent but not yet delivered, are thus part of the
environment and explicitly modeled as such in PULSE. It makes sense to
separate side-effects into two kinds: outward side-effects, that inﬂuence
only the environment (such as sending a message over a channel, which
does not block and cannot fail, or printing a message), and inward
side-effects, that allow the environment to inﬂuence the behaviour of
the process (such as receiving a message from a channel, or asking for
the system time).
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PULSE controls its processes by allowing only one of them to run at
a time. It employs a cooperative scheduling method: At each decision
point, PULSE randomly picks one of its waiting processes to proceed,
and wakes it up. The process may now perform a number of outward
side-effects, which are all recorded and taken care of by PULSE, until
the process wants to perform an inward side-effect. At this point, the
process is put back into the set of waiting processes, and a new decision
point is reached.
In addition to sending and receiving messages between themselves,
the processes under test can also interact with uninstrumented code.
PULSE then controls the order in which those interactions take place.
We allow the programmer to specify which external functions have
side-effects. Each call of a side-effecting function is then instrumented
with code that yields before performing the real call, allowing PULSE
to run another process at that point.
Side-effecting functions are treated as atomic which is also an impor-
tant feature that aids in testing systems built of multiple components.
Once we establish that a component contains no race conditions we can
remove the instrumentation from it and mark its operations as atomic
side-effects. We will then be able to test other components that use it
and each operation marked as side-effecting will show up as a single
event in a trace. Therefore, it is possible to test a component for race
conditions independently of the components that it relies on.
A Problem!
As we showed in Chapter 5, randomized scheduling worked well, almost
surprisingly well. However, there are still many situations where a
completely random schedule fails to expose an error, and where steering
the scheduler can improve the search efﬁciency. To illustrate the problem,
consider the example in Fig. 6.1. In the example we spawn a process
A, that ﬁrst sends the message hello directly to a process C, and then
sends the message world to B, which forwards it through a chain of 100
proxy processes to C. In this (contrived) example there is an obvious race
between the two messages, i.e. whether C ﬁrst receives hello or world.
Still, in practice, regardless of whether the normal Erlang scheduler or
PULSE is used, hello will never2 arrive after world. If we use PULSE
to schedule a run of the example we have to choose, 100 times in a row,
2As in: not in our lifetime!
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example() ->
C = self(),
B = proxy(100, C),
A = spawn(fun() ->
C ! hello,
B ! world
end),
receive Msg1 -> ok end,
receive Msg2 -> ok end,
{Msg1, Msg2}.
proxy(0, Pid) ->
Pid;
proxy(N, Pid) ->
Proxy = proxy(N-1, Pid),
proxy(Proxy).
proxy(Pid) ->
spawn(fun() ->
receive Msg -> Pid ! Msg end
end).
Figure 6.1: World-Hello with Proxy
to forward the world message instead of delivering hello. This will
happen in 1 out of 2100 cases.
3 Procrastination
The main idea behind the procrastination technique is simple: identify
potentially conﬂicting actions, and use the potential conﬂicts to steer
the scheduler. The idea is inspired by race-condition testing of C and
Java programs [Lai et al., 2010, Savage et al., 1997], where conﬂicting
memory accesses are recorded and used to steer scheduling.
PULSE records all scheduling decisions taken during program ex-
ecution. Below is an excerpt from a schedule obtained running the
“world hello” example. Here the only side-effect is message delivery:
{A,{deliver,B}}means that a message from Bwas delivered to A. Other
side-effects would show up as yields, where {A,yield,{Fun,Args}}
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means that process A performed the side-effecting function Fun (with
arguments Args).
[{root-proxy99, {deliver, root-example.A }},
{root, {deliver, root-example.A }},
{root-proxy98, {deliver, root-proxy99 }},
{root-proxy97, {deliver, root-proxy98 }},
...
{root, {deliver, root-proxy }}]
Given a schedule we can identify potential conﬂicts. For message
delivery there is a potential conﬂict whenever a process receives messages
from two other distinct processes. In the case of user deﬁned side-effects,
we rely on the user to deﬁne which operations potentially conﬂict, via a
simple call-back function.
As an example consider the ﬁctitious schedule in which process A
receives a message from both B and C:
[{process_A, {deliver, process_B}},
{process_B, yield, {do_it,[1,2,3]}},
...
{process_A, {deliver, process_C}},
...]
Our algorithm detects a potential conﬂict between the two deliver ac-
tions in the schedule. To use this conﬂict to steer PULSE we create the
re-ordered schedule:
[{process_B, yield, {do_it,[1,2,3]}},
...
{process_A, {deliver, process_C}},
{process_A, {deliver, process_B}},
...]
By feeding the re-ordered schedule to PULSE we delay (procrastinate!)
the delivery from process_B until after the delivery from process_C.
However, there is a caveat, namely that the re-ordered schedule might
not be feasible. For instance, it might be that themessage from process_C
is a response to a request that process_A makes after receiving the
message from process_B. In this case, when running the re-ordered
schedule, we will get to the point where we’re supposed to deliver the
message from process_C but there will be no such message waiting to
be delivered.
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There are two main solutions to the problem with infeasible sched-
ules: (1) make the analysis more exact to avoid creating infeasible
schedules, or (2) allow the scheduler to follow infeasible schedules
in some way. We opted for the second solution, and adapted PULSE
accordingly. The new version of PULSE tries to follow the given sched-
ule, but whenever there is a scheduling decision that is infeasible (such
as delivering a message that has not in fact been sent—such decisions
are easy to detect at runtime), it is discarded and PULSE tries the next
action in the schedule. With this relaxed strategy PULSE might run
out of schedule to follow—if this happens then it reverts to its original,
purely random, strategy. Interestingly, in most of the related work, the
opposite approach is taken, and various techniques such as “happens
before”-relations are used, e.g. [Lai et al., 2010]. There is good reason
for this extra analysis, since an infeasible schedule in a normal scheduler
(for example the Java VM) might result in a dead-lock of the whole
system. Here, since we have full control of the scheduler, we are in a
better position and can take the simpler path without expensive analysis.
It is easy to detect at runtime when a scheduling decision is infeasible:
we simply look at the set of actions that we would’ve chosen from
had we been following a random schedule, and check that the action
we are about to take is in that set. This also makes it impossible
for procrastination to behave incorrectly—i.e. to fail to respect the
semantics of Erlang—since the behaviours that we provoke are ones
that our purely random scheduler could also have provoked, given
enough luck.
3.1 Procrastinating World Hello
What happens now if we apply procrastination to the “world hello”
example? We have a schedule from PULSE as shown before where there
is actually only one potential conﬂict, namely between the delivery from
root-example.A and the delivery from root-proxy to root. (Where
root is C in the example, root-example.A is A and root-proxy is the
last process in the proxy chain.) Our re-ordered schedule would then
be:
[{root-proxy99, {deliver, root-example.A }},
{root-proxy98, {deliver, root-proxy99 }},
...
{root, {deliver, root-proxy }},
{root, {deliver, root-example.A }}]
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If we supply this schedule to PULSE the result of running the program
is what we tried to achieve, namely {world,hello}. (This process is
normally automatic, we show the concrete steps as an explanation.)
27> pulse:run(fun() -> example() end,
[{schedule,ReOrderedSchedule}]).
...
{world,hello}
4 The ProcReg Example
Procrastination works well in the simple “world hello” example—but
how does it perform in a more realistic setting? To investigate this ques-
tion, we applied it to the industrial case study used in Chapter 5—the
proc_reg process registry.
In Erlang, every process has a unique, dynamically assigned process
identiﬁer (pid); the only way to communicate with a process is via its pid.
To enable processes to ﬁnd each other’s pids, Erlang provides a process
registry—a kind of local name server—which associates names with
pids. The registry provides an API with operations to register a process
with a name, look up the pid associated with a name, and unregister a
name. It is heavily used to provide access to system services: a newly
started Erlang node already contains thirteen registered processes.
However, the built-in registry does impose sometimes-unwanted
restrictions. Names are restricted to be Erlang atoms, rather than more
general terms. No process may simultaneously be registered with two
different names. To lift these restrictions, Wiger developed an extended
process registry in Erlang—much easier to modify than the one built into
the virtual machine. Wiger’s code has been in use in Ericsson products
for several years [Wiger, 2007].
Our case study is a prototype version of Wiger’s registry, with a
known race condition. This prototype consists of a registry server that
responds to client requests and stores registration data in a so-called
ets table—hash tables built in to the virtual machine. The use of a
single server process serializes operations on the ets table. But, as
an optimization, the prototype performs some ets table operations
on the client side—thus introducing the possibility of a race condition.
And indeed, a race condition occurs. One case that can provoke it is
illustrated by this diagram:
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Pid = spawn_a_process(),
kill(Pid)
register(a,Pid)register(a,Pid) ||
Here a process is created and killed, resulting in a dead process, regis-
tered with the name a, then registered twice in parallel under the same
name. The intention is that the registry contain only live processes, and
that requests to register a dead pid are ignored. For consistency with
the built-in registry, registering a dead pid should return true. But in
this example, one of the parallel calls of register occasionally raises
an exception instead.
Our QuickCheck speciﬁcation of the registry models the state as a
set of alive pids, a set of dead pids, and a set of name/pid pairs. The
speciﬁcation also deﬁnes transition functions on this state for each
operation, and checks postconditions against this model state. In this
example, the model tells us that Pid is a dead process, and therefore the
postcondition for register requires the result to be true. We adjudge
parallel test cases like this one by determining whether there is any
serialization of the test case in which all the postconditions hold. In
this example there are only two serializations, and in both of them, all
the calls of register should return true. When an exception is raised
instead, then our QuickCheck property fails.
In fact, this prototype was abandoned in 2005, after QuickCheck
revealed the existence of a race condition, but we were unable to diag-
nose it. At that time we could only generate very large failing test cases.
It was not until 2009 that we were able to shrink the failing test cases
to the example above, and with its help, ﬁnd and correct the error in
the code. But now we know what the bug is; in this paper our focus is
on the performance of our testing.
The QuickCheck properties that we use to test the process registry
generate sequences of operations to spawn, kill, register, or unregister
a process, or look up a name, all with equal probability. We generate
parallel tests by splitting the tail end of the sequence into two parallel
sequences (respecting preconditions). We then run these parallel tests
in a variety of different ways.
5. Procrastinating ProcReg 207
4.1 Measurements
The simplest approach is just to run the tests using the built-in Erlang
scheduler on a multicore computer (we used an eight core i7 machine
with 16GB RAM for all our tests). That is, we relied on the non-
determinism inherent in parallel execution to provoke race conditions.
When we did so, we found that slightly less than 0.1% of tests failed,
which enabled us to ﬁnd 59 failing cases in 30 minutes of testing (or a
mean-time-to-failure of 30.5s). Note that since the known race condi-
tion depends on trying to register a dead process twice in parallel, then
many generated test cases cannot fail at all. For this particular bug,
around 8% of the generated test cases can fail. On the other hand, even
a test case that potentially provokes the race will pass in many cases.
We found that the failing tests we found in this way, relying solely on
parallel execution, failed in approximately one of every 30 runs.
When we ran the same tests using PULSE, our randomizing scheduler,
then we saw 741 failures in 30 minutes—more than twelve times as
many (mean-time-to-failure 2.43s, c.f. Figure 6.2). This is despite the
overheads that PULSE imposes—each test ran 1.5 times slower under
PULSE than with the native scheduler. This demonstrates the beneﬁts
of randomising the schedule very clearly.
5 Procrastinating ProcReg
We need to reﬁne the ideas of Section 3 a little in order to be able to
cope with real-world Erlang code such as ProcReg.
Dealing with side effects Unlike the “world hello” example, the Pro-
cReg example contains side effects other than message passing, namely
reads and writes to the Erlang mutable term storage, ets.
As described in Section 2, PULSE can deal with arbitrary side-
effecting operations: we may register the ets functions as having a
side effect. Thereafter, whenever a process wants to read or write to
an ets table, it will ﬁrst ask PULSE for permission; at this point PULSE
might delay the execution of the process arbitrarily.3
These side effects are recorded as decisions in the schedule that
PULSE produces. Thus, if our program manipulates ets tables then we
will get entries such as
3This treatment assumes that side effects are atomic, because we never attempt to
execute two side effecting operations in parallel—a perfectly reasonable assumption in
our case, but one which does not make sense for traditional shared state concurrency.
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{process_A, yield, {ets, insert, [...]}}
{process_B, yield, {ets, lookup, [...]}}
in our schedule. Each entry represents the point when a process was
given permission to execute a particular side effect. We can apply
procrastination to side effecting functions in exactly the same way that
we do with message deliveries: given a schedule, we identify pairs
of function calls that might conﬂict (such as an ets:insert and an
ets:lookup), and attempt to delay the execution of the ﬁrst function
call until after the execution of the second.
Not all pairs of function calls can conﬂict, and it is not useful to try
to swap the order of two function calls that do not conﬂict. We allow the
user to specify which function calls can conﬂict: this reduces the total
number of procrastinations we try by ruling out some procrastinations
that can never be fruitful. PULSE will assume that any two side-effecting
functions can conﬂict if not speciﬁed otherwise: this is safe, but by
giving more ﬁne-grained conﬂict information the user can reduce the
number of fruitless procrastinations that are tried. In the case of ets, we
say that two operations conﬂict if they operate on the same ets table
and at least one of them is a write.
Implementing procrastination Our implementation of procrastination
consists of four steps: (1) run the test case with a random schedule using
PULSE, (2) for each scheduling decision identify later potentially conﬂict-
ing decisions, (3) for each scheduling decision try, by running a modiﬁed
schedule with PULSE, to move it past the last potentially conﬂicting
decision, using the techniques of section 3 to detect infeasible schedules,
and record which potentially conﬂicting decisions we managed to move
it past (we call these pairs of potentially conﬂicting schedule decisions
feasible procrastinations), and (4) for each such feasible procrastination,
construct and execute the procrastinated schedule.
Controlling the amount of procrastination There may be many possi-
ble ways to procrastinate a given schedule. Thus, for a given test case
QuickCheck might spend a considerable amount of time repeating the
test case, trying various procrastinations for that test case. However,
if the test case is one that cannot provoke a bug then this will get us
nowhere! So there is a trade-off between exploring many procrastina-
tions of a single test case and trying many test cases. Therefore we allow
the user to choose how many of the feasible procrastinations to try for
each schedule.
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Scheduler Time (s)
VM 30.5
PULSE 2.43
Procrastination
Level Limit
1 〈10〉 1.32
1 〈∞〉 3.01
2 〈5, 1〉 3.90
2 〈10, 3〉 6.47
2 〈10, 10〉 8.91
2 〈20, 20〉 16.1
Figure 6.2: Mean time to failure
Higher-order procrastination In our basic approach we ﬁnd two con-
ﬂicting scheduling decisions and try to reverse their order. However,
it might in general be necessary to procrastinate several decisions at
once—especially if the schedule is large. We call this higher-order pro-
crastination. Since procrastinating one decision may make other pro-
crastinations possible or impossible, it does not really make sense to
apply several simultaneous procrastinations to one schedule. Instead,
we ﬁrst apply one procrastination and re-run the test case to get a new
schedule. If that procrastination succeeded we can then apply further
levels of procrastination to the new schedule.
Since the number of procrastinated schedules is exponential in the
number of levels of procrastination we try, this technique is not always
useful: we allow the user to say if we should apply it or not and how
many levels of procrastination to try.
5.1 Measurements
We re-ran the experiment of section 4.1—testing ProcReg and record-
ing how many failing test cases QuickCheck was able to ﬁnd in 30
minutes—but using procrastination. The results are shown in Figure
6.2.
The “Level” column indicates how many levels of procrastination
we tried (see paragraph “Higher-order procrastination”) and the “Limit”
column shows how many procrastinated schedules we tried at each
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level (see paragraph “Controlling the amount of procrastination”),∞
meaning that we try all possible procrastinations. “Time” is, as before,
the mean time to failure.
We can see that procrastination almost doubled the number of
failures we were able to provoke in 30 minutes, compared to using
random scheduling alone—a reasonable success. However, higher-order
procrastination actually made things worse than not procrastinating at
all. This is because we repeat each test case over and over again even
if that test case simply cannot fail—too much procrastination is a bad
thing. According to the table above, for ProcReg the happy medium
is one level of procrastination with ten decisions from each schedule
chosen for procrastination.
Measuring failure reproduction The results above may be deceptive
because they take no notice ofwhich race conditions each testing method
is able to provoke. If a method only works well with simple test cases, it
will still get a low mean time to failure if it runs each test quickly—even
if it is completely unable to provoke race conditions in more complicated
cases.
Therefore, we also tried using each testing method to reproduce
bugs that were found by the other testing methods. We collected a
variety of bug-provoking test cases that were found by each testing
method, and for each test case, we repeatedly ran each method on that
test case until it reproduced the bug, recording how many attempts we
needed to ﬁnd the bug in each case and how long it took.
The results are shown in ﬁgure 6.3. The “Origin” column shows
which method we used to originally ﬁnd the bug and “Scheduler” shows
which method we were using to try to reproduce the bug. We list
the average amount of time taken to make each test case fail and the
average number of times we had to repeat each test case before it failed.
Using the virtual machine’s scheduler performs very poorly, as we
expect. Even on test cases that were originally found without the help
of PULSE, we have a very low probability—about 1100 on average—of
reproducing the bug when we run the test case. For test cases that were
found by PULSE, we need to repeat each test case thousands of times,
and because of that, using the virtual machine increases the time taken
to reproduce the bugs by a factor of 100.
PULSE is easily able to reproduce bugs that were found using the
VM’s scheduler, even without procrastination—and here procrastination
slows things down by a factor of two. This is because we can only ﬁnd
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Origin Scheduler Time (s) Avg. #tests
VM VM 0.82 101.3
PULSE 0.14 2.0
Procrastination 0.28 1.0
PULSE VM 20.16 3584.1
PULSE 0.24 13.6
Procrastination 0.36 1.16
Procrastination VM 35.03 7126.6
PULSE 0.83 70.9
Procrastination 0.32 1.54
Figure 6.3: Failure detection—grouped by origin
very small counterexamples using the VM’s scheduler and for those
random scheduling is enough.
For bugs that were found by PULSE without the help of procrasti-
nation, it might seem from ﬁgure 6.3 as though using procrastination
greatly reduces the number of tests we need to run. However, using
procrastination, each “test” executes the program several times—once
for each procrastinated schedule—so the number of tests is a decep-
tive measure. Looking at the time taken shows that in reality PULSE
without procrastination wins here, too.
However, on bugs that we originally found with the help of pro-
crastination, PULSE with procrastination is the sureﬁre winner. We see
that for those test cases, using procrastination is more than twice as
fast as not using it, and more than 100 times faster than using the VM’s
scheduler. Since each test using procrastination executes the test case
at most 11 times (we are using a limit of 10 procrastinations), we can
see that using procrastination reduced the number of times we had to
execute the program by a factor of at least 3.
Thus, procrastination really is better at provoking complex race con-
ditions than random scheduling alone. There is one test case in particular
for which PULSE without procrastination has great trouble. It is short—
7 commands long, and the test case itself is completely sequential—but
PULSE without procrastination takes on the order of 1000 attempts to
ﬁnd it on average. Using procrastination—even ﬁrst-order procrastina-
tion with a limit of 10 procrastinated schedules—we ﬁnd the bug ﬁrst
time, every time. We conjecture that in more complex systems—where
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there are more scheduling decisions to be made than in our ProcReg
example—there are many such bugs that require extremely good luck
to ﬁnd using random testing but where adding a small amount of pro-
crastination can reliably provoke the error. In particular, with a purely
random scheduler, once a particular action is possible then it is likely to
be chosen within a few steps, since at each step there is a reasonable
probability that the scheduler will choose that action. Thus an action
will not be delayed for very long in a purely random scheduler; this
is what happens in the “world hello” example of section 2, where to
provoke an error we need to delay a message delivery for 100 steps and
have only a one in 2100 chance of doing that. With procrastination, we
can delay some decisions for an arbitrary amount of time.
6 Shrinking Counterexamples
In order to understand an error it is important that the failing test case
is reasonably small. In the case of the process registry example it was
not until we were able to shrink the failing test cases to the one shown
in Section 4 that the error could be successfully diagnosed. To achieve
this QuickCheck, having found one failing test case, then shrinks it by
trying many smaller, similar tests. If any of these fail, the original failing
test is replaced by the smaller one and the shrinking process continues.
When no smaller tests fail, then a “minimal” failing case has been found.
Since the outcome of a test is non-deterministic, it might be that a
test succeeds even though the test case is one that sometimes provokes
a bug in our program, if when we run the test we are unlucky with the
scheduling decisions we choose. If this happens for all of the candidate
shrunk test cases, the shrinking process stops with a result that is not
necessarily minimal. Thus it is particularly important during shrinking
that test cases that contain the race condition reliably fail when they
are executed.
6.1 Improving shrinking by repeating tests
One method for improving the reliability of shrinking is to run each
test N times during the shrinking process. If the test fails in any one
of these runs it is considered to be a failing case. This increases the
likelihood of successfully identifying test cases that contain the race
condition at the expense of making shrinking more time consuming.
This is the method we used originally to ﬁnd the minimal failing case
for the process registry.
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Scheduler N Time (s) Avg. Len. Max. Len. Minimal
VM 1 1.74 11.4 45 0.0%
10 2.68 10.4 45 0.5%
25 4.19 9.7 47 2.2%
100 29.04 11.5 48 1.0%
PULSE 1 2.42 12.0 38 0.7%
10 3.20 7.1 26 17%
25 5.14 5.9 28 43%
50 8.22 5.2 27 67%
100 14.28 4.6 9 90%
Figure 6.4: Shrinking performance when repeating each test N times.
To measure the performance of shrinking we ran the 45 random
test cases we collected in which the race condition is present, varying
the scheduler (the Erlang virtual machine scheduler or PULSE) and the
value of N. For each execution we measured the length of the shrunk
test case, the time taken by the shrinking process, and whether or not
the shrunk test case was minimal4. We measured this 10 times to reduce
the impact of coincidentally getting the best performance. Figure 6.4
shows the results for each scheduler and value of N.
The ﬁrst observation we can make is that when running with PULSE,
increasing N improves the quality of the shrinking as we expect, but
when running with the Erlang scheduler it has hardly any effect. This
is likely due to the Erlang scheduler being quite deterministic and not
gratuitously delaying actions, so if a test case does not reveal a race
condition the ﬁrst run it is unlikely to do so in later runs.
Another interesting observation is that going from N = 1 to N = 10
does not affect the shrinking time signiﬁcantly. This can be explained by
the fact that when shrinking, QuickCheck ﬁrst tries to take big shrinking
steps, throwing away much of the original test case, and only if that
fails tries smaller steps like taking out a single command. By repeating
each test case during shrinking, QuickCheck is more likely to provoke
an error with the large shrinking steps, which reduces the number of
steps required to reach a minimal test case.
4We deem a test case minimal if we could not provoke a bug in any of its shrinkings
within 50 tests using any of the methods at our disposal.
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Level Limit Time (s) Avg. Len. Max. Len. Minimal
1 〈10〉 2.25 5.6 27 60%
1 〈∞〉 3.80 5.6 25 56%
2 〈5, 1〉 7.01 5.3 15 66%
2 〈10, 3〉 8.93 5.2 14 65%
2 〈10, 10〉 10.54 5.2 14 66%
2 〈20, 20〉 19.36 5.3 13 63%
Figure 6.5: Shrinking performance with procrastination.
6.2 Shrinking with procrastination
Procrastination works in a similar way to the repeated test strategy
described in the previous section in that we are executing each test
case several times looking for a failure, but instead of blindly rerunning
the test hoping for a random schedule that reveals a race condition,
we choose schedules that are likely to do so. Thus we would expect
shrinking with procrastination to outperform repeated testing with
random schedules. This is indeed the case as shown by the shrinking
results for procrastination in Figure 6.5.
We can see that using procrastination we ﬁnd minimal test cases
around 60% of the time for all of the parameter values that we tried,
but the time spent shrinking varies a lot. In this example, it seems that
sticking to ﬁrst order procrastination and only trying a small number
of conﬂicting actions is most efﬁcient. In fact this is faster than any of
the previously attempted shrinking strategies, and reaching the same
quality of shrinking using repeated tests would take somewhere around
2 to 3 times longer.
Which parameters to give when procrastinating depends very much
on the nature of the race condition: If the race condition is present in
many test cases but requires very speciﬁc scheduling to be revealed we
need thorough procrastination. If, on the other hand, few test cases
contain the race condition—which is to say that many of the candidate
shrunk test cases will not be able to provoke the bug—then thorough
procrastination will waste a lot of time on test cases that cannot fail. In
our example only around 8% of the test cases contain the race condition
and ﬁnding it when it is present seems to be relatively easy, so we can
get away with less thorough procrastination.
It is interesting to note that higher order procrastination does im-
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prove the quality of shrinking, in particular in the worst case, but it is
not obviously better than simply repeating each test 100 times.
6.3 Reusing old schedules when shrinking
When implementing procrastination we had to modify PULSE to enable
it to follow schedules that contain infeasible decisions. This led us
to another idea for improving shrinking: what if, instead of running
the smaller test cases on completely random schedules, we reused the
schedule that made the bigger test case fail. That is, we try as far as
possible to repeat the scheduling decisions that we know led to a failure
for the bigger test case. The rationale for this is that if the smaller test
case still contains the race condition, then the scheduling decisions that
revealed the race condition for the bigger test case are likely to be valid
also for the smaller one.
Naming of processes An issue that showed up when we started to
reuse schedules during shrinking, that is not present for procrastination
was that we had to be more careful about how processes are named.
If a schedule says to deliver a message from process A to process B it
is important that we use the names A and B for these processes when
reusing that schedule.
The names are chosen automatically by PULSE. With our default
naming scheme, the name chosen for a process depends on the names
of the processes that have already been spawned, since each process
needs a unique name. For instance, in the ”world hello” example the
ﬁrst process to be spawned in the proxy chain is named root-proxy, the
second root-proxy1, then root-proxy2 and so on. This means that if a
shrinking step removes the spawning of a process that could affect the
names of processes that are spawned later in the test, and the schedule
from the original test case would not make much sense for the shrunk
test case, because the shrunk test case and the original test case would
name their processes differently. To solve this problem we record in the
schedule when a process is spawned and what name it’s given. When
following an existing schedule PULSE then reads the process name from
the schedule instead of generating a fresh one. This is not a perfect
solution, but it is a signiﬁcant improvement over the previous situation.
Results In the process registry case reusing the schedule during shrink-
ing turns out to work amazingly well (see Figure 6.6). Shrinking is more
than 3 times faster than using procrastination and the shrunk test cases
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Level Limit Time (s) Avg. Len. Max. Len. Minimal
0 〈〉 0.74 5.3 14 33%
1 〈∞〉 3.31 4.6 9 80%
1 〈10〉 1.87 4.6 9 78%
2 〈5, 1〉 5.93 4.6 9 86%
2 〈10, 3〉 10.08 4.6 10 84%
2 〈10, 10〉 12.03 4.6 10 82%
2 〈20, 20〉 21.74 4.6 9 83%
Figure 6.6: Shrinking performance with schedule reuse.
are as small as what we obtained using procrastination. The number
of minimal test cases, however, is surprisingly low. The reason for this
is that schedule reuse works poorly when shrinking moves commands
from one process to another, for instance moving a command from one
of the parallel sequences to the initial sequential part. This is because
actions performed by the moved command will take place in a different
process, so the corresponding scheduling decisions will be invalid. On
the other hand it works very well for shrinking steps where the struc-
ture of the test case stays the same and we just remove unnecessary
commands.
Note that in this case we did not repeat any tests during shrinking.
When reusing the schedule this makes less sense, since each repeated
test would start from the same schedule. It could still be of some beneﬁt
since PULSE reverts to random scheduling when there are no more
feasible scheduling decisions.
Combining schedule reuse with procrastination improves both the
quality and speed of shrinking, the proportion of minimal test cases
goes from 60% to 80% compared to procrastination without schedule
reuse and the worst case is signiﬁcantly improved.
It is still more than twice as fast to just use schedule reuse when
shrinking without compromising the quality of shrinking signiﬁcantly.
The reason why procrastination is so much slower is that it is spending
quite a lot of time procrastinating shrunk test cases that cannot fail. One
possible improvement would be to interleave the procrastinations for
all shrinkings, that is, ﬁrst try each smaller test case once, and if none of
them fails try one procrastination for each case, and so on. This should
result in similar performance to schedule reuse with no procrastination,
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but with procrastination’s quality. We leave the implementation of this
strategy to future work.
7 Related Work
Much of the work regarding race condition detection has been focused
around imperative (object oriented) programming languages, such as C,
C++, and Java. In these languages a data race, in its simplest form, is
when a shared piece of data is accessed and updated in a malign pattern.
Several techniques have been proposed for detection of such data races,
like [O’Callahan and Choi, 2003] and [Savage et al., 1997]. A problem,
however, is that a large portion of the potential data races found are
benign. As a result, research effort has focused on atomicity and/or
serializability violations [Flanagan and Freund, 2004, Wang and Stoller,
2006]. By deﬁning units of work to be atomic/serializable, it is possible
to more accurately detect true concurrency bugs.
A problem with the previously mentioned techniques is that they
do not take into account, potential correlations between the shared
variables. Thus, it is possible to miss high-level data races and also to
report false warnings. Vaziri et al. [Vaziri et al., 2006] address this
problem with a more involved correctness criterion, namely atomic-set
serializability. All of the race conditions above, simple data races,
high-level data races, atomicity, and serializability, can be characterized
by atomic-set serializability. The idea is to choose (parts of) the (object)
state as atomic sets and methods/functions as units of work, and identify
problematic interleavings of units of work in relation to the atomic sets.
Atomic-set serializability has proved to be accurate in discovering
true concurrency bugs [Kidd et al., 2009], and the tool AssetFuzzer
[Lai et al., 2010] is based on this technique.
Techniques where the scheduling is randomized have successfully
been tried for concurrent, multi-threaded, programs [Stoller, 2002]. Al-
though effective, the simple random technique is depending on the fact
that harmful schedules are not too hard to ﬁnd. To improve the situa-
tion, active randomized scheduling is used. The idea was introduced
by RaceFuzzer [Sen, 2008], and further improved by AssetFuzzer
[Lai et al., 2010]. The technique is similar to our procrastination: the
program is run, the obtained schedule is analyzed for potential con-
ﬂicts, and ﬁnally the program is re-run with a schedule that is (more)
likely to trigger a conﬂict. A problem with this technique is thrashing
[Joshi et al., 2009], where tests are failing because the calculated, poten-
8. Conclusions 218
tially problematic, schedule is not feasible and the program dead-locks.
Luckily, with our relaxed schedules, this is not a problem for us.
In contrast to using a race condition detection criterion, and de-
tecting violations in terms of crashes or memory access patterns, we
use properties to decide whether a test has passed or not. When
parallel_commands is used with QuickCheck, PULSE, and procras-
tination, the end result is close functionality-wise to AssetFuzzer.
Another often used approach is to systematically try all possible
schedulings, either in the form of ordinary model checking or a repeated-
test strategy. CHESS [Musuvathi et al., 2008] uses the latter, it systemati-
cally generates all (non-equivalent) interleavings for a given test scenario.
By using some model checking techniques the number of explored in-
terleavings can be kept at a reasonable level. For Erlang programs,
McErlang is a traditional model checker that can ﬁnd concurrency
bugs [Fredlund and Svensson, 2007]. Although, in theory, the idea
to explore all possible execution paths is tempting, there are usually
problem for these methods to scale to larger programs. CHESS reports
on some success [Musuvathi et al., 2008] on this issue, while Kidd et al.
[Kidd et al., 2007] concludes that their approach is not scalable even
for medium-sized programs.
8 Conclusions
Testing concurrent programs is difﬁcult, even when the program is writ-
ten in Erlang. We have shown how we can introduce procrastination
into the earlier developed user-level scheduler PULSE. With procrasti-
nation, potential race conditions are detected in a given schedule and a
new schedule is computed to provoke such potential races. We changed
PULSE in such a way that it can run infeasible schedules, i.e., it runs
a schedule as far as possible and continues with random scheduling
when the given schedule cannot be followed any longer. This allowed
us to use computationally inexpensive heuristics to compute new sched-
ules from a schedule with a potential race condition. Nevertheless, our
procrastination is very effective in provoking race conditions as our
empirical data shows.
We use procrastination in combination with QuickCheck. Test
cases are automatically generated and by executing PULSE with pro-
crastination, we are able to ﬁnd race conditions effectively. A beneﬁcial
side-effect of the changes made to PULSE, is that in order to facilitate
the usage of infeasible schedules, we are also able to re-use a schedule
8. Conclusions 219
for a different test case. This can be exploited while shrinking, where
we can now re-use the failing schedule when we test a shrunk, very
similar test case. For the running example of this paper, this turned out
to be amazingly effective. In fact, rather unexpectedly, just re-using of
the schedule and no procrastination during shrinking gave the quickest
shrinking, albeit not the smallest counterexamples. In our further re-
search we will examine additional examples in order to develop a good
strategy in mixing procrastination and schedule reuse during shrinking
in order to quickly ﬁnd the smallest counterexamples.
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