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摘要: 对于具有典型时频双重扩展特性的水声信道，利用其稀疏分布特性在估计算法中引入
范数约束可提高信道估计性能。但当水声信道多径稀疏度变化时，经典的 l0 或 l1 范数约束由于缺
乏对不同稀疏模式的适应性，将导致性能下降。通过引入非均匀范数约束自适应算法并对其进行
收敛性分析，针对水声信道稀疏度变化利用该算法通过非均匀范数的形式提高适应性。不同接收
深度水声信道的仿真及海上实验结果表明，该算法相对经典的 l0 或 l1 范数约束算法有较明显的性
能改善。
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Abstract: For the typical underwater acoustic channels with time-frequency double extension characteris-
tics，the channel estimation performance can be improved by introducing a norm constraint into the chan-
nel estimation algorithm based on the sparse distribution feature of the channels． However，at the pres-
ence of varying multipath structure caused by change of depth or velocity gradient，the classic l0 or l1
norm constraint methods are subject to performance degradation due to lack of adaptability to sparsity． A
previously derived non-uniform norm constraint LMS ( NNCLMS) algorithm is introduced，and then a
convergence analysis is made on it． In the form of non-uniform norm，the NNCLMS algorithm is used to
accommodate the different sparsities caused by different multipath structures． Numerical simulation and
sea experimental results show that the estimation performance of the proposed method is superior to that of
the classic l0 or l1 norm constraint algorithm．
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分则为 0 或接近 0 的小值系数，结合稀疏特性改善





















该方法将要求信道参数长度增至 1 000 维［12］。
参考文献［13 － 19］先后将范数约束( l1 范数或










针对这一问题，Wu 等［20］ 将似 p 范数［6］ 引入
























|wi ( n) |
pi，0≤pi≤1， ( 1)
式中: w( n) 表示 n 时刻待优化的滤波器抽头系数，
即 w( n) 中每 L 个元素采用不同的 p 值并求和组成
非均匀范数，L 表示滤波器长度。定义代价函数为
J'n ( w) = | d( n) － x
T ( n) w( n) | 2 + γ‖w( n) ‖pp，L ．
( 2)
则根据梯度优化，信道估计器的权系数迭代公式为
wi ( n + 1) = wi ( n) + μe( n) x( n － i) +
κG'p ( i，n) ，0≤i ＜ L． ( 3)
( 2) 式和( 3) 式中: κ = μγ ＞ 0 是步长参数和平衡因
子相乘得到的参数; e( n) 为期望信号 d ( n) 与滤波
器输出信号 xT ( n) w( n) 之差，表示为 e( n) = d( n) －
xT ( n) w( n) ; G'p ( i，n) 为约束项的梯度，
G'p ( i，n) =
pisgn［wi ( n) ］
|wi ( n) |
1 － pi
，0≤i ＜ L． ( 4)
采用权系数向量的期望 E［|wi ( n) |］作为“大”
“小”值 wi ( n) 的区分界限，则可借助非均匀范数中
的 pi 参数进行估计偏差和稀疏约束作用的折中优
化，对“小”值 wi ( n) ，权系数迭代中范数约束产生一





κpisgn［wi ( n) ］
|wi ( n) |
1 － pi
=0， |wi ( n) | ＞ E［|wi ( n) |］;
lim
pi→1
κpisgn［wi ( n) ］
|wi ( n) |
1 － pi
= κsgn［wi ( n) ］，











wi ( n + 1) = wi ( n) + μe( n) x( n － i) －
κfsgn ［wi ( n) ］，0≤i ＜ L． ( 6)
( 6) 式中，f 定义为
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f =
sgn( E［|wi ( n) |］－ |wi ( n) | ) + 1





wi ( n + 1) = wi ( n) + μe( n) x( n － i) －
κfsgn ［wi ( n) ］
1 + ε |wi ( n) |
， 0≤i ＜ L， ( 8)
式中: ε ＞ 0 是一个控制复加权强度的常数。
NNCLMS 算法中参数 κ、ε 对算法性能有一定影
响: 参数 κ 反映了零吸引的力度［13 － 17］，参数 κ 越
大，引起的稳态失调也越大，当然其收敛速度也越
快。因此参数 κ 的选择需要在收敛速度和收敛质量




本文 算 法 与 标 准 LMS 算 法 及 l0-LMS
［16］、l1-
LMS［19］这两种经典范数约束 LMS 算法的计算复杂




Tab． 1 The amounts of calculation of different
algorithms in each iteration
算法名称 加法 乘法 符号运算
LMS 2L 2L + 1 NA
l1-LMS 3L 2L + 1 L
l0-LMS 3L 2L NA




v( n) = w( n) － wO， ( 9)
式中: wO 是经典 LMS 算法的最优抽头值。( 9) 式左
右两边同时减去 wO，结合( 8) 式，可得
E［v( n +1) ］= ( I －μＲ) E［v( n) ］－ κfsgn［w( n) ］1 + ε |w( n) |
，
( 10)
式中: Ｒ = x ( n ) x ( n ) T，I 是 单 位 矩 阵; 而 向 量
κfsgn［w( n) ］
1 + ε |w( n) | 是介于
－ κ
1 + ε |wi ( n) |
和
κ




0 ＜ μ ＜ 1λmax
， ( 11)













声信道［22］，设置为: 均匀声速，距离为 1 000 m，水深
200 m，发射深度 100 m，接收深度分别为 100 m、60 m，
20 m． 声线最大数目设置为 800 条，发射声源角度设
置为 － 60° ～ 60°． 每条声线最小搜索角为 0. 15°．
仿真中设定每隔 5 000 个码元改变接收机深度从而
产生 3 个对应不同接收深度的水声信道。实验中发
射随机码元，码元波特率 8 k．
图 1 BELLHOP 模型中 3 个不同接收深度对应的声线
Fig． 1 BELLHOP-model-based multipaths at 3
receiving depths
图 1 给出了 20 m、60 m、100 m 3 个不同深度下
收发本征声线。由图 1 可以看出，随着深度变化，水
声信道径数不断增加造成稀疏度变化。仿真水声信
道阶数为 250，则其稀疏程度变化可通过 SＲ 值的
变化来体现: 在 1、5 001、10 001 点的位置对应的 SＲ
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的参数使得各算法最小均方差( MSE) 最优，对应的
各参数见表 2 所示。
图 2 BELLHOP 模型中 3 个不同接收深度对应的
信道响应
Fig． 2 BELLHOP model-based multipath time
delay channels at 3 receiving depths
表 2 仿真实验各算法参数
Tab． 2 Parameters of different algorithms in simulation
算法名称 μ κ ε
LMS 0. 005 NA NA
l1 -LMS 0. 005 0. 000 4 NA
l0 -LMS 0. 005 0. 000 5 NA
NNCLMS 0. 005 0. 000 6 2
仿真结果如图 3 所示，仿真中因信道稀疏度设
置分别在点 1、5 001、10 001 点处，该信道的变化引
起算法 MSE 在对应点的突变，随后各自 5 000 点长
度的迭代中各算法收敛精度各有差异，从图 3 可以
看出，施加稀疏约束后的 LMS 各类改进版本都比
经典 LMS 算法表现更好，尤其是 NNCLMS 比 l0-
LMS、l1-LMS 性能更加优越。其中，可见固定范数







出本文算法收敛性优于 l1-LMS 和 LMS 算法，与 l0-
LMS 收 敛 速 度 类 似，而 本 文 算 法 MSE 性 能 表 现
最优。
图 3 不同 SＲ 下不同算法的 MSE 曲线
Fig． 3 MSE curves with the different SＲs
3 海试实验
本文 算 法 的 海 试 实 验 采 用 正 交 相 移 键 控
( QPSK) 调制信号，信号载波频率为 16 kHz，采样率
为 96 kbit / s，数据率6. 4 kbit / s，发射随机序列。实验
海域为厦门五缘湾，平均水深 8 m，发射机和接收机








采用误比特率 ( BEＲ) 作为指标进行信道估计算法
性能评 估。LMMSE 均 衡 的 输 入 输 出 关 系 可 以 写
成［11］:
ŝ = ( HHH + σ2wI)
－ 1HHx， ( 12)




实验中 LMMSE 均衡器长度为 100，与信道估计
器阶数相同，采用 1 /2 分数间隔结构。由于实验水
声信道表现出时变特性，每 50 个符号保存一次信道
估计结果用于更新 LMMSE 均衡器以适应信道时
变; 同时，考虑到在每次信道估计更新后的 50 个符
号内进行的是固定系数 LMMSE 均衡，无法补偿此
时间 范 围 内 信 道 时 变 造 成 的 残 余 多 径，为 此 在
LMMSE 均 衡 器 后 级 联 一 个 阶 数 为 6、遗 忘 因 子
0. 995 的 1 /2 分数间隔结构 ＲLS 均衡器用来对这部
分信道时变进行辅助补偿，抑制残余多径。此 ＲLS
6051






表 3 LMMSE 均衡实验各算法参数
Tab． 3 Parameters of LMMSE equalizers of
different algorithms
算法名称 μ κ ε
LMS 0. 000 4 NA NA
l1 -LMS 0. 000 7 0. 000 07 NA
l0 -LMS 0. 000 7 0. 000 07 NA
NNCLMS 0. 002 0 0. 000 20 2
图 4( a) ～ 图 4 ( e) 分别给出了 LMS、NNCLMS、
l1-LMS、l0-LMS，以及 MP 算法
［8］的信道估计结果，
图 4( f) 给出了以 QPSK 随机发射序列作为参考信
号进行窗长为 1 s、滑动步长 0. 25 s 的滑动窗匹配滤
波获取的时变信道响应结果。从图 4 ( f) 中可以看
出，在数据开始约 0. 7 s 处，由于换能器深度调整的
原因呈现较明显的多径稀疏分布变化，在图 4( f) 信
道响应的时延扩展约 3 ms 处从两个较明显多径变
化为一个较强多径，同时在 12 ms 的时延扩展范围
内存在 4 条较弱多径。
从图 4 可以看出: LMS 算法估计结果较好地体
现了信道的结构、径数变化，但收敛较慢，且输出明
显的估计噪声; 相对 LMS 算法，采用稀疏约束的 l0-









Fig． 4 The estimated results of underwater acoustic channels
实 验 中 为 了 反 映 信 道 稀 疏 度 变 化 条 件 下
LMMSE 均衡的性能，每隔 200 个符号测量一次输出
信噪 比 以 评 估 均 衡 效 果。图 5 给 出 了 海 试 实 验
LMMSE 均衡器输出信噪比 SNＲ 曲线，从图 5 可看
出: 信道多径结构变化前: 使用各估计算法获取的信
道响应 构 造 LMMSE 均 衡 器 时，LMS 算 法 对 应 的
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LMMSE 均衡器输出信噪比提升速度较慢，采用稀疏
约束的 l0-LMS、l1-LMS、NNCLMS 以及 MP 算法则对




图 5 海试实验中基于信道估计的 LMMSE 均衡器
输出信噪比性能
Fig． 5 The output SNＲs of channel estimation-based
LMMSE equalizer
图 6 给出了海试实验中对应图 5 的各算法误码
率( BEＲ) 评价性能对比情况，可以看出: 信道多径
结构变化前，使用各估计算法获取的信道响应构造
LMMSE 均衡器时，LMS 算法对应的 LMMSE 均衡器
对应的 BEＲ 较大，采用稀疏约束的 l0-LMS、l1-LMS、
NNCLMS 以 及 MP 算 法 则 能 较 快 降 低 BEＲ，其 中
NNCLMS 的 BEＲ 略低于另外 3 种算法，该结果与数
值仿真以及图 5 的结论基本一致。
图 6 海试实验中基于信道估计的 LMMSE 均衡器的
误比特率性能
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