The 3-transposition groups that act on a vertex operator algebra in the way described by Miyamoto in [Mi1] are classified under the assumption that the group is centerfree and the VOA carries a positive-definite invariant Hermitian form. This generalizes and refines the result of Kitazume and Miyamoto [KM]. Application to a similar but different situation is also considered in part by a slight generalization of the argument.
Introduction
A (finite) 3-transposition group is a pair (G, D) of a finite group G and a normal set D of involutions in G such that G is generated by D and if a, b ∈ D then the order of ab is either 1, 2 or 3. We sometimes say that a group G is a 3-transposition group without mentioning the set D as far as the set D is easily recognized or uniquely determined. In this paper, the group S6, the symmetric group of degree 6, and its extensions are the only cases where the set D is not uniquely determined. A subgroup H of G is called a D-subgroup if the pair (H, D ∩ H) is a 3-transposition group.
3-transposition groups are first considered and studied by Fischer [Fi] , who discovered the sporadic Fischer groups on the way of classification of 3-transposition groups under the condition that the group is centerfree and reduced. The classificaton problem of 3-transposition groups has been further investigated by a number of researchers; See the paper [CH] and references therein. Those investigations seem to be aiming at removing the assumptions of finiteness and reducedness of the groups under classification by improving or replacing some group-theoretical arguments.
The study of centerfree 3-transposition groups is actually equivalent to that of a certain combinatorial structure on the set D called the structure of a Fischer space. Roughly speaking, a Fischer space is a partial linear space which is made by glueing the dual affine plane of order 2 and the affine plane of order 3. When the affine plane of order 3 does not occur, then the corresponding 3-transposition group is said to be of symplectic type.
On the other hand, looking at some general features of the 'Griess algebra' of a vertex operator algebra (VOA) concerned with actions the Virasoro algebra of the central charge 1/2, Miyamoto [Mi1] found that 3-transposition groups arise as a group of automorphisms of a VOA under certain circumstance.
To be more precise, let V = V 0 ⊕ V 1 ⊕ · · · be a VOA such that dim V 0 = 1 and V 1 = 0. Let e be a vector in the 'Griess algebra' B = V 2 such that it generates the Virasoro VOA L(1/2, 0) of the central charge 1/2, of which the irreducible modules are only L(1/2, 0), L(1/2, 1/2) and L(1/2, 1/16). If V does not have components isomorphic to L(1/2, 1/16) then the irreducible decomposition of V with respect to the L(1/2, 0) gives rise to an involution denoted by σ e which inverts the vectors belonging to components isomorphic to L(1/2, 1/2) leaving the components isomorphic to L(1/2, 0) uneffected. Then for two such vectors e and f the order of σ e σ f must be 1, 2 or 3.
Since we are mainly interested in its action on the Griess algebra, we assume that the VOA V is generated by such Virasoro vectors as above. This assumption implies that the resulting 3-transposition group is centerfree. Let us say that a centerfree 3-transposition group (G, D) is (1/2, 1/2)-realizable by V if it can be obtained in such a way as described above from the VOA V , where D is the set of automorphisms of the form σ e and G = D .
A particular case of such a VOA is obtained by constructing the VOA associated with a doubly even binary code, which was also considered by Miyamoto. In [KM] , Kitazume and Miyamoto gave a list of candidates of 3-transposition groups which might be (1/2, 1/2)-realizable by code VOAs and showed that the groups in the list are in fact (1/2, 1/2)-realizable by code VOAs except one. They assumed that their code VOAs carry a positivedefinite invariant Hermitian form.
The primary purpose of this paper is to give the classification of the (1/2, 1/2)-realizable 3-transposition groups without assuming that the VOA is a code VOA.
Our main result is the following: A 3-transposition group is (1/2, 1/2)-realizable by a VOA having a positive-definite invariant Hermitian form if and only if it is the direct product of a finite number of D-subgroups of the groups and by V + √ 2E 8 respectively, their 3-transposition subgroups are realized by taking subVOAs, and the direct product is realized by taking the tensor product of VOAs. Consequently, we see that the exceptional one in the list of Kitazume-Miyamoto is actually not (1/2, 1/2)-realizable by a VOA.
In deriving the main result mentioned above, the key is the following arguments, both of which use the existence of a positive-definite invariant Hermitian form on our VOA. One is to consider the decomposition not only with respect to L(1/2, 0) but also to L(7/10, 0). Then we see that the affine plane of order 3 does not occur in the Fischer space associated with an (1/2, 1/2)-realizable (G, D) so that our (G, D) is a 3-transposition group of symplectic type. We can now use the classification of such groups by J.I. Hall [Ha1] , [Ha2] .
The other is to consider the adjacency matrix of the collinearity graph of the Fischer space, called the diagram, associated with the set D. Then we see that if (G, D) is (1/2, 1/2)-realizable by a VOA with a positive-definite invariant Hermitian form then the least eigenvalue of the diagram must be greater than or equal to −8. Therefore, looking at the parameters of the 3-transposition groups, we eliminate cases from the list of (1/2, 1/2)-realizable groups.
We then check that the cases that passed the above-mentioned tests are indeed realized by VOAs. Each of those VOAs is actually obtained as a subVOA (with a possibly different conformal vector) of V
, where R is a root system. The structure of the Griess algebra of the latter VOA was described by Dong et al. [DLMN] .
We would like to mention that the arguments above can be partly generalized. Namely we may replace the concept of (1/2, 1/2)-realizable groups by that of (γ, δ)-realizable groups if for the central charge c = γ and the conformal weight h = δ the pair L(γ, 0) and L(γ, δ) have the nice fusion property as that of L(1/2, 0) and L(1/2, 1/2).
Therefore, we will start by investigating a general properties of the Griess algebra of a VOA concerning 3-transposition groups which are (γ, δ)-realizable for general γ, δ. Then we will apply these arguments to the case γ = 1/2, δ = 1/2 and will derive our main result. We will give some statements for a few other γ, δ as well; However, as we do not know the general scheme of constructing such VOAs, we cannot give the classification of those groups in the present paper.
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Griess Algebra of Vertex Operator Algebras
We will describe some general features of vertex operator algebras, especially on the construction of their subalgebras.
Vertex Operator Algebras
We start by recalling the notion of a vertex operator algebra (VOA) just in order to fix our notation and terminology. See e.g. [Bor] , [FLM] , [FHL] and [MN] for accounts on VOAs and their modules. Consider a VOA V over the field C of complex numbers. By definition, V is a graded vector space over C which is given a correspondence that assigns for each u ∈ V a 'field'
where the coefficients u (n) are operators acting on V . We may view this assignment as giving the set of binary operations (u, v) → u (n) v on V for all n ∈ Z. Besides this, a vector 1 callded the vacuum vector and a vector ω called the conformal vector (Virasoro element) are specified in V . These structures satisfy number of properties, some of which are taken as the set of axioms for a VOA. Among other things, the grading of the vector space V is given by the eigenvalues of the operator L 0 = ω (1) and the graded piece V k of degree k is supposed by definition to be finite-dimensional. The vacuum vector 1 belongs to V 0 and the conformal vector ω to V 2 . The operator L 0 is a part of the set of operators L n = ω (n+1) , n ∈ Z. The vector ω is supposed to satisfy the properties that the operators L n form an action of the Virasoro algebra and that the equality u (−2) 1 = ω (0) u holds for all u ∈ V .
The central charge of the Virasoro action generated by the conformal vector ω as above is called the rank of the VOA V , which we will denote by the symbol c V = rank V . It is determined by the relation 2ω (3) ω = c V 1. Note that V as a vector space is usually infinite-dimensional.
The operators u (n) for u ∈ V and n ∈ Z satisfy a set of equalities ( [Bor] ), called the Cauchy-Jacobi identity ( [FLM] ) or the Borcherds identity:
(1.2) for all p, q, r ∈ Z and u, v, w ∈ V .
For instance, the irreducible highest weight module L(c, 0) over the Virasoro algebra with the central charge c carries a unique structure of a VOA for which the vacuum vector 1 is the highest weight vector and the conformal vector is the vector L −2 1.
Invariant Hermitian form
An invariant bilinear form on a VOA V is a bilinear form ( | ) : Bor] ). An invariant bilinear form is always symmetric ( [FHL] ). We normalize the form so that (1|1) = 1. Now consider the field R of real numbers. We may consider VOAs over R as well as those over C. A real form of a VOA V is a subspace V R ⊂ V over R containing 1 and ω and satisfying V R ⊗ R C = V such that V R has a structure of a VOA over R by restricting that of V . Consider a pair of a real form V R and an invariant bilinear form ( | ) on V R valued in R, which is extended to a Hermitian form | on V . It satisfies
We will call such a pair of V R and | an invariant Hermitian form on the VOA V .
In the rest of the paper, we assume the following condition.
(I) V has a positive-definite invariant Hermitian form.
Since L 1 ω = 0, we have L 0 v|w = v|L 0 w by the invariance (1.3). Hence V m |V n = 0 if m = n. Therefore for any graded subspace U we may consider the orthogonal complement
For any subspace A of V , we will denote the intersection with the real form V R by
For example, B R means the corresponding real form of the Griess algebra B.
As | agrees with ( | ) on the real form V R , we will rather use ( | ) when we will be dealing with vectors spanned by vectors belonging to V R . In fact, we could work over the field R throughout the paper.
Idempotents in the Griess algebra
From now on, we only consider VOAs with the following property:
Then the degree 2 subspace B = V 2 has a structure of a commutative nonassociative algebra by setting x · y = x (1) y, for which the conformal vector ω is twice the unity. The algebra B has a unique symmetric bilinear form ( | ) B such that (x|y) B 1 = x (3) y which is invariant in the sense that (a · x|y) B = (x|a · y) B for all a, x, y ∈ B. These properties follow from the Cauchy-Jacobi identity (1.2).
Let ( | ) be an invariant bilinear form on V normalized so that (1|1) V = 1. The assumption (II) implies that L 1 V 2 = 0. Therefore, by the invariance (1.3), we have
for all a ∈ V 2 and v, w ∈ V . Therefore, for x, y ∈ B, we have (x|y) B = (x (3) y|1) = (y|x (−1) 1) = (y|x) = (x|y). Such an algebra B equipped with the form ( | ) is called the Griess algebra of V , for the algebra B in the case of the moonshine module V ♮ is a variant of the algebra originally constructed by Griess.
Let V be a VOA satisfying (II) and consider the Griess algbera B = V 2 . We will say by abuse of terminology that a nonzero vector e ∈ B = V 2 satisfying e · e = 2e an idempotent of the Griess algebra B Let e be an idempotent of the Griess algbera. Then it is obvious from the grading of V that e (n) e = 0 if n ≥ 4 or n = 2. This means that the field T e (z) = Y (e, z) satisfies the Virasoro operator product expansion 6) so that the modes L e n = e (n+1) of T e (z) are subject to the Virasoro commutation relation with the central charge c e = 2(e|e):
By abuse of terminology, we will call an eigenvalue of the operator L e 0 acting on B an eigenvalue of the idempotent e.
Vertex operator subalgebras
Throughout the paper, we mean by a vertex operator subalgebra of a VOA V , or rather by a subVOA, a graded subspace U which has a structure of a VOA such that the binary operations and the grading of U agrees with the restriction of those of V and that U and V share the same vacuum vector. However, we do not assume that they share the same conformal vector. When they do, we will call U a full subVOA.
Let S be any subset of V . Consider the subspace S VOA generated by S, i.e., the span of the elements of V of the form
where k is a nonnegative integer, a 1 , . . . , a k ∈ S and n 1 , . . . , n k ∈ Z. Then the subspace S VOA is in fact closed under the binary operations. If it owns a conformal vector with appropriate properties then it is a subVOA in our sense. Proof. Let ω = ξ + η be the decomposition of the conformal vector ω of V with respect to V = U ⊕ W . We will show that the vector ξ has the desired properties. First note that ξ, η ∈ V 2 , so 2ξ
we have ξ · ξ = 2ξ and ξ · η = 0. Thus ξ is an idempotent of B ∩ U , which gives rise to an action of the Virasoro algebra on U . Furthermore, for any
Since nu and ξ (1) u belong to U and η (1) u belongs to W , we see that
Hence the grading of U with respect to L ξ 0 agrees with the restriction of the grading of V . Finally, for any u ∈ U we have
The uniqueness is obvious. 
Proof. From the assumptions it follows that U R is closed under the binary operations. So we have (U |u (n) w) ⊆ (U |w) = 0 for any u ∈ U R and w ∈ W . This shows that
The lemmas above immediately imply the following. Proposition 1.4.3. Let V be a VOA satisfying the conditions (I) and (II). Then, for any nontrivial subset S of B R , the space S VOA generated by S has a unique structure of a subVOA of V . Now let us consider the case when the subVOA is generated by a subalgebra of the Griess algebra. The next lemma gives a sufficient condition for the Griess algebra of the subVOA to be equal to the generating subalgebra. Lemma 1.4.4. Let V be a VOA satisfying (I) and (II) and let A be a subalgebra of B.
If there exists a subset
Proof. Set U = A VOA . By the assumption, it suffices to show that U 2 · T = 0. Let a ∈ A R and t ∈ T . First note that (a|t) = (a · u|t) = (u|a · t) = 0 where u = ω/2 is the unity of B. Hence we have a (3) t = (a|t)1 = 0. We next consider the vector
as a particular case of the Cauchy-Jacobi identity (1.2). Hence a (2) (a (0) t) = 0, so (a (0) t|a (0) t) = (t|a (2) a (0) t) = 0 and we have a (0) t = 0 by the positivity condition (I). Hence A (n) T = 0 for all n ≥ 0, which yields U (n) T for all n ≥ 0 by the Cauchy-Jacobi identity again. In particular, we have U 2 · T = 0.
3-transposition Automorphisms
We will present some results on the realization of 3-transposition automorphisms from a set of idempotents in the Griess algebra. In particular, the notion of being (γ, δ)-realizable by a VOA will be defined, though at this moment not many examples of such a case are known to the author except for the case with γ = 1/2 and δ = 1/2.
Fusion property of the Griess algebra
Let V be a VOA satisfying the condition (II) and let B be the Griess algebra V 2 . We set
For each complex number h, consider the space
This is the space of highest weight vectors with the conformal weight h in B since L e 2 v = (e|v)1 = 0 on B e .
In this situation, we have the following (cf. [Mi1] ).
Lemma 2.1.1. Let V satisfy the conditions (I) and (II) and let e ∈ B R be a real idempotent. Then we have
Proof. The assertion (1) follows from (I) since c e = 2(e|e) and e = 0. Recall that B = V 2 is finite-dimensional by definition. Since (L e 0 a|b) = (a|L e 0 b) the action L e 0 on B R is given by a symmetric matrix by taking an orthonormal basis, so it is diagonalizable with real eigenvalues for which the eigenspaces are orthogonal to each other. Now suppose B e (h) = 0. Then there exists a nonzero real eigenvector x ∈ B R such that L e 0 x = hx. Note that (x|x) > 0 by the positivity (I) and by L e 1 x = 0; The latter follows from the assumption (II). Since 2h Next we wish to use the 'fusion rules' in order to get more restrictions on the structure of B. For convenience, we set
Let us say that the idempotent e has the fusion property of binary type with respect to the spectrum h = δ in B if the property
is satsified for all ε 1 , ε 2 ∈ Z/2Z.
Note that B e (0) · B e (0) ⊆ B e (0) and B e (0) · B e (δ) ⊆ B e (δ), but (B e (δ) · B e (δ)) ∩ Ce = {0} in general. Indeed, for x, y ∈ B e (δ), we have (e|x · y) = (e · x|y) = δ(x|y) = 0.
Pair of idempotents
Let us fix real numbers γ and δ such that 0 < γ and 0 < δ < 2. Let e be an idempotent with the central charge c = γ and let x be a vector in the Griess algebra such that x ∈ B e (0) ⊕ B e (δ) ⊕ C. Let the corresponding decomposition be x = x e (0) + x e (δ) + x e (2).
(2.5)
Then we have
Therefore,
Let e, f ∈ B be idempotents with the same central charge c = γ and suppose that e has the fusion property of binary type with respect to the spectrum h = δ. Suppose
On the other hand, by (2.7), we have
Consider the B e (δ)-components of these equalities and eliminate f e (0) · f e (δ) from them.
Then we obtain
If further f has the fusion property of binary type with respect to the spectrum h = δ, then we have the same equality with e and f being exchanged. Thus we have the following result.
Lemma 2.2.1. Let the assumptions above are satisfied and suppose further that δ = 1. Then either (e|f ) = δγ/8 or e f (δ) = f e (δ) = 0.
Suppose f e (δ) = 0, e f (δ) = 0. Then we have
Subtracting one from the other, we have
If e = f then (e|f ) = 0 hence e · f = 0. Otherwise e = f . Now consider the case when (e|f ) = δγ/8. To describe the situation, we set
(2.14)
Lemma 2.2.3. Let e and f be idempotents with the same central charge c = γ such that
Therefore, if e = f and (e|f ) = δc/8 then σ e (f ) = σ f (e). Note that in this case we have
The results obtained so far are summarized in the following theorem.
Theorem 2.2.4. Let e, f ∈ B be indempotents with the same central charge c = γ with the fusion property of binary type with respect to the spectrum
Then one of the following holds:
(1) (e|f ) = γ/2 and e = f .
(2) (e|f ) = 0 and e · f = 0.
(3) (e|f ) = δγ/8 and σ e (f ) = σ f (e).
Note 2.2.5. The results in this section in the case when γ = 1/2 and δ = 1/2 and some of their consequences are due to Miyamoto [Mi1] .
(γ, δ)-realizable groups
Let e ∈ B R be a real idempotent of the central charge c = γ with the fusion property of binary type with respect to the spectrum h = δ. Suppose that B = B e (0) ⊕ B e (δ) ⊕ Ce. Then we may understand the operation σ e as a linear map
The operator σ e acts by (−1) ε on B e [ε] for ε ∈ Z/2Z.
Proposition 2.3.1. Let e be an idempotent as above. Then the map σ e is an automorphism of the algebra B which preserves the bilinear form and we have τ σ e τ −1 = σ τ (e) for any automorphism τ of B.
Proof. Suppose x ∈ B e [ε 1 ] and y ∈ B e [ε 2 ]. Then x · y ∈ B e [ε 1 + ε 2 ] by the fusion property.
On the other hand, we have (σ e (x)|σ e (y)) = (−1) ε 1 +ε 2 (x|y) = (x|y) since if ε 1 + ε 2 =1 then (x|y) = 0. Now let τ be an automorphism of B and let x ∈ B e (h) where h = 0, δ or 2. Then since τ (e) · τ (x) = τ (e · x) = τ (hx) = hτ (x), we have τ (x) ∈ B τ (e) (h). Therefore, τ σ e τ −1 acts by (−1) ε on the space B τ (e) [ε] . This shows that τ σ e τ −1 = σ τ (e) .
Let E B be the set of the idempotents having all the properties assumed so far with respect to c = γ and h = δ. For a pair e, f ∈ E B , we write e ∼ f if (e|f ) = δγ/8 and e ⊥ f if (e|f ) = 0. When e ∼ f , we denote by e•f the vector σ e (f ), which is equal to σ f (e) by Theorem 2.2.4.
Let D B be the set of involutions of the form σ e for some e ∈ E B and let G B be the subgroup of Aut B generated by D B in Aut B.
Now we wish to consider the action of σ e not only on the Griess algebra B but also on the VOA V . To this end, we need the fusion property regarding the whole space V . Namely, we suppose that the space V decomposes as V = V e [0]⊕V e [1] so that the following properties are satisfied:
Then the automorphism σ e of B extends to an automorphism of the whole V by the action which inverts the vectors in the component V e [1] .
Consider the set E V of idempotents satifsying these properties and assume further that
[ε] for all g ∈ Aut V , e ∈ E V and ε ∈ Z/2Z.
Let D V be the set of involutions of the form σ e for some e ∈ E V and let G V be the subgroup of Aut V generated by D V in Aut V . Then by the same argument as in the proof of Proposition 2.3.1 and Corollary 2.3.2 we can show the following.
Proposition 2.3.3. Under the assumptions above, the map σ e is an automorphism of the VOA V such that τ σ e τ −1 = σ τ (e) for any automorphism τ of V . Consequently the pair
We will say that a 3-transposition group (G, D) is (γ, δ)-realizable by a VOA V if it is isomorphic to the 3-transposition subgroup (G V , D V ) of Aut V obtained as above. We will often identify (G V , D V ) with (G, D) without mentioning it explicitly. We will denote E V simply by E in the rest of the paper.
Centerfreeness
Let (G, D) be a 3-transposition group which is (γ, δ)-realizable by a VOA V satisfying (I) and (II). Let E be the set of associated idempotents defined as before:
(2.18) so that D = {σ e ∈ Aut V | e ∈ E}. The properties (1)-(3) in the preceding section are assumed.
Now since E is stable under the action of an automorphism of V , we have a homomorphism Aut V → Sym E of groups where Sym E denotes the symmetric group on the set E. Let G E be its image in Sym E and let K be the kernel of p| G :
(2.19)
Thus we have an exact sequence of groups
The following lemma is easily shown by a standard argument.
Lemma 2.4.1. The kernel K is the center of G.
Proof. Let τ be an element of K. Then, by the definition of K, it fixes the elements of E, so we have σ τ (e) = σ e . Since τ σ e τ −1 = σ τ (e) , we see that τ commutes with all the elements in D. Hence τ is central in G because G is generated by D. Conversely, let τ be central in G. Let e be an element of E and set f = τ (e). If there exists no element x ∈ E such that e ∼ x then D fixes e. Since D generates G and τ ∈ G, we have e = f in this case.
So let x ∈ E be such that e ∼ x. Then σ f (x) = σ τ (e) (x) = τ σ e τ −1 (x) = σ e (x) = x, which implies f ∼ x. Therefore, σ x (e) = σ e (x) = σ f (x) = σ x (f ). Applying σ x , we have e = f . Since τ (e) = e for an arbitrary e, we have τ ∈ K.
Since we are mainly interested in the classification of (G, D) rather than of V , it will not be unnatural to assume the following condition.
(III) The VOA V is generated by B and the space B spanned by E.
Proposition 2.4.2. Let V be a VOA satisfying the condition (I)-(III) . Then G = G E and the group G is centerfree.
Proof. If V is generated by the set E then the map G → G E is an isomorphism since the action of an automorphism on V is uniquely determined by its action on E. Hence by the proposition above, the group G is centerfree.
Indecomposability
Now let (G ′ , D ′ ) and (G ′′ , D ′′ ) be 3-transposition groups. Then their direct product is, by definition, the pair (G, D) where
which is again a 3-transposition group. Let us call a 3-transposition group indecomposable when it does not admit a nontrivial direct product decomposition.
The following lemma follows immediately from the construction of tensor product of VOAs. Conversely, suppose we have a nontrivial orthogonal decomposition of E, namely a decomposition E = E ′ ⊔ E ′′ into the disjoint union of nonempty subsets E ′ and E ′′ such that E ′ ⊥ E ′′ . Let V ′ and V ′′ be the the subVOA generated by E ′ and E ′′ respectively. By (I), V ′ and V ′′ are simple VOAs, so is their tensor product V ′ ⊗ V ′′ of VOAs. Since E ′ ⊥ E ′′ , we have u ′ (n) u ′′ = 0 for all u ′ ∈ V ′ , u ′′ ∈ V ′′ and n ≥ 0. Hence, by the property of the tensor product of VOAs, there is a homomorphism V ′ ⊗ V ′′ → V of VOAs (cf. [MN] ), which is surjective by (III) and is an isomorphism by the simplicity.
Therefore, we may suppose without loss of generality that our group (G, D) is indecomposable. This means that the set E does not have a nontrivial orthogonal decomposition. We will say in such a case that the set E is indecomposable by abuse of terminology.
On the other hand, if E consists of one element then V is merely isomorphic to L(γ, 0). Hence we may further suppose |E| ≥ 2 without loss of generality. Then for any e ∈ E there is at least one element f ∈ E such that e ∼ f , hence we have {e, f, σ e (f )} ⊆ E; So in fact |E| ≥ 3.
Thus we have come to the following assumption:
(IV) The set E is indecomposable and |E| ≥ 3.
Under this assumption, we have the following lemma.
Proof. It suffices to show the injectivity. Suppose σ e = σ f . By (IV) there is an element g ∈ E such that e ∼ g.
Algebras associated with 3-transposition Groups
We will associate an algebra equipped a bilinear form to the Fischer space associated with any 3-transposition group so that it agrees, in case the group is (γ, δ)-realizable by a VOA, with the Griess algebra of the VOA. We will relate the positivity of the bilinear form to the condition on the least eigenvalue of the diagram of the Fischer space. The realizability with respect to particular values of γ and δ will be examined for a few examples of small groups.
Fischer spaces
We review the notion of the Fischer space associated with a 3-transposition group and its characterization due to Buekenhout. See [We1] , [Ha1] , [CH] and [As] for detail.
A partial linear space consists of a set X called the set of points and a set L of subsets of X called the set of lines such that any two points lie on at most one line and any line has at least two points. Consequently for any lines ℓ 1 and ℓ 2 we have either ℓ 1 ∩ ℓ 2 = ∅, |ℓ 1 ∩ ℓ 2 | = 1 or ℓ 1 = ℓ 2 .
Let X be partial linear space in which each line consists of three points. Two distinct points x and y are called collinear if they lie on a line. The diagram of a partial linear space (X, L) is the collinearity graph of the space, namely the graph with the set of vertices X such that two points are adjacent (connected by an edge) if and only if they are collinear. For a pair x, y of distinct points of X, we write x ∼ y if x and y are collinear and x ⊥ y if not. When x ∼ y, we denote by x•y the third point on the line through x and y.
Dual affine plane of order 2 Consider the set X = {x 12 , x 13 , x 14 , x 23 , x 24 , x 34 } of 6 points and let the lines be given by
The space (X, L) is called the dual affine plane of order 2 since it is the dual (with points and lines being exchanged) to the affine plane F 2 2 of order 2. The associated diagram is formed by the vertices and the edges of an octahedron.
Affine plane of order 3 Consider the set X = {x ij | 0 ≤ i, j ≤ 2} of 9 points and let a 3-set {x ij , x kl , x mn } be a line if and only if (i + k + m, j + l + n) ≡ (0, 0) mod 3. The resulting space with 9 points and 12 lines is the affine plane of order 3. The associated diagram is the complete graph on 9 vertices.
According to Buekenhout (cf. [CH] ), a partial linear space (X, L) for which the lines consist of three points is called an (abstract) Fischer space if it satisfies the following propery:
(FS) For any two intersecting lines ℓ 1 and ℓ 2 the span of them is isomorphic either to the dual affine plane of order 2 or to the affine plane of order 3. Now, let (G, D) be a 3-transposition group. The partial linear space associated with (G, D) is the pair (X, L) with X = D the set of points and L the set of lines such that a subset ℓ ⊆ D is a line if and only if ℓ consists of three points which generate a subgroup of G isomorphic to S3. In other words, ℓ is a line if and only if ℓ is given by {σ, τ, τ σ } for some σ, τ ∈ D with the order of στ being 3. The following observation is fundamental ( [Fi] , cf. [CH] , [As] ).
Proposition 3.1.1 (Fischer) . Let (G, D) be a 3-transposition group. Then the partial linear space associated with (G, D) is a Fischer space. Now, conversely, let (X, L) be an abstract Fischer space. Then, for x ∈ X, let σ x be the permutation of X defined by setting σ x (y) = y when x and y are not collinear, z when {x, y, z} is a line. (3.2)
Then due to Bueknehout the pair (G, D) where D = {σ x | x ∈ X} and G = D is a centerfree 3-transposition group. The group constructed from the dual affine plane of order 2 is isomorphic to the symmetric group S4 of degree 4 and the one for the affine plane is of shape 3 2 : 2.
Remark 3.1.2. If (G, D) is (γ, δ)-realizable then, thanks to Lemma 2.5.2, we may identify the Fischer space of (G, D) as the space for which the set of points is the set E (cf. (2.18)) such that a 3-set ℓ is a line if and only if ℓ = {e, f, e•f } for some e and f with e ∼ f (recall that e•f = σ e (f ) = σ f (e)). Similarly, we can identify the diagram as the graph on the set E with e and f being adjacent if and only if e ∼ f . casesx ·ỹ (x|ỹ) 
Algebras associated with a Fischer space
A Fischer space is said to be connected if the associated diagram is connected. Let X be a connected Fischer space. Then the associated 3-transposition group acts transitively on the points. We denote the number of the points of X and the valency of the diagram as
respectively. Let X be any Fischer space and let γ and δ be any complex numbers. Assign the symbolx to each x ∈ X and regard the set {x | x ∈ X} as a basis of the vector spacẽ
(3.4)
We make this space into an algebra equipped with a bilinear form by Table 1 . Obviously the multiplication is commutative and the bilinear form is symmetric. It is less obvious but can be easily shown by using the characterizaton of the Fischer space (see Sect. 3.1) that the form is invariant with respect to the multiplication: (ẽ ·f |g) = (f |ẽ ·g).
(3.5)
Finally, suppose 4 + kδ = 0. Then, for any y ∈ X, we have
Therefore, the vectorω = 4 4 + kδ x∈Xx (3.7)
satisfiesω ·ỹ = 2ỹ for any y ∈ X: The vectorω is twice the unity of the algebraB. Now the value cω = 2(ω|ω) is given by 2 4 4 + kδ .8) which, if the associated 3-transposition group is (γ, δ)-realizable by a VOA, turns out to be the rank of the VOA.
To summarize, we have obtained the following result.
Proposition 3.2.1. For any Fischer space X, the algebraB is a commutative nonassociative algebra equipped with a symmetric invariant bilinear form. If 4 + kδ = 0 then the algebra has a unity.
Now let (G, D) be a 3-transposition group which is (γ, δ)-realizable by a VOA satisfying (I)-(IV). We identify the set E of idempotents given by (2.18) with the Fischer space X associated with (G, D). Consider the map π :B → B,ẽ → e.
(3.9)
Then obviously
Then the map π defined above is a surjective homomorphism of algebras that perserves the bilinear form and the kernel of π agrees with the radical of the form ( | ).
Furthermore, the rank of the VOA V is equal to c V = 4νγ/(4 + kδ).
Remark 3.2.3. The structure of an algebra with a bilinear form such as in the theorem is unique up to the choice of parameters γ and δ.
Note 3.2.4. Our algebraB or B differs from those considered by Norton [No] in the existence of a unity. Our algebra is a generalization of those considered in Dong et al. [DLMN] (see Sect. 4.2).
Thus the multiplication table of the Griess algebra is determined by the Fischer space. On the other hand, the bilinear form on B is determined by the diagram of the 3-transposition group. Indeed, the Gram matrix on the spaceB is the matrix
where A is the adjacency matrix of the diagram. Let s be the least eigenvalue of the matrix A.
Since the form ( | )| B R is positive-definite, we have the following: 
Examples for small groups
We will use the symbol p m to denote the elementary abelian group (Z/pZ) n as frequently used in finite group thoery. For a group G and a G-module N , the symbol N : G means a split extension of G by N .
Projective line of order 2 (The group S3)
Let G = S3 and let D be the set of transpositions:
is an indecomposable centerfree 3-transposition group. The associated Fischer space is X = {e 1 , e 2 , e 3 } with only one line: L = {X}. The associated algebra is B = Ce 1 ⊕ Ce 2 ⊕ Ce 3 with the multiplication table
(e 1 + e 2 + e 3 ) (3.13)
is the conformal vector and the rank is given by
(3.14)
Set ξ = e 1 and η = ω − e 1 . Then they are idempotents with the central charge For γ = 1/2 and δ = 1/2, we have c ξ = 1/2 and c η = 7/10. By inspecting the decomposition with respect to L(1/2, 0) ⊗ L(7/10, 0) it is not difficult to see that our algebraB is isomorphic to the Griess algebra of
The existence of a VOA structure on this space is easily seen by looking at the VOA V
; See the next subsection and Sect. 4.2. The VOA structure as well as its representation theory is studied by Lam and Yamada [LY] . Now let us turn to the case when γ = 1/2 and δ = 1/16. A recent result of Miyamoto [Mi2] guarantees the following. and the VOA contains a subspace
Note 3.3.3. By [Mi2] , such a VOA is constructed in the moonshine module V ♮ whose automorphism group is the Monster, the largest sporadic finite simple group. Indeed, by Conway [Co] , an idempotent called the transposition axis is assigned to each involution in the conjugacy class 2A in the Monster which turns out to be an idempotent with the central charge c = 1/2 ( [Mi1] ). Now take two elements of 2A such that their product falls into the class 3C then, by [Mi2] , subalgebra generated by these idempotents must have the properties for the Griess algebra which realize S3 for c = 1/2 and h = 1/16 as above. Recently C.-H. Lam [La] has given a construction of the same VOA independent of the Monster. The multiplication rule e · f = (1/4)(e + f − e•f ), up to normalization, is already given in the row of the class 3C in Table 3 of [Co] .
Remark 3.3.4. It is more or less obvious from the consideration above that the group S3 is both (7/10, 3/2)-realizable and (21/22, 31/16)-realizable.
Dual affine plane of order 2 (The group S4)
Let G = S4 and let D be the set of transpositions: (e 12 + e 13 + e 14 + e 23 + e 24 + e 34 ) (3.21)
Consider the subalgebra of the Griess algebra spanned by the e 12 , e 23 , e 13 . Then it is the algebra associated with the projective line of order 2 as described in the preceding subsection. Let e 123 be the conformal vector of this subalgebra and set e 1234 = ω. Set ξ = e 12 , η = e 123 − e 12 and ζ = e 1234 − e 123 . Then the three vectors ξ, η, ζ generate mutually commutative Virasoro actions. Hence we have an embedding
where the central charge is given by
respectively.
Proposition 3.3.5. The group S4 is (1/2, 1/2)-realizable.
The group is realized by the VOA V
Note 3.3.6. The author does not know whether S4 is (1/2, 1/16)-realizable or not. The consideration as in the proof above does not prohibit the existence of such VOA numerically.
Remark 3.3.7. There exists an eigenvector with nonzero norm with respect to η whose eigenvalue is equal to δ(1 − δ)/(2 + δ), which has to be positive by the assumption (I). Therefore, if S4 is (γ, δ)-realizable then 0 < δ < 1.
Affine plane of order 3 (The group of shape 3 2 : 2)
Let X be the affine plane of order 3 and let (G, D) be the associated 3-transposition group. Then the group G has the structure 3 2 : 2, where the generator of 2 = Z/2Z acts by inverting the vectors of 3 2 = F 2 3 . The structure of the Fischer space is described in Sect. 3.1. We have ν = 9 and k = 8 for the associated diagram.
Suppose that (G, D) is (γ, δ)-realizable by a VOA V . Then
Consider the subalgebra of the Griess algebra B 0 * spanned by the e 00 , e 01 , e 02 . Then B 0 * is isomorphic to the algebra associated with the projective line of order 2 as described in the preceding subsection. Let e 0 * be the conformal vector of this subalgebra and e * * be the conformal vector ω. Set ξ = e 00 , η = e 0 * −e 00 and ζ = e * * −e 0 * . Then the three vectors ξ, η, ζ give mutually commutative Virasoro actions. Hence we have an embedding (3.26) where the central charge is given by
Proposition 3.3.8. The group 3 2 : 2 is not (1/2, 1/2)-realizable.
Proof. Consider the vectors η = 4 5 (e 00 + e 01 + e 02 ) − e 00 , w = e 10 + e 11 + e 12 − e 20 − e 21 − e 22 . (3.28)
Then, as we have already observed, the vector η is an idempotent which generates a subVOA isomorphic to L(7/10, 0). Further, we have η · w = (7/10)w and (w|w) = 3/2. The former means L η 0 w = (7/10)w and the latter implies w = 0. Hence the vector w is a highest weight vector of conformal weight 7/10 with respect to the action of the Virasoro algebra with the central charge c = 7/10. However, this is impossible because the conformal weight of unitary irreducible highest weight representations of the central charge c = 7/10 are only 0, 1/10, 3/5, 3/2, 3/80 and 7/16 ( [FQS] ). Note 3.3.9. The author does not know whether 3 2 : 2 is (1/2, 1/16)-realizable or not. In fact, the eigenvalues as in the proof are 0, 31/16, 1/11, 5/176, 21/176, which are all allowed values of the conformal weight of unitary highest weight representations of L(21/22, 0). Remark 3.3.10. By the same reason as Remark 3.3.7, we see that if 3 2 : 2 is (γ, δ)-realizable then 0 < δ < 1.
4 Classification of (1/2, 1/2)-realizable Groups
We will restrict our attention to the case γ = 1/2 and δ = 1/2 and show the main result.
3-transposition groups of symplectic type
Let (G, D) be a centerfree 3-transposition group. It is called of symplectic type if the affine plane of order 3 does not occur in the associated Fischer space. Such groups are classified by J.I. Hall in [Ha1] and [Ha2] . Here the natural module, which we will denote by F in the sequel, is isomorphic to 2 2n for O ± 2n (2), or Sp 2n (2). Since S2n+1 and S2n+2 are embedded in the symplectic transformation on the space 2 2n , we understand that the natural module for these groups is 2 2n . Note that S4 ≃ 2 2 : S3. We denote by G * the group without an extension by the natural modules.
Let us first consider the case without an extension. Then the group G = G * is a rank 3 permutation group on the set D and the associated diagram is a strongly regular graph (cf. [Fi] , [We1] ). Let D (1) be the elements of D which commutes with a fixed element of D and D (2) be that with two fixed noncommuting elements of D. (They are usually denoted by D d and D d,e respectively.) The elements of D (2) actually commute with 3 elements that correspond to a line in the associated Fischer space. We set G (1) = D (1) and G (2) = D (2) . Table 2 summarizes the inductive structure of those 3-transposition groups of symplectic type (cf. [We2] ).
From Table 2 , we can compute the standard parameters (ν, k, λ, µ) of the associated diagram by standard techniques as follows (cf. [Bos] , [Hi] ). We set
The eigenvalues of the diagram are k and the roots of
Let r be the greater root and s the lesser one: For our later purpose, we also consider the multiplicity g of the least eigenvalue s; It is given by the following formula:
Now, let us turn to the case with an extension: By the theorem of Hall mentioned above, we have G = F m : G * for some m where F is the natural module over G * .
Let X * be the Fischer space associated with the group G * and let X be the set 2 m × X * . Define the structure of a partial linear space on the set X by letting a 3-set {(p, x), (q, y), (r, z)} be a line if and only if {x, y, z} is a line of X * and p + q + r ≡ 0 modulo 2. It is easy to check that the space X = 2 m × X * is a Fischer space of symplectic type. By the theorem of Hall, we have the following. In particular, the diagram associated with G or X is identified with the graph on the set 2 m × X * with two vertices (p, x) and (q, y) being adjacent if and only if x ∼ y. Hence we have the following. 
where A * is the adjacency matrix of the diagram associated with X * .
The eigenvalues of A are simply 0 and 2 m times the eigenvalues of A * . In particular, we have s = 2 m s * , g = g * .
The results are summarized in Table 3 .
Groups related to root systems
Let R be a root system of simply-laced type. We denote the root lattice by the same symbol R. Let √ 2R be the root lattice with the norm being multiplied by 2, which is
(2) n ≥ 4 2 2n−1 −2 n−1 2 2n−2 −2 n−1 2 2n−3 −2 n−2 −2 n−2
Sp 2n (2) n ≥ 3 Table 3 : Parameters of the diagram denoted by R(2) in other areas of mathematics. Let V √ 2R denote the VOA associated with this lattice and let
be the fixed-point subspace with respect to the involution θ which is a lift of the −1 isometry of the lattice ( [FLM] ).
It is well known that V
is a full subVOA of V √ 2R satisfying the properties (I)-(IV) for γ = 1/2 and δ = 1/2. In particular, for an idempotent in E, we have
where V (0) and V (1/2) are the sum of components isomorphic to L(1/2, 0) and L(1/2, 1/2) respectively as a module over the Virasoro algebra with the central charge 1/2 generated by the idempotent. The properties ( is described by Dong et al. [DLMN] . Let us first recall this in our terms.
Let R + be the set of positive roots and let X * be the partial linear space on the set R + such that a 3-set is a line if and only if it is the set of the three positive roots in a subsystem of type A 2 . Now apply the construction in Proposition 4.1.2 to X * with m = 1. Then the algebraB associated with the resulting Fischer space X = 2 × X * covers the Griess algebra of V + √ 2R when γ = 1/2 and δ = 1/2 (see Proposition 3.2.2). The algebraB is nothing else but the algebra B + in [DLMN] .
Let us denote by B the Griess algebra of V
and let B * be the subalgebra generated by the image of X * . The spaces X and X * are the Fischer space associated with the groups G and G * as given in Table 4 . Consider the subVOA V * generated by the subalgebra B * . We will show below that V * 2 agrees with B * . Letω be twice the unit of the larger algebraB and letω * be that ofB * . Set
Consider the eigenspace decomposition of the large algebraB with respect to the adjoint action byη. Obviously, the small algebraB * is contained in the eigenspace with the eigenvalue 0. Then the induced action ofη on the quotient spaceB/B * is given by the following matrix: Table 4 are (1/2, 1/2)-realizable by a VOA satisfying (I)-(IV).
There are some more groups which are (1/2, 1/2)-realizable. The complete list will be given in the next section. Note 4.2.4. For E 8 type root system, the central charge of η is equal to 1/2. This implies that for E 8 we have more idempotent with the central charge 1/2. The detailed account for the Griess algebra of V
(2) is given in [Gr] . The full automorphism group of V
for other types of root system is described in [Sh] .
Note 4.2.5. For the DE type root system, we have the following formula:
where R is the root system, R + a set of positive roots, ℓ the rank and g the multiplicity of the least eigenvalue of the graph defined on R by setting α ∼ β if and only if α, β = ±1. 4.3 Classification of (1/2, 1/2)-realizable groups Let (G, D) be a centerfree 3-transposition group which is (1/2, 1/2)-realizable. Recall Proposition 3.3.8. This implies that the associated Fischer space is of symplectic type. On the other hand, Theorem 3.2.5 says that the least eigenvalue of the adjacency matrix A of the diagram of X must be greater than or equal to −8.
Among the groups in Table 3 , the cases with s ≥ −8 are only:
so the allowed extensions are as follows.
The parameters are listed in Table 5 . We have already seen in Proposition 4.2.3 that the groups in Table 4 Table 5 .
5 Miscellaneous results and speculation 5.1 Groups (1/2, 1/2)-realized by a VOA of class S
4
Let us consider the property of being of class S 4 considered in [Ma] . Let V be a VOA of class S 4 satisfying (I)-(IV) with an idempotent e ∈ B with the central charge 1/2 such that L(1/2, 1/16)-components are absent in the decomposition with respect to the Virasoro action generated by the vector e. Then the dimension of the Griess algebra is determined by the rank where we have included the case S2 additionally. This sequence resembles the pattern of exceptional series A 1 ⊂ A 2 ⊂ D 4 ⊂ E 6 ⊂ E 7 ⊂ E 8 of simply-laced root systems.
(1/2, 1/16)-realizable groups and the Monster
Next, let us consider the case when (G, D) is a centerfree 3-transposition group which is (1/2, 1/16)-realizable. Then, by Theorem 3.2.5, the least eigenvalue of the diagram is greater than or equal to −64. Such groups are (1/2, 1/16)-realizable at the level of the algebra B; The problem is to show the existence of a VOA satisfying (I)-(IV) whose Griess algebra coincides with B. Now considering the moonshine module V ♮ , we have the following observation (cf. Then the pair (G, D) where G = D must be a 3-transposition group for which the least eigenvalue of the diagram is greater than or equal to −64 and the central charge is less than or equal to 24.
However, there is not much information on (1/2, 1/16)-realizable groups; The author does not know the possibility of such a subgroup in the Monster except for S3.
Simple group of order 168 and Steiner triple system
Consider the projective plane over F 2 , called the Fano plane, consisting of seven points x 1 , . . . , x 7 for which the lines are {x 1 , x 2 , x 3 }, {x 1 , x 4 , x 5 }, {x 1 , x 6 , x 7 }, {x 2 , x 4 , x 6 }, {x 2 , x 5 , x 7 }, {x 3 , x 4 , x 7 }.
1 The formula (3.6) in [Ma] should read (−22 + 2c)d = c(−37 − 10c).
Though this is not a Fischer space, we may associate an algebraB with a bilinear form as in Table 1 in Subsect.3.2 as well. Then the bilinear form is actually invariant with respect to the multiplication and the algebra has a unity if δ = −2/3.
However, this algebra does not satisfy the fusion property of binary type with respect to the idempotent corresponding tox i for each i = 1, . . . , 7, and the corresponding involution does not give us an automorphism of the algebra.
Nevertheless, for γ = 4/5 and δ = 2/3, the algebra B associated with the Fano plane is isomorphic to the Griess algebra of a VOA of rank 14/5 for which the automorphism group agrees with the automorphis group of the Fano plane: the simple group of order 168 isomorphic to GL 3 (2) and PSL 2 (7). Such a VOA is in fact realized as a certain subVOA
. Note that the VOA V
is isomorphic to the Hamming code VOA V H 8 , whose automorphism group has the shape 2 6 : (GL 3 (2) × S3); see [MM] . The VOA V can be equally realized as a full subVOA of the VOA associated with the level one integrable highest weight representation of the affine Lie algebra of type G
2 by taking the fixed-point subspace with respect to the action of an elementary Abelian group 2 3 . Now, Let X be any partial linear space X such that each of the lines consists of three points. Then we may associate the algebraB with the bilinear form by Table 1 . Then obviously the multiplication is commutative and the form is symmetric. Moreover, the form ( | ) of the algebraB is invariant with respect to the multiplication · if and only if the space X has the following properties:
(1) If x ∼ y ∼ z then rel (x•y, z) = rel (x, y•z).
(2) If x ⊥ y ∼ z ⊥ x then x ⊥ y•z.
Here rel (x, y) = * if x * y where * is either =, ⊥ or ∼.
For instance, any Steiner triple system clearly satisfies the condition (1) with the condition (2) being trivial. It will be interesting to study the spaces X satisfying the conditions (1) and (2) above.
