The Clean Air Act mandates that the US Environmental Protection Agency (EPA) develop National Ambient Air Quality Standards for criteria air pollutants and conduct periodic reviews of the standards based on new scientific evidence. In recent reviews, evidence from epidemiologic studies has played a key role. Epidemiologic studies often provide evidence for effects of several air pollutants. Determining whether there are independent effects of the separate pollutants is a challenge. Among the many issues confronting the interpretation of epidemiologic studies of multi-pollutant exposures and health effects are those specifically related to statistical modeling. The EPA convened a workshop on 13 and 14 December 2006 in Chapel Hill, North Carolina, USA, to discuss these and other issues; Session Three of the workshop was devoted specifically to statistical modeling. Prominent statistical modeling issues in epidemiologic studies of air pollution include (1) measurement error across the co-pollutants; (2) correlation and multi-collinearity among the co-pollutants; (3) the timing of the concentration-response function; (4) confounding; and (5) spatial analyses.
Introduction
The Clean Air Act requires the US Environmental Protection Agency (EPA) to develop National Ambient Air Quality Standards (NAAQS) for criteria air pollutants and to review the standards periodically. NAAQS have been established for six criteria pollutants: ozone (O 3 ), particulate matter (PM), carbon monoxide (CO), lead, nitrogen dioxide (NO 2 ), and sulfur dioxide (SO 2 ). Review of the NAAQS entails evaluation of the newly available scientific evidence related to health and environmental effects of that pollutant. Epidemiologic studies that have reported associations between ambient air pollutants and a range of health effects have provided important new information for recent reviews of the NAAQS. For example, epidemiologic studies provided key evidence used in revisions of the NAAQS for PM (62 FR 38651, 18 July 1997; 71 FR 61144, 17 October 2006) . Such studies indicated that exposure to ambient PM was associated with effects ranging from changes in pulmonary function to premature mortality (Environmental Protection Agency, 2004) . Numerous studies have reported associations between health effects and several air pollutants (Gauderman et al., 2002; Pope et al., 2002; Vedal et al., 2003; Cendon et al., 2006; Fung et al., 2006; Lee et al., 2006) . A key challenge in interpreting the results of such studies is distinguishing between effects of the various air pollutants. It is possible that several air pollutants may have independent effects related to the same health outcome within the same causal mechanism or across multiple modes of action. However, it is also possible that several air pollutants are variously correlated surrogates and may be acting as indicators of one single pollutant or air pollution mixture. These issues have been faced in the EPA's review of the NAAQS for O 3 (Environmental Protection Agency, 2006) and will continue to be raised in upcoming reviews of the NAAQS for other air pollutants, including NO 2 and SO 2 .
There are several key issues for evaluating the evidence from epidemiologic studies on effects of several air pollutants; these issues were discussed at the US EPA sponsored workshop on 13 and 14 December 2006 in Chapel Hill, North Carolina, USA. One group of important considerations is related to the statistical modeling or analytic methods used in the studies. This article briefly summarizes the panel discussion that took place during the third session of this workshop. Prominent statistical modeling issues in epidemiologic studies of air pollution include (1) measurement error across the co-pollutants; (2) correlation and multicollinearity among the co-pollutants; (3) time windows in the concentration-response function; (4) confounding; and (5) spatial analyses. New methodologies and approaches to advance future epidemiologic research in the area of air pollution health effects were also discussed in the panel discussion.
The session was chaired by Thomas Bateson (US EPA) and Mary Ross (US EPA), and included Brent Coull (Harvard University), Michael Jerrett (University of California, Berkeley), Bryan Hubbell (US EPA), Kazuhiko Ito (New York University), Thomas Lumley (University of Washington), Duncan Thomas (University of Southern California), and Sverre Vedal (University of Washington) serving as panel members.
Measurement error across the co-pollutants
The effect of exposure measurement error on modeled effect estimates depends on the type of error. Measurement errors of surrogate exposure metrics evaluated in air pollution studies are typically of the Berkson or classical types (Zeger et al., 2000) . The Berkson error model is appropriate when the surrogate exposure metric represents a measurable environmental factor shared by a group of participants whose individual exposures might vary because of timeactivity patterns. The classical error model is appropriate when the differences between the measured ambient levels of pollution and the true exposure are independent of the true exposure. The two error types are generally understood to represent extremes of a continuum with most exposure errors combining elements of both. However, the consequences of each error are different (Thomas et al., 1993) .
In most time-series epidemiology studies, Berkson error will not bias effect estimates but will tend to increase the variance of the regression coefficient (Zeger et al., 2000) . Classical measurement error, on the other hand, tends to bias any true effect toward the null with the effect attenuation depending on the error variance of the surrogate relative to the variance of the true exposure. The result is often that coefficients for variables measured with substantial error will be more attenuated than those with less error.
Much of the discussion at the workshop turned on the impact of exposure measurement errors, with several participants noting that the general tendency of classical non-differential measurement error to attenuate relative risk estimates did not necessarily apply in the multivariate setting. As noted by Zeger et al. (2000) , it was possible in a bivariate model with correlated exposures for a well-measured noncausal variable to absorb some of the effects of a less wellmeasured causal variable. However, for transfers to be large, the covariates or their measurement errors need to be substantially correlated (r40.95 in simulations) (Schwartz and Coull, 2003) . The consequence would be parameter estimates that could be biased away from the true value toward spuriously stronger positive (or negative) effects but only with extremely strong negative correlation between measurement errors. A spurious association for a variable that, in fact, has no effect can only occur when that variable is substantially correlated with one or more variables that do actually have an effect (Zeger et al., 2000) .
Dr. Hubbell described a potential source of exposure error related to behavioral modification of activity patterns. Epidemiologic studies do not take into account behavioral responses to air pollution information, for example reducing activity levels during days when Air Quality Index (AQI) levels are reported to be in the unhealthy range. Thus, model specifications may suffer from potential omitted variable biases, and the relationships between the health outcomes and ambient air pollution may be systematically modified by behavioral variables (like the AQI). Recent papers are suggestive of this modification (Neidell, 2004 (Neidell, , 2006 , and earlier studies (e.g., Bresnahan et al., 1997) have shown that people do change their outdoor activity levels in response to high levels of air pollution. Dr. Hubbell recommended that future epidemiologic studies include behavioral modification variables and ideally use statistical model specifications derived from an underlying theoretical model of behavior (Chen et al., 2002; Brandt and Hanemann, 2003) . This issue may become more prominent following wider adoption and greater public understanding of the AQI for O 3 and PM. A possible consequence is that when comparing epidemiologic studies over time, the effect of O 3 and/or PM may appear to be diminishing (on a per unit basis) because of greater levels of averting behavior. If individuals successfully avert exposure to high levels of air pollution, then the relationship between the ambient concentrations and health effects may fall, even if the relationship between personal exposure and air pollution remained the same. PM effectively penetrates indoors but this could be the case for O 3 because ambient concentrations would further overestimate true personal exposures with averting behavior. In other words, the addition of behavioral modification increases the level of measurement error when ambient concentrations are used as a surrogate for personal exposure.
The spatial aspects of exposure measurement errors are discussed further in a subsequent section on spatial analyses.
Correlation and multi-collinearity among the co-pollutants
The central issue of collinearity, or multi-collinearity, is the statistical difficulty in separating the independent effects of correlated covariates as more than one variable may effectively explain the same variability in the outcome. Standard regression models can have difficulty in assigning the co-explained portion of the outcome to each covariate. Analytic results can produce unstable effect estimates with concomitant high standard errors.
Dr. Thomas summarized a range of standard statistical approaches to the multi-collinearity problem, in addition to those based on incorporating gene-environment interactions and toxicology that he described in his formal presentation. As is well known, standard multiple regression techniques can lead to highly unstable regression coefficients when the variables are highly correlated; therefore, stepwise variable selection methods typically do not do a good job of selecting the truly causal ones from a highly correlated set of variables and are not recommended in air pollution epidemiology. Hierarchical regression methods (Witte et al., 1994) offer one potential way out of this dilemma by adding a second-level that describes the distribution of regression coefficients from the data model, possibly including characteristics of the different study populations that were used to estimate the regression coefficients. Hierarchical regression methods can limit the impact of collinearity by taking advantage of differences in community characteristics to explain some of the variability in co-pollutant collinearity across the different study populations. For example, Bell et al. (2004) used hierarchical models for combining relative rates across communities to estimate a national average relative rate, taking into account spatial heterogeneity. Others have developed Bayesian semi-parametric hierarchical models for estimating time-varying effects of pollution on mortality in multi-site time-series studies (Peng et al., 2005 ).
An alternative approach described by several participants involves some form of regression on principal components, in which the set of pollution variables is analyzed first to extract a subset of linear combinations that account for most of the variability, and then these constructs are used as predictors of the health outcome . Although this overcomes the multi-collinearity problem, the components may be difficult to interpret and the approach does not incorporate any external knowledge in the way the hierarchical modeling framework does.
Dr. Thomas noted that another approach to the multicollinearity problem is through model selection. Standard confidence limits on the regression coefficients from a single ''best'' model do not reflect the uncertainty in selection of covariates for inclusion in the model. Bayesian model averaging offers a way around this problem by averaging across all possible models, yielding coefficients and standard errors that reflect this uncertainty about model form (MacLehose et al., 2007; Thomas et al., 2007a) . This approach has been used with some success in time-series air pollution studies as a way of accounting for uncertainty about which weather covariates to adjust for (Clyde, 2000) , but the technique can be misused, as in Koop and Tole (2004) analysis that essentially concluded that the uncertainties about model form were so large that no conclusions could be reached about the contribution of specific constituents. Their analysis has been criticized by Thomas et al. (2007b) who argued that Bayesian model averaging was useful for developing models with high predictive accuracy, but could not be expected to yield meaningful estimates and standard errors in the face of extreme multi-collinearity.
Time windows of exposure-effect
Another important set of statistical modeling issues confronting the conduct and interpretation of air pollution epidemiology studies is the timing of the concentrationresponse. Single-day lag effects are commonly assessed in the air pollution literature, while distributed lag effects offer greater flexibility and can be assessed in unconstrained models that fit regression parameters for each lag (lag 0, lag 1, lag 2, etc.). Other possibilities include constrained models (average lags of 0-1 or 2-4 days) or polynomial distributed lag model (Almon, 1965; Gold et al., 1999) . Distributed lag modeling has become popular in time-series studies assessing the association between mortality and pollution levels recorded on days prior to an event. Dr. Coull discussed the use of distributed lag modeling in panel studies, in which health assessments are recorded repeatedly for each subject, and pollution levels are recorded semicontinuously over time prior to each health assessment. Used in multi-pollutant models, the methods allow one to (1) express health pollution associations either in terms of lagged exposures or multiple day exposures, (2) address the multiple comparison problem of testing health effects associated with multiple lags of exposure, and (3) address measurement error in the pollution measurements.
Dr. Coull presented examples of a typical panel study structure, where, for each subject, health outcome(s) were measured repeatedly to include multiple clinic visits and multiple field trips (Adar et al., 2007) . Particle and gas levels were measured semi-continuously over time. Dr. Coull utilized univariate lag, moving average models, distributed lag models, and introduced successively de-noised pollution profiles to adjust for measurement error. His dependent variables included IL-6, C-reactive protein, and WBC, all of which are measures of systemic inflammation. Dr. Coull also demonstrated this statistical approach in a multi-pollutant model. One issue of concern is that the modeling of a potential confounder such as temperature will likely have a different lag structure for each pollutant in single pollutant models. In a multi-pollutant model, this can lead to measurement error caused by temporal misalignment. Newly developed approaches can lead to a single overall test of association across several distributed lag functions and have promise for reducing measurement error, but are currently limited in applicability due to lack of availability of userfriendly software.
In chronic exposure studies, Laden et al. (2006) examined the change in dose-response over many years of follow up. As pollution declined, the relative risk of mortality also decreased. Jerrett et al. (2007) also examined longer-term time windows, with sulfate effects generally declining over the 18-year follow up, but PM 2.5 effects increased over time. One plausible explanation offered by Jerrett et al. (2007) is the overall shift in the composition of particles over time toward the more toxic components associated with mobile source pollution. Although formative, these approaches in chronic studies may lead to greater understanding of the relative contribution of different pollutants to observed doseresponse relationships.
Confounding
Confounding is one of the central issues in statistical modeling of epidemiologic studies of air pollution. In the context of air pollution epidemiology that focuses on the effects of short-term changes in pollutant concentrations, many risk factors for the health outcomes of interest are constant or slowly changing in time and therefore are not potential confounders because they are not associated with day-to-day changes in air pollution. Potential confounders of concern are those which do change over the shorter-term time scale relevant to air pollution. These include seasonality, day of the week, and often a collection of meteorological parameters such as temperature, humidity, and barometric pressure. Other potential confounders include co-pollutants such as PM concentration, and the concentrations of NO 2 , SO 2 , and O 3 . The major statistical challenge is to control adequately for the confounding effects of time-varying covariates. Poisson regression models typically adjust for confounding by fitting smooth functions of time and weather variables. The optimal strategy for choosing smoothers has been controversial, with attention focused on the issue of under-fitting versus over-fitting of potential confounders (see Health Effects Institute, 2003 Health Review Committee commentary). Under-fitting of true confounders leaves residual confounding, while over-fitting can fit ''noise'' or fit the very exposure-related pattern the investigator aims to detect, thereby resulting in an attenuation of any true effect (Environmental Protection Agency, 2004) .
At issue is the number of degrees of freedom for a smoother and the methodology for model selection, including minimizing the Akaike Information Criterion (AIC) (Akaike, 1974) , the Bayesian Information Criterion (Schwarz, 1978) , or other variations of the AIC. The fundamental issue here is control for confounding, not model fit, so that these are indirect ways of controlling confounding through improved model fit of potential confounders. Functions of time are frequently smoothed to minimize the sum of the partial autocorrelation function with a random distribution. Patterns can indicate residual confounding from an omitted covariate or serial autocorrelation induced by over-fitting. A further statistical modeling difficulty involves assessing confounding among multiple surrogate metrics of the components of pollution. The independent effect estimates of pollutants can change according to model covariate composition. This may be the result of correlated measurement errors, collinearity, or confounding.
Dr. Ito noted that while gaseous co-pollutants are frequently assessed as potential confounders, the interpretation of each pollutant's risk estimates may not be straightforward because each of these air pollutants has different seasonal patterns and chemical characteristics. To investigate this issue, he compiled data for fine particulate matter (PM 2.5 ), O 3 , NO 2 , SO 2 , and CO and asthma emergency department (ED) visits for New York City for the years 1999-2002 (Ito et al., 2007) . Each of the pollutants was examined for its respective associations with weather variables, co-pollutants, and asthma ED visits. A Poisson Generalized Linear Model was used to estimate the impact of the average of 0-and 1-day lags of each pollutant on the asthma ED visits, adjusting for weather effects, temporal trends, and day of the week. Multi-collinearity of each pollutant with the covariates in the regression model was examined. The air pollution variables showed varying extent of correlations with each other and with weather variables, and these correlations also changed across seasons. For example, NO 2 showed the strongest negative correlation with wind speed among the pollutants. Ozone's correlation with PM 2.5 changed signs across seasons. Each of the pollutants was associated with asthma ED visits in at least one of the seasons. Dr. Ito described the relationships between each pollutant's correlation structure with weather and pollution covariates on causal inference of individual pollutant risk estimates. This analysis is one example of the complexity involved in interpreting study results where associations with one health outcome are reported for several air pollutants.
In research relating long-term exposure to survival or other health outcomes, statistical models use exposure contrasts based on spatial gradients assigned usually to the place of residence. These spatial contrasts are intended to represent the chronic exposure experience. Growing evidence links excess pollution exposure to lower socioeconomic status or to race or minority status (O'Neill et al., 2003) . These same racial and social characteristics may also link directly to mortality and to lifestyle factors known to affect health (e.g., smoking). As a consequence, there is a high probability of bias in pollution risk estimates that do not control for confounding. Potential confounders of the long-term association between air pollution and health operate both at the individual level and at the ''contextual'' or place level, meaning factors in the collective social, economic, or biophysical environment can exert an influence on health that goes beyond individual characteristics (Jerrett and Finkelstein, 2005 ). Advances in multi-level modeling have allowed for simultaneous consideration of individual and contextual confounders, although as noted below, questions persist about the relative scale of influence of these variables and the sensitivity of results to alternative levels of control for confounding.
In studies assessing effects of long-term changes in pollution, spatial correlation between pollutants is of primary concern. Studies using data from the American Cancer Society cohort have reported associations between mortality and fine particles, particulate sulfates, and SO 2 (Krewski et al., 2000; Willis et al., 2003) . These three pollutants can be highly correlated F for example, SO 2 emissions lead to the formation of particulate sulfates F thus complicating interpretation of multi-pollutant model results. These issues are described in more detail in the following section.
Spatial analysis of multi-pollutant models
Although the majority of the articles and presentations in this session on statistical issues covered acute effects, Dr. Jerrett noted that Willis et al. (2003) demonstrated a few important points about modeling of multi-pollutant exposures for assessing the chronic effects of air pollution on mortality. In this study, Willis and colleagues relied on data from the American Cancer Society cohort, with 6 years of follow up, similar to earlier analyses (Krewski et al., 2000) but with one important refinement. Instead of using the metropolitan statistical area (MSA) as the unit of analysis, the Willis study focused on the county scale, a smaller unit of aggregation. Using data on 113 counties for which sulfate data were available, Willis and co-workers assembled data on some 245,000 subjects, and tested whether sulfate was associated with mortality in the cohort in a two-stage multilevel model .
The results of this study are informative for three reasons. First, the sulfate effect doubles compared to earlier studies that used the larger MSA level of aggregation. Second, unlike the MSA analysis, SO 2 did not completely confound the association between particulate sulfate and mortality. Third, the ecologic variables of unemployment and population change exerted more confounding than in the earlier MSAbased analyses. Thus many of the more complex and perplexing results of the earlier studies seem to have been at least partially answered by this change of scale.
When examined in the context of other recent studies using a different scale of analysis with the ACS data (Jerrett and Finkelstein, 2005) , the Willis study highlights the benefits of matching the scale of analysis to the likely spatial processes that generate the observed health effects. For example, in a study conducted at the within-city scale of the Los Angeles Metropolitan area, Jerrett and Finkelstein (2005) also found a near doubling of the effect size for PM 2.5 compared to the MSA between-city contrast. This Los Angeles investigation also reported that there was no significant confounding by the other likely co-pollutant (in this case O 3 ), but that ecologic confounding was much more pronounced than in the national-level study (Krewski et al., 2000) . Similar results are seen moving to a smaller unit of analysis.
It seems likely that in both instances, the smaller units of analysis diminished exposure measurement error, increased the accuracy of confounding control, and allowed for what appears to be a more robust assessment of confounding by co-pollutants. In future research attempting to parse out effects of multi-pollutants, the issue of scale matching between the health outcome, the scale of influence in the pollutant, and the residual confounding will have to be addressed. Much work remains to understand the scale of influence in all of these processes, but gaining a substantive understanding is essential to assessing and interpreting multipollutant studies. Increased understanding of likely pollutant variations within cities is an immediate priority.
Due to the small-area variation in some particle constituents (particularly in the ultrafine mode) and in some gaseous co-pollutants, field measurements capable of capturing variability in pollutants at the within-community or ''intraurban'' scale, or even the individual person scale, are needed to identify the health effects of specific components of the complex urban air pollution mixture. Relatively little is known about intraurban variation in some gaseous pollutants, ultrafine particles less than 0.1 mm in diameter (UFPs), and specific particle constituents. The few studies available (including ongoing work in Toronto and Los Angeles) suggest that UFPs are likely to be one of the most spatially heterogeneous components of the air pollution mixture. When active monitoring is used over very short time averages (20 min) in well-defined exposure gradients away from a major highway, Dr. Jerrett and co-workers have observed very high correlations between UFPs and other components of the air pollution mixture (e.g., the correlation between NO 2 and UFPs is 0.90), except for PM 2.5 , which tends to be more spatially homogeneous and less correlated with near source emissions (Beckerman et al., in press ).
When averaging times increase, the correlation begins to diminish, and in complex exposure environments, even lower correlations are seen between the UFPs and other components of the ambient mixture with correlations for UFPs in the range of 0.6-0.77 for NO 2 and NO, respectively. There also seems to be a major influence from wind direction, with areas downwind not reaching background levels in UFPs until nearly 400 m, while those on the upwind side reaching background levels by 50-100 m away from the source. Similar studies in Los Angeles have shown very steep decay rates around major freeways (Zhu et al., 2002a, b) , but neither of these studies assess variability of UFPs or constituents at numerous sites within communities across more complex exposure environments with differential surface roughness, wind patterns, and multiple sources. Further measurements will be required in such complex environments.
There are basic statistics that can be applied to assess spatial heterogeneity in pollutants. The coefficient of divergence (COD) is calculated between pollution concentrations measured at two locations as follows:
where x ij and x ik are time-resolved pollutant concentrations measured at locations j and k, for time period i, and p is the number of observations compared. The COD statistic ranges between 0 and 1, with a COD of 0 meaning that pollutant concentrations are identical at the two sites and levels are homogeneous, while a COD value approaching 1 means maximum heterogeneity in concentrations (Wilson et al., 2005) . These and other methods of assessing likely spatial variability in exposure can inform selection of the appropriate scale for field monitoring. Molitor et al. (2006) described a Bayesian approach to measurement errors incorporating both sparse measurements of local variability in pollution levels along with predictors of pollution concentrations, such as measures of traffic exposure. An elaboration of this model incorporating spatial information allows imputations at one location to ''borrow strength'' from measurements at neighboring locations (Molitor et al., 2007) .
For short-term exposure studies, an added complication is that the correlation structure among co-pollutants can change across seasons, as noted by Dr. Ito above. Given the complexities of these correlation patterns, the information from single-city time-series studies may be limited and statistical models in each study may not be able to disentangle the effects of one pollutant from another. However, it may be possible to check the consistency of the association for a given pollutant by looking at multi-city results or through meta-analysis. For example, PM and NO 2 's correlation and their associations with mortality may vary across cities, but each pollutant's risk estimates may be evaluated as a function of their mean levels across cities.
While this method may still not identify the effects of a single pollutant, at least the nature of the ''surrogate'' effects may be clarified, which is important for regulatory purposes. PM 2.5 speciation data may be useful in not only characterizing PM, but also in providing insight into pollution sources for which gaseous pollutant measures may in fact be surrogates.
In long-term exposure studies, correlation across copollutants may be less of a problem, but a poor spatial resolution of monitors may present a challenge in assigning adequate exposure estimates, especially for pollutants that are expected to vary greatly within a city (e.g., traffic-related pollutants). For example, if NO 2 represents traffic-related air pollution, the within-city variation of this pollutant is expected to be much larger than that for regional air pollution (e.g., sulfate), and unless its across-city variation is even larger, we do not expect NO 2 (or what it represents) to have the statistical power to overcome the exposure misclassification. Several of the European studies suggested mortality effects of traffic-related air pollution, whereas the large US cohort study (the ACS study) did not report an association between mortality and NO 2 . This may be due to the difference in spatial resolution of exposure estimates in these studies (more spatial resolution in the European studies).
Conclusions
The purpose of this workshop was to investigate approaches to evaluate effects of multiple air pollutants in epidemiologic studies. Statistical models alone are unlikely to solve the issues in the interpretation of multiple pollutant studies. Most of the epidemiologic studies discussed at the workshop have not focused directly on the issue of parsing effects of different co-pollutants. The focus has been the development of models which best predict the effect of one pollutant on a health condition without regard to the multi-collinearity with other pollutants. Workshop discussions focused on several issues in air pollution epidemiology studies, with exposure measurement error being one key consideration for both long-term and short-term exposure studies.
New methods and techniques are emerging that will allow researchers to examine the effects of multiple pollutants more effectively. Several approaches that are being investigated were highlighted at the workshop, including hierarchical modeling methods, Bayesian methods, or the use of distributed lag models that have the benefit of capturing effects of variables that might have delayed or downstream effects. However, statistical approaches can be limited by the availability of data, such as limited spatial characterization of exposure in chronic exposure studies or infrequently measured concentrations in time-series analyses. Discussion at the workshop also highlighted the need for better biological understanding of the mechanisms of modes of action by which air pollutants are associated with adverse outcomes. A focus on the identification of source types that consistently point to adverse health effects may provide insight into those mechanisms.
