One of the essential ways in which nonlinear image restoration algorithms differ from linear, convolution-type image restoration filters is their capability to restrict the restoration result to nonnegative intensities. The iterative constrained Tikhonov-Miller (ICTM) algorithm, for example, incorporates the nonnegativity constraint by clipping all negative values to zero after each iteration. This constraint will be effective only when the restored intensities have near-zero values. Therefore the background estimation will have an influence on the effectiveness of the nonnegativity constraint of these algorithms. We investigated quantitatively the dependency of the performance of the ICTM, Carrington, and Richardson-Lucy algorithms on the estimation of the background and compared it with the performance of the linear Tikhonov-Miller restoration filter. We found that the performance depends critically on the background estimation: An underestimation of the background will make the nonnegativity constraint ineffective, which results in a performance that does not differ much from the Tikhonov-Miller filter performance. A (small) overestimation, however, degrades the performance dramatically, since it results in a clipping of object intensities. We propose a novel general method to estimate the background based on the dependency of nonlinear restoration algorithms on the background, and we demonstrate its applicability on real confocal images.
INTRODUCTION
One of the essential ways in which nonlinear image restoration algorithms such as the iterative constrained Tikhonov-Miller algorithm 1, 2 (ICTM), the Carrington algorithm, 3, 4 and the Richardson-Lucy algorithm [5] [6] [7] [8] [9] [10] [11] [12] differ from linear convolution-type image restoration filters is their capability to restrict the restoration result to nonnegative intensities. This property has been linked to the so-called superresolution property of these algorithms 4, [13] [14] [15] -the capability to (partially) restore information outside the bandwidth of the optical transfer function.
The ICTM algorithm, for example, incorporates the nonnegativity constraint by clipping all negative values to zero after each iteration of the conjugate-gradient-descent algorithm used to minimize the Tikhonov-Miller functional. This constraint will be effective only when the intensities of the iterations have near-zero values. We model the image formation in a confocal microscope as the convolution of the original image with the microscope's point-spread function on a background and distorted by noise. 6, 11 The ICTM and Carrington algorithms subtract the estimated background from the first estimate before they start the iteration. Therefore the background estimation will have an influence on the effectiveness of the nonnegativity constraint of these algorithms. We investigate the effect of the background estimation on the performance of the ICTM, Carrington, and Richardson-Lucy algorithms and on the performance of the TikhonovMiller regularized expectation-maximization-maximumlikelihood-estimator (EM-MLE) algorithm (as proposed by Conchello et al.) , 16 and we compare the performance of the nonlinear methods with the performance of the linear Tikhonov-Miller restoration filter. 17 The removal of the background from the acquired image is incorporated differently in the investigated algorithms. In the Tikhonov-Miller, ICTM, and Carrington algorithms the assumption of additive Gaussian noise removes the dependency of the noise from the object and background. Therefore the background can be removed by subtracting it from the acquired image. The Richardson-Lucy and Conchello algorithms model the noise as Poisson noise. This prevents the removal of the background by a simple subtraction. Instead, the background is incorporated into the conditional expectation of the translated Poisson process used to model the object intensities in the image. The EM algorithm uses the relative weights of the intensity of the object and of the background to estimate the object intensity from the intensities found in the acquired image.
In both approaches an overestimation of the background will lead to large errors in the estimation of the object intensity. In the case of the ICTM and Carrington algorithms the subtraction of an overestimated background reduces low object intensities to negative values, which are clipped to zero after the first iteration. This leads to an incorrect estimation of the object's shape and reduces the performance of the algorithm. Similarly, an overestimation of the background in the EM case will lead to an underestimation of the object's intensities and thus produce a poor performance.
An underestimation of the background yields undesired properties, as well. Not only will it lead to an incomplete removal of the background, but, in the case of the ICTM and Carrington algorithms, low object intensities will not be set to near-zero values in the first estimate. Therefore the number of points in the object that are being clipped after each iteration is considerably reduced. Since the clipping operation of these algorithms is the only nonlinear operation that distinguishes them from the linear Tikhonov-Miller filter, a substantial reduction of the number of pixels being clipped will decrease the effectiveness of the nonnegativity constraint and therefore the performance benefits of these algorithms.
In the extreme case where no points are being set to zero, both the ICTM and the Carrington algorithms reduce to an iterative conjugate-gradient algorithm, producing a solution that is identical to the one produced by the linear Tikhonov-Miller restoration filter. In other words, without clipping, the ICTM and Carrington algorithms produce a solution equal to the linear solution, thus without restoring information beyond the bandwidth of the point-spread function. In that case the ICTM and Carrington algorithms will not produce the sometimes claimed ''superresolution'' results.
Although the performance decrease of nonlinear restoration algorithms to linear performance caused by a severe underestimation of the background has been reported before, 18 in this paper we quantify this dependence and show the critical dependency of the performance of these algorithms on the actual background estimation. Furthermore, we propose a novel general method for estimating the background and demonstrate its applicability on real confocal images.
In Section 2 we derive, on the basis of a linear model for image formation, the linear Tikhonov-Miller restoration algorithm and the four nonlinear image restoration algorithms. In Section 3 we describe how we performed our simulation experiments; in Section 4 we present the results of these experiments. On the basis of these results, in Section 5 we propose a novel method for the estimation of the background. We conclude in Section 6.
IMAGE RESTORATION

A. Classical Image Restoration: The Tikhonov-Miller Restoration Filter
We assume that the image formation in a confocal fluorescence microscope can be modeled as a linear translation-invariant system distorted by noise:
In this equation, f represents the input signal, h the point-spread function, b a (constant) background signal, N a general noise-distortion function, and m the recorded fluorescence image. For scientific-grade light detectors, N is dominated by Poisson noise. 19, 20 In classical image restoration, the signal-dependent Poisson noise is approximated by additive Gaussian noise. Using this additive Gaussian noise model for N, we rewrite Eq. (1) as
After sampling, Eq. (2) becomes
with M x , M y , and M z the number of sampling points in the x, y, and z dimensions, respectively. For convenience we will adopt a matrix notation,
where the vectors f, g, and n of length M (M ϭ M x M y M z ) denote the object, its image, and the additive Gaussian noise, respectively. The M ϫ M matrix H is the blurring matrix representing the point-spread function of the microscope. The Tikhonov-Miller filter, a classical image restoration filter, is a convolution filter operating on the measured image. It can be written as
with W the linear restoration filter and f its result. The Tikhonov-Miller filter is derived from a least-squares approach, 14 which is based on minimizing the well-known Tikhonov functional
with ʈ•ʈ 2 the Euclidean norm. In image restoration is known as the regularization parameter and C as the regularization matrix. The Tikhonov functional consists of a mean-square-error fitting criterion and a stabilizing energy bound that penalizes solutions of f that oscillate wildly as a result of spectral components that are dominated by noise. The minimum of ⌽ yields the well-
The convolution nature of the Tikhonov-Miller restoration filter makes it incapable of restoring spatial frequencies for which the optical transfer function (OTF) has zero transmission. In particular, the OTF of a threedimensional (3-D) conventional fluorescence microscope has large regions with zero response known as the missing cone. 22 Furthermore, convolution methods cannot restrict the domain in which the solution should be found. This property is a major drawback since the intensity of an imaged object represents light energy, which is nonnegative. Finally, Van der Voort 2 showed that the Tikhonov-Miller filter is very sensitive to errors in the estimation of the point-spread function, which cause ringing artifacts.
The ICTM algorithm, the Carrington algorithm, and the Richardson-Lucy algorithm are frequently used in fluorescence microscopy. 2, 3, 5, 6, 16, 23, 24 These iterative nonlinear algorithms tackle the above-mentioned problems at a cost of a considerable increase in the computational complexity. Such algorithms require a large number of iterations, each with a complexity comparable to that of the Tikhonov-Miller filter.
B. Constrained Tikhonov Restoration
Iterative Constrained Tikhonov-Miller Algorithm
The iterative constrained Tikhonov-Miller 1,2,25 (ICTM) algorithm finds the minimum of Eq. (6) with the method of conjugate gradients. 26 The nonnegativity constraint is incorporated by setting the negative intensities to zero after each iteration.
Carrington Algorithm
Like the ICTM algorithm, the Carrington algorithm 3, 4 minimizes the Tikhonov functional under the constraint of nonnegativity. However, the algorithm is based on a more solid mathematical foundation.
Using the Kuhn-Tucker conditions,
Carrington 3,4,27 and co-workers transformed the Tikhonov functional (6) with the added nonnegativity constraint to the ⌿ (on the set H T c Ͼ 0):
Since ⌿ is strictly convex and twice continuously differentiable, a conjugate-gradient algorithm can be used to minimize ⌿ (Ref. 26) (⌿ is strictly convex since its second derivative is positive definite 3 ).
C. Maximum-Likelihood Restoration: The Richardson-Lucy Algorithm
In contrast to the two algorithms discussed above, the Richardson-Lucy algorithm is not derived from the image formation model [Eq. (4)], which assumes additive Gaussian noise. Instead, the general noise-distortion function N is assumed to be dominated by Poisson noise. A fluorescence object can be modeled as a spatially inhomogeneous Poisson process F with an intensity function f (Ref. 28):
The image formation of such an object by a fluorescence microscope can be modeled as a translated Poisson process. 28 This process models the transformation of F into a Poisson process m subjected to a conditional probability density function H,
with b the mean of an independent (background) Poisson process. The conditional probability density function is in this case the point-spread function of the fluorescence microscope. The log-likelihood function of such a Poisson process is given by 28 L͑f
where we have dropped all terms that are not dependent on f. The maximum of the likelihood function L can be found iteratively by using the EM algorithm. 7 This iterative algorithm was first used by Vardi et al. 8 in emission tomography. Holmes 5 introduced the algorithm to microscopy. Applying the EM algorithm to Eq. (11) yields 5,6,9-11
The EM algorithm ensures a nonnegative solution when a nonnegative initial guess f 0 is used. Furthermore, the likelihood of each iteration of the EM algorithm will strictly increase to a global maximum. 28 The EM algorithm for finding the maximum-likelihood estimator of a translated Poisson process (often referred to as EM-MLE) is identical to the Richardson-Lucy algorithm. This incorporation yields the following conditional expectation Q for estimating the intensity of a translated Poisson process 16 :
The maximization step of the EM algorithm now yields 16 E͓F͉m,
This quadratic equation in f regularized kϩ1 can be solved with the Euler equation for variational calculus, 16 which yields
with regularization parameter ϭ 4␣ and f kϩ1 given by Eq. (12) . With use of l'Hopital's rule, it is easy to show that Eq. (15) becomes Eq. (12) when → 0. We will refer to this algorithm as the RL-Conchello algorithm.
EXPERIMENTS
In this section we present results from a simulation experiment in which the performance of several image restoration algorithms is measured as a function of the estimated background. We measured not only the overall performance but also the performance in specific regions of both the frequency and the spatial domains. We used the footprint of the OTF 22 as a mask to measure the performance inside and outside the bandwidth of the pointspread function. This gives insight to what extent these nonlinear algorithms restore information beyond the microscope's resolution.
In the spatial domain we measured the performance in three regions in the image: inside the object, at its boundary, and in the background of the image. To avoid aliasing effects, we used band-limited masks to select these regions. The mask for the boundary region was generated by normalizing the gradient magnitude of the acquired image (see Fig. 1 ). We computed the gradient of the image by convolving the image with Gaussian derivatives, and we used a sigma of 0.9 pixels for the derivatives. We segmented the inverse of the boundary mask into two masks: an object mask and a background mask (see Fig. 1 ).
We tested the linear Tikhonov-Miller filter, the ICTM algorithm, the Carrington algorithm, the RichardsonLucy algorithm, and the RL-Conchello algorithm. We included the ICTM algorithm without clipping after each iteration to show that this variant of the ICTM algorithm is nothing but a conjugate-gradient algorithm for obtaining the linear Tikhonov-Miller result. The ICTM algorithm performs better than linear filters owing to the clipping after each iteration. One could question whether the result obtained in this way is different from that from clipping the result of the linear Tikhonov-Miller filter. We have therefore included the result of this procedure as well (referred to as clipped Tikhonov-Miller).
All images were generated with the same constant background intensity of 16.0 arbitrary digital units (ADU). However, we varied the estimate of the background intensity, which is an input to the restoration algorithms, from 0.0 to 32.0 ADU. We have used a simulated confocal point-spread function with a NA of 1.3, a refractive index of 1.515, an excitation wavelength of 488 nm, an emission wavelength of 520 nm, and a pinhole diameter of 300 nm. The images, sampled at twice the Nyquist rate, are 64 ϫ 64 ϫ 32 pixels large, which corresponds to an image size of 1.55 ϫ 1.55 ϫ 2.73 m. We used spheres with an intensity of 200.0 ADU and a diameter of 500 nm as objects. In this experiment we used a signal-to-noise ratio of 1.0, which corresponds to a conversion factor of 0.22 ADU/photon.
RESULTS
Figures 2 and 3 clearly show that the performance of the tested nonlinear restoration algorithms is strongly dependent on the estimation of the background. A (severe) underestimation of the background yields a performance of these algorithms that is not significantly better than that of the linear Tikhonov-Miller filter. An overestimation has an even more dramatic influence on the performance. The performance drops quite significantly for relatively small overestimations (Ͻ25%), drops below the performance of the linear filter for an overestimation of 25-50%, and even drops below the performance of the unrestored (acquired) image for an overestimation larger than 50%. (A lower performance corresponds to a higher mean square error, which is plotted in Fig. 4) .
The figures also show that the performance of the unclipped ICTM is identical to that of the linear TikhonovMiller filter and that the Carrington algorithm yields a performance characteristic very similar to that of the ICTM algorithm. We have therefore not included the results of the unclipped ICTM algorithm and the Carrington algorithm in further analysis.
The performance inside the bandwidth of the OTF as shown in Fig. 4 shows a characteristic similar to that found for the overall performance. Roughly 90% of the total mean square error is measured in this region. This finding is simply explained by the fact that most of the object energy is found in this region. The remaining 10% found outside the bandwidth of the OTF shows a slightly different characteristic (see Fig. 5 ).
The mean square error of the linear Tikhonov-Miller algorithm is lower here than all the nonlinear algorithms except the RL-Conchello algorithm. The mean square error of the Tikhonov-Miller filter is simply the energy of the object in this region of the Fourier domain. As expected, the nonlinear algorithms add frequency components outside the bandwidth of the OTF to improve the performance inside the bandwidth. These restored components, however, do not always improve the performance outside the bandwidth as well.
The performance in the spatial domain on the object, edge, and background is shown in Figs. 6, 7 , and 8, re- spectively. We conclude from these figures that the largest gain in performance is found in the background, the region that contains the most pixels and the lowest pixel intensities.
The ICTM algorithm produces the best performance in the object and edge regions for an overestimation of 12.5-25%, when some of the low-intensity edges of the object are being clipped, thereby introducing (correlated) highfrequency components (see Fig. 5 ). These figures also show clearly that only the performance of the clipped Tikhonov-Miller algorithm in the background region is influenced by the background estimation. Figure 9 shows the mean square error at every frequency in the center x y slice between the original object and the restoration results of the ICTM, RL-Conchello, and clipped Tikhonov-Miller algorithms for three values of the estimated background (12.0, 16.0, and 20.0). It shows clearly that errors due to noise (stochastic errors) are replaced by ''deterministic'' errors at low frequencies.
BACKGROUND ESTIMATION
The experimental results presented in Section 4 show the strong influence of the background estimation on the performance of nonlinear restoration algorithms. In this section we discuss how the background can be estimated in real images.
Given the diversity of the samples being imaged with fluorescence (confocal) microscopy, the characteristics of the acquired images are similarly diverse. Therefore it is impossible to construct a single background-estimation algorithm suitable for such a wide range of images. Not only do the samples vary from sparse (like our images of spheres) to very dense, but the backgrounds can be different as well.
In general, the background can be characterized as being of low intensity and of a low spatial frequency. In images of sparse objects the majority of the pixels are background pixels, and a histogram-based algorithm can be used to estimate the background by fitting a parabola through the maximum values in the histogram. Figure  10 shows the histogram of one of the simulated confocal images used in the experiments described in Section 3. Assuming that the distribution of the dominant noise source in the image is unbiased and unimodal (which holds for Poisson noise), we can estimate the background by using the position of the maximum of the histogram.
In images of dense objects or in images with a nonconstant background, the histogram-based approach will not be very accurate (still, the maximum of the lowestintensity peak might give a reasonable estimate). In these cases an approach based on mathematical morphology or fitting of a polynomial might work.
In the first approach, an opening operation can be used to estimate the shape of the background. 30 The second approach fits a low-order polynomial through the pixels. 31 The accuracy and the bias of the fit will be improved if the fit is done through background pixels only. Therefore the image needs to be segmented (coarsely) into object and background pixels. One way of doing this is to use a criterion based on the noise variance. Given a first (histogram-based) estimate of the background intensity, a pixel can be labeled as object pixel if its intensity is more than n (for example two or three) times the standard deviation of the noise.
We propose, however, an alternative method for estimating the background by using the dependency of the nonlinear restoration algorithms on the background estimation. As illustrated by Fig. 4 , the performance of the nonlinear algorithms inside the bandwidth of the OTF is (strongly) dependent on the background. Therefore a measure that uses this part of the frequency domain can be used to measure the performance of a nonlinear algorithm as a function of the background estimation. By optimizing this measure as a function of the background, we can determine the optimal background. We propose to use the mean square error between the acquired image and the restoration result blurred by the microscope's OTF with the added background,
to measure the performance as a function of the background. The values of this measure as discussed in the experiments in Section 4 are shown in Fig. 11 for the ICTM, clipped Tikhonov-Miller, RL-Conchello, and Richardson-Lucy algorithms.
Using the proposed measure, we can find the optimal background value by increasing the background value un- til the mean square error increases significantly. For a constant background, the optimal background value will be found in the interval between zero and the mean intensity of the acquired image.
A disadvantage of the proposed method for background estimation is that it requires a few restoration results obtained with, for example, the ICTM algorithm. This could lead to a high computational complexity, resulting in an unacceptably long processing time. This problem could be solved by using the clipped Tikhonov-Miller filter instead. As can be observed from Fig. 2 , the mean square error of the clipped Tikhonov-Miller filter is also minimal for the correct value of the background.
To demonstrate the ability of the proposed method in background estimation, we have applied it to real confocal images. Figure 12 shows an x -y slice of a 3-D confocal image of a monoglyceride. 32, 33 This monoglyceride has been used as an alternative to fat in structuring water in margarinelike spreads. The monoglyceride forms a microscopic house-of-cards-like structure in which the water is contained. The monoglycerides have been stained with Nile Red and are excited at a wavelength of 488 nm, and the emitted light has been measured at 522 nm. The image is 256 ϫ 256 ϫ 256 pixels in size, sampled at 50 nm laterally and axially. The histogram of this image, shown in Fig. 13 , reveals that the image is dominated by a broad distribution of low intensities, which makes estimation of the background from the histogram difficult. 
DISCUSSION AND CONCLUSIONS
We modeled the deterministic part of the image formation as a convolution of the original object with the pointspread function on a background. Since we required that restoration algorithms restore the original object from the acquired image, both the blurring and the background needed to be removed from the image. The iterative restoration algorithms discussed in this paper are nonlinear, since they constrain their results to nonnegative values. This constraint will be effective only when the intensities in the restoration result have values near zero. We have shown that the effectiveness of this constraint is strongly influenced by the background estimation, which is an input parameter in all restoration algorithms. We have shown that a modest (Ͼ ϳ50%) underestimation of the background will make the constraint ineffective, which results in a performance of these nonlinear algorithms that does not differ much from the performance obtained by linear restoration filters. A small (Ͼ ϳ25%) overestimation of the background, however, is even more dramatic, since it results in a clipping of object intensities. We have showed that this clipping dramatically degrades the performance of these nonlinear restoration algorithms. In the simulation experiments presented, we used only a single type of object, a solid sphere. It could be argued that this precludes general conclusions regarding the dependency of the performance of nonlinear restoration algorithms on the background estimation. However, the restoration algorithms tested do not use explicit knowledge of the objects, and simulation experiments that measured the performance of these algorithms as a function of parameters, such as the signal-to-noise ratio and regularization parameters, show a similar behavior of these algorithms for different objects. 6, 34 Finally, the experimental data shown in Section 4 confirm the simulation results.
We have investigated the ICTM, Carrington, and Richardson-Lucy algorithms in this paper. Although these algorithms are frequently used in fluorescence microscopy, they are by no means the only existing nonlinear restoration algorithms. See, for example, Refs. 18, 24, and 35 for an overview of alternative algorithms. It is beyond the scope of this paper to investigate the dependence on the background estimation of all these algorithms; nevertheless, we believe that we have addressed a general issue that should be investigated before a particular nonlinear algorithm is used.
Finally, we proposed a novel general method to estimate the background based on the dependence of the performance of these nonlinear restoration algorithms on the background. We have demonstrated the applicability of this method on real confocal images. The object used in the simulation differs significantly from the type of sample used in experiments with real data. Nevertheless, the proposed discrepancy function shows similar behavior on both the simulated and the real data. This indicates, in our opinion, that the proposed method for estimating the background is a general one, applicable to a wide range of images.
The proposed method relies on a determination of the background value for which the discrepancy between the original image and the reblurred restoration results increases significantly. The problem of finding the optimal value cannot easily be incorporated in a standard numerical optimization procedure such as searching for an extremum or a zero crossing (although the optimal value would coincide with a maximum of the second derivative, this is probably too noisy to be robust). A possible way to detect the optimal background value is to set a threshold on the increase in the discrepancy function and then set the value of the background for which this threshold is reached as the optimal value. The threshold value could be a percentage of the offset discrepancy (the discrepancy at very low background values), and the percentage itself is related to the amount of noise in the image. What the relation is between this percentage and the signal-tonoise ratio could be investigated in future research.
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