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ON DIFFERENT RESULTS FOR A NEW TWO-STEP
ITERATION METHOD UNDER WEAK-CONTRACTION
MAPPINGS IN BANACH SPACES
VATAN KARAKAYA, NOUR EL HOUDA BOUZARA, KADRI˙ DOG˘AN,
AND YUNUS ATALAN
Abstract. In this paper, we study the stability of a new iterative scheme
that we had introduced. Moreover we compare its rate of convergence with
Picard-Mann iterative scheme. Finally, we apply this iterative process for the
resolution of delay equation.
1. Introduction
Fixed point theory takes a large amount of literature, since it provides useful tools
to solve many problems that have applications in different fields like engineering,
economics, chemistry and game theory etc. However, to find fixed points is not an
easy task that is why we use iterative methods for computing them. By time, many
iterative methods have been developed and it is impossible to cover them al. (see
[1],[6],[11],[12],[13],[15]).
One of the most famous iterative process is Picard iteration method [18]{
x0 ∈ C,
xn+1 = Txn, n ∈ N, .
To obtain fixed points for some maps for which Picard iteration fails, a number
of fixed point iteration procedures have been developed like:
The Mann iteration method developed in 1953,
un+1 = (1− αn)un + αnTun, n ∈ N,
where 0 ≤ αn < 1 and
∞∑
n=0
αn <∞.
Than, Ishikawa [11] developed another iteration method in 1974 defined by
(1.1)
 u0 ∈ C,un+1 = αnTvn + (1− αn)un,
vn = βnTun + (1− βn)un.
The Ishikawa process can be considered as a ”double Mann iterative process” or
”a hybrid of Mann process with itself ”.
Key words and phrases. fixed point, Picard-Mann Hybrid iteration, strong convergence, weak
contraction mappings.
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In 2013, [14] introduce a new process ‘Picard-Mann hybrid iterative process’
which is given by the sequence
(1.2)
{
yn = (1− αn)xn + αnTxn
xn+1 = Tyn,
where {αn} ⊂ (0, 1).
They show that this process is independent of all Picard, Mann and Ishikawa
iterative processes and converge faster than Ishikawa and ‘faster is better’ rule
should prevail.
Later, in 2011 Phengrattana and Suantai defined the SP iteration scheme [24] as xn+1 = (1− αn) yn + αnTynyn = (1− βn) zn + βnTzn
zn = (1− γn)xn + γnTxn,
where {αn} , {βn} , {γn} ⊂ [0, 1] .
Than in 2012, [4] et al. introduced the CR iteration scheme xn+1 = (1− αn) yn + αnTynyn = (1− βn)Txn + βnTzn
zn = (1− γn)xn + γnTxn,
,
where {αn} , {βn} , {γn} ⊂ [0, 1] and
∞∑
n=0
αn =∞.
Recently, Gursoy and Karakaya [5] defined The Picard S iteration by xn+1 = Tynyn = (1− βn)Txn + βnTzn
zn = (1− γn)xn + γnTxn,
where {αn} , {βn} ⊂ [0, 1] and
∞∑
n=0
αnβn =∞.
In the study of iterations, it is also important to examine their stability. The
concept of stability was introduced by Harder [7], Harder and Hicks [8], [9] and
roughly speaking a fixed point iteration procedure is numerically stable if by effect-
ing small modifications in initial data involved in the computation process we get
a small influence on the computed value of the fixed point. There are also many
other definitions of stability considered by several authors, for example : Berinde
[1], [2], Imoru and Olatinwo [10], Osilike [16], Osilike and Udomene [?], Rhoades
[20],[21] and many others.
In this paper, we introduce a new iterative scheme given by
(1.3)
 x0 ∈ C,xn+1 = T [(1− αn) yn + αnTyn]
yn = T [(1− βn)xn + βnTxn],
where (αn)
∞
n=0, (βn)
∞
n=0 ∈ [0,1] for all n ∈ N, and
∞∑
n=0
αn =∞.
Our aim is to study the stability of the iterative scheme (1.3) and compare its rate
of convergence with Picard-Mann iterative scheme. Also, we provide an example
of delay equation to illustrate our results.
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Throughout this paper, the operator T is a self-map defined on C which is a
nonempty closed convex subset of a Banach space X. The symbol N stands for the
set of all natural numbers including zero while {αn}∞n=0, {βn}∞n=0, {γn}∞n=0 are real
sequences in [0,1].
2. Preliminaries
Definition 1. [3]A self-map T : C → C is called weak-contraction if there exist
δ ∈ (0,1) and L ≥ 0 such that
(2.1) ‖Tx− Ty‖ ≤ δ ‖x− y‖+ L ‖Tx− y‖ .
Remark 1. [3]Due to the symmetry of the distance, we can replace the weak con-
traction condition (2.1) by the following dual one
(2.2) ‖Tx− Ty‖ ≤ δ ‖x− y‖+ L ‖Tx− y‖ .
Moreover we have the following theorem.
Theorem 1. [3]Let T : C → C be a weak-contraction self mapping for each there
exist δ ∈ (0,1) and L ≥ 0 such that
(2.3) ‖Tx− Ty‖ ≤ δ ‖x− y‖+ L ‖x− Tx‖ , for all x, y ∈ X.
Then, T has a unique fixed point.
Lemma 1. [25] Let {an}∞n=0 and {bn}∞n=0 be nonnegative real sequences such that
an+1 ≤ (1− µn)an + bn,
where µn ∈ (0,1) for all n ≥ n0,
∞∑
n=1
µn = ∞ and bnµn → 0 as n → ∞. Then
lim an = 0.
Definition 2. [7] The iLet (zn)
∞
n=0 be an arbitrary sequence in C. Then, an itera-
tion procedure xn+1 = f (T, xn) is said to be T-stable or stable with respect to T, if
for n = ‖zn+1 − f (T, zn+1)‖ we have
lim
n→∞ n = 0 implies that limn→∞ zn = p,
and
lim
n→∞ zn = p implies that limn→∞ εn = 0.
Definition 3. [19] Let {an}∞n=0 and {bn}∞n=0 be nonnegative real convergent se-
quences with limits a and b, respectively. Then {an}∞n=0 is said to converge faster
than {bn}∞n=0 if
lim
n→∞
∥∥∥∥an − abn − b
∥∥∥∥ = 0.
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3. Main Results
Theorem 2. Let C be a nonempty closed convex subset of a Banach space X
and T : C → C be a self-map satisfying (2.3). Let {xn}∞n=0 be iterative sequence
generated by (1.3) with {αn}∞n=0 and {βn}∞n=0 real sequences in [0,1] such that
n∑
k=0
αk =∞. Then, (1.3) converge strongly to the fixed point of T .
Theorem 3. Let C be a nonempty closed convex subset of a Banach space X
and T : C → C be a self-map satisfying (2.3). Let {xn}∞n=0 be iterative sequence
generated by (1.3) with {αn}∞n=0 and {βn}∞n=0 real sequences in [0,1] such that
n∑
k=0
αk =∞. Then, the iterative scheme is T -stable.
Proof. By definition to prove that an iterative is a stable with respect to a map T,
let (zn)
∞
n=0 be an arbitrary sequence in C
‖zn+1 − p‖ 6 ‖zn+1 − T ((1− an)wn + anTwn)‖+ ‖T ((1− an)wn + anTwn)− p‖
= δ (1− an (1− δ)) ‖wn − p‖+ n
6 δ (1− an (1− δ)) ‖T [(1− bn) zn + bnTzn]− p‖+ n
6 (1− an (1− δ)) (1− bn (1− δ)) ‖zn − p‖+ n
6 (1− an (1− δ)) (1− bn (1− δ)) ‖zn − p‖+ n.
By hypothesis we have lim
n→∞ n = 0 and an, bn, δ ∈ (0, 1), then using lemma (1) we
get lim
n→∞ ‖zn − p‖ = 0. Hence limn→∞ zn = p By taking the limit,we get
Now suppose that lim
n→∞ zn = p and let show that limn→∞ n = 0
We have that
‖zn+1 − T ((1− an)wn + anTwn)‖ 6 ‖zn+1 − p‖+ ‖p− T ((1− an)wn + anTwn)‖
6 ‖zn+1 − p‖+ δ2 (1− an (1− δ)) (1− bn (1− δ)) ‖zn − p‖
By taking n goes to infinity we get
lim
n→∞ n = ‖zn+1 − T ((1− an)wn + anTwn)‖ = 0.
Then, (1.3) is stable with respect to T . 
Theorem 4. Let X be a Banach space, C be a nonempty, closed, convex subset
of X and T : C → C be a mapping satisfying condition (2.3) with fixed point
p. Suppose that {un}∞n=0 is defined by (1.2) for uo ∈ C and {xn}∞n=0 is defined by
(1.3) for xo ∈ C with real sequences such that {αn}∞n=0 and {βn}∞n=0 ∈ (0,1). Then
the following assertions are equivalent:
(1) The Picard-Mann iteration (1.2) converges to p.
(2) The iteration method (1.3) converges to p.
Theorem 5. Let X be a Banach space, and C be a closed, convex subset of X, and
T be weak-contraction mappings from C into itself such that it has fixed point p.
Let {αn} and {βn} be real sequences such that 0 < αn, βn < 1 for all n ∈ N. For
given x0 = u0 ∈ C, consider the iterative sequences {un}∞n=0 and {xn}∞n=0 defined
by (1.2) and (1.3), respectively, such that u0 = x0. Then {xn}∞n=0 converges to p
faster than {un}∞n=0 does.
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Proof. Let
‖xn+1 − p‖ = ‖T [(1− αn) yn + αnTyn]− p‖
6 δ (1− αn (1− δ)) ‖yn − p‖ .
Then, we obtain
‖xn+1 − p‖ 6 δ2 (1− αn (1− δ)) (1− βn (1− δ)) ‖xn − p‖ .
Repeating this process n time we get
‖xn+1 − p‖ 6 δ2(n+1)
n∏
k=0
(1− αk (1− δ)) (1− βk (1− δ)) ‖x0 − p‖ .
In further, it is easy to see that
‖un+1 − p‖ 6 δn+1
n∏
k=0
(1− αk (1− δ)) ‖u0 − p‖
lim
n→∞
‖xn+1 − p‖
‖un+1 − p‖ = limn→∞
δ2(n+1)
n∏
k=0
(1− αk (1− δ)) (1− βk (1− δ)) ‖x0 − p‖
δn+1
n∏
k=0
(1− ak (1− δ)) ‖u0 − p‖
= lim
n→∞ δ
n+1
n∏
k=0
(1− αk (1− δ)) (1− βk (1− δ)) ‖x0 − p‖
(1− ak (1− δ)) ‖u0 − p‖
= lim
n→∞ δ
n+1
n∏
k=0
(1− βk (1− δ)) .
Since 0 < δ < 1, then, lim
n→∞ δ
n+1 = 0. Moreover, βk (1− δ) < 1, so
lim
n→∞
n∏
k=0
(1− βk (1− δ)) = 0.
Finally,
lim
n→∞
‖xn+1 − p‖
‖un+1 − p‖ = 0.

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We support our above analytic proof by a numerical example
Example 1. Let the function f : [0, 4]→ [0, 4] defined by f (x) = (x+ 2) 13 .
It is easy to see that on [0, 4] f is a continuous and differentiable with a direvative
less than 13 , then f is a contraction and so weak contraction. Hence, f has a unique
fixed point.
In order to compute the fixed point of f we execute many type of iterations and
a comparison of the rate of the convergence of our new introduced iteration with
the Ishikawa, Picard-Mann, CR iteration, SP iteration and Picard S iteration are
given by the following table where the initial condition x0 = 1.99, αn = βn =
1
4 and
n = 1, 20.
The above table presents the results of the first 20 iterations, we can see that
the new iteration was the first converging one after their was the Picard S, the
CR iteration, than SP iteration and finally Picard-Mann iteration. Despite the
iskhikawa iteration which had not converge yet.
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A graphic representing these results is also gived in the following
Moreover, Graphic 1. presents a comparison of derivatives
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4. Application
As an application let consider the following delay differential equation
(4.1) x′ (t) = f (t, x (t) , x (t− τ)) , t ∈ [t0, b]
where t0, b, τ ∈ R; τ > 0 and f ∈ C ([t0, b]× R,R), with the initial condition
(4.2) x (t) = ϕ (t) , t ∈ [t0 − τ , t0] .
We notice that the solution -if it exists- is of the following form
x (t) =
{
ϕ (t) if t ∈ [t0 − τ , t0]
ϕ (t0) +
∫ t
t0
f (s, x (s) , x (s− τ)) if t ∈ [t0 − τ , t0] .
Suppose that,
C(1) t0, b ∈ R, τ > 0.
C(2) f ∈ C([t0, b]× R2,R).
C(3) ϕ ∈ C([t0 − τ , b],R).
C(4) There exist δ, L > 0 such that
|f (t, x (t) , y (t))− f (t, u (t) , v (t))| 6 δ (|x (t)− u (t)|+ |y (t)− v (t)|)
+
(
L
∣∣∣∣ϕ (t0) + ∫ t
t0
f (s, u (s) , v (s)) ds− u (t)
∣∣∣∣
+
∣∣∣∣ϕ (t0) + ∫ t
t0
f (s, u (s) , v (s)) ds− v (t)
∣∣∣∣) .
C(5) 2δ (b− t0) < 1.
Then resolving the problem (4.1)-(4.2) is equivalent to find the fixed points of
the following operator
(4.3) Tx (t) =
{
ϕ (t) if t ∈ [t0 − τ , t0]
ϕ (t0) +
∫ t
t0
f (s, x (s) , x (s− τ)) if t ∈ [t0 − τ , t0]
It is easy to see that under the conditions C(1)−C(5) we have
‖Tx− Ty‖ =
∥∥∥∥∫ t
t0
[f (s, x (s) , x (s− τ))− f (s, y (s) , y (s− τ))] ds
∥∥∥∥
= max
t∈[t0,t]
∫ t
t0
|f (s, x (s) , x (s− τ))− f (s, y (s) , y (s− τ))| ds
6 max
t∈[t0,t]
∫ t
t0
δ (|x (s)− y (s)|+ |x (s)− v (s)|)
+
(
L
∣∣∣∣ϕ (t0) + ∫ s
t0
f (w, x (w) , x (w − τ)) dw − x (s)
∣∣∣∣
+
∣∣∣∣ϕ (t0) + ∫ s
t0
f (w, x (w) , x (w − τ)) dw − x (s− τ)
∣∣∣∣)
6 max
t∈[t0,t]
∫ t
t0
(δ (‖x− y‖+ ‖x− y‖) + L ‖Tx− x‖+ ‖Tx− x‖) ds
6 (b− t0) 2δ ‖x− y‖+ (b− t0) 2L ‖Tx− x‖ .
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By symmetry we obtain
‖Tx− Ty‖ = ‖Ty − Tx‖ 6 2 (b− t0) δ ‖x− y‖+ 2 (b− t0)L ‖Ty − y‖ .
By hypothesis, 2 (b− t0) δ < 1. and L > 0. Thus, T is a weak contraction mapping.
Hence, using theorem (1) and the theorem about the strong convergence of (1.3)
we get the following result
Theorem 6. Under the conditions C(1)−C(5), the operator T defined by (4.3) has
a unique fixed point p. such that
p = lim
n→∞xn,
where (xn)n is generated by (1.3).
Corollary 1. Under the conditions C(1)−C(5), the problem (4.1)-(4.2) has a
unique solution x∗ ∈ C([t0 − τ , b],R) ∩ C1([t0, b],R) such that
x∗ = lim
n→∞xn,
where (xn)n is the iteration generated by (1.3).
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