A simple algorithm is described for computing general pseudo-differential operator actions. Our approach is based on the asymptotic expansion of the symbol together with the Fast Fourier Transform (FFT). The idea is motivated by the characterization of pseudo-differential operator algebra. We show that the algorithm is efficient through analyzing its complexity. Some of numerical experiments are also presented.
Remark. A number of algorithms for numerical computation of (discrete) Fourier transforms have been made available. We shall use a version of the Fast Fourier Transform in our numerical work. A detailed description may be found in Conte and De Boor [1] . See also Van Loan [6] for the most recent development in the field.
Pseudo-differential operators are usually defined in terms of symbols, which are smooth functions of both space and frequency variables satisfying certain estimates. More precisely, q(x,e) is a member of the symbol class sro(Illn) if£ q(x,e) is a smooth function and for any compact subset K of Illn, and real a, /3, there exists a constant CK,a,/3, such that for all XE Kand e E Illn.
In this paper, we shall confine ourselves to a subclass of sro, the class sm' which is the most natural class and sufficient for many applications. A function q(x,e) is in sm if q(x,e) E sro and there are smooth qm-j(x, e), homogeneous of degree m-j in! for l!I ~ 1, In particular, differential operators with smooth coefficients are '¥ .D .0 .s. Indeed, for such a differential operator of order m, the corresponding symbol is a polynomial in ~ of degree m, and consequently is a symbol in sm. The asymptotic expansion of a symbol, (2.1 ), is unique up to smoothing operators.
Algorithm
In this section we describe the algorithm explicitly. Its complexity will be examined in the section that follows. For the sake of simplicity, we shall only describe the idea of computing actions. However the principal part gives the dominant effect on high frequency inputs, which is most important for our intended applications. Thus for us, computation of the principal part above is sufficient.
Let e = wcos0, TJ = wsin0, w = Je 2 + TJ 2 , then the homogeneity of qm in e and TJ yields that qm(x,z,e,TJ) = qm(x,z,wcos0,wsin0) = wmqm (x,z,0) where Qm(x, z, 0) is defined to be qm(x, z, cos0, sin0).
Since <J.m is periodic in 0, the Fourier series expansion can be employed to give
It follows that from the definition
where to obtain the last equality, we have used the relations cosO = !/w and sin0 = TJ/w.
Observe that wm-l is the symbol of the (m -1)/2-power of the (negative) Laplacian, while ! and TJ are symbols of differential operators Dx = -iox and Dz = -i8z, respectively.
The procedure implicit in the above formulae leads to an algorithm to evaluate Qm u approximately, as follows. Assume that u is sampled on a discrete grid,
with spacings ~x, ~z > 0. Assume similarly that a sampling of qm is given, 
Complexity Analysis
We return to the general case. The complexity will be analyzed by the number of multiplications. We also make a few remarks about accuracy of the algorithm.
The direct method of computing the W .D .0. action is by straightforward discretization of the definition.
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Let us assume that the input function is discretized on a regular d-dimensional grid, as is the symbol Qm. We denote by N the number of grid points in each direction, assuming these are roughly similar. Assuming also that the discrete Fourier transforms are computed using a Fast Fourier transform algorithm, we then have the following result.
Lemma 4.1 The direct algorithm has O(N
This is an immediate consequence of the well known fact that the FFT exhibits O(NlogN) complexity, where N is the length of the input sequence.
We next discuss the complexity of the new algorithm. For simplicity, we once agam consider the 2-D case. The approximate complexity orders of the steps in the algorithm proposed above are:
In general, when the number of dimension is d, a similar calculation will yield
Lemma 4.2 The new algorithm exhibits O(I<d-l Nd(logN + logK)) complexity.
Remarks. The new algorithm is significantly superior to the direct method. The number of terms K in the finite 0-Fourier series approximation of qm ought to be chosen so that the sup norm error is small. Then the error in the computation of Qm, modulo compact operators, will also be small (Taylor (5] , p. 52). In particular the error will be small for oscillatory inputs u. Note that I< is completely independent of N in this regard. Thus in effect the complexity of our algorithm is O(NdlogN)!
Numerical Experiments
In 
which is useful in verifying the code. In fact, according to this simple identity, one can recover the symbol from Qu and u. A symbol that characterizes a microlocal cutoff is specified by Figure 3 illustrates the right direction but wrong amplitude within the aperture. As we increased k, the recovery of the symbol became better and better. Figure 4 shows that the symbol was perfectly recovered after several steps. Again, we want to emphasize that the number k only depends on the smoothness of the symbol.
The next experiment concerned the rotation of apertures for convolutional operators.
The function plotted in Figure 5 is a slightly smoothed characteristic function of a circle.
We applied a W.D.O. cutoff whose symbol was given in Figure 6 to this function. Just as the theory predicts, the high frequency information of the resulting function ( Figure   7 ) was preserved within the aperture. We then rotated the symbol (Figure 8 and Figure   10 ), and again the high frequency information were preserved in Figure 9 and Figure 6 , 60 was selected to be 7r /2, and z E [O, Zmax] . Thus, as z increases, the symbol rotates smoothly, in particular the symbol will be equal to q 0 as z reaches its maximum. Once again, we used the function u in Figure 5 . The result, as shown in Figure 13 , agreed with the theory. Observe that the aperture is vertical for z near 0. Then the symbol rotates as z increases, so we start to see some high frequency horizontal components. When z is getting close to its maximum, the symbol rotates back, and the aperture becomes vertical again. where it is called "f-k dip filtering", e.g. Yilmaz [7] , pp 69-78. Our '11 .D.0. algorithm yields an accurate and efficient means of "spatially variable dip filtering", for which we envision numerous uses.
Concluding Remarks
A simple algorithm for the computation of a class of W.D.O.s is introduced in this work.
We exhibit some of the features of the algorithm. The complexity analysis indicates that the algorithm is much more efficient than the direct computation. Because of the simple structure, various massive parallel computers may be used to implement this algorithm so long as a fast FFT routine and fast array operations are available. In fact, some of our numerical experiments reported in this paper were obtained by using the Connection Machine.
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