On homogenization of space–time dependent and degenerate random flows  by Rhodes, Rémi
Stochastic Processes and their Applications 117 (2007) 1561–1585
www.elsevier.com/locate/spa
On homogenization of space–time dependent and
degenerate random flows
Re´mi Rhodes∗
Laboratoire d’Analyse Topologie Probabilite´s, Universite´ de Provence, 39 rue Joliot Curie,
13453 Marseille Cedex 13, France
Received 21 November 2005; received in revised form 11 January 2007; accepted 23 January 2007
Available online 3 March 2007
Abstract
We study a diffusion with time dependent random coefficients. The diffusion coefficient is allowed to
become degenerate. We prove an invariance principle for when this diffusion is supposed to be controlled
by another one with time independent coefficients.
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1. Introduction
Wewant to establish an invariance principle for a diffusive particle in a random flow described
by the following stochastic differential equation (SDE):
Xωt = x +
∫ t
0
b
(
r, Xωr , ω
)
dr +
∫ t
0
σ
(
r, Xωr , ω
)
dBr ,
where B is a d-dimensional Brownian motion and σ, b are stationary random fields. b is defined
in such a way that the generator at time t of the diffusion coincides on smooth functions with
Lω = (1/2)e2V (x,ω)divx
(
e−2V (x,ω)[a(t, x, ω)+ H(t, x, ω)]∇x
)
. (1)
Here a(t, x, ω) is equal to σσ ∗(t, x, ω). V and H are stationary random fields, V is bounded
and H antisymmetric.
We will then be in a position to study the effective diffusion on a macroscopic scale of the
following convection–diffusion equation:
∂t z(t, x, ω) = (1/2)Trace[a4xx z](t, x, ω)+ b · ∇x z(t, x, ω), (2)
with a certain initial condition. We will prove that, in probability with respect to ω,
lim
ε→0 z(t/ε
2, x/ε, ω) = z(t, x)
where z is the solution of a deterministic equation
∂t z(t, x) = Trace[A4xx z](t, x). (3)
A is a constant matrix—the matrix of so-called effective coefficients.
Homogenization problems have been extensively studied in the case of periodic flows (cf. [1,
16,17], and many others). The study of random flows (see [14,15,20], and many others) spread
rapidly thanks to the techniques of the environment as seen from the particle introduced by
Kipnis and Varadhan in [7], at least in the case of time independent random flows. Recently,
there have been results going beyond these techniques in the case of isotropic coefficients which
are small perturbations of Brownian motion (see [21]). But there are only a few works for the
case of space–time dependent random flows (see [10] or [11] for instance for the case σ = Id). A
quenched version of the invariance principle is stated in [2] provided that the diffusion coefficient
satisfies a strong uniform non-degeneracy assumption. In this case, the regularizing properties of
the heat kernel are widely used to face with the non-reversibility of the underlying processes.
Some results stated for Markovian flows are also established in [3] or [4].
The novelty of this work lies in the ergodic and regularizing properties required for the
coefficients, which are not far from being minimal. The only restriction is the control of
the diffusion process with an ergodic and time independent one. As a consequence, this
work includes the static case where all the coefficients do not depend on time. Moreover,
these assumptions allow the diffusion matrix to become degenerate. Typically it can become
degenerate in certain directions or vanish on subsets of null measure but cannot totally reduce to
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zero on an open subset of Rd . However, considering such strong degeneracies remains a quite
open problem for random stationary coefficients (for recent advances in the static periodic case,
see [16]).
We will outline now the main ideas of the proof. Our goal is to show that the rescaled process
εXωt/ε2 = ε
∫ t/ε2
0
b
(
r, Xωr , ω
)
ds + ε
∫ t/ε2
0
σ
(
r, Xωr , ω
)
dBs
converges in law to a Brownian motion with a certain positive covariance matrix. The general
strategy (see [8]) consists in finding an approximation of the first term on the right-hand side by
a family of martingales and then in applying the central limit theorem for martingales. To find
such an approximation, we look at the environment as seen from the particle
Yt = τt,Xωt ω,
where {τt,x } is a group of measure preserving transformations on a random medium Ω (see
Definition 2.1). Thanks to the particular choice of the drift, an explicit invariant measure can
be found for this Markov process. The ergodicity is ensured by the geometry of the diffusion
coefficient σ (see Assumptions 2.3 and 2.4). The approximation that we want to find leads us to
study the equation (λ > 0)
λuλ − (L+ Dt )uλ = b (4)
where L + Dt coincides with the generator of the process Y on a certain class of functions (the
term Dt is due to the time evolution and L is an unbounded operator on the medium Ω associated
with (1)). Here there arise difficulties resulting from the time dependence. Due to the term Dt ,
the Dirichlet form associated with L + Dt does not satisfy any sector condition (even a weak
one). However, for a suitable function b, (4) can be solved with the help of an approximating
sequence of Dirichlet forms with weak sector condition. Then, usual techniques used in the
static case fall short of establishing the so-called sublinear growth of the correctors uλ. To get
round this difficulty, regularizing properties of the heat kernel are used in [2,10] or [11]. Here
the degeneracies of the diffusion coefficient prevent us from using such arguments. The strategy
here consists in separating the time and spatial evolutions (see Assumption 2.3). We introduce a
new operator S˜ whose coefficients do not depend on time. Then the spectral calculus linked to
the normal operator S˜+ Dt will be determined to establish the desired estimates for the solution
vλ of the equation
λvλ − (˜S+ Dt )vλ = b.
Finally, with perturbation methods, we show that these estimates remain valid for the correctors
uλ.
2. Notation, set-up and main result
Let us first introduce a random medium:
Definition 2.1. Let (Ω ,G, µ) be a probability space and {τt,x ; (t, x) ∈ R× Rd} a stochastically
continuous group of measure preserving transformations acting ergodically on Ω :
(1) ∀A ∈ G,∀(t, x) ∈ R× Rd , µ(τt,x A) = µ(A).
(2) If for any (t, x) ∈ R× Rd , τt,x A = A then µ(A) = 0 or 1.
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(3) For any measurable function g on (Ω ,G, µ), the function (t, x, ω) 7→ g(τt,xω) is measurable
on (R× Rd × Ω ,B(R× Rd)⊗ G).
In what follows we will use bold type to denote a function g from Ω into R (or more generally
into Rn , n ≥ 1) and non-bold type g(t, x, ω) to denote the associated representation mapping
(t, x, ω) 7→ g(τt,xω). The space of square integrable functions on (Ω ,G, µ) is denoted by
L2(Ω), the usual norm by | · |2 and the corresponding inner product by (·, ·)2. Then, the operators
on L2(Ω) defined by Tt,xg(ω) = g(τt,xω) form a strongly continuous group of unitary maps in
L2(Ω). Each function g in L2(Ω) defines in this way a stationary ergodic random field on Rd+1.
The group possesses d + 1 generators defined for i = 1, . . . , d , by
Di f = ∂
∂xi
T0,x f |(t,x)=0, and Dt f = ∂
∂t
Tt,0 f |(t,x)=0,
which are closed and densely defined. Denote by C the dense subset of L2(Ω) defined by
C = Span
{
f ∗ ϕ; f ∈ L2(Ω), ϕ ∈ C∞c (Rd+1)
}
, with
f ∗ ϕ(ω) =
∫
Rd+1
f (τt,xω)ϕ(t, x) dt dx,
where C∞c (Rd+1) is the set of smooth functions on Rd+1 with a compact support. Remark that
C ⊂ Dom(Di ) and Di (f ∗ ϕ) = −f ∗ ∂ϕ∂xi . This last quantity is also equal to Di f ∗ ϕ if
f ∈ Dom(Di ).
Consider now the measurable functions σ : Ω → Rd×d , σ˜ : Ω → Rd×d ,H : Ω → Rd×d and
V : Ω → R and assume that H is antisymmetric. Define a = σσ ∗ and a˜ = σ˜ σ˜ ∗. The function V
does not depend on time, which means ∀t ∈ R, Tt,0V = V.
Assumption 2.2 (Regularity of the Coefficients).
• Assume that ∀i, j, k, l = 1, . . . , d , ai j , a˜i j ,V,Hi j , Dlai j and Dl a˜i j ∈ Dom(Dk).
• Define, for i = 1, . . . , d ,
bi (ω) =
d∑
j=1
(
1
2
D jai j (ω)− ai jD jV(ω)+ 12D jHi j (ω)
)
,
b˜i (ω) =
d∑
j=1
(
1
2
D j a˜i j (ω)− a˜i jD jV(ω)
)
,
(5)
and assume that the applications (t, x) 7→ bi (t, x, ω), (t, x) 7→ b˜i (t, x, ω), (t, x) 7→
σ(t, x, ω) are globally Lipschitz. Moreover, the coefficients σ , a, b, σ˜ , V, H are uniformly
bounded by a constant K . (In particular, this ensures existence and uniqueness of a global
solution of SDE (8).)
Here is the main assumption of this paper:
Assumption 2.3 (Control of the Coefficients).
• σ˜ does not depend on time (i.e. ∀t ∈ R, Tt σ˜ = σ˜ ) and H, a ∈ Dom(Dt ). As a consequence,
the matrix a˜ does not depend on time either.
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• There exist five positive constants m,M,CH1 ,CH2 ,Ca2 such that, µ a.s.,
ma˜ ≤ a ≤ M a˜, (6)
|H| ≤ CH1 a˜, |DtH| ≤ CH2 a˜ and |Dta| ≤ Ca2 a˜, (7)
where |A| stands for the symmetric positive square root of A, i.e. |A| = √−A2.
For instance, if the matrix a is uniformly elliptic and bounded, σ˜ can be chosen as equal to the
identity matrix Id and then (7) ⇔ H, DtH and Dta ∈ L∞(Ω).
Let us now set out the ergodic properties of this framework:
Assumption 2.4 (Ergodicity). Let us consider the operator S˜ = (1/2)e2V∑di, j=1 Di (e−2V a˜i jD j )
with domain C. From Assumption 2.2, we can consider its Friedrich extension (see [5, Ch. 3,
Sect. 3]) which is still denoted as S˜. Assume that each function f ∈ Dom(˜S) satisfying S˜f = 0
must be µ almost surely equal to some function that is invariant under space translations.
Even if it means adding to V a constant (and this does not change the drift b; see (5)), we
make the assumption that
∫
e−2V dµ = 1. Thus we can define a new probability measure on Ω
through
dpi(ω) = e−2V(ω) dµ(ω).
We now consider a standard d-dimensional Brownian motion defined on a probability space
(Ω ′,F,P) (the medium and the Brownian motion are mutually independent) and the diffusions
in the random medium given as the solutions of the following stochastic differential equations
(SDE):
Xωt = x +
∫ t
0
b
(
r, Xωr , ω
)
dr +
∫ t
0
σ
(
r, Xωr , ω
)
dBr ,
X˜ωt = x +
∫ t
0
b˜(Xωr , ω) dr +
∫ t
0
σ˜ (Xωr , ω) dBr .
(8)
The main result of this paper is stated as follows
Theorem 2.5. The law of the rescaled process εXωt/ε2 converges in probability (with respect to
ω) to the law of a Brownian motion with a certain covariance matrix A (see (45)).
3. Examples
There are many ways to ensure the validity of Assumption 2.4. In particular, it is satisfied
when, for almost all ω ∈ Ω , the Rd -valued Markov process X˜ω, whose generator coincides on
smooth functions with
S˜ω = e
2V (x,ω)
2
Divx
(
e−2V (x,ω)a˜(x, ω)∇x .
)
,
is irreducible in the following sense. Suppose that, starting from any point of Rd , the process
reaches each subset of Rd of non-null Lebesgue measure in finite time. That means that there
exists a measurable subset N ⊂ Ω with µ(N ) = 0 such that ∀ω ∈ Ω \ N , for each measurable
subset B of Rd with λLeb(B) > 0, ∀x ∈ Rd , ∃t > 0,
Px
(
X˜ωt ∈ B
)
> 0. (9)
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This can be proved as in [11] section 3 or in [14] chapter 2, Theorem 2.1, in studying the Ω -
valued Markov process Y˜t (ω) = τ0,X˜ωt ω, whose generator coincides on C with S˜. As an easy
consequence, if the diffusion coefficient a˜ is uniformly elliptic or satisfies a strong Ho¨rmander
condition (see [9] for further details), then estimates on the transition densities of the process X˜ω
ensure (9).
Let us now tackle the issue of constructing examples that do not satisfy any uniform ellipticity
assumption or even a strong Ho¨rmander condition. In what follows, two examples are given. The
first one deals with periodic coefficients. The second one is a random medium with a random
chessboard structure and therefore does not reduce to the periodic case.
3.1. A periodic example
Let us construct a periodic example on the torus T3, where the diffusion matrix reduces to
zero on a certain subset with null Lebesgue measure. We define a time independent matrix-valued
function
σ˜ (t, x, y) = (1− cos(x))(1− cos(y))
(
1 0
0 1
)
.
For simplicity, we choose V = H(x, y) = 0. Thanks to the (not uniform!) ellipticity of the
diffusion coefficient inside the cell C =]0, 2pi [×]0, 2pi [, it is not very difficult to see that (9) is
satisfied. Indeed, each subset B ⊂ [0; 2pi ]2 with a strictly positive Lebesgue measure necessarily
satisfies λLeb(B ∩ C) > 0. As explained above, this is sufficient to ensure Assumption 2.4.
Let us now focus on Assumption 2.3. The strategy consists in choosing a smooth function
U : T3 → R2×2 satisfying α−1Id ≤ UU∗(t, x, y) ≤ αId for some α > 0, and then in defining
σ (t, x, y) = σ˜ (t, x, y)U(t, x, y), for which Assumption 2.3 is easily checked.
3.2. An example on chessboard structures
Let us now explain how to construct a random medium with chessboard structures. Given
d ≥ 1, consider a sequence (ε(k1,...,kd ))(k1,...,kd )∈Zd of independent Bernouilli random variables
with parameter p ∈]0, 1[ and define a process η˜ as follows: for each x ∈ Rd , there exists a
unique (k1, . . . , kd) ∈ Zd such that x belongs to the cube [k1, k1 + 1[× · · · × [kd , kd + 1[. Then
define the process η˜ : Rd → R by: ∀x ∈ Rd , η˜x = ε(k1,...,kd ). The law of this process is invariant
and ergodic with respect to Zd translations. Roughly speaking, we are drawing a d-dimensional
chessboard on Rd , for which we are coloring each cube of the chessboard either in black with
probability p or in white with probability 1 − p. It remains to make the process invariant under
Rd translations. To this end, choose a uniform variable U on the cube [0, 1[d independent of the
sequence (ε(k1,...,kd ))(k1,...,kd )∈Zd and define for x ∈ Rd , ηx = η˜x+U . In a way, this corresponds
to a random change of the origin of the chessboard. It can be checked that we get a stationary
ergodic random field on Rd . Let us now tackle the issue of the regularity of the trajectories.
Consider a C∞(Rd) function ϕ with a compact and very small support (for instance, included
in the ball B(0, 1/4)) and define a new process ηx =
∫
Rd ηyϕ(x − y) dy = η ∗ ϕ(x), which
is a stationary ergodic random process with smooth trajectories. That is enough for a general
framework.
Let us now consider the process ω(t,x) = (βt , α1x1 , α2x2)t∈R,x=(x1,x2)∈R2 , where the three
processes α1, α2 and β are mutually independent and constructed as prescribed above. Hence
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ω(t,x); (t, x) ∈ R× R2
}
is an ergodic stationary process and we can consider the random
medium Ω = C(R× R2;R3) equipped with the probability law of this process.
We define the matrix σ˜ (ω) =
[
1 0
0 α10
]
and V = 0 (or any bounded function of the random
field α). We can choose any matrix-valued function U : Ω → R2×2 such that UU∗ is uniformly
elliptic and bounded, and then we set σ = σ˜U. It can be proved that Assumption 2.4 is satisfied.
Actually, the ergodicity property for σ˜ is very intuitive. Indeed, the matrix σ˜ (·, ω) becomes
degenerate only on some stripes (the white ones), and in fact only on a part of each of them
(depending on the support of ϕ), and only along the y2-axis direction: while lying on the part
of a white stripe becoming degenerate, the diffusion associated with (1/2)
∑2
i, j=1 ∂i (a˜i, j∂ j ) can
only move along the y1-axis direction. Nevertheless, with probability 1, the process encounters a
black stripe sooner or later (because the parameter p belongs to ]0, 1[): it thus manages to move
up and down and to reach every subset of the space. Ergodicity follows. Rigorous arguments are
however left to the reader.
We can also consider a non-null stream matrix H. For instance the matrix-valued function
H(ω) =
[
0 (α10 )
2β0
−(α10 )2β0 0
]
, fits Assumption 2.3.
4. Environment as seen from the particle
We now look at the environments as seen from the particle associated with the processes X
and X˜ : they both are Ω -valued Markov processes and are defined by
Y˜t (ω) = τt,X˜ωt ω, and Yt (ω) = τt,Xωt ω, (10)
where the processes Xω and X˜ω both start from the point 0 ∈ Rd . An easy computation proves
that the generators of these Markov processes respectively coincide on C with S˜+Dt and L+Dt ,
where L is defined on C by
L = e
2V
2
d∑
i, j=1
Di
(
e−2V[a+H]i jD j
)
. (11)
Hence pi is an invariant measure for both processes (see also [13]). Both associated semigroups
thus extend continuously to L2(Ω , pi). We should point out that the invariant measure need not
be unique.
5. Poisson’s equation
The aim of this section is, first, to find a solution uλ of the resolvent equation that can formally
be rewritten (a rigorous definition of each term is given later), for λ > 0, as
λuλ − (L+ Dt )uλ = h. (12)
Since the associated Dirichlet form satisfies no sector condition (even a weak one), establishing
existence and regularity of such a solution is generally tricky, especially when considering
degeneracies both in time and in space. However, for a suitable right-hand side, this equation
can be solved with the help of an approximating sequence of Dirichlet forms satisfying a weak
sector condition. Thereafter we study the asymptotic behaviour of the solution uλ as λ → 0.
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5.1. Set-up
Let us denote by (P˜t )t the semigroup on L2(Ω , pi) generated by the process Y˜ and by (P˜∗t )t
its adjoint operator. Let us also denote by (P¯t )t the self-adjoint semigroup on L2(Ω , pi) generated
by the process Y¯t (ω) = τ0,X˜ωt ω. Its generator is S˜. From the time independence of the coefficients
b˜ and σ˜ , it is readily seen that, ∀f ∈ L2(Ω , pi), P˜t f = Tt,0 P¯t f = P¯tTt,0 f . As a consequence,
P˜∗t = T−t,0 P¯t f = P¯tT−t,0 f , in such a way that
P˜t (P˜∗t f ) = P˜∗t (P˜t f ).
The generator in L2(Ω , pi) of (P˜t )t , wrongly denoted by [˜S+ Dt ], is then normal (see Theorem
13.38 in [19]) so we can find a spectral resolution of the identity E on the Borelian subsets of
R+ × R such that
−[˜S+ Dt ] =
∫
R+×R
(x + iy)E(dx, dy).
Actually, we have −S˜ = ∫R+×R xE(dx, dy), and − Dt = ∫R+×R iyE(dx, dy). Indeed, S˜ and∫
R+×R xE(dx, dy) are both self-adjoint and coincide on C. From [5, Ch. 1, Sect. 3], they are
equal. The same arguments hold for Dt and
∫
R+×R iy E(dx, dy).
For any ϕ,ψ ∈ L2(Ω), denote by Eϕ,ψ the measure defined by Eϕ,ψ = (Eϕ,ψ)2. From
now on, denote by (., .)2 the usual inner product in L2(Ω , pi). For any ϕ,ψ ∈ C, define
〈ϕ,ψ〉1 =
∫
R+×R
xEϕ,ψ (dx, dy) = −(ϕ, S˜ψ)2 (13)
and ‖ϕ‖1 = √〈ϕ,ϕ〉1. By virtue of Assumption (6), this semi-norm is equivalent on C to the
semi-norm defined by
√−(ϕ,Sϕ)2,
m‖ϕ‖21 ≤ −(ϕ,Sϕ)2 ≤ M‖ϕ‖21, (14)
where S is the Friedrich extension of the operator defined on C by (1/2)e2V∑i, j Di (e−2Vai jD j ).
Let F (resp. H) be the Hilbert space that is the closure of C in L2(Ω) with respect to the inner
product ε (resp. κ) defined on C by
ε(ϕ,ψ) = (ϕ,ψ)2 + 〈ϕ,ψ〉1 + (Dtϕ, Dtψ)2
(resp. κ(ϕ,ψ) = (ϕ,ψ)2 + 〈ϕ,ψ〉1).
Define the space D as the closure in (L2(Ω), |.|2) of the subspace {(−S˜)1/2ϕ;ϕ ∈ C}. For
any ϕ ∈ C, define Φ ((−S˜)1/2ϕ) = σ ∗Dxϕ ∈ (L2(Ω))d and note that |Φ ((−S˜)1/2ϕ) |22 =−(ϕ,Sϕ)2. From (14), Φ can be extended to the whole space D and this extension is a linear
isomorphism from D into a closed subset of (L2(Ω))d . Hence, for each function u ∈ H, we
define ∇σu = Φ((−S˜)1/2u) and this stands, in a way, for the gradient of u along the direction σ .
For each f ∈ L2(Ω) satisfying ∫R+×R 1x Ef , f (dx, dy) < ∞, we define
‖f‖2−1 =
∫
R+×R
1
x
Ef , f (dx, dy). (15)
We point out that ‖f‖−1 < ∞ if and only if there exists C ∈ R such that for any ϕ ∈ C,
(f ,ϕ)2 ≤ C‖ϕ‖1. For such a function f , ‖f‖−1 also matches the smallest C satisfying this
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inequality. Remark that ‖f‖−1 < ∞ implies pi(f ) = 0. Denote by H−1 the closure of L2(Ω) in
H∗ (topological dual of H) with respect to the norm ‖ ‖−1.
Let us now focus on the antisymmetric part H. We have
|(u,Hv)| ≤ (u, |H|u)1/2(v, |H|v)1/2 ≤ CH1 (u, a˜u)1/2(v, a˜v)1/2. (16)
The second inequality follows from (7) and the first one is a general fact of linear algebra. We
deduce
∀ϕ, ψ ∈ C, (1/2)(HDxϕ, Dxψ)2 ≤ CH1 ‖ψ‖1‖ϕ‖1.
Thus there exists an antisymmetric continuous bilinear form TH on D× D such that
∀ϕ, ψ ∈ C, (1/2)(HDxϕ, Dxψ)2 = TH
(
(−S˜)1/2ϕ, (−S˜)1/2ψ
)
. (17)
Likewise, with the help of Assumption 2.3, we define the continuous bilinear forms Ta , ∂tTa ,
∂tTH , ΛsTa , ΛsTa on D× D ⊂ L2(Ω , pi)× L2(Ω , pi) as follows: ∀ϕ,ψ ∈ C,
(1/2)(aDxϕ, Dxψ)2 = Ta
(
(−S˜)1/2ϕ, (−S˜)1/2ψ
)
,
(1/2)(DtaDxϕ, Dxψ)2 = ∂tTa
(
(−S˜)1/2ϕ, (−S˜)1/2ψ
)
,
(1/2)(DtHDxϕ, Dxψ)2 = ∂tTH
(
(−S˜)1/2ϕ, (−S˜)1/2ψ
)
,
(1/2)(ΛsaDxϕ, Dxψ)2 = ΛsTa
(
(−S˜)1/2ϕ, (−S˜)1/2ψ
)
,
(1/2)(ΛsHDxϕ, Dxψ)2 = ΛsTH
(
(−S˜)1/2ϕ, (−S˜)1/2ψ
)
,
where, for any s ∈ R∗, Λs denotes the L2-continuous difference operator (recall the definition of
Ts,0 in Section 2):
∀f ∈ L2(Ω), Λs(f ) = (Ts,0 f − f )/s. (18)
From Assumption 2.3, the norms of the forms ΛsTa and ΛsTH are uniformly bounded with
respect to s ∈ R∗ and the forms are weakly convergent respectively towards ∂tTa and ∂tTH .
Now, denote byH the subspace ofH−1 whose elements satisfy the condition: ∃C > 0,∀s > 0
and ∀ϕ ∈ C, 〈h,Λsϕ〉−1,1 ≤ C‖ϕ‖1. For any h ∈ H, the smallestC that satisfies such a condition
is denoted as ‖h‖T . ThenH is closed for the norm ‖ ‖H = ‖‖−1 + ‖‖T .
Finally, let us now extend the operator L defined on C by (11). For any λ > 0, consider the
continuous bilinear form Bλ on H×H that coincides on C × C with
∀ϕ, ψ ∈ C, Bλ(ϕ,ψ) = λ(ϕ,ψ)2 + [Ta + TH ]
(
(−S˜)1/2ϕ, (−S˜)1/2ψ
)
.
Thanks to Assumption 2.3 and the antisymmetry of H, this form is clearly coercive. Thus it
defines a strongly continuous resolvent operator and, consequently, the generator L associated
with this resolvent operator. More precisely, ϕ ∈ H belongs to Dom(L) if and only if Bλ(ϕ, ·) is
L2-continuous. In this case, there exists f ∈ L2(Ω) such that Bλ(ϕ, ·) = (f , ·)2 and Lϕ is equal
to f − λϕ. It can be proved that this definition is independent of λ > 0 (see [12, Ch. 1, Sect. 2]
for further details). Let us additionally mention that the adjoint operator L∗ of L in L2(Ω , pi) can
also be described through Bλ. Indeed, Dom(L∗) = {ϕ ∈ H;Bλ(·,ϕ) is L2(Ω)-continuous}. If
ϕ ∈ Dom(L∗), there exists f ∈ L2(Ω) such that Bλ(·,ϕ) = (f , ·)2 and L∗ϕ is equal to f − λϕ.
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Remark 5.2. For each function ϕ ∈ C ⊂ H, the application Lϕ can be viewed as a function of
H−1. Indeed, ∀ψ ∈ C, (Lϕ,ψ)2 = −[Ta+TH ]
(
(−S˜)1/2ϕ, (−S˜)1/2ψ) ≤ [M+CH1 ]‖ϕ‖1‖ψ‖1.
Hence, the application ϕ 7→ Lϕ ∈ H−1 can be extended to the whole space H so that, for each
function u ∈ H, we can define Lu as an element of H−1 even if u 6∈ Dom(L).
5.3. Existence of a solution
This section is devoted to proving existence of solutions of equation (12) for a suitable right-
hand side. The difficulty lies in the strong degeneracy of the associated Dirichlet form. It satisfies
no sector condition, even weak. However, it can be approximated by a family of Dirichlet forms
with weak sector condition.
For any θ ∈ {0; 1}, λ > 0 and δ ≥ 0, define Bθλ,δ as the (non-symmetric) bilinear continuous
form on F× F that coincides on C × C with
Bθλ,δ(ϕ,ψ) = λ(ϕ,ψ)2 + (1/2)([a+H]Dxϕ, Dxψ)2 − θ(Dtϕ,ψ)2
+ (δ/2)(Dtϕ, Dtψ)2. (19)
In what follows, the parameter θ (resp. δ) is omitted each time that it is equal to 1 (resp. 0). So
the forms B1λ,δ , B
θ
λ,0 and B
1
λ,0 are respectively simply denoted by Bλ,δ , B
θ
λ and Bλ.
Proposition 5.4. Suppose that h ∈ L2(Ω) ∩ Dom(Dt ) and d ∈ H. Then, for any θ ∈ {0; 1} and
λ > 0, there exists a unique solution uλ ∈ F of the equation λuλ − Luλ − θDtuλ = h + d, in
the sense that ∀ϕ ∈ F, Bθλ (uλ,ϕ) = (h,ϕ)2 + 〈d,ϕ〉−1,1. Moreover, Dtuλ ∈ H and there exists
a constant C, which does not depend on λ > 0, such that
λ|uλ|22 + m‖uλ‖21 ≤ |h|22/λ+ ‖d‖2−1/m, (20a)
λ|Dtuλ|22 + m‖Dtuλ‖21 ≤ |Dth|22/λ+ 2‖d‖2T /m + 2(Ca2 + CH2 )2
×
(
|h|2/λ+ ‖d‖2−1/m
)
/m2. (20b)
In the case of d ∈ L2(Ω), uλ ∈ Dom(L).
Finally, uλ is the strong limit in H as δ goes to 0 of the sequence (uλ,δ)λ,δ , where uλ,δ is the
unique solution of the equation: ∀ϕ ∈ F, Bθλ,δ(uλ,δ,ϕ) = (h,ϕ)2 + 〈d,ϕ〉−1,1, and the family
(Dtuλ,δ)δ is bounded in L2(Ω).
Before proving this result, we first investigate the case of time independent coefficients. On
the one hand, this is a good starting point for understanding the proof in the time dependent case
and this will bring out the difficulties arising with the time dependency. On the other hand, this
result is needed in the last section of this paper in order to prove the tightness of the process X .
Proposition 5.5. Suppose that h ∈ L2(Ω) Then, for any λ > 0, there exists a unique solution
wλ ∈ H ∩ Dom(S) of the equation
λwλ − Swλ = h. (21)
Proof. The main tool of this proof is the Lax–Milgram theorem. Let λ > 0 be fixed. For any
ϕ,ψ ∈ C, consider the bilinear form on C × C defined by
Dλ(ϕ,ψ) = λ(ϕ,ψ)2 − (ϕ,Sψ)2.
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Thanks to Assumption 2.3, this form is clearly coercive and continuous on C × C so that it can
be extended to the whole space H × H. The extension is also coercive and continuous. Now,
the application ϕ 7→ (h,ϕ)2 is obviously continuous on H so that the Lax–Milgram theorem
applies. This allows us to construct a strongly continuous resolvent associated with λ−S by way
of classical tools (see [5, Ch. 1, Sect. 3] or [12, Ch. 1, Sect. 2] for further details). 
Proof of the Proposition 5.4. Since the cases θ = 0 and θ = 1 are quite similar, we only give
the proof for θ = 1. The existence of a solution relies on the Lax–Milgram theorem again.
However, the considered bilinear form (19) with δ = 0 is not coercive on F because of the
time differential term (Dtϕ,ψ). The strategy consists in making it coercive by adding a term
(δ/2)(Dtϕ, Dtψ) (δ > 0) and then letting δ go to 0. Notice that for ϕ,ψ ∈ C, we have
([λ− L− Dt − (δ/2)D2t ]ϕ,ψ)2 = Bλ,δ(ϕ,ψ).
The continuity of Bλ,δ on C × C ⊂ F × F follows from (6) and (16). As a result of the time
independence of V, for any ϕ ∈ C, we have (ϕ, Dtϕ)2 = 0. As a consequence, for any ϕ ∈ C,
min(λ, δ/2,m)ε(ϕ,ϕ) ≤ Bλ,δ(ϕ,ϕ). (22)
Hence Bλ,δ defines a continuous coercive bilinear form on F × F. The Lax–Milgram theorem
applies and provides us with a solution uλ,δ of the equation
∀ϕ ∈ C, Bλ,δ(uλ,δ,ϕ) = (h,ϕ)2 + 〈d,ϕ〉−1,1. (23)
In particular, choosing ϕ = uλ,δ in (23), we get the bound
λ|uλ,δ|22 + m‖uλ,δ‖21 + δ|Dtuλ,δ|22 ≤ |h|22/λ+ ‖d‖2−1/m. (24)
Let us now pass to the limit as δ goes to 0 to obtain a solution uλ ∈ F of the equation
∀ϕ ∈ C, Bλ(uλ,ϕ) = (h,ϕ)2 + 〈d,ϕ〉−1,1. (25)
We are faced with the problem of controlling Dtuλ,δ as δ goes to 0. The idea lies in differentiating
(23) with respect to the time variable in order to establish an equation satisfied by Dtuλ,δ , from
which estimates will be derived. So, we define for each fixed λ, δ > 0, vs = Λsuλ,δ (the
parameters λ, δ of vs are temporarily omitted in order to simplify the notation) and we easily
check that vs solves the following equation:
∀ϕ ∈ F, Bλ,δ(vs,ϕ) = Fs(ϕ), (26)
where Fs is a continuous linear form on F defined, ∀ϕ ∈ F, by
Fs(ϕ) = (Λsh,ϕ)2 − 〈d,Λ−sϕ〉−1,1 − [ΛsTa + ΛsTH ]((−S˜)1/2Ts,0uλ,δ, (−S˜)1/2ϕ).
(27)
From Assumption 2.3, it is readily seen that
Fs(ϕ) ≤ |Dth|2|ϕ|2 + ‖d‖T ‖ϕ‖1 + (Ca2 + CH2 )‖uλ,δ‖1‖ϕ‖1,
for any s ∈ R∗. Therefore
Bλ,δ(vs, vs) = Fs(vs) ≤ |Dth|2|vs |2 + ‖d‖T ‖ϕ‖1 + (Ca2 + CH2 )‖uλ,δ‖1‖vs‖1. (28)
Using estimate (24) in (28), we have
λ|vs |22 + m‖vs‖21 + δ|Dtvs |22 ≤ |Dth|22/λ+ 2‖d‖2T /m + 2(Ca2 + CH2 )2
× (|h|2/λ+ ‖d‖2−1/m)/m2. (29)
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So, the family (vs)s∈R∗ is bounded in F. Even if it means extracting a subsequence (still denoted
by (vs)s∈R∗ ), (vs)s∈R∗ converges weakly in F towards some function v0 ∈ F as s goes to 0.
On the other hand, since uλ,δ ∈ F ⊂ Dom(Dt ), (vs)s∈R∗ also converges strongly in L2(Ω)
towards Dtuλ,δ , so that Dtuλ,δ ∈ F and satisfies the bound (29) instead of vs . In particular,
(Dtuλ,δ)δ>0 is bounded in H independently of δ > 0 and so is (uλ,δ)δ>0 in F. Thereby, there
exists a subsequence (uλ,δ, Dtuλ,δ)δ>0 ⊂ F×H, still indexed with δ > 0, that converges weakly
in F × H towards (uλ, Dtuλ) ∈ F × H as δ → 0. In particular, δDtuλ,δ → 0 in L2(Ω) as
δ goes to 0. So we are in position to pass to the limit as δ goes to 0 in (23). Obviously, uλ is
a solution of (25). Uniqueness of the weak limit raises no particular difficulty since two weak
limits uλ and wλ satisfy ∀ϕ ∈ F, Bλ(uλ − wλ,ϕ) = 0. It just remains to choose ϕ = uλ − wλ.
(20a) and (20b) respectively result from (24) and (29). If d ∈ L2(Ω), note that uλ ∈ F ⊂ H and
Bλ(uλ, ·) = (h+ d + Dtuλ, ·)2 is L2-continuous so that uλ ∈ Dom(L).
Let us now investigate the strong convergence in F of (uλ,δ)λ,δ towards uλ as δ goes to 0. Let
us find the difference between (23) and (25) and choose ϕ = uλ,δ − uλ; this yields
Bλ,δ(uλ,δ − uλ,uλ,δ − uλ) = (δ/2)(Dtuλ, Dtuλ − Dtuλ,δ)2,
and this latter quantity converges to 0 as δ goes to 0 because of the boundedness of the family
(|Dtuλ,δ|2)λ,δ . (22) allows us to conclude. 
5.6. Control of the solution
Our goal is now to determine the asymptotic behaviour, as λ goes to 0, of the solution uiλ of
the equation (in the sense of Proposition 5.4)
λuiλ − Luiλ − Dtuiλ = bi . (30)
More precisely, we aim at proving that λ|uiλ|22 → 0 and that (∇σuiλ)λ converges in (L2(Ω))d as
λ goes to 0. Our strategy consists in showing that the operator λ−L−Dt is just a perturbation of
the operator λ− S˜− Dt , so that the study can be reduced to studying the solution of the equation
λvλ − S˜vλ − Dtvλ = bλ,
where bλ will be defined thereafter but possesses a strong limit in H−1. This latter equation
is more convenient to study because the operators S˜ and Dt can be viewed through the same
spectral decomposition. Thus, the purpose of this section is to prove the following proposition:
Proposition 5.7. Let (bλ)λ>0 be a family of functions in H−1 ∩ L2(Ω) which is strongly
convergent in H−1 to b0. Suppose that there exists a constant C (which does not depend on
λ) such that ∀s > 0 and ∀ϕ ∈ C,
(bλ,Λsϕ)2 ≤ C‖ϕ‖1.
Then the solution uλ ∈ F of the equation λuλ−Luλ−Dtuλ = bλ (in the sense of Proposition 5.4)
satisfies:
• there exists η ∈ D such that (−S˜)1/2uλ → η as λ goes to 0 in D,
• λ|uλ|22 → 0 as λ goes to 0.
As for the existence of the solution, let us first investigate the time independent case by way
of an introduction.
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Proposition 5.8. Let h be in H−1 ∩ L2(Ω). For any λ > 0, let wλ be defined as the unique
solution in H of the equation
λwλ − Swλ = h
Then λ|wλ|22 → 0 and there exists ζ ∈ (L2(Ω))d such that |∇σwλ − ζ |2 → 0 as λ goes to 0.
Proof. Keeping the notation of Proposition 5.5, wλ solves the equation: ∀ϕ ∈ H, Dλ(wλ,ϕ) =
(h,ϕ)2. Choosing ϕ = wλ and using h ∈ H−1, we have λ|wλ|22 + m‖wλ‖21 ≤ ‖h‖2−1/m. Thus,
even if it means extracting a subsequence, we can find g ∈ L2(Ω) such that ((−S˜)1/2wλ)λ
converges weakly in L2(Ω) towards g as λ tends to 0. Moreover (λwλ)λ clearly converges to 0
in L2(Ω). For any ϕ ∈ H, passing to the limit as λ goes to zero in the expression
λ(wλ,ϕ)2 + Ta((−S˜)1/2wλ, (−S˜)1/2ϕ)2 = Dλ(wλ,ϕ) = (h,ϕ)2, (31)
we obtain Ta(g, (−S˜)1/2ϕ)2 = (h,ϕ)2. Taking the difference between the last two equalities,
subtracting Ta((−S˜)1/2wλ − g, g) and then choosing (−S˜)1/2ϕ = (−S˜)1/2wλ − g, we obtain
λ|wλ|22 + Ta((−S˜)1/2wλ − g, (−S˜)1/2wλ − g) = −Ta((−S˜)1/2wλ − g, g).
Due to the weak convergence of ((−S˜)1/2wλ)λ to g in D, the right-hand side converges to 0 as
λ goes to 0. So does the left-hand side. Since Ta defines an inner product on D equivalent to
the canonical one (Assumption 2.3), this completes the proof of the strong convergence up to a
subsequence. Uniqueness of the weak limit is clear since two weak limits g and g′ ∈ D satisfy:
∀ϕ ∈ C, Ta(g − g′, (−S˜)1/2ϕ) = 0. Finally, since the convergence in D of ((−S˜)1/2wλ)λ is
equivalent to the convergence of (∇σwλ)λ in (L2(Ω))d , we complete the proof. 
Proposition 5.9. Let (bλ)λ>0 be a family of functions in H−1 that is strongly convergent to b0
in H−1. Let (vλ)λ>0 be a family of functions in F that solves the equation (for any λ > 0)
λvλ − S˜vλ − Dtvλ = bλ in the following sense:
∀ϕ ∈ F, λ(vλ,ϕ)2 + 〈vλ,ϕ〉1 − (Dtvλ,ϕ)2 = (bλ,ϕ)2. (32)
Then there exists η ∈ D such that λ|vλ|22 → 0 and |(−S˜)1/2vλ − η|2 → 0 as λ goes to 0.
Proof. From Lemmas 5.10 and 5.11 below, we can assume that, for any λ > 0, bλ ∈ L2(Ω) ∩
Dom(Dt ) ∩ H−1 and converges to b0 ∈ H−1. Then vλ ∈ Dom(˜S) (see Proposition 5.4). Recall
that −S˜ = ∫R+×R xE(dx, dy) and −Dt = ∫R+×R iyE(dx, dy). Choosing ϕ = vλ in (32), we
have
λ|vλ|22 + ‖vλ‖21 = (bλ, vλ)2 ≤ C‖vλ‖1 ≤ C2, (33)
where C = supλ>0 ‖bλ‖−1. Thus we can find h ∈ D and a subsequence, still denoted by (vλ)λ,
such that ((−S˜)1/2vλ)λ converges weakly in L2(Ω) to h.
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Now we claim supλ>0 ‖λvλ‖−1 < ∞ and supλ>0 ‖Dtvλ‖−1 < ∞.
|(λvλ,ϕ)2| =
∣∣∣∣∫R+×R λ(λ+ x + iy)−1 dEbλ,ϕ
∣∣∣∣
≤
(∫
R+×R
λ2
x[(λ+ x)2 + y2] dEbλ,bλ
)1/2 (∫
R+×R
x dEϕ,ϕ
)1/2
≤ sup
λ>0
(∫
R+×R
x−1 dEbλ,bλ
)1/2
‖ϕ‖1
= sup
λ>0
‖bλ‖−1‖ϕ‖1.
Since Dtvλ = λvλ − S˜vλ − bλ and ‖˜Svλ‖−1 ≤ ‖vλ‖1, Dtvλ ∈ H−1 and supλ>0 ‖Dtvλ‖−1 < ∞.
Then there exists a bounded family (Fλ)λ≥0 of continuous linear forms on D ⊂ L2(Ω) such that
∀λ > 0, ∀ϕ ∈ C,Fλ((−S˜)1/2ϕ) = (Dtvλ,ϕ)2. Moreover, from (33), (λvλ)λ converges to 0 in
L2(Ω) so that, ∀ϕ ∈ C,
Fλ((−S˜)1/2ϕ) = (λvλ,ϕ)2 + ((−S˜)1/2vλ, (−S˜)1/2ϕ)2 − 〈bλ,ϕ〉−1,1
→ (h, (−S˜)1/2ϕ)2 − 〈b0,ϕ〉−1,1
as λ goes to 0. Hence, (Fλ)λ≥0 is weakly convergent in D∗ (the topological dual of D) to a limit
denoted by F0.
We now aim at proving F0(h) = 0. Using the antisymmetry of the operator Dt
Fλ((−S˜)1/2vµ) = (Dtvλ, vµ)2 = −(Dtvµvλ)2 = −Fµ((−S˜)1/2vλ),
we pass to the limit as λ goes to 0 and obtain F0((−S˜)1/2vµ) = −Fµ(h). It just remains to pass
to the limit as µ goes to 0; this yields F0(h) = −F0(h) = 0.
Let us investigate now the limit equation, which connects F0, h and b0. First recall (33), which
states λ|vλ|22 ≤ C2 and as a consequence λvλ → 0 as λ goes to 0. Then, we are in a position to
pass to the limit as λ tends to 0 in (32), and this yields, for any ϕ ∈ F,
(h, (−S˜)1/2ϕ)2 − F0((−S˜)1/2ϕ) = 〈b0,ϕ〉−1,1. (34)
Let us now establish the uniqueness of the weak limit. Let h and h′ be two possible weak limits
of two subsequences of (vλ)λ, and F0,F′0 the corresponding linear forms defined as described
above. Then (34) provides us with the following equality:
∀ϕ ∈ F, (h− h′, (−S˜)1/2ϕ) = [F0 − F′0]((−S˜)1/2ϕ). (35)
Using the antisymmetry of the operator Dt again, we obtain
Fλ((−S˜)1/2vµ) = (Dtvλ, vµ)2 = −(Dtvµ, vλ)2 = −Fµ((−S˜)1/2vλ).
Let us first pass to the limit as λ goes to 0 along the first subsequence, and then pass to the limit
as µ goes to 0 along the second subsequence; we obtain
F0(h′) = −F′0(h).
Now, it just remains to choose (−S˜)1/2ϕ = h− h′ in (35) and this yields
|h− h′|22 = −F0(h′)− F′0(h) = 0.
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Hence the weak convergence holds for the whole family. Let us now tackle the strong
convergence of (vλ)λ. Choosing ϕ = vλ in (34), using F0(h) = 0 and passing to the limit a
λ goes to 0, this yields
(h,h)2 = lim
λ→0〈b0, vλ〉−1,1 = limλ→0〈bλ, vλ〉−1,1 = limλ→0
[
λ|vλ|22 + ‖vλ‖21
]
. (36)
In particular, |h|2 = limλ→0 |(−S˜)1/2vλ|2. Thus, the convergence of the norms implies the strong
convergence of the sequence ((−S˜)1/2vλ)λ to h in L2(Ω). In passing, (36) also implies the
convergence of
(
λ|vλ|22
)
λ
to 0. 
Lemma 5.10. For each function b ∈ H−1, there exists a family (bλ)λ of functions in L2(Ω) ∩
Dom(Dt ) ∩H−1 such that ‖b− bλ‖−1 converges to 0 as λ goes to 0.
Proof. Let us consider the solution wλ ∈ H of the equation λwλ−S˜wλ = b (see Proposition 5.5).
Then, for any ϕ ∈ C,
(λwλ,ϕ)2 =
∫
R+×R
λ(λ+ x)−1 dEb,ϕ(dx, dy)
≤
(∫
R+×R
λ2x−1(λ+ x)−2 dEb,b(dx, dy)
)1/2
‖ϕ‖1.
Since b ∈ H−1, we have
∫
R+×R x
−1 dEb,b(dx, dy) < ∞. Thus the Lebesgue theorem ensures
that the above integral converges to 0 as λ goes to 0. Hence, ‖λwλ‖−1 converges to 0 as λ goes
to 0. We can now choose a family (ϕλ)λ in C such that ‖wλ − ϕλ‖1 → 0 as λ goes to 0. Finally,
‖b− S˜ϕλ‖−1 ≤ ‖b− S˜wλ‖−1 + ‖˜Swλ − S˜ϕλ‖−1 ≤ ‖λwλ‖−1 + ‖wλ − ϕλ‖1
also converges to 0 as λ tends to 0 and, clearly, S˜ϕλ ∈ L2(Ω) ∩ Dom(Dt ). 
Lemma 5.11. Let (bλ)λ and (b′λ)λ be two families in H−1 such that ‖bλ− b′λ‖−1 → 0 as λ goes
to 0. Let (vλ)λ and (v′λ)λ two families in F solving equation (32) with respectively bλ and b′λ as
the right-hand side. Then λ|vλ − v′λ|22 + ‖vλ − v′λ‖21 → 0 as λ goes to 0.
Proof. Taking the difference between the two equations corresponding to vλ and v′λ, this yields
for any ϕ ∈ F,
λ(vλ − v′λ,ϕ)2 + 〈vλ − v′λ,ϕ〉1 − (Dtvλ − Dtv′λ,ϕ)2 = 〈bλ − b′λ,ϕ〉−1,1.
Choosing ϕ = vλ − v′λ, we easily deduce λ|vλ − v′λ|22 + ‖vλ − v′λ‖1 ≤ ‖bλ − b′λ‖−1. The result
follows. 
Let us now investigate the general case; that means that we aim at replacing S˜ by L in
Proposition 5.9. We first set out the main ideas of the proof. Let us formally write
λ− L− Dt = λ− S˜− Dt − (L− S˜)
= (I− [L− S˜] (λ− S˜− Dt )−1)(λ− S˜− Dt ).
If we can prove that
[
L− S˜] (λ − S˜ − Dt )−1 defines a strictly contractive operator, then
we will be in position to invert it. It turns out that it is actually bounded but not strictly
contractive. To overcome this difficulty, we introduce a small parameter δ to make the operator
δ
[
L− S˜] (λ − S˜ − Dt )−1 strictly contractive. Then, an iteration procedure proves that δ can be
chosen equal to 1.
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Proposition 5.12. Let (bλ)λ>0 be a family of functions inH−1 that is strongly convergent inH−1
to some b0 ∈ H−1 and bounded inH. Then there exists δ0 > 0 such that, for any 0 ≤ δ ≤ δ0, for
any λ > 0, the solution (in the sense of Proposition 5.4) uλ ∈ F (with Dtuλ ∈ H) of the equation
λuλ − δLuλ − (1− δ)˜Suλ − Dtuλ = bλ,
satisfies: ∃η ∈ L2(Ω) such that λ|uλ|22 + |(−S˜)1/2uλ − η|2 → 0 as λ goes to 0.
Proof. Consider the operator Pλ : H→ H defined by Pλ(b) = (L− S˜)(λ− S˜− Dt )−1(b). Note
that Proposition 5.4 applies for all coefficients a and H satisfying Assumption 2.3. In particular,
it works for a = a˜ and H = 0, so that Pλ is well defined. Lemma 5.13 below proves that
‖Pλ‖H→H is bounded with a norm that only depends on the constants M,CH1 ,Ca2 and CH2
(see Assumption 2.3). Therefore, we can choose δ0 > 0 such that ‖δ0Pλ‖H→H < 1 (actually
δ0 < [2(2 + M + CH1 )(1 + Ca2 + CH2 )]−1). For 0 < δ < δ0, we can then define the operator
[I− δPλ]−1 : H −→ H. Note that (λ− δL− (1− δ)˜S− Dt )−1 = (λ− S˜− Dt )−1 [I− δPλ]−1.
Thanks to Proposition 5.9, it is sufficient to prove that [I− δPλ]−1 (bλ) is convergent inH−1. But
[I− δPλ]−1 (bλ) = ∑∞n=0(δPλ)n(bλ). Lemma 5.13 ensures that the sum converges uniformly
with respect to λ > 0. It just remains to prove that, for each fixed n ≥ 0, ((δPλ)n(bλ))λ
converges in H−1. This can be proved by induction on n ∈ N. For n = 0, (bλ)λ>0 is
convergent by assumption. Then, if the family ((δPλ)n(bλ))λ is convergent inH−1, we can apply
Proposition 5.9 to ensure that the family ((−S˜)1/2(λ − S˜ − Dt )−1[(δPλ)n(bλ)])λ converges in
L2(Ω). This implies the convergence of ((δPλ)n+1(bλ))λ in H−1. 
Lemma 5.13. The norms of Pλ : (H, ‖ · ‖−1) → (H−1, ‖ · ‖−1) and Pλ : (H, ‖ · ‖H) →
(H, ‖ · ‖H) are both bounded from above by 2(2+ M + CH1 )(1+ Ca2 + CH2 ).
Proof. Fix b ∈ H. Let uλ ∈ F (with Dtuλ ∈ H) be the solution of the equation (apply
Proposition 5.4 with a = a˜, H = 0, h = 0 and m = 1)
∀ϕ ∈ F, λ(uλ,ϕ)2 + 〈uλ,ϕ〉1 − (Dtuλ,ϕ)2 = 〈b,ϕ〉−1,1.
It derives from (20a) that λ|uλ|22 + ‖uλ‖21 ≤ ‖b‖2−1, in such a way that
‖Pλ(b)‖−1 = ‖(L− S˜)uλ‖−1 ≤ (1+ M + CH1 )‖uλ‖1 ≤ (1+ M + CH1 )‖b‖−1.
This proves the first point.
Consider now u ∈ F with Dtu ∈ H. An easy computation proves that, for any s ∈ R∗ and
ϕ ∈ C,
Ta((−S˜)1/2u, (−S˜)1/2Λsϕ) = −Λ−sTa((−S˜)1/2u, (−S˜)1/2ϕ)
−Ta((−S˜)1/2Λsu, (−S˜)1/2Ts,0ϕ)
≤ Ca2‖u‖1‖ϕ‖1 + M‖Dtu‖1‖ϕ‖1. (37)
In the above inequalities, we use ‖u‖1 = ‖Ts,0u‖1 and ‖Λsu‖1 ≤ ‖Dtu‖1. This latter point can
be proved for u ∈ C as follows:
‖Λsu‖21 = −(Λsu, S˜Λsu)2 = −
∫ 1
0
∫ 1
0
(DtTr,0u, S˜DtTu,0u)2 dr du ≤ −(Dtu, S˜Dtu)2.
The general case is treated by density arguments.
As in (37), we have TH ((−S˜)1/2u, (−S˜)1/2Λsϕ) ≤ CH2 ‖u‖1‖ϕ‖1+CH1 ‖Dtu‖1‖ϕ‖1. Hence,
‖(L− S˜)(u)‖T ≤ (CH2 + Ca2 )‖u‖1 + (CH1 + M + 1)‖Dtu‖1.
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Then, Proposition 5.4 ensures that Dtuλ ∈ H and ‖Dtuλ‖1 ≤ 2‖b‖T + 2(CH2 + Ca2 )‖b‖−1 (see
(20b)) so that we finally obtain
‖Pλ(b)‖T ≤ (CH2 + Ca2 )‖b‖−1 + 2(CH1 + M + 1)(‖b‖T + (CH2 + Ca2 )‖b‖−1). (38)
The result follows. 
Proof of Proposition 5.7. The last step before proving Proposition 5.7 consists in lifting the
restriction of the smallness of δ0. The previous construction provides us with δ0 strictly less than
1. We perform an induction to get round this restriction whose initialization is the construction
of δ0. The second step consists in iterating our arguments to the operator
λ− (δ0 + δ1)L− (1− δ0 − δ1)˜S− Dt
= [I− δ1(L− S˜)[λ− δ0L− (1− δ0)˜S− Dt ]−1](λ− δ0L− (1− δ0)˜S− Dt ).
We exactly repeat the proof of Proposition 5.12 except that the operator λ − (1 − δ0 − δ1)˜S −
(δ0 + δ1)L − Dt plays the role of the operator λ − (1 − δ0)˜S − δ0L − Dt and we apply
Proposition 5.12 with the operator λ− (1− δ1)˜S− δ1L− Dt instead of applying Proposition 5.9
with λ − S˜ − Dt . Of course, a restriction about the smallness of δ1 is imposed by this
procedure. Even if it means substituting a˜ with ma˜, we assume, without loss of generality,
that m = 1. Thus Lemma 5.13 remains valid for the operator P1λ : H → H defined by
P1λ (b) = (L − S˜)(λ − (1 − δ0)˜S − δ0L − Dt )−1(b). This is of the utmost importance because
that means that we can choose δ1 = δ0. Thus we can iterate these arguments until we find δN
such that δ0 + δ1 + · · · + δN > 1 and such that Proposition 5.12 still holds except that δ < δ0 is
everywhere replaced by δ < δ0 + δ1 + · · · + δN . Proposition 5.7 follows. 
Now let us prove that the drift b of the diffusion process X fulfills the assumptions of
Proposition 5.7. To this end, let us establish
Lemma 5.14. For each i ∈ {1, . . . , d}, bi belongs to H−1 and ∀s ∈ R,∀ϕ ∈ C,
〈bi ,Λsϕ〉−1,1 ≤ (Ca2 + CH2 )|(˜aEi , Ei )2|1/2‖ϕ‖1.
Proof. Let (E1, . . . , Ed) be the canonical basis of Rd . Then we have
(bi ,ϕ)2 = 1/2∑
j
(e2VD j (e−2V[a+H]i j ),ϕ)2
= −1/2 ([a−H]Dϕ, Ei )2
≤ 1/2 ∣∣(aDϕ, Ei )2∣∣+ 1/2 ∣∣(HDϕ, Ei )2∣∣
Cauchy−Schwarz≤ M‖ϕ‖1|(˜aEi , Ei )2|1/2 + CH1 ‖ϕ‖1|(˜aEi , Ei )2|1/2
and this proves the first point. Then, ∀s > 0,∀ϕ ∈ C, we have
〈bi ,Λsϕ〉−1,1 = −(1/2) ([a+H]Ei ,ΛsDϕ)2
= (1/2) (Λ−s[a+H]Ei , Dϕ)2
Assumption 2.3≤ (Ca2 + CH2 )|(˜aEi , Ei )2|1/2‖ϕ‖1. 
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6. Itoˆ’s formula
We are not in a lucky situation of working on an explicit Dirichlet form connected with the
generator in L2(Ω , pi) of Y , wrongly denoted by [L + Dt ]. This raises the following issue:
given a function f ∈ L2(Ω) and the function uλ that weakly solves (see Proposition 5.4)
λuλ − (L + Dt )uλ = f , does the “Ito formula” apply to uλ and to the process Y ? Indeed, it
is not clear that the construction of uλ in Proposition 5.4 belongs to the domain of the generator
of Y . The key tool is the regular approximation (uλ,δ)δ provided by Proposition 5.4 for a suitable
function f .
Let us consider a standard one-dimensional Brownian motion {B ′t ; t ≥ 0} that is independent
of {Bt ; t ≥ 0} in such a way that {(B ′t , Bt ); t ≥ 0} is a standard d + 1-dimensional Brownian
motion. Define then the d+1-dimensional diffusion process Xω,δ , starting from 0, as the solution
of the SDE
Xω,δt =
∫ t
0
[
1
b(Xω,δr , ω)
]
dr +
∫ t
0
[√
δ 0
0 σ(Xω,δr , ω)
]
d(B ′, B)r . (39)
The associated diffusion in random medium Y δ defined by Y δt (ω) = τXω,δt ω is an Ω -
valued Markov process, which admits pi as invariant measure (similar to Section 4). It also
defines a continuous semigroup on L2(Ω). The associated (non-symmetric) Dirichlet form
is given by (19) (with θ = 1) with domain F × F and satisfies a weak sector condition
(see [12, Ch. 1, Sect 2] for the definition). The generator Lδ is defined on Dom(Lδ) = {u ∈
F; Bλ,δ(u, ·) is L2(Ω)-continuous} (see [12, Ch. 1, Sect 2] for further details). It coincides on C
with L + Dt + (δ/2)D2t . Since b and σ are globally Lipschitz (Assumption 2.2), classical tools
of SDE theory ensure that∫
Ω
E
[
sup
0≤t≤T
|(t, Xωt )− Xω,δt |2
]
dpi → 0 as δ goes to 0, (40)
where both diffusions start from 0.
Proposition 6.1. Let f ∈ L2(Ω) and a family (uλ)λ>0 in F be such that:
(1) ∀ϕ ∈ F, Bλ(uλ,ϕ) = (f ,ϕ)2,
(2) for each λ > 0, there exists a sequence (uλ,δ)δ>0 in F that converges in H towards uλ.
Moreover (uλ,δ)δ>0 ∈ Dom(Lδ) and satisfies λuλ,δ − Lδuλ,δ = f ,
(3) for each fixed λ > 0, (Dtuλ,δ)δ is bounded in L2(Ω),
(4) each function uλ,δ has continuous trajectories, that is, for µ almost every ω ∈ Ω , the function
(t, x) ∈ Rd+1 7→ uλ,δ(τt,xω) is continuous.
Then, Ppi a.s., the following formula holds:
uλ(Yt ) = uλ(Y0)+
∫ t
0
(λuλ − f )(Yr ) dr +
∫ t
0
∇σu∗λ(Yr ) dBr
where Ppi is the law of the process Y starting with initial distribution pi on Ω .
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Proof. Since uλ,δ ∈ Dom(Lδ) and λuλ,δ − Lδuλ,δ = f , we can write (see Lemma 6.2 below)
uλ,δ(Y δt )− uλ,δ(Y δ0 )
=
∫ t
0
Lδuλ,δ(Y δr ) dr + δ1/2
∫ t
0
Dtuλ,δ(Y δr ) dB
′
r +
∫ t
0
∇σu∗λ,δ(Y δr ) dBr
=
∫ t
0
[λuλ,δ − f ](Y δr ) dr + δ1/2
∫ t
0
Dtuλ,δ(Y δr ) dB
′
r +
∫ t
0
∇σu∗λ,δ(Y δr ) dBr . (41)
Thanks to (40), the convergence, as δ → 0, of (uλ,δ)λ,δ towards uλ in H and the boundedness of
(Dtuλ,δ)δ in L2(Ω), we can pass to the limit in (41) and complete the proof. 
Lemma 6.2. Keeping the notation of Proposition 6.1, the following formula holds, Ppi a.s.:
uλ,δ(Y δt )− uλ,δ(Y δ0 ) =
∫ t
0
Lδuλ,δ(Y δr ) dr + δ1/2
∫ t
0
Dtuλ,δ(Y δr ) dB
′
r
+
∫ t
0
∇σu∗λ,δ(Y δr ) dBr .
Proof. Since uλ,δ ∈ Dom(Lδ), the difference uλ,δ(Y δt ) − uλ,δ(Y δ0 ) −
∫ t
0 L
δuλ,δ(Y δr ) dr is a
square integrable continuous Ppi -martingale, denoted by Mδt . Moreover, for a function ϕ ∈ C,
the classical Ito formula yields ϕ(Y δt ) − ϕ(Y δ0 ) =
∫ t
0 L
δϕ(Y δr ) dr + δ1/2
∫ t
0 Dtϕ(Y
δ
r ) dB
′
r +∫ t
0 ∇σϕ∗(Y δr ) dBr . Then the process t 7→ uλ,δ(Y δt ) − ϕ(Y δt ) is a continuous semimartingale
and Theorem 32 in [18, Ch. 2, Sect. 7] (applied with the function x ∈ R 7→ x2) yields, Ppi a.s.,
(uλ,δ(Y δt )− ϕ(Y δt ))2
= (uλ,δ(Y δt )− ϕ(Y δ0 ))2 + 2
∫ t
0
(uλ,δ − ϕ)Lδ(uλ,δ − ϕ)(Y δr ) dr
+ 2
∫ t
0
(uλ,δ − ϕ)(Y δr ) (dMδr − δ1/2Dtϕ(Y δr ) dB ′r −∇σϕ∗(Y δr ) dBr )
+ 2
[
M −
∫ ·
0
δ1/2Dtϕ(Y δr ) dB
′
r −
∫ ·
0
∇σϕ∗(Y δr ) dBr
]
t
, (42)
where [X ] stands for the quadratic variations of the martingale X . Integrating with respect to the
measure pi , the martingale term vanishes and we deduce
Epi
(
2
[
M −
∫ ·
0
δ1/2Dtϕ(Y δr ) dB
′
r −
∫ ·
0
∇σϕ∗(Y δr ) dBr
]
t
)
≤ 2Bλ,δ(uλ,δ − ϕ,uλ,δ − ϕ). (43)
Choosing a sequence (ϕn)n in C that converges in F towards uλ,δ , we easily complete the proof
with the help of (43). 
Note that the time reversed process t 7→ Y δT−t is a Markov process with respect to the
backward filtration (Gδt )0≤t≤T , where Gδs is the σ -algebra on Ω generated by
{
Y δr ; t ≤ r ≤ T
}
,
and admits the adjoint operator (Lδ)∗ of Lδ in L2(Ω , pi) as generator, which coincides on C with
L∗ − Dt + (δ/2)D2t . From (40), t 7→ Y δT−t approximates the process t 7→ YT−t as δ tends to 0.
It is then readily seen that we can slightly modify the proof of Proposition 6.1 and prove the
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Proposition 6.3. Let f ∈ L2(Ω) and a family (uλ)λ>0 in F such that:
(1) ∀ϕ ∈ F, Bλ(ϕ,uλ) = (f ,ϕ)2,
(2) for each λ > 0, there exists a sequence (uλ,δ)δ>0 in F that converges in H towards uλ;
moreover (uλ,δ)δ>0 ∈ Dom(Lδ)∗ and satisfies λuλ,δ − (Lδ)∗uλ,δ = f ,
(3) for each fixed λ > 0, (Dtuλ,δ)δ is bounded in L2(Ω),
(4) each function uλ,δ has continuous trajectories, that is, for µ almost every ω ∈ Ω , the function
(t, x) ∈ Rd+1 7→ uλ,δ(τt,xω) is continuous.
Then, Ppi a.s., the following formula holds:
uλ(YT − t) = uλ(YT )+
∫ t
0
(λuλ − f )(YT−r ) dr + (Mt − M0)
where M is a martingale with respect to the backward filtration (Gt )0≤t≤T , and Gs is the σ -
algebra on Ω generated by {Yr ; t ≤ r ≤ T }. Moreover, the quadratic variations of M exactly
match
∫ t
0 ∇σu∗λ · ∇σuλ(YT−r ) dr .
7. Ergodic theorem
Let us now exploit the ergodic properties of the operator S˜ stated in Assumption 2.4 and prove
Theorem 7.1. Let f ∈ L1(Ω). Then
Epi
∣∣∣∣1t
∫ t
0
f (Yr ) dr − pi(f )
∣∣∣∣→ 0 as t goes to ∞.
Proof. We suppose at first that f ∈ C. Even if it means considering f − pi(f ) instead of f , we
assume that pi(f ) = 0. Clearly, f ∈ Dom(Dt ) and Proposition 5.4 applies. For each λ > 0, this
provides us with a function uλ ∈ F such that
∀ϕ ∈ F, Bλ(uλ,ϕ) = (f ,ϕ)2. (44)
Moreover, (20a) and (20b) ensures that the families (λuλ)λ, (λDtuλ)λ and (λ1/2(−S˜)1/2uλ)λ
are bounded in L2(Ω). Even if it means considering a subsequence, we assume that (λuλ)λ,
(λDtuλ)λ and (λ1/2(−S˜)1/2uλ)λ weakly converge respectively to g, g′ and G in L2(Ω). Since
the operator Dt is closed, it turns out that g′ = Dtg. Let us now prove now that g ∈ Dom(L).
Consider ϕ ∈ Dom(L∗). Then we derive from (44) that
λ(f ,ϕ)2 = λBλ(uλ,ϕ) = λ2(uλ,ϕ)2 − (λuλ,L∗ϕ)2 − (λDtuλ,ϕ)2.
Passing to the limit as λ goes to 0, we deduce (g,L∗ϕ)2 = −(Dtg,ϕ)2. Hence g ∈ Dom(L∗∗) =
Dom(L) ⊂ H and Lg = −Dtg. In particular
m‖g‖21 ≤ −(g,Lg)2 = (Dtg, g)2 = 0
so that g ∈ Dom((−S˜)1/2) and (−S˜)1/2g = 0. As a consequence, g ∈ Dom(˜S) and S˜g = 0.
From Assumption 2.4, g is invariant under space translations in such a way that Dtg = −Lg = 0
and g is also invariant under time translations. Thus the ergodicity of the measure µ implies that
g is constant (µ a.s.). Choosing ϕ equal to the constant function 1 in (44), we deduce g = 0. We
now aim at proving that the convergence of (λuλ)λ towards 0 holds in the strong sense. In what
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follows, we make no distinction between 0 ∈ R and the constant function that matches 0 over Ω .
We just have to write
0 = (0, f )2 = lim
λ→0(λuλ, f )2 = limλ→0 Bλ(λuλ, λuλ)2 ≥ lim supλ→0 |λuλ|
2
2.
Note now that the approximating family (uλ,δ)δ provided by Proposition 5.4 is given by
uλ,δ(ω) =
∫∞
0 e
−λrE0[ f (Xω,δr , ω)] dr . For each (t, x) ∈ Rd+1, the law of the process
(t, x) + X τt,xω,δ , X τt,xω,δ starting from 0 ∈ Rd+1, is the same as the law of the process Xω,δ
starting from (t, x) ∈ Rd+1 (see the proof at the end of Section 8). Hence uλ,δ(τt,xω) =∫∞
0 e
−λrEt,x [ f (Xω,δr , ω)] dr . Since f is smooth and Xω,δ is a Feller process, uλ,δ has continuous
trajectories. Thus Proposition 6.1 applies and it yields∫ t
0
f (Yr ) dr = (uλ(Y δ0 )− uλ(Yt ))+
∫ t
0
λuλ(Yr ) dr +
∫ t
0
∇σu∗λ(Yr ) dBr .
Thanks to (20a) and the invariance of the measure pi for the process Y , we can find a constant C ,
which depends neither on λ nor on t , such that
Epi
∣∣∣∣1t
∫ t
0
f (Yr ) dr
∣∣∣∣2 ≤ C/(tλ)2 + C |λuλ|22 + C/(tλ1/2).
It just remains to choose λ small enough and then t large enough to complete the proof in the
case f ∈ C. The general case is treated with the density of C in L1(Ω) and the invariance of the
measure pi . Since it raises no particular difficulty, details are left to the reader. 
8. Invariance principle
Notation. Up to the end of this paper, for i ∈ {1, . . . , d} we denote by uiλ the solution of the
equation (in the weak sense of Proposition 5.4)
λuiλ − Luiλ − Dtuiλ = bi .
From Proposition 5.7, there exists ξi ∈ (L(Ω))d such that λ|uiλ|22 + |ξi −∇σuiλ|2 → 0 as λ goes
to 0. 
Applying the Ito formula (see Proposition 6.1) to the function uε2 yields
εXωt/ε2 = H ε,ωt + ε
∫ t/ε2
0
(σ +∇σu∗λ)(r, Xωr , ω) dBr ,
where
H ε,ωt = ε3
∫ t/ε2
0
uε2(r, X
ω
r , ω) dr − εuε2(t/ε2, Xωt/ε2 , ω)+ εuε2(0, 0, ω).
For the reader’s convenience, it is worth recalling that Yt = τt,Xωt and Ppi is the law of the
process Y with initial distribution pi . We want to show that the finite dimensional distributions of
the process H ε,ω converge in Ppi -probability to 0. Using the Cauchy–Schwarz inequality and the
invariance of the measure pi , we get the estimate
Epi [(H ε,ωt )2] ≤ 3(2+ t2)ε2|uε2 |22
and this latter quantity converges to 0 as ε goes to 0.
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Let us now investigate the convergence of the process t 7→ ε ∫ t/ε20 (σ +∇σu∗λ)(Yr ) dBr whose
quadratic variations are given by
ε2
∫ t/ε2
0
(σ +∇σu∗
ε2
)(σ +∇σu∗
ε2
)∗(Yr ) dr = ε2
∫ t/ε2
0
(σ + ξ∗)(σ + ξ∗)∗(Yr ) dr
+
(
ε2
∫ t/ε2
0
(σ +∇σu∗
ε2
)(σ +∇σu∗
ε2
)∗(Yr ) dr
− ε2
∫ t/ε2
0
(σ + ξ∗)(σ + ξ∗)∗(Yr ) dr
)
.
With the help of Theorem 7.1, the finite dimensional distributions of the former term in the right-
hand side converge in L1(Ppi ) to the ones of the process t 7→ At , where the matrix A is given
by
A =
∫
Ω
(σ + ξ∗)(σ + ξ∗)∗ dpi. (45)
The finite dimensional distributions of the latter term in the right-hand side converge in L1(Ppi )
to 0. Indeed, after integrating with respect to the probability measure Ppi , it is bounded by
Ct |∇σuε2−ξ |22. Hence we conclude by applying the central limit theorem for martingales that the
finite dimensional distributions of the process εXωt/ε2 converge in law to the ones of the process
A1/2Bt .
Proposition 8.1. The process εXωt/ε2 is tight in the space C([0, T ];Rd). Hence it converges in
law in the space C([0, T ];Rd) towards the process A1/2Bt .
Proof. The next section is devoted to the proof of the tightness 
Let us now to determine the limit when the starting point is not 0 but x/ε.
Ex/ε
[
f (εXωt/ε2)
]
= E0
[
f (x + εX τ(0,x/ε)ωt/ε2 )
]
in law w.r.t. µ= E0
[
f (x + εXωt/ε2)
]
pi prob−−−→
ε→0 E
[
f (x + A1/2Bt )
]
.
For the first above equality we used the following fact. If
X t = x +
∫ t
0
b (r, Xr , ω) dr +
∫ t
0
σ (r, Xr , ω) dBr
and Z t
∆= X t − x then Z t solves the SDE
Z t =
∫ t
0
b
(
r, Zr , τ(0,x)ω
)
dr +
∫ t
0
σ
(
r, Zr , τ(0,x)ω
)
dBr ,
so that the law of the process Xω starting from x ∈ Rd is equal to the law of the process x+X τxω
where X τxω is starting from 0. We sum up:
Theorem 8.2. Let f be a continuous, bounded function onRd . Then the solution z(x, t, ω) of the
partial differential equation (2) with initial condition z(0, x, ω) = f (x) satisfies the following
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convergence: z(x/ε, t/ε2, ω) converges in pi -probability as ε → 0 to E [ f (x + A1/2Bt )], which
is the viscosity solution of the deterministic equation (3) with the same initial condition. The
matrix A is given by
A =
∫
Ω
(σ + ξ∗)(σ + ξ∗)∗ dpi.
9. Tightness
Let us now investigate the tightness in C([0, T ];Rd) of the process
εXωt/ε2 = ε
∫ t/ε2
0
b(r, Xωr , ω) dr + ε
∫ t/ε2
0
σ(r, Xωr , ω) dBr .
The tightness of the first term in the above right-hand side is readily derived from the
Burkholder–Davis–Gundy inequality and the boundedness of the diffusion coefficient σ .
Concerning the second term, we are going to exploit ideas of [20] or [22].
For any i ∈ {1, . . . , d} and λ > 0, we put wλ = (λ − S)−1bi ∈ H ∩ Dom(S) (see
Proposition 5.5). Proposition 5.4 (with θ = 0 and H = 0) also ensures that wλ ∈ F, Dtwλ ∈ H.
For each fixed λ > 0, we can find a sequence (ψnλ)n in C such that ‖ψnλ−wλ‖1+‖Dtψnλ−Dtwλ‖1
converges to 0 as n goes to ∞. Define Anλ = (1/2)
∑
k,l Dl
(
HklDkψnλ
)
. From Proposition 5.4,
we can find two sequences (vnλ)n ⊂ F∩Dom(L) and (vnλ)n ⊂ F∩Dom(L∗) that respectively solve
the equations (λ−L)vnλ = bi −Anλ and (λ−L∗)vnλ = bi +Anλ. Moreover, the functions vnλ and vnλ
possess a corresponding approximation sequence (vnλ,δ)δ>0 and (v
n
λ,δ)δ>0 (see Proposition 5.4),
which both have continuous trajectories since bi ± Anλ have. We are then in position to apply
Proposition 6.1. For any 0 ≤ t ≤ T and λ > 0,
vnλ(Yt )− vnλ(Y0) =
∫ t
0
[Lvnλ + Dtvnλ](Yr ) dr +Mn,λt −Mn,λ0
=
∫ t
0
[λvnλ − bi + Anλ + Dtvnλ](Yr ) dr +Mn,λt −Mn,λ0 ,
where Mn,λ is a martingale with respect to the forward filtration (Ft )0≤t≤T , and Ft is the σ -
algebra on Ω generated by {Yr ; 0 ≤ r ≤ t}. From Proposition 6.3, we also have
vnλ(Y0)− vnλ(Yt ) =
∫ t
0
[L∗vnλ − Dtvnλ](Yr ) dr +Mn,λ0 −Mn,λt
=
∫ t
0
[λvnλ − bi − Anλ − Dtvnλ](Yr ) dr +Mn,λ0 −Mn,λt ,
where Mn,λ is a martingale with respect to the backward filtration (Gt )0≤t≤T , and Gs is the
σ -algebra on Ω generated by {Yr ; t ≤ r ≤ T }. Adding up these equalities, we obtain, for any
0 ≤ t ≤ T ,
2
∫ t
0
bi (Yr ) dr = [vnλ − vnλ](Yt )+ [vnλ − vnλ](Y0)+
∫ t
0
[λ(vnλ + vnλ)+ Dt (vnλ − vnλ)](Yr ) dr
+Mn,λt −Mn,λ0 +Mn,λ0 −Mn,λt .
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Fix R > 0 and choose λ = ε2. Integrating with respect to the measure Ppi , we have (the sup
below is taken over 0 ≤ t, s ≤ T )
Epi
[
sup
|t−s|≤α
∣∣∣∣∣2ε
∫ t/ε2
s/ε2
bi (Yr ) dr
∣∣∣∣∣ ≥ R
]
≤ 20R−2(1+ T )ε2
(
|vn
ε2
|22 + |vnε2 |22
)
+ 10R−2T/ε2|Dtvnε2 − Dtvnε2 |22
+ 5ε2Epi
[
sup
|t−s|≤α
|Mn,ε2t/ε2 −Mn,ε
2
s/ε2 |2 ≥ R2
]
+ 5ε2Epi
[
sup
|t−s|≤α
|Mn,ε2s/ε2 −Mn,ε
2
t/ε2 |2 ≥ R2
]
. (46)
We are now going to explain how to choose n to make each term of the above right-hand side go
to 0 as ε goes to 0.
Since (λ− S)wλ = bi and (λ− L)vnλ = bi − Anλ, we can subtract these equalities and obtain,
for each ϕ ∈ F, B0λ(wλ − vnλ,ϕ) = TH
(
wλ − ψnλ,ϕ
)
(recall the definition of B0λ and TH in (19)
and (17)). Choosing ϕ = wλ − ψnλ, we obtain a first estimate
λ|wλ − vnλ|22 + (m/2)‖wλ − vnλ‖21 ≤ (2m)−1(CH1 )2‖wλ − ψnλ‖21. (47)
Following Proposition 5.4, we can differentiate the equation B0λ(wλ−vnλ,ϕ) = TH
(
wλ − ψnλ,ϕ
)
with respect to the time variable. So we have, for each ϕ ∈ H, B0λ(Dtwλ − Dtvnλ,ϕ) =
TH
(
Dtwλ − Dtψnλ,ϕ
) + ∂tTH (wλ − ψnλ,ϕ) − [∂tTa + ∂tTH ] (wλ − vnλ,ϕ). Choosing ϕ =
Dtwλ − Dtψnλ, we obtain a second estimate
λ|Dtwλ − Dtvnλ|22 + (m/2)‖Dtwλ − Dtvnλ‖21
≤ (2m)−1(CH1 ‖Dtwλ − Dtψnλ‖1 + CH2 ‖wλ − ψnλ‖1 + (Ca2 + CH2 )‖wλ − vnλ‖1)2. (48)
Likewise, (47) and (48) remain valid for vnλ instead of v
n
λ. For each fixed λ > 0, we can then
choose nλ ∈ N large enough to ensure that |wλ−vnλλ |22+‖wλ−vnλλ ‖21+λ−1|Dtwλ−Dtvnλλ |22 ≤ λ
and |wλ − vnλλ |22 + ‖wλ − vnλλ ‖21 + λ−1|Dtwλ − Dtvnλλ |22 ≤ λ. From Proposition 5.8, there exists
ζ ∈ (L2(Ω))d such that λ|wλ|22 + |∇σwλ − ζ |2 → 0 as λ goes to 0. From (47) (with n = nλ),
λ|vnλλ |22 + λ|vnλλ |22 → 0 as λ goes to 0. Hence, choosing n = nε2 in (46), all the terms in the
right-hand side except the martingale terms converge to 0 as ε goes to 0.
Let us now focus on the martingale terms. In order to prove the tightness of the two
martingales, it is sufficient to prove the tightness of their brackets (see [6] Theorem 4.13),
which respectively match ε2
∫ t/ε2
0 |∇σ v
n
ε2
ε2
(Yr )|2 dr and ε2
∫ t/ε2
0 |∇σ v
n
ε2
ε2
(Yr )|2 dr . Note that
|∇σ vnε2
ε2
− ζ |2 → 0 as ε tends to 0 so that the process t 7→ ε2
∫ t/ε2
0 |∇σ v
n
ε2
ε2
(Yr )|2 dr has
the same limit in C([0, T ];R) as the process t 7→ ε2 ∫ t/ε20 |ζ (Yr )|2 dr . Finally, for each fixed
t , Theorem 7.1 proves that ε2
∫ t/ε2
0 |ζ (Yr )|2 dr converges to the deterministic non-decreasing
process t
∫
Ω |ζ |22 dpi in L1 under the measure Ppi . Then Theorem 3.37 in [6] says that the brackets
are tight in C([0, T ];R). The same arguments remain valid for the brackets ofMnε2 ,ε2 . Hence,
the right-hand side in (46) converges to 0 as ε goes to 0 and the tightness of t 7→ εXωt/ε2 follows.

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