Abstract. In the last 10 years, the information generated on weblog sites has increased exponentially, resulting in a clear need for intelligent approaches to analyse and organise this massive amount of information. In this work, we present a methodology to cluster weblog posts according to the topics discussed therein, which we derive by text analysis. We have called the methodology Prototype/Topic Based Clustering, an approach which is based on a generative probabilistic model in conjunction with a Self-Term Expansion methodology. The usage of the Self-Term Expansion methodology is to improve the representation of the data and the generative probabilistic model is employed to identify relevant topics discussed in the weblogs. We have modified the generative probabilistic model in order to exploit predefined initialisations of the model and have performed our experiments in narrow and wide domain subsets. The results of our approach have demonstrated a considerable improvement over the pre-defined baseline and alternative state of the art approaches, achieving an improvement of up to 20% in many cases. The experiments were performed on both narrow and wide domain datasets, with the latter showing better improvement. However in both cases, our results outperformed the baseline and state of the art algorithms.
Introduction
The Internet has witnessed changes on a huge scale in recent years. It has become a new tool of interaction and socialisation among Internet users, all of which is part of the evolution of the WWW towards the "social web", i.e., Web2.0 applications such as wikis, weblogs, and social networks. The improvements in computing technology and in connection speeds have made the new web more accessible for everyone.
An important part of the social web is the blogosphere. It is a decentralised medium of expression and interaction for everybody that makes it possible to share ideas and spread opinions. Nowadays we can find weblogs on almost any subject. They are usually considered as "short text". From the statistical perspective [39] a short text is described as text that does not have enough content from which a meaningful statistical model can be built. The average length of a weblog can vary across different weblog sites, whereby the main post can contain between a couple of sentences and 500 words but the postings (comments or feedback) from other users can be very short, consisting of one or two sentences.
In order to deal with the huge amount of information published every day on the blogosphere, there is a clear necessity for intelligent systems and applications that can manage and provide an automatic analysis and organisation of this kind short text documents, with the objective of providing efficient manipulation of the information and retrieving efficacious information required for the user.
The principal approaches for the automatic organisation of documents are based on common classification or clustering methods [2] [3] . In classification is not easy to have training subsets for particular domains. On the other hand, the time required to compute the similarity measures among documents is often prohibitive for clustering approaches.
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The motivation of this research work is to implement a methodology which can organise automatically weblog posts into topic based clusters, so that the manipulation and information retrieval can be performed more accurately. Our approach is based on the assumption that there is little or no information that can be exploited by a classification approach. For this reason, we consider that document clustering -the assignment of documents to previously unknown categories -is an appropriate solution to the purpose of categorising weblogs [41] , rather than classification. The latter approach would require providing tags of categories in advance, but in real scenarios we usually deal with information from the blogosphere without knowing the correct category tag or at least with very limited information about their categories.
As stated in [29] and [11] , weblog posts can usually be characterised as short texts and with a general writing style. These are undesirable characteristics from a clustering perspective, as typically insufficient discriminative information is provided. In order to improve these particular characteristics of weblogs, we employ an enrichment method named the Self-Term Expansion Methodology [32] that does not use external resources, relying only on information included in the corpus itself. We demonstrate that the application of this methodology can improve the quality of topic clusters, and further that the improvement will be more significant where the corpus is composed of well-delimited categories which share a low percentage of vocabulary (i.e., a wide domain corpus).
This paper describes an approach for clustering data, specifically weblog posts, according to their topic of discussion. We are particularly interested in ways of guiding the clustering process, and for this purpose, we have employed a topic detection method [9] . The value of this kind of method is the strong theoretical framework with the idea that each document is a mixture of topics, where topics are distributions over words.
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Topic detection and tracking is a well-studied area [4] [5] , which focuses on extraction of significant topics and events from documents (such as news articles). In our case we are using topic detection to cluster weblog data. We introduce and evaluate a novel methodology for clustering weblog posts called Prototype/Topic Based Clustering which is based on a topic detection method that is used in the identification of latent topics over text This is complemented with an expansion methodology in order to improve the document representation, thereby increasing the discriminative information of the topics discussed in weblogs.
The rest of this paper is organised as follows. Section 2 presents the related work. Section 3 explains the proposed approach and the techniques used in this research work. Section 4 describes the dataset used, the experiments, the obtained results and a comparison with a baseline algorithms. Section 5 provides an analysis of results. Finally, in Section 6 we present the conclusions.
Related Work
We consider the topic detection task as the problem of finding the most prominent topics in a collection of documents; in general terms, identifying a set of words that constitute topics in a collection of documents. There are previous attempts at topic detection in online documents such as in [15] , where the authors present a topic detection system composed of three modules that attempt to model events and reportage in news. The task of finding a set of topics in a collection of documents has also been attempted in [45] , in which the authors based their approach on the identification of clusters in keywords that are taken as representation of topics. They have employed the well-known k-means algorithm to test some distance measures based on a distribution of words.
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Topic detection is also addressed in [38] , where the authors present a method which uses bloggers' interests in order to extract topic words from weblogs. In this approach the authors assume that topic words are words commonly used by bloggers who share the same interests, and they use these topic words to compute similar interests between each two bloggers by using the cosine similarity measure.
Topic detection has also been applied to research papers. In [37] the authors cluster them into hierarchical overlapping clusters using the topics discussed in them as a similarity measure. The authors ranked the research papers in topic clusters by using a modified PageRank algorithm. This approach was developed and focused on a very narrow domain i.e., research papers documents in the computing domain.
The clustering of weblogs has become an active topic of research. For instance, in [25] the authors build a word-page matrix by downloading weblog pages and apply the k-means clustering algorithm with different weights assigned to the title, body, and comment parts. In [1] , the authors use weblog categories to build a category relation graph in order to join different weblog classes; they use edges in the category relation graph to represent similarity between different categories and they represent nodes as categories.
Another approach which uses topic detection methods in weblogs is presented in [44] in which the authors describe a topic detection approach based on n-grams (a subsequence of items from a given sequence usually words or letters). A research work which uses topic detection for clustering microblogs is described in [48] . The approach augments lexical evidence for topical similarity using Wikipedia 1 as an external resource. The idea is to relate microblog posts to Wikipedia pages therefore semantic similarity can be estimated.
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An approach for clustering short messages called the Multi-stage Clustering algorithm is presented in [42] , where the authors focused on clustering tweets using a clustering framework that is broken into two distinctive tasks. The first task is batch clustering of user annotated data, which allows the conversion of document clustering task to a tag clustering problem. The second task is the online clustering of a stream of tweets which uses the centroids generated in the previous stage in order to assign each new message to a cluster.
The tag clustering is done in batch mode and the actual tweet clustering is done in an online manner.
In terms of topic detection models there are probabilistic models that have been proposed and are based upon the idea that documents are mixtures of topics and a topic is a probability distribution over words. In [18] , a probabilistic approach to semantic representation is presented which models the probability with which words occur in different contexts, capturing the relationships between words. In [17] , a generative model for documents is introduced which is used to identify the content of a document. The authors present a Markov chain Monte Carlo algorithm for inference in this model. A probabilistic latent semantic analysis (PLSA) model has been proposed [20] in order to analyse and extract latent topics in text documents. There are some variations such as in [49] that focus the extracted topic models on the content words rather than on the usual words in the collection. The research work of [23] presents a methodology to cluster legal documents based on the topics discussed therein.
Our approach is focused on detecting the topic clusters contained in the corpus itself. The novel aspect is based on using a topic detection method (guided or not) to identify possible references that could be used in the clustering process, and the expansion methodology in order to improve the representation of the weblogs. Our approach is domain and language 7 independent and does not require any external linguistic resource to be used. In addition, the clustering process is a simple well-known method that demonstrates fast performance compared to hierarchical clustering algorithms such as k-means.
Prototype/Topic Based Clustering Methodology
In this section, we present the methodology we used in order to improve the quality of clusters and which clusters weblog posts using prototypes as references. A prototype is composed of keywords of a topic discussed over the weblog posts, i.e., words which identify a topic discussed in the weblog corpus. We refer to our approach as Prototype/Topic Based Clustering (P/TB Clustering). Our approach is based on a topic detection method that produces prototypes (vectors of keywords) that are used as reference points in the clustering
process. An initial version of the methodology was presented in [33] and in this work we have improved and extended it as follows: new baselines for comparison purposes have been defined. A new comparison of results of our clustering method against a standard clustering algorithm. Another important improvement is the introduction of two new forms of initialisation in the prototype construction based on the topic identification method.
Our approach is composed of an expansion procedure which is an adaptation of the SelfTerm Expansion Methodology (S-TEM) [32] , which is followed by the application of the Latent Dirichlet Allocation model (LDA) [9] that feeds into the prototype/topic based clustering process.
The steps of the methodology are:  Topic Identification. This task is used to identify the relevant topics discussed in the collection, so the topics detected are used to create references of the categories. In other words, we apply a Topic Identification approach to detect the latent topics over the weblogs posts and with these topics construct the prototypes (one for each category) which will be used in the clustering process. The topic detection model that we have employed is the Latent Dirichlet Allocation (LDA) method [9] , which is a generative probabilistic model for discrete data.
The step of selecting the topics can be initiated automatically without any input, in other words the initial parameters are automatically estimated. Alternatively, the process can be initially guided by keywords (usually nouns) that occur frequently in each category. The process of initialisation of the Topic Identification process can be manual or semi-automatic by selecting relevant words per category. In this research work, we present three variations of the Topic Identification method (unguided initialisation, manually guided initialisation and semi-automatic guided initialisation)
for comparison purposes. The output of this stage is a set of prototypes which represent the categories in the collection, i.e., they are lists of relevant words discussed in the weblog documents.
 Clustering process. The prototypes constructed in the previous step are used in this process which will create clusters by comparing each weblog post to each prototype.
A weblog post is assigned to the cluster for which it obtains the highest similarity value to the corresponding prototype. The Jaccard coefficient measure [27] as used as the similarity measure to form the clusters. Figure 5 shows the complete process of the prototype/topic based clustering approach. In the following sub-sections we describe in detail each of the steps of our methodology. The motivation of using an expansion technique is to improve the representation of weblog text in order to highlight the relevant information which is used to obtain better clustering results. In addition, we use the intermediate step of prototype generation in order to create them from the main topics of the whole set of weblogs. In other words, the intermediate step is needed due to the fact that we are dealing with short text and the probability of including the main topics in all the small documents is low. For this reason, we consider it appropriate to construct the groups from the most probable topics from the whole collection rather than topics from single documents. The consequences of not using the prototypes are that the topics of some documents that may not be relevant for the whole collection and it may produce multiple clusters with few elements.
Step 1: Self-Term Expansion
The Self-Term Expansion Methodology (S-TEM) comprises a twofold process: the SelfTerm Enriching Technique, which is a process of replacing terms with a set of co-related terms, and a Term Selection Technique with the role of identifying the relevant features.
10
The idea behind Term Expansion has been studied in previous works such as [34] and [16] in which external resources have been employed to determine the correct sense of a word given in context. Term expansion has been used in many areas of natural language processing such as word disambiguation in [7] , in which WordNet [14] is used in order to expand all the senses of a word. There are proposals of using dictionaries such as [24] and [46] widely used in word sense disambiguation. In [21] and [28] different ways of improving text clustering by employing ontologies, authors have reported the improvement of the similarity intra-documents by incorporating background knowledge from external resources such as WordNet.
While enrichment of terms using an external knowledge source is valuable, the application of term expansion by using co-related terms will only improve the baseline results if we carefully select the external resource to use. In other words, we would need to know the domain of the documents to be cluster a priori. In addition, for particular domains it may not be possible to identify an external resource. Therefore, we consider the use of an automatic and domain independent constructed lexical resource to be the best option. There are some proposals such as [35] and [33] where words are expanded with co-occurrence words for word sense disambiguation. However, in the particular case of the S-TEM methodology no external resource is employed and it has shown good improvement in the representation of the documents, in particular for the clustering task.
The technique consists of replacing terms of a weblog post with a set of co-related terms.
We consider it particularly important to use the intrinsic information of the dataset itself as it is difficult to identify an appropriate external resource due to the rapidly changing content of weblog posts. A co-related list is calculated from the target dataset by applying the Pointwise Mutual Information (PMI) [27] . PMI provides a value of relationship between two words; 11 however, the level of this relationship must be empirically adjusted for each type of text. In this work, we empirically established a value greater than 2 to be the best threshold. In other experiments we have conducted using more formal texts [32] , a threshold of 6 was used;
however, in weblog documents co-related terms are rarely found. This set of co-related terms will be used to expand every term of the original corpus. 
document collection with vocabulary V(D). Let us consider a subset of V (D)×V (D)
of co-related terms as
If RT is calculated by using the same target dataset, then we say that D' is the Self-Term Expansion version of D. The degree of co-relation between a pair of terms is determined by a co-related method, which is based on the assumption that two words are semantically similar if they occur in similar contexts [19] .
The Term Selection Technique helps us to identify the best features for the clustering process. However, it is also useful to reduce the computing time of the clustering algorithms.
In particular, we have used Document Frequency (DF) [40] , which assigns the value DF(t) to each term t, where DF(t) is the number of posts in a collection in which t occurs. The Document Frequency technique assumes that low frequency terms will rarely appear in other documents; therefore, they will not have significance on the prediction of the class of a document.
In more detail, the enriching process is performed by constructing a co-relation model among all the words using PMI, i.e., calculating PMI for each pair of words. Then a cooccurrence list is generated by filtering some relationships applying some thresholds such as PMI greater than 2 and word frequency greater than 3. After the enriching process we have used the Term Selection Technique then we have selected from 10% to 90% of vocabulary of the expanded text, in order to confirm the minimum percentage of vocabulary which can provides the best input to the Topic Identification process.
Step 2: Topic Identification
In general, a topic model is a hierarchical Bayesian model that assigns to each document a probability distribution over topics. We have adapted the Latent Dirichlet Allocation (LDA) model [9] which is derived from the idea of discovering short descriptions of the members of a collection, in particular discrete data, in order to allow efficient processing of huge collections, while keeping the essential statistical relationships that may be used in other tasks such as classification.
The LDA model is based on an assumption that the words of each document arise from a mixture of topics, each of which is a distribution over the vocabulary. Documents that discuss similar topics will use similar group of words. LDA tries to detect groups of words which frequently occur in a collection of documents. This method has been used for automatically extracting the topical structure of large document collections. In other words, it is a generative probabilistic model of a corpus that uses different distributions over a vocabulary in order to describe the document collection.
The use of topic models has been an area of considerable interest for pattern recognition researchers. LDA in particular has become very popular and effectively applied to textrelated tasks. It has been used in several applications such as entity resolution [8] , fraud 13 detection in telecommunication systems [47] , image processing [13] , topic detection in text [17] , reputation management [6] , and word sense disambiguation [12] . In [9] the authors describe the model as a generative probabilistic model for discovering latent semantic topics in large collections of data.
LDA relies on the co-occurrence of the words in documents to assign the documents to certain topics. The original LDA model is a completely unsupervised approach which models documents as a mixture of topics. This model produces automatic summaries of topics in terms of a discrete probability distribution over words for each topic and infers discrete distributions per-document over topics.
The approach is similar to probabilistic Latent Semantic Index (pLSI) [20] , in which the main idea is to model each word in a document as a sample from a mixture model, in which the components of the mixture are multinomial random variables that can be viewed as words generated from topics. However, LDA may be seen as a step forward with respect to pLSI as it provides no probabilistic model at the level of documents [9] .
The Topic Identification method allows defining the number of keywords to be extracted, in this sense we have varied the number of keywords selected from 100 to 3,000 in order to confirm the best and minimum number of terms for the clustering task. This step generates a set of prototypes, one per category, each containing a list of keywords. The prototypes were constructed with terms with the highest probability in each topic of the whole collection.
These prototypes form the input to the final step which is the clustering process.
Step 3: Clustering Phase
The input to this phase process is the set of prototypes (each of which comprises a list of keywords corresponding to a specific topic) and the original weblog posts. The task is to assign each post to a cluster according to the most similar prototype.
14 We have chosen a clustering approach based on the Jaccard coefficient as the similarity measure for reasons of efficiency. Its low computational resources allow the approach to be easily scaled. The outputs of this phase are clusters; they are created based on the prototypes given as inputs.
Experiments
In this section, we present the datasets, the experiments and results obtained using the approach presented in this research work. We also define baselines by which we can establish the improvement obtained by using our approach. Firstly, we improved the representation of the posts by applying the S-TEM methodology so that the Topic Identification process can build better prototypes. We empirically found that the enrichment process gave optimal results when 10% of the most relevant vocabulary was selected (i.e., terms with the highest co-relation value). In other words, co-related terms were evaluated and we selected 10% of the vocabulary, having the highest co-relation value. Subsequently, the corpus was enriched with this vocabulary.
In the Topic Identification phase, we performed experiments with different initialisations of the Topic Identification method as well as an unguided version. Initialisation is the process of providing a predefined list of initial topics to the Topic Identification process. We have used two different approaches for select the initial topics. The first approach is the manual selection of words which would be potentially important for the categories. In the second, we have used a semi-automatic method of selecting the relevant words. The method we applied is the Transition Point (TP) Technique described in [31] . This technique produces a frequency value list which orders the vocabulary according to each term's relative frequency in the document and then splits the vocabulary of a document into two sets of terms, low and high frequency to identify what is called Transition Point (middle point). It is based on the Zipf's law of word occurrences [50] and the hypothesis behind it is that the medium frequency terms are closely related to the conceptual content of documents.
Our approach uses unweighted set in the construction of the prototypes because our intension is to keep the approach as simple as possible for the same reason Jaccard's coefficient was employed as a similarity measure in the clustering process and our results have shown improvement over the baselines. We also would like to mention that we have used the original inference algorithm in the estimation of α and β parameters for LDA method proposed by the authors [9] . It is a generative probabilistic model that uses inference techniques based on variational methods and an expectation maximization algorithm for empirical Bayes parameter estimation.
The structure of this section is as follows: firstly we describe the dataset used in our experiments. Secondly, we explain the construction of the baselines against which we benchmark the obtained results. We then present the various experiments we conducted and the results obtained.
Description of the Datasets
In this section, we describe the datasets used in our experiments. We have constructed two datasets, both of which are subsets of the ICWSM 2009 Spinn3r Blog Dataset 2 . The data is in XML format and according to the Spinn3r crawling 3 documentation, it is further arranged into tiers, approximating search engine ranking to some degree. The weblog posts are treated as raw text, i.e., we have not used any additional information provided by the XML tags. As a pre-processing step, we have removed stop words -high-frequency words that have no significant meaning in a phrase -and punctuation symbols.
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We have focused the experiments carried out on the "Yahoo Answers", weblog site 4 -in which people share what they know and ask questions on any topic of interest to the user, in order to be answered by other users. We have extracted from this corpus two distinct subsets (see Table 1 ). The category name in this table was taken from the category tag provided in the collection.
The first subset contains 10 categories with 25,596 posts and vocabulary size of 66,729. It may be considered as "narrow domain", because the vocabulary in the categories is quite similar. As we have seen the categories in this subset are more difficult to distinguish, being predominantly technology related. The second subset contains 10 categories with 48,477
posts and a vocabulary size of 122,960 terms.
As opposed to the narrow domain subset, it may be considered to be "wide domain"
because its categories have a low overlapping degree of vocabulary due to the fact that the topics discussed in this subset are different and shared terms among categories is low.
The process of clustering narrow domains brings additional challenges because the categories in the collection share common terms. Moreover, the shortness of this kind of data makes this task even more challenging. For this reason, we expect to have better clustering results when dealing with wide domain than with narrow domain.
The purpose of constructing two subsets with these characteristics is to demonstrate the effectiveness of the method herein across both wide and narrow domains, and also to test the relative effectiveness of the approach in each case.
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The category tags given in the collection were used for gold standard construction purposes. They are shown in Table 1 to provide a better idea of the subsets used in the experiments.
Evaluation Measure Definition
We have used the well-known F-measure to evaluate our experiments which is composed of precision and recall metrics which are well-known measures used in evaluating the effectiveness of a system.
The F-Measure [43] is defined as follows: given a set of clusters C={C1,… ,C|C|} and a set of classes C*={ C1*,… ,C*|C*|}, the F-Measure between a cluster Ci and a class Cj* is given in the following equation.
The global performance of a clustering method is computed using F-Measure values, the cardinality of the set of clusters obtained, and normalising by the total number of documents |D| in the collection. The obtained result is the F-Measure and it is shown in the next It was chosen because it shows the harmonic mean of precision and recall and we can determine how good the performance of our approach is.
Definition of Baselines
In this section we define baselines constructed using (a) the widely used k-means algorithm In Table 2 , we present the F-Measure values of the three baselines presented. The best baseline result was generated with the standard k-means algorithm with 0.29 for wide domain and 0.24 for narrow domain. As we can see in Table 2 the improvement achieved with the wide domain dataset is much larger than the one obtained for narrow domain due to the fact that the latter is limited to technology topics so that the topics and vocabulary are very similar.
We achieve broadly similar results with the second baseline, although we note a disimprovement in the case of the wide domain dataset. The third baseline reflects the impact of identifying the topics on individual weblog post and grouping them based on the most discussed topic in the weblog post. In some cases the most discussed topic in a post was not relevant for the whole collection and groups with few elements were created. In conclusion the poor information provided by the short text was an important factor.
Experiment 1: Unguided Initialisation in the Prototype

Construction
In our first experiment, we do not provide a starting input in the process of Topic Identification. We have used the Topic Identification process with random initialisation, i.e., the LDA algorithm randomly selects posts (documents) that will be used as starting values for the probabilistic model; these posts are used for an initial estimation of the model. The algorithm will use them as the starting point to estimate the model as finite mixtures over an underlying set of latent topics (specialised distributions over words) inferred from correlations between words.
We obtained the best results when we selected 10% of the vocabulary to construct the prototypes, achieving average F-measure values of 0.44 and 0.28 for the wide and narrow domain datasets respectively. The rationale for limiting the vocabulary selected is to reduce the noise generated by the enriching technique (terms included in more than one category that can be highly correlated with discriminative information) and to highlight the most important features of each category. Table 3 with a prototype length of 2800 terms. We have also confirmed that in all the cases we have considerably outperformed the baseline.
We have limited the number of keywords selected in prototype construction from 100 to 3,000 terms per category in order to confirm the minimum number of terms needed for the prototype which can give us acceptable results in the clustering process. Although we carried out experiments with prototype length up to 3000 terms, we observed no discernible impact on the F-measure for prototypes length over 2100 terms. Furthermore, by reducing the number of terms, we can reduce the processing time, a fact which is particularly significant given the approach must be scalable to much larger corpora. While significant improvements are recorded for both datasets, the gain achieved with the wide domain dataset is more significant than with the narrow domain. We consider that the reduced improvement in the latter case is due to the fact that when the enrichment process expands the corpus, it introduces some noisy terms, i.e., terms that share many categories in this kind of domain.
Although we had applied the Term Selection Technique to reduce this noisy information, it is difficult to highlight the discriminative information of each category. All of these considerations make the clustering task more difficult. Moreover, the size of the each document (in this case, weblog posts) is another important factor involved in this complex clustering process.
Experiment 2: Guiding the Initialisation of the Topic Model
In order to determine the impact on the results of the random choice of initialisation documents for the prototype construction, we have carried out experiments to establish the 21 degree of improvement which can be achieved when the Topic Model is provided with guidance. The key difference between these experiments and the previous one is that the LDA method is initialised with a "representative" document of each category. We present two variants of this experiment: firstly when the topics are selected manually by human experts, and secondly when a semi-automatic process is applied in the initialisation. We have proposed the initialisation for the Topic Identification process because we want to discard the possibility of allowing the algorithm to choose randomly the initial post, which may affect the quality of the final result.
In the first case, we have selected the initial prototypes (representative terms for each category) manually. A set of three human experts chose between 50 and 70 representative keywords for each category to be given to the LDA algorithm as initialisation documents. In the second case, the semi-automatic initialisation of the LDA model we have used the Transition Point technique which is based on the Zipf's law.
The general idea of this technique is that medium frequency terms are closely related to conceptual content in a collection. For this technique, we have used small set of weblogs documents randomly selected (3,000 posts in total) in order to identify the keywords of each category. We based our decision to select small numbers of weblog posts on the assumption that in many domains there are limited numbers of posts that can be used as a sample set and for this reason we proposed to seed the Transition Point technique with this limited number of weblog posts. Additionally, we do not consider it appropriate to use such a small dataset in a supervised approach due to the fact that learning algorithms do not perform well with very limited information. As it is well-known the larger the training set is the easier it is to find a good classifier [10] and typically the training runtime increases as the training set size increases. In addition we are dealing with weblog posts that tend to be short. Our purpose is 22 to provide an alternative for organising weblogs bearing in mind the data size restriction of information that could be found or provided, this aspect is predominant with weblog documents because of their constant dynamic changes on this kind of platform. The list of words obtained from either the Transition Point technique or the manual initialisation were used in the initial estimation of the topic models, in other words we provide starting points which may lead the inference procedure to the optimal parameters. Stop words and punctuation symbols were removed before the Transition Point technique was applied.
We present in Table 4 and Table 5 the results of the two approaches, applied to both the narrow and wide domain datasets. As before, we have varied the size of the prototype from 100 up to 3000 terms in order to establish the minimum number of terms needed for the clustering task.
The experiments using the wide domain dataset yielded better results, as the categories are better defined. The two approaches achieved very similar results although the best approach is when manual initialisation is applied to the Topic Identification process followed by very similar results from the semi-automatic approach. The best result (0.48 F-measure for both variants) was obtained with a prototype size of 1500 for manual guidance, representing both an improvement over the random initialisation, and is also significant in that it is achieved with a smaller prototype.
The results obtained when the approaches were applied to the narrow domain subset demonstrate improvement over the unguided approach, yielding highest F-measures of 0.35 and 0.34 for the manual and semi-automatic variants respectively. While lower than those achieved for the wide domain dataset, it still represents a significant improvement over the unguided approach.
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As we have discussed previously the clustering of short, informal texts such as are found in weblog posts is a challenging task, however our approach has demonstrated that significant improvements can be achieved.
We have found that the best approaches are the prototype/topic based guided methods but we also achieved good results with the unguided version which is significant due to the fact that this approach do not require manual input or any external resource to initially guide the LDA model. We showed that the approaches presented in this work outperform the standard version of k-means, which we used as a baseline. We also demonstrated the valuable contribution made by the S-TEM methodology by defining a separate baseline in which this step was omitted.
In Table 6 , we compare the results obtained in the two experiments and the three baselines already defined. In addition we have created an additional "reference" indicator in order to compare the results directly and to be able to see clearly the improvement that the expansion methodology provides to the clustering of weblogs. In this additional baseline we have employed S-TEM methodology before the standard k-means algorithm in order to provide a clear view of the benefit that S-TEM methodology provide to the clustering process. Basically, we employ the expansion methodology (S-TEM) to improve the representation of the data, after which we use tf-idf [36] to construct the similarity matrix which will be used in the k-means algorithm to construct the clusters, in order to achieve better performance. Finally, the clustering process of the datasets by the standard k-means clustering algorithm is performed.
In Figure 6 and The experiments carried out use prototypes of different sizes (from 100 to 3000 terms) which are the basis of the P/TB Clustering process. The k-means algorithm is shown as a constant because it is not using the prototypes for the clustering process but it is included in Figure 6 and Figure 7 for comparison purposes. A clear improvement in the clustering process is achieved when the S-TEM methodology is applied in both domains to benefit the topic detection method (Manually, Transition Point and Unguided). S-TEM has provided relevant relations among terms with are beneficial to the clustering process. Although the improvement achieved with the narrow domain dataset is not as significant as for the wide domain dataset, we note the increased difficulty of the task in the former case. Regardless, we have significantly improved the baseline in all cases.
In Figure 8 , we present a comparison between the average results obtained from our original experiments with those obtained by manually and semi-automatically selecting the initialisation documents for both datasets. It is clear that when we employed the wide domain dataset, the Topic Identification process has been aided by the enriching methodology as the categories are better defined, but the use of guidance does not result in much significant difference in cluster quality. On the other hand, when dealing with the narrow domain subset, the improvement is lower because of the high overlapping vocabulary. It is intrinsically difficult for the clustering process to define the boundary between the different classes in this type of case.
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Results of Other Approaches
We have compared indirectly the results in proportion to the improvement obtained with the research work of [48] which uses an external resource. However we cannot compare directly the two approaches because the documents covered in this approach use different type of texts. We can see however that the authors achieved an improvement of approximately 5% from their defined baseline. In our case, although we do not use an external resource, we have achieved good improvement (more than 20% for wide domain and more than 6% for narrow domain).
We also compare indirectly the results of our research work with the clustering approach presented in [42] . The data used in this work are microblog documents and we have focused our experiments on weblogs. We have compared the proportional improvement obtained in this work with our results. The authors are only dealing with wide domain categories and they achieved up to approximately 20% of improvement in F-measure for the best cases compared to a standard k-means algorithm results. We have shown similar improvement for wide domain which is the domain used by Tsur, et al. In addition, we have shown good improvement when we are dealing with categories with high overlapping vocabulary. Finally, the authors have implemented a strategy to perform a fast clustering process; we believe that our clustering approach is simpler as our similarity measure is easy to compute.
It is not practical to compare our work directly against other research proposals using the same genre of text and the same aim of categorising weblogs based on topics discussed therein. For this reason we have compared our approach with the well-known k-means clustering method, thereby allowing the improvement of our approach to be seen clearly. We also proposed a baseline that shows the benefit of using the approach proposed in this research work. Table 7 provides information of other approaches compared with our proposal. The contribution of our approach is that we provide the alternative of no using external resource for the clustering or expansion process. If limited information is available it may be used to initially guide the Topic Identification method.
In addition we have tested our approach in narrow domains that usually is a drawback for some of the approaches. Finally, the clustering process of using Jaccard coefficient is simple that is one of the points that we wanted to cover in the creation of the clusters.
Conclusions and Further Work
We have presented a novel methodology in which we analyse and organise short text. This methodology clusters weblogs based on a generative probabilistic model using predefined and non-predefined initialisation in conjunction with an enriching methodology. The methodology was applied to two different kinds of corpora, one considered as "narrow" domain with very similar categories, and the other one considered as "wide" domain with low overlapping vocabulary or dissimilar categories.
We have confirmed that our approach works well with wide domain corpora obtaining 0.48 in the best average F-measure value with just 10% of the vocabulary to generate the best prototypes. It has also shown improved results (albeit with a smaller gain) with narrow domains. Due to the simplicity of the clustering method used, the approach we have presented has shown acceptable ranges of processing times.
Finally, we have confirmed that the approach of random selection of initialisation documents works sufficiently well and that there is no statistical benefit to employing a more sophisticated method of input document selection. The results obtained were compared with a standard clustering algorithm.
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In future work, we plan to modify the proposed approach and weight the expanded posts used in the generation of the prototypes with the aim of giving better information to the clustering process, thus improving the representation of the post, in particular in narrow domain environments. We are also interested in working on the scalability of the approach in order to be able to manage datasets with a large number of documents and classes. For this purpose, we are intending to adapt the approach described in [22] to tackle the problem discussed in this work. Tables   Table 1 Discussion Topics of the Two Datasets (narrow and wide 
