Hierarchical model such as Fay-Herriot (FH) model is often used in small area estimation. The method might perform well overall but is vulnerable to outliers. We propose a robust extension of the FH model by assuming the area random effects follow a t distribution with an unknown degrees-of-freedom parameter. The inferences are constructed using a Bayesian framework. Monte Carlo Markov Chain (MCMC) such as Gibbs sampling and Metropolis-Hastings acceptance and rejection algorithms are used to obtain the joint posterior distribution of model parameters. The procedure is used to estimate the county-level proportion of overweight individuals from the 2003 public-use Behavioral Risk Factor Surveillance System (BRFSS) data. We also discuss two approaches for identifying outliers in the context of this application.
INTRODUCTION
For estimating the income for small places with population less than 1000, Fay and Herriot [1] generalized the James-Stein estimator to a regression model. In the Fay-Herriot (FH) model, both the design-based direct estimates of small area means and the area-level random effects are assumed to be normally distributed. Because of the central limit theorem, the distributional assumption on the design-based direct estimates, at least for moderately large samples, is easy to justify. Comparatively, the assumption on the random effects is hard to check and might be vulnerable to outliers. However, Lahiri and Rao [2] showed that a second-order approximation of mean square error (MSE) of the 2700 D. XIE, T. E. RAGHUNATHAN AND J. M. LEPKOWSKI empirical best linear unbiased prediction (EBLUP) of the FH estimates in Prasad and Rao [3] is robust with respect to non-normality of the random effects under some regularity conditions. For example, they showed that Prasad-Rao MSE is robust when the distribution of the random effects is a t with at least 9 degrees-of-freedom.
The FH model has been extended to consider other distributions for random effects. For example, Datta and Lahiri [4] introduced a model assuming the random effects follow a scale mixture of normal distributions where the t distribution is a special case. Assuming the parameters of the scale mixture of normal distribution are known, they theoretically derived hierarchical Bayes small area estimates. This article extends the Datta and Lahiri approach by treating the degrees-of-freedom as an unknown parameter. This methodology is applied to obtain county-level estimates of the proportion of overweight individuals.
Section 2 discusses the proposed model and inference. Section 3 describes the details on model fitting in a Bayesian framework. Section 4 describes the results from a practical application with Behavioral Risk Factor Surveillance System (BRFSS) data [5] . Section 5 concludes with a discussion of advantages and limitations of the proposed model and future research plans.
EXTENSION TO FAY-HERRIOT MODEL AND INFERENCE
Let y i and d i , i = 1, . . . , n be the design-based direct estimate of the population quantity and associated variance estimate accounting for the complex design for area i. The sampling distribution of y i is assumed as
where i is the quantity of our interest, the true population mean for area i. In the FH model, it is further assumed that
where b is a vector of regression coefficients associated with area-level covariates x i and 2 is the variance of the area-level random effects (or between-area variance). We propose to replace (2) with
where p( ) ∼ t v ( , 2 ) denotes a t distribution with location parameter , scale parameter 2 , degrees-of-freedom v with the density
The t distribution is a member of a family of scale mixtures of normal distributions, where
v , and 2 v is a 2 random variable with v degrees-of-freedom. Another popular member of the normal scale mixture is when u i follows a Bernoulli distribution. In this case, the distribution of i is a mixture of two normal distributions. The t distribution has been used in other settings. For example, Lange et al. [6] discussed the use of the t distribution for error terms in linear and non-linear regressions. Pinheiro et al. [7] discussed the application of multivariate t distributions in linear mixed effects models assuming the same degrees-of-freedom for the t distributions of the error term and random effects.
The likelihood of the model (1) , (3) is therefore
The likelihood given above is analytically intractable. As we will show later, the formality of the t distribution with random scale mixture will be computationally very useful when u i are treated as missing data, as data augmentation can then be used to draw values from the relevant posterior distribution.
Estimation of i when 2 , b, and v are known
When 2 , b, and v are known, the posterior mean of i is given bŷ
where
p is with respect to the marginal posterior density of u i :
where p(u i |v, 2 ) is the density of Inv − 2 (v, 2 ) which is [13, 14] or the Metropolis-Hastings algorithm [11] . Note that when v is assumed known, we could extend Raghunathan and Rubin [15] by generating the sequence under a normal distributional assumption using Gibbs sampling and then using the importance sampling to redraw values from the generated sequence.
By treating u i as missing data, the implementation of MCMC becomes easier. The conditional distributions of 2 , b, or i involve normal, inverse 2 , or Gamma distributions. The conditional distribution of v is not standard. We adapt a Metropolis-Hastings acceptance-rejection algorithm proposed by Watanabe [12] . For a general discussion on this algorithm, see Chib and Greenberg [16] . The conditional distributions involved in the MCMC steps are given in the appendix.
COUNTY-SPECIFIC PROPORTION OF OVERWEIGHT INDIVIDUALS FROM THE BEHAVIORAL RISK FACTOR SURVEILLANCE SYSTEM
We illustrate the model inference by estimating the county-level proportions of overweight individuals using the 2003 public-use BRFSS data [5] . We also discuss two approaches for detecting outliers and compare the model estimates from the FH and t models.
Data
The data come from two separate sources. One is the public-use data of the BRFSS, a telephone survey on the health behaviours of US adults, conducted by the Centers for Disease Control and Prevention (CDC). In this data example, we obtain the direct estimate y i , the proportion of overweight individuals, and associated design-based variance estimate d i , on the county level in the United States. Operationally, an adult is said to be 'overweight' if his or her body mass index (BMI) is over 25 where the BMI is defined as weight in kilograms divided by the square of height in meters.
In the public-use BRFSS data, only 1051 counties, the state of Alaska, and the District of Columbia can be identified. The identifiers for the rest of the 2061 counties were suppressed due to confidentiality concerns. The 1053 'counties' (treating Alaska and the District of Columbia as akin to counties) comprise 81.1 per cent of the total population in the nation with a total sample size of 200 810. The y i 's range from 0.308 to 0.819 with a median of 0.604, while standard errors range from 0.011 to 0.143 with a median of 0.055.
The second data source is the 2000 Census from which we choose four county-level covariates (x i ). These four covariates are per cent of Hispanic population (x 1i ), per cent of people who have a bachelor or higher degree among those 25 years or over (x 2i ), percentage of individuals taking public transportation to work for workers 16 years and over (x 3i ), and the percentage of population that is 0-18 years old (x 4i ). We also considered many other variables related to the county's urban/rural status, Metropolitan Statistical Area (MSA) status, and various characteristics of the population such as employment status, medium income, poverty level, and per cent of blue-collar workers. They did not contribute much when adjusting for the other four covariates included in the model. The four covariates are included on the log-scale to reduce the impact of skewness, and they are standardized to reduce the burden in computing (
Implementation of MCMC
To obtain the Bayesian estimates under the FH and t models, programs were written in the GAUSS programming language to run 2000 iterations for each of 10 independent sequences of Gibbs sampler. After a burn-in period of the first 1000 iterations in each sequence, the convergence of the Gibbs sampler was assessed using Gelman-Rubin statistic R [17] for every component in i , 2 , respectively. The range of i is easy to determine since it should be between 0 and 1. For the degrees-of-freedom v, it is almost equivalent to a normal model when v>20. Therefore, a uniform distribution between 0 and 20 for v is good enough to cover all of the desired possibilities. We also tried other uniform distributions with much wider ranges for these parameters, and it did not substantially change the data analysis results.
We chose 10 independent sequences following Gelman and Rubin [17] . The rate of convergence for the normal model is much higher than that of the corresponding t model. For the normal model, all R's are smaller than 1.1 after 20 iterations. For the corresponding t model, it takes 360 iterations for all R's to be smaller than 1.1.
Identifying outlying counties under normal model
We first fit the FH model to the data. Table I gives the direct estimate, the posterior mean from the normal model, the posterior mean from a t model, i (ˆ 2 ,b), and p N i for each of the two outlying counties, namely Logan County, Kentucky and Park County, Montana. The two counties have direct estimates 0.3-0.4 with a small standard error. However, no county-level covariates can explain the low direct estimates in these two counties. The four county-level covariates x 1i , x 2i , x 3i , and x 4i (see Table II for the explanations on the covariates) are 1.0, 0.3, 25.7 and 9.6 per cent for Logan County, Kentucky, 2.0, 1.4, 23.5 and 23.1 per cent for Park County, Montana, compared to national estimates 12.5, 4.8, 27.1 and 24.3 per cent. Therefore, the proportion of overweight individuals is predicted to be higher than the national level in Logan County, Kentucky, and close to the national level in Park County, Montana.
The t model
A t model with unknown degrees-of-freedom v is then applied to the data as one approach to accommodating outliers. The parameters = = 10 −4 were chosen in the Gamma prior for v so that it is only weakly informative. The posterior distribution of v is shown in Figure 2 . The posterior mean of v is 3.96 with a standard deviation 0.16 with a 95 per cent posterior confidence interval (3.62, 4.24) . Although it appears a little right-skewed, the mode of v is very close to the posterior median 4.00. 
Comparison of estimates from the FH and t models 4.5.1. Small area estimates.
We compare the posterior distribution of i and one striking difference is in the skewness. In the FH model the posterior distribution of i is approximately symmetric, while in the t model it is skewed except for those with a p N i close to 0.5. Figure 3 shows histograms from selected counties (including the two outlying counties) with p N i from 0.300 to 0.962. We observe that the distribution of i is left skewed when p N i <0.5 and right skewed when p N i >0. 5 . Figure 4 (a) shows the posterior mean of i from the FH model and the t model. For the majority of the counties, the differences are small. The shrinkage effect is smaller in the t model, andˆ i agrees well when the direct estimate y i is in the middle of the marginal distribution of i values (around 0.6). The differences between the two model estimates are mostly between −0.05 and 0.03 except for the two outlying counties. In addition, we can observe that the differences are a monotone function of i (ˆ 2 ,b), as shown in Figure 4 (b). The posterior standard derivations of i are between 0.010 and 0.143 with a median 0.054 for the t model, while those for the normal model are between 0.010 and 0.031 with a median 0.028. Table II shows that the posterior standard deviations for the two outlying counties are larger under the t model than under the normal. One explanation of the high variation is because these draws are mostly from one tail of the t distribution. Table II gives the estimates of 2 and b. Note that the interpretations of 2 are different in the normal and t models. Therefore, it is not meaningful to compare 2 under different models.
Estimates of 2 and b.
The posterior mean and standard deviation of b from the two models do not differ much. From both models, we can see that percentage of bachelor degrees or higher education in the population aged 25 years or over (x 4 ) and percentage of population 0-18 years old (x 3 ) explain more variation 
Goodness of fit of the FH and t models
In Section 10.2.6, Rao [21] discussed MCMC methods such as Bayes factors, posterior predictive densities, and cross-validation predictive densities for model selection in a Bayesian framework. Interested readers can further refer to Gelfand [22] and Berger and Pericchi [23] for details. We used two approaches to check the model fit. As in Datta et al. [24] , we calculated the divergence measure proposed by Laud and Ibrahim [25] : as d 1 (ĥ, y) , is the posterior variance of i and the second (1/nK ) , y) , is the distance between the posterior mean and the direct estimate y i . In general, the divergence measure is similar in the FH model (d(ĥ, y) Although both models fit the overall data well, the two p N i 's greater than 0.95 indicate that the FH model does not fit some of the counties well. To check the model fit for the t model, we can define the p-value for each county under the t model as in (5) . Denoting this p-value p t i we find that p t i 's are between 0.166 and 0.879 while p N i 's for the normal model are between 0.088 and 0.962.
Sensitivity analysis
It is important to check the sensitivity of the data analysis with respect to the choice of prior for the hyperparameters. Changing the values of and in the Gamma prior to 10 −3 or 10 −5 does not substantially change the data analysis results. We can also change to 10 −3 and to 
The hyperparameter R 0 can be chosen as c 0 I p where I p is a p × p identity matrix where p is the total number of elements in b. In order to have a proper prior for 2 , we need a 0 1 in the inverse 2 prior. For the prior to be diffuse, c 0 can be a very large positive number, e.g. c 0 = 10 4 , a 0 can be a small number, e.g. a 0 = 1, and b 0 can be a very small positive number, e.g. b 0 = 10 −4 .
Note that for the prior of v, when = 1, it is the exponential prior proposed in Geweke [26] and Fernandez and Steel [27] . As noted in Watanabe [12] , this prior is restrictive since the mean and variance are 1/ and 1/ 2 , respectively.
In Gelman et al. [11] , an uniform prior is assumed for 1/v on [0,1], which is equivalent to an improper prior on v, i.e. p(v) ∝ 1/v 2 , v > 1. It is equivalent to the gamma prior when = −1 and = 0. Although it is not a special case of Gamma prior since and are positive for a Gamma distribution, we can follow the same argument in Watanabe [12] to conclude that the conditional distribution of v is unimodal when n > 4.
In general, we should consider refining the choice of prior if the inference depends strongly on some particular parameters, for example, 2 or v. Under this situation, one can first obtain an empirical Bayesian estimator of i treating b, 2 and v fixed to explore which parameters have the most impact on estimating i . See Gelman et al. [11] for a general discussion.
We performed sensitivity analysis by constructing inferences about i under various prior distributions. The differences were quite minimal suggesting that the choice of diffuse proper or improper prior has little effect on the estimates.
DISCUSSION
In this article, we extended the FH model by using a t distribution to model the small area mean where there are outliers. Compared to the FH model, there are three properties of the t model with unknown degrees-of-freedom that are arguably advantageous:
1. There is less shrinkage in the t model. When 2 and b are known, the posterior mean of i from the FH model is given byˆ . In many cases, this property is not ideal. In the t model the shrinkage to the extreme direct estimators is limited. From (4), we can see thatˆ i from the t model can also be expressed as a weighted average of y i and x i b. Further analysis can show that w i , the weight associated with the direct estimator y i in the t model, is a non-decreasing function of |y i − x i b| given 2 and d i . This suggests that when two direct estimators have the same sampling variance, the estimatorˆ i from the t model gives more weight to the direct estimator with larger |y i − x i b| while a large |y i − x i b| occurs when x i b does not predict y i well.
When 2 and b are unknown,ˆ i is not a convex combination of y i and x i b any more since w i is a function of y i and x i b for any finite v. However, the data example shows that the weight on the direct estimate y i is on average higher in a t model than that in the normal model. 2. The degree of shrinkage is decided by data, as we assumed the degrees-of-freedom v unknown.
We observe that w i is a non-increasing function of v. This indicates the weight on a given direct estimate y i with in a t model is higher than that in a normal model when given 2 and b. The subjectivity of fixing the degrees-of-freedom in advance is avoided. 3. The posterior standard deviations of small area estimates incorporate the uncertainty of the degrees-of-freedom naturally in the fully Bayesian framework.
There are also some limitations of the t model approach and some areas that seem to require further study. 1. Our model assumes independent sampling errors among areas. Due to the complex nature of the sampling designs, the sampling errors are sometimes correlated, as when the small areas cut across clusters in the sampling design. Under this situation, one might consider a multivariate model for y i , i.e. y ∼ N(h, D) where y = (y 1 , . . . , y n ) , h = ( 1 , . . . , n ) , D is the sampling variance matrix of y. This is the case discussed in Datta and Lahiri [4] . Under a Bayesian framework the extension is theoretically straightforward. With the model for h unchanged, the conditional distributions of all parameters are unchanged except for h. However, the computation might be intensive. 2. We assume a normal model for the direct estimate y i although y i is the mean of binary variables indicating whether a sampled person is overweight. The normal assumption might not hold when the sample size is small. When ignoring the complex sampling design, one can assume a binary model for n i y i , i.e. n i y i ∼ Binomial(n i , i ), where n i is the sample size from area i. We can further assume logit( i ) ∼ t v (x i b, 2 ). Rao [21] discussed the normal case where logit( i ) ∼ N(x i b, 2 ) in Section 10.11.2. The conditional distribution of i is not standard and algorithms such as Metropolis-Hastings can be used to obtain the joint posterior distributions. When the survey sampling design is complex, further investigation is needed to investigate how to take it into consideration. A possibility is to use the effective sample size in each area to replace the actual sample size in n i y i ∼ Bin(n i , i ). 
