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Abstract
Let A be an arbitrary (not necessarily associative or commutative) algebra over a field K . It is proved that
if A has an ideal of finite codimension r satisfying a multilinear identity f ≡ 0, then A also has an ideal
satisfying the same identity f ≡ 0 that is invariant under all automorphisms of A and has finite codimension
bounded in terms of r and f . The result is stronger in characteristic zero, where f need not be multilinear.
As a corollary, it is proved that if a locally nilpotent torsion-free group G has a normal subgroup H
satisfying a multilinear commutator identity (H) ≡ 1 with quotient G/H of finite rank r , then G also has
a characteristic subgroup C satisfying the same identity (C) ≡ 1 with quotient G/C of finite rank bounded
in terms of r and .
An example shows that the main result cannot be extended to algebras not over fields, even to Lie alge-
bras over integers. An analogous example shows that the result on characteristic nilpotent subgroups with
quotients of finite rank, which was proved by the authors earlier in torsion-free and periodic cases, cannot
be extended to mixed nilpotent groups.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In [4] we proved that if a Lie algebra L over a field has a nilpotent ideal of nilpotency class c
and of finite codimension r , then L also has an automorphically-invariant (that is, invariant under
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of r and c. In the present paper we extend this result to arbitrary (not necessarily associative, or
commutative, or finite-dimensional) algebras over a field and arbitrary multilinear identities.
Theorem 1. If an algebra A over a field has an ideal of finite codimension r satisfying a multi-
linear identity f ≡ 0, then A also has an automorphically-invariant ideal that satisfies the same
identity f ≡ 0 and has finite codimension bounded above in terms of r and f .
Multilinear identities define many important varieties of algebras, for example, soluble and
nilpotent varieties. Since in characteristic zero every identity is equivalent to several multilinear
identities, we have the following stronger result in this case.
Theorem 2. If an algebra A over a field of characteristic zero has an ideal of finite codimension r
satisfying an arbitrary identity f ≡ 0, then A also has an automorphically-invariant ideal that
satisfies the same identity f ≡ 0 and has finite codimension bounded above in terms of r and f .
It is worth mentioning that an automorphically-invariant ideal of a locally nilpotent Lie al-
gebra of characteristic zero is also invariant under all of its derivations. Thus Theorem 2 can
be applied in a situation, where a locally nilpotent Lie algebra M of characteristic zero has a
“subideal” I—an ideal of an ideal L of M : if I satisfies an identity f ≡ 0 and has finite codi-
mension r in L, then there also exists an ideal K of M of finite (f, r)-bounded codimension in
L satisfying the same identity f ≡ 0. (Henceforth, say, “(a, b)-bounded” abbreviates “bounded
in terms of a and b.”)
Instead of a single identity in Theorems 1, 2 one can consider a variety given by several
identities: then an automorphically-invariant ideal in the same variety can be obtained as the
corresponding intersection and its codimension will be bounded in terms of r and all these iden-
tities. The functions bounding the codimension in Theorems 1, 2 can be estimated from above
explicitly, although we do not write down this estimate.
We produce an example showing that these results cannot be extended to algebras not over
fields—even to Lie algebras over integers. In fact, our example is a nilpotent Lie ring that has an
abelian ideal with quotient of rank 2 as an additive group but does not have an automorphically-
invariant abelian ideal with quotient of finite rank. Recall that a group has rank  r if every
finitely generated subgroup can be generated by r elements.
Virtually “the same” example provides a negative answer to a question on groups. Earlier
we proved in [4] that if a group G contains a normal nilpotent subgroup N of class c that is
either torsion-free or periodic and has quotient of finite rank r , then G has a characteristic (that
is, automorphically-invariant) subgroup C with quotient of (r, c)-bounded rank that is nilpotent
of class at most c. It was natural to try to drop the assumption that N is either torsion-free or
periodic. We now show that this is actually impossible even for N abelian. (A similar example
was independently and almost simultaneously constructed by H. Smith.)
The specialization of Theorem 1 to Lie algebras implies a similar result for locally nilpotent
torsion-free groups, via the Mal’cev correspondence given by the Baker–Campbell–Hausdorff
formula. For groups, the role of codimension is taken by “co-rank”—the rank of the quotient
by a normal subgroup. Earlier the special case of this result for nilpotent subgroups was proved
in [4].
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multilinear commutator identity (H) = 1 such that G/H has finite rank r , then G also has a
characteristic subgroup C satisfying the same identity (C) = 1 such that G/C has finite rank
bounded above in terms of r and  .
It remains unclear whether the same kind of results can be proved for arbitrary torsion-free or
periodic groups with a subgroup of finite “co-rank” satisfying an arbitrary multilinear commu-
tator identity (additional conditions of being torsion-free or periodic, at least for the subgroup,
are necessary as shown by the aforementioned example in this paper). On the other hand, we
have previously proved in [3] a general result for subgroups of bounded index: if a group G has
a subgroup H of finite index m satisfying a multilinear commutator identity (H) = 1, then G
has also a characteristic subgroup C of finite (m,)-bounded index satisfying the same iden-
tity (C) = 1. Both for groups and algebras over a field (even Lie algebras) it is also unclear
whether the same kind of results can be proved for non-multilinear identities—of course, apart
from algebras in characteristic zero covered by Theorem 2.
Our results in [3,4], on “transforming” a normal nilpotent subgroup into a characteristic sub-
group that has the same nilpotency class and bounded index or co-rank, proved to be very useful
in certain induction arguments; in particular, they enabled us to finish in [2,3,6] the solutions
of certain problems on groups with almost regular automorphisms. We can now use Theorem 3
to improve one of our results in [5], where H was merely a normal subgroup with the same
properties, by replacing “normal” by “characteristic.”
Corollary 1. Suppose that a locally nilpotent torsion-free group G admits an automorphism ϕ of
finite order n such that the fixed-point subgroup CG(ϕ) has finite rank r . Then G has a soluble
characteristic subgroup H of derived length bounded above in terms of n such that the quotient
G/H has finite rank bounded above in terms of r and n.
Of course, due to Theorem 1 we also have a similar strengthening of our generalization of
Kreknin’s theorem in [5], by way of inserting the additional condition of the ideal in the conclu-
sion being automorphically-invariant.
Corollary 2. If a Lie algebra L admits an automorphism ϕ of finite order n with fixed-point
subalgebra of finite dimension dimCL(ϕ) = m, then L has a soluble automorphically-invariant
ideal of derived length bounded above in terms of n and of finite codimension bounded above in
terms of m and n.
2. Preliminaries
An arbitrary (not necessarily associative, or commutative, or finite-dimensional) algebra A
over a field K is a vector space over K with multiplication satisfying the axioms
(a + b)c = ac + bc, a(b + c) = ab + ac, α(ab) = (αa)b = a(αb),
where a, b, c,∈ A and α ∈ K .
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of K〈X〉 can be regarded as polynomials in non-associative non-commuting variables xi . An
element f (x1, . . . , xn) ∈ K〈X〉 is called multilinear if it is linear in all variables, that is,
f (x1, . . . , αyj + βzj , . . . , xn) = αf (x1, . . . , yj , . . . , xn)+ βf (x1, . . . , zj , . . . , xn)
for any α,β ∈ K , xi, yj , zj ∈ X, 1  j  n. As usual, an algebra A satisfies an identity f ≡ 0
for f = f (x1, x2, . . . , xn) ∈ K〈X〉 if f (a1, a2, . . . , an) = 0 for any a1, a2, . . . , an ∈ A, where, of
course, f (a1, a2, . . . , an) is the value of f at the ai (the image of f (x1, x2, . . . , xn) under the
homomorphism extending the mapping xi −→ ai , i = 1, . . . , n).
An ideal B of an algebra A is a subspace such that ab ∈ B and ba ∈ B for any a ∈ A and
b ∈ B . We say for short that an ideal B of A is automorphically-invariant if B is invariant under
all automorphisms of A.
Let X = {x1, x2, . . .} be a set of non-associative non-commuting variables. Non-associative
words in the variables xi are defined by induction on weight. The words of weight 1 are the xi
themselves. The words of weight w > 1 are the expressions (uv), where u,v are words of weight
w1,w2 with w = w1 +w2. The multiweight of a word u is the tuple (n1, n2, . . .) where ni is the
number of occurrences of xi in u. Clearly, the words in X form a basis of the free algebra K〈X〉
on free generators X. Elements of the form αu, where α ∈ K and u is a word in the xi , are called
monomials. It is easy to see that a polynomial f (x1, . . . , xn) ∈ K〈X〉 is multilinear if and only if
it is multihomogeneous of multiweight (1, . . . ,1), that is, it is a linear combination of words of
weight n each involving exactly one occurrence of xi for i = 1, . . . , n.
It is well known that over a field of characteristic zero any identity f ≡ 0 is equivalent to a
system of multilinear identities; it is also important for us that the weights of these identities and
their number are bounded in terms of f .
Proposition 1. (See, for example, [8, Ch. 1].) Let A be an algebra over a field K of characteristic
zero. Let f ∈ K〈X〉 be a non-associative polynomial and let f =∑li ui be the decomposition
of f into a sum of homogeneous components ui . Then A satisfies the identity f ≡ 0 if and only
if A satisfies all the identities ui ≡ 0. Moreover, A satisfies ui ≡ 0 if and only if A satisfies the
linearization of ui , which is a multilinear polynomial of the same degree as ui .
In this section we also prove a technical proposition in linear algebra that is used later in the
proof of Theorem 1. Although the statement may seem rather involved, it is precisely what we
shall need later.
Definition. Let A be a vector space over a field, and N1, . . . ,Nm subspaces of A. Suppose that
A = M ⊕ R, where M and R are subspaces of A, and let π denote the projection of A onto M
with respect to this direct sum. In the tensor power
M ⊗ · · · ⊗M︸ ︷︷ ︸
t
we define the block-diagonal projection span of N1, . . . ,Nm with respect to the projection π to
be
π(N1)⊗ · · · ⊗ π(N1)︸ ︷︷ ︸+· · · + π(Nm)⊗ · · · ⊗ π(Nm)︸ ︷︷ ︸ . (1)
t t
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small as compared with the number m of subspaces Ni . Then this lemma will enable us to reduce
the number of summands in (1) to some (n, t)-bounded value. The proof is based on a simple
dimension argument.
Lemma 1. Let A be a vector space with subspaces N1, . . . ,Nm. Suppose that
A = M ⊕R, (2)
where dimM = n, and let π be the projection onto M with respect to (2). Let t be a positive
integer. Then one can choose a subset P of the index set {1, . . . ,m} with number of elements |P |
at most nt such that the block-diagonal projection span of N1, . . . ,Nm in
M ⊗ · · · ⊗M︸ ︷︷ ︸
t
with respect to π is spanned by the subspaces π(Nj )⊗ · · · ⊗ π(Nj )︸ ︷︷ ︸
t
with j ∈P , that is,
m∑
j=1
π(Nj )⊗ · · · ⊗ π(Nj )︸ ︷︷ ︸
t
=
∑
j∈P
π(Nj )⊗ · · · ⊗ π(Nj )︸ ︷︷ ︸
t
. (3)
Proof. Since dimM = n, the tensor power
M ⊗ · · · ⊗M︸ ︷︷ ︸
t
has dimension nt . Therefore the block-diagonal span
π(N1)⊗ · · · ⊗ π(N1)︸ ︷︷ ︸
t
+· · · + π(Nm)⊗ · · · ⊗ π(Nm)︸ ︷︷ ︸
t
(4)
also has dimension  nt . Adding consecutively those of the subspaces
π(Ni)⊗ · · · ⊗ π(Ni)︸ ︷︷ ︸
t
that strictly increase the span we shall need at most nt steps to exhaust the whole space (4); the
corresponding indices i form the required subset P such that (3) holds. 
A repeated “augmented” application of the above lemma gives the requisite technical propo-
sition.
Proposition 2. Let c  2 be an integer and let A be a vector space with subspaces N1, . . . ,Nm
each of codimension  r in A. Then there exists an increasing chain of subsets of indices
∅ =P0 ⊆P1 ⊆P2 ⊆ · · · ⊆Pc ⊆ {1, . . . ,m}
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m∑
j=1
πt (Nj )⊗ · · · ⊗ πt (Nj )︸ ︷︷ ︸
t
=
∑
j∈Pt
πt (Nj )⊗ · · · ⊗ πt (Nj )︸ ︷︷ ︸
t
, (5)
where πt is the projection onto some complement Mt of
⋂
i∈Pt−1 Ni in A with respect to
A = Mt ⊕
⋂
i∈Pt−1
Ni. (6)
That is, the block-diagonal span of N1, . . . ,Nm in
Mt ⊗ · · · ⊗Mt︸ ︷︷ ︸
t
with respect to the projection πt onto Mt defined by (5) is spanned by the subspaces
πt (Nj )⊗ · · · ⊗ πt (Nj )︸ ︷︷ ︸
t
with j ∈Pt .
Proof. First we define by induction (r, c)-bounded numbers qt for t = 1, . . . , c:
q1 = r + 1, qt = qt−1 + (rqt−1)t .
With advance knowledge we can reveal that for each t the required subset Pt will have at most
qt elements.
We construct the Pt by induction on t .
Case t = 1. Since dim(A/N1)  r , the sum N1 + · · · + Nm is equal to the sum of at most
r + 1 of the Ni including N1, so we define P1 to be the set of the indices of the Ni involved:
N1 + · · · +Nm =
∑
i∈P1
Ni, (7)
where the subsetP1 has at most q1 = r +1 elements. SinceP0 = ∅, here M1 = A and π1(Nj ) =
Nj , so (7) is precisely the required equality (6) for t = 1.
Induction step t > 1. Suppose that the required subsets of indices P1 ⊆P2 ⊆ · · · ⊆Pt−1 are
already constructed with |Pi | qi . We choose an arbitrary complement Mt of ⋂i∈Pt−1 Ni in A:
A = Mt ⊕
⋂
i∈Pt−1
Ni.
Since dim(A/Ni) r for all i and Pt−1 has at most qt−1 elements, the quotient A/
⋂
i∈Pt−1 Ni
has dimension  rqt−1, so that dimMt  rqt−1. By Lemma 1 applied to M = Mt and R =⋂
i∈Pt−1 Ni with n = dimM  rqt−1, there is a subset P ⊆ {1, . . . ,m} such that |P | nt and
m∑
j=1
πt (Nj )⊗ · · · ⊗ πt (Nj )︸ ︷︷ ︸=
∑
j∈P
πt (Nj )⊗ · · · ⊗ πt (Nj )︸ ︷︷ ︸ .
t t
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have the required inclusion Pt−1 ⊆Pt . Then |Pt | qt and the required equality (6) holds. 
3. Proof of the main result
In this section we prove Theorem 1. Recall that we are given an algebra A (over a
field K) which has an ideal I of finite codimension r satisfying the identity f ≡ 0, where
f = f (x1, x2, . . . , xc) ∈ K〈X〉 is a non-associative multilinear polynomial in c variables with
coefficients in K . We must find an automorphically-invariant ideal J of A of finite (r, c)-bounded
codimension satisfying the identity f ≡ 0. The idea of the proof is as follows. The intersection
⋂
α∈AutA
Iα
of all images of I under automorphisms of A is an automorphically-invariant ideal of A. If this in-
tersection is equal to the intersection of a small, (r, c)-bounded, number of ideals of the form Iα ,
then this intersection has (r, c)-bounded codimension and is the required automorphically-inva-
riant ideal. In the opposite case we argue by contradiction.
Definition. We say that a collection of sets {N1, . . . ,Nm} has essential intersection if
m⋂
i=1
Ni =
⋂
i =j
Ni for each j.
It is clear that for a collection of sets with essential intersection every subcollection of it also
has essential intersection—we shall often use this property without any special references.
In the proof of Theorem 1 we can assume from the outset that I is maximal by inclusion
among the ideals of codimension  r satisfying the identity f ≡ 0. We shall prove that then
there cannot be too many ideals Iα with essential intersection. Thus, Theorem 1 will be proved
if we prove the following proposition, which can be applied with the Ni being some ideals Iα in
a set with essential intersection.
Proposition 3. Let A be an algebra with ideals N1, . . . ,Nm, and let f (x1, . . . , xc) ∈ K〈X〉 be a
multilinear polynomial of degree c. Suppose that
(a) each Ni satisfies the identity f ≡ 0 and has codimension  r in A;
(b) the set N1, . . . ,Nm has essential intersection.
If m s(r, c) for a certain (r, c)-bounded number s(r, c), then there exists k ∈ {1, . . . ,m} such
that the ideal Nk +⋂i =k Ni satisfies the identity f ≡ 0.
Of course, a more rigorous formulation would be to claim the existence of the function s(r, c),
which will in fact be defined recursively in the proof (and we shall see that it can be estimated
from above explicitly). Note that the ideal Nk +⋂i =k Ni is strictly larger than Nk because the
collection of the Ni has essential intersection; this is what provides the required contradiction in
the proof of Theorem 1.
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{f (b1, . . . , bc) | b1 ∈ B1, . . . , bc ∈ Bc}.
Proof of Proposition 3. To strengthen the induction hypothesis we actually prove the following
assertion.
Lemma 2. LetP1, . . . ,Pc be the subsets constructed in Proposition 2. Then for each t = 1, . . . , c
and each k = 1, . . . ,m
f
(
. . . ,Nk, . . . ,
⋂
i∈P (t)
Ni, . . . ,Nk, . . . ,
⋂
i∈P (t)
Ni, . . . ,Nk, . . .
)
= 0, (8)
where among the arguments of the polynomial f there are t entries Nk and c − t entries⋂
i∈P (t) Ni in any order.
Equality (8) implies that for any k /∈P (t) the subspace
f
(
. . . ,Nk, . . . ,
⋂
i =k
Ni, . . . ,Nk, . . . ,
⋂
i =k
Ni, . . . ,Nk, . . .
)
is also trivial, since
⋂
i =k Ni 
⋂
i∈P (t) Ni for k /∈ P (t). When this assertion is proved for all
t = 1,2, . . . , c, we shall obtain that the ideal Nk +⋂i =k Ni satisfies the identity f ≡ 0 for every
k /∈P (c). Indeed, since f is multilinear,
f
(
Nk +
⋂
i =k
Ni, . . . ,Nk +
⋂
i =k
Ni
︸ ︷︷ ︸
c
)
is the sum of the subspaces (8) plus the subspace
f
(⋂
i =k
Ni, . . . ,
⋂
i =k
Ni
︸ ︷︷ ︸
c
)
,
which is clearly trivial because every Ni satisfies the identity f ≡ 0. Thus Proposition 3 will be
proved.
Proof of Lemma 2. Induction on t .
Case t = 1. Here, Nk occurs once in (8), while the other c − 1 entries are ⋂i∈P (1) Ni . By
Proposition 2,
m∑
i=1
Ni =
∑
j∈P (1)
Nj .
Then for every k
E.I. Khukhro, N.Yu. Makarenko / Journal of Algebra 320 (2008) 1723–1740 1731f
( ⋂
i∈P (1)
Ni, . . .Nk, . . . ,
⋂
i∈P (1)
Ni
)
⊆
∑
j∈P (1)
f
( ⋂
i∈P (1)
Ni, . . . ,Nj , . . . ,
⋂
i∈P (1)
Ni
)
⊆
∑
j∈P (1)
f (Nj , . . . ,Nj , . . . ,Nj ) = 0, (9)
since each ideal Nj satisfies f ≡ 0. (Note that this reasoning is independent of the position of
Nk among the arguments of f .)
Case t = 2. We consider for clarity one more initial step of induction before describing for-
mally the induction step. At this second step we are interested in subspaces of the form
f
(
. . . ,Nk, . . . ,
⋂
i∈P2
Ni, . . . ,
⋂
i∈P2
Ni, . . . , ,Nk, . . . ,
⋂
i∈P2
Ni, . . .
)
(10)
with exactly two occurrences of Nk and the other c − 2 entries being ⋂i∈P2 Ni . It is convenient
to fix the positions of Nk among the arguments of f in (10), but the reasoning is independent of
the choice of these positions. The crucial idea is to consider both entries of Nk in (10) modulo⋂
i∈P1 Ni . We now elaborate on this remark in certain linear terms and use Proposition 2.
For any u1, u2 ∈ A and v1, . . . , vc−2 ∈⋂i∈P1 Ni we have the multilinear map
ϕu1,u2 : (v1, . . . , vc−2) −→ f (v1, . . . , u1, . . . , u2, . . . , vc−2)
(where u1, u2 are in the positions of Nk in (10)), which naturally defines a linear map denoted
by the same symbol
ϕu1,u2 :
⋂
i∈P1
Ni ⊗ · · · ⊗
⋂
i∈P1
Ni
︸ ︷︷ ︸
c−2
−→ f (A, . . . ,A︸ ︷︷ ︸
c
).
The map (u1, u2) −→ ϕu1,u2 is also multilinear and therefore defines a linear map
θ :A⊗A −→ Hom
( ⋂
i∈P1
Ni ⊗ · · · ⊗
⋂
i∈P1
Ni
︸ ︷︷ ︸
c−2
, f (A, . . . ,A︸ ︷︷ ︸
c
)
)
.
By Proposition 2 for some complement M(2) of
⋂
i∈P1 Ni in A,
A = M(2)⊕
⋂
i∈P1
Ni, (11)
and for the projection π2 onto M(2) with respect to (11), we have
m∑
π2(Ni)⊗ π2(Ni) =
∑
π2(Nj )⊗ π2(Nj ). (12)
i=1 j∈P2
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jections of u1, u2 onto M(2), and by y1, y2 the projections of u1, u2 onto
⋂
i∈P1 Ni with respect
to (11). Then
u1 ⊗ u2 = (m1 + y1)⊗ (m2 + y2)
= m1 ⊗m2 +m1 ⊗ y2 + y1 ⊗m2 + y1 ⊗ y2
= m1 ⊗m2 + u1 ⊗ y2 + y1 ⊗ u2 − y1 ⊗ y2.
By the linearity of θ we have
θ(u1 ⊗ u2) = θ(m1 ⊗m2)+ θ(u1 ⊗ y2)+ θ(y1 ⊗ u2)− θ(y1 ⊗ y2)
= ϕm1,m2 + ϕu1,y2 + ϕy1,u2 − ϕy1,y2 .
Since y1, y2 ∈⋂i∈P1 Ni and u1, u2 ∈ Nk , the linear maps ϕu1,y2 , ϕy1,u2 , and ϕy1,y2 are trivial
by (9). Therefore,
θ(u1 ⊗ u2) = ϕm1,m2 = θ(m1 ⊗m2). (13)
By (12) the element m1 ⊗m2 = π2(u1)⊗ π2(u2) is a sum of elements of the form π2(ui1)⊗
π2(ui2) where ui1, ui2 ∈ Ni for i ∈P2:
m1 ⊗m2 =
∑
i∈P2
π2(ui1)⊗ π2(ui2).
Then
θ(m1 ⊗m2) =
∑
i∈P2
θ
(
π2(ui1)⊗ π2(ui2)
)
.
By (13) we have θ(π2(ui1)⊗ π2(ui2)) = θ(ui1 ⊗ ui2) for all i. Hence
ϕu1,u2 = θ(u1 ⊗ u2) = θ(m1 ⊗m2) =
∑
i∈P2
θ(ui1 ⊗ ui2) =
∑
i∈P2
ϕui1,ui2,
where, recall, ui1, ui2 ∈ Ni for i ∈P2.
Now let v1, . . . , vc−2 ∈⋂j∈P2 Nj and u1, u2 ∈ Nk . Since P2 ⊇P1 and therefore
⋂
i∈P2
Ni 
⋂
i∈P1
Ni,
by the above arguments we have
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=
∑
i∈P2
ϕui1,ui2(v1, . . . , vc−2)
=
∑
i∈P2
f (v1, . . . , ui1, . . . , ui2, . . . , vc−2),
where ui1, ui2 ∈ Ni for i ∈P2. It remains to note that for each i ∈P2
f (v1, . . . , ui1, . . . , ui2, . . . , vc−2) = 0,
since v1, . . . , vc−2 ∈⋂j∈P2 Nj ⊆ Ni and f (Ni, . . . ,Ni︸ ︷︷ ︸
c
) = 0. Thus,
f (v1, . . . , u1, . . . , u2, . . . , vc−2) = 0
for all v1, . . . , vc−2 ∈⋂j∈P2 Nj and u1, u2 ∈ Nk .
Induction step t > 2. We now want to prove that
f
(
. . . ,Nk, . . . ,
⋂
i∈Pt
Ni, . . . ,Nk, . . . ,
⋂
i∈Pt
Ni, . . . ,Nk, . . .
)
= 0, (14)
where among the arguments of f there are t entries Nk and c− t entries⋂i∈Pt Ni in some order.
Again, it is convenient to think of certain fixed positions of Nk among the arguments of f , but
the reasoning is independent of the choice of these positions. As in the case of t = 2, the idea is
to consider Nk modulo
⋂
i∈Pt−1 Ni .
For any u1, . . . , ut ∈ A and v1, . . . , vc−t ∈⋂i∈Pt−1 Ni we define the multilinear map
ϕu1,...,ut : (v1, . . . , vc−t ) → f (. . . , u1, . . . , vi, . . . , u2, . . . , vl, . . .),
where the entries ui on the right are in the positions of the entries Nk in (14), and the vj in the
positions of
⋂
i∈Pt Ni . We have the corresponding linear map of the tensor product denoted by
the same symbol
ϕu1,...,ut :
⋂
i∈Pt−1
Ni ⊗ · · · ⊗
⋂
i∈Pt−1
Ni
︸ ︷︷ ︸
c−t
−→ f (A, . . . ,A︸ ︷︷ ︸
c
).
The map (u1, . . . , ut ) → ϕu1,...,ut is also multilinear and therefore defines a linear map
θ :A⊗ · · · ⊗A︸ ︷︷ ︸
t
−→ Hom
( ⋂
i∈Pt−1
Ni ⊗ · · · ⊗
⋂
i∈Pt−1
Ni
︸ ︷︷ ︸
, f (A, . . . ,A︸ ︷︷ ︸
c
)
)
.c−t
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⋂
i∈Pt−1 Ni in A,
A = Mt ⊕
⋂
i∈Pt−1
Ni, (15)
and for the projection πt onto Mt with respect to (15) we have
m∑
i=1
πt (Ni)⊗ · · · ⊗ πt (Ni)︸ ︷︷ ︸
t
=
∑
j∈Pt
πt (Nj )⊗ · · · ⊗ πt (Nj )︸ ︷︷ ︸
t
. (16)
Suppose that u1, . . . , ut ∈ Nk . By the induction hypothesis if at least one of the us belongs to⋂
i∈Pt−1 Ni , then ϕu1,...,ut = 0.
To lighten the notation we denote by mi = πt (ui) the projections of the ui onto Mt , and
by yi the projections of the ui onto ⋂j∈Pt−1 Nj with respect to (15). Using the expressions
ui = mi + yi we represent the element u1 ⊗ · · · ⊗ ut of the tensor product
A⊗ · · · ⊗A︸ ︷︷ ︸
t
as a sum of the element m1 ⊗ m2 ⊗ · · · ⊗ mt and a linear combination of elements of the form
w1 ⊗ · · · ⊗ wt , where each wi is either ui or yi and at least one of the wi is yi . By the induc-
tion hypothesis, θ(w1 ⊗ · · · ⊗ wt) = ϕw1,...,wt = 0 for all these summands w1 ⊗ · · · ⊗ wt , since
u1, . . . , ut ∈ Nk and yi ∈⋂j∈Pt−1 Nj . By the linearity of θ we have
θ(u1 ⊗ · · · ⊗ ut ) = θ(m1 ⊗ · · · ⊗mt). (17)
By (16) the element m1 ⊗ · · · ⊗mt = πt (u1)⊗ · · · ⊗ πt (ut ) is a sum of elements of the form
πt (ui1)⊗ · · · ⊗ πt (uit ), where ui1, . . . , uit ∈ Ni for i ∈Pt :
m1 ⊗ · · · ⊗mt =
∑
i∈Pt
πt (ui1)⊗ · · · ⊗ πt (uit ).
Then
θ(m1 ⊗ · · · ⊗mt) =
∑
i∈Pt
θ
(
πt (ui1)⊗ · · · ⊗ πt (uit )
)
.
By (17) we have θ(πt (ui1)⊗ · · · ⊗ πt (uit )) = θ(ui1 ⊗ · · · ⊗ uit ) for all i. Hence,
ϕu1,...,ut = θ(u1 ⊗ · · · ⊗ ut ) = θ(m1 ⊗ · · · ⊗mt)
=
∑
i∈Pt
θ(ui1 ⊗ · · · ⊗ uit )
=
∑
i∈Pt
ϕui1,...,uit , (18)
where, recall, ui1, . . . , uit ∈ Ni for i ∈Pt .
Now let v1, . . . , vc−t ∈⋂ Nj and u1, . . . , ut ∈ Nk . By (18) we havej∈Pt
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=
∑
i∈Pt
ϕui1,...,uit (v1, . . . , vc−t )
=
∑
i∈Pt
f (v1, . . . , ui1, . . . , uit , . . . , vc−t ),
where ui1, . . . , uit ∈ Ni for i ∈ Pt . Since v1, . . . , vc−t ∈ ⋂j∈Pt Nj ⊆ Ni for i ∈ Pt and
f (Ni, . . . ,Ni︸ ︷︷ ︸
c
) = 0, we have
f (v1, . . . , ui1, . . . , uit , . . . , vc−t ) = 0.
Hence,
f (v1, . . . , u1, . . . , ut , . . . , vc−t ) = 0
for all v1, . . . , vc−t ∈⋂j∈Pt Nj and u1, . . . , ut ∈ Nk , as required.
The proof of Lemma 2 is complete and therefore so are the proofs of Proposition 3 and The-
orem 1. 
Theorem 2 follows immediately from Theorem 1 by Proposition 1. 
4. Locally nilpotent torsion-free groups
In this section we prove Theorem 3. The general idea is to embed the group into a radicable
locally nilpotent torsion-free group, which is “category-equivalent” to a Lie algebra over Q; then
an application of Theorem 1 to this Lie algebra produces an appropriate ideal, which corresponds
to the required subgroup. First we recall certain properties of locally nilpotent torsion-free groups
and the aforementioned equivalence of the categories of locally nilpotent radicable torsion-free
groups and locally nilpotent Lie algebras over Q (see [7] or [1]).
A group G is said to be radicable if it contains an nth root of any element g ∈ G for any n ∈ Z,
that is, an element h ∈ G such that hn = g. Any locally nilpotent torsion-free group H can be
embedded into a radicable locally nilpotent torsion-free group G by formally adjoining all roots
of all non-trivial elements of H ; then G is called the Mal’cev completion of H , which fact we
denote as G = √H . Roots are unique in any locally nilpotent torsion-free group. The Mal’cev
completion
√
H is a unique (up to an isomorphism identical on H ) radicable locally nilpotent
torsion-free group all of whose elements are roots of elements of H . Every automorphism of H
has a unique extension to
√
H . If N is a subgroup of H , then the Mal’cev completion of N is
isomorphic to the set
√
N of all roots of elements of N in H ; if N is normal in H , then
√
N is a
normal subgroup of
√
H .
Let G be a radicable locally nilpotent torsion-free group. The same set G can be viewed as a
locally nilpotent Lie algebra L over the field of rational numbers Q with the Lie ring operations
given by the inversions of the Baker–Campbell–Hausdorff formula. In particular, the identity el-
ement of G is the zero element of L, and ar = ra, where the left-hand side is the r th power,
r ∈ Q, of an element a ∈ G, while the right-hand side is the r th multiple of the same element
a ∈ L. The group operations can be reconstructed by the Baker–Campbell–Hausdorff formula.
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icable torsion-free groups and locally nilpotent Lie algebras over Q. The automorphisms of G
are automorphisms of L acting on the same set in the same way, and vice versa. Note that an
automorphism of G as an abstract group is also an automorphism of G as a radicable group,
since roots are unique in a torsion-free group.
From the explicit form of the Baker–Campbell–Hausdorff formula and its inversions it is
easy to deduce that two elements a, b ∈ G commute if and only if they commute in L. Indeed,
the group commutator [a, b]G is a linear combination of Lie ring commutators in a and b (of
weights  2); and conversely, the Lie ring commutator [a, b]L is a product of rational powers of
group commutators in a and b. (In both cases the sum and the product are finite, since the weights
of non-trivial commutators in a, b do not exceed the nilpotency class of the subgroup/subalgebra
generated by a and b.)
Definition. Let x1, x2, . . . be group variables. Multilinear commutators of weight 1 in the vari-
ables xi are the variables xi themselves. By induction, multilinear commutators of weight w > 1
in the variables xi are commutators of the form  = [1, 2], where 1 and 2 are multilinear
commutators with disjoint sets of variables of weights w1 and w2 for w = w1 +w2.
A group G satisfies a multilinear commutator identity  ≡ 1 if and only if the commutator
(verbal) subgroup (G), obtained by substituting the group G in place of all the variables in the
commutator  , is trivial.
Multilinear commutator identities are inherited by Mal’cev completions, which is a conse-
quence of the following lemma.
Lemma 3. If H is an abstract subgroup of a radicable locally nilpotent torsion-free group G,
and  a multilinear commutator, then (
√
H ) = √(H).
Proof. Induction on the weight of  . For weight 1 we have
√
(H) = √H = (√H ). Now
let  = [1, 2]. By the induction hypothesis, √i(H) = i(
√
H ). It is well known that in a
torsion-free locally nilpotent group, roots of two elements commute if and only if the elements
themselves commute. (One can easily prove this fact by using the Mal’cev correspondence: ak
and bl commute in the group if and only if the same elements ka and lb commute in the Lie alge-
bra, where obviously [ka, lb]L = kl[a, b]L.) Hence, [√1(H),√2(H)]  √[1(H),2(H)].
But clearly [√1(H),√2(H)] [1(H),2(H)], whence
[√
1(H),
√
2(H)
]=√[√1(H),√2(H) ]√[1(H),2(H)].
Here we used the fact that in a locally nilpotent group the commutator subgroup [A,B] of two
radicable normal subgroups A,B is again radicable. Thus,
(
√
H ) = [1(√H ),2(√H) ]= [√1(H),√2(H) ]=√[1(H),2(H)]=√(H). 
Multilinear commutators can also be regarded as Lie algebra commutators, which can define
multilinear identities. The following lemma shows that multilinear commutators are compatible
with the Mal’cev correspondence.
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Lie algebra over Q that is in the Mal’cev correspondence with G, with the same underlying set. If
 is a multilinear commutator, then the verbal subgroup (G) coincides as a set with the T -ideal
(L), that is, the ideal of L generated by all values of  on elements of L (in fact, the subspace
spanned by these values).
Proof. Induction on the weight of  . For weight 1 we have (G) = G = L = (L) as sets. Now
let  = [1, 2]. By the induction hypothesis, i(G) = i(L). This also implies that the i(G)
are radicable subgroups, since the i(L) are clearly invariant under multiplication by scalars
in Q, which is equivalent to taking rational powers in the group. The commutator subgroup
(G) = [1(G),2(G)] is the smallest normal subgroup of G modulo which 1(G) and 2(G)
commute. As already mentioned in the proof of Lemma 3, this subgroup is also automatically
radicable. In the Lie algebra, to this subgroup there corresponds an ideal of L. The quotient group
and the quotient Lie algebra are then in the Mal’cev correspondence too. Since elements in the
group commute if and only if they commute in the corresponding Lie algebra, this ideal must be
the smallest ideal modulo which 1(L) and 2(L) commute. But this ideal is obviously equal to
[1(L),2(L)] = (L) (which is in fact the space spanned by all commutators [a, b], a ∈ 1(L),
b ∈ 2(L)). 
Proof of Theorem 3. Recall that we are given a locally nilpotent torsion-free group G and a
normal subgroup H of G satisfying a multilinear commutator identity (H) = 1 such that G/H
has finite rank r (we abbreviate the latter condition to “H has finite co-rank r in G”). We must
find a characteristic subgroup C of G that satisfies the same identity (H) = 1 and has finite
(r, )-bounded co-rank.
Let
√
G be the Mal’cev completion of G. Let
√
H be the subgroup of
√
G obtained by
adjoining all roots of the elements of H , so √H is the Mal’cev completion of H . Then √H is a
normal subgroup of
√
G. By Lemma 3 the hypothesis (H) = 1 implies that (√H ) = 1.
The quotient
√
G/
√
H is the Mal’cev completion of (G
√
H )/
√
H and therefore the rank
of
√
G/
√
H is equal to the rank of (G
√
H )/
√
H ; see [1]. The rank of (G
√
H )/
√
H clearly
does not exceed the rank of G/H . Suppose that we find a radicable characteristic subgroup C1
of
√
G that satisfies the identity (C1) = 1 and has finite (r, )-bounded co-rank in
√
G. Since
every automorphism of G can be extended to an automorphism of
√
G, then C = G ∩ C1 will
be the required characteristic subgroup of G satisfying the identity (C) = 1 and having finite
(r, )-bounded co-rank, because the rank of G/C ∼= (GC1)/C1 is at most the rank of
√
G/C1.
Thus, we can assume from the outset that both G = √G and H = √H are radicable groups,
and seek the required subgroup also among radicable ones. Let L be a locally nilpotent Lie
algebra over Q that is in the Mal’cev correspondence with G, and let I be the ideal corresponding
to H . By Lemma 4 a normal radicable subgroup S of G satisfies the multilinear commutator
identity (S) = 1 if and only if the corresponding ideal J of L satisfies “the same” identity
(I) = 0. The rank of a radicable locally nilpotent torsion-free group is equal to the length of a
normal series with factors isomorphic to Q; see [1]. Therefore the rank of G/S is equal to the
codimension of J in L.
Thus, we have the equivalent problem about the Lie Q-algebra L: given an ideal I satisfying
the identity (I) = 0 with quotient L/I of dimension r we need to find an automorphically-inva-
riant ideal J satisfying the same identity (J ) = 0 with quotient L/J of finite (r, c)-bounded
dimension. Then the same set J will be the required characteristic subgroup C of G that satisfies
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Theorem 1 to complete the proof of Theorem 3. 
5. Examples
In this section we construct a nilpotent Lie ring of nilpotency class 2 that has an abelian
ideal with quotient of rank 2 as an additive group but does not have an automorphically-inva-
riant abelian ideal with quotient of finite rank. (Recall that a group has rank at most r if every
finitely generated subgroup can be generated by r elements.) Thus, Theorems 1, 2 cannot be
extended to algebras not over fields—even to Lie rings (algebras over integers). We also produce
a similar example of a nilpotent group of class 2 that has a normal abelian subgroup with quotient
of rank 2 but does not have a characteristic abelian subgroup with quotient of finite rank. This
example shows that in [4, Theorem 1.2] the hypothesis of the subgroup being torsion-free or
periodic cannot be dropped. (A similar example was independently and almost simultaneously
constructed by H. Smith.)
Example 1. For each i = 1,2, . . . let Fi = 〈ai, bi | [[ai, bi], ai] = 0 = [[ai, bi], bi]〉 be a free
class 2 nilpotent Lie algebra over Q with free generators ai , bi . But in what follows we consider
the Fi as Lie rings (algebras over Z), so, in particular, Fi is no longer finitely generated. Let
p1,p2, . . . be distinct prime numbers. For each i we set
Ki =
{
m
n
[ai, bi]
∣∣∣m,n ∈ Z, n is coprime to pi};
Ai =
{
m
n
ai
∣∣∣m,n ∈ Z, n is coprime to pi};
Bi =
{
m
n
bi
∣∣∣m,n ∈ Z, n is coprime to pi}.
Consider the Lie ring Li = Fi/Ki . Henceforth, let bars denote the images of elements or subsets
in Li = Fi/Ki . The Lie subring Ni = Ai + Bi + [Li,Li] is abelian, since [x, y] ∈ Ki for any
x ∈ Ai and y ∈ Bi . The presence of the summand [Li,Li] ensures that Ni is an ideal of the Lie
ring Li . The additive group of the quotient Li/Ni is isomorphic to Cp∞i ⊕ Cp∞i , where Cp∞i is
the quasicyclic pi -group.
Finally we construct the required Lie ring L as the direct sum L =⊕i Li . Let N =⊕i Ni ;
this is an abelian ideal of L. The additive group of the quotient L/N has rank 2. We claim that
L has no automorphically-invariant abelian ideals with quotient of finite rank.
To simplify notation, for an element g ∈ L we denote by Qg the additive subgroup
{rg | r ∈ Q}. Recall that the additive group of L is the direct sum
L =
⊕
i
Qai ⊕ Qbi ⊕ Q[ai, bi]. (19)
For g ∈ L let gi1ai and gi2bi , where gi1, gi2 ∈ Q, be the projections of g onto Qai and Qbi with
respect to (19), so that g =∑i gi1ai + gi2bi(mod[L,L]).
Suppose that I is an automorphically-invariant ideal of L such that the quotient L/I has
finite rank as an additive group. Then there must exist an index i such that the projections of
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(actually, there must be many such indices, but we need only one). Then we can produce elements
in I—the images of u,v under certain automorphisms of L—that do not commute “in the ith
component.” Namely, for s ∈ Z let ϕs be the automorphism of Li defined by
ϕs :
{
rai −→ psi rai, r ∈ Q,
rbi −→ p−si rbi, r ∈ Q.
Each of the ϕs can also be regarded as an automorphism of L acting trivially on the Lj for j = i.
We claim that for some s, t ∈ Z the ith component of [ϕs(u),ϕt (v)] is a non-trivial element of
[Li,Li] and therefore [ϕs(u),ϕt (v)] = 0. Indeed, we can, for example, choose negative s so as to
make the denominator of psi ui1 as a reduced fraction to be divisible by pi , while simultaneously
making the denominator of the reduced fraction p−si ui2 to be coprime to pi ; and similarly, we
choose positive t so as to make the denominator of the reduced fraction pti vi1 to be coprime
to pi , simultaneously making the denominator of the reduced fraction p−ti vi2 to be divisible
by pi . Then in the commutator [ϕs(u),ϕt (v)] the ith component is[(
psi ui1ai + p−si ui2bi
)
,
(
pti vi1ai + p−ti vi2bi
)]= psi ui1p−ti vi2[ai, bi] + p−si ui2pti vi1[bi, ai].
The first summand on the right is a non-trivial element of [Li,Li] by the construction of Li =
Fi/Ki , while the second summand is trivial.
Example 2. For each i = 1,2, . . . let Fi = 〈ai, bi | [[ai, bi], ai] = 1 = [[ai, bi], bi]〉 be a free
class 2 nilpotent radicable group (with exponents in Q) with free generators ai , bi . But in what
follows we consider the Fi as abstract groups. Let p1,p2, . . . be distinct prime numbers. For each
i we set
Ki =
{[ai, bi]m/n ∣∣m,n ∈ Z, n is coprime to pi};
Ai =
{
a
m/n
i
∣∣m,n ∈ Z, n is coprime to pi};
Bi =
{
b
m/n
i
∣∣m,n ∈ Z, n is coprime to pi}.
Consider the abstract group Gi = Fi/Ki . Henceforth, let bars denote the images of elements or
subsets in Gi = Fi/Ki . The subgroup Ni = AiBi[Gi,Gi] is abelian, since [x, y] ∈ Ki for any
x ∈ Ai and y ∈ Bi . The presence of [Gi,Gi] ensures that Ni is a normal subgroup of Gi . The
quotient Gi/Ni is isomorphic to Cp∞i ×Cp∞i , where Cp∞i is the quasicyclic pi -group.
We construct the required group G as the direct product G =∏i Gi . Let N =∏i Ni ; this
is an abelian normal subgroups of G. The quotient G/N has rank 2. We claim that G has no
characteristic abelian subgroups with quotient of finite rank.
For an element g ∈ G we denote by gQ the subgroup {gr | r ∈ Q}. Then
G =
∏
i
a
Q
i × bQi × [ai, bi]Q. (20)
For g ∈ G let agi1i and bgi2i , where gi1, gi2 ∈ Q, be the projections of g onto aQi and bQi with
respect to (20), so that g =∏ agi1bgi2 (mod [G,G]).i i i
1740 E.I. Khukhro, N.Yu. Makarenko / Journal of Algebra 320 (2008) 1723–1740Suppose that C is a characteristic subgroup of G such that the quotient G/C has finite rank.
Then there must exist an index i such that the projections of some elements u,v (not necessarily
different) onto aQi and bQi are non-trivial: ui1 = 0 = vi2. Then we can produce elements in
C—the images of u,v under certain automorphisms of G—that do not commute “in the ith
component.” Namely, for s ∈ Z let ϕs be the automorphism of Gi defined by
ϕs :
{
ari −→ ari p
s
i , r ∈ Q,
bri −→ bri p
−s
i , r ∈ Q.
Each of the ϕs can also be regarded as an automorphism of G acting trivially on the Gj for j = i.
We claim that for some s, t ∈ Z the ith component of [ϕs(u),ϕt (v)] is a non-trivial element of
[Gi,Gi] and therefore [ϕs(u),ϕt (v)] = 1. Indeed, we can, for example, choose negative s so as to
make the denominator of psi ui1 as a reduced fraction to be divisible by pi , while simultaneously
making the denominator of the reduced fraction p−si ui2 to be coprime to pi ; and similarly, we
choose positive t so as to make the denominator of the reduced fraction pti vi1 to be coprime
to pi , simultaneously making the denominator of the reduced fraction p−ti vi2 to be divisible
by pi . Then in the commutator [ϕs(u),ϕt (v)] the ith component is
[
a
psi ui1
i b
p−si ui2
i , a
pti vi1
i b
p−ti vi2
i
]= [ai, bi]psi ui1p−ti vi2 [bi, ai]p−si ui2pti vi1 .
The first factor on the right is a non-trivial element of [Gi,Gi] by the construction of Gi =
Fi/Ki , while the second factor is trivial.
References
[1] V.M. Glushkov, On some questions of the theory of nilpotent and locally nilpotent torsion-free groups, Mat. Sb. 30
(1952) 79–104 (in Russian).
[2] E.I. Khukhro, Groups with an automorphism of prime order that is almost regular in the sense of rank, J. London
Math. Soc. 77 (2008) 130–148.
[3] E.I. Khukhro, N.Yu. Makarenko, Large characteristic subgroups satisfying multilinear commutator identities, J. Lon-
don Math. Soc. 75 (2007) 635–646.
[4] E.I. Khukhro, N.Yu. Makarenko, Characteristic nilpotent subgroups of bounded co-rank and automorphically-invari-
ant nilpotent ideals of bounded codimension in Lie algebras, Q. J. Math. 58 (2007) 229–247.
[5] N.Yu. Makarenko, E.I. Khukhro, Almost solubility of Lie algebras with almost regular automorphisms, J. Alge-
bra 277 (2004) 370–407.
[6] N.Yu. Makarenko, E.I. Khukhro, Finite groups with an almost regular automorphism of order four, Algebra Logika 45
(2006) 575–602, English transl.: Algebra Logic 45 (2006) 326–343.
[7] A.I. Mal’cev, Nilpotent torsion-free groups, Izv. Akad. Nauk SSSR Ser. Mat. 13 (1949) 201–212 (in Russian).
[8] K.A. Zhevlakov, A.M. Slin’ko, I.P. Shestakov, A.I. Shirshov, Rings That Are Nearly Associative, Nauka, Moscow,
1978, English transl.: Academic Press, New York, 1982.
