Abstract. We analyze a dual formulation and finite element method for simulating the Stefan problem with surface tension (originally presented in [C.B. Davis and S.W. Walker, Int. Free Bound. 17 (2015) 427-464]). The method uses a mixed form of the heat equation in the solid and liquid (bulk) domains, and imposes a weak formulation of the interface motion law (on the solid-liquid interface) as a constraint. The computational method uses a conforming mesh approach to accurately capture the jump conditions across the interface. Preliminary error estimates are derived, under reduced regularity assumptions, for the difference between the time semi-discrete solution and the fully discrete solution over one time step. Moreover, details of the implementation are discussed including mesh generation issues. Several simulations of interface growth (in two dimensions) are presented to illustrate the method.
interface motion law appears as a constraint in the system of equations with a balancing Lagrange multiplier that represents the interface temperature. Our work recently appeared in [16] , where we showed that our method satisfies an a priori energy bound for the time semi-discrete and fully discrete cases. It also satisfies a conservation law for the thermal energy.
In our method, the interface is represented by a surface triangulation that conforms to the bulk mesh and deforms with the interface. Thus, we must do occasional re-meshing with the method in [64] . We emphasize that we do not need to compute the intersection of meshes at adjacent time steps to transfer solution variables from one mesh to the next (e.g. for computing L 2 projections from one mesh to another). This is facilitated by a special ALE (Arbitrary-Lagrangian−Eulerian) mapping procedure (see Sect. 4.1.3).
The purpose of the current paper is to give more details on the implementation of the method in [16] , as well as derive preliminary (semi-discrete) error estimates between the time semi-discrete and fully discrete solutions over one time step. We discuss the difficulties in obtaining a full error analysis at the beginning of Section 6. A noteworthy aspect of the error analysis is that the interface geometry does not have to be smooth and the solution variables may have low regularity.
In Section 2, we describe the governing equations. Section 3 gives basic background information. Section 4 describes our weak formulation for the time semi-discrete Stefan problem and explains how the interface motion is handled. We then do the same for the fully-discrete formulation (Sect. 5). Preliminary semi-discrete error estimates and regularity assumptions are described in Section 6. Details on the implementation of the method are given in Section 7 with numerical simulations in Section 8.
Model for the Stefan problem with surface tension
The particular mathematical model we consider can be found in [6, 16, 32] . In this section, we present the strong form of the Stefan problem in non-dimensional form.
Notation
Let Ω be a fixed domain in R d (for d = 2, 3), with outer boundary ∂Ω, that contains two phases, liquid (Ω l ) and solid (Ω s ), i.e. Ω = int(Ω l ∪Ω s ) and Ω l ∩Ω s = ∅ (see Fig. 1 ). Furthermore, ∂Ω partitions as ∂Ω = ∂ D Ω∪∂ N Ω such that ∂ D Ω ∩ ∂ N Ω = ∅ and |∂ D Ω| > 0.
The solid-liquid interface is denoted Γ = Ω l ∩ Ω s (a closed surface). The domains Ω l , Ω s , and Γ are timedependent, and we assume that Γ (t) ⊂ Ω for all t. For convenience in writing the strong form of the Stefan problem (Sect. 2.2), we assume Γ (t) is smooth and let X(t) denote a parametrization of Γ (t):
X(·, t) : M → R
d , where M ⊂ R d is a given reference manifold, (2.1)
i.e. Γ (t) = X(M, t). Furthermore, we introduce fixed reference domains Ω l , Ω s for the liquid and solid domains such that Ω = int( Ω l ∪ Ω s ) and M = Ω l ∩ Ω s . We can extend X to all of Ω and such that Ω l (t) = X( Ω l , t) and Ω s (t) = X( Ω s , t). This is useful later when specifying the function spaces.
The surface Γ has a unit normal vector ν that is assumed to point into Ω l (see Fig. 1 ). For quantities q in Ω l (Ω s ), we append a subscript: q l (q s ). The symbol κ represents the summed curvature of the interface Γ (sum of the principle curvatures), and we assume the convention that κ is positive when Ω s is convex. Table 1 summarizes the notation we use for the physical domain and the physical variables (e.g. temperature, etc.). The non-dimensional parameters we use in the simulations are given in Table 2 . The interface between the phases is Γ = Ω l ∩Ω s with unit normal vector ν pointing into Ω l . Right: Simulation using the method developed in this paper (isotropic surface tension). Several time-lapses are shown to illustrate the evolution with initial interface having a "star" shape. See Section 8 for more simulations. 
Non-dimensional strong form
The Stefan problem is as follows. Find u : Ω × [0, T ] → R and interface Γ (t) ⊂ Ω for all t ∈ (0, T ], such that u| Ω l = u l , u| Ωs = u s , and the following bulk conditions hold:
where u 0 is the initial temperature, and the following interface conditions hold:
∂ t X · ν + ακ + S u = 0, on Γ (t), X(·, 0) − X 0 (·) = 0, on M,
where Γ 0 is the initial interface (parameterized by X 0 ) and X(·, t) parameterizes Γ (t). Note that u = T − T M , where T is the temperature in degrees Kelvin and T M is the melting temperature at the interface Γ , and that u is continuous across the interface. We assume throughout the paper that the non-dimensional coefficients satisfy
Preliminaries

Function spaces
Since the domain and interface deform in time, we define the function spaces using a reference domain [6] . For simplicity, we shall assume that ∂Ω ∩ ∂Ω l = ∂Ω (see Fig. 1 ); thus, Ω s ⊂ Ω. We use standard notation for denoting Sobolev spaces [1, 58] , e.g. L 2 (Ω) is the space of square integrable functions on Ω. For any vectorvalued function η, if we write η ∈ L 2 (Ω), we mean each component of η is in L 2 (Ω). Continuing, we have
The norms on these spaces are defined in the obvious way, 
wherev is the unique weak solution of −Δv +v = 0 in Ω, withv = v on ∂Ω. We also have H −1/2 (∂Ω), i.e. the dual space of H 1/2 (∂Ω) with the dual norm, 
With this, one can show that v H 1/2 (∂Ω) has a dual norm realization.
Proposition 3.1.
Enforcing boundary conditions requires the trace. To this end, let
On the reference domains Ω l and Ω s , we introduce:
where g is in H −1/2 (∂Ω) (see [8] , Rem. 2.1.3). We also have the spaces
On the reference manifold M, we define [1]
We use the following abuse of notation, similar to [6] . We identify functions η l in V l with η l • X −1 defined on Ω l (t) (recall Ω l (t) = X( Ω l , t)), and denote both functions simply as η l ; similar considerations are made for functions η s in V s . Likewise, we identify V in Y with V • X −1 defined on Γ (t), and denote both functions as V; similar considerations are made for functions μ in M. Along these lines, we have
, provided the mapping X is not degenerate.
For technical reasons, we need two versions of the H 1/2 (Γ ) norm related to Ω l and Ω s . Define
Basically, these norms are related to the "side" of Γ on which we take the trace. We also define the H 1/2 and
To conclude this section, we define the dual norm for H −1 (Γ ):
where , v Γ is understood to be the duality pairing between H −1 (Γ ) and H 1 (Γ ).
Curvature
We review some differential geometry and surface derivatives [19, 38, 65] . Given a function ω : Γ → R, defined on a smooth surface Γ , we can extend it to a tubular neighborhood [18, 65] that contains Γ and define the tangential gradient (or surface gradient) as (a 3 × 3 matrix) . Moreover, we have the tangential divergence ∇ Γ · Y := trace(∇ Γ Y) and the Laplace-Beltrami operator:
When Γ is a one-dimensional curve with oriented unit tangent vector τ , we have ∇ Γ ≡ τ ∂ s and Δ Γ ≡ ∂ 2 s , where ∂ s is the derivative with respect to arc-length. Therefore, taking X(·, t) to be a local parameterization of Γ (t), the vector curvature κν of Γ (t) [19, 38, 65] is given by −Δ Γ X = κν, where κ is the sum of the principle curvatures.
In the rest of the paper, we take advantage of a weak formulation of the vector curvature [3, 21, 24, 67] . If Γ is a closed C 2 manifold, then the following integration by parts relation is true: 10) where ∇ Γ X is a symmetric matrix that represents the projection operator onto the tangent space of Γ , i.e.
We use (3.10) in order to write the curvature term appearing in (2.3) in the weak form (4.6).
Time Semi-Discrete formulation
We now partition the time interval (0, T ) into subintervals of size Δt. We use a superscript i to denote a time dependent quantity at time t i . Furthermore, let (·, ·) Σ denote the L 2 inner product on the generic domain Σ. For a general domain Σ, let ·, · Σ denote the duality pairing on Σ between H −1/2 (Σ) and H 1/2 (Σ) or between H −1 (Σ) and H 1 (Σ) (the context will make it clear).
Domain velocity
We introduce the interface velocity V := ∂ t X as a new variable. Thus, we approximate the interface position at time t i+1 by a backward Euler scheme:
Thus, knowing V i+1 and X i we can update the parametrization of the interface and obtain the interface Γ = 0, on ∂Ω, (4.2) In the following, we drop the E subscript and use V i+1 to denote the extension. This induces a map Φ i+1 :
for "updating" the domain:
See [30, 31] [34, 59] .
•
We use the map Φ i+1 to transform the functions u 
Time derivative: Eulerian vs. Lagrangian
Similar to (4.1), we use a backward Euler method to discretize the temperature time derivatives at each time step:
, respectively; see next section). This means u i j must be transferred to the new domain in order to compute the (discrete) Eulerian time derivative. The transference can be accomplished by an L 2 projection, for instance, but is not so convenient for a numerical method.
Therefore, we make use of the material derivative [59] . Using the standard formulau j = ∂ t u j + V · ∇u j , and introducing the flux variables
V · σ j for j = l, s. Thus, we adopt the following discretization of ∂ t u l and ∂ t u s :
Note that we have treated the convective term explicitly, and (formally) taking Δt → 0 recovers the standard material derivative formula. The advantage here is that computing u
(j = l, s), in the fully discrete method, is straightforward (see (5. 3) and the discussion in Sect. 5.1.1).
Weak formulation
We give the time semi-discrete weak formulation of (2.2), (2.3) which was originally presented in our previous work [16] 
The derivation of (4.5), (4.6) follows by using the flux variables and multiplying by a test function and integrating by parts on the current domain
all L 2 inner products and duality pairings are written on the current domain. However, the solution variables are posed at the next time step t i+1 (i.e. a semi-implicit method). Moreover, we apply (4.1) and (4.4) and set
(the details can be found in [16] ). Thus, we arrive at the following. At time 6) where the function spaces are defined over the current (known) domain Ω i , Γ i . Then we use (4.1) to obtain the new interface position, which induces a map Φ i+1 :
. Because of (4.4), the temperature from the previous time index, u
Iterating this procedure gives a time semi-discrete approximation of (2.2), (2.3). 
Abstract formulation
In order to simplify notation, we shall drop the time index notation and remember that we are solving for all variables on the current known domain Ω ≡ Ω i , Γ ≡ Γ i with the current known normal vector ν ≡ ν i . In particular, we take
Bilinear and Linear forms
The bilinear forms are defined as follows:
The linear forms are given by
Saddle-point formulation
Define the primal space by 12) and the multiplier space by
Next, we define appropriate norms for Z and T. The norm on Z is given by
The choice of Y · ν
is to control the constant part of Y, which follows by:
Proposition 4.4. Let Γ be a Lipschitz or polyhedral manifold. Define:
, with constants that only depend on the domain.
Proof. See [16] .
The norm on T is given by
where we introduced the mean value:
We also define the mean value on Γ :μ :
With the above notation, the formulation (4.5), (4.6) can be written as a saddle-point problem.
Variational formulation 4.5. Find
The temperatures u l , u s are Lagrange multipliers as well as the interface temperature λ.
The formulation (4.16) was shown to be well-posed, by verifying coercivity and inf-sup conditions [10, 12] , in our previous work [16] with the chosen norms (4.14), (4.15) . Furthermore, we showed that the semi-discrete system (4.5), (4.6) satisfies both an a priori stability bound in time and a conservation law [16] .
Fully discrete formulation
Discretization
Formulation
Let ν h denote the unit normal vector on Γ h and ∂Ω h . We approximate the domains
is an embedded polyhedral surface contained in the faces of the mesh. A standard Galerkin approximation of equations (4.5), (4.6) follows by replacing the function spaces with finite dimensional approximations, i.e. find σ
where the discrete spaces are defined over the current (known) domain
We then use the space discrete version of (4.1) to compute the new interface Γ 
where
h is a suitable interpolant; see Section 5.2 for a description of these operators. They are needed to ensure that the fully discrete scheme inherits the a priori bound and conservation law of the semi-discrete scheme (see [16] for more details). Iterating this procedure gives the fully discrete approximation of (2.2), (2.3).
Using a Lagrangian approach (5.3) avoids having to compute the intersection of the mesh from one time step to the next (i.e. the L 2 projections (5.12) are computed on the previous domains Ω 
Variational formulation 5.2. Find
The discrete version of the forms in Section 4.3.1 are defined in the obvious way. The discrete product spaces are defined similar to (4.12), (4.13):
Norms
The discrete multiplier norm is slightly different from the continuous case. We first introduce a discrete version of the H 1/2 (Γ h ) norm. For any μ ∈ H 1/2 (Γ h ), define the discrete version of (3.7):
(discrete Schwarz inequality). We shall also use a discrete version of the
, where
and the discrete version of (4.15) is
The discrete version of the primal norm (4.14) is also slightly different. It requires a discrete version of the
(discrete Schwarz inequality). Then the discrete ver-
. A discrete version of Proposition 4.4 also holds.
Space assumptions
Well-posedness of the discrete system follows by showing appropriate coercivity and inf-sup conditions. To facilitate this, we make the following general assumptions on the choice of finite dimensional subspaces (see Sect. 5.3 for the specific spaces used).
Let V h be a conforming finite dimensional subspace, i.e. V h ⊂ V ≡ H(div, Ω), and define
Furthermore, assume that for any η inV h , we have η|
, and assume 
With the above considerations, we were able to prove well-posedness of the fully discrete system (5.1), (5.2), as well as obtain an a priori stability bound in time and conservation law [16] .
Specific realization
The specific discrete spaces are as follows. Let T h be a quasi-uniform, shape regular triangulation of Ω h = Ω l,h ∪ Ω s,h consisting of affine tetrahedra T of maximum size h ≡ h T [11] . We choose the finite element spaces in the bulk to be
e. the lowest order Brezzi−Douglas−Marini space of piecewise linear vector functions [8, 28] , and Q l,h , Q s,h to be the set of piecewise constants.
Next, assume that Γ h is represented by a conforming set of faces F h in the triangulation T h , i.e. F h is the surface triangulation obtained by restricting T h to Γ h . Then choose M h to be the space of continuous piecewise linear functions over F h and each of the three components of the space Y h to be continuous piecewise linear functions over F h . Recalling Remark 5.1, we choose L h to be the space of continuous piecewise linear functions over Ω h .
These spaces satisfy the assumptions in Section 5.2. Indeed, it is possible to enforce zero boundary values point-wise with BDM 1 . Moreover, we take IV h in (5.11) to be the classic BDM 1 interpolant [8, 12] ; the L 2 projections Π Q l,h , Π Q s,h are standard [11] . This allows (5.3) to be computed locally (i.e. element-by-element).
Error estimates
In this section, we estimate the error between the time semi-discrete solution and the fully discrete solution over one time step. For convenience, we assume that the "true" domain Ω = Ω h , Γ = Γ h is a polyhedral domain. Hence, we ignore the domain approximation error. Furthermore, we assume the solution from the previous time step is exact: u l,h = u l , u s,h = u s . So we do not consider the accumulated error over all time steps.
A complete error analysis for the time-dependent problem seems out of reach. In the following, we outline a procedure for analyzing the full problem, and point out the difficulties that must be overcome.
(1) One major hurdle is in (4.1), i.e. does the interface update formula make sense in the time semi-discrete formulation? In order for (4.1) to produce a well-defined interface Γ i+1 at the next time step, we (at least) need V i+1 in W 1,∞ . Hence, given a weak solution of (4.5), (4.6), a regularity estimate is needed to show that V i+1 is in W 1,∞ , which is not obvious. For instance, see [15] for a highly sophisticated mathematical analysis of a bending plate interacting with the Navier-Stokes equations. In short, this is a major hang-up for any numerical method that handles geometric effects in a parametric way.
(2) Assuming we have an a priori estimate that says V i+1 W 1,∞ (Γ i ) is bounded by data, we then proceed to derive an error estimate between the semi-discrete (4.5), (4.6) and fully discrete formulations (5.1), (5.2) for a single time-step. This is essentially what we do in the following sections, with the following caveat: we assume the discrete and continuous domains are identical. In particular, we assume the interface is polyhedral. Avoiding this assumption requires one to analyze the error in approximating the domain, i.e. a variational crime [11, 40] . We believe this can be done in our setting, upon adding several technical arguments [4] , if we assume the discrete domain approximates the continuous one in a well-defined way, e.g. if the discrete domain "interpolates" a given smooth domain. (3) If the previous two issues are resolved, one then "stitches" together our single time step error estimate over many time steps to arrive at the full error estimate of the method. However, this introduces another serious issue. As the domains evolve (both continuous and discrete) they will begin to deviate from each other because of errors between the continuous and discrete solution (namely V i+1 and V i+1 h ). After several time-steps, the continuous and discrete domains may only partially overlap, which raises the question: how to define the error? It seems reasonable to map one domain to another, but how is this map to be defined and how does it affect the error? To the best of our knowledge, this has not been considered at all by other parametric finite element methods for geometric problems. Because of this difficulty, we ignore the solution error from the previous time-step in our analysis. (4) Furthermore, topological changes (of Γ ) should be ignored to have any hope of deriving a full time-dependent error analysis.
We emphasize that one must also analyze the error between the fully continuous problem and the semi-discrete formulation, which introduces more difficulties. Therefore, we only give preliminary error estimates in the following sections, which is useful for showing the potential accuracy of the method.
Preliminaries
Domain regularity
The "smoothness" of Γ affects the error analysis because the normal vector ν appears in the weak formulation. We use the following definition in Theorem 6.9 and Lemmas 6.13 and 6.14.
Definition 6.1 (γ regularity). Let Γ ⊂ R
3 be a polyhedral manifold with oriented unit normal vector ν; note that ν is not defined on polyhedral edges and vertices because ν has a jump discontinuity. We say Γ is γ regular if there exists a unit vector field ν γ : Γ → R 3 , and corresponding function γ : Γ → [0, 2], with the following properties.
• ν · ν γ = 1 − γ on Γ .
• ν γ W 1,∞ (Γ ) ≤ C γ < ∞, for some positive constant C γ depending on Γ and γ. i.e. this is the notion of weak normal vector given in [6] , where Star(x) is the set of faces (triangles) in Γ that contain x as a vertex. If each star of faces is sufficiently flat, then ν · ν F ≥ 1 − /2 for all faces F , for some small > 0. This implies that ν(x) · ν γ (x) ≥ 1 − , so then γ 0 ≤ ; C γ < ∞ because m is piecewise linear and |m| ≥ c 0 > 0. Another example is if Γ is the piecewise linear interpolant of a C 2 manifold Γ . Then, assuming Γ has sufficiently small faces, one can map ν Γ from Γ to Γ (using a closest point projection [22] ) and set ν γ := ν Γ with γ 0 ≤ 1 2 . In this case, C γ depends only on the curvature (and measure) of Γ . Note that, for polyhedral surfaces, it is not possible to construct ν γ such that ν γ W 1,∞ (Γ ) < ∞ and γ 0 = 0. The following result gives additional properties of ν γ . 
3)
where C > 0 is an independent constant, K 0 = max x∈Γκ • Φ(x), andκ is the curvature of Γ .
Proof. The first result follows easily by
For the second result, we have
where ϕ is the angle between ν and ν γ .
Because each facet is a linear approximation of the smooth surface Γ , a Taylor expansion argument shows that [24, 63] , Lem. 6.1) for an example of this.
Remark 6.3. By using Definition 6.1, we can avoid making too strong of an assumption on the polyhedral interface Γ . For instance, if Γ is a piecewise smooth manifold with a finite number of corners and edges (with no extreme angles at the edges), then it is possible to construct ν γ with γ 0 ≤ 1 2 in the following way. Take a triangulation of Γ , with mesh size h sufficiently small, such that the vertices and edges of the mesh conform to the corners and edges of Γ , then use the construction in (6.1).
Projection operators
We introduce standard projection operators for the spaces V l,h , V s,h and Q l,h , Q s,h that are useful for the error analysis [8, 12] . Let σ l,I (σ s,I ) be the canonical projection of
Note that σ l,I , σ s,I and u l,I , u s,I satisfy
for each face F of F h and tetrahedron T of T h . For σ j in H 1 (Ω j ), we have the usual estimate
The above projections and interpolants satisfy the following results. 
Proposition 6.4. For j = l, s, we have that
Proof. Note the projection properties (6.4). From (4.5), (5.1), and Proposition 6.4, one can show
Since −∇ · (σ j,h − σ j,I ) and u j,h − u j,I are in Q j,h , we get the assertion. 
Properties of the Piola transform
where σ is defined on T and σ * is defined on T * . In particular, the local BDM 1 basis functions on T are obtained from applying the Piola transformation to the BDM 1 basis functions on T * . The Piola transform satisfies the following properties [12] :
where F (F * ) is a face of ∂T (∂T * ).
Non-standard estimate
To the best of our knowledge, regularity estimates are not available for the formulation (4.16). Thus, we make a reduced regularity assumption in the error analysis. The following results are useful in this regard.
Proposition 6.6. For all sufficiently regular functions, and r ≥ 0, we have
where d is the dimension of T and h T is the diameter of T .
Proof. Follows by standard scaling arguments [11, 12] .
Proof. We show this for σ l only. Given any tetrahedron T in Ω l , we can write σ l,I in terms of a local basis
. By the definition of the BDM 1 interpolant, the basis can be chosen such that
where F i is one of the (four) faces of T and φ i is one of the (three) standard "hat" basis functions on the face F i . Next, note the following standard trace inequality [1, 58] :
Thus, by (6.6) and (6.7), we have
. So, by shape regularity of the triangulation and the above results, we get
which is the assertion.
The following lemma is analogous to a result in ( [24] , Lem. 6.3). However, the result in [24] only holds for two dimensional domains, where as Lemma 6.8 is true for three dimensional domains. 
Proof. From (6.8), note that
Next, we interpolate between H r+1/2 and H 1 so that we can "tune" our regularity assumption on σ j . From ( [58] , Chap. 34), we have
1−(r+1/2) . Then, we can combine (6.8) and (6.5) to get the error estimate (6.9) (see [58] , Lem. 22.3). Note: if s = 1, then θ = 1, and if s = r + 1/2, then θ = 0.
Primal error estimate
Main estimate
We start with an initial estimate. 10) where the constant C > 0 only depends on the physical constants and the domain geometry. If β is unbounded, then = 1 and C is independent of β; otherwise, = 0.
Theorem 6.9. Assume Γ is γ regular with
γ 0 ≤ 1 2 √ 6 . Let (σ l , σ s , V) in V l (0) × V s × Y and (u l , u s , λ) in Q l × Q s × M be the solution of (4.16), and (σ l,h , σ s,h , V h ) in Z h and (u l,h , u s,h , λ h ) in T h be the solution of (5.4). Then, σ l,h − σ l,I 2 H(div,Ω l ) + σ s,h − σ s,I 2 H(div,Ωs) + β −1/2 (ν)(V h − V I ) · ν 2 L 2 (Γ ) + Δt ∇ Γ (V h − V I ) 2 L 2 (Γ ) + Δt −2 u h − u I 2 L 2 (Ω) ≤ C σ l − σ l,I 2 L 2 (Ω l ) + σ s − σ s,I 2 L 2 (Ωs) + β −1/2 (ν)(V − V I ) · ν 2 L 2 (Γ ) + Δt ∇ Γ (V − V I ) 2 L 2 (Γ ) + 1 + Δt h 2 (V − V I ) · ν 2 L 2 (Γ ) + 1 + γ 0 Δt λ − λ I 2 L 2 (Γ ) + λ − λ I 2 H 1/2 (Γ ) ,(6.
Proof. For simplicity, we write c((q
where u| Ωj = u j and q| Ωj = q j for j = l, s. Then, by combining the continuous and discrete equations, we obtain the error equations
), and μ = λ h − λ I . Combining the error equations then yields
which, after using Young's inequality and moving terms to the left-hand-side, becomes
Using (6.4) and Proposition 6.4, we can eliminate several terms to get
Next, by (3.7), (3.8), and Proposition 6.5, we have
which is then further bounded by weighted Young's inequalities and moving terms to the left-hand-side of (6.11). For T 1 , if β is uniformly bounded with β + := max ν β(ν), we can use the simple estimate
because the first term on the right can be absorbed into the left-hand-side of (6.11). If β + = ∞, then we must use Lemma 6.13. In this case, we get
where again the first term can be absorbed into the left-hand-side of (6.11), but the second term has the constant γ0 Δt ; the remaining terms can be dealt with similarly by weighted Young's inequalities. To bound T 2 , we use Lemma 6.14 and more weighted Young's inequalities to obtain
The rest then follows by moving terms to the left-hand-side. Note: by Proposition 6.5, we can replace σ j,h − σ j,I L 2 (Ωj ) on the left-hand-side of (6.11) by the full H(div, Ω j ) norm. Proof. Use Proposition 6.5, Lemma 6.8, the triangle inequality, and standard interpolation estimates [11] .
Corollary 6.11. Assume the hypothesis of Corollary 6.10. Then, Proof. Similar as before, except most terms on the left-hand-side of (6.10) are dropped.
Remark 6.12. The above error estimates suggest that the method converges (for a single time step), without requiring the true interface to be smooth, i.e. the true interface may contain corners or edges (see also Rem. 6.3). This is important if we include anisotropic surface tension. If β is unbounded, then there is a restriction on the time step (for accuracy purposes only) that appears in (6.12): Δt ≥ γ 0 h. By (6.3), if Γ interpolates a smooth surface Γ , then Δt ≥ Ch 3 , where C is proportional to the maximum curvature of Γ ; a rather mild restriction. If β is uniformly bounded, then there is no additional time step restriction with regard to accuracy purposes.
Supporting estimates
Lemma 6.13. Assume the hypothesis of Theorem 6.9. Then,
Proof. Using the L 2 projection property of λ I , we have
where ν γ is taken from Definition 6.1, {x i } are the vertices of Γ , and {φ i } are the piecewise linear basis functions of M h . Hence, on a particular face F of Γ , we have by (6.2)
by something more convenient because a similar term does not appear on the left-hand-side of (6.10) when β → ∞. By the discrete version of Proposition 4.4 [16] ,
14)
so we must bound
Taking the difference of (4.6) and (5.
where we used (6.4). Using discrete Schwarz on (σ s,h − σ s,I ) · ν, μ Γ yields
, where we used Proposition 6.5. A similar result holds for (
for a constant C 2 > 0 independent of h. This follows by [28, 29, 43] , where they show the existence of stable liftings of the normal trace for discrete H(div) spaces such as Raviart−Thomas and Brezzi−Douglas−Marini; proofs are given in two dimensions, but the results also hold in three dimensions. So, combining this with (5.5) and (5.7) gives the bound. Therefore,
Bringing everything together, we have
, and combining with (6.14) gives the assertion.
Lemma 6.14. Assume the hypothesis of Theorem 6.9. Then,
Proof. We start with
, and seek a bound for
From the error equations, we get
Next, set μ h := λ I − λ h and use ν γ from Definition 6.1 to choose Y:
, where φ i are piecewise linear basis functions of M h and Y h .
where I h : C 0 → M h is the nodal interpolant on F . For piecewise linear basis functions, we have
So combining with the previous inequality gives
Taking all this together, from (6.15), we get
which proves the inequality.
Multiplier error estimate
We have an error estimate for λ − λ h in the discrete H 1/2 (Γ ) norm by the next theorem and corollary. 
where the constant C > 0 only depends on the physical constants and the domain geometry.
Proof. Beginning as we did in the proof of Theorem 6.9, we have for all (η l , η s , Y) in Z h :
which then yields 17) with the same conditions on C > 0 and as in Theorem 6.9.
Proof. Combine Theorem 6.15 with Corollary 6.10, Corollary 6.11, the triangle inequality, and standard interpolation estimates.
Implementation details
Discretization and initialization
The method begins by approximating the bulk domains Ω, Ω s (0),
respectively such that Γ (0) is approximated by Γ 0 h = Ω 0 l,h ∩Ω 0 s,h which is an embedded polygonal curve contained in the edges of the mesh of Ω 0 h . This procedure is done in FELICITY [62, 66] using the mesh generation tool TIGER [64] . For the examples in this paper, Ω 0 h is a triangulation of the square (−L, L)
2 . To generate a conforming mesh, TIGER requires the following: a parametrization of Γ in the form of a closed polygon, the parameter L, and the number of points N along one edge of Ω h . With this, TIGER creates a mesh of Ω h with an embedded curve Γ h that interpolates Γ . Moreover, the generated mesh is robust, i.e. there are rigorous (and reasonable!) bounds on the angles of the triangles [64] . Note: TIGER can also generate robust tetrahedral meshes of three dimensional domains.
Next, initial and boundary data is interpolated into the appropriate finite element spaces using FELICITY. We also define the initial "mapped" temperatures to be u s,h 0 := u 
Algorithm
The algorithm is as follows. Setting i := 0, we iterate the following procedure for a constant M number of time-steps.
(1) Solve (5.1) and (5.2) for (σ
(2) Extend interface velocity on Γ i h to the entire domain Ω h . This is done using the harmonic extension described in Section 4. 
Re-meshing
After the mesh is deformed in step (3) of the algorithm, the mesh is checked for quality. The minimum angle α 0 of all triangles in T i h is measured and if α 0 < α TOL then a re-mesh is performed. Otherwise, we go to step (5) and repeat the iteration loop. For all simulations, we chose α TOL = 5
• . Note: the measured angles have a "sign", i.e. if a triangle gets inverted then all of its angles become negative. Thus, our criteria checks for mesh inversion also, though this never happened.
The re-mesh procedure is performed in the following way. Given the interface mesh Γ 
. Lastly, we move to step (5) and define the new domains as Ω i+1
h . For the examples in this paper the mesh topology was regenerated up to three times in some examples. The computational time for each re-mesh procedure depends on the mesh size, i.e. re-mesh time increases for finer meshes. However, the actual re-mesh time is approximately %10 of the time needed to solve the linear system (5.1), (5.2) for one time-step (see Sect. 8.2.1). So it is quite negligible.
Remark 7.1. It is sometimes useful to pre-warp (or pre-compress) the initial mesh to avoid extra re-meshing steps (see Sect. 8.2.2 for an example).
Numerical results
All simulations were implemented in the package FELICITY [62] . The linear systems are solved by MATLAB's "backslash" command. Alternatively, one can use an iterative procedure such as Uzawa's algorithm; (see [24] , Sect. 7) for an example in a related problem. Each numerical example was computed on a Dell Optiplex 9020 workstation with Intel(R) Core(TM) i7-4790 CPU @ 3.60GHz and 16 GB of memory.
Convergence test
Exact Solution
We apply our method to an isotropic surface tension example ( α = α 0 and β = β 0 ) with a known exact solution. Define
and define
and
r(t).
When K l = 1, K s , S = 1, and α 0 = β 0 = ζ, u is the exact solution to (2.2), (2.3) (with inhomogeneous boundary data). In this case, the interface Γ (t) is a circle centered at the origin with radius r(t).
Results
We test the convergence of our algorithm when d = 2, Ω = (−1, 1)
2 , r 0 = 0.25, ζ = 0.01, and T = 0.5. We measure convergence using the following errors: Table 3 .
Plots of the expanding circle solution are shown in Figures 2, 3 , 4. For this experiment, the mesh was regenerated once for mesh levels j = 3, 5, 6, and 7. The mesh was never regenerated for mesh levels j = 2 and j = 4. Figure 4 depicts a snapshot of this mesh immediately before and after the re-mesh; this shows that the interface is well-captured by the re-meshing procedure. 
Numerical examples
In this section we report some results on the application of our algorithm for problems with unknown solutions. For all simulations, the Dirichlet boundary is the entire outer boundary, i.e. ∂ D Ω ≡ ∂Ω with u D = −0.5. The initial temperature is u s,0 := 0 in Ω s and u l,0 is a smooth function between 0 and -0.5 in Ω l . We set the material parameters K l = 1, K s = 1, S = 2, α 0 = 0.005, and β 0 = 0.01. We also set f = 0. We show the deformation of Γ as well as some snapshots of the mesh (restricted to Ω s ) throughout the simulation. We also show mesh snapshots before and after a re-mesh occurs.
Isotropic surface energy
In this section, we assume the surface tension coefficient α is constant (isotropic). We set Ω = (−1, 1) 2 and T = 0.4. The interface Γ 0 is "star shaped" and parameterized by Figure 5 shows the overall evolution of the interface. Figures 6, 7 , and 8 show a close-up of the mesh of Ω s for different mesh sizes. Figures 9, 10, 11 show the effect of re-meshing on the interface Γ . Again, it is well-captured by the re-meshing procedure.
Anisotropic surface energy
In this section, we consider anisotropic surface energy, i.e. we take α = α(ν) = α 0 f (ν) where
with G j = R T j D j R j . The matrices are defined as follows.
• R j = R(θ j ) = cos(θ) sin(θ) − sin(θ) cos(θ) is a rotation matrix which defines the "direction" of the anisotropy • G j = 1 0 0 2 j is a diagonal matrix which defines the "strength" of the anisotropy Implementing anisotropic surface tension is straightforward, as was shown in [16] .
For this example, we use the data J = 3, θ j = jπ 3 , j = 0.3, 1 ≤ j ≤ 3. We also set β = β 0 f (ν), Ω = (−2, 2) 2 ,
and T = 1. The initial interface Γ 0 is a circle of radius 0.05 centered at the origin. We run this example with mesh parameter N = 41, 81, 161 and Δt = 0.025. The wall time to compute these simulations ranged from ≈ 30 sec with N = 41 to ≈ 20 min with N = 161. Note that the initial mesh is pre-warped. For this example, the mesh was regenerated twice for N = 41 and N = 81 and three times for N = 161. Figure 12 shows the overall evolution of the interface. Figures 13, 14 , and 15 show a close-up of the mesh of Ω s for different mesh sizes. Figures 16, 17, 18 show the effect of re-meshing on the interface Γ . Again, it is well-captured by the re-meshing procedure. 
