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Abstract
Human posture analysis is a multidisciplinary area of research that receives focus from different
communities. Extracting plausible posture information is a preliminary step for many tasks, in-
cluding but not limited to, ergonomic posture assessment, human pose estimation and human
behavior understanding. This information can be in the form of 3D Cartesian coordinates of joint
positions, body parts segmentation or joint angles. The articulated posture analysis pipeline in-
cludes real time acquisition, processing and understanding of high dimensional visual information.
The development of low cost depth technologies has led to significant progress in tackling this
problem. Further, leveraging the impressive learning capabilities of deep machine learning models
for depth-based posture analysis forms a promising direction towards obtaining accurate systems.
These models are highly optimised and are achieving the state-of-the-art performance in majority
of computer vision tasks such as visual object recognition, localisation and detection, and semantic
segmentation.
In this research, a comprehensive human posture analysis system that efficiently evaluates the
articulated human posture is proposed. This system analyses the human posture holistically, does
not rely on any attached markers, uses low cost depth technologies and leverages the state-of-
the-art deep learning techniques. In particular, a deep convolutional neural network has been
trained to analyse the articulated posture and extract domain-specific postural information from a
single depth image, without modeling temporal dependencies. Generalisation to different domains
is made possible via training on synthetic depth images, with ground truth data modelled using
the developed multipurpose data generation pipeline. Moreover, a new nonlinear computational
layer of considerably high learning capacity is proposed to the deep convolutional neural network
architectures. This layer performs a set of comprehensive convolution operations to incorporate
human perception capabilities and allow the deep convolutional networks to see beyond the noise
and grasp the meaningful pictorial information.
The keys to this research are fourfold. First, the holistic analysis of human postures which en-
sures robustness to missing body parts due to self-occlusions and cluttered environments. Second,
the automatic learning of discriminative and hierarchical levels of features from raw input data
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using noise resilient deep learning architectures. Third, a multipurpose synthetic data generation
pipeline that can synthesise high quality depth images with domain-specific ground truth postural
information. This allows simulating a wide range of human activities, different body shapes and
rendering parameters and obtaining highly generalisable learning models. The proposed pipeline
generates ground truth 3D Cartesian coordinates of joint positions and body part segmentations.
Moreover, it incorporates a novel inverse kinematics stage that features generating depth images
with biomechanically modelled ground truth joint angles. This facilitates and overcomes a major
research gap in automating ergonomic posture assessment tasks that require body joint angles esti-
mation. Finally, a new computational layer is proposed towards obtaining high capacity, accurate,
robust and shallower models at a limited parameters budget.
The effectiveness of the proposed posture analysis approach has been demonstrated via appli-
cation to several domains. In manufacturing plants, the ergonomic assessment of adopted working
postures is indispensable to assess and avoid risk factors of musculoskeletal disorders. This pro-
cess requires a direct prediction of body joint angles to estimate the postural load resulting from
adopting a certain posture. The proposed approach reported an average joint angle absolute pre-
diction error of 4.18 ± 2.17 deg on real images. Further, state-of-the-art results in identifying fall
events in healthcare environments via analysing the change of body postures over time have been
achieved. The holistic posture analysis approach achieved competitive results in the marker-less
posture estimation problem by achieving high localisation rates of body joint positions. Finally,
the proposed deep learning layer demonstrated better convergence capabilities than the traditional
convolutional layer, bypassed the need for nonlinear transformations and showed more robustness
against noise perturbations and adversarial attacks.
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Chapter 1
Introduction
Human performance analysis is of utmost importance for achieving better human machine inter-
facing. A reliable posture analysis system is a preliminary step towards building an understanding
of the human behavior in complex systems. The target for this system is to accurately extract
plausible postural information for domain specific problems. For instance, estimating body joint
angles from an input image is of great interest for ergonomics specialists and manufacturing plants.
It allows developing and evaluating ergonomic assessment metrics for assessing exposure to risk
factors of work-related musculoskeletal injuries. Moreover, an accurate posture analysis system is
essential for medical applications such as body composition analysis and body type categorisation
to ensure health and well-being of humans.
In this dissertation, a comprehensive holistic posture analysis system has been researched,
developed and applied to several research studies. This introduction Chapter identifies the context
of this research. The first Section defines the holistic posture analysis task, highlights its possible
application domains and common approaches used to address this task. In the second Section,
a quick overview of representation learning using deep architectures is provided. The research
objective is highlighted in the third Section. The contribution of this research is described in the
fourth Section. Finally, the outline of this thesis is presented.
1.1 Human Posture Analysis
Human posture analysis is a broader term that describes the process of extracting necessary pos-
tural information for different application domains, ranging from ergonomics and biomechanics to
healthcare and entertainment. Analysing the articulated human posture is a well-known computer
vision and machine learning task that receives intensive research interest. It involves deriving an
internal representation to allow mapping an input image of the body posture into more meaningful
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information for analysis, independently of environmental effects such as clutters, illumination and
self-occlusions. The focus of this work is to provide an approach that would allow obtaining such
robust and generic representation of the human body. The proposed approach relies on analysing
the human posture holistically and learning a nearly optimal representation to approximate the
desired mapping. This is a supervised learning formulation from labeled training images to discrete
categorical labels or continuous target outputs.
The proposed comprehensive holistic posture analysis approach could benefit many vision-based
tasks. First, predicting the 3D Cartesian coordinates of body joints from images or videos is known
as human pose estimation. This results into a skeletal structure that works as a high level repre-
sentation for the human body. This representation could be used for further subsequent processes
such as activity recognition via analysing the temporal changes of the skeleton. Second, posture
recognition where the target is to semantically interpret the current body posture, e.g., standing,
sitting or lying. Third, the multidisciplinary ergonomic posture assessment tasks that require es-
timating body joint angles. The terms posture and pose are used interchangeably throughout this
thesis.
During the past decades, analysing the human pose was achieved by the means of wearable
devices. Optical and inertial sensors have been intensively investigated for human performance
analysis [1]. Optical motion capture requires reflective sensors to be attached on body joints
of interest, and cameras mounted around the desired space. The cameras emit infrared light
and track reflections from the attached markers. The tracked reflection of a marker is used to
determine the 3D Cartesian coordinates of that marker. Having more cameras mounted in the
space ensures better tracking and higher localisation accuracy, since self-occlusions can affect other
markers during movement. On the other hand, inertial motion capture uses inertial measurement
units (IMUs) with built in sensors to detect position and movement of different body parts. An
IMU unit includes sensors such as a gyroscope, an accelerometer and sometimes a magnetometer.
IMU measurements are used to determine position, velocity and angular rates relative to a global
reference frame that is usually calibrated as an initialisation step. Figure 1.1 shows examples for
optical and inertial marker-based motion capture systems.
Although the marker-based posture analysis approach provides postural information of high
quality, it has many limitations. The markers have a limited battery lifetime, require continuous
maintenance and precise calibration for initialisation and are easily disconnected. Furthermore,
wearable devices are unfavorable to human subjects and difficult to be applied in real working
conditions [2–4].
Alternatively, the markerless human pose analysis approach provides a non-invasive access
to postural information via relying on a combination of computer vision, machine learning and
14
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Figure 1.1: Human motion capture and analysis using wearable markers. The left image shows
an optical motion capture system setup and the right image demonstrates IMUs based motion
capture.
image processing techniques. The core to this approach is a computational learning model that
approximates a mapping function from an input image to the target output. This mapping function
should be robust to variations in body shapes and sizes, computationally efficient and resilient to
environmental challenges. The markerless human pose analysis techniques empowered by the
recent technological advances receive a great research interest and benefits various application
domains [5, 6]. From a high level perspective, these domains are:
• Human-Computer Interaction (HCI): systems in this category receive instructions via
analysing human gestures or recognising sign languages [7]. Recently, these systems are
emerging in areas like gaming, driving and robotics learning.
• Human-Robot Interaction: the efficient pose estimation allows the robots to interact
more effectively with humans, e.g., in assisted living situations [8].
• Automated Video Surveillance: applications in this domain aim at monitoring and track-
ing subjects to detect the occurrence of a specific action, such as fall detection [2].
• Sport Performance Analysis: is an active area of research that relies on the successful
estimation of the articulated human pose to track and analyse the movements of atheletes [9].
• Medical Imaging: estimating body measurements from scanned posture images in real
time can help derive an understanding of the body composition and type and expose health
issues [10].
• Ergonomic Posture Assessment: observational ergonomic assessment metrics require
body joint angles to analyse the adopted posture, in daily life activities or working environ-
ments, and assess exposure to risk factors of musculoskeletal injuries [11].
15
1 . Introduction
Figure 1.2: Example application domains for human posture analysis (images from left to right
and top to bottom): Human-Computer Interaction, Human-Robot Interaction, Video Surveillance,
Sports Biomechanics, Body Composition Analysis, Physiotherapy and the last row shows that
extracting body joint angles can be used to ergonomically assess the adopted working posture.
Application domains further include military and virtual reality. Figure 1.2 demonstrates by
examples the use of human posture analysis in the aforementioned application domains. This wide
range of applications, accompanied with the recent advances in imaging technologies, e.g., color
and depth (RGB-D) sensors, learning models and computational resources has accelerated research
in the human posture analysis problem.
The generic pose analysis pipeline includes real time acquisition, processing and understanding
of high dimensional visual information. Many factors control the accurate estimation of postural
information. First, the efficient utilisation of the acquired high dimensional visual information
via compact, discriminative, and hierarchical representation. Second, the availability of diverse
training datasets that feature large variations of human poses articulated with subjects of different
anthropometric measures and rendering scenarios. Moreover, the datasets should be balanced
among classes of interest to ensure obtaining unbiased models. Third, the ability of the learning
model to approximate a generalisable mapping function that is robust to challenging situations
such as clutters, self-occlusions, noisy data sources and lighting conditions.
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Example body joints localization
Figure 1.3: An example posture analysis approaches applied to the human pose estimation problem.
The body parts classification (BPC) approach uses local body part detectors as an intermediate
stage. Then, a joint localisation algorithm is applied to locate 3D joint positions. On the other
hand, the holistic analysis approach bypasses the body parts decomposition step and directly
estimates postural information from the input image using a supervised regression algorithm. This
figure has been adapted from [6].
1.1.1 Posture Analysis Approaches
There are two main approaches to the markerless human pose analysis problem: body parts based
methods and holistic regression methods, as shown in Fig. 1.3.
The parts-based approach divides the object into parts and uses local body part detectors
to locate and connect parts following a presumed deformation. Hence, the body parts detection
is an intermediate representation for subsequent analysis tasks. For instance, in the context of
skeleton estimation, the current state-of-the-art performance in terms of accuracy and real time
applicability was reported by Shotton et al. [6] and Buys et al. [5] using depth technologies. In
these approaches, to analyse a depth frame, three pipelined steps are performed. First, a pixel-
wise classification problem is formulated to segment the human body into parts that are spatially
localised near skeletal joints of interest such as head and shoulders. Second, a localisation module,
e.g., mean shift [12] is used to localise the 3D coordinates of each joint. Third, an expectation
maximisation problem is formulated to keep track of the localised joints and hence maintain the
extracted skeleton even if some body parts are hidden. This allows the extracted skeleton to
accommodate a wide range of postures.
The main advantage of the parts-based approach is the ability to model strong pose artic-
ulations [13]. However, this approach has limitations. First, it requires a task specific priori
information on the number of body parts and the relationship between them. Second, body parts
based methods rely on local detectors, hence, they are prone to losing track of unobservable body
parts due to self-occlusions or cluttered environments. Third, the space of possible human pose
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articulations grows exponentially with the number of joints that could be modelled, therefore, it is
infeasible to model all possible interactions between body parts [13]. To address these limitations,
the holistic posture analysis approach has received more interest from computer vision researchers.
The holistic posture analysis approach provides a direct inference of postural information from
an input image, without relying on any intermediate or presumed representations. Thus, this
becomes a supervised learning problem where the model tries to approximate a direct mapping
from the input posture image to the target regression or classification output. Throughout the
learning process, the objective function is optimised over the full context of the body. Therefore,
the model will be able to derive a global understanding of possible body part deformations. This
means that the model will be able to give reliable estimates to occluded body parts, in contrast
to the body parts approach which give no proposals for occluded joints. Furthermore, this feature
simplifies the pose analysis pipeline to a single prediction module which relies on minimal prior
knowledge about the topology of the body and the relationship between parts.
The most successful example for the holistic regression approach is the work performed by
Shotton et al [6]. They used a random regression forest model to perform the mapping from an
input depth image to joint positions. The authors demonstrated robustness of this approach to
occlusions compared to body parts based approaches which give no proposals for unseen body
parts. Further, they have also shown that the holistic regression quantitatively outperforms the
body parts based approach. However, they reported several challenges that require attention from
the research community. First, holistic regression models are more complex as they require special
formulation for the objective function to be optimised and an exhaustive hyper-parameters tuning.
Second, they require large amounts of labelled training datasets that cover as many pose configu-
rations as possible. This research adopts the holistic reasoning approach to analyse the articulated
posture and estimate necessary postural information. We overcome the difficulties mentioned in
the literature for this approach via using deep learning architectures with a well-defined train-
ing objective function. The deep models are trained on large amounts of synthetic depth images
generated using the data generation pipeline that we extended throughout this research.
1.1.2 Pose from Depth
A key factor of this research is the ability to perform accurate posture analysis from a single
depth image, without exploiting temporal information. Depth imaging technologies have advanced
dramatically over the last few years providing high quality input for a wide range of applications [5,
6]. In contrast to RGB images where pixels represent color or intensity values, pixels in a depth
image specify the distance of 3D points away from the camera. Traditional 2D approaches have
much difficulties such as ambiguities of appearance, occlusions, modelling 3D objects and high
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dependency on illumination [5]. Hence, depth sensing provides an essential information to enable
better understanding of the real world along with the 2D imaging. This combined modality is
known as RGB-D and has achieved high object detection accuracy in [14].
Depth sensors are inexpensive, operate in low light conditions (even in dark environments),
help reduce ambiguities in size, are largely color and texture invariant and resolve silhouette prob-
lems [6]. They have been extensively used in augmented and virtual reality AR/VR applications to
accurately sense and reconstruct the real world into a virtual one and allow proper virtual object
augmentation. In robotics, the depth information is necessary for localisation, mapping, navigation
and collision avoidance. Moreover, depth sensing is important for authentication purposes, e.g., in
3D facial modelling and recognition application. Recently, using depth imaging technologies has
become the preferred option for posture analysis tasks due to the capability to provide more robust
estimation of the body pose, as explained in [15]. The Kinect is one of the most popular depth
cameras that has been used in several application domains with proven effectiveness including, but
not limited to, ergonomics and occupational safety applications [3, 16–20]. It uses the structured
infrared (IR) light depth sensing method. It projects a known pattern onto the scene using an IR
projector. Then, an IR camera is used to capture the deformation of this pattern. Finally, the
depth sensor’s processor infers the depth map of the scene. Most of the depth sensors are capable
of producing depth maps of high spatial and depth resolution at 30 frames per second (FPS).
1.2 Learning from Synthetic Data
The main bottleneck that limits further advancements in 3D sensing based applications is the
availability of training datasets. For human posture analysis in particular, it is a hard task to
collect labelled datasets that are essential for training generalisable machine learning models. It
requires capturing movements of people in front of a camera, in addition to acquiring high quality
ground truth such as body part labels, joint positions or joint angles which is an expensive process
in terms of time and efforts. However, based on the facts that depth cameras are texture invariant,
rely only on reflectivity and can provide strong learning signal, many approaches have proposed
to learn from synthetic depth images, created using computer graphics tools. This approach has
been proved effective and used to develop the skeletal tracking pipeline of the Kinect [6].
This research ascribes to the approach of generalisation from synthetic training data. We built a
multipurpose data generation pipeline that features generating large amounts of realistic training
images of humans of different shapes and sizes with domain specific ground truth labels. This
approach overcomes the training data scarcity limitation for the majority of applications such as
pose estimation, ergonomic assessment and body composition analysis.
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1.3 Deep Representation Learning
One of the most studied questions in vision over the past decades is how to represent the visual
world and provide a powerful discriminative signal for the learning algorithm. Obtaining a good
internal representation or set of features would allow vision systems to detect, analyse and classify
objects into categories, with resilience to pose, scale and environmental effects. In other words,
representation is the key for machine learning and vision systems to generalisation and visual
perception. Hence, complex learning tasks can be solved by extracting the right set of features
and providing them to a simple learning algorithm to optimise a mapping from this representation
to the target output. This was traditionally known as the feature extraction stage, where internal
representations were produced by hand-crafted feature extractors and fed to a trainable classifier.
While much of the hand-crafted feature extractors achieve a good generalisation performance, the
main limitation to this approach is that the generalisation performance is highly dependent on the
chosen features. Crafting representations is a time consuming task that must be repeated for each
new problem. It also requires considerable domain expertise. Recently, representation learning
using deep learning architectures is receiving much focus from research communities to answer
this question. This approach aims at extending the role of the learning algorithm to discovering
the appropriate representation for the task at hand from raw input data, and the mapping from
this representation to the target output. Further, it allows machines to automatically learn and
interpret the visual world in a form of an aggregated hierarchy of concepts.
The visual world is hierarchical. To be perceived, the human brain performs hierarchical levels
of processing, where each level is learning features or representations at increasing level of abstrac-
tion [21]. The standard model for the visual cortex suggests that, the brain first extracts edges,
then patches, then surfaces, then objects, etc. These facts suggest that building a visual perception
system requires learning a hierarchical representation of the visual world [21, 22]. Deep learning
architectures have demonstrated high learning capacity to capture the most suitable representation
from raw input data [22]. They are used to build even more complex hierarchy of concepts. Each
level in the feature hierarchy is obtained by a non-linear transformation of its input. Composing a
sufficient set of such transformations allows learning any function regardless of its complexity [22].
The key aspects of deep learning methods are: first, the ability to learn the appropriate repre-
sentation from raw input, using a generic learning procedure. Second, learning multiple levels of
features, defined in terms of each other, through a deep architecture [21]. A deep feedforward neu-
ral network or multilayer perception (MLP) is the most basic example of a deep learning model [23].
Convolutional neural networks (ConvNet) [24], are the most widely used deep learning model for
vision [22]. The architectural ideas of the ConvNets are well designed to exploit strong local depen-
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dencies and stationarity of input signals [23]. The proposed comprehensive posture analysis system
relies on the ConvNet as the basic computational model. The ConvNet has demonstrated superior
generalisation performance in several research domains, including but not limited to, visual object
recognition [25] and detection [26], instance segmentation [27] and posture estimation [28, 29]. It
has substantial learning capabilities and representational power to approximate complex mapping
functions [22]. It learns multiple levels of features from raw data using an end-to-end trainable
yet non-linear stack of computational layers. Hence, this setting alleviates the need for the time
consuming and task specific feature extraction stage [22, 28]. In this work, we demonstrate the
possibility of leveraging the highly optimised ConvNet models in building an efficient and fully
automated posture analysis system.
1.4 Learning Through Noise
Deep learning methods are the breakthrough for visual object recognition, localisation and de-
tection tasks. However, these models are generally sensitive to noise patterns augmented on the
input data. This is an unsolved problem that is receiving high research interest. As our approach
relies on learning from synthetic depth images of high quality, we anticipate that to cause a gen-
eralisation issue with real data. Depth sensors exhibit noise due to several environmental effects
such as illumination, infrared (IR) interference from ambient light sources and non-IR-reflecting
materials [6]. There are several approaches to address this problem. The most intuitive approach
is to ensure noise free input to the deep network via preprocessing operations such as (erosion,
hole filling and blob analysis). Despite the effectiveness of this approach, it requires a calibration
phase to model the existing noise and computationally expensive preprocessing.
Another common approach is augmenting different noise models on the training dataset. This
solution would require simulating different noise models, which is feasible, easy to implement and
computationally free. Therefore, to ensure resilience with real depth cameras, we extended the
data generation pipeline to feature Kinect-like noise augmentation with different noise levels.
Since modelling all existing noise models is intractable as there are several variables that may
affect the input signal such as lighting conditions, environments and materials. The main research
question becomes: how to enable resilience to noise in deep learning architectures? In this research,
a new computational layer is proposed as an attempt to answer this question. The new layer
integrates the characteristics of the human visual system into the deep learning architectures via
allowing these models to focus more on the meaningful structural information in the input. Hence,
it extracts more expressive learning details and provides more powerful representational power
than the traditional convolutional layers.
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1.5 Contributions
This work addresses the markerless RGB-D human posture analysis problem and the represen-
tational power and resilience of deep convolutional neural networks to noisy inputs. We propose
a comprehensive and generic approach which can be integrated in complex systems that involve
human machine interaction to provide better understanding for the human behaviour. The pro-
posed approach analyses the body posture holistically, and it has been effectively trained on large
amounts of synthetic training images. It performs the analysis from a single depth image, without
relying on temporal information, and extract domain specific postural information. The proposed
system is end-to-end, fully automated and does not require calibration or specific sensor place-
ment. We have also presented a tuning stage to allow supporting different depth sensors such as
Microsoft Kinect and ASUS Xtion. Finally, a new computational layer that focuses on analysing
the structural information is proposed to the deep convolutional neural network stack.
The contributions of this research are as follows:
• An end-to-end holistic posture analysis system that is robust to occlusions and challenging
environments.
• A multipurpose data generation pipeline that provides high quality annotated datasets, over-
comes challenges in several research domains and allows for training holistic posture reasoning
models. The proposed pipeline extends research in learning from synthetic images and in-
corporates inverse kinematics modelling to generate biomechanically plausible ground truth
annotations for musculoskeletal discomfort analysis tasks.
• An efficient formulation for the holistic regression approach using deep learning techniques
trained on synthetic depth images. This formulation proposes a depth invariant encoding
method to efficiently represent depth information for deep learning models.
• A perceptually inspired new computational layer that focuses on analysing the structural
information is proposed to the deep convolutional neural network stack.
1.6 Outline
The rest of this thesis is organised as follows. Chapter 2, provides a systematic review about the
human posture analysis problem, the commonly used computational models, deep representation
learning methods, 3D data acquisition technologies and finally identifies limitations and gaps in
the literature. Chapter 3, introduces the holistic posture reasoning approach in the form of a
pose recognition task, and demonstrates difficulties of following traditional learning methods for
addressing the pose reasoning problem. Instead, deep machine learning based posture analysis
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approach has been proposed in Chapter 4. The proposed method has been validated against the
XSENS motion capture system and acheived an average joint angle absolute prediction error of
4.18± 2.17 deg on real images. This allows accurate evaluations of ergonomic posture assessment
metrics to assess and avoid risk factors of musculoskeletal disorders in manufacturing plants. We
achieved state-of-the-art results in detecting fall events for surveillance in healthcare environments
via analysing temporal posture changes, as described in Chapter 5. Chapter 6 describes the
proposed perceptually inspired nonlinear computational layer. Finally, conclusions and future
research directions are presented in Chapter 7.
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Chapter 2
Literature Review
Marker-less human posture analysis is a well-known computer vision problem that receives inten-
sive research interest. This interest is attributed to the wide range of applications that benefit from
the accurate estimation of the human posture. It is considered one of the hardest tasks for several
reasons [30]. First, heterogeneity resulting from the large space of human poses that could be mod-
elled. The space of possible human poses increases exponentially with the number of considered
joints [6]. Second, invisible body parts due to self-occlusions or cluttered environments. Third,
the variability of anthropometric measures and clothing styles adds more complexity. Forth, the
high dimensionality of input image signal, lighting conditions, camera view angle and many other
factors need to be taken into consideration when addressing this task. Although the combination
of computer vision and deep learning methods has achieved a remarkable progress in detecting
and estimating posture information from 2D images, human behaviour analysis in 3D remains an
open problem [31]. The main challenges are the need for a well-defined objective function formu-
lation, the lack of enough labelled datasets that would allow training models of high complexity
to generalise and ensure resilience to the aforementioned difficulties.
This Chapter starts with a recent review of the literature on the human posture analysis task.
Ensemble learning and deep learning models are the most commonly used computational models
for this task. Hence, the second Section provides a thorough review on the ensemble learning
paradigm and the random decision forest (RDF) model in particular. The third Section presents
a comprehensive review on deep representation learning methods, which are the main focus of this
research, and justifies the need for the feature learning paradigms. Section four demonstrates the
need for depth imaging technologies, reviews approaches that relied on learning from synthetic
depth images, in addition to discussing different encoding methods to allow using depth images
with deep learning models. Finally, Section five critically reviews the literature and identifies
research gaps that are addressed in this work.
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Input Image Preprocessing Feature Extraction
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Model LearningPosture Information Mapping Function
Figure 2.1: The common building blocks of human posture analysis systems. The body modeling
stage discriminates between model-based and model-free methods.
2.1 Approaches to Human Posture Analysis
The generic posture analysis pipeline includes real time acquisition, processing and understand-
ing of high dimensional visual information via choosing or learning an efficient set of features.
Figure 2.1 summarizes the building blocks implemented in most human posture analysis systems.
Vision based human posture analysis systems can be categorised as model-based where a priori
information about the body is utilised, or model-free. The input image is acquired using the data
acquisition module, e.g., depth sensor. The preprocessing stage includes background subtraction
and human body detection methods. Extracting a set of features that efficiently represents the
articulated posture is a key stage that greatly affect the generalisation of the learning algorithm.
The extracted feature either via hand-crafting or deep representation learning are fed to a machine
learning model to learn a mapping from an input image to the required posture information.
According to the body interpretation method, human posture analysis approaches are cate-
gorised into: generative which assumes a prior body model and includes body parts-based con-
tributions, discriminative (model-free) which contain learning- and example-based methods and
hybrid approaches that combine ideas from both generative and discriminative methods [31]. This
taxonomy of approaches is shown in Fig. 2.2.
Generative model approaches exploit a prior information such as the skeletal structure of the
human body [6] or specific motion [32]. These approaches divide the task into modeling and
estimation stages [31]. In the modeling phase, a likelihood function is formulated based on the
image features, the presumed body or motion model, the camera model and any task related
constraints. In the estimation stage, the pose is predicted and refined based on extracted image
descriptors and the likelihood function. For instance, Daubney et al. [32], assumed that the
performed action, e.g., walking and jogging, is known in advance. This allowed the authors to learn
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Figure 2.2: Taxonomy of vision-based posture analysis approaches. Methods operating on an
input image or video sequence are categorised into generative which includes body parts-based
contributions, discriminative which contain learning- and example-based methods. Hyprid posture
analysis methods combine ideas from both generative and discriminative approaches [31].
low-level generative models using motion cues and compare with expected motion trajectories to
estimate the articulated posture. The main advantage of generative models is their ability to cover
a wide range of complex body configurations. However, relying on local body part detectors cab
also be seen as a drawback, as it does not allow inferring invisible body parts [6, 13].
Discriminative posture analysis approaches, also known as model-free, do not exploit any prior
knowledge. In learning-based discriminative approaches, a learning model is trained to optimise a
mapping from the input image to pose predictions [13,28,33]. Example-based methods, on the other
hand, a set of example postures is represented using pose descriptors and stored. Then, a similarity
search algorithm is used to match the articulated posture with the stored examples [33]. The main
advantage for this category is the holistic analysis of the human posture. This allows the learning
algorithm to capture the full context of the articulated posture and derive a full understanding of
the human body structure. This allows the algorithm to provide plausible predictions in presence
of occlusions [2, 6]. Finally, hybrid approaches combine generative and discriminative methods to
achieve pose predictions of high accuracy. The likelihood function constructed using a generative
model is used to verify predictions from the learned discriminative mapping function [34].
Recent works on human posture analysis are focused towards the bottom-up generative body
parts-based and the holistic discriminative learning approaches [15]. Therefore, the rest of this
section reviews the most recent advances in each approach. The reviewed works are divided
into two categories: methods relying on hand-crafted features and deep representation learning
methods.
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2.1.1 Body Parts Based Methods
These methods follow the model-based generative posture analysis and are also referred as bottom-
up approaches. In these methods, the human body is described by a presumed kinematic structure
of connected parts following the notion of the pictorial structure model [35]. Hence, the body
pose could be estimated using trained local body part detectors and the kinematic structure. This
approach was utilised by Felzenszwalb et al. [36], to efficiently estimate the 2D human pose and has
recently been extended to 3D pose estimation in [37]. First, the body is represented by a collection
of parts arranged in a deformable configuration. Then, pairwise connections are used between
parts to model the deformations, and kinematic constraints are modeled to ensure plausible pose
parameters. The most commonly used body model in the literature is the skeleton [31]. Finally,
the pose is estimated via training body part detectors and using an efficient dynamic programming
algorithm that searches the pose space for the pose configuration that matches the observation.
Training local body-part detectors require choosing a set of features that efficiently represent
the human body. There are two approaches for feature optimisation: hand-crafted or learned
features. The most commonly used crafted features among methods in the literature are the
Histogram of Oriented Gradients (HOG) [38–40], Shape Context (SC) [41,42] and Scale Invariant
Feature Transform (SIFT) [43, 44]. Furthermore, researchers combine several local features and
build hierarchical feature representation to achieve desired generalisation performance [45].
Ioffe et al. [46], modeled the person as a collection of cylinders and applied an expectation
maximisation algorithm to find candidate body segments by detecting parallel edges based on
extracted features such as image edges. Then, using a tree-like structure of projected classifiers,
combinations of segments are pruned to produce a realistic body configuration. Ramanan et al. [47],
suggested a two phases algorithm. The first phase is learning the appearance model of the human
body by clustering candidate body part segments, exploiting kinematic constraints. The second
phase utilises the learned model to estimate and track human poses. Following that, much research
efforts have been done to further improve the performance of body part methods [5, 6, 48–51].
The current state-of-the-art performance, in terms of accuracy and real time applicability, was
achieved by Shotton et al. [6] from depth images. Shotton et al. [6], performed joints localisation
via semantic body parts segmentation, also known as pixel-wise classification. In this method, a
random decision forest (RDF) classifier is trained using low level representations of body pixels
and used to assign a discrete categorical body part label to every body pixel. These dense repre-
sentations were computed using a hand-crafted depth comparison feature extractor (DCF). The
resulting body parts are considered a mid-level representation from which the joints positions are
interpolated. This work is considered the first successful example for generalisation from training
on synthetic depth images to real test images, and currently being used in practice as the skeletal
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tracking component of the Kinect. However, the main limitation to this method is; being accus-
tomed to the gaming setting, where there exists a stationary frontal camera and little occlusions.
Further, adapting this solution to different tasks and environmental settings is difficult.
Buys et al. [5], built on top of Shotton’s et al. [6], work. They contributed an adaptable and
customisable system that incorporates depth and colour RGB-D modalities, to iteratively estimate
the body pose. In this method, pixel-labelling is performed using an RDF model trained on
synthetic depth images. The DCF feature extractor is further tuned and used to generate dense
pixel-wise representations for training and evaluation. The first iteration of this system labels
the entire depth image, including the background, clusters these labels into body parts and a
rough skeleton is extracted based on a predefined kinematic structure. Using colour information,
the second iteration segments the body from the background and refines the skeleton. The main
advantages of this work is its adaptability to new environments through dynamic background
segmentation and contributing with the state-of-the-art synthetic data generation pipeline.
Recently, Dantone et al. [50], achieved the state-of-the-art performance for the 2D human
pose estimation problem from RGB still images. They composed classification and regression
forests as two-layered body part regressors. The first classification forest performs patch-wise
body parts classification. To train this classifier, sampled body part patches are represented using
a combination of 17 feature extractors, such as HOG [38], and colour, and used with a discrete
entropy minimisation objective function. The second regression forest was trained on both the
extracted features and the predicted body parts from the first forest, using a sum of squared
distances minimisation objective function. Limitations to this work are inherent from the use of
RGB images.
Although most of the previously mentioned approaches achieve a competitive state-of-the-art
performance, the common difficulty is the relying on hand-crafted feature extractors, for instance,
DCF and HOG. These extractors are task specific, time consuming as they usually require exhaus-
tive search for parameters settings and a considerable domain expertise is assumed. Further, the
choice of the optimal set of features is always questionable. These limitations complicate extending
or customising these methods for different scenarios.
Deep learning methods provide the solution to this difficulty, through the end-to-end learning
of the appropriate set of feature extractors using the standard backpropagation algorithm [21,
22]. Hence, they assume minimal prior knowledge and human intervention. Convolutional neural
networks (ConvNets) are the most commonly used deep architecture for computer vision tasks,
and pose estimation in particular, due to their architectural design. Through parameters sharing;
they greatly reduce the number of trainable parameters and ensure translation invariance. The
basic operation used is the convolution, which is computationally inexpensive and could be easily
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parallelised on GPU [52]. For more information, see Section 2.4.3.
2.1.1.1 Deep Body Part Detectors
Jian et al. [30], introduced the first deep learning architecture for the human pose estimation task
that outperforms the state-of-the-art at their time, in many cases. In this method, multiple binary
ConvNet body part detectors are trained to independently detect the presence of a certain body
part within a sliding window. This results into a set of confidence maps, each of which represents
a single body part at the current location. Consistency and validity of the pose configuration are
maintained in a post-processing step by exploiting the spatial relationships between body parts.
Li et al. [15], proposed a heterogeneous multitask deep ConvNet model. In their work, the
network was trained simultaneously to perform body parts detection, joints detection and joint
coordinates regression. Given an RGB image, the upper body is segmented using a bounding
box detector, and fed into the network. The ConvNet produces three outputs: a binary map for
each body part at all possible locations in the input, a similar binary map for joints and the 2D
coordinates of the modelled joints, (8 upper joints in that case).
Deep body parts parsing methods have notably progressed after the work of Pishchulin et
al. [53]. They proposed a bottom-up formulation that jointly groups and labels body parts de-
tected using a deep learning model from RGB images. However, this approach forms a fully con-
nected graph NP-hard problem which is computationally expensive [29]. Insafutdinov et al. [54],
extended the approach of [53] with deeper and stronger part detectors using the residual learning
deep network ResNet [25] and image-dependent pairwise scores. The improvements induced by [54]
further advanced the state-of-the-art. However, it takes several minutes to process a single RGB
image and it requires an extra logistic regression model to accurately regress pairwise scores [29].
Recently, Cao et al. [29] achieved state-of-the-art results in terms of accuracy and runtime perfor-
mance. They used a nonparametric representation called Part Affinity Fields (PAFs) to associate
body parts with individuals in the image. The proposed deep architecture contains two branches
to jointly learn to detect body parts and associate them in a plausible deformation.
The main advantage of the parts-based approach is the ability to model a wide range of pose
articulations [13]. However, this approach has some limitations. First, it requires a task specific
priori information on the number of body parts and the relationship between them. Second, body
parts based methods rely on local detectors, hence, they are prone to losing track of unobservable
body parts due to self-occlusions or cluttered environments. Third, human poses space grows
exponentially with the number of joints that could be modelled [6], therefore, it is infeasible to
model all possible interactions between body parts [13]. Forth, it is too expensive for real time
applications [55]. To address these limitations, the holistic posture reasoning approach is emerging.
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2.1.2 Holistic Analysis Methods
Learning-based model-free discriminative posture analysis methods focus on optimising a mapping
function from an input image to posture information using a supervised regression model. The
key aspects of this formulation are: first, the absence of any arbitrary intermediate body part
representation or kinematic constraints. Second, the learning model receives the full context of the
body joints, providing reliable estimates for invisible parts due to occlusions and cluttering. Third,
its simplicity and applicability to learn complex pose configurations with minimal prior knowledge
grasped the attention of many researchers. Examples for regression from monocular 2D images
include [56–62], and from depth images include [6, 63].
In the seminal works of [6,63], a random decision forest regressor is trained and used to localise
body joints from an input depth image. These works are considered the state-of-the-art holistic
posture estimation from depth images. The input image is densely represented using the DCF
feature extractor. For evaluation, the trained RDF regressor is applied on each pixel, allowing pixels
to vote for joints positions. Finally, the statistical mode of these votes is determined using the mean
shift algorithm [12]. Agarwal et al. [58] trained a nonlinear regression models on shape descriptor
features extracted from image silhouettes. They explored different regressors such as regualarised
least squares and relevance vector machine (RVM) with both linear and kernel bases [58]. Local
mixture of Gaussian Processes (GP) was proposed in [60] to provide efficient probabilistic mapping
from a complex, high dimensional input to pose configuration.
2.1.2.1 Deep Posture Regressors
Recently, deep learning methods have been used to perform holistic posture regression from both
RGB and depth modalities [13,64]. Toshev et al. [13] proposed a multistage 7-layered deep ConvNet
joints regressor, where the input is a raw RGB image and the output is 2D joints coordinates.
Each stage of this model refines results from the previous stage by using wider contextual window
centered around joint position. With this architecture, they outperformed all reported results on
several benchmarks with large margin, specially for challenging limbs such as lower legs and arms.
Crabbe et al. [64] demonstrated the possibility to fine-tune an existing deep classification models for
regression problems. More interestingly, their approach trained and achieved good generalisation
performance on depth modalities, while the original network was trained using generic RGB images.
For more information, Moeslund et al. [65,66] and Poppe [67] provide a comprehensive overview
of the analysis of human behaviour and its application domains. A thorough review of the history
of the human behaviour detection and pose estimation challenges is detailed in [55,68,69].
Throughout this review, it can be concluded that, the posture analysis problem is a supervised
learning task from an input image to target posture space. Ensemble learning models such as
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random decision forests and deep representation learning models are widely used and have achieved
competitive generalisation performance in approximating this mapping. Therefore, the next three
sections provide a review on machine learning task formulations, ensemble learning and deep
learning models.
2.2 Machine Learning Tasks
Machine learning is one of the most important disciplines in computer science and engineering. The
main purpose of machine learning related research is to enable better human machine interaction
via building an understanding from data. Example applications of machine learning are visual
perception such as scene understanding in images, human posture analysis and activity recognition,
and text perception such as speech and handwriting recognition.
2.2.1 Learning Methodologies
Supervised and unsupervised learning are the two main types of machine learning tasks. A super-
vised learning algorithm optimizes a mapping function based on the analysis of a training dataset
of labelled pairs. Entries of this dataset are feature vectors each has an associated target. The
feature vector are d dimensional input of real valued numbers, called features, representing the
input object. These values may be raw pixels of an image, the responses of applying a sliding
window filter, or any other feature detector. Optimizing a set of features that characterizes and
discriminates an object is a necessary step that directly affects the generalization performance of
the system. The generalization error quantifies the ability of this function to correctly assign a
target value to unseen instances.
In unsupervised learning, also known as descriptive learning, the training procedure is applied
to unlabeled training data. The target is to explore the intrinsic characteristics and the underlying
probability distribution of the input data, p(x|θ). Unsupervised learning is a less well defined
class of tasks because of the lack of error metrics and unknown objects of interest. It is arguably
more similar to humans and animals learning and more widely applicable since it does not rely on
labelled data [70]. Popular examples of unsupervised learning are clustering and dimensionality
reduction.
Recently, semi-supervised learning approach into which training data are partially labelled, is
emerging as a solution to tackle difficulties of obtaining large labelled training dataset for certain
domains. In this approach, the parameters of the learning algorithm are initialized and pre-trained
using unlabeled data, and then fine-tuned by training using the labelled data.
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2.2.2 Taxonomy of Tasks
In terms of the target output, machine-learning tasks could further be categorised into classification,
regression, density estimation and manifold learning.
Task Description Example
Classification Given a labelled training set, learn
a general mapping function that
associates a previously unseen test
sample with its correct class. The
output is a discrete categorical la-
bel.
The recognition of a handwritten
digit is an example where the out-
put is a discrete digit.
Regression Given a set of input training data
with continuous labels, learn a
general mapping function that as-
sociates a previously unseen test
sample with its correct continuous
prediction.
Predicting the price of a house
based on location, number of
rooms and other factors. Estimat-
ing body joint angles from an in-
put image is also an example.
Density Estimation Given a set of observed unlabeled
data that has been generated via
a probabilistic density function,
estimate the unobserved underly-
ing generative function. Which is
known as estimating the structure
and the intrinsic nature of the un-
labeled data.
Grouping a set of objects in such a
way that objects in the same group
are similar.
Manifold Learning Given a set of k unlabeled observa-
tions, find a smooth mapping func-
tion that transforms these obser-
vations to ones with lower dimen-
sionality and preserves the obser-
vations’ geodesic distance.
The interpretation of high dimen-
sional data is difficult. One ap-
proach to simplification is to as-
sume that the data lies on an em-
bedded non-linear manifold within
the higher-dimensional space. Es-
timating the manifold and trans-
forming it to lower dimensional
space would allow better data vi-
sualisation and understanding.
Table 2.1: Categories of machine learning tasks with respect to the target output.
2.3 Ensemble Learning
Real life applications such as handwriting and speech recognition, require processing and categoris-
ing high dimensional data. It was a challenge until researchers discovered that using ensembles
of weak learners can decompose high dimensional problems and yields a predictor with greater
accuracy and better generalisation performance [71]. The inspiration to ensemble learning was the
popular greedy boosting algorithm AdaBoost, introduced in 1995, by Freund and Schapire [72].
Currently, there are two main categories for ensemble learning methods; averaging and boosting.
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In averaging methods, several base estimators such as decision trees or multi-layer perceptrons, are
trained independently and possibly in parallel. The predictions of these estimators are combined
by averaging operation to yield a global probabilistic prediction. The averaging operation ensures
lower variance for the combined estimator over a single estimator [70]. In boosting methods,
however, a strong classifier is built as a linear combination of many weak ones, by sequentially
applying a weak learner, for instance a shallow decision tree, to weighted versions of the training
data. At each boosting iteration, weights associated with training samples are individually modified
in such a way that, those training samples that were incorrectly predicted by the boosted model
induced at the previous iteration have their weights increased, whereas the weights are decreased for
those that were predicted correctly. Hence, each subsequent weak learner is forced to concentrate
on the samples that are missed by the previous one in the sequence. Therefore, the boosted
estimator usually has better generalisation and robustness than any single estimator.
The first part of this Section reviews the evolution of random decision forests as the most
successful ensemble learning model. Secondly, the decision tree model components and possible
customisations for different learning tasks are highlighted.
2.3.1 Random Decision Forest (RDF)
Random Decision Forest (RDF) [71, 73], is an ensemble of randomly and independently trained
decision tree predictors [71]. It combines the ideas of decision trees and ensemble learning, where, a
linear combination of randomly trained estimators produces more accurate one and minimises the
generalisation error [71]. Recentlty, the RDF model is considered one of the most preferred machine
learning models, for many reasons. First, it has been proven fast and efficient for handling different
data analysis problems such as; classification, regression, clustering and dimensionality reduction
in [71]. Second, it is resilient to a variety of learning methodologies which are supervised, semi-
supervised and unsupervised learning. Third, the RDF is very powerful in capturing the intrinsic
properties of the data, and the underlying probability density function. Furthermore, it has been
successful in difficult vision tasks such as pose estimation [5, 6, 50, 51] and medical imaging as a
model for density estimation.
The classification and regression trees (CART), or decision trees, were proposed by Breiman
et al. [74], as a machine learning model for handling both classification and regression problems.
The basic idea is to divide a complex problem into a simple set of local tests leading to a simple
and preferably, probabilistic outcome. More formally, recursively partition the input space into
regions defined by the leaf nodes. Several research efforts have been made towards optimising a
tree construction algorithm. For this purpose, the greedy algorithms ID3 (Iterative Dichotomiser
3), and C4.5 that were developed by Quinlan [75], are the most commonly used.
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Weak Learner Model Training Objective Function Randomness Model
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Figure 2.3: Unified RDF model components as defined in [71]. These components are customisable
via different hyper-parameter settings to suit the task at hand. For instance, in regression problems
the training objective function should be adjusted to handle real valued targets.
Combining the ideas of decision trees and ensemble methods gave rise to the random decision
forests [71]. Finally, the keyword random, refers to the randomness injected during the tree con-
struction process in order to reduce the variance of the estimator. Bagging [76], which stands for
bootstrap aggregation, is the simplest form of randomness. In Bagging, several instances of an
estimator are trained on random subsets of samples, drawn with replacement from the original
training set, and then, their individual prediction are aggregated to form a final prediction
f(x) =
1
N
N∑
n=1
fn(x) (2.1)
where x is an input test sample and fn is the tree n.
Unfortunately, bagging by itself may produce highly correlated predictors, as the same learning
algorithm runs on different subsets of the data [70]. Instead of partitioning the dataset, Ho [77],
suggested constructing trees using random subsets of input features. This method is known as
random subspace, and achieved superior performance over single-tree classifier and the bagging-
based forest construction methods [77]. To further improve the variance reduction and the de-
correlation of the predictors, Breiman [73], introduced the technique known as random forests in
2001. This technique combines together the bagging and the random subspace ideas, where, trees
are trained on a randomly chosen subsets of data, as well as a randomly chosen subset of features.
2.3.1.1 Unified RDF Model
The basic building blocks of the state-of-the-art unified random decision forest model is shown in
Fig. 2.3. This model was introduced by Criminisi et. al, [71], and currently being used as the
core of the Kinect’s human pose estimation system. They combined the latest research findings
in ensemble learning and decision trees to improve the generalisation performance of the RDF.
The behaviour of the RDF depends on the used weak learner model, training objective function,
randomness model and ensemble model. These components are parameterised and customisable to
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(a) (b)
Figure 2.4: Decision tree structure and inference example. (a) A tree is a set of nodes and edges
organised in a hierarchical fashion. (b) During inference, an input image navigates through the
tree according to the outcome of the test applied by each split node it visits. Once the image
reaches a leaf node (predictor), the output is the most probable class label stored in this predictor.
Figure from [71].
suit different learning tasks such classification, regression, density estimation, and dimensionality
reduction.
The rest of this Section focuses on the decision trees model as being the base model for the
RDF ensemble, discusses each model component thoroughly, and the customisations that should
be made to suit each task, with more focus on classification and regression problems.
2.3.2 Decision Tree
Decision tree (DT), the base of the decision forests, is a non-parametric machine learning model
introduced by Breiman et al. [74]. The learning procedure of the decision tree optimises a set
of decision rules via analysing the training dataset in order to predict a target value for unseen
sample.
Fig. 2.4a, shows the typical structure for a decision tree, as a collection of nodes that are
organised hierarchically. Nodes are divided into internal (split) nodes and terminal (leaf) nodes.
It should be noted that, the decision tree model by itself is a linear combination of weak learner
models, where, each split node has an associated weak learner model acts as a simple binary
classifier. Hence, the RDF model results from further applying the concept of ensemble learning.
Leaf nodes are predictors responsible for making decisions. Each leaf node holds a probability
distribution over the class labels that visited this node during training.
Fig. 2.4b, demonstrates a decision tree for a simple scene understanding scenario. The decision
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tree decomposed the problem into a series of tests applied successively by the split nodes. An input
image propagates, starting from the root, through the tree according to the outcome of the test
applied by the current split node. Once a leaf node is reached, the answer is the most probable
target value for this predictor, an indoor or outdoor scene in this example.
2.3.2.1 Weak learner model
Tree training is a one-time oﬄine process. During this process, the input space is recursively
partitioned into decision regions defined by the test questions, or weak learners. The more questions
the higher the confidence in the response and the fitter the model [71]. For instance, in the
regression example, see Fig. 2.5, a decision tree in the regression settings, tries to approximate a
sine curve. Using deeper trees creates more complex decision rules and leads to better generalisation
performance, the red curve.
Figure 2.5: Decision tree for a regression task. Increasing the number of tree levels generates more
complex decision rules, and a fitter model. The green model does not fit well to the training data,
and so it does not have a good performance in testing.
The decision tree is a linear combination of binary weak learners associated with the split nodes.
The weak learner, split function, test function are equivalent terms that are used interchangeably
during this chapter. Each split node j has an associated binary test function h(v, θj) ∈ {0, 1},
where v is the input sample and θj is a set of parameters to be optimised during the training
process. A possible set of parameters, that characterises the weak learner model, is θ = {φ, ϕ, T},
where φ is a geometric primitive that is used to separate data such as axis aligned or a curve,
shown in Fig. 2.6, ϕ is a subset of features, and T is a vector of threshold values. The optimal
set of parameter values θ∗j = {φ, ϕ, τ} for each split node j as well as leaf nodes are optimised
according to a predefined training objective function and the input training data. The most simple
and efficient objective function is maximising information gain on the input training data via the
use of an optimised splitting candidate. Tree training stops when a defined stopping criterion is
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Figure 2.6: Possible geometric primitives φ. (a) Axis aligned; in this model, the input data is
split according to the horizontal or vertical axis and a threshold value. (b) Linear combination of
features are thresholded in order to split the input data. (c) Quadratic plane. Axis-aligned weak
learner model is the most commonly used due to its simplicity and low computational complexity.
Figure from [71]
met. It could be a minimum information gain, minimum number of training samples, maximum
tree depth etc.
2.3.2.2 Training Objective Function
The tree construction algorithm mainly aims at selecting the best splitting candidate for each split
node. This is determined according to the used objective function. Tree training algorithms use
the concepts of entropy and information gain as basic building blocks for the objective function.
Hence, maximising the information gain or minimising the impurity in the resulting data splits is
the most widely used objective function.
2.3.2.3 Mathematical Formulation
Given a training dataset D = {(xi, yi)}Ni=1 of N input-output pairs. Where xi ∈ Rd is a D-
dimensional vector of features, and y ∈ {1, ..., C} is the target output, assuming the classification
setting, a decision tree recursively partitions the features’ space such that the samples with the
same labels are grouped together.
The optimisation of the weak learners proceeds in a greedy manner. At each node j, each
splitting candidate θj = {φk, ϕm, τn}, consisting of a geometrical primitive φk, a feature ϕm, and
threshold τn is used to split the incoming subset Sj of the training dataset D into S
L
j and S
R
j
subsets, such that
• Sj =
(
SLj ∪ SRj
)
,
• (SLj ∩ SRj ) = φ.
The information gain resulting from using each splitting candidate θj is computed as
Ij = H(Sj)−
∑
i∈{R,L}
|Sij |
|Sj | ∗H(Sj) (2.2)
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where i indexes the right and left child nodes and H(Sj) is the entropy of the incoming training
set Sj defined as
H(Sj) = −
∑
c ∈ C
p(c) log p(c) (2.3)
Finally, the optimisation problem for node j is solved by selecting the splitting candidate that
maximises the information gain
θ∗j = arg max
θj
Ij (2.4)
This formulation assumes a classification task where the dataset is fully labelled, and the
target values are discrete categorical. However, different machine learning tasks have different
data properties. For instance, regression tasks involve dealing with continues targets. In this case,
the training objective function would be minimising sum of squared, absolute errors, or using a
continuous formulation of information gain, such as in [71]. In case of minimising the sum of
squared errors, the information gain formula would be
Ij =
∑
v ∈ Sj
‖(y − y¯j) ‖ 22 −
∑
i∈{R,L}
( ∑
v ∈ Sij
∥∥(y − y¯ij) ‖ 22) (2.5)
where v is an input data point in the incoming dataset Sj and y¯j is the mean target value of all
training samples reaching node j.
2.3.2.4 Randomness Model
A key characteristic of random decision forests is that trees are randomly and independently
trained. As a result, their outputs are totally independent which leads to improved generalisation
and high robustness with respect to noisy data. Randomness is injected during the training phase
only. The two known randomness models are bagging [76] and random node optimisation [77].
They are mutually exclusive meaning that they could be applied together in a forest. In bagging,
training data is uniformly sampled and usually with replacement into smaller datasets. Then,
each individual tree is trained using one small dataset. Obviously, bagging achieves high training
efficiency. On the other hand, training with small number of samples might have negative impact
on the overall accuracy. However, in random node optimisation alternative, each split node is
trained using random subset of features and random parameters settings while using the whole
dataset to train each tree. Extremely randomised ensemble of decision trees is the result from
using both models together.
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2.3.2.5 Randomness Degree
Vision-based tasks involve analysing high dimensional data such as images. Fitting a learning
model for this tasks would require large training dataset. Therefore, random node optimisation is
preferred for these tasks.
To train the forest, a random set of splitting candidates θj = {φ, ϕm, τn} is generated and used
to train each tree. The size of this random set is m × n, assuming axis parallel splits. Searching
this space during optimising each split node is not efficient, especially when having large number
of attributes. Therefore, the optimisation at each node is done with respect to the parameter τ .
At each split node j, a random subset of τj values is sampled and used for optimisation.
The degree of randomness is the size of this subset and set globally for the forest. The effect of
randomness has been studied in [71] and concluded that larger randomness results to smoother
posteriors. However, at certain level increasing randomness will lower the overall confidence.
2.3.2.6 Ensemble Model
The result of the random decision forest learning process is a set of binary random decision trees
N . Each leaf node stores a normalised histogram of labels reached that node during training. An
input test sample v is pushed simultaneously into all trees starting from the first split node until
reaching its leaf. At each split node of a tree, a binary test is applied comparing a feature value
against an optimised threshold. As soon as reaching a leaf node, in classification tasks, for instance,
the tree t outputs the posterior distribution Pt(c|v), where c is a discrete label. The predictions of
these trees are combined to yield a global probabilistic prediction.
The averaging ensemble model
P (c|v) = 1
Nt
Nt∑
t=1
Pt(c|v) (2.6)
where v is the feature vector, is the most commonly used ensemble mode.
It is also an option to use the voting ensemble model, where each tree votes for a target value.
However, the averaging operation ensures lower variance for the model and more robust to noisy
tree predictions [70,71].
2.3.2.7 RDF Model Parameters
Random decision forest model is characterised by its parameters. The most influential parameters
are
• Training objective function
39
2 . Literature Review
• Weak learner model
• Type and degree of randomness
• Number of trees T
• Maximum trees depth D
where the training objective function and the weak learner model choices determine the nature
of the task. For instance, in regression problems, the objective function would be minimising a
continuous version of the entropy. Type and degree of randomness, forest size T and number of
tree levels D to use directly affect the generalisation capabilities of the model. Choosing the proper
values for these parameters is task dependent. The effect of these parameters is studied in the fall
detection case study presented in Chapter 5.
2.4 Deep Learning Paradigm
Deep learning methods are a class of machine learning methods that are dominating the state-
of-the-art records in a wide range of application domains. Deep learning models are a stack of
computational layers that features high learning capacity to approximate generic mapping func-
tions. These models attempt to learn the appropriate set of features, also known as representation,
from raw input data to obtain proper generalization behavior to unseen test samples [21,22].
Traditional machine learning techniques have a limited capacity to process high dimensional
raw data such as image and speech signals [21,22]. Therefore, an essential step towards obtaining
an accurate learning system is to transform input raw data into a compact, discriminative and
informative feature representations. Further, these representations should be invariant to transfor-
mations and distortions of input. Conventionally, hand-crafted features extractors have been used
to transform the input data into a suitable representation. The obtained representation is then fed
to a trainable classifier, see Fig 2.7 (top). Much research efforts have been made in designing vision,
speech and text features. For instance, in vision, the scale invariant feature transform (SIFT) [43],
the histogram of oriented gradients (HOG) [38], and the depth comparison feature (DCF) [6], are
the most widely used feature extractors. While much of the hand crafted feature extractors achieve
a good generalisation performance, the main limitation to this approach is that the generalisation
performance is highly dependent on the chosen features. Crafting representations is a time con-
suming task that must be repeated for each new problem. It also requires considerable domain
expertise [21,22].
Deep learning architectures, on the other hand, automatically learn the appropriate features
from raw input data. In this approach, the model is fed with raw data such as image pixels and
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automatically discovers the needed representations for the task at hand, e.g., classification, as
shown in Fig 2.7 (bottom). Thus, it could be seen as an end-to-end training paradigm, into which
a global performance measure is optimised relying on input raw data. Deep learning methods are
representation learning at an increasing level of abstraction [21,22]. Each level is obtained through
a non-linear transformation of its input from the previous level. With the composition of enough
such transformations, very complex functions can be learned [22].
Figure 2.7: Traditional machine learning versus deep representation learning. (top) The traditional
machine learning paradigm uses hand-crafted feature extractors to transform the input data into
an appropriate representation for training a machine learning model. On the other hand, the
deep representation learning paradigm (bottom), is an end-to-end paradigm that automatically
discovers the appropriate set of features for the task at hand, starting from raw input data.
Figure 2.8: Visualisations for learned features at each layer of a deep network for a visual object
recognition task. Neurons at the first layer process raw input image pixels and activate for low
level features such as edges with different orientations and locations. The second layer is trained
to look for more complex motifs, built from edges. As we go deeper in depth, neurons build more
abstract concepts. For instance, neurons at the fifth layer are looking for compete objects.
2.4.1 Why Deep Learning?
The advantages of using deep learning methods are; first, the features are automatically learned
from the input data using a generic learning algorithm such as the popular gradient descent al-
gorithm operating on gradients computed by the standard backpropagation procedure. Second,
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the learned representations are hierarchical. Higher layers combine features from the lower layers
to produce more relevant and informative representations. For example, as shown Fig 2.8, a deep
learning model trained for a visual pattern recognition task would learn a set of representation lay-
ers where, the first layer processes raw input image pixels and might learn to identify the presence
of edges with different orientations and locations in the image. The second layer could learn to
recognize more complex motifs, built from edges. The third layer might combine motifs into ob-
jects, and finally objects into scenes. These multiple layers of abstraction seem likely to give deep
networks a compelling advantage in learning to solve complex pattern recognition problems [21].
As a third advantage, the resulting layers of representations are invariant to irrelevant variations
such as location, scale, pose and illumination [22]. These aggregated representations are then fed
into a trainable classifier to perform the classification or detection. Fourth, deep learning methods
have demonstrated great capacity to process and explore the intricate structures in high dimen-
sional data like images and speech signals [22]. They have achieved the state-of-the-art records for
difficult computer vision tasks such as generic visual object recognition [25], object localization and
detection [14, 26, 78] and scene labelling or semantic segmentation [27]. Furthermore, deep learn-
ing methods are beating records in speech recognition [79–81], natural language processing [82],
image captioning [83], question answering [84] and machine translation [85]. Finally, deep learning
models can be easily parallelized on GPUs providing realtime performance [52].
This deep end-to-end trainable architecture would be a fully connected multi-layer perceptron
(MLP) with more than one hidden layer as it will be able to learn complex hierarchical represen-
tations from input data. However, convolutional neural networks (ConvNets) are the most widely
used deep learning architecture for computer vision tasks [22]. In this section, both the MLP and
ConvNet models are presented and discussed.
2.4.2 Multi-Layer Perceptrons
The first deep learning model was the multilayer perceptron (MLP), with more than one hidden
layer, i.e. see Fig 2.9. It learns a mapping function from a fixed size input, for instance, an image
to a fixed size output, i.e. a probability distribution over several categories. An MLP is modelled
as collections of neurons, organized into layers and connected in a directed acyclic graph (DAG).
Each neuron at certain layer is fully connected to all neurons of the next layer, and its input is
weighted sum of activations from the previous layer. Intermediate layers are called hidden layers,
since their outputs are not observable from the outside. The leftmost layer is the input layer. This
model does not have feedback loops, and so, it is also called feedforward neural network. There are
other models where feedback loops exist, such as the recurrent neural network (RNN). However,
the RNN model is well suited to natural language processing problems and less common than the
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feedforward neural network.
Figure 2.9: A deep feedforward artificial neural network model. Layers of processing are stacked
on top of each other, and every neuron in a layer is fully connected to all neurons in the next layer.
Input is fed through the input layer, then, each unit in a layer computes a weighted sum of its
inputs from the previous layer and pass the outcome through a nonlinear activation to the next
layer.
An MLP is a universal function approximator, meaning it can model any suitably smooth
function, given enough hidden units, to any desired level of accuracy [70]. While a single hidden
layer is sufficient to make MLPs a universal approximator, having many hidden layers creates more
powerful networks. The depth of the network refers to the number of layers while not counting
the input layer. The hidden layers of an MLP perform non-linear transformations on the original
input so that categories become linearly separable by the output layer [22]. The output of each
neuron is a non-linear transformation of the weighted sum of its input.
2.4.2.1 Mathematical Formulation
An MLP of L layers is modelled as
p(y|x,W ) = f(x;W ) = actL, (2.7)
actl = Gl(Wl.actl−1 + bl), l ∈ {1, ..., L− 1}, (2.8)
act0 = x (2.9)
where y is the output activations, x is the input sample, W is the network weights, actl is the
activations of neurons at layer l, bl is the bias parameters and G(.) is a non-linear activation
function. It is important that G(.) be non-linear, otherwise, the whole model collapses into a large
linear regression model of the form y = WTx.
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2.4.2.2 Hidden Layer Activations
The activation function represents some sort of non-linearity added to the model. It takes a single
number and performs a certain fixed mathematical operation on it. Sigmoid, hyperbolic tangent,
and rectified linear unit (ReLU), shown in Fig. 2.10, are common choices.
(a) Sigmoid (b) Tanh (c) ReLU
Figure 2.10: The non-linear activations used in neural network models. The sigmoid, (a); squashes
the input number to rang [0, 1]. The hyperbolic tangent, (b); squashes the input number to rang
[-1,1]. The Rectified Linear Unit (ReLU), (c); returns zero when z < 0 and then linear with slope
1 when z > 0.
2.4.2.3 Sigmoid
The sigmoid has historically been the most frequently used transfer function for neural networks.
It has the form
G(z) =
1
1 + exp(−z) (2.10)
As shown in Fig 2.10a, the sigmoid takes an input real valued number z and squashes it in the
range between 0 and 1. In particular, large negative numbers become 0 and large positive numbers
become 1.
2.4.2.4 Hyperbolic Tangent
The hyperbolic tangent (Tanh) has the form
G(z) =
exp(z)− exp(−z)
exp(z) + exp(−z) . (2.11)
The Tanh(.) function is a rescaled version of the sigmoid, since it squashes the input in range
between [−1, 1], see Fig 2.10b. Its output is zero-centered, and hence it is always preferred to the
sigmoid nonlinearity.
2.4.2.5 Rectified Linear Unit
The main drawbacks of the sigmoid and the hyperbolic tangent are; first, being saturating non-
linearities. Second, the exponential function exp(.) is computationally expensive. Both of these
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drawbacks contribute in increasing the training time needed for the gradient descent to converge
to an optimal set of parameters. Recently, the rectified linear unit (ReLU) has been commonly
used, due to having a non-saturating nonlinearity and computationally efficient max(,) operation.
Furthermore, Krizhevsky et al. [52], have found that using ReLU accelerates the convergence of
the stochastic gradient descent six times faster than the regular tanh nonlinearity. As shown in
Fig 2.10c, ReLU is a half wave rectifier computed as
G(z) = max(0, z). (2.12)
Nevertheless, ReLU also has drawbacks. Its output is not zero-centered and the input must be
positive to allow updating weights, this problem is known as dead ReLU and always alleviated via
ensuring positive weights initialisation.
2.4.2.6 Output Layer Activations
Unlike the hidden layers, the activation function of the output units depends on the task at hand.
Output activation function in general could be thought of as a linear identity function. For instance,
in regression problems, it can be a simple linear function, or a log-linear function. For multinomial
logistic regression problems, the softmax is the most widely used transfer function. The softmax
normalises the weighted sum on output neurons over the target classes ck, k ∈ {1, ...,K}. Hence,
it produces the posterior probability
P (y = ck|xi;W ) = exp(w
T
k xi)∑K
j=1 exp(w
T
j xi)
, (2.13)
where {wT1 , wT2 , ..., wTk } are model parameters, and the dominator is used for normalisation so that
the class scores sum to one.
2.4.2.7 Challenges with MLP
While deep artificial neural networks have been successful in learning compact, discriminative,
and hierarchical representations of high dimensional raw input, using an ordinary fully connected
neural networks for vision tasks imposes set of challenges, highlighted in [24].
Firstly, image and speech signals are high dimensional modalities with several hundreds of
variables i.e. (pixel intensities in an image). Thus, having a fully connected model, where, each
connection has an independent weight, would require optimising millions of parameters and indeed
will require very large training datasets to accommodate the increase of model’s capacity, otherwise,
it would quickly lead to overfitting. In addition to that, computational resources such as memory
requirements to store the weights may add extra implementation difficulties.
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Secondly, ordinary feedforward neural networks are unstructured and have no built-in invariance
to translations and local distortions of the input. Therefore, input must be preprocessed with
size normalisation, centering, etc, to handle such variabilities before being sent to the input layer.
Besides adding extra computational load, preprocessing operations are not perfect enough to ensure
obtaining invariant representations. However, learning a fully connected network with sufficient
size would produce output that is invariant to such variations. In this specific case, the learning
process would result in multiple units with similar weight patterns positioned at different locations
in the input so as to extract specific features wherever they appear in the input. But, this will pose
the first limitation, learning these weight configurations requires very large training set to cover
the space of possible variations.
Thirdly, fully connected networks do not consider the topology of the input. Images and speech
signals, for instance, have strong local correlations between variables, i.e. a combination of pixels
may constitute important structural information like edges which are advantageous for visual object
recognition tasks.
These challenges gave rise to the convolutional neural networks model (ConvNets) [24,86].
2.4.3 Convolutional Neural Networks
Convolutional neural networks form the base for the major advances in deep learning via achieving
the state-of-the-art performance, in terms of speed and accuracy, in many application domains.
Examples include, but not limited to, image classification [25,52,87], semantic segmentation [27,88]
and object localization and detection [14, 26, 78]. ConvNets are considered an extension to the
traditional multilayer perceptron that is well suited to process data of multiple arrays of different
modalities. For example, RGB images composed of three colour channels each of which has a 2D
array of pixel intensities, 1D speech signals, and 3D videos or volumetric images. The architectural
design of the ConvNets combines four key ideas to benefit from the properties of natural signals
and ensure some degree of shift, scale, and distortion invariance: local receptive fields, shared
weights, spatial pooling (or temporal subsampling), and the use of many layers [22,24].
2.4.3.1 ConvNet Architecture
A typical convolutional neural network for image recognition is shown in Fig. 2.11. The ConvNet
model is a composition of convolutional, pooling, and optionally fully connected layers. These
layers are stacked and followed by a classification or regression module, which commonly is an
MLP. The Inputs and outputs of each layer are called feature maps. Units of a feature map
are simply neurons, where each neuron is connected through a set of trainable weights to a local
patch in the previous layer, called the local receptive field of the unit. All units of a feature map
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raw pixels could not possibly distinguish the latter two, while putting 
the former two in the same category. This is why shallow classifiers 
require a good feature extractor that solves the selectivity–invariance 
dilemma — one that produces representations that are selective to 
the aspects of the image that are important for discrimination, but 
that are invariant to irrelevant aspects such as the pose of the animal. 
To make classifiers more powerful, one can use generic non-linear 
features, as with kernel methods20, but generic features such as those 
arising with the Gaussian kernel do not allow the learner to general-
ize well far from the training examples21. The conventional option is 
to hand design good feature extractors, which requires a consider-
able amount of engineering skill and domain expertise. But this can 
all be avoided if good features can be learned automatically using a 
general-purpose learning procedure. This is the key advantage of 
deep learning. 
A deep-learning architecture is a multilayer stack of simple mod-
ules, all (or most) of which are subject to learning, and many of which 
compute non-linear input–output mappings. Each module in the 
stack transforms its input to increase both the selectivity and the 
invariance of the representation. With multiple non-linear layers, say 
a depth of 5 to 20, a system can implement extremely intricate func-
tions of its inputs that are simultaneously sensitive to minute details 
— distinguishing Samoyeds from white wolves — and insensitive to 
large irrelevant variations such as the background, pose, lighting and 
surrounding objects. 
Backpropagation to train multilayer architectures 
From the earliest days of pattern recognition22,23, the aim of research-
ers has been to replace hand-engineered features with trainable 
multilayer networks, but despite its simplicity, the solution was not 
widely understood until the mid 1980s. As it turns out, multilayer 
architectures can be trained by simple stochastic gradient descent. 
As long as the modules are relatively smooth functions of their inputs 
and of their internal weights, one can compute gradients using the 
backpropagation procedure. The idea that this could be done, and 
that it worked, was discovered independently by several different 
groups during the 1970s and 1980s24–27.  
The backpropagation procedure to compute the gradient of an 
objective function with respect to the weights of a multilayer stack 
of modules is nothing more than a practical application of the chain 
rule for derivatives. The key insight is that the derivative (or gradi-
ent) of the objective with respect to the input of a module can be 
computed by working backwards from the gradient with respect to 
the output of that module (or the input of the subsequent module) 
(Fig. 1). The backpropagation equation can be applied repeatedly to 
propagate gradients through all modules, starting from the output 
at the top (where the network produces its prediction) all the way to 
the bottom (where the external input is fed). Once these gradients 
have been computed, it is straightforward to compute the gradients 
with respect to the weights of each module. 
Many applications of deep learning use feedforward neural net-
work architectures (Fig. 1), which learn to map a fixed-size input 
(for example, an image) to a fixed-size output (for example, a prob-
ability for each of several categories). To go from one layer to the 
next, a set of units compute a weighted sum of their inputs from the 
previous layer and pass the result through a non-linear function. At 
present, the most popular non-linear function is the rectified linear 
unit (ReLU), which is simply the half-wave rectifier f(z) = max(z, 0). 
In past decades, neural nets used smoother non-linearities, such as 
tanh(z) or 1/(1 + exp(−z)), but the ReLU typically learns much faster 
in networks with many layers, allowing training of a deep supervised 
network without unsupervised pre-training28. Units that are not in 
the input or output layer are conventionally called hidden units. The 
hidden layers can be seen as distorting the input in a non-linear way 
so that categories become linearly separable by the last layer (Fig. 1). 
In the late 1990s, neural nets and backpropagation were largely 
forsaken by the machine-learning community and ignored by the 
computer-vision and speech-recognition communities. It was widely 
thought that learning useful, multistage, feature extractors with lit-
tle prior knowledge was infeasible. In particular, it was commonly 
thought that simple gradient descent would get trapped in poor local 
minima — weight configurations for which no small change would 
reduce the average error. 
In practice, poor local minima are rarely a problem with large net-
works. Regardless of the initial conditions, the system nearly always 
reaches solutions of very similar quality. Recent theoretical and 
empirical results strongly suggest that local minima are not a serious 
issue in general. Instead, the landscape is packed with a combinato-
rially large number of saddle points where the gradient is zero, and 
the surface curves up in most dimensions and curves down in the 
Figure 2 | Inside a convolutional network. The outputs (not the filters) 
of each layer (horizontally) of a typical convolutional network architecture 
applied to the image of a Samoyed dog (bottom left; and RGB (red, green, 
blue) inputs, bottom right). Each rectangular image is a feature map 
corresponding to the output for one of the learned features, detected at each 
of the image positions. Information flows bottom up, with lower-level features 
acting as oriented edge detectors, and a score is computed for each image class 
in output. ReLU, rectified linear unit.
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Local receptive field 
Figure 2.11: An example for a convolutional neural netw rk model. Input RGB image passes
through a set of nonlinear transformation until reaches the final output layer that interprets the
scores. Each intermediate layer computes a set of feature maps, horizontal rectangles. Each feature
map corresponds to the output of convolving the input using a particular learned kernel (feature
extractor). Then, the ReLU, element-wise non-linearity is applied. Max pooling combines local
features, cr ating higher l vels f abst action. Fully connected layers are optionally added at th
end of these hidden stages. Figure from [22].
share the same set of weights, also called kernel. Therefore, by convolution, each feature map
represents a learned feature evalua ed at different locations in the input using a articul r kernel.
The resulting feature maps are passed through a nonlinear transfer function, for instance, the
rectified linear unit (ReLU). The pooling (sub-sampling) layer, operates independently on each
feature map. It perf rms average r m ximum operation on local patch s of he input, erging
semantically similar features. The ConvNet model is an end-to-end trainable model using a generic
purpose training algorithm such as the stochastic gradient descent (SGD).
2.4.3.2 Convolution Layer
The reasons for using the convolutional layers are: first, local groups of signal values are often
highly correlated, i.e. constituting an edge or a motif in an image, thus the detection of these
distinctive features become easy. Secondly, local features of an image are location invariant. For
instance, the same motif can appear in different locations in the same image. Hence, the units of
the feature map share the same learned weights as a motif extractor kernel in order to detect the
existence of motifs at different local patches of the input. The weight sharing technique also reduces
the number of parameters to be learned. Thirdly, an interesting property of the convolutional layer
is that, if the input is shifted, the resulting feature maps will be shifted with the same amount,
making the ConvNet robust to shifts and distortions in input.
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2.4.3.3 Pooling Layer
The spatial pooling layer, also known as sub-sampling, operates independently on each feature
map. It performs average or maximum operation on using a kernel of predefined size on local
patches of the input. The pooling layer merges semantically similar features into one, reduces the
dimensionality of the feature maps and creates more robust representations to input variations.
2.4.3.4 Mathematical Formulation of ConvNet
An ConvNet f(.) of L layers is modelled as
p(y|x,W ) = f(x,W ) = actL, (2.14)
actl = pooll(G(convl(w
k
l , actl−1) + bl)), l ∈ {1, ..., L− 1}, (2.15)
act0 = x (2.16)
where y is the output activations, x is the input sample, W is the whole network weights, wkl
is the set of K trainable kernels of layer l , actl is the set of K resulting feature maps, bl is the
bias parameters and G(.) is a non-linear activation function.
The convolutional neural network can be seen as a feature extractor synthesiser. The kernel
weights of the ConvNet are learned, similar to the MLP, with the gradient descent algorithm based
on the back-propagation of gradients.
2.4.4 Gradient Based Learning
Estimating a set of parameters that optimises a global performance measure is the goal of learning
models. The common objective for trainable systems is minimising a global loss function.
Given a training dataset D = {(xi, ti)}Ni=1 of N training samples, where xi ∈ Rd is an input
sample, and ti is the target associated to that sample, the learning problem could be formulated
as:
yi = f(xi,W ), i ∈ {1, ..., N}, (2.17)
l(f ;xi, ti,W ) = l(f(xi, θ), ti), l ∈ {1, ..., N}, (2.18)
L =
1
N
N∑
i=1
l(f ;xi,W, ti), (2.19)
where f(.) is a learning model with parameters W , l(.) is a per sample loss that measures the
distance between the target ti and the output produced by the system yi, and L(.) is the global
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objective to be optimised. An example objective function for classification and regression problems
is minimising the global mean square error over the entire training set as
L(f ;x, t, θ) =
1
2N
N∑
i=1
‖(yi − ti) ‖ 22 . (2.20)
Gradient descent is the most widely used minimisation procedure. Gradient based learning
draws on the fact that it is generally much easier to minimise a reasonably smooth, continuous
function than a discrete function [24]. In this approach, the loss function is minimised by estimating
the impact of small variations of the parameter values. Model parameters are updated in the
opposite direction of the gradient of the loss function. These gradients are usually computed using
the backpropagation algorithm which is an application for the chain rule of derivatives. Therefore,
the loss function must be continuous and differentiable or at least piece-wise differentiable. Also, a
good loss function is the one that turns the learning problem into a convex optimisation problem,
in other words, local minima free problem, otherwise, the gradient descent procedure would fail
finding the global minima. The weights and biases of the neural networks model are randomly
initialised and then, adjusted iteratively in the opposite direction of the gradient as
Wk := Wk − η ∂L
∂wk
(2.21)
where k is the iteration index, and η is the learning rate that controls the update steps.
This procedure is called batch gradient descent and has a major deficiency. In each update step,
it uses the entire training dataset to compute the gradient of the loss function. This limitation
is addressed using the stochastic gradient descent (SGD), also called ”on-line”. In this version,
the weights are updated based on a approximated version of the average gradient evaluated on a
mini-batch of training samples. The SGD algorithm performs the update as
Wk := Wk − η ∂
∂wk
M∑
i=1
l(f ;xi, ti,W ), (2.22)
where k is the iteration index, η is the learning rate that controls the update steps, M is the
mini-batch size. With proper initialisation of the weights, learning rate policy, and the mini-batch
size, SGD usually converges faster than the batch gradient descent [22,24].
2.4.5 Unsupervised Learning: Auto-Encoders
Unsupervised learning is considered the future of deep learning and artificial intelligence when
combined with reinforcement learning. The ultimate goal for learning machines is mimicking the
functions of a human brain. Human and animal learning is largely unsupervised via observing and
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discovering the structure of the surrounding objects without being told about the identity of every
object [22, 70]. In unsupervised learning, the machines learn how build internal representations
and discover patterns of unlabeled input data that can be used for decision making.
The main difference between the unsupervised learning approach and the other supervised and
reinforcement learning approaches is the lack of error metrics. There is neither target to compare
with nor feedback for further adjustments. Therefore, the supervised learning approach is the most
widely used in practice. But, in some application domains such as medical, semantic segmentation,
obtaining large labelled training datasets is an expensive process. Hence, unsupervised learning
methods have been utilised to initialise different stages of deep learning models using unlabeled
data [89,90]. The whole system can then be fine-tuned using the gradient descent in a supervised
setting, reducing the requirement for labeled samples significantly.
2.4.5.1 Deep Auto-Encoders
The most popular model of unsupervised neural networks is the auto-encoder. It is commonly used
for feature learning, generating synthetic images and dimensionality reduction. More precisely,
an auto-encoder is a feedforward neural network that is trained to predict the input itself via
minimising the reconstruction error. It has two main components; an encoder that transforms the
input into a compact, lower dimensional representation, and a decoder that is trained to reconstruct
the input from this representation.
Given an unlabeled training dataset D = {xi}Ni=1 of N training samples, where xi ∈ Rd is an
input sample, the encoder is modelled as
h = G(Wex+ be) (2.23)
where G(.) is a non-linear activation function, We is the encoding weights and be is the trainable
biases.
The learned representation h is then used as an input to the decoder, which tries to reconstruct
the input as
xˆ = Wdh+ bd (2.24)
where xˆ is the reconstructed version of the input, Wd is the decoding weights and bd is the trainable
biases. The training objective function of the auto-encoder is minimising the reconstruction error.
The commonly used metric is the mean square error ‖(x− xˆ) ‖ 22.
The dimensionality of the hidden layer controls the behaviour of the auto-encoder.
If the number of hidden units is less than the input, then the auto-encoder is forced to learn a
good and compressed representation of the input data, instead of just approximating the identity
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function. In fact, this simple auto-encoder often ends up learning a low-dimensional representation
very similar to PCAs [70]. On the other hand, deep auto-encoders (with more than one encoding
layer) with a non-linear transformation i.e. ReLU, can learn more powerful representations of
the data. Unfortunately, end to end training of deep auto-encoders using the backpropagation
algorithm does not work well, and in general, training an supervised neural networks is an open
area of research [70].
2.4.6 Fully ConvNets for Segmentation Tasks
Semantic segmentation is considered the most difficult computer vision problem. The ultimate goal
is to build a model that takes an input image of arbitrary size and produce an output image of
the same size with accurate and efficient pixel-wise labelling. For every pixel in the output image,
we assign a discrete categorical label that represents the object it belongs to in the corresponding
input image. The main difference between semantic segmentation and instance-aware semantic
segmentation is that, instead of labelling every pixel, the target of instance segmentation is to detect
and segment only a set of object instances jointly and simultaneously. Figure 2.12, demonstrates
the difference between these tasks.
Semantic Segmentation Instance Segmentation
Figure 2.12: The difference between semantic segmentation and instance aware semantic segmen-
taion tasks. Figures from [91].
The proposed approach relies on a fully convolutional neural network that performs instance
aware semantic segmentation [27] for background rejection purposes. The reason for having to
remove the background is that generating a training dataset with different backgrounds is not
yet feasible. A future direction for our research is to extend the data generation pipeline to
feature augmenting people in different scenes for training. The FCIS network is mainly composed
of convolution layers. It is trained end-to-end and pixels-to-pixels. It performs detection and
segmentation jointly and simultaneously. Figure 2.13, shows the architecture of the state-of-the-
art fully convolutional instance aware segmentation network (FCIS) [27]. A backbone ConvNet is
applied to the input image extracting a set of feature maps. There are several choices available
for this backbone network, some examples are AlexNet [52], VGGNet [92] or ResNet [25]. FCIS
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Figure 2.13: Fully convolutional instance aware segmentation network (FCIS). A backbone Con-
vNet is applied to the input image extracting a set of feature maps. A region proposal fully
convolutional network (RPN) shares the convolutional feature maps with FCIS and extracts re-
gions where objects exist. The proposed region-of-interests (ROIs) are applied on the score maps
for joint object segmentation and detection [27].
uses ResNet of depth 101 layers as a backbone ConvNet. Then, the resulting feature maps are
passed to a region proposal fully convolutional network (RPN). The RPN quickly and efficiently
scans every location in the input to extract regions that may contain objects of interest. It does
that by producing k region of interest (ROI) proposals each with 2 scores representing probability
of object or not at each location.
For each ROI, a pixel-wise score map is computed via an assembling operation within the
ROI. Each score in the score maps represents the likelihood of the pixel belonging to some object
instance at a relative position. To compute the score map, two operations are performed on each
pixel in the ROI. First, detection operation determines whether it belongs to an object bounding
box. Second, segmentation operation to decide whether the pixel is inside an object instance’s
boundary. This has been done via training two classifiers jointly [27].
2.4.7 Deep Learning: Open Challenges
Although deep learning models achieve superior generalisation performance in almost all research
domains, there are still limitations and gaps in the theoretical aspects behind this success [22]. The
learning process is not controlled by any means, all weight are automatically optimised towards
minimising a predefined cost function. However, there are no guidelines in setting and validating
model parameters. For instance, determining the number of layers to use is an experimental process
that follows design heuristics. In addition to that, setting the effective number of trainable param-
eters and ensuring that the resulting weight are not redundant need more investigation. Training
deep neural networks using the gradient descent requires attention when choosing a particular loss
function and a learning rate policy so as to avoid getting stuck in a local minima. Setting a per-
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formance measure for training deep unsupervised learning models is still an open area of research.
Furthermore, deep learning models are sensitive to noise. This core problem is commonly reduced
by augmenting different noise models during training.
This research focuses on using deep learning models to understand the human behaviour via
comprehensive analysis of the body pose from depth images. In addition to overcoming the open
challenges in training deep learning models for 3D pose analysis. In particular, we address the
problems of training data scarcity and sensitivity of deep learning models to noise via extending
the current synthetic data generation pipelines to suit many other application domains and feature
noise augmentation for obtaining noise resilient models.
The rest of this Section reviews the state-of-the-art data generation pipeline [5], that will be
extended throughout this research. Then, presents different depth encoding methods that are
commonly used in the literature.
2.5 Depth Technologies
The human posture analysis problem has attracted much research entities during the past few years.
Significant progress has been made in addressing this task using still RGB images, monocular and
stereoscopic videos [50,51]. While some of these approaches provide a promising performance [50,
51], traditional RGB cameras measure colour intensities. They impose much difficulties such
as performing foreground segmentation with a high dependency on illumination, ambiguities of
appearance, occlusions and modelling 3D objects. Addressing these challenges usually requires
computationally expensive preprocessing steps.
Recently, using depth technologies became the preferred option for this task. The current
state-of-the-art results [5, 6], suggest that pose estimation from depth images is more robust than
estimation from 2D images [15]. Depth devices, i.e. Kinect, use structured infrared light or time-of-
flight (TOF) to produce depth images. Pixels in depth images represent the distance of 3D points
in the scene away from the device. There are many advantages of using depth cameras. First,
they provide much richer geometrical information facilitating essential preprocessing steps such
as background subtraction and objects delineation. Second, they are illumination independent.
Third, depth cameras are colour and textures invariant, this actually acts as a limitation in case
of using depth imaging technologies with deep learning methods, solutions to this issue will be
discussed later in this Section.
Most importantly, being colour and texture invariant allowed depth images to be easily synthe-
sised using computer graphics. This feature overcomes the training data limitation. For computer
vision problems, and human pose estimation in particular, collecting training data for people by
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capturing their movements in front of an RGB-D sensor is an expensive process in terms of time
and efforts. In addition, acquiring high quality ground truth labels such as joint positions is a
challenge.
On the other hand, depth cameras have high noise rates due to infrared reflections, distortions,
environmental conditions and the device itself. Further, local gradient information of objects, such
as positions of body parts, are not as rich as in 2D images. Hence, low level layers of a deep network
trained on depth images will not be able to capture this small changes. Alternatively, the network
will tend to only detect object boundaries which are more meaningful in depth images. This
problem is under investigation and usually tackled using different encoding methods [14,23,78].
2.5.1 Depth Synthesis
The use of synthetic training images has been proven effective and efficient in obtaining a gen-
eralisable learning model [5, 6]. The basic building blocks of the state-of-the-art data generation
pipeline are depicted in Fig. 2.14. This pipeline was presented in [6] as the key to training the
skeletal tracking system of the Kinect and further used in [5]. The modular design of this pipeline
allows the ease of extension and customisations for different tasks. In this research, we extended
this pipeline to provide training datasets of high quality for different domain specific tasks, in
particular, human posture recognition, pose estimation and ergonomic posture assessment.
2.5.1.1 Motion Mapping
Typically, motion capture (MoCap) data are mapped onto virtual human models with different
anthropometric measures creating virtually infinite amounts of training data. MoCap data is a
variation of articulated human poses recorded using marker based motion capture systems for real
humans. A wide collection of human behaviours is captured and made available for the research
community by CMU Graphics Lab [93]. After excluding the irrelevant motion sequences such as
acrobatics, and maintaining an Euclidean distance threshold between consecutive poses, we end
up with around 350K poses. During the mapping process, body depth pixels are grouped and
assigned to the respective body parts identified by body joints. Body depth pixels are animated
by subsequent transformations applied to the body joints.
2.5.1.2 Depth Rendering and Labelling
Animated human models are rendered using a parameterised virtual depth camera. To feature
maximum invariance possible, geometrical data of the articulated character models are rotated
around an axis, mirrored and rendered using different camera parameters such as position, pitch
and roll. Each depth map has an associated ground truth labels image generated, where each body
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Figure 2.14: Building blocks of the state-of-the-art synthetic data generation pipeline proposed
by [5]. (a) Motion frames of high degree of dissimilarity are mapped onto (b) a 3D human model.
This pipeline produces (c) synchronised body part label and (d) depth image pairs. Each depth
pixel has a corresponding body part label (colour) in the label map. We are extending this
pipeline to simulate different rendering settings and provide realistic high quality training datasets
for different application domains. Figure from [5].
pixel in the depth map has a corresponding discrete body part label in the labels map. Hence,
body joint positions can be localised by averaging body part pixels. For each virtual model and
camera parameters setting, a total of 350K fully labelled training images can be cheaply generated.
2.6 Critical Analysis
This Chapter reviewed the literature for vision-based marker-less human posture analysis ap-
proaches, tools and methods. The posture analysis methods in the literature are categorised into
generative (model-based), discriminative (model-free) and hybrid methods. The attention was
given to the body parts and the holistic regression methods for being the most commonly used ap-
proaches. Body parts-based methods are a subcategory of generative approaches where a presumed
skeletal structure is used as a priori information for the estimation process. The learning based
55
2 . Literature Review
discriminative methods, on the other hand, do not assume any prior knowledge about the body
model. These methods focus on optimising a mapping function from an input image to posture
information using a supervised regression model.
2.6.1 Posture Interpretation: Body Parts vs Holistic
There are pros and cons for each approach reported in several studies in the literature [5,6,13,55].
While the body parts-based approach has the ability to model a wide range of pose configurations,
it is considered computationally expensive for real time applications [55]. It also incorporates task
specific priori information and kinematic constraints. Body parts based methods rely on local
detectors, hence, they are prone to losing track of invisible body parts due to self-occlusions or
cluttered environments. This limitation necessitates for formulating an expectation maximisation
problem to keep track of the detected parts and enforce the kinematic constraints to mitigate
the hidden body parts problem [2]. Further, the space of human poses grows exponentially with
the number of joints that could be modelled [6], therefore, it is infeasible to model all possible
interactions between body parts [13].
The holistic regression approach, on the other hand, learns a mapping function from an input
image to pose space without requiring body modeling or kinematic constraints. Also, the learning
model receives the full context of the body joints, providing reliable estimates for invisible parts due
to occlusions and cluttering. Shotton et al. [6], compared the performance of both of their body-
parts classification and holistic offset joints regression methods, a summary of this comparison
is shown in Fig 2.15. This figure concludes that the holistic regression method achieves more
accurate predictions than the body parts-based method. The figure also qualitatively demonstrates
robustness of this approach in case of self-occlusions. Further, the holistic analysis based method
is faster than the body parts classification based method [6].
2.6.2 Features: Hand-crafted vs Learned
The feature extraction stage is one of the most critical steps towards achieving proper generalisation
performance for learning algorithms. Traditional machine learning approaches relied on hand-
crafting feature extractors to build discriminative representations from input data. In the context of
2D or 3D human posture analysis, features such as SIFT [43], HOG [38] and DCF [6] have been used
extensively. Further, approaches relied on combining several local features to build a more powerful
feature hierarchy. While much of the hand-crafted feature extractors achieve a good generalisation
performance, the main limitation to this approach is that the generalisation performance is highly
dependent on the chosen features. Crafting representations is a time consuming task that must be
repeated for each new problem. It also requires considerable domain expertise.
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1Figure 2.15: Comparison between body parts classification and offset joints regression. Quantita-
tive and qualitative results from [6]. (a) Effect of the size of training dataset on both approaches.
(b) Average precision on different body joints. (Top) Qualitative results demonstrate the ability
of the holistic approach to localise body joints in case of occlusions and missing body parts.
Another trending approach is to learn the appropriate set of features using deep learning meth-
ods. This approach extends the role of the learning algorithm to discover the required features via
an optimisation process from raw input data to target output. Deep learning models have a high
learning capacity to approximate the desired mapping by building a complex nonlinear feature
hierarchy [21, 22]. Several generative approaches in the literature have used deep learning models
to address the posture analysis task from RGB images [29, 53, 54]. They trained deep body part
detectors and achieved high localisation accuracy. Toshev et al. [13] have investigated using deep
learning for mapping holistic postures to joint positions. This work is considered the first to use
deep learning for discriminative posture analysis approaches. However, it has mainly focused on
2D pose estimation from RGB images due to the scarcity of labeled training datasets.
2.6.3 Research Gaps
Throughout the review of 2D and 3D human posture analysis methods, several research gaps have
been identified. First, most of the reviewed works focused on estimating the posture from an input
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RGB image or sequence. However, RGB images impose difficulties such as ambiguities of appear-
ance and the lack of modelling and understanding the 3D world. Depth imaging technologies would
help overcome these challenges and provide better understanding of the real world. Posture anal-
ysis from depth images is of great interest for augmented and virtual reality AR/VR, and robotics
applications. This work builds on the earlier works in [5, 6] to provide efficient posture analysis
systems from a single depth image. Second, learning-based holistic posture analysis methods have
demonstrated efficiency and robustness over body parts-based methods. Nevertheless, these meth-
ods require large amounts of labelled training datasets that cover as many pose configurations
as possible. Several approaches in the literature relied on learning from synthetic data [5, 6] and
achieved good generalisation performance. However, these approaches mainly focused on estimat-
ing body joint position for the traditional posture estimation problem. This remains a limitation
for using their data generation approach, reviewed in Section 2.5.1, in other real life applications
that require different type of posture information such as joint angles or body measurements. Fur-
thermore, the datasets generated in these works are not publicly available. Third, the holistic
regression approach requires special formulation for the objective function to be optimised and an
exhaustive hyper-parameters tuning. It also requires learning models of high capacity to capture
the wide range of pose articulations.
This work addresses the aforementioned gaps via proposing a comprehensive and generic posture
analysis approach. The proposed method can be integrated in complex systems that involve human
machine interaction to provide better understanding for the human behaviour. We analyse the
body posture holistically using deep learning models that have been effectively trained on large
amounts of synthetic training images. For this purpose, we built a multipurpose data generation
pipeline that extends the work in [5], to feature generating large amounts of realistic training
images of humans of different shapes and sizes with domain specific ground truth labels. This
extension overcomes the training data scarcity limitation for majority of applications that require
relevant postural information. Our approach efficiently works on a single depth image and does
not require neither body modeling nor temporal information. Moreover, the proposed system is
end-to-end, fully automated and does not require calibration or specific sensor placement. We have
also presented a tuning stage to allow supporting different depth sensors such as Microsoft Kinect
and ASUS Xtion.
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Chapter 3
Holistic Posture Recognition
This work addresses the markerless human posture analysis problem. We propose a comprehensive
and generic approach which can be integrated in systems that require human machine interaction
or human performance analysis. The proposed approach analyses the body posture holistically and
infer postural information directly from a single depth image, without using temporal information.
The keys for this research are threefold. First, training on large amounts of highly varied syn-
thetic depth images. We built a multipurpose data generation pipeline that features generating
large amounts of realistic training images with domain specific ground truth labels such as joint
angles or body part positions. We generate synthetic images of humans with different anthro-
pometric measures and simulate a wide range of rendering scenarios. This approach avoids the
need for expensive annotations and allows obtaining computational models of high generalisation
capabilities. Moreover, the developed pipeline overcomes research gaps for different application
domains that require extracting relevant postural information. The wide range of pose variations
that could be modelled necessitates for a learning model of high capacity to achieve proper gener-
alisation behaviour. This fact has been investigated by several researchers, e.g. [5, 6]. Therefore,
the second key for this research is the use of deep learning architectures, ConvNet in particular, to
learn the desired mapping function. The ConvNet has demonstrated substantial learning capacity
in several vision-based applications. It automatically extracts the appropriate set of features from
raw input data, alleviating the need to hand crafting representations. ConvNet models trained on
clean synthetic images have difficulties to generalise on real noisy depth images. Hence, the third
key is an approach to reduce the gap between the synthetic data distribution and the real data
distribution.
The markerless human posture analysis task could be formulated as a supervised classification
or regression problem. The accurate posture recognition can be used in identifying human activities
via studying temporal posture changes. In this Chapter, we study the generalisation capabilities of
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machine learning models, trained on synthetic images, to map an articulated posture to a discrete
categorical label, e.g., standing, sitting and lying.
The posture recognition problem is formulated as a pixel labelling task and addressed using
randomised decision forest (RDF) classifier. It identifies the current body posture in an input depth
frame through efficient hand-crafted pixel-wise representation. Typically, each visible body pixel is
evaluated, using the RDF classifier, and contributes by voting with a certain level of confidence for
being a part of a certain pose. Then, the majority of pixel votes determines whether the current
pose being lying, sitting, or standing.
This Chapter is organised as follows. Section 3.1 describes the synthetic data preparation pro-
cess. The holistic posture recognition task via counting pixel votes is formulated in Section 3.2. We
investigate the generalisation capabilities of this method to synthetic and real images in Section 3.3.
Section 3.4 examines the learning capacity of the dense posture recognition method.
3.1 Synthetic Postures Dataset
Machine learning models require large and highly varied training datasets to achieve proper gen-
eralisation and avoid the risk of over-fitting. However, collecting a labelled training dataset of
postures for humans of different anthropometric measures is an expensive process. It is also not
feasible to cover all rendering scenarios and simulations. Also, manually annotating each posture
image with the respective ground-truth is a hard and time consuming task, especially when it
comes to pixel-wise labeling. Therefore, we extend the state-of-the-art synthetic data generation
pipeline, described in Section 2.5.1, to suit the posture recognition setting. The building blocks of
the data generation pipeline are shown in Fig. 3.1. Typically, motion capture (MoCap) data are
mapped into virtual human models synthesising virtually infinite and diverse datasets with anno-
tations for different application domains. For instance, for a fall detection system, different fall
scenarios could be recorded using a motion capture system for a single subject and mapped onto
different 3D human models. This would overcome the well-known training data scarcity challenge
for vision-based fall detection systems development.
3.1.1 Articulating Postures to Human Models
The data generation process starts with creating realistic 3D virtual human models. We used
the open source MakeHuman software to generate 3D person manikins. The 3D model has an
underlying kinematic structure that is parameterised to allow accommodating wide population.
These parameters include gender, age, height, muscle tone, volume and race. Figure 3.2 shows
the underlying mesh and skeletal structure of example 3D manikins with different anthropometric
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Figure 3.1: Extending data generation pipeline for holistic posture recognition. Motion frames of
high degree of dissimilarity are mapped onto a 3D model. The rendering process produces depth
and label maps and simulates multiple camera view angle and depth distances. Then, label maps
of each category are re-labelled to a single label representing the current pose, so that, all body
pixels are voting for the same pose.
measures. A single male model of weight 90 kg and height 190 cm has been created for generating
training images. Since the depth images are texture invariant, applying clothing styles is not
necessary.
The virtual models are animated into realistic postures via retargeting postural information
from MoCap sequences. MoCap data is a variation of human activities recorded using marker-
based motion capture systems, and composes 3D Cartesian coordinates of markers attached to a
real actors [93]. The only limitation of the data synthesis approach is the availability of MoCap
data. However, a wide collection of human activities is recorded and made available for the research
community in CMU’s Graphics Lab Motion Capture Database [93]. In this research, the CMU
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Figure 3.2: Examples 3D manikin generation. We can simulate different parameters such as gender,
age, height and weight, to allow creating diverse datasets.
MoCap database has been extensively utilised in generating different training datasets. It contains
a wide range of human activities such as running, walking and dancing, recorded using a VICON
MoCap system for real human actors. Further, the CMU dataset features a highly varied set of
postures that covers most of upper body articulations. We manually select a subset of activities
that contains variations of distinctive body postures. The analysis in this work has been performed
using three postures, which are; standing, sitting, and lying on the ground. The chosen motions
are used to articulate the created model. During the mapping process, body pixels are grouped
and assigned to the respective body part identified by body joints. Body pixels are animated by
subsequent transformations applied to body joints, as shown in Fig. 3.3.
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Figure 3.3: Articulating a virtual human model. In Blender, the skeletal structure of a motion
capture file is fitted onto the 3D model and animation information is transferred to the model.
3.1.2 Rendering Synthetic Depth Frames
To achieve better generalisation behaviour with unseen scenarios, a training dataset that features
maximum invariance possible is generated. Geometrical data of the virtual model is rendered
using camera view angles from 0 to 360 with step 45 degrees. The null-valued pixels are set to the
maximum depth of 10 meters. Each synthetic depth map has an associated ground truth body
part labels image generated, where each body pixel in the depth map has a corresponding body
part label in the labels map. This approach was used in training the skeletal tracking system of
the Kinect [6] and for training a body parts detector in [5]. The resulting depth-label image pairs
could further be used for training joints regression models.
3.1.3 Posture Labelling
However, the argument of this work is that, instead of using body parts or joints tracking based
methods to recognise the current pose, we are going to perform holistic posture analysis. Therefore,
as a key contribution for this work, the resulting depth and label maps are clustered into three
poses. Then, body pixels are relabeled and assigned the same label that characterises the current
pose, either standing, sitting or lying, as shown in the last stage of Fig. 3.1.
This rendering pipeline could be considered as a generative model that could synthesise a
virtually infinite set of images. Hence, allowing large scale training of supervised models for a wide
range of applications, including but not limited to, fall detection. Increasing the amount of training
samples has been proven beneficial in terms of obtaining a generalisable classifier and reducing the
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misclassification error. However, the computational resources become a challenge while expanding
the training set. Consequently, a compensation should be made through experiments to optimise
the proper amount of training data that are sufficient for generalisation.
3.2 Dense Ensemble Posture Recognition
The posture recognition module is trained to discriminate between variations of the lying, sitting
and standing postures. In this work, we analyse the whole posture by allowing each body pixel
in a single depth frame to vote for the occurrence of a certain posture. An RDF is trained on
DCF features extracted from each pixel in the depth frame. For evaluation, the RDF is applied
on foreground pixels generating pixel-wise votes for current postures. The recognised posture is
determined by the majority of pixel votes. In other words, we are reducing the classical posture
analysis pipeline into a classification problem on a finite set of postures characterised by the
application domain.
The motivation for this formulation is twofold. First, it allows overcoming the problem of
invisible parts due to occlusions efficiently without memory filters. Second, it maintains high
classification accuracy with low resolution frames (80x60 compared to 640x480). This comes at a
price of having a limited recognisable set of postures.
3.2.1 Feature Extraction
One essential step towards achieving a high accurate vision system is to optimise a feature set
that represents and discriminates visual information. The features being computationally efficient
is an additional constraint to ensure real time performance. Therefore, we use the simple depth
comparison feature (DCF) to represent body pixels. For a body pixel p in an input depth image
I, the feature response is computed as
f(I, p|Θ) = dI
(
p+
o1
dI(p)
)
− dI
(
p+
o2
dI(p)
)
(3.1)
where dI(p) is a function returns the depth value at pixel p in the input image I, and Θ = (o1, o2)
is a randomly sampled 2D offset pair. The maximum radius for generating offset pairs is optimised
to 300 pixel meters for both x and y coordinates of o1 and o2 to provide more spatial context for
the feature to represent the whole body posture. The classification outcome should be the same
regardless of how far the pixels are from the imaging plane. Hence, the depth normalisation factor
1
dI(P )
is applied to the generated offsets to ensure depth invariance.
For each input depth image, background pixels are set to the maximum depth of 10 meters.
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Figure 3.4: Applying the DCF to discriminate between standing, sitting and lying postures. For
a body pixel x, the DCF is the depth difference between two other points p1 and p2 computed
using shared pixel location offsets o1 and o2. Thus, the DCF has different response according to
the pixel x being classified and the current posture.
Then, 2000 randomly sampled body pixels are used in training. For each of these pixels, the DCF
is computed using a list of 2000 location offsets, Θˆ, creating a feature vector v of 2000 DCF values
per pixel. Location offsets are common for all pixels. Thus, the same 2D location offset will have
different feature responses depending on the given body pixel and the articulated posture, see
Fig 3.4. This setting allows the features to discriminate between different postures. The storage
cost of an image feature vector is approximately 4 MB. The resulting pixel-wise feature vectors are
used for training a random decision forest.
3.2.2 Training with Random Decision Forests
Randomised Decision Forests (RDF) [73] is an ensemble of decision tree predictors [75]. RDF has
been proven fast and efficient for handling different data analysis problems such as classification,
regression, clustering and dimensionality reduction in [94]. It has a linear evaluation complexity
and can be implemented on GPUs [95] providing real time performance.
3.2.2.1 Training Procedure
Pixel-wise representations obtained previously using the DCF feature detector are used in learning
a supervised random decision forest. Each tree in the forest is trained independently and with
random parameter settings to ensure high level of decorrelation between trees and hence improve
forest prediction [73,94,96]. A decision tree is a collection of nodes that are organised hierarchically.
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Nodes are divided into split and leaf nodes. Each split node has an associated weak learner model
acts as a simple binary classifier. During training, parameters of the split functions as well as leaf
predictors are optimised according to a defined training objective function. For split node j, we
select the record of parameter values that maximises the information gain over incoming set of
labeled pixel feature vectors as
Ij = H(Sj)−
∑
i∈{R,L}
|Sij |
|Sj | ∗H(Sj) (3.2)
where i indexes the right and left child nodes and H(Sj) is the entropy of the incoming training
set Sj . The entries of the optimised record are an offset pair and a threshold value.
Tree training stops when a defined stopping criteria is met. It could be a minimum information
gain, maximum tree depth or reaching a minimum number of training samples. In this work,
we use maximum tree depth of 20 levels as stopping criteria. Finally, by the end of the training
procedure, each leaf node of a tree t in a forest of size N stores a posterior distribution over a pixel
label pt(c).
3.2.2.2 Batch RDF Training
Having the DCF detector applied to 2000 pixels using 2000 randomly sampled offsets creates
approximately 4 MB of feature vectors per image. Therefore, as the training samples increase, the
computational requirements become a challenge. We used the horizontal resource scaling approach
to tackle this problem. Being a candidate problem for key-value pair formulation, suitable for batch
processing and constituted from totally independent records of feature vectors opened the door to
use the MapReduce component of the Apache Hadoop distributed computing ecosystem [97] for
training. The MapReduce framework decomposes complex computational problems into a set of
simple MapReduce jobs, each of these jobs consists of a map, sort and reduce phase. The load of
processing these jobs is distributed and balanced among cluster members by means of a master
node. A Hadoop cluster totaling 18 cores, 80 GB RAM and 6 TB storage is used for the purpose
of training. Large data files are stored on the Hadoop Distributed File System (HDFS) divided
into chunks of equal size to a fixed HDFS block size. A Map task is created for processing each
data block. Therefore, we maximise the block size to 4 GB to minimise the number of needed
tasks and reduce the synchronisation overhead. For more information about the theoretical and
technical aspects of deploying and managing a Hadoop cluster as well as the MapReduce paradigm,
these resources [98,99] are highly recommended. The training procedure is decomposed into three
MapReduce jobs such as in [5].
Using the MapReduce component of Hadoop is advantageous. First, Hadoop balances the
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computational load over a commodity of hardware. Secondly, horizontal scalability via adding
extra nodes enables large scale training. Most importantly, training the RDF is time consuming.
Therefore, the fault tolerance capabilities for Hadoop is tremendously beneficial. Furthermore, the
availability of powerful cloud solutions such as Elastic MapReduce (EMR) and IBM cloud softlayer
makes MapReduce and Hadoop an adequate and flexible solution for large scale RDF training.
3.2.2.3 Votes Ensemble Model
The result of the random decision forest learning process is a set of (N) binary decision trees. Each
leaf node stores a normalised histogram of labels reached that node during training. For evaluation,
foreground segmentation is a critical preprocessing step that directly affects the performance of
the posture recognition module as it relies on the evaluation of foreground pixels. In the proposed
system, the background is modelled using the mode of a set of empty frames, no presence of
subjects, as a calibration step. Then, the modelled background is subtracted from input depth
frames. Further preprocessing operations (filtering, erosion, hole filling and blob analysis) are
applied to improve the quality of the foreground frames. Finally, the RDF is applied on foreground
pixels generating pixel-wise votes for current postures.
An input test sample v is pushed simultaneously into all trees starting from the first split
node until reaching its leaf. At each split node of a tree, a binary test is applied comparing
the DCF outcome of the input sample against an optimised threshold. As soon as reaching a
leaf node, the tree t outputs the conditional probability distribution Pt(c|v) where c is a discrete
label discriminating the human posture. Then, the produced probabilities are combined using the
average ensemble model [94] to obtain the forest probabilistic estimate P (c|v) for the pixel as
P (c|v) = 1
Nt
Nt∑
t=1
Pt(c|v) (3.3)
where v is the feature vector extracted for a foreground pixel in an input depth frame. The
recognised posture is determined by the majority of pixel votes. In other words, this formulation
reduces the classical pose estimation pipeline into a classification problem on a finite set of postures
characterised by the application domain. Later in this Chapter, we will demonstrate the use of the
posture recognition outcome in detecting the occurrence of falls. One strict requirement for our
system is to ensure real time performance. Therefore, we perform pixels evaluation on the graphics
processing unit (GPU) [95].
67
3 . Holistic Posture Recognition
3.3 RDF Dense Pose Experiments
We have trained a pixel-wise random decision forest to analyse the current human posture without
relying on skeleton data. Typically, the RDF classifier semantically labels each body pixel with
the label representing the current posture in a single depth image. In other words, this setting
allows body pixels to vote for the current posture. These votes are counted later to determine the
posture class. This section evaluates the performance of the RDF pixel labeling model and reports
the holistic posture recognition on synthetic and real depth images. We study effect of several
hyper-parameters on the generalisation capabilities of the RDF model. The effect of forest size,
tree depth and the number of training images is investigated using both the synthetic and real test
datasets. One parameter is changed at a time and unless otherwise specified, the default parameter
settings are; forest size of T = 4 trees trained to depth D = 20 on a balanced training set of 3K
synthetic images and using 2000 training pixels per image, hence, the default training dataset
contains 6M training samples. Each sample is represented using 2000 DCF features computed
using randomly sampled offset pairs at a maximum pixel location offset of 300 pixel meters.
We calculate the average pixel-wise voting accuracy, precision, recall and F1 measure, and the
average posture recognition accuracy. These results are evaluated on synthetic and real depth
images. The final holistic posture recognition accuracy depends on the accurate labelling of body
pixels that are counted. The pixel-wise analysis quantifies the ability of the RDF classifier to
accurately label body pixels with the current pose. The precision score is computed as
Precision =
TP
TP + FP
(3.4)
indicating the capacity of the classifier to not label negative samples as positive, the recall is the
ratio
Recall =
TP
TP + FN
(3.5)
which determines the ability of the classifier to find all the relevant class labels, where
• True positive (TP ): correctly identifies the occurrence of the current positive class,
• False positive (FP ): indicates that a posture is misclassified as belonging to the positive
class,
• True Negative (TN): number of samples that are correctly classified as irrelevant to the
current class,
• False Negative (FN): incorrect identification of a the relevant posture class.
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The F1-measure is a weighted average of the precision and recall scores. In the reminder of
this section, firstly, the test datasets are described. Secondly, experiments on examining the effect
of various parameters such as forest size, number of tree levels and size of the training dataset on
the generalisation capabilities are detailed. Finally, qualitative results are presented.
3.3.1 Test Datasets
We evaluate the performance of the proposed formulation using two synthetic and real test datasets.
The synthetic dataset contains 12K images uniformly distributed among the three postures and
rendered using camera angles from 0 to 360 with step of 45 degrees. Whereas, the real test dataset
contains 6K frames recorded using the Kinect sensor in a noisy environment under low lighting
conditions. The images were manually selected from different activities and labelled each with the
respective posture. None of the test images is included in training the RDF model.
3.3.2 Effect of Training Dataset Size
Due to the challenges of the traditional data acquisition approach where people movements are cap-
tured using Kinect especially for fall scenarios. We extend the implementation of a data synthesis
pipeline that works as a generative model for synthesising high quality depth frames accompanied
with fully labelled ground truth frames. Generated images are customisable to suit any particular
vision based application, for instance, fall detection. However, it is not always about requiring
massive data, generalisation capabilities could be obtained using small and effective number of
data points [70]. Therefore, several training experiments with varying number of training images
have been performed to identify the effective size for the training set. Table 3.1 shows the re-
lationship between the amount of training data and the pixel labelling and posture recognition
performance. Training samples are equally distributed among all postures. Note the increase of
the RDF model performance when growing the dataset up to 600 images (1.2M training samples).
The performance metrics saturate at 600 images with slight changes between the decrease and the
increase with larger training sets. That possibly happens due to reaching the model capacity of
the trees and hence they stopped learning.
3.3.3 Effect of Forest Size
Table 3.2 summarises the effect of increasing number of trees T on the posture recognition method.
A forest of deep trees (D = 20), varying size T = 1, 2, 3, 4, 5 is trained on 3K depth images (1K
per pose). In this scenario, increasing the number of trees slightly improves the generalisation
performance on the synthetic test set and shows stable posture recognition behaviour on the
real test set. Also, having large forest size linearly increases the evaluation time and complexity.
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Table 3.1
Effect of Training Dataset Size (N)
N
Synthetic Test Set Real Test Set
Pixel Acc Precision Recall F1 Pose Acc Pixel Acc Precision Recall F1 Pose Acc
150 0.87 0.88 0.87 0.87 0.98 0.70 0.72 0.70 0.70 0.90
300 0.90 0.90 0.90 0.90 0.99 0.69 0.72 0.69 0.69 0.90
600 0.92 0.92 0.92 0.92 0.99 0.72 0.74 0.72 0.72 0.90
1200 0.94 0.94 0.94 0.94 0.99 0.72 0.74 0.72 0.72 0.90
1800 0.95 0.95 0.95 0.95 1.00 0.72 0.73 0.72 0.72 0.90
2400 0.96 0.96 0.96 0.96 1.00 0.73 0.75 0.73 0.73 0.90
3000 0.96 0.96 0.96 0.96 1.00 0.72 0.74 0.72 0.72 0.90
In order to determine the effective training dataset, a forest of size 4 trees of depth 20 levels is trained
using balanced datasets of 150 to 3K images. Each image contains 2000 training pixels creating a
minimum size training set of 300K samples.
Table 3.2
Effect of Forest Size (T)
T
Synthetic Test Set Real Test Set
Pixel Acc Precision Recall F1 Pose Acc Pixel Acc Precision Recall F1 Pose Acc
1 0.92 0.92 0.92 0.92 1.00 0.71 0.72 0.71 0.71 0.90
2 0.92 0.92 0.92 0.92 1.00 0.70 0.73 0.70 0.70 0.89
3 0.95 0.95 0.95 0.95 1.00 0.72 0.73 0.72 0.72 0.89
4 0.96 0.96 0.96 0.96 1.00 0.72 0.74 0.72 0.72 0.90
5 0.97 0.97 0.97 0.97 1.00 0.73 0.74 0.73 0.73 0.90
A forest of fixed tree depth of 20 levels is trained on 3K samples 1K per pose with varying
number of trees. Increasing the forest size reduces the misclassification occurrences on the
synthetic test set and shows stable posture recognition performance on the real test set.
Therefore, we have set the forest size to T = 4. This allows the proposed solution to be implemented
easily within the memory capacity of most commercial GPUs.
Table 3.3
Effect of Tree Depth (D)
D
Synthetic Test Set Real Test Set
Pixel Acc Precision Recall F1 Pose Acc Pixel Acc Precision Recall F1 Pose Acc
4 0.64 0.68 0.64 0.63 0.81 0.61 0.62 0.61 0.60 0.80
6 0.76 0.78 0.76 0.76 0.97 0.67 0.68 0.67 0.67 0.90
8 0.83 0.83 0.83 0.83 0.98 0.70 0.71 0.70 0.70 0.89
10 0.87 0.88 0.87 0.87 0.98 0.71 0.73 0.71 0.71 0.91
12 0.91 0.91 0.91 0.91 0.99 0.72 0.73 0.72 0.72 0.90
14 0.93 0.93 0.93 0.93 0.99 0.72 0.74 0.72 0.72 0.90
18 0.95 0.95 0.95 0.95 1.00 0.72 0.74 0.72 0.74 0.90
20 0.96 0.96 0.96 0.96 1.00 0.72 0.74 0.72 0.72 0.90
Results for a forest of size T = 4 trained using the same training dataset to increasing depth
levels, up to 20. Although, the results demonstrate a performance gain when using deeper
trees, using trees with more than 20 levels causes performance degradation due to overfitting.
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3.3.4 Effect of Tree Depth
Table 3.3 reports evaluation results using different depth levels D of a forest of size T = 4 trained
on body pixels of 3k images uniformly distributed (1K per posture). We observe that increasing
tree depth positively affects the overall generalisation performance of the model. The results
also demonstrate that tree depth has the most significant influence compared with other hyper-
parameters, as it directly affects the learning capacity of the model. However, at a certain limit,
further increasing in depth (D > 20) causes performance degradation due to over-fitting. Due to
its importance, we further investigate the effect of the forest depth parameter on reducing pixel
confusion in discriminating between postures. Fig 3.5 shows pixel-wise confusion matrices for at
different depth levels.
3.3.5 Qualitative Results
Figure 3.6 shows the response of the holistic dense posture recognition method against a set
of real frames, where the first row displays input depth frames captured using a single Kinect
sensor. The data collection has been performed from one subject who has different anthropometric
characteristics than the one used in generating the training data. Further, different camera view
angles and depth distances are incorporated in the recording. In Fig. 3.6, the first row depicts raw
depth images acquired from the Kinect camera. The second row shows the resulting frames from
the background subtraction preprocessing stage that are passed to the RDF model for pixel-wise
classification. Four trees trained to depth 20 contribute in producing the last three rows. The
forest produces pixel-wise votes that are accumulated to compute the overall posture confidence.
The proposed method does not rely on joint positions prediction, pose calibration or underlying
kinematic constraints. It depends on visible body pixels to identify the adopted posture even with
the presence of self-occlusion and noisy environment, e.g. Fig. 4.21h. However, the confidence
decreases with the transitional postures, as shown in Fig. 3.6j. Also, sitting on the ground has a
low confidence due to the large similarity with the lying posture.
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Figure 3.5: Pixel labelling confusion matrices on synthetic and real test dataset. This figure
investigates the effect of increasing the depth of a forest of size 4 trees trained on 3K synthetic
images. Deeper forests provide more accurate pixel votes and reduce the confusion between nearby
postures such as sitting and lying. Rows and columns of the confusion matrices are for the true
and predicted labels respectively.
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(a) Falling: 0.99 (b) Falling: 0.98 (c) Falling: 0.99 (d) Falling: 0.99 (e) Falling: 1.00
(f) Sitting: 0.85 (g) Sitting: 0.82 (h) Sitting: 0.78 (i) Sitting: 0.77 (j) Sitting: 0.67
(k) Standing: 0.87 (l) Standing: 0.82 (m) Standing: 0.79 (n) Standing: 0.77 (o) Standing: 0.69
Figure 3.6: Example inferences on real test images. The first row shows samples of the depth
images captured using the Kinect sensor. Foreground extraction via depth thresholding is applied
and the resulting frames are shown in the second row. The next three rows display the recognition
output of five samples from different angles for each posture.
3.3.6 Frame Rate
Table 3.4 reports the effect of different image resolutions on the posture recognition accuracy
and frame rate (FPS) of the proposed method. These results are evaluated on the real test set
using a single tree of depth 20. The results also include time required for performing background
rejection preprocessing operations. As reported, the proposed holistic posture recognition approach
maintains high classification accuracy with lower resolutions. The proposed method achieves up
10 FPS on embedded devices with ARM architecture. At lower resolutions, the advantage of the
Nvidia GPU is minimal due to the memory-to-GPU bottleneck. Note that the previously stated
results are bounded with the frame rate provided by the Kinect sensor (30 FPS).
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Table 3.4
Effect of Image Resolution on Posture Recognition Accuracy and Frame Rate
Resolution Accurcy Raspberry PI CPU NVidia GPU INTEL GPU
640 x 480 1.00 0.48 3.04 41.72 30.84
320 x 240 1.00 2.01 10.41 56.70 42.28
160 x 120 0.99 7.46 27.03 67.25 57.82
80 x 60 0.98 21.0 43.48 88.67 84.33
We report the holistic posture recognition accuracy and frame rate using different input res-
olutions and computing devices. The frame rate results include time needed for background
rejection operations. All tests are conducted using a single tree of depth 20. At lower resolutions,
the advantage of the Nvidia GPU is minimal due to the memory-to-GPU bottleneck.
3.4 Discussion
Human posture analysis from depth images is an essential component for 3D sensing based ap-
plications. However, the scarcity of training datasets limits developing powerful learning models
and achieving further advancements in this domain. In this work, learning from synthetic depth
images is one of the main questions being investigated.
The evaluations of the proposed dense holistic posture recognition approach demonstrate the
effectiveness of learning from synthetic depth images. The RDF classifier allows visible body pixels
to vote for the current posture. The votes are inferred based on DCF feature responses computed
at each pixel. Then, pixel votes in an input image are counted to infer the posture class. The
RDF model has been mainly trained on synthetic depth images featuring one subject animated
using MoCap data, and rendered using different camera view angles and depth distances. The
proposed method has been validated on real depth images recorded using a Kinect depth sensor
for a subject with different anthropometric measures from the virtual model. This approach has
shown high generalisation capabilities from synthetic to real depth images with different camera
view angles and depth distances. Also, robustness to challenges such as lighting conditions and
invisible body parts due to self-occlusions has been demonstrated. Being holistic analysis based
ensures computational efficiency and real time performance on embedded devices via resilience to
lower image resolutions.
However, this formulation best suits systems that are interested in a limited set of postures.
The DCF provides a weak discriminative learning signal as it relies mainly on difference in depth
value to characterises the posture. Hence, it limits the ability of the RDF classifier to accommo-
date more postures. As shown in Fig 3.7, in this simple setting, the RDF classifier encountered
confusions in discriminating between sitting and lying postures. Moreover, the DCF has required
exhaustive search to optimise parameters such as window size and number of DCF components.
This formulation inherits challenges of the traditional machine learning paradigm, where it requires
careful feature crafting and parameters tuning steps. This makes it difficult and time consuming
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Figure 3.7: Holistic posture recognition confusion matrices on synthetic and real test datasets.
The figures show the generalisation performance of a forest of size 4 trees, trained to depth 20 on
synthetic depth images. Figure 3.7b demonstrates confusion between sitting and lying postures in
case of real images. It also suggests that learning more postures requires more complex models and
features that provide more distinctive learning signal. Rows and columns of the confusion matrices
are for the true and predicted labels, respectively.
to scale this approach to accommodate more postures and suggests the need for a more effective
approach.
Estimating postural information such as 3D joint positions or joint angles allows for wider range
of subsequent processes. Therefore, the next Chapter, proposes an approach to holistic posture
analysis from a single depth image via deep representation learning ConvNet models. This method
alleviates the need for crafting and tuning features, as it provides a well-established framework to
learn the appropriate set of features from raw input data. The deep ConvNet model is end-to-end
trained to generalise a mapping from an input depth image to a posture information of interest,
using a generic optimisation algorithm.
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Chapter 4
Deep Posture Analysis
This Chapter proposes a generic posture analysis approach, which can be integrated in systems
that require human machine interaction or human performance analysis. The proposed approach
analyses the body posture holistically and infer postural information directly from a single depth
image, without using temporal information. Estimating postural information such as joint positions
or joint angles provides more flexibility and wider range of applications than the holistic posture
recognition described in Chapter 3. The proposed approach has been applied to the traditional
human pose estimation problem and to the ergonomics and biomechanics analysis of the adopted
working postures in manufacturing industries.
4.1 Human Pose Estimation
Human pose estimation is the process of inferring the 2D or 3D Cartesian coordinates of body joints
from input images or videos. The pose estimation task is formulated as a holistic offset joints re-
gression problem from an input raw depth image, and tackled using a deep learning architecture.
For more information, the deep representation learning paradigm is reviewed in Section 2.4. The
2D joints positions are accurately detected from a single raw depth image using a deep convolu-
tional neural networks (ConvNet) model. The holistic reasoning approach ensures more robust
pose estimation in cases of occlusions and clutters. The state-of-the-art data generation pipeline
described in Section 2.5.1 has been extended to generate large, realistic, and highly varied synthetic
set of training images for this task. The ground truth joint positions has been generated using a
RDF body parts segmentation model. The synthesised depth images are encoded using a RGB
colourisation technique [28, 78]. A transfer learning mechanism is used to allow tuning powerful
and generic deep learning models for the holistic human pose estimation from depth images.
The human pose estimation problem is addressed via transferring knowledge from the popular
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OJR Method Overview
Figure 4.1: Human pose estimation method overview. An input depth image is transformed into
the RGB colour space and fed into the AlexNet model to estimate the 3D coordinates of body
joints. Green and red skeletons are the ground truth and the predicted skeletons, respectively.
AlexNet [52] object recognition ConvNet model. The AlexNet model has been tuned to estimate
3D body joint positions from depth images. The proposed method, as shown in Fig. 4.1, takes as
input a raw depth frame and trained in a supervised mode to produce body joints coordinates.
The advantages of this formulation are threefold. First, ConvNets are end-to-end trainable models
that can automatically learn hierarchical feature representations. Second, deeper models can learn
more abstract concepts from the raw input. Hence, the body joint regressors are able to capture
the full context of the input posture. Third, to benefit from the AlexNets’ well-trained low level
feature extractors. The main difficulty with deep models is the need for large amounts of training
data to achieve desired generalisation performance. Therefore, the state-of-the-art synthetic data
generation pipeline [5] has been extended to enable generating virtually infinite amounts of high
quality depth images each with the respective 3D joint positions.
4.1.1 Training Data
Training deep learning architectures is an optimisation problem with respect to millions of param-
eters. Thus, considering a supervised setting, it requires large amounts of labelled training data to
achieve the desired generalisation performance and control the effect of overfitting. Collecting and
annotating training data for humans is a time consuming task. Therefore, data generation pipeline
proposed in [5] and described in Section 2.5.1 has been extended to synthesise a large labelled
dataset for the pose estimation task. Particularly, a RDF labelling, skeleton extraction and RGB
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Figure 4.2: Customised data generation pipeline for holistic offset joints regression. Motion frames
of high degree of dissimilarity are mapped onto a 3D human model. The rendering process is
parameterised with the camera view angle and distance, and produces depth and label image
pairs. Depth maps are further processed by shifting in range (0, 255), rescaling to (227 x 227),
and colorisation. Generated label maps are not sufficient for the joint localisation stage, therefore,
we label the synthesised depth image using a trained RDF model from [5]. Both label maps are
fused together and fed into the skeleton extraction module to obtain the ground truth pose vector
for the current depth image.
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Figure 4.3: Label fusion strategy. On the left, the generated label map based on the skeleton model
accompanying the CMU motion sequences. As depicted, it does not model joints like elbows and
knees. Therefore, using the trained RDF model of [5], we obtain the label map in the middle
which has body parts representing the joints of interest. However, it also has a limitation of not
representing the shoulders. Both label maps are merged to complete the desired pose vector.
depth colorisation modules has been incorporated to allow generating the desired joint positions.
The complete data generation pipeline for this task is shown in Fig. 4.2. The introduced modules
are described next.
4.1.1.1 RDF Labelling
Animated human models are rendered using a parameterised virtual depth camera. For each
model and camera parameters setting, such as viewing angle and distance, a set of 350K fully
labelled training images can be generated. The animations in this work are obtained from the
CMU motion capture (MoCap) dataset [93]. Pixels of the ground truth images are labelled, each
with the respective body part. Body joint positions are localised by averaging body part pixels.
However, not all joints are defined, in particular, elbow and knee joints. Label images are based on
the skeleton structure of the CMU dataset, which defines body parts in terms of bones. Buys et
al. [5], have succeeded in adjusting the skeleton model of the CMU dataset and adding body part
definitions for the elbow and knee joints and trained a RDF model on the new body representation.
While their trained model has been released, the labeling approach was not shared. To overcome
this issue, their publicly available RDF model is utilised for localising the elbows and knees joints.
The evaluated label image is fused with the synthetic one and passed to the skeleton extraction
module to produce the final ground truth joints vector, as shown in Fig. 4.3.
4.1.1.2 RGB Colorisation
The rendered depth images are encoded using RGB colourisation [28, 78]. Depth pixels are rep-
resented using three RGB colour channels. The values of the colour components vary according
to the distance from the depth camera, and provide more powerful input signal to the ConvNet.
Initially, input depth images are cropped and rescaled to 227×227 to suit the input dimensionality
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of AlexNet. Then, depth measurements are shifted, to provide depth invariance, and normalised
to be in range (0, 255). Finally, a colour map is applied to produce the final RGB colorised depth
image, as shown in Fig. 4.2.
4.1.2 Deep Offset Joints Regressor
The deep ConvNet architecture, reviewed in Section 2.4.3, is utilised to estimate human body
joint positions. We formulate the pose estimation task as a regression problem. Given a labelled
training set D = {(xi, ti)}Ni=1 of N training samples, where xi ∈ Rd is a colorised depth image,
and ti =
(
(x(1), y(1)), ...., (x(k), y(k))
)T
, ti ∈ R2k is the ground truth pose vector, the target is to
learn a general mapping function that associates a previously unseen depth image with its correct
continuous pose vector.
The deep ConvNet model, AlexNet [52] has been implemented to approximate the mapping from
the input image to the pose vector. AlexNet model consists of 7 trainable layers, five convolutional
(CONV) and two fully connected layers (FC). These 7 layers are interleaved with a nonlinear
transformation (ReLU). The first two CONV layers are followed by a max pooling (POOL) layer
and local response normalisation (LRN), while the fifth CONV layer is followed by max pooling
only. Dropout layers were introduced to control the effect of over-fitting through randomly setting
a ratio of activations to zero, forcing the network to learn redundant representations for the same
training sample. We initialise the built model from a pre-trained AlexNet model for visual object
recognition. This approach provides a strong starting point for the optimisation process compared
with random weights initialisation. Since the model was originally designed for the visual object
recognition challenge of ImageNet [100], it has a softmax classification head that discriminates
between 1000 categories. The training objective function was to minimise the average cross entropy
loss over training samples. Precisely, the model is described as {RGB input - ( CONV - POOL -
LRN ) * 2 - ( CONV ) * 3 - POOL - ( FC ) * 2 - 1000 - output softmax classifier }. This model
has a total of 60 million parameters, for more information, the reader is referred to [52].
For the purpose of regression, we replace the classification head with a trainable linear regression
module to predict the pose vector, as depicted in Fig. 4.4. The input is an RGB image of size 227×
227× 3, and the output is a real-valued pose vector of 28 numbers representing the concatenated
(x, y) coordinates of 14 key joints. The training objective function is also changed into minimising
the Euclidean (L2) loss between the estimated and the ground truth pose vector. Estimating a set
of parameters θ that minimises the global L2 distance could be formulated as
arg min
θ
1
2N
N∑
i=1
‖(f(xi, θ)− ti) ‖ 22 (4.1)
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Figure 4.4: Fine-tuned AlexNet [52] model for offset joint regression. The input is a colorised
depth image (dark blue ’near’, red ’far’), rescaled to 227 × 227 × 3 dimensionality, and fed into
the network to produce a 28 real valued pose vector for the key joints coordinates. At each layer,
we visualise parameters and activations shapes. For instance, the parameters of CONV-1 are 96
kernels of size 11 × 11, applied with stride s = 4, without padding, p = 0, this results into 96
feature maps of 55× 55 dimensionality.
where N is the number of training samples, f(.) represents a model with trainable parameters θ
and ti is the ground truth pose vector.
Using the extended synthetic data generation and preprocessing pipeline, we randomly sampled
a total of 500K labelled images covering three frontal view angles (+45, 0, -45). The dataset is
split into 300K for training, 100K for validation and 100K are left for testing.
4.1.3 Fine-Tuning Deep ConvNet Models
It may seem unreasonable to fine-tune a pre-trained model instead of training from scratch while
having the ability to generate large amounts of training data. However, from our experiments
and empirical results from [14], it has been concluded that training from well initialised network
parameters is better than starting from random weight initialisation.
The idea of fine-tuning, also known as transfer learning, depends on the degree of similarity
between the data used for training the original model, and the data for the task at hand. Similar
to AlexNet, our data is in the form of RGB modality. Therefore, we can make use of the powerful
low level feature extractors that the AlexNet provides, for instance, the first two CONV layers.
However, deeper layer of AlexNet look for generic concepts from the ImageNet [100] dataset which
are not relevant to our task. We overcome this issue by using layer-wise learning rate policy to
control the learning speed of each layer. In particular, a base low learning rate of 0.0001 is used
with the first three CONV layers, 0.0005 for the remaining layers and the regression module on
top has the highest learning rate of 0.001. All learning rates are decreased with a factor of 10
every 20K iterations. We use the stochastic gradient descent (SGD) optimisation procedure with a
mini-batch size of 256 and a momentum of 0.9. The AlexNet model has approximately 57 million
parameters. We fine-tuned for 100K iterations which takes about three days on a NVIDIA Titan
X GPU.
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4.1.4 Experiments and Results
We have fine-tuned the popular AlexNet deep ConvNet model for the task of human pose estima-
tion. The input to this method is a colorised depth image of dimensionality 227× 227× 3 and the
output is a real-valued pose vector of 3D joints coordinates. The proposed model is trained on
300K images for 100K iterations and achieved a final L2 error of 0.03 on a validation set of 100K
images. This section evaluates the generalisation performance of the proposed method. First, the
test datasets and evaluation criteria are described. Second, quantitative results are reported on
the synthetic test set. Third, as there is no ground truth for the real test dataset in the meantime,
some inferences are shown as qualitative results.
4.1.4.1 Test Datasets
We used both synthetic and real test data to assess the performance of the proposed method.
The synthetic test dataset contains 100K covering three frontal view angles. The real test dataset
contains 10K images captured using the Kinect camera, for a single subject. All test images are
not included during training.
4.1.4.2 Evaluation Criteria
The two most widely accepted evaluation metrics for the human pose estimation problem are the
percentage of correctly estimated body parts (PCP) [101], and the percentage of detected joints
(PDJ) [13]. The PCP measures the detection rate of limbs. A limb is considered detected if the
distance between its inferred endpoints and the ground truth endpoints is within a fraction of the
limb length. This fraction is known as the PCP-threshold and is commonly set for a value between
0.1 and 0.5. The PCP metric has the drawback of penalising shorter limbs, such as lower arms,
which are usually harder to detect [13]. The PDJ metric overcomes this limitation by measuring
the detection rate of body joints based on the same distance threshold. Typically, a joint is
considered detected if the distance between the predicted and the ground truth joint position is
within a certain ratio of the torso diameter. We define the torso diameter as the Euclidean distance
between the right shoulder and the left hip joints.
4.1.4.3 Quantitative Results
Table 4.1, demonstrates the effect of the number of training iterations on the PCP scores. We
report PCP results on the synthetic test set for the upper and lower arm and the upper and lower
leg at PCP threshold of 0.5. The detection rate increases with the number of training iterations.
However, the learning process saturates after 30K training iterations, approximately 25 epochs.
Possible reasons for this saturation are either the model reached its maximum learning capacity,
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Table 4.1
Percentage of Correct Parts (PCP) Vs Training Iterations
Model Arm Leg Avgerage
Upper Lower Upper Lower
10K 0.75 0.25 0.92 0.85 0.69
30K 0.76 0.28 0.93 0.85 0.71
60K 0.76 0.27 0.93 0.86 0.71
PCP accuracy computed on a synthetic test set of 100K images at PCP threshold of 0.5. The
model reaches its maximum learning capacity after 30K iterations.
or there are no additional discriminative features to capture from the training data. For the rest
of experiments, we will be using the 30K iterations model.Model 30000
Row	Labels Sum	of	Upper	Arm Sum	of	Lower	Arm Sum	of	Upper	Leg Sum	of	Lower	Leg
0.05 0.005 0 0.035 0.01
0.1 0.055 0 0.22 0.075
0.15 0.165 0.015 0.435 0.21
0.2 0.295 0.03 0.61 0.37
0.25 0.415 0.06 0.73 0.515
0.3 0.515 0.1 0.81 0.63
0.35 0.6 0.135 0.86 0.715
0.4 0.665 0.18 0.89 0.775
0.45 0.72 0.225 0.91 0.815
0.5 0.76 0.275 0.925 0.85
Grand	Total 4.195 1.02 6.425 4.965
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Figure 4.5: Percentage of correct parts (PCP) at varying threshold. The PCP measures the
detection rate of a limb based on a fraction (localisation threshold) of its length. Hence, it largely
penalises shorter limbs such as the lower arm.
The presented results also demonstrate the drawback of the PCP, as it largely penalises the
lower arms, which are very challenging to detect. This difficulty is shown in the overall results, as
the lower arm limbs have the worse results with large margin. Figuring out a solution to improve
the detection accuracy for hands specially, is a work in progress. On the other hand, the model
shows strong capabilities to localise the core body limbs by achieving a PCP accuracy of 0.93 for
the upper leg. Fig. 4.5, shows the detection rate of limbs using different PCP thresholds.
The PDJ metric is also evaluated on the synthetic test dataset. Fig. 4.6, reports the detection
rates of the 14 modelled body joints using a PDJ localisation threshold of 0.5. We also examine
the detection rate of joints against range of threshold values, shown in Fig. 4.7.
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Model Ratio Head Neck L_Shoulder R_Shoulder L_Elbow R_Elbow L_Hand R_Hand L_Hips
70000 0.5 0.94 0.98 0.98 0.98 0.92 0.9 0.79 0.77 0.99
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Figure 4.6: Percentage of detected joints (PDJ) on the synthetic test dataset, at 0.5 localisa-
tion threshold. The PDJ measures the detection rate of joints based on a fraction (localisation
threshold) of the torso diameter. Therefore, it overcomes the drawback of the PCP.
Model 30000
Row	Labels Average	of	Head Sum	of	Neck Sum	of	Shoulders Sum	of	Elbows Sum	of	Hands Sum	of	Hips Sum	of	Knees Sum	of	Foots
0.05 0.06 0.16 0.13 0.085 0.035 0.315 0.095 0.055
0.1 0.23 0.45 0.42 0.27 0.13 0.655 0.31 0.185
0.15 0.42 0.67 0.65 0.45 0.245 0.82 0.525 0.34
0.2 0.58 0.8 0.79 0.59 0.365 0.905 0.7 0.48
0.25 0.69 0.87 0.875 0.69 0.465 0.945 0.81 0.6
0.3 0.77 0.92 0.92 0.765 0.55 0.965 0.88 0.69
0.35 0.84 0.95 0.945 0.815 0.62 0.975 0.915 0.755
0.4 0.88 0.96 0.965 0.86 0.685 0.98 0.94 0.805
0.45 0.91 0.97 0.97 0.89 0.735 0.985 0.955 0.84
0.5 0.94 0.98 0.98 0.91 0.775 0.99 0.965 0.87
Grand	Total 0.632 7.73 7.645 6.325 4.605 8.535 7.095 5.62
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Figure 4.7: Percentage of detected joints(PDJ) at varying threshold. he proposed method has a
high detection rate for core body joints such as head, neck and shoulders. However, it has some
difficulties with the rapidly moving hands and feet.
The presented results conclude that the proposed method has a high detection rates for core
body joints such as head, neck, shoulders, hips and knees. However, we still have difficulties
in detecting the rapidly changing, small body part joints such as hands and feet. This opens a
room for further improvements on both the encoding method, in such a way that strengths the
representation of these parts, and the low level feature extractors of the deep learning model.
4.1.4.4 Qualitative Results
Fig. 4.8, shows example inferences for the proposed method on the real test dataset. Note the
high localisation accuracy for core body joints such as shoulders, hips, knees and head across
different poses and depth in scene. Further, the anthropometric measures of the test subject are
different from the virtual model, which was used during the data synthesis process. None of these
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Figure 4.8: Example inferences of the proposed method on real test images. Note the high locali-
sation accuracy for core body joints such as head, neck, shoulders, hips and knees across different
poses. Also, these results confirm with the quantitative scores in terms of the low sensitivity to
hands and foots positions. None of these real images is included during the training phase.
real images is included during the training phase. To obtain these results, first, we performed
background modelling using the mode of a set of empty frames, no presence of subjects, as a
calibration step. Second, the modelled background is subtracted from input depth frames. Third,
post processing operations (erosion, hole filling and blob analysis) are applied to improve the
quality of the foreground frames. Finally, jet colour map is applied on the resulting images.
Although the results seem promising, the model did not generalise well to unseen camera
view angles. Hence, it requires modelling all the remaining angles during the training phase,
which is feasible. Most importantly, as noted during our experiments, deep learning models are
very sensitive to noise. This problem is commonly tackled by augmenting different noise models
during the training phase. In this case study, we alternatively applied the previously mentioned
preprocessing operations to ensure noise free input to the model. The third approach is to extend
the synthetic data generation pipeline, presented in Section 4.1.1, to simulate different noise models,
which is technically possible. However, modelling all existing noise models is intractable. There
are several noise models for different input devices, environments and materials. This limitation
opens a room for investigating how the current deep learning models are looking through the input
data.
In this study, we followed the holistic pose estimation approach. A deep ConvNet offset joints
regression model is trained to estimate the articulated human pose from an input raw depth im-
age. We extended the state-of-the-art data generation pipeline to allow training on virtually infinite
amounts of synthetic training data. We also presented a computationally efficient colorisation tech-
nique to provide more powerful input signal to the network, by distributing the depth information
over the 3 RGB channels, incorporating minimal prior knowledge. We evaluated the model using
85
4 . Deep Posture Analysis
the PCP and PDJ performance metrics. Results demonstrate the possibility of transferring knowl-
edge from a generic deep learning model that was trained for visual classification tasks, to perform
joints localisation, via training on synthetic data. In addition to that, the proposed method was
able to generalise from synthetic training images to real images. Future work includes investigat-
ing different encoding techniques and architectural designs to further improve the detection rate
of lower limbs. Further, simplifying the data generation pipeline via bypassing the RDF labelling
stage to allow generating high quality ground truth joint positions is a work in progress.
The presented approach can also be extended to estimate body joint angles which is an es-
sential information for wide range of application domains. For instance, the accurate estimation
of body joint angles allows for evaluating ergonomic assessment metrics to evaluate risk factors
of musculoskeletal disorders. The next section describes an ergonomic posture assessment system
based on deep joint angle regression model trained on synthetic depth images.
4.2 Joint Angles Regression for Ergonomic Studies
Ensuring a healthier working environment is of utmost importance for companies and global health
organizations. In manufacturing plants, the ergonomic assessment of adopted working postures is
indispensable to avoid risk factors of work-related musculoskeletal disorders. This process receives
high research interest and requires extracting plausible postural information as a preliminary step.
This section presents a fully automated end-to-end ergonomic assessment system of the adopted
working postures. The proposed system analyses the human posture holistically, does not rely
on any attached markers, uses low cost depth technologies and leverages the state-of-the-art deep
learning techniques. In particular, we train a deep convolutional neural network to analyse the
articulated posture and predict body joint angles from a single depth image, without using temporal
information. The proposed method relies on learning from synthetic training images to allow
simulating several physical tasks, different body shapes and rendering parameters and obtaining
a highly generalisable model. The corresponding ground truth joint angles have been generated
using a novel inverse kinematic stage. We validated the proposed system in real environments and
achieved joint angle MAE error of 4.18± 2.17 deg and a RULA grand score prediction accuracy of
90% with Kappa index of 0.71 which means substantial agreement with reference scores. This work
facilities evaluating several ergonomic assessment methods as it provides direct access to necessary
postural information overcoming the need for expensive post-processing operations.
This Section documents research that has been done for the development of an ergonomic
posture assessment system. We briefly review the literature for the available ergonomic assessment
alternatives and demonstrate the need for a fully automated system that does not require human
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intervention. Then, a thorough description for the building blocks of the proposed holistic posture
assessment system is provided.
4.2.1 Musculoskeletal disorders (MSDs)
Musculoskeletal disorders (MSDs) are a common concern across labor intensive industries. A
recent statistical study performed by the Bureau of Labor Statistics (BLS) demonstrated that
MSD cases account for 31% of all work-related injuries and illness cases [102]. These injuries are
most commonly in relation to the muscular components of the Neck, Back, Arms and Legs [103].
In addition to the personal impact these injuries can have on workers, compensation costs and
days-away-from-work can greatly effect the productivity of the organization it self [102, 104]. The
manufacturing industries endeavor to constantly provide a safe working environment via the early
identification and intervention of problematic procedures. Currently proactive task planning using
digital human models and virtual facilities are helping minimize risk factors of MSDs, however
to ensure the maintenance of harm minimization, advancements in injury prevention technology
must continue to be implemented. This is due to the complex interactions between force and
frequency during automotive assembly tasks. Adopting ergonomically invalid or awkward working
postures while performing these manual tasks have the potential to cause long term MSDs [103–
105]. Therefore, ergonomics specialists have been investigating methods and tools to evaluate the
adopted working posture and identify potential MSDs risks.
4.2.2 Ergonomic Assessment Approaches
There are three categories for the ergonomic posture assessment methods; self-report, direct mea-
surement and observational methods [3,106,107]. First, methods in the self-report category require
developing questionnaires and conducting interviews with workers. The main drawbacks for these
methods are being subjective which results in biased interpretations and time consuming [3, 108].
Second, direct measurement methods rely on wearable sensors to collect postural information and
analyze the validity of the adopted posture. For instance, Vignais et al. [108] used seven lightweight
inertial measurement units (IMUs) to derive a biomechanical model for the upper body and provide
a real time ergonomic feedback for the worker. Although the wearable devices approach provides
postural information of high quality, it has many limitations such as battery lifetime, cost and
being easily disconnected [2]. Furthermore, wearable devices are unfavorable for human subjects
and difficult to be applied in real working conditions [2, 3, 106]. The third category represents
observational methods that require observing workers while performing tasks in the field or in
video recordings. These methods are easy to deploy, practical and applicable for use in a wide
range of industrial settings [16, 108]. Therefore, ergonomics researchers have developed a wide
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RULA was developed to evaluate the exposure of individual workers to ergonomic 
risk factors associated with upper extremity MSD. The RULA ergonomic assessment 
tool considers biomechanical and postural load requirements of job tasks/demands 
on the neck, trunk and upper extremities. A single page worksheet is used to 
evaluate required body posture, force, and repetition. Based on the evaluations, 
scores are entered for each body region in section A for the arm and wrist, and 
section B for the neck and trunk. After the data for each region is collected and 
scored, tables on the form are then used to compile the risk factor variables, 
generating a single score that represents the level of MSD risk. 
 
Figure 4.9: RULA ergonomic posture assessment worksheet [110].
set of assessment methods for this category, surveyed and compared in [109]. The Rapid Upper
Limb Assessment (RULA) score is one of the most popular observational metric in the indus-
try [3, 110, 111]. Despite its limitations and low resolution, RULA is simple, easy to compute and
does not require prior knowledge in biomechanics or ergonomics.
4.2.2.1 RULA: Rapid Upper Limb Assessment
RULA quantifies the exposure of the adopted working posture to risk factors of MSDs with more
focus on upper extremities which are the neck, trunk and upper body limbs. The RULA score
ranges from one to seven and this score suggests the action to be taken from a standard list of
actions [110], with one being an acceptable posture and seven requiring immediate intervention.
This score is evaluated using a single page worksheet shown in Fig 4.9. It computes RULA scores
for different body regions based on the required postural load, force and repetition. As shown in
Fig. 4.9, section A evaluates the arm and wrist and section B for the neck, trunk and legs. After
recording the data for each region, tables in the sheet are used to compile the risk factors and
generate a grand RULA score that suggests an MSD risk level from the levels shown in Fig. 4.10.
Recent studies have proposed automating ergonomic assessment methods relying on computer
vision and machine learning techniques [18] to overcome the intra- and inter-rater variability prob-
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Figure 4.10: RULA ergonomic posture assessment MSD risk levels [110].
lem [16]. Automating a RULA based ergonomic feedback system requires estimating joint angles
of the upper body parts from input images. The Kinect camera alongside its software development
kit (SDK) have been extensively used to analyse the adopted posture and evaluate the RULA
score [3, 11, 16, 17, 111]. The Kinect SDK tracks the human body and estimates the 3D Cartesian
coordinates of 20 joint positions. It uses a RDF classifier to segment the body into parts followed
by a localisation algorithm to infer joint positions [11]. However, there are several difficulties result
from using the Kinect SDK. First, it relies on local body part detectors, and hence may produce
unrealistic skeletons in cases of cluttered environments [2, 2, 3]. Second, the Kinect SDK has a
difficulty in tracking self-occluded postures that have arms crossing, trunk bending, trunk lateral
flexion and trunk rotation [16]. This requires applying preprocessing operations to correct the
resulting kinematic structure as suggested in [3, 17]. Most importantly, an additional processing
stage is required to convert 3D Cartesian coordinates of body joint positions into joint angles. For
instance, Plantard et al. [3] adjusted Kinect data using the method presented in [112] to be able
to follow the ISB recommendations [113] and compute the joint angles. Clark et al. [19] used the
inverse tangent method to convert 3D joint positions into joint angles. Vignais et al. [108] used
a set of loosely coupled extended Kalman filters (EKFs) [114] in conjunction with the orientation
estimation algorithm from [115] to derive joint angles from measured IMU data. Although these
approaches have been successful in obtaining joint angles of high quality, converting joint positions
resulting from the Kinect SDK could lead to error propagation and increases complexity.
4.2.3 Proposed System Description
This section presents a skeleton-free holistic posture analysis system that accurately predicts body
joint angles from a single depth image without using any temporal information, as shown in
Fig. 4.11. The fundamental building block of the proposed method is a cascade of two deep
convolutional neural network (ConvNet) models. The depth sensor produces a video feed of RGB
images and a depth feed. First, the human body is segmented from the background via passing
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Figure 4.11: Ergonomic posture assessment method overview. First, we segment the body from
the background via passing the RGB image to an object instance segmentation deep network.
This network computes segmentation masks for a predefined set of objects in a given scene. We
apply the obtained person’s segmentation mask to the depth image. Second, depth values of the
posture are encoded using our proposed depth encoding algorithm. Third, the encoded image is
passed through our joint angles regression (JAR) deep learning model to predict body joint angles.
Finally, the estimated joint angles are used to compute the RULA score and evaluate the exposure
to MSDs risk factors.
the RGB image to an object instance segmentation deep neural network. This network computes
segmentation masks for a predefined set of objects in a given scene. Then, the obtained person’s
segmentation mask is applied on the corresponding depth image. Second, depth values of the
posture are encoded using a proposed depth colorisation algorithm. Third, the encoded image is
passed through the second ConvNet model to predict body joint angles. Finally, the estimated
joint angles are used to compute the RULA score. Thus, the proposed system simplifies the overall
ergonomic evaluation procedure to be as simple as mapping from an input depth and RGB images
pair to a RULA score. This is made possible via training our models on a large amount of highly
varied synthetic training images with ground truth joint angles that have been biomechanicaly
modeled using a novel inverse kinematics step.
4.2.3.1 Generating Images with Biomechanical Joint Angles
Training deep learning models is an optimization process with respect to millions of parameters.
Therefore, they require large and highly varied training datasets to achieve proper generalization
and avoid the risk of over-fitting. However, collecting a labelled training dataset of postures for
workers of different anthropometric measures is an expensive process. It is also not feasible to cover
all rendering scenarios and simulations in real work environments. Also, manually labelling each
posture image with the respective joint angles is a hard task that requires an expert knowledge
and yet remains prone to the inter- and intra- rater variability problem [16].
Therefore, we further extend the synthetic data generation pipeline to allow generating large
amounts of training images with plausible reference joint angles, as shown in Fig. 4.12. These joint
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Figure 4.12: Extending data generation pipeline with biomechanical modeling for ergonomic joint
angles regression. Motion frames of high degree of dissimilarity are mapped onto a 3D human
model. The rendering process is parameterised with the camera view angle and distance, and pro-
duces high quality depth images. The corresponding ground truth joint angles are generated using
inverse kinematics biomechanical model. Finally, depth images are encoded using the proposed
colorisation method and used with the respective joint angles for training deep ConvNet models.
angles are modeled using an inverse kinematic stage that constrains the movement of body joints
in a structured manner. The use of synthetic training data allows easily simulating and replicating
manual tasks using postures of different shapes and sizes. The pipeline also adds Kinect noise to
the generated data and multiple view angles during the rendering process. This allows optimizing
deep learning models to directly approximate the mapping from a single depth image to a joint
angles posture vector from which we easily obtain the RULA score. Thus, the proposed method
bypasses the preprocessing steps that were used in the literature to obtain body joint angles.
4.2.3.1.1 Synthetic Depth Generation Synthetic depth images are generated via rendering
animated human models of different shapes. We used six virtual human models; two males,
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Figure 4.13: Synthetic depth generation. In Blensor, we built a scene containing one 3D model at
a time. The model is articulated using retargeted CMU mocap data. We render the scene using
eight Kinect sensors with view angles ranging from 0 to 360 with step 45 deg at different depth
distances. Kinect noise is augmented during the rendering process to ensure generalization to data
acquired using real depth cameras.
Table 4.2
Anthropometric measures of 3D virtual human models used in generating training images
3D Model Weight Height Chest Waist Hips
Male 1 107 188 109 89 104
Male 2 84 173 108 98 106
Female 1 78 184 99 78 103
Female 2 61 159 64 87 106
Neutral 1 90 191 103 83 103
Neutral 2 71 166 100 92 105
We cover wide range of anthropometric measures to ensure that our models generalize well to unseen
body shapes. The weight is reported in kilograms and the remaining measurements are in centimeters.
two females and two neutral bodies generated using MakeHuman software. The anthropometric
measures of the used models are detailed in Table 4.2. Since the depth images are texture invariant,
we did not have to apply clothing styles.
The virtual models are animated into realistic postures via retargeting postural information
from motion capture (mocap) sequences, as shown in Fig. 4.13. A mocap sequence is recorded
using marker-based motion capture system and composes 3D Cartesian coordinates of markers
attached to a subject. We used the CMU mocap database in generating our training dataset.
This database contains a wide range of human activities recorded using a VICON mocap system
for real human actors. It features a highly varied set of postures that covers most of upper body
articulations involved in manual tasks. In earlier works, we recorded our own mocap dataset for
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a worker performing 3 different manual tasks, but we it does not contain as much varied range
of postures as the CMU dataset. Therefore, to ensure more generalized solution, we decided to
generate the postures using CMU mocap data. However, the CMU database was recorded at
a frame rate of 120 frames per second (FPS), thus it contains many redundant postures. We
down-sample the mocap sequences to 1 FPS to reduce this redundancy. Then, we chose the most
dissimilar 10 postures from each mocap sequence. This creates a dataset of 3,650 sparse postures.
The selected postures are retargeted to articulate 3D models. We rendered synthetic images for
the animated models using 8 virtual Kinect depth sensors with view angles ranging from 0 to 360
with step 45 deg and different depth distances. The maximum depth distance for rendering was
set to 10 meters. Figure 4.13 depicts the virtual scene and the setup of virtual depth cameras we
used in generating our dataset. The scene is created and rendered using the open source software
Blensor [116].
The rendered depth images are clean with high quality depth measurements. However, deep
learning models are generally sensitive to noise patterns augmented on the input data. This is
an unsolved problem that is receiving high research interest. We anticipate that to cause an
issue with our models, as the real depth sensors exhibit noise due to several environmental effects
such as illumination, infrared (IR) interference from ambient light sources and non-IR-reflecting
materials [6]. Therefore, to ensure resilience with real depth cameras, we applied Kinect noise
model of 2 strength levels on the generated depth images. This setting creates a synthetic dataset
of 350K images that we split into 280K for training and 70K images for validation. Depth images
are further preprocessed using the proposed encoding method described in Section 4.2.3.1.4.
4.2.3.1.2 Marker Trajectories In order to generate high fidelity ground truth joint angles
we need to generate marker trajectories which will serve as inputs to the inverse kinematics stage.
We created a Biovision hierarchy (BVH) which adopts the CMU BVH hierarchy while maintaining
the trajectories of the virtual markers. In the proposed BVH, we added passive child bones to
the main bones in the motion BVH. The coordinates of the tail of the child bones were then
exported, during motion retargeting, in a C3D/TRC file to be fed into the inverse kinematics
module. The proposed BVH was then used in the manikin generation software, MakeHuman, to
allow generating the BVH and marker coordinates based on the anthropometric variations of the
generated manikin as shown in Figure 4.14. This method guarantees correct marker trajectories
for any captured motion because the master BVH and the child bones were generated based
on the anthropometric characteristics of the manikin while the motion retargeting only affects the
master BVH. The exported C3D/TRC marker trajectories were then fed into the inverse kinematics
module to obtain the ground truth joint angles.
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Figure 4.14: Proposed BVH model for motion retargeting while preserving marker offsets from the
body. The orange master bones can be animated via motion retargeting using Blender’s MakeWalk
plugin. The orange bones are passive children to the blue bones and only preserve the marker offset
from the master bones.
4.2.3.1.3 Inverse Kinematics High quality ground truth joint angles are crucial for the pro-
posed method. The marker-based mocap system produces postural information in the form of
3D Cartesian coordinates of the attached markers. We propose using an inverse kinematic (IK)
stage that adopts a musculoskeletal model to convert marker positions into joint angles. The mus-
culoskeletal model is augmented with a set of virtual markers which represents bony landmarks.
Each virtual marker corresponds to a marker on the mocap data. The musculoskeletal model is an-
imated by minimizing the error between the corresponding marker positions in the musculoskeletal
model and in the captured data. The error minimizing process is constrained by the different joint
angle constraints, i.e. each joint can have a limited range of motion to ensure a natural, realistic
human movement. This is done through solving a weighted least-squares problem using a generic
quadratic programming solver with a convergence criterion of 10−4 and a limit of 1000 iterations,
which is implemented in OpenSim platform [117–119]. The minimisation function is
∑
i ∈ m
wi‖xexpi − xi(q)‖2, (4.2)
where m is the set of markers, q is the coordinates required, xexpi and xi(q) are the i
th marker
position in the experimental captured marker trajectory and on the model, respectively. Each
marker i has an associated weighting factor ωi. We finally produce ground truth joint angles from
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Figure 4.15: The different joint angles used. (a) The trunk has 3 DoF, side bending, flexion-
extension and twisting. (b) The shoulder joint utilized two angles, the shoulder elevation angle
and the elevation plane angle. (c) The elbow rotates in a flexion-extension direction only. The
rest of the figures shows the 3 DoF of the wrist. (d)-(f) show wrist twist, deviation and flexion,
respectively.
the animated musculoskeletal model.
We are interested in joint angles that rotate the trunk, shoulders, elbow, and wrists, shown in
Fig. 4.15. The trunk has three degrees of freedom (DoF), as shown in Fig. 4.15(a), flexion, side-
way (lateral) bend and twist. To ensure smooth natural movement, the flexion, lateral bending
and twist angles are limited to a range of motion within [−25◦, 70◦], [−25◦, 25◦] and [−55◦, 55◦],
respectively [120].
The shoulder being a complex joint, needed two angles to describe the elevation movement, the
plane of elevation and the shoulder elevation angle [121], as shown in Fig. 4.15(b). The elevation
plane and the elevation angle are limited to the range [−90◦, 130◦] and [0◦, 180◦], respectively.
Shoulder rotation was ignored since it is not used in RULA scoring.
The lower arm movement is illustrated in Fig. 4.15(c) which shows the elbow flexion angle, with
a limited range of motion within [0◦, 130◦], and Figures (d)-(f) which show rotations of the wrist.
The wrist has 3 DoF, twist, deviation and flexion. They are limited to the ranges of [−90◦, 90◦],
[−25◦, 35◦] and [−70◦, 70◦], respectively [121].
The generated synthetic depth images and respective joint angles are used in training the deep
ConvNet model.
4.2.3.1.4 Encoding Depth Images for ConvNets Using depth imaging technologies has
many advantages. First, depth sensors are illumination independent, hence they can work in
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Figure 4.16: Example visual results of applying the proposed colorisation method on synthetic
depth images.
low lighting conditions. Second, depth cameras are color and texture invariant [6]. Therefore, it is
much easier to synthesize realistic depth images. Third, they make it easier to perform background
subtraction which is an essential preprocessing step for our method, as it is not feasible to generate
enough diverse background scenarios for training. However, depth images provide weak local
gradient information of objects. This makes it difficult for deep learning models to generalize and
biases the ConvNet model towards detecting the silhouette of the object [28].
Therefore, representation learning from depth modalities has been the focus of many research
studies [14, 23, 28, 78, 122]. Farabet et al. [23] proposed using a concatenation of RGB and depth
images to construct a powerful RGB-D input to the deep network. This approach was successful
in semantic segmentation tasks. However, it does rely on learning from two input modalities.
Gupta et al. [14] suggested representing depth pixels using three features; horizontal disparity,
surface normals and height above the ground. They demonstrated the effectiveness of their method
compared to learning from either raw depth or replicated depth over three channels. The main
limitation to this method is the computational cost required to compute the three features [78].
Recently, RGB colorization techniques [28, 78] achieved better generalization performance and
computational efficiency than the aforementioned methods. In these methods, the depth pixels
are shifted to 0 − 255 range and a jet color map is applied to represent each pixel using three
RGB channels. Hence, this results into a colorized depth image that holds much richer contrast
information, examples are shown in Fig. 4.16, second row.
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In this work, we propose a normalized encoding method that ensures depth invariant color
encoding. The proposed method achieves better and faster generalization performance than the
most widely used plane RGB colorization method [14]. First, we standardize the depth image by
removing the mean and scaling to unit variance. This step ensures robustness to noise that the
depth sensor may exhibit and faster convergence. Second, the depth values are transformed to
(0− 255) range and a jet color map is applied. Figure 4.16 shows example results of applying the
proposed colorization method on synthetic depth images.
4.2.3.2 Joint Angles Estimation using ConvNet
The deep convolutional neural networks (ConvNet) is a class of deep learning models that has a
high capacity to approximate an end-to-end mapping function from raw input to target output.
This is achieved via a stack of computational layers that learns a hierarchy of features from raw
input data [22].
A ConvNet model is a composition of convolution (CONV), sub-sampling or pooling (POOL)
and optionally fully connected (FC) layers at the end. The output of each layer is called feature
maps that are passed through a non-linear transformation such as the rectified linear unit (ReLU).
An efficient composition of such transformations is capable of approximating complex mapping
functions regardless of its complexity [22]. Each CONV layer attempts to learn different patterns
from its input feature maps, hence building more abstract representation from the raw data. CONV
layers are parameterized by kernel size or local receptive field and number of kernels. Each kernel
learns a set of weights to extract a certain feature wherever it appears in the input and produces
a feature map. The spatial POOL layer reduces the dimensionality of feature maps via merging
semantically similar features. The two main POOL operations are average or max pooling. Deep
ConvNet models are prone to over-fitting due to the high learning capacity they provide. Therefore,
dropout [123] and batch normalization (BN) [124] layers have been recently introduced to control
the effect of over-fitting and ensure faster convergence. Despite their complexity, deep ConvNet
models are end-to-end trainable architectures that can be optimized using generic optimization
techniques such as the stochastic gradient descent (SGD).
We model the ergonomic posture analysis problem as a regression task. The input is a depth
image of the posture and the output is a joint angles posture vector required for computing the
RULA score. Therefore, given a dataset D = {(xi, ti)}Ni=1 of N samples, where xi ∈ Rd is an input
depth image and ti =
(
a(1), a(2), ...., a(k)
)
, ti ∈ Rk is the ground truth vector of k = 15 joint angles,
we approximate a function that maps unseen input images of working postures to joint angles.
The resulting posture vector is used in evaluating the RULA score and identify the MSD risk level
and the recommended action for the adopted working posture.
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Figure 4.17: Residual learning block. The basic building block of the deep residual network
ResNet [25]. Block layers approximate a residual function with reference to the block input. The
identity shortcut performs parameter-free mapping of this input.
4.2.3.2.1 Deep Residual Learning: ResNet ResNet is a deep residual ConvNet model
that was proposed by Microsoft researchers in 2015 [25] and won the ImageNet [100] object recog-
nition challenge. This model follows the residual learning paradigm where layers learn a residual
function with reference to layers input instead of learning an unreferenced mapping. It has been
demonstrated that this approach features easier optimization, computational efficiency and high
accuracy gains with increased network depth in [25].
The basic building block for ResNet is the residual block, shown in Fig 4.17. It features two
main ideas; residual learning and identity mapping via shortcut connections. Assuming that H(x)
is a mapping function to be learned. The residual block attempts to approximate the residual
function F (x) := H(x)− x instead of the direct mapping H(x). Hence, the original function to be
approximated becomes F (x) +x [25]. The element-wise addition is performed using a parameters-
free mapping and shortcut connections. Stacking residual blocks forms a ResNet with different
depth levels.
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In our experiments, we built two ResNet models of depth 18 and 34 to estimate body joint
angles. The differences between both networks are the number of CONV filters and the replication
pattern of the residual block. ResNet-18 has 8 stacked residual blocks giving a total of 18 trainable
layers. This model is described as, {RGB input - ( CONV - BN - ReLU - max POOL) - 8 residual
blocks - average POOL - 15 regressors}. On the other hand, the ResNet-34 model is described
as {RGB input - (CONV - BN - ReLU - max POOL) - 16 residual blocks - average POOL - 15
regressors}.
4.2.3.2.2 Models Training We initialize our models with pre-trained feature extractors that
were optimized on the ImageNet dataset to discriminate 1000 natural object categories from RGB
images. This practice is known as fine-tuning and it has been proven more effective for many
applications than starting the training with random weight initialization [28]. However, it requires
relatively large amounts of training data to tune the overall model, the feature extractor and the
regressors, to predict joint angles from an input depth image and achieve the desired generaliza-
tion performance. Therefore, using the data generation pipeline described in Section 4.2.3.1, we
generated a synthetic dataset of 350K labelled images covering 8 camera view angles from 0 to
315 deg with step 45 deg and featuring 6 subjects of different anthropometric measures, detailed
in Table 4.2. The dataset is split into 280K for training and 70K for validation.
The training objective function is minimizing mean square error over a training mini-batch:
Etrain =
1
N
∑
i=1
(
H(xi,W )− ti
)2
(4.3)
where N is mini-batch size, H(xi,W ) is the predicted joint angles vector for sample xi given the
set of weights W and ti is the target joint angles vector. We used SGD optimization with an initial
learning rate of 0.01, decaying by a factor of 10 every 50 epochs, mini-batch size of 32, weight
decay of 0.0001 and momentum of 0.9.
4.2.3.3 Background Rejection using FCIS Model
Generating synthetic training images with different backgrounds is challenging due to the wide
range of variations in scene setups and object configurations that may occur in real work envi-
ronments. Therefore, the posture analysis network is trained on a background-free images. This
focuses the analysis to the posture in the input image and requires removing the background during
real time deployments. Several approaches in the literature [2,28] made use of the fact that depth
images facilitates background subtraction. These approaches require modelling the background as
an initial calibration stage. Then, at run time, the modelled background is subtracted and post
processing operations follow to remove any remaining residuals. The main limitations for these ap-
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Figure 4.18: Example background rejection results on real RGB and depth image pairs. The FCIS
network computes segmentation masks for scene objects [27]. We use the person mask to segment
the person and remove any other background objects. The resulting human posture is then pre-
processed using the proposed colorization method and passed via the trained ConvNet model to
estimate body joint angles.
proaches are; requiring calibration whenever the scene configuration changes which is not practical
in manufacturing environments, and the run-time complexity of the post processing operations.
Towards obtaining more generic solution, we employ the state-of-the-art fully convolutional
instance segmentation network (FCIS) [27] to segment the person from the background. It has
achieved state-of-the-art performance in terms of accuracy and efficiency on the COCO 2016 seg-
mentation challenge. The FCIS network detects and produces a segmentation mask for every
object in the scene including the person of interest. The person mask is applied on the depth im-
age and hence obtain a background-free image. This allows for the system to operate in dynamic
environments without the need for background calibration. Figure 4.18 shows sample person seg-
mentation and background rejection results using FCIS with a ResNet-101 [26] backbone network.
The architecture and building blocks of the FCIS network are reviewed in Section 2.4.6.
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Figure 4.19: Comparison of the generalization performance of the two deep residual models on the
validation set of 70K images. We report the per-joint MAE and overall MAE and RMSE. Note,
none of the validation images is included in training our models.
4.2.4 Experiments and Results
We have trained a deep ConvNet model on a synthetic training dataset to predict 15 body joint
angles from a single depth image. The estimated joint angles are then used to compute the RULA
score for the adopted posture. In this section, we evaluate the performance of the proposed method
on the 70K synthetic validation images and explore the generalization capabilities on a real test
images. We also examine the effect of several aspects on the generalization performance of our
method. We report the mean absolute (MAE) and root mean square (RMSE) error rates.
4.2.4.1 Comparison between ResNet-18 and 34
Figure 4.19 shows a per-joint MAE of both models on the synthetic validation set. These results
demonstrate that deeper ResNet-34 achieves better generalization performance than ResNet-18 for
all body joints. There are several reasons for ResNet-34 performing better than ResNet-18. First,
deeper models have a higher learning capacity and can learn more powerful representations. Second,
the employed deep residual learning framework makes efficient use of network depth while ensuring
easy optimization and fast convergence [25]. However, after a certain extent, the models saturate
and the extra runtime computational cost resulting from going deeper becomes a challenge. Also,
in some cases this may lead to performance degradation due to overfitting. The improvements
that ResNet-34 provides are slightly significant compared to the added runtime computational
complexity, as shown in the benchmark in Table 4.3. That makes it challenging to deploy the
overall system on embedded devices. Further, RULA scores for body limbs are evaluated based
on angular thresholds, which means that we can compensate these little improvements without
affecting the final outcome of the RULA metric. Therefore, we chose to use ResNet-18 for body
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Table 4.3
Benchmarking deep residual models for holistic posture analysis
Method Capacity (Milions) Prediction Errors Frames Per Second (FPS)
Parameters Neurons MAE RMSE Core-i7 CPU Titan-X GPU JTX2
ResNet-18 12 12 2.60± 1.44 3.45± 2.07 20 250 50
ResNet-34 22 18 2.31± 1.31 3.07± 1.86 10 125 30
Benchmarking ResNet-18 and ResNet-34 models for joint angles prediction. Errors are evaluated on
the 70K validation images and none of these images is included in models training. As shown, ResNet-
34 has a slightly better generalization performance than ResNet-18 with extra runtime computational
cost. JTX2 refers to the Nvidia Jetson embedded GPU board version TX2.
Table 4.4
Effect of depth encoding on prediction errors of ResNet-18
Encoding method MAE RMSE
RGB Colorisation [14] 3.00± 1.61 3.98± 2.32
Proposed 2.60± 1.44 3.45± 2.07
We compared the proposed depth encoding method with the state-of-the-art RGB colorisation
method [14]. The reported average joint angle prediction MAE and RMSE errors are evaluated
using the ResNet-18 model trained on the synthetic dataset.
joint angles regression. The reminder of this section investigates the effect of depth preprocessing
and the generalization capabilities of ResNet-18 to real depth images.
4.2.4.2 Effect of Depth Encoding
We compared the effect of the proposed depth encoding method, see Section 4.2.3.1.4, with the
RGB colorisation [14,28] approach. We trained the ResNet-18 model using each encoding method
on the same training set. Table 4.4 reports the prediction errors achieved using each encoding
method.
4.2.4.3 Generalisation to Real Data
To evaluate the performance of the proposed method, we recorded a real dataset of 5K postures
for 3 subjects of different body shapes while doing a set of manual tasks. We used an XSENS
mocap system and an ASUS Xtion depth camera for recording. The three feeds are synchronized
in such a way that each posture frame in the mocap sequence has a corresponding RGB and depth
images from the camera. Joint angles for the recorded motion sequences are processed using the
biomechanics model described in Section 4.2.3.1.3.
We finetune the trained ResNet-18 model on the recorded real dataset. The dataset is split into
4K postures for training and 1K for validation. The motivation is to capture the data distribution
of the real depth sensor and to learn the shape difference that the segmentation mask may cause.
Hence, this ensures proper generalization to real data. It is worth noting that this is not a cali-
bration process, so it is not required during the real time deployment. We record a final average
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Table 4.5
Prediction errors on real data
Joint name MAE RMSE
Trunk rotation 4.22± 3.68 5.60
Trunk twist 3.86± 3.80 5.42
Trunk bend 2.87± 2.53 3.82
L. Elevation 6.62± 7.27 9.84
R. Elevation 6.22± 6.46 8.97
L. Shoulder 5.28± 6.34 8.25
R. Shoulder 5.29± 6.95 8.74
L. Elbow 5.39± 5.52 7.71
R. Elbow 5.40± 6.11 8.15
L. Wrist flexion 2.97± 2.69 4.01
R. Wrist flexion 3.21± 2.74 4.22
L. Wrist deviation 1.45± 1.44 2.05
R. Wrist deviation 1.37± 1.42 1.97
L. Wrist twist 4.13± 3.79 5.61
R. Wrist twist 4.35± 3.90 5.84
Average 4.18± 2.17 5.61± 3.25
Per-joint MAE prediction errors of the proposed system on real images. L/R prefixes refer to left
and right sides respectively.
MAE error of 4.18± 2.17 and an average RMSE of 5.61± 3.25 in real test environment. Table 4.5
details a per-joint breakdown of these results. Sine the RULA score is evaluated based on angular
thresholds, it is not susceptible to small error variations. Further, these errors are highly unlikely
to change the final RULA score. As a result, the proposed system achieves RULA grand score
prediction accuracy of 90% with a substantial Kappa index of 0.71.
4.2.4.4 RULA Score Analysis
Further, we study the effect of the reported joint angle errors on the final RULA scores in real
conditions. Table 4.6 reports the RMSE, accuracy or agreement values po and level of agreement
(Cohen’s kappa) [125], between RULA scores computed from estimated joint angles using the
proposed method and scores computed using reference joint angels. The reference joint angles are
very accurate as they are generated from recorded mocap sequences in real conditions. Thus, the
mocap system represents the expert observations. We achieve high grand score accuracy and a
substantial strength of agreement according to the scale of [126].
4.2.4.5 Qualitative Results
Figure 4.20 shows example inferences of the proposed ergonomic posture analysis system on real
images, where the first two rows display input RGB and depth image pairs captured using an ASUS
Xtion sensor. The third row displays the encoded postures after rejecting the background. The
colorized images are passed to the ResNet-18 model for estimating body joint angles. Predicted
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(a) RULA: 3
Low risk
(b) RULA: 3
Low risk
(c) RULA: 4
Low risk
Figure 4.20: Example ergonomic posture analysis on real test images. The first two rows display
input RGB and depth image pairs captured using an ASUS Xtion sensor. The results of person
segmentation followed by depth encoding preprocessing is shown in the third row. The forth row
shows predicted joint angles applied to the biomechanical model in OpenSim, the evaluated RULA
score and the exposure to MSDs risk factors assessment.
joint angles are applied to the biomechanical model in OpenSim for comparison with the input
posture in the forth row. The proposed method does not rely on either joint positions prediction
or posture calibration. Moreover, the holistic reasoning approach allows the system to be robust in
cases of invisible body parts due to self-occlusions or cluttered environments, as shown in Fig. 4.21.
4.2.4.6 Frame Rate
The trained ergonomic posture analysis model ResNet-18 achieves up to 30 frames per second
(FPS) on a MacBook Pro with Core-i7 CPU and up to 250 FPS on a Nvidia Titan X GPU. The
reported frame rate includes the preprocessing depth encoding step. However, the main bottleneck
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(a) RULA: 5
Medium risk
(b) RULA: 5
Medium risk
(c) RULA: 4
Low risk
Figure 4.21: Example system inferences in case of occlusions. The proposed method shows ro-
bustness to invisible body parts due to self-occlusions or clutters. The forth row shows predicted
joint angles applied to the biomechanical model in OpenSim, the evaluated RULA score and the
exposure to MSDs risk factors assessment.
is the FCIS segmentation network due to relying on ResNet-101 as a backbone model. The overall
system runs at a frame rate of up to 5 FPS on the GPU. Therefore, the proposed system supports
an oﬄine analysis mode for recorded sessions.
4.2.5 System Performance Analysis and Limitations
This section proposed a fully automated ergonomic assessment system of adopted working postures.
The proposed method analyses the posture holistically and estimates body joint angles directly
from a single depth image. Hence, we do not exploit temporal dependencies or skeleton data from
the Kinect SDK. The estimated joint angles are used to compute the RULA score, the MSD risk
level and suggest adequate action if necessary. This has been done via learning from a highly varied
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Table 4.6
Effect Joint Angle Errors on RULA Postural Scores
RULA Score RMSE Accuracy Po kappa (k)
RULA Grand Score Right 0.32 0.90 0.71
RULA Grand Score Left 0.36 0.88 0.68
Score A Right 0.31 0.90 0.84
Score A Left 0.34 0.89 0.80
Score B (neck, trunk and legs) 0.49 0.91 0.78
We report RMSE of RULA scores, Po and Cohen’s kappa index, between RULA scores computed
using predicted joint angles and reference joint angles generated from recorded mocap data in real
environment.
set of synthetic depth images with biomechanically modelled reference joint angles. To the best of
our knowledge, this is the first work that suggests a method to obtain joint angles directly from
the input image of the posture without using skeleton data from the Kinect SDK. Therefore, the
proposed approach could help accelerate the development of vision based ergonomic assessment
systems via providing necessary information such as joint angles. Also, our approach overcomes a
wide range of challenges inherited from using the Kinect SDK, surveyed in [3]. We also fine-tuned
our trained models to incorporate different depth sensors. The current implementation supports
Microsoft Kinect and ASUS Xtion depth cameras. It can also be extended to accommodate any
depth sensor as described in [127].
We validated the proposed method on real images captured using an ASUS Xtion depth camera
for 3 subjects of different anthropometric measures. A marker-based mocap system was used to
record the corresponding posture information. The recorded mocap data are used to generate the
reference joint angles and RULA scores for comparison. Thus, the mocap system represents the
expert assessment. We achieved a joint angle MAE error of 4.18 ± 2.17 deg and RMSE error of
5.61 ± 3.25 deg and a RULA grand score prediction agreement of 90% with a substantial Kappa
index level of 0.71. The proposed method demonstrated robustness to self-occlusions and missing
body parts due to cluttered environments as shown in Fig. 3.6.
There are two main limitations for the current implementation of the proposed system. First,
the biomechanical model developed in these experiments did not support the neck joint. Therefore,
we assumed the neck joint angle to be in range 0-10 degrees. Second, the frame rate of the system is
up to 5 FPS on a GPU. The real time complexity is mostly attributed to the person segmentation
stage. Future work includes proposing a multi-task model to perform the segmentation and joint
angles prediction simultaneously.
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4.3 Discussion
This Chapter proposed a generic posture analysis approach. The proposed approach analyses
the body posture holistically and infers postural information directly from a single depth image,
without using temporal information. The problem has been formulated as a supervised learning
task from an input image to a continuous pose vector. In contrast to Chapter 3, estimating
postural information such as joint positions or joint angles provided more flexibility and wider
range of applications than the posture classification approach. The proposed approach has been
applied to the traditional human pose estimation problem, as shown in Section 4.1, and to the
ergonomics and biomechanics analysis of the adopted working postures in manufacturing industries,
as explained in Section 4.2.
The main processing unit of the proposed approach is a deep ConvNet model that has been
trained on large amounts of training images. Learning from synthetic data allows easily simulating
a wide range of working postures, anthropometric measurements and rendering parameters for
different tasks in model training. Hence, this results into more generalisable and highly invariant
learning models at a negligible data preparation cost. The data generation pipeline has been
extended to feature generating ground truth data for both tasks. For the human pose estimation,
RDF labelling and label fusion stages have been incorporated to obtain a complete pose vector
of join positions. The ergonomic analysis task, on the other hand, requires high quality ground
truth joint angles. For this purpose, a novel inverse kinematics stage has been added to generate
the corresponding biomechanically plausible joint angles. Furthermore, a computationally efficient
RGB colorisation component has been proposed. It provides more powerful input signal to the
ConvNet model by distributing the depth information over 3 RGB color channels.
The proposed approach has been validated on real data acquired using Kinect and ASUS Xtion
depth sensors. It has demonstrated generalisation capabilities via recording joint angle MAE error
of 4.18 ± 2.17 deg for the ergonomic analysis task and high PCP and PDJ localisation accuracies
for the pose estimation problem. The accurate holistic posture analysis results suggest further
incorporating temporal dynamics stage to identify the human behaviour. The next chapter provides
approaches to integrate the holistic posture analysis method for human activity recognition.
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Chapter 5
Activity Recognition via Temporal
Posture Analysis
This Chapter presents an activity recognition system via temporal analysis of postural information
applied to healthcare environments. The proposed holistic posture analysis approach has been
incorporated to detect fall events from depth images acquired using a Kinect RGB-D sensor. In
particular, two methods for marker-less and skeleton-free fall detection are proposed. The first
method integrates the dense posture recognition approach, described in Chapter 3, with a support
vector machine (SVM) model for detecting falls. The second approach combines the deep residual
convolutional network ResNet, presented in Chapter 4, for analysing the posture and extracting
visual features. Then, fall actions are recognised via modelling complex temporal dependencies
between subsequent posture features using Long-Shot-Term-Memory (LSTM) recurrent neural
networks.
5.1 A Case Study on Fall Detection
Interest in enhancing medical services and healthcare is emerging exploiting recent technological
capabilities. An integrable fall detection sensor is an essential component towards achieving smart
healthcare solutions. Falls are considered a major health problem and the second leading cause of
accidental or unintentional injury deaths worldwide. A global estimation of 37 million falls of which
646,000 are fatal occur each year. A fall is defined as an event that results in a person coming to
rest inadvertently on the ground or floor or other lower level structures [128]. Everyone can be at
risk of having a fall, but the natural ageing process often places adults older than 65 years of age
at an increasing risk of having a fatal fall due to the presence of long-term health conditions [129].
Frequent loss of balance, unconsciousness, dizziness, visual and muscle impairments and slipping
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are the major contributory factors of a fall [130].
For elders, falls have serious psychological consequences such as losing confidence and indepen-
dence in addition to other long term effects. Furthermore, Tinetti et al. [131] have demonstrated
that delayed medical assistance and staying on the floor for long periods increase the risk of both
physical and psychological complications. Therefore, an automatic and independent fall detection
for aged care facilities has been a goal for medical health research for decades. Additionally, obtain-
ing a robust fall detection system is essential towards achieving a smart healthcare environment.
The recent technological advancements have made obtaining smart medical services an accelerating
multidisciplinary area of research.
This work proposes a vision based integrable and automated fall detection system. The design
goals of the proposed solution are:
• Increased Robustness in terms of accommodating wide variety of lighting conditions and
anthropometric variations as well as resilience to occlusions.
• Reduced Complexity that ensures real-time response on embedded devices.
• Absolute Privacy measures that extend to implementing the system everywhere, even in
bathrooms which are a prime place of frequent falls due to slipping.
Towards these goals, the proposed system is composed of three main processing modules: an
image acquisition module, a posture analysis module and an activity recognition module.
We chose RGB-D sensors for the image acquisition module. Traditional RGB cameras measure
color intensities with a high dependence on illumination. This imposes difficulties in performing
foreground separation, which is an essential preprocessing step. On the other hand, depth imaging
technologies estimate the distance of three-dimensional (3-D) points in the scene away from the
imaging plane. This feature has dramatically simplified a wide range of vision tasks. Depth cameras
use infrared structured light [6] to acquire depth information enabling illumination independence.
Additionally, depth measurements simplify performing 3-D foreground segmentation using simple
thresholding. The popular Microsoft Kinect RGB-D sensor has been used extensively for medical
applications. Webster and Celik [132] systematically reviewed and demonstrated the use of Kinect
in elderly care and stroke rehabilitation [133]. Although Kinect v2, the second version of Microsoft
Kinect, produces less noisy depth images, we chose to constraint the proposed solution to Kinect
v1. The reason behind this is the increased power consumption and cooling requirements of Kinect
v2, which is not suitable for deployment on embedded devices [134]. These requirements are
dictated by the time of flight imaging technology in Kinect v2 as compared to the structured light
technology in Kinect v1.
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Figure 5.1: Fall detection approaches as categorised by Mubashir et al. [135]. The proposed method
combines ideas from both the posture recognition and the spatiotemporal categories to detect the
fall action.
The rest of this Chapter is organised as follows: Section 5.2 presents a brief survey on recent
fall detection methods. Section 5.3 describes and evaluates the fall action detection method us-
ing the dense posture analysis module and an SVM model, RDF+SVM, for activity recognition.
The fall detection method using a deep ConvNet model and an LSTM recurrent neural network,
ConvLSTM, is presented and evaluated in Section 5.4.
5.2 A Brief Survey on Fall Detection Methods
Enhancing healthcare and medical services is a multidisciplinary area of research that receives high
interest. Fall detection in particular has witnessed much focus due to the physical and psychological
complications of falls on elders [131]. Recently, Mubashir et al. [135] have categorised fall detection
approaches into three main categories: wearable devices based, ambiance device based and vision
based, as shown in Fig. 5.1.
The most popular wearable devices based approach is analysing a wide range of physical activity
measurements captured by an accelerometer attached to the human body. Mathie et al. [136] used
a single waist-mounted accelerometer to monitor different parameters of human movements such
as posture orientation and energy of movement. In their approach, abnormalities in parameter
readings initiate the fall alarm. Inertial frame velocity measures acquired via accelerometer were
compared with a predefined threshold to identify fall activities in [137]. Lai et al. [138] distributed
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multiple triaxial accelerometers over certain body parts to sense injuries resulting from accidental
fall occurrence. However, relying on wearable devices does have limitations such as battery lifetime
and being easily disconnected and forgotten. Furthermore, several studies have concluded that
older adults prefer non-wearable sensors [4, 139].
Another approach relies on analysing audio, video and vibrational information sensed by am-
bient devices. Li et al. [140] performed preprocessing enhancements and sound source localisation.
Then, a feature extraction and acoustic classification using the K Nearest Neighbour (KNN) clas-
sifier into falls or non-falls were employed. This was also supported by measuring audio signals
using eight omni-directional microphones. Zhuang et al. [141] classified sound signals using an
SVM with a Gaussian Mixture Model (GMM) kernel. Floor vibration based fall detection systems
were investigated in [142] and [143]. Fusion of floor vibration and audio signals was used by Zigel
et al [144] to detect fall events. The drawback of relying on ambient devices is frequent false alarms
resulting from noisy audio and vibration signals of falling objects [135].
Interest in vision based systems is emerging towards achieving effective computerised healthcare
via exploiting the recent technological achievements. Visual information processing approaches are
further divided into body shape change, posture, key joint altitude and spatiotemporal analysis
methods. These approaches require computationally efficient processing of images or videos in
order to achieve real time performance.
The use of traditional 2D stereo camera for fall detection via posture analysis was demonstrated
in several studies [145–148]. However, 2D approaches are plagued by the difficulty of separating
subjects from backgrounds, also known as the foreground separation step [5]. Thus, they either
suffer from poor performance, need uniform backgrounds or need stationary cameras with static
backgrounds for background subtraction [4, 5]. Therefore, a growing trend is to use the depth
cameras as they provide much richer geometrical information and facilitate preprocessing tasks
such as background subtraction and objects delineation. Furthermore, privacy concerns and low/no
light challenges limit applications of fall detection systems relying on RGB cameras.
The Kinect depth sensor has been commonly used for fall detection [4,149–153]. Stone et al. [4]
characterised person vertical state in depth frames over time. Then, a temporal segmentation was
used to identify ground events. Five features were extracted for each ground event and an RDF
was used to compute a confidence that a fall preceded on a ground event. In this method, the
vertical state characterisation was done based on predefined measurements. Also, the whole body
should be visible, as any segmentation artifacts of ground events will relatively affect the feature
extraction process. Bian et al. [149] developed a two stage system. First, the 3D coordinates of
body joints were interpolated from segmented body parts. Second, an SVM classifier was used to
detect the fall based on the positions of the extracted joint trajectory over time. Limitations of
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this method are: high dependency on head position and predefined threshold values.
The most common vision based approach to recognise a fallen posture is by extracting 3D
skeleton data and tracking body parts such as the head and the hip. Skeleton data could automat-
ically be obtained using joints localisation via body parts tracking, or joint offset regressors [6,149].
There are several limitations to this approach documented in the literature. First, the joints track-
ing module provided by the Kinect SDK has a limited range from 1.5 to 4 meters [4, 154]. Also,
the Kinect sensor would fail to extract the skeleton during the rapid fall motion [4, 149]. Second,
joints tracking based methods require ground floor calibration and cannot detect falls correctly
when the person lies down on furniture [149]. Third, local body part detectors and offset joint
regressors have a major challenge with missing body parts occluded by objects in the environment
or other body parts (self-occlusion). Finally, these methods rely on massive amounts of training
data to achieve a generic model that fits all postures [5, 6].
Therefore, as a summary, traditional vision-based fall detection methods rely on tracking a
skeleton and estimating the change in height of key body parts such as head, hips and shoulders.
These methods are often challenged by occluded body parts and abrupt posture changes. To
address these limitations, the proposed methods analyse the body posture holistically and do not
rely on skeleton extraction, joints tracking, joint altitude thresholds or ground plane calibration.
The proposed methods are trained on a public fall detection dataset and evaluated using standard
fall detection evaluation criteria.
5.2.1 RGB-D Fall Detection Datasets
The availability of fall detection datasets is a well-known challenge. The latest comprehensive
survey of RGB-D datasets lists only three datasets: TSTv1 [155], TSTv2 [156] and URFD [150],
under the fall detection category [157]. The TSTv1 dataset was recorded using ceiling-mounted
RGB-D sensors which is a not supported setting in the proposed methods. The TSTv2 dataset was
captured using a Kinect v2 sensor, which is not suitable for deployment on embedded devices due
to its power and cooling requirements [134]. The URFD dataset [150] was recorded using a Kinect
v1 sensor in the frontal setting. Therefore, we use the UR Fall Detection Dataset (URFD) [150] for
training and evaluating the performance of the proposed method. This dataset has a total of 70
activities distributed as: 30 falls from standing and sitting on a chair, 30 typical daily life activities
(ADL) such as walking, sitting down, squatting and picking-up an object and 10 sequences with
fall-like activities such as lying on wooden sofa and lying on the floor. These activities were
performed by five persons of different anthropometric measures. The sequences are accompanied
with accelerometric data which is not used in our methods.
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5.2.2 Evaluation Criteria
Fall detection sensors performance assessment criteria defined in [158] are used. Noury el al. [158]
performed analysis on series of tests and concluded with proposing
Sensitivity =
TP
TP + FN
(5.1)
measuring the capacity to recognise the considered occurrence properly, for instance, a fall motion
or a lying posture, and
Specificity =
TN
TN + FP
(5.2)
determining the capacity to correctly detect non-falls as two evaluation metrics, where
• True positive (TP ): correctly identifies the occurrence of a lying posture or a fall motion,
• False positive (FP ): false alarm indicates that a posture is misclassified as lying or and ADL
activity is identified as a fall,
• True Negative (TN): no fall alarm on ADL events and standing or sitting postures,
• False Negative (FN): incorrect identification of a fall.
5.3 Fall Detection via Dense Posture Recognition and SVM
This section presents the fist proposed approach to fall detection: a system consisting of a novel
skeleton-free holistic posture recognition method and an activity recognition stage. Figure 5.2
provides an overview of the processing stages of the proposed system. Given an input depth frame
acquired using a Kinect-like sensor, first, a calibrated background frame is subtracted obtaining
a foreground frame containing the posture only. Second, the dense posture recognition module
analyses local variations in depth pixels to identify the adopted posture. The foreground frame
is densely represented using a depth comparison feature (DCF) and fed to a random decision
forest (RDF) model to discriminate between standing, sitting and fallen postures. Hence, the
proposed approach simplifies the posture recognition into a simple pixel labelling problem after-
which determining the posture is as simple as counting votes from all labelled pixels. Third, the
fall event is recognised using a support vector machine (SVM). The SVM model analyses the
change in confidence of the fallen posture over time to detect fall events. This method achieved
a fall detection sensitivity rate of 99% on synthetic and live datasets as well as a specificity rate
of 99% on synthetic datasets and 96% on popular live datasets without invasive accelerometer
support. While the dense posture recognition module has been detailed in Chapter 3, the next
section describes modeling complex temporal dynamics of fall events using an SVM model.
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Figure 5.2: The proposed fall detection method. First, a calibrated background frame is subtracted.
Second, a RDF model is applied on the foreground body pixels to recognise the articulated posture.
Third, a SVM model analyses the change in lying posture confidence to detect the occurrence of
fall events.
5.3.1 SVM Temporal Analysis of Posture Confidence
The fall is commonly defined as: inadvertently coming to rest on the ground or other lower level
excluding intentional change in position to rest on furniture, wall or other objects [128]. This
definition suggests that the fall is an event characterised by the speed of reaching the ground. This
is the reason that joints tracking based fall detection methods require ground plane initialisation.
In the proposed approach, however, the fall is characterised as an abrupt change in lying posture
confidence. The posture recognition module, described in Chapter 3, computes the lying posture
confidence pattern for d consecutive frames. This pattern is used as an input feature vector for
the SVM to decide the occurrence of a fall. The dimensionality d of the feature vector should be
large enough to cover the start, rapid movement and the end of the fall motion. Figure 5.3 shows
an example for fall and non-fall confidence patterns.
Detecting fall patterns is formulated as a binary classification problem. One of the most widely
used classification algorithms is the SVM as it guarantees maximum-margin separation between
classes [70]. In turn, this property yields good generalisation performance with relatively small
number of training instances [94].
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Holistic Paper: Fall Detection Results
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Figure 5.3: Fall and non-fall patterns for the posture recognition module applied on sequences
from the URFD dataset. These patterns are used to train a SVM classifier to detect the fallen
action.
5.3.1.1 SVM Training
For SVM training, the analysis of the URFD dataset, presented in Section 5.2.1, suggested that the
fall motion takes about 40 frames including an initial period, rapid movement and resting [150].
Sequences of the dataset are segmented using a sliding window of 40 with stride of 1 to include
variability to the start and ending periods. The resulting patterns are manually labelled and a
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Figure 5.4: Fall detection system architecture. Input depth frame captured using Kinect is first
preprocessed by foreground extraction. Then, the DCF feature extractor is applied. Feature
representations of depth pixels are evaluated using a RDF model. The change in lying posture
confidence levels is analysed using a support vector machine classifier. Finally, an alert is triggered
in case of a fall is confirmed.
subset of 500 fall patterns and 500 non-fall and fall-like patterns were randomly sampled and
shuﬄed for SVM training, see Fig. 5.3. The trained SVM classifier is validated using 10-fold cross
validation achieving an average misclassification error of 0.01%.
5.3.1.2 Fall Confirmation
The trained SVM model acts as an online fall detector where a buffer of size d = 40 is used to
hold the lying posture confidence over time. As shown in Fig. 5.4, the buffer is periodically passed
to the SVM for evaluation. Once the SVM detects a fall pattern, it is deactivated and a recover
motion analysis algorithm is performed to authenticate the occurrence of a fall and avoid false
alarms. The algorithm allows a recovery window of 20 frames, after-which if the person remains
in a lying posture, then the fall alarm is triggered. Otherwise, the SVM model is activated and no
alarm is triggered.
5.3.2 RDF+SVM Experiments and Results
We have trained a pixel-wise random decision forest in order to analyse the current human posture
without relying on skeleton data. On top of that, an SVM classifier is used to analyse the change in
lying posture confidence over time and indicate the occurrence of a fall. In this section, we evaluate
the performance of combining the RDF and SVM models for fall detection on the aforementioned
URFD dataset.
5.3.2.1 RDF Lying Posture Classification: URFD Dataset
To ensure proper generalisation to the underlying data distribution of the URFD dataset, the RDF
model has been evaluated on identifying lying postures in this dataset. The RDF lying posture
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Table 5.1
RDF Lying Posture Recognition on the URFD dataset
Tree Depth Accuracy Precision Sensitivity Specificity
4 0.90 0.71 0.99 0.86
8 0.96 0.87 0.99 0.95
10 0.97 0.89 0.99 0.96
12 0.97 0.89 0.99 0.96
14 0.96 0.87 0.99 0.95
18 0.97 0.89 0.99 0.96
20 0.97 0.90 0.99 0.96
The proposed holistic posture recognition method achieves full sensitivity on real unseen images
of the URFD dataset. The precision is the ratio between true positives and the sum of both
true and false positives.
Table 5.2
Evaluation and comparison of SVM fall detection on the URFD dataset
Method Accuracy Precision Sensitivity Specificity
SVM + Acc. [150] 0.94 0.88 1.00 0.90
RDF + SVM 0.96 0.91 1.00 0.93
The proposed system achieves better results than the accelerometer-based system of Kwolek et
al. [150].
recognition results on the URFD dataset are summarised in Table 5.1. The ground truth frames
are labelled with 1 for lying, 0 for transitional postures and -1 as not lying. In [150], the authors
used a subset of 8459 images of which 2145 frames are lying and 6314 are sitting or standing
postures. None of these images is included during forest training. Previous results in Section 3.3.4
indicated that tree depth is the most influential parameter on the generalisation capabilities of the
forest. Hence, we report the results using a forest of size T = 3 trees and different depth levels.
The dataset features five subjects with different anthropometric measures from the training 3D
manikin. The reported results further demonstrate the generalisation capabilities of the proposed
posture recognition approach from synthetic training data to real test data and from single subject
to different subjects with various anthropometric measures.
5.3.2.2 Fall Detection Results
The performance of the SVM classifier is evaluated using the URFD dataset. Kwolek et al. [150]
constituted the dataset and kindly shared it for evaluation and comparison of fall detection meth-
ods. Their approach indicates an eventual fall through the thresholding of accelerometric signal
and uses a lying posture classifier to authenticate the occurrence of the fall. Table 5.2 reports
and compares the performance of the proposed method with the method of [150]. The proposed
system achieves better results than the accelerometer-based system [150] in accuracy, precision and
specificity.
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Figure 5.5: Applying the proposed method on a fallen activity from the URFD dataset. For each
frame, a foreground segmentation is performed as a preprocessing step. In this step, we perform
background subtraction followed by (filtering, erosion, hole filling and blob analysis) to improve
the quality of the foreground frames. Then, the trained RDF posture recognition model is applied
to label the foreground pixels. The current posture confidence is computed by counting pixel votes
per posture. Meanwhile, the SVM module is monitoring the change of the lying posture confidence
to detect the fallen actions.
5.3.2.3 Qualitative Results
Figure 5.5 demonstrates applying the proposed method on activities from the URFD dataset. It
is divided into 4 sub-figures for sampled frames from a fallen activity. As shown, the RDF model
genaralises from synthetic training images to unseen real images of a new subject with different
anthropometric measures. The action recognition module analyses the transitions between postures
to identify the fallen actions.
5.3.2.4 Frame Rate
The computational cost of the SVM module is negligible compared with the dense RDF model.
Therefore, as evaluated previously in Table 3.4, the proposed method achieves up 20 FPS on
embedded devices with ARM architecture. The GPU implementation of the proposed approach
achieves up to 88 frames per second (FPS) on a desktop workstation, and about 43 FPS on a
commercial laptop. Both devices are powered with a NVidia GTX GPU of 1024 cores and 2 GB
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of memory. Further, this approach is resilient to lower input image resolutions, up to 80x60. Note
that the previously stated results are bounded with the frame rate provided by the Kinect sensor
(30 FPS).
This section presented the first proposed approach to fall detection. A vision based system
using the RDF dense posture recognition module and a SVM temporal analysis module. In this
method, first, input depth frames are passed through a foreground segmentation module that uses
a calibrated background frame and subsequent image processing operations to remove the scene
background. Second, a RDF is used to recognise the current articulated posture in the foreground
frame. The RDF is trained and evaluated using synthetic datasets to overcome the limitation
of obtaining diverse fall detection training datasets. Third, a SVM model is used to analyse the
change of the lying posture confidence overtime and indicate the occurrence of fall events. The
presented RDF+SVM method meets the design goals identified in Section 5.1 and provides near
unity sensitivity and specificity in the unintentional and inadvertent coming to rest on the ground
situations, making it a fast and reliable solution for hospitals, homes, bathrooms and laborious
workplaces. The next section investigates using an end-to-end deep learning architecture for fall
detection.
5.4 Deep Residual Convolutional LSTM (ConvLSTM) for
Fall Detection
This section presents an end-to-end integrable and automated fall detection system. A deep learn-
ing architecture combining convolutional and recurrent neural networks is used to detect fall events.
The deep convolutional network (ConvNet) analyses the human body and extracts visual features
from input sequence frames. Fall actions are recognised via modelling complex temporal dependen-
cies between subsequent frame features using Long-Shot-Term-Memory (LSTM) recurrent neural
networks. The recurrent LSTM module is used on top of the ResNet model to learn temporal dy-
namics of fall and non-fall events. Figure 5.6 depicts an overview of this approach. This ConvLSTM
combination is jointly trained end-to-end allowing learning visual perceptual representation and
temporal dynamics. The proposed method has been validated on the public URFD fall detection
dataset and compared with different approaches, including accelerometer based methods.
5.4.1 ConvLSTM Model Components
This section propose an end-to-end ConvLSTM model for fall event detection. The ConvLSTM
model combines a deep residual convolutional network ResNet with recurrent LSTM neural network
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Figure 5.6: The proposed fall detection method. An end-to-end ConvLSTM model has been trained
to detect fall actions. First, an input video of depth frames is colorised and passed through a deep
ConvNet model for extracting visual features. Second, the extracted sequence features are fed to
the recurrent LSTM module to analyse temporal dynamics between frames and help detect the
occurrence of fall events.
Figure 5.7: Fall event detection using recurrent convolutional neural networks. An input video
sequence of T depth frames is preprocessed using depth scaling, image resizing and cropping, and
RGB colorisation. Then, the resulting sequence of dimensionality T × 224× 224× 3 is fed to the
trained residual ConvNet model to extract visual feature vectors of dimensionality T × 512. Two
stacked LSTM layers of 100 hidden units transform the sequence into hidden state vectors, from
which we fed the last one to the fully connected layer to decide the occurrence of a fall event.
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module. We use a ConvNet architecture that follows the residual learning approach (ResNet) [25]
to learn discriminative features from articulated body postures. The motivation for this com-
bination is twofold. First, the ResNet model has powerful capabilities to learn and extract deep
hierarchical visual features from raw input images. The ResNet model has been described in details
in Section 4.2.3.2.1. Second, using the extracted body features, the LSTM module can learn long-
term temporal dynamics that can discriminate sequential input data, e.g., fall events. Figure 4.1
shows in more details the proposed ConvLSTM method for fall detection.
The ConvLSTM model maps an input video sequence X = {(xt, y)}Tt=1 of T depth frames
to a single static output yˆT representing the posterior probability distribution over two classes,
(fall, non-fall). The input frames are acquired using a Kinect V1 sensor with dimensionality
480× 640. At a time step t, the depth frame xt is preprocessed via resizing and RGB colorisation
to dimensionality 224× 224× 3, matching the fixed input dimensionality of the ResNet model. It
performs feature transformation to map the colorised image xt into a fixed-length feature vector
ft ∈ Rd=512. The whole input sequence is processed in parallel producing a feature vector sequence
F = {(ft, y)}Tt=1, where F ∈ RT×512. The resulting feature sequence is passed into the recurrent
LSTM module for sequence modeling and learning.
5.4.1.1 Preprocessing Depth Sequences
Encoding depth images is an essential step to provide more powerful learning signal for the deep
learning models. The RGB colorisation technique proposed in Section 4.2.3.1.4 is used. Depth
frames of an input sequence are resized and cropped to 224 × 224 dimensionality. Then, depth
measurements are shifted, to provide depth invariance, and normalized to (0, 1) range. Finally, an
RGB color map is applied to produce the colorized depth image, sample preprocessing results are
shown in Fig. 5.8.
5.4.2 Deep Features Extraction using ResNet
Extracting deep hierarchical representation of the visual world is an essential component towards
building efficient visual perception systems. Deep convolutional neural networks (ConvNets) have
demonstrated superior capabilities in learning such representations. ConvNets are the basic build-
ing block for the state-of-the-art methods on visual perception tasks such as object recognition [25],
localisation and detection [159], and semantic segmentation [159]. For more details, the ConvNet
model is reviewed in Section 2.4.3. Incorporating ConvNets with the residual learning paradigm
has led to the ResNet architecture which ensures better and faster generalisation performance,
easier optimisation and makes efficient use of network depth [25].
The ResNet model is used for learning visual features from input depth videos. It is composed
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Figure 5.8: Example depth preprocessing and encoding results using RGB colorisation. Input
depth frames of a video sequence are resized and cropped to suit ResNet fixed input dimensionality
224 × 224, and their depth values are scaled to (0, 1) range. Then, a jet color map is applied to
produce 224× 224× 3 RGB images for model training and inference.
of residual blocks where each block learns a residual mapping with reference to its input, instead
of learning a direct unreferenced mapping, as shown in Fig. 5.7, middle. The layers of a residual
block are formulated as (CONV - BN - ReLU - CONV - BN - ReLU). Assuming that H(x) is a
function to be approximated. The residual block learns the residual function F (x) := H(x) − x
instead. Thus, the original function to be approximated becomes F (x)+x [25]. The ResNet model
is further described in Section 4.2.3.2.1. We stack ResNet blocks to form a visual feature extraction
module of depth 17 CONV layers. This ResNet-17 module is described as {RGB input - ( CONV
- BN - ReLU - max POOL) - 8 residual blocks - average POOL}. At time step t, it maps an
input frame xt of dimensionality 224× 224× 3 into a fixed length feature vector ft ∈ Rd=512. The
resulting feature vectors of an input sequence are then passed to the sequence modeling LSTM
module.
Due to the scarcity of fall detection datasets [2], and the need for large amounts of data to train
deep ConvNet models, we initialise the core feature extraction ConvNet, ResNet-17, from the deep
holistic posture analysis model, ResNet-18, pre-trained in Section 4.2. This model was trained on
280K colorised depth images for estimating joint angles of articulated human body postures in
workplace environments. This approach provides a strong initialisation that reduces the effect of
overfitting due to the small number of videos in fall detection datasets.
5.4.3 LSTM Modeling of Temporal Dynamics
Recurrent neural networks (RNNs) are powerful at modeling complex temporal dynamics in input
sequences [160]. RNN models maintain a hidden state that stores information about previous
inputs. At t time step, the RNN maps an input vector xt to a hiddent state ht and output vector
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zt, based on both the previous hidden state vector ht−1 and the current input xt as:
ht = g(Wxhxt +Whhht−1 + bh) (5.3)
zt = g(Whzht + bz) (5.4)
where Wxh,Whh and Whz are weight matrices, bh and bz are bias parameters, and g(.) is a
non-linear activation function, e.g., sigmoid. However, traditional RNN models are challenged to
learn long-term temporal dependencies due to vanishing and exploding gradients problem [161].
The Long Short-Term Memory (LSTM) [161] network overcomes these challenges and features
easier approach to learning long-term temporal dynamics. In addition to the hidden state, it incor-
porates a memory unit or cell state that is continuously modified using non-linear gating functions,
which are learned. These gating functions manipulates the memory unit through forget and update
operations to allow storing only relevant information. The recurrent LSTMs have demonstrated
superior capabilities to model long-term dependencies and learn to recognise and synthesise se-
quences. There are several examples that demonstrates this success, e.g, speech recognition [162]
and machine translation models [163].
The LSTM operations are formulated as follows: at t time step, an LSTM of N hidden units
maps an input vector xt to a hidden state ht ∈ RN and an updated LSTM state ct ∈ RN , based
on both the previous hidden state vector ht−1, the previous state ct−1 and the current input xt as:
it = g(Wxixt +Whiht−1 + bi) (5.5)
ft = g(Wxfxt +Whfht−1 + bf ) (5.6)
ot = g(Wxoxt +Whoht−1 + bo) (5.7)
c˜t = tanh(Wxcxt +Whcht−1 + bc) (5.8)
ct = ft  ct−1 + it  c˜t (5.9)
ht = ot  tanh(ct) (5.10)
where it ∈ RN , ft ∈ RN and ot ∈ R are the input gate, forget gate and output gate, respectively.
The memory state ct is updated based two components. First, the previous state ct−1 modulated
by ft, which allows the network to decide how much information to forget. Second, c˜t which is
a function of the current input xt and the hidden state ht−1 modulated by it. The output gate
determines how much of the memory cell to transfer to the hidden state ht. The hidden state ht
is also considered the output of the LSTM unit.
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The sequence modeling module has two stacked LSTM units with hidden states of size N = 100.
These LSTMs learn to map a sequence of feature vectors F = {(ft, y)}Tt=1, where F ∈ RT×512,
produced using the ResNet visual feature extraction module, to a single output vector ZT . We use
the UR Fall Detection Dataset (URFD) [150] for training and evaluating the proposed method.
Qualitative analysis on this dataset suggested that the fall action takes approximately 80 frames.
Therefore, we train the ConvLSTM network on video clips of length T = 80 depth frames.
The final output of the proposed ConvLSTM model is a probability distribution P (yˆT ) over C
classes ∈ {fall, non-fall}. We pass the last output ZT to a fully connected layer that performs the
logistic regression yˆT = WzZT + bz, where Wz ∈ R|C|×dz and bz ∈ R|C| are learned parameters.
The softmax function is finally used to normalise the produced logits and compute the posterior
probability distribution over fall and non-fall classes as:
P (yˆT = c|ZT ;Wz) = exp(yˆT , c)∑
k∈C exp(yˆT , k)
(5.11)
where Wz represents model parameters, and the dominator is used for normalisation so that the
class scores sum to one. The key aspect of the proposed ConvLSTM model is that all its stacked
components: ResNet, LSTM and logistic regression, are trained jointly from an end-to-end using
generic optimisation algorithm operating on backpropagated gradients.
5.4.4 ConvLSTM Experiments and Results
We have trained an end-to-end ConvLSTM model for fall activity recognition. This model is
composed of a ResNet convolutional network for visual features extraction, a stack of two LSTM
units for sequence modeling and a logistic regression layer for recognition. The input to our model
is a sequence of depth frames and the output is probability distribution over two classes: fall
or non-fall. This section evaluates the performance of the proposed fall detection method. First,
training and testing datasets are described. Second, we detail the used training parameters. Third,
evaluation criteria that are commonly used to assess the performance of fall detection systems are
described. Finally, we compare the proposed method with other approaches in the literature.
5.4.4.1 Training Datasets
The URFD dataset described in Section 5.2.1 is used in training and evaluating the ConvLSTM
method. We split each of these activity classes into 80% for training and 20% for validation. This
results into 55 video sequences for training and 15 for validation. Due to this limited number of
activities, we performed data augmentation by segmenting the activities using a sliding window of
T depth frames and a stride of one frame. We performed qualitative analysis to choose the sequence
length T . We found that the fall motion takes about 80 frames including an initial period, rapid
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Table 5.3
Evaluation and comparison of the proposed ConvLSTM method on the URFD dataset
Method Accuracy Precision Sensitivity Specificity
SVM + Acc. [150] 0.94 0.88 1.00 0.90
RDF + SVM [2] 0.96 0.91 1.00 0.93
ConvLSTM 0.98 0.97 1.00 0.97
The proposed system achieves better results than the accelerometer-based system of Kwolek et al. [150]
and the RDF+SVM method described in Section 5.3. The precision is the ratio between true positives
and the sum of both true and false positives.
movement and resting on the ground. Therefore, dataset activities are segmented using a sliding
window of 80 frames with stride of one to include variability to the start and ending periods.
We randomly selected 1750 sequences for training and 725 sequences for validation. Training and
validation sequences are balanced among dataset classes: fall, ADL and fall-like ADL activities.
5.4.4.2 Training Parameters
The components of the proposed ConvLSTM model are trained jointly and end-to-end. We used
the stochastic gradient descent (SGD) optimisation algorithm with an initial learning rate of 0.0005,
decaying by a factor of 10 every 30 epochs, mini-batch size of 160 frames covering 2 sequences,
weight decay of 0.0001 and momentum of 0.9. This model takes approximately 12 hours of training
on a NVIDIA Titan X GPU for 100 epochs.
5.4.4.3 ConvLSTM Fall Detection Results
The proposed method achieves an average activity recognition accuracy of 98% on the validation
set. To compare with other approaches in the literature, we follow the same protocol used in [150]
and the RDF+SVM method [2] presented in Section 5.3. The reported results are on the whole
dataset of 70 sequences, on a misclassification event, the rest of the sequence is ignored. Kwolek et
al. [150] recorded the dataset and kindly shared it for evaluation and comparison of fall detection
methods. Their approach indicates an eventual fall through the thresholding of accelerometric
signal and uses a lying posture classifier to authenticate the occurrence of the fall. Abobakr et
al. [2] used pixel-wise random decision forest (RDF) model to recognise the articulated posture
either lying, sitting or standing. The change in lying posture confidence over time is assessed
using a support vector machine (SVM) classifier to detect the occurrence of fall events. Table 5.3
compares the performance of the proposed ConvLSTM method with both methods. The precision
score reported in this table represents the ratio between true positives and the sum of both true
and false positives. The proposed system achieves better results than the accelerometer-based
system in [150] and the RDF+SVM method of [2] in accuracy, precision and specificity. Only one
false alarm has been detected, as a fall-like ADL activity has been misclassified as a fall.
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5.4.4.3.1 Frame Rate The proposed ConvLSTM model achieves up to 200 FPS on a NVIDIA
TITAN-X GPU which is more than 3 times faster than the RDF+SVM presented in Section 5.3.
This means that the proposed ConvLSTM method can provide real-time fall detection performance.
This section presented the second approach to fall detection using deep representation learning
techniques. A deep ConvLSTM model composed of a hierarchical visual feature extractor ResNet
convolutional model, a recurrent LSTM module for sequence modeling and a logistic regression
module to detect fall events. The overall model is trained end-to-end using back-propagated
gradients. The proposed method does not require skeleton tracking or person detection and seg-
mentation. The ConvLSTM achieved state-of-the-art results on the URFD dataset via reporting
full sensitivity in detecting fall events and only one false alarm. Unlike the RDF+SVM method
presented in Section 5.3, the ConvLSTM method does not require modeling and removing the
background, which is a computationally expensive task that needs to be repeated whenever the
background changes.
5.5 Discussion
This Chapter presented two approaches to human behaviour understanding via holistic posture
analysis and training on synthetic images. The proposed approaches analyse the temporal change
in estimated postural information. These methods have been applied to detect fall events in
healthcare environments. The RGB-D Kinect sensor has been used as the main data acquisition
module and absolute privacy has been preserved via utilisation of the depth information only.
The first approach uses the RDF holistic posture recognition model described in Chapter 3 to
provide a confidence score of the lying posture and a SVM model analysis the temporal changes
of this score to detect fall events. This RDF+SVM approach provided near unity sensitivity and
specificity in detecting fall events, with a frame rate of up to 57 FPS using 320×240 resolution and
a NVidia GPU. Hence, these results demonstrates the RDF+SVM approach is a fast and reliable
solution for hospitals, homes, bathrooms and laborious workplaces. However, its main limitation
is requiring background calibration. This necessitates for recalibration process whenever the scene
configuration changes which is very likely to happen frequently in the target environments.
The second approach is via an end-to-end stack of deep representation learning models. This
stack has superior learning capacity to accommodate different backgrounds overcoming the limita-
tion of the RDF+SVM method. The ConvLSTM approach uses the deep ResNet model presented
in Chapter 4 to analyse and extract visual features of the posture. Then, the temporal dynamics
has been modelled using a LSTM model. Finally, a FC regression model has been incorporated
to model the posterior probability of fall events. The ConvLSTM outperformed the RDF+SVM
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method and achieved state-of-the-art results on the URFD dataset via reporting full sensitivity in
detecting fall events and only one false alarm. It has also reported a frame rate of up to 200 FPS
on a NVidia GPU and using lower resolution of 224× 224× 3.
Although the ConvLSTM method achieved better results than the RDF+SVM method in terms
of accuracy and real time performance, relying on deep representation learning models is challenged
by their sensitivity to noisy inputs. This is a well-studied problem and several contributions have
been proposed to make the deep learning models more robust to noise perturbations. The next
Chapter propose a novel deep learning layer that mimics to human visual system and focuses
mainly on structural information in the input images.
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Chapter 6
Deep Representation Learning via
Nonlinear Structural Similarity
Deeper convolutional neural networks provide more capacity to approximate complex mapping
functions. However, increasing network depth imposes difficulties on training and increases model
complexity. This paper presents a new nonlinear computational layer of considerably high capacity
to the deep convolutional neural network architectures. This layer performs a set of comprehensive
convolution operations that mimics the overall function of the human visual system (HVS) via
focusing on learning structural information in its input. The core of its computations is evaluating
the components of the structural similarity metric (SSIM) in a setting that allows the kernels to
learn to match structural information. The proposed SSIMLayer is inherently nonlinear and hence,
it does not require subsequent nonlinear transformations. Experiments conducted on CIFAR-10
benchmark and a subset of ImageNet demonstrate that the SSIMLayer provides better convergence
than the traditional convolutional layer, bypasses the need for nonlinear transformations and shows
more robustness against noise perturbations and adversarial attacks.
6.1 Challenges with Deeper Convolutional Networks
Deep representation learning architectures have achieved superior perceptual capabilities in several
domains. In particular, the deep convolutional neural network (ConvNet) has dominated complex
visual perception tasks such as object recognition [25], object detection and localisation [26], and
semantic segmentation [26, 27]. The ConvNet provides superior learning capacity to approximate
complex mapping functions via a stack of computational layers that is based on the linear convo-
lution operator [22]. This stack is trained end-to-end using general purpose gradient optimisation
algorithms to extract features with an increasing level of abstraction [22]. The importance of
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Figure 6.1: The effect of different noise models and lossy compression techniques on the predictions
of a ConvNet model. The model produced different predictions for different kinds of distortion.
building deeper models has been demonstrated in several studies to provide more powerful learn-
ing capabilities [25] However, deeper architectures are difficult to be optimised due to inherited
problems such as vanishing and exploding gradients [25,164,165], and adversarial attacks [166,167].
These are open research problems that are challenging advancements in building more powerful
deep learning architectures. Further, the runtime complexity that may result from deeper models
limits deployment on embedded devices.
6.1.1 Gradients Instability
Building deeper networks via stacking computational layers is challenged by the problem of van-
ishing or exploding gradients which complicates model convergence [25]. With deeper models, the
back-propagated gradients of earlier layers become very small and does not contribute effectively to
enhancing model performance. The exploding gradients problem, on the other hand, results from
large weight updates caused by accumulated errors gradients. Several approaches have been pro-
posed to ensure more stable gradient-based optimisation with increased network depth [25,124,165].
While the residual learning paradigm [25] combined with batch normalisation [124] has been suc-
cessful in mitigating the effect of unstable gradients, this remains an open research problem for
deep architectures.
6.1.2 Vulnerability to Noisy Inputs
Sensitivity to noise and input distortions is another issue that challenges deep machine learning
models, especially the ConvNet model. The ConvNet has a major limitation in understanding and
eliminating the effect of noise and input distortions. It has been demonstrated that imperceptible
perturbations can dramatically change the outcome of a ConvNet model [52, 166, 168]. Several
experiments have been performed to study the effect of noise on deep learning architectures. Images
are augmented with different noise models and fed to the popular AlexNet model [52]. It has been
concluded that the response of AlexNet model changes according to the type and strength of the
added noise, as shown in Fig. 6.1.
Further investigations were performed by other researchers [167, 169]. In [167], adding an
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Figure 6.2: An unobservable distortion totally changes the predictions of AlexNet [52]. Left column
is the correctly predicted images, right is the distorted incorrectly classified samples, centre column
is the difference between the original and distorted images. Figure from [167].
optimised imperceptible distortion to an image led to a totally different prediction by the deep
network, see Fig. 6.2. Recently, Nguyen et al. [169], revealed that deep neural networks are easily
fooled, using different approach. In their work, an evolutionary algorithm is used to find a set of
images that are predicted with a high confidence level by AlexNet. They have found that the deep
network is highly confident with totally unrecognisable images, as shown in Fig. 6.3.
This is a critical problem especially when adopting the current paradigm of synthetic data
preparation. Being prone to noise limits the ability of deep architectures to generalise learning
from synthetic data to accommodate live data. The common solution to this problem in the
literature is augmenting different noise models in the training data. This requires researchers,
however, to model several types of noise and a combination of their parameters. An alternative
solution is to ensure noise free input via preprocessing techniques, which adds extra computational
complexity.
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Figure 6.3: Deep neural networks are easily fooled. AlexNet [52], is highly confident with unrecog-
nisable images. Figure from [169].
To that end, this Chapter proposes the SSIMLayer. A new nonlinear computational layer of
high learning capacity to the deep convolutional neural network architectures. The SSIMLayer is
perceptually inspired and designed to incorporate the human visual system functionalities into the
deep ConvNet models. The HVS is a complex nonlinear system that is highly adapted for extract-
ing structural information of the visual world. ConvNet architectures are trying to achieve the
human level of visual perception via learning a hierarchy of features from raw input. However, the
simple linear convolution operator is not sufficient for a neuron to extract structural information.
Therefore, the proposed formulation adapts ConvNet neurons to extract structural information
from input images and disregard illumination and contrast effects.
The motivation for the SSIMLayer is three fold. First, since the SSIM metric was designed
under the principle of mimicking the characteristics of the HVS, the proposed layer incorporates
the functionalities of the HVS into the ConvNet. Second, the SSIM measure is nonlinear and
differentiable, hence, the parameters of the SSIM layer can be optimised using backpropagation.
Third, focusing on extracting structural information can help reduce model complexity via building
shallower and more powerful models overcoming gradients instability problems.
In the literature, the SSIM metric has received extensive research interest from the deep learn-
ing community as it outperforms traditional objective image assessment metrics in quantifying the
quality of perceived images, and satisfies the differentiability requirement for the backpropagation
stage. It has mainly been used as a loss function in optimising unsupervised deep generative mod-
els. These models try to learn a compact representation from unlabeled training images through
minimising the reconstruction error of the input. Generative adversarial networks (GAN) and
auto-encoders are the most widely used generative models. Unlike the mean squared reconstruc-
tion error metric, the SSIM is well matched with the perceived visual quality and makes use of the
strong local dependencies of pixels [170]. Zhao et al. [171] provides a review of loss functions used
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with deep neural networks and demonstrates the superiority of the perceptually inspired SSIM loss
and its variants.
Recently, researches in [172], have proposed the multiscale structural similarity (MS-SSIM)
loss as a perceptually inspired performance metric for deep unsupervised learning models. In their
work, minimising the MS-SSIM loss was formulated as
L(X,Y ) = −
∑
i
MS-SSIM(Xi, Yi), (6.1)
MS-SSIM(x, y) = IM (x, y)]
αM .
M∏
j=1
cj(x, y)
βj . sj(x, y)
γj (6.2)
where X,Y are the input and reconstructed images respectively, i is the number of x or y local
patches and M is the number of scales used simultaneously in the computations. The contrast and
structure components were combined at all scales, whereas, the illumination component is applied
at the coarsest scale M .
In their experiments, subjective evaluations preferred the images that were synthesised using
models optimised with the MS-SSIM loss over those generated using traditional loss functions.
Slightly better image classification results using the MS-SSIM loss were reported. These results
support the hypothesis that the SSIM is aligned with the human visual system. In the research at
hand, we are proposing a totally different way to exploit the SSIM in deep learning models.
6.2 Structural Similarity Index SSIMLayer
The SSIM [170] is a full-reference objective image quality assessment metric. It has been formulated
under the assumption that the HVS is highly adapted for extracting structural information from
a visual input. The SSIM index quantifies the degradation of structural information between a
distorted and its corresponding reference image. Moreover, the SSIM metric is nonlinear and its
operations are differentiable satisfying the requirements for backpropagation and gradient based
optimisation techniques. Therefore, in this work, the formulation of the SSIM metric is adjusted
and incorporated as a computational layer in deep learning architectures.
Neurons of the SSIMLayer perform more expressive convolution operations that aim at compar-
ing structural similarity independent from luminance and contrast. During training, layer filters
are updated using back-propagated gradients to jointly maximise the structural similarity with
spatial local patches in the input and minimise the training loss function. This yields an average
structural memory image that represents dominant structures in the training dataset. The firing
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rate of neurons is controlled with the degree of similarity between trained filters and local input
patches that have been normalised for luminance and contrast. Therefore, the final outcome is an
SSIM activation map where each component is a combination of three comparisons; luminance (l),
contrast (c) and structure (s), representing the degree of structural similarity between two aligned
local input patch and filter.
6.2.1 Mathematical Formulation
Given two aligned local input patch x and a trainable weight filter y, the SSIM activation is
computed as:
SSIM(x, y) = [l(x, y)]α . [c(x, y)]β . [s(x, y)]γ , (6.3)
l(x, y) =
2µxµy + C1
µ2x + µ
2
y + C1
, (6.4)
µx =
1
N
N∑
i=1
xi, (6.5)
c(x, y) =
2σxσy + C2
σ2x + σ
2
y + C2
, (6.6)
σx =
(
1
N − 1
N∑
i=1
(xi − µx)2
) 1
2
, (6.7)
s(x, y) =
2σxy + C3
σxσy + C3
, (6.8)
σxy =
1
N − 1
N∑
i=1
(xi − µx)(yi − µy) (6.9)
where α > 0, β > 0, γ > 0 are parameters denoting the importance of the relative component and
C1, C2 and C3 are added constants to ensure numerical stability. Setting α = β = γ = 1 and C3 =
C2/2 simplifies the computations to:
SSIM(x, y) =
(2µxµy + C1)(2σxy + C2)
(µ2x + µ
2
y + C1)(σ
2
x + σ
2
y + C2)
. (6.10)
6.2.2 Gradient Based Learning for SSIM Parameters
The SSIM is differentiable, hence it satisfies the main requirement for the backpropagation stage.
Parameters of the SSIMLayer are optimised using gradient based optimisation techniques. In this
approach, weights of neurons are iteratively adjusted to jointly maximise the structural similarity
with the local patch in the input and minimise a global performance measure. The gradient descent
procedure converges to a local minima, which is most probably close to the global minima [21,22].
Given a deep neural network model that has an intermediate SSIM computational layer, the
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training procedure in a supervised learning setting can be formulated as follows:
yi = f(xi,W ), i ∈ {1, ..., N}, (6.11)
l(f ;xi, ti,W ) = l(f(xi,W ), ti), l ∈ {1, ..., N}, (6.12)
L =
1
N
N∑
i=1
l(f ;xi,W, ti) +
∑
j
W 2j , j ∈ {1, ...,W}, (6.13)
the weights are iteratively updated in the opposite direction of the gradient of the loss function as
(6.14)
Wk := Wk − η ∂L
∂Wk
, k ∈ {1, ...,Kiterations}, (6.15)
for the SSIMLayer parameters, this update rule is changed to
Wk := Wk − η ∂L
∂SSIM
∂SSIM
∂yk
, yk ⊆Wk, (6.16)
the derivative expression ∂L∂SSIM depends on the used global loss formula, see Section 2.4.4 for
details, for ∂SSIM∂yk of the local SSIM
(6.17)
SSIM(x, yk) =
(2µxµyk + C1)(2σxyk + C2)
(µ2x + µ
2
yk
+ C1)(σ2x + σ
2
yk
+ C2)
, (6.18)
defining the following variables to simplify the expression
A1 = 2µxµyk + C1, A2 = 2σxyk + C2
B1 = µ
2
x + µ
2
yk
+ C1, B2 = σ
2
x + σ
2
yk
+ C2
, (6.19)
then, the gradient of the SSIM is computed as [173]:
(6.20)
∂SSIM
∂yk
=
2
[
[A1B1(B2x−A2yk)] + [B1B2(A2 −A1)µx ∗ 1Np ] + [A1A2(B1 −B2)µyk ∗ 1Np ]
]
NpB21B
2
2
,
(6.21)
where W is the trainable weights, N is the number of training samples, l(f ;xi, ti,W ) is the loss
associated with a single training example, L is the global loss over a single mini-batch,
∑
jW
2
j is a
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regularisation term, η is the learning rate, x is the input, yk ⊆W is the SSIM filter weights, k is the
update iteration index, C1, C2 are constants to ensure numerical stability and 1
Np = [1, 1, 1, ...p] is
a ones column vector of size Np pixels of a local patch.
6.3 Experiments and Results
The performance of the proposed SSIMLayer has been evaluated on the popular CIFAR-10 image
classification dataset. CIFAR-10 consists of 50k training images and 10k testing images uniformly
distributed among 10 classes. In the presented experiments, models are trained on the training
set and evaluated on the test set. The evaluation protocol is that the SSIMLayer is injected into a
deep learning architecture and compared to a convolutional one injected the same way in a plain
convolutional architecture.
6.3.1 Training Details
Input images of dimensionality 32 × 32 × 3 are randomly flipped on the horizontal axis for data
augmentation. The stochastic gradient descent (SGD) algorithm with mini-batch size of 32 has
been used for optimisation. The learning rate is fixed at 0.01 and the models are trained for up to
500 epochs. A weight decay of 0.0001 and a momentum of 0.9 have been used.
Weight initialisation is of crucial importance to the convergence of deep neural networks. Several
weight initialisation methods have been investigated. In order to converge, the SSIM weights are
initialised from a standard normal distribution with zero mean and unit variance.
6.3.2 SSIM for Image Classification
This experiment demonstrates the effect of incorporating the SSIM as an intermediate computa-
tional layer in a deep learning architecture for CIFAR-10 image classification. The SSIMLayer
operates as a high level feature extractor on top of the convolutional layers and before the output
layer. This setting allows the SSIMLayer to build more meaningful structures from high level
activations. Two architectures are compared: the first uses the SSIMLayer and the second is a
plain convolutional architecture, as shown in Fig. 6.4. This is a controlled experiment where all
training settings are fixed for both networks.
Figure 6.5 shows convergence curves for both networks. As shown, the architecture that con-
tains the SSIMLayer outperforms the plain convolutional network on the training and validation
splits. It also demonstrates more confident behaviour on the validation split and higher capacity
to accommodate the training data distribution. As detailed in Table6.1, the model containing the
SSIMLayer achieves validation accuracy of 78.0 % compared to 73.8 % for the fully convolutional
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CIFAR-10 Experiments: Deeper Models
CONV SSIM
TRAIN TOP-1 87.06 95.73
TEST TOP-1 76.57 78.79
5x5 Conv, 32, S 1, P 2 
ReLU
output size: 32
output size: 15
output size: 15
output size: 15
output size: 7
PLAIN CONV
image
32 x 32 x 3
3x3 MAX POOL, S=2
ReLU
ReLU
3x3 MAX POOL, S=2
ReLU
FC 10
5x5 Conv, 32, S 1, P 2 
5x5 Conv, 64, S 1, P 2 
5x5 Conv, 64, S 1, P 2 
3x3 MAX POOL, S=2
ReLU
ReLU
3x3 MAX POOL, S=2
ReLU
FC 10
5x5 Conv, 32, S 1, P 2 
5x5 Conv, 64, S 1, P 2 
5x5 SSIM, 64, S 1, P 2 
image
32 x 32 x 3
SSIM
Figure 6.4: Network architectures used in evaluating the performance of the proposed SSIMLayer
on CIFAR-10 dataset. For a convolutional or SSIMLayer: (e.g, 5× 5 Covn, 32,S 1,P 2) indicates
a layer with 32 sliding window filters of size 5 × 5, stride S = 1 and padding P = 2. This layer
produces 32 feature activation maps that are passed through a nonlinear transformation using the
rectified linear unit (ReLU).
Figure 6.5: Evaluating the performance of the proposed SSIMLayer on the training and validation
splits of CIFAR-10 dataset. The SSIM has been incorporated as an intermediate computational
layer in a CNN architecture and compared with a similar plain convolutional architecture. Dashed
curves represent training errors and solid lines denote validation errors.
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Table 6.1
Evaluating the performance of the proposed SSIMLayer on CIFAR-10 dataset
Model Training accuracy (%) Validation accuracy (%)
Plain Conv 84.9 73.8
Proposed SSIM 96.5 78.0
The proposed SSIMLayer provides higher learning capacity than the traditional convolutional layer
via modeling the human visual system capabilities in learning to extract high level structures in input
feature maps.
model. Further, the higher accuracy on the training set demonstrates high capacity to accommo-
date structures in the training set via modeling the human visual system capabilities in learning
to extract high level structures in input feature maps.
To visualise the trained low level filters, we trained two shallow models with the following
architectures: {7x7 SSIM - ReLU - MaxPOOL - 5x5 CONV - ReLU - MaxPOOL - FC} and {7x7
CONV - MaxPOOL - 5x5 CONV - ReLU - MaxPOOL - FC} on CIFAR-10 dataset. These models
reported validation accuracy of 77.26 % and 70.8 %, respectively. Figure 6.6 depicts the low level
trained convolution and SSIMLayer kernels. The SSIM kernels converged to the most common
structures in the training dataset. However, as shown, a considerable number of SSIM filters have
very small weights, norm < 1, this would suggest that a filter pruning stage is worth investigation.
(a) 7x7 CONV Kernels (b) 7x7 SSIM Kernels
Figure 6.6: Visualisation of trained convolution and SSIMLayer kernels. The SSIM kernels rep-
resent the most common structures in the training dataset. As noted, a considerable number of
SSIM filters have very small weights, norm < 1, this would suggest that a filter pruning stage is
worth investigation.
6.3.3 SSIM Nonlinearity
The SSIM is a nonlinear operator that evaluates the degree of similarity between two input patches.
In this case, a patch from the input feature maps and the sliding window filter. It produces
a score that ranges from -1 to 1. The nonlinear nature of the SSIMLayer alleviates the need
for a subsequent nonlinear activation function. This hypothesis has been tested via training the
models shown in Fig. 6.7 on CIFAR-10 dataset. The main difference between both models is
the existence of the ReLU nonlinear transfer function. The training convergence curves shown in
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CIFAR-10 Experiments: SSIM Non-Linearity
SSIM + ReLU SSIM 
TRAIN TOP-1 96.45 96.20
VAL TOP-1 77.82 76.04
5x5 SSIM, 64, S 1, P 2 
Figure 6.7: Network architectures used in evaluating the nonlinearity of the proposed SSIMLayer
on CIFAR-10 dataset.
Fig. 6.8 demonstrate that the effect of the added ReLU nonlinear transformation is not significant
on training and validation sets. Without nonlinear activation function, the S Layer achieved
maximum validation accuracy of 76.04 % compared to 77.82 % with ReLU added. Hence, the
effect of adding ReLU nonlinear transformation to the SSIMLayer is not significant and can be
compromised to reduce model complexity.
6.3.4 Robustness to Adversarial Examples
The adversarial examples are defined as inputs that are perturbed using imperceptible noise [166].
This noise causes machine learning models, not only the deep neural networks, to mis-classify these
examples with high confidence. As it is the dominant for visual domain applications, the focus of
this Chapter is to ensure more robustness for the deep ConvNet model via incorporating human
perception capabilities to analyse structural information in the input. Goodfellow et al. [166] have
interpreted the adversarial attacks as a result of the linearity of deep neural network models in the
high dimensional space. Since the proposed SSIM layer is inherently nonlinear, it can hypothetically
mitigate the severity of these attacks. To investigate the robustness of the proposed layer, the
performance of the two models depicted in Fig. 6.4 and trained on CIFAR-10 dataset is evaluated
against adversarial examples generated using the fast gradient sign method (FGSM) [166]. The
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Figure 6.8: Evaluating the nonlinearity of the proposed SSIMLayer on the training and validation
splits of CIFAR-10 dataset. Dashed curves represent training errors and solid lines denote valida-
tion errors. As shown, the effect of adding ReLU nonlinear transformation to the SSIMLayer is
not significant.
FGSM algorithm generates adversarial examples by adding a fraction of the signed gradients of the
cost function with respect to the input as follows. Given an input image x, the perturbed version
is generated using the formula:
advx = x+ × sign(∇xJ(θ, x, y)) (6.22)
where  is a fraction that controls the strength of added noise, θ is model parameters, x is the
input to the model, y is the target label and J(.) is the cost function used in training the ConvNet
models. The sign(.) function is defined as follows:
f(x) =

−1, if ∇x < 0.
0, if ∇x = 0.
1, if ∇x > 0.
(6.23)
Figure 6.9 compares the robustness of the proposed SSIMlayer with the traditional convolutional
layer against adversarial attacks. Both models are initialised and trained with the same settings
detailed in Section 6.3.1. As shown, the model that contains the SSIMLayer is more robust than
the plain convolutional model on the training and validation splits of CIFAR-10 dataset at different
adversarial noise levels . For instance, at  = 0.007 which represents the magnitude of the smallest
bit of an 8 bit image [166], the SSIM model achieves a TOP-1 accuracy of 38.35% and a TOP-5
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Figure 6.9: Comparing the effect of adding imperceptible perturbations to input images on the
performance of a model with the SSIMLayer and a model with plain convolutional layers.
accuracy of 92.5% compared to 23.03% and 77.56% for the plain convolutional model on CIFAR-
10 validation set. TOP-K represents the likelihood that the correct prediction is in the top K
predictions made by the model. These results demonstrate the nonlinear nature of the SSIMLayer
and its ability to extract structural information more independently of the effect of added noise. It is
worth mentioning that, with  > 0.01 on CIFAR-10 dataset, the images became unrecognisable and
the misclassification rate of both models increased, especially, the model containing the SSIMLayer.
6.3.4.1 Higher Resolution CIFAR-10
In this section, we evaluate the performance of the SSIMLayer on ImageNet [100] images of CIFAR-
10 categories. We extracted a dataset of 15K images distributed uniformly among 10 classes, and
split into 12K training and 3K validation splits. The models depicted in Fig. 6.4 have been
trained on this dataset. The images have been randomly resized and cropped to match CIFAR-10
dimensionality, normalised and randomly flipped on the horizontal axis for data augmentation.
Table 6.2 details training and validation accuracies of both models. The proposed SSIMLayer
outperformed the traditional convolutional layer and demonstrated capabilities to build shallower
models that can effectively learn from high quality and aggressively resized images. The SSIMLayer
has further allowed the trained model to demonstrate robustness to more aggressive noise levels,
as shown in Fig. 6.10.
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Table 6.2
Evaluating the performance of the proposed SSIMLayer on high resolution ImageNet images of
CIFAR-10 classes
Model Training accuracy (%) Validation accuracy (%)
Plain Conv 57.51 60.40
Proposed SSIM 73.35 70.0
The proposed SSIMLayer outperforms the traditional convolutional layer and demonstrates capabil-
ities to build shallower models that can effectively learn from high quality and aggressively resized
images.
Figure 6.10: The SSIMLayer provides more robustness than the convolutional layer to adversarial
attacks generated using the FGSM [166] algorithm on ImageNet images of CIFAR-10 classes.
6.4 Discussion
This Chapter proposed a new perceptually inspired computational layer (SSIMLayer) to the deep
learning community. The proposed layer integrates the characteristics of the human visual system
into deep convolutional neural networks. It allows the learning model to perceive structural infor-
mation in input images. The proposed layer has a considerably higher learning capacity than the
traditional convolutional layer allowing for building shallower and more efficient learning models.
Further, it is inherently nonlinear and hence, it does not require subsequent nonlinear transforma-
tions. Experimental results demonstrate better convergence on CIFAR-10 dataset and a subset of
ImageNet than the plain convolutional network. Also, the nonlinear nature of the SSIM operator
allowed the deep model to be more robust to adversarial attacks.
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Conclusions
In this thesis, I presented a comprehensive and generic marker-less RGB-D human posture analysis
approach. The proposed approach analyses the body posture holistically and directly estimates
postural information from a single depth image, without modeling temporal dependencies. The
contributions of this work are: (1) a multipurpose synthetic data generation pipeline that allows
generating large amounts of realistic training images of humans of different shapes and sizes with
domain specific ground truth labels. (2) a holistic posture analysis formulation using a deep
convolutional neural networks to learn the mapping from a single depth image to the target postural
information. (3) a depth preprocessing method to efficiently encode depth measurements to allow
better convergence for the deep learning model.
The first contribution overcomes limitations for a wide range of real life application domains
that require understanding human behaviour such as healthcare and ergonomic posture assess-
ment. The data generation pipeline has evolved throughout this study and the final framework
is depicted in Fig. 7.1. This pipeline provides high quality synthetic depth images with corre-
sponding posture information such as body part segmentation, 3D Cartesian coordinates of body
joints and biomechanically modelled joint angles. The initiative for this pipeline was the work of
Buys et al. [5] described in Section 2.5.1. The RDF labelling component has been proposed in
Section 4.1.1 to train a deep holistic regression model for the human pose estimation problem.
The biomechanical modeling capabilities have been incorporated to allow generating joint angles
to allow evaluating ergonomic posture assessment metrics in Section 4.2.3. Generalisation from
synthetic depth images to real unseen test images has been investigated in Chapter 3.
The second contribution is a holistic posture analysis formulation using a deep convolutional
neural networks. The deep learning model approximates the mapping from a single depth image to
the target postural information. The critical analysis performed in Section 2.6 has demonstrated
the effectiveness of holistic posture regression compared to local body parts-based methods. Tra-
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Figure 7.1: Multipurpose data generation pipeline evolved throughout the course of this study.
This pipeline provides high quality synthetic depth images with corresponding posture information:
body part segmentation, 3D Cartesian coordinates of body joints and biomechanically modelled
joint angles.
ditional machine learning models have had difficulties in approximating mapping functions for this
category as discussed in Chapter 3. On the other hand, the deep learning based methods proposed
in this work have been able to efficiently learn the complex posture analysis problem. For instance,
an average joint angle absolute prediction error of 4.18± 2.17 deg degrees on real images has been
reported in Section 4.2. Further, high localisation rates and robustness to occlusions and invisible
body parts have been demonstrated in Sections 4.1 and 4.2.4.5 respectively. Furthermore, the pro-
posed holistic posture analysis method achieved state-of-the-art results in identifying fall events in
143
7 . Conclusions
healthcare environments via analyzing the change of body postures over time in Chapter 5.
The third contribution is a depth preprocessing method that efficiently represents depth mea-
surements for deep learning models. The proposed method ensures faster convergence and better
generalisation performance. The encoding method has been demonstrated and evaluated in Chap-
ter 4.
The final contribution is a new perceptually inspired computational layer (SSIM), described in
Chapter 6. The proposed layer incorporates the characteristics of the human visual system into
deep learning models. It allows the learning model to perceive and match structural information
in input images. The SSIM layer has a cosiderbly higher learning capacity than the traditional
convolutional layer allowing for building shallower and more efficient learning models. Further, it is
inherently nonlinear and hence, it does not require subsequent nonlinear transformations. Exper-
imental results demonstrate that the SSIM layer achieves better convergence than the traditional
convolutional layer. Also, the nonlinear nature of the SSIM operator allowed the deep model to
be more robust to adversarial attacks, as shown in Section 6.3.4. Finally, this research has several
potential extensions and future directions that are discussed in the next section.
7.1 Future Directions
This thesis proposed a holistic posture analysis approach. The proposed method mainly relies on
learning from synthetic depth images. A deep neural network model is trained on the generated
depth images to map an input depth image of a body posture to postural information of interest
such as joint angles. Further, a new computational layer is proposed to allow building shallower
deep learning models of high capacity. This section presents future directions that can further
improve the proposed research methods.
7.1.1 A Single-Shot Multi-Task Deep Network
The current implementation of the proposed comprehensive human posture analysis system re-
quires detecting humans in the scene and rejecting background objects as a preprocessing stage.
Two approaches have been investigated for background rejection. The first approach subtracts a
calibrated background frame to obtain a foreground frame containing the posture only. The quality
of the foreground frame has been further improved using image processing operations (filtering,
erosion, hole filling and blob analysis). This approach is computationally expensive and requires
re-calibrating the background frame on any scene change. The second approach uses a fully Con-
vNet model to detect and segment the humans in the scene. This approach is more generic and
acts a universal background rejector. The future direction is to extend the fully ConvNet model
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to extract the required postural information through a multi-task learning approach. This will
reduce the overall complexity of the system as it relies on only one network to detect and segment
the human body and predict postural information such as joint angles via a single forward path.
7.1.2 Parallel Transfer Learning of HVS Capabilities
This is another approach to increase the resiliency of the deep network to the adversarial noise
problem discussed in Section 6.1.2. This approach uses the transfer learning mechanism to simulate
the SSIM behaviour inside a proposed ConvNet architecture. The SSIM formulation is detailed in
Chapter 6. This setting would allow simulating realistic human visual system capabilities in the
ConvNets.
The proposed initial architecture is a set of parallel encoder-decoder modules followed by con-
catenation, pooling and fully connected layers. These parallel modules will be trained to extract
contrast and luminance components, which are the main source of distortion, and the structural
information from the input image. The extracted components are to be combined by higher layers.
Most probably, this setting would converge to the actual SSIM formulation. The proposed archi-
tecture will be trained using the stochastic gradient descent algorithm, reviewed in Section 2.4.4,
following the transfer learning mechanism.
Transfer learning techniques have accelerated machine learning research [174], deep learning in
particular [175,176], via making use of previously learned features for a source task in learning the
target task. Instead of training the whole architecture from scratch, starting with random weight
initialisation, we are proposing a training methodology based on the transfer learning mechanism.
For an example on using transfer learning methods with deep learning, the reader is referred to
Section 4.1.2. To direct the network for extracting and combining SSIM features, each parallel
module will be trained individually in an encoder-decoder setting. For instance, the contrast
module will be trained to minimise the reconstruction error of the contrast component, where the
input is an image and the target is its contrast map. Therefore, at this stage, training these modules
results in three different networks for the three, contrast, luminance and structure components of
the SSIM. The role of transfer learning in this architecture is mainly during the training phase,
where we use the source pre-trained SSIM component estimation tasks to learn the new target
task which simulating the overall SSIM.
145
References
[1] A. Seaman and J. McPhee, “Comparison of optical and inertial tracking of full golf swings,”
Procedia Engineering, vol. 34, pp. 461–466, 2012.
[2] A. Abobakr, M. Hossny, and S. Nahavandi, “A skeleton-free fall detection system from depth
images using random decision forest,” IEEE Systems Journal, vol. PP, no. 99, pp. 1–12, 2018.
[3] P. Plantard, H. P. Shum, A.-S. Le Pierres, and F. Multon, “Validation of an ergonomic
assessment method using kinect data in real workplace conditions,” Applied Ergonomics,
2016.
[4] E. E. Stone and M. Skubic, “Fall detection in homes of older adults using the microsoft
kinect.” IEEE journal of biomedical and health informatics, vol. 19, no. 1, pp. 290–301, 2015.
[5] K. Buys, C. Cagniart, A. Baksheev, T. De Laet, J. De Schutter, and C. Pantofaru, “An
adaptable system for RGB-D based human body detection and pose estimation,” Journal of
Visual Communication and Image Representation, pp. 39–52, 2014.
[6] J. Shotton, R. Girshick, A. Fitzgibbon, T. Sharp, M. Cook, M. Finocchio, R. Moore, P. Kohli,
A. Criminisi, A. Kipman et al., “Efficient human pose estimation from single depth images,”
Pattern Analysis and Machine Intelligence, IEEE Transactions on, vol. 35, no. 12, pp. 2821–
2840, 2013.
[7] Y. Song, D. Demirdjian, and R. Davis, “Continuous body and hand gesture recognition for
natural human-computer interaction,” ACM Transactions on Interactive Intelligent Systems
(TiiS), vol. 2, no. 1, p. 5, 2012.
[8] D. McColl, Z. Zhang, and G. Nejat, “Human body pose interpretation and classification for
social human-robot interaction,” International Journal of Social Robotics, vol. 3, no. 3, p.
313, 2011.
[9] M. Fastovets, J.-Y. Guillemaut, and A. Hilton, “Athlete pose estimation from monocular tv
sports footage,” in Computer Vision and Pattern Recognition Workshops (CVPRW), 2013
IEEE Conference on. IEEE, 2013, pp. 1048–1054.
146
REFERENCES
[10] D. Nahavandi, A. Abobakr, H. Haggag, M. Hossny, S. Nahavandi, and D. Filippidis, “A
skeleton-free kinect system for body mass index assessment using deep neural networks,” in
Systems Engineering Symposium (ISSE), 2017 IEEE International. IEEE, 2017, pp. 1–6.
[11] A. Abobakr, D. Nahavandi, J. Iskander, M. Hossny, S. Nahavandi, and M. Smets, “A kinect-
based workplace postural analysis system using deep residual networks,” in Systems Engi-
neering Symposium (ISSE), 2017 IEEE International. IEEE, 2017, pp. 1–6.
[12] D. Comaniciu and P. Meer, “Mean shift: A robust approach toward feature space analysis,”
Pattern Analysis and Machine Intelligence, IEEE Transactions on, vol. 24, no. 5, pp. 603–
619, 2002.
[13] A. Toshev and C. Szegedy, “Deeppose: Human pose estimation via deep neural networks,”
in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2014,
pp. 1653–1660.
[14] S. Gupta, R. Girshick, P. Arbela´ez, and J. Malik, “Learning rich features from RGB-D images
for object detection and segmentation,” in Computer Vision–ECCV 2014. Springer, 2014,
pp. 345–360.
[15] S. Li, Z.-Q. Liu, and A. B. Chan, “Heterogeneous Multi-task Learning for Human Pose
Estimation with Deep Convolutional Neural Network,” International Journal of Computer
Vision, vol. 113, no. 1, pp. 19–36, 2015.
[16] V. M. Manghisi, A. E. Uva, M. Fiorentino, V. Bevilacqua, G. F. Trotta, and G. Monno,
“Real time rula assessment using kinect v2 sensor,” Applied Ergonomics, 2017.
[17] P. Plantard, E. Auvinet, A.-S. L. Pierres, and F. Multon, “Pose estimation with a kinect for
ergonomic studies: Evaluation of the accuracy using a virtual mannequin,” Sensors, vol. 15,
no. 1, pp. 1785–1803, 2015.
[18] J. A. Diego-Mas and J. Alcaide-Marzal, “Using kinect sensor in observational methods for
assessing postures at work,” Applied ergonomics, vol. 45, no. 4, pp. 976–985, 2014.
[19] R. A. Clark, Y.-H. Pua, K. Fortin, C. Ritchie, K. E. Webster, L. Denehy, and A. L. Bryant,
“Validity of the microsoft kinect for assessment of postural control,” Gait & posture, vol. 36,
no. 3, pp. 372–377, 2012.
[20] T. Dutta, “Evaluation of the kinect sensor for 3-d kinematic measurement in the workplace,”
Applied ergonomics, vol. 43, no. 4, pp. 645–649, 2012.
[21] I. G. Y. Bengio and A. Courville, “Deep learning,” 2016, book in preparation for MIT
Press. [Online]. Available: http://www.deeplearningbook.org
147
REFERENCES
[22] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” Nature, vol. 521, no. 7553, pp. 436–
444, 2015.
[23] C. Farabet, C. Couprie, L. Najman, and Y. LeCun, “Learning hierarchical features for scene
labeling,” Pattern Analysis and Machine Intelligence, IEEE Transactions on, vol. 35, no. 8,
pp. 1915–1929, 2013.
[24] Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner, “Gradient-based learning applied to docu-
ment recognition,” Proceedings of the IEEE, vol. 86, no. 11, pp. 2278–2324, 1998.
[25] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” Pro-
ceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pp. 770–778,
2016.
[26] K. He, G. Gkioxari, P. Dolla´r, and R. Girshick, “Mask r-cnn,” arXiv preprint
arXiv:1703.06870, 2017.
[27] Y. Li, H. Qi, J. Dai, X. Ji, and Y. Wei, “Fully convolutional instance-aware semantic seg-
mentation,” in IEEE Conf. on Computer Vision and Pattern Recognition (CVPR), 2017, pp.
2359–2367.
[28] A. Abobakr, M. Hossny, and S. Nahavandi, “Body joints regression using deep convolutional
neural networks,” in Systems, Man, and Cybernetics (SMC), 2016 IEEE International Con-
ference on. IEEE, 2016, pp. 003 281–003 287.
[29] Z. Cao, T. Simon, S.-E. Wei, and Y. Sheikh, “Realtime multi-person 2d pose estimation
using part affinity fields,” in CVPR, vol. 1, no. 2, 2017, p. 7.
[30] A. Jain, J. Tompson, M. Andriluka, G. W. Taylor, and C. Bregler, “Learning human pose
estimation features with convolutional networks,” International Conference on Learning Rep-
resentations (ICLR), 2014.
[31] N. Sarafianos, B. Boteanu, B. Ionescu, and I. A. Kakadiaris, “3d human pose estimation:
A review of the literature and analysis of covariates,” Computer Vision and Image Under-
standing, vol. 152, pp. 1–20, 2016.
[32] B. Daubney, D. Gibson, and N. Campbell, “Estimating pose of articulated objects using
low-level motion,” Computer Vision and Image Understanding, vol. 116, no. 3, pp. 330–346,
2012.
[33] J.-B. Huang and M.-H. Yang, “Estimating human pose from occluded images,” in Asian
Conference on Computer Vision. Springer, 2009, pp. 48–60.
148
REFERENCES
[34] S. Sedai, M. Bennamoun, and D. Q. Huynh, “Discriminative fusion of shape and appearance
features for human pose estimation,” Pattern Recognition, vol. 46, no. 12, pp. 3223–3237,
2013.
[35] M. A. Fischler and R. A. Elschlager, “The representation and matching of pictorial struc-
tures,” IEEE Transactions on computers, no. 1, pp. 67–92, 1973.
[36] P. F. Felzenszwalb and D. P. Huttenlocher, “Pictorial structures for object recognition,”
International Journal of Computer Vision, vol. 61, no. 1, pp. 55–79, 2005.
[37] V. Belagiannis, S. Amin, M. Andriluka, B. Schiele, N. Navab, and S. Ilic, “3d pictorial struc-
tures revisited: Multiple human pose estimation,” IEEE Transactions on Pattern Analysis
and Machine Intelligence, vol. 38, no. 10, pp. 1929–1942, Oct 2016.
[38] N. Dalal and B. Triggs, “Histograms of oriented gradients for human detection,” in Computer
Vision and Pattern Recognition, 2005. CVPR 2005. IEEE Computer Society Conference on,
vol. 1. IEEE, 2005, pp. 886–893.
[39] D. Stavens and S. Thrun, “Unsupervised learning of invariant features using video,” in Com-
puter Vision and Pattern Recognition (CVPR), 2010 IEEE Conference on. IEEE, 2010, pp.
1649–1656.
[40] G. Gkioxari, P. Arbela´ez, L. Bourdev, and J. Malik, “Articulated pose estimation using
discriminative armlet classifiers,” in Computer Vision and Pattern Recognition (CVPR),
2013 IEEE Conference on. IEEE, 2013, pp. 3342–3349.
[41] M. Andriluka, S. Roth, and B. Schiele, “Pictorial structures revisited: People detection and
articulated pose estimation,” in Computer Vision and Pattern Recognition, 2009. CVPR
2009. IEEE Conference on. IEEE, 2009, pp. 1014–1021.
[42] S. Amin, M. Andriluka, M. Rohrbach, and B. Schiele, “Multi-view pictorial structures for 3d
human pose estimation.” in Bmvc. Citeseer, 2013.
[43] D. G. Lowe, “Distinctive image features from scale-invariant keypoints,” International jour-
nal of computer vision, vol. 60, no. 2, pp. 91–110, 2004.
[44] J. Muller and M. Arens, “Human pose estimation with implicit shape models,” in Proceedings
of the first ACM international workshop on Analysis and retrieval of tracked events and
motion in imagery streams. ACM, 2010, pp. 9–14.
[45] B. Sapp, A. Toshev, and B. Taskar, “Cascaded models for articulated pose estimation,” in
European conference on computer vision. Springer, 2010, pp. 406–420.
149
REFERENCES
[46] S. Ioffe and D. A. Forsyth, “Probabilistic methods for finding people,” International Journal
of Computer Vision, vol. 43, no. 1, pp. 45–68, 2001.
[47] D. Ramanan and D. A. Forsyth, “Finding and tracking people from the bottom up,” in
Computer Vision and Pattern Recognition, 2003. Proceedings. 2003 IEEE Computer Society
Conference on, vol. 2. IEEE, 2003, pp. II–467.
[48] L. Sigal, S. Bhatia, S. Roth, M. J. Black, and M. Isard, “Tracking loose-limbed people,” in
Computer Vision and Pattern Recognition, 2004. CVPR 2004. Proceedings of the 2004 IEEE
Computer Society Conference on, vol. 1. IEEE, 2004, pp. I–421.
[49] Z. Tu and X. Bai, “Auto-context and its application to high-level vision tasks and 3d brain
image segmentation,” Pattern Analysis and Machine Intelligence, IEEE Transactions on,
vol. 32, no. 10, pp. 1744–1757, 2010.
[50] C. L. M. Dantone, J. Gall and L. V. Gool, “Body parts dependent joint regressors for
human pose estimation in still images,” IEEE Transactions on Pattern Analysis and Machine
Intelligence, vol. 36, no. 11, pp. 2131–2143, 2014.
[51] G. Seguin, K. Alahari, J. Sivic, and I. Laptev, “Pose estimation and segmentation of multiple
people in stereoscopic movies,” Pattern Analysis and Machine Intelligence, IEEE Transac-
tions on, vol. 37, no. 8, pp. 1643–1655, 2014.
[52] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Imagenet classification with deep convolu-
tional neural networks,” Advances in neural information processing systems, pp. 1097–1105,
2012.
[53] L. Pishchulin, E. Insafutdinov, S. Tang, B. Andres, M. Andriluka, P. V. Gehler, and
B. Schiele, “Deepcut: Joint subset partition and labeling for multi person pose estimation,”
in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2016,
pp. 4929–4937.
[54] E. Insafutdinov, L. Pishchulin, B. Andres, M. Andriluka, and B. Schiele, “Deepercut: A
deeper, stronger, and faster multi-person pose estimation model,” in European Conference
on Computer Vision. Springer, 2016, pp. 34–50.
[55] Z. Liu, J. Zhu, J. Bu, and C. Chen, “A survey of human pose estimation: The body parts pars-
ing based methods,” Journal of Visual Communication and Image Representation, vol. 32,
pp. 10–19, 2015.
[56] G. Mori and J. Malik, “Estimating human body configurations using shape context match-
ing,” in Computer Vision—ECCV 2002. Springer, 2002, pp. 666–680.
150
REFERENCES
[57] G. Shakhnarovich, P. Viola, and T. Darrell, “Fast pose estimation with parameter-sensitive
hashing,” in Computer Vision, 2003. Proceedings. Ninth IEEE International Conference on.
IEEE, 2003, pp. 750–757.
[58] A. Agarwal and B. Triggs, “3d human pose from silhouettes by relevance vector regression,”
in Computer Vision and Pattern Recognition, 2004. CVPR 2004. Proceedings of the 2004
IEEE Computer Society Conference on, vol. 2. IEEE, 2004, pp. II–882.
[59] A. Kanaujia, C. Sminchisescu, and D. Metaxas, “Semi-supervised hierarchical models for 3d
human pose reconstruction,” in Computer Vision and Pattern Recognition, 2007. CVPR’07.
IEEE Conference on. IEEE, 2007, pp. 1–8.
[60] R. Navaratnam, A. W. Fitzgibbon, and R. Cipolla, “The joint manifold model for semi-
supervised multi-valued regression,” in Computer Vision, 2007. ICCV 2007. IEEE 11th In-
ternational Conference on. IEEE, 2007, pp. 1–8.
[61] R. Urtasun and T. Darrell, “Sparse probabilistic regression for activity-independent human
pose inference,” in Computer Vision and Pattern Recognition, 2008. CVPR 2008. IEEE
Conference on. IEEE, 2008, pp. 1–8.
[62] L. Bo and C. Sminchisescu, “Twin gaussian processes for structured prediction,” Interna-
tional Journal of Computer Vision, vol. 87, no. 1-2, pp. 28–52, 2010.
[63] R. Girshick, J. Shotton, P. Kohli, A. Criminisi, and A. Fitzgibbon, “Efficient regression of
general-activity human poses from depth images,” in Computer Vision (ICCV), 2011 IEEE
International Conference on. IEEE, 2011, pp. 415–422.
[64] B. Crabbe, A. Paiement, S. Hannuna, and M. Mirmehdi, “Skeleton-free body pose estima-
tion from depth images for movement analysis,” in Proceedings of the IEEE International
Conference on Computer Vision Workshops, 2015, pp. 70–78.
[65] T. B. Moeslund, A. Hilton, V. Kru¨ger, and L. Sigal, Visual analysis of humans. Springer,
2011.
[66] T. B. Moeslund, A. Hilton, and V. Kru¨ger, “A survey of advances in vision-based human
motion capture and analysis,” Computer vision and image understanding, vol. 104, no. 2,
pp. 90–126, 2006.
[67] R. Poppe, “Vision-based human motion analysis: An overview,” Computer vision and image
understanding, vol. 108, no. 1, pp. 4–18, 2007.
[68] P. Afsar, P. Cortez, and H. Santos, “Automatic visual detection of human behavior: a review
from 2000 to 2014,” Expert Systems with Applications, vol. 42, no. 20, pp. 6935–6956, 2015.
151
REFERENCES
[69] L. L. Presti and M. La Cascia, “3d skeleton-based human action classification: A survey,”
Pattern Recognition, 2015.
[70] K. P. Murphy, Machine Learning: A Probabilistic Perspective. The MIT press, 2012.
[71] A. Criminisi, J. Shotton, and E. Konukoglu, Decision forests: A unified framework for clas-
sification, regression, density estimation, manifold learning and semi-supervised learning.
Now, 2012.
[72] R. E. Schapire and Y. Freund, Boosting: Foundations and algorithms. MIT press, 2012.
[73] L. Breiman, “Random forests,” Machine learning, vol. 45, no. 1, pp. 5–32, 2001.
[74] L. Breiman, J. Friedman, C. J. Stone, and R. A. Olshen, Classification and regression trees.
CRC press, 1984.
[75] J. R. Quinlan, “Induction of decision trees,” Machine learning, vol. 1, no. 1, pp. 81–106,
1986.
[76] L. Breiman, “Bagging predictors,” Machine learning, vol. 24, no. 2, pp. 123–140, 1996.
[77] T. K. Ho, “The random subspace method for constructing decision forests,” Pattern Analysis
and Machine Intelligence, IEEE Transactions on, vol. 20, no. 8, pp. 832–844, 1998.
[78] A. Eitel, J. T. Springenberg, L. Spinello, M. Riedmiller, and W. Burgard, “Multimodal deep
learning for robust RGB-D object recognition,” in Intelligent Robots and Systems (IROS),
2015 IEEE/RSJ International Conference on. IEEE, 2015, pp. 681–687.
[79] T. N. Sainath, A.-r. Mohamed, B. Kingsbury, and B. Ramabhadran, “Deep convolutional
neural networks for lvcsr,” Acoustics, Speech and Signal Processing (ICASSP), 2013 IEEE
International Conference on, pp. 8614–8618, 2013.
[80] O. Abdel-Hamid, A.-R. Mohamed, H. Jiang, L. Deng, G. Penn, and D. Yu, “Convolu-
tional neural networks for speech recognition,” Audio, Speech, and Language Processing,
IEEE/ACM Transactions on, vol. 22, no. 10, pp. 1533–1545, 2014.
[81] J. K. Chorowski, D. Bahdanau, D. Serdyuk, K. Cho, and Y. Bengio, “Attention-based models
for speech recognition,” in Advances in Neural Information Processing Systems, 2015, pp.
577–585.
[82] A. Graves, “Generating sequences with recurrent neural networks,” arXiv preprint
arXiv:1308.0850, 2013.
152
REFERENCES
[83] K. Xu, J. Ba, R. Kiros, A. Courville, R. Salakhutdinov, R. Zemel, and Y. Bengio, “Show,
attend and tell: Neural image caption generation with visual attention,” arXiv preprint
arXiv:1502.03044, 2015.
[84] A. Bordes, S. Chopra, and J. Weston, “Question answering with subgraph embeddings,”
arXiv preprint arXiv:1406.3676, 2014.
[85] D. Bahdanau, K. Cho, and Y. Bengio, “Neural machine translation by jointly learning to
align and translate,” arXiv preprint arXiv:1409.0473, 2014.
[86] Y. LeCun, B. E. Boser, J. S. Denker, D. Henderson, R. E. Howard, W. E.
Hubbard, and L. D. Jackel, “Handwritten digit recognition with a back-propagation
network,” Advances in Neural Information Processing Systems 2, pp. 396–404, 1990.
[Online]. Available: http://papers.nips.cc/paper/293-handwritten-digit-recognition-with-a-
back-propagation-network.pdf
[87] C. Szegedy, S. Ioffe, and V. Vanhoucke, “Inception-v4, inception-resnet and the impact of
residual connections on learning,” arXiv preprint arXiv:1602.07261, 2016.
[88] J. Long, E. Shelhamer, and T. Darrell, “Fully convolutional networks for semantic segmenta-
tion,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,
2015, pp. 3431–3440.
[89] G. E. Hinton and R. R. Salakhutdinov, “Reducing the dimensionality of data with neural
networks,” Science, vol. 313, no. 5786, pp. 504–507, 2006.
[90] Y. Bengio, P. Lamblin, D. Popovici, H. Larochelle et al., “Greedy layer-wise training of deep
networks,” Advances in neural information processing systems, vol. 19, p. 153, 2007.
[91] T.-Y. Lin, M. Maire, S. Belongie, J. Hays, P. Perona, D. Ramanan, P. Dolla´r, and C. L.
Zitnick, “Microsoft coco: Common objects in context,” in European conference on computer
vision. Springer, 2014, pp. 740–755.
[92] K. Simonyan and A. Zisserman, “Very deep convolutional networks for large-scale image
recognition,” arXiv preprint arXiv:1409.1556, 2014.
[93] “CMU Graphics Lab Motion Capture Database.” [Online]. Available:
http://mocap.cs.cmu.edu
[94] A. Criminisi, “Decision Forests: A Unified Framework for Classification, Regression, Density
Estimation, Manifold Learning and Semi-Supervised Learning,” Foundations and Trends R©
in Computer Graphics and Vision, vol. 7, no. 2-3, pp. 81–227, 2011.
153
REFERENCES
[95] T. Sharp, “Implementing decision trees and forests on a gpu,” in Computer Vision (ECCV).
Springer, 2008, pp. 595–608.
[96] Y. Amit and D. Geman, “Shape Quantization and Recognition with Randomized Trees,” pp.
1545–1588, 1997.
[97] “Apache Hadoop.” [Online]. Available: https://hadoop.apache.org
[98] T. White, Hadoop: The definitive guide. ” O’Reilly Media, Inc.”, 2012, vol. 54.
[99] J. Lin and C. Dyer, “Data-Intensive Text Processing with MapReduce,” Synthesis Lectures
on Human Language Technologies, vol. 3, no. 1, pp. 1–177, 2010.
[100] O. Russakovsky, J. Deng, H. Su, J. Krause, S. Satheesh, S. Ma, Z. Huang, A. Karpathy,
A. Khosla, M. Bernstein, A. C. Berg, and L. Fei-Fei, “ImageNet Large Scale Visual Recog-
nition Challenge,” International Journal of Computer Vision (IJCV), vol. 115, no. 3, pp.
211–252, 2015.
[101] M. Eichner, M. Marin-Jimenez, A. Zisserman, and V. Ferrari, “2d articulated human pose
estimation and retrieval in (almost) unconstrained still images,” International journal of
computer vision, vol. 99, no. 2, pp. 190–214, 2012.
[102] Bureau of Labor Statistics, US Department of Labor, “Nonfatal occupa-
tional injuries and illnesses resulting in days away from work in 2015,”
https://www.bls.gov/news.release/pdf/osh2.pdf, 2016, [Online; accessed 22, February,
2018].
[103] A. Luttmann, M. Jager, B. Griefahn, G. Caffier, F. Liebers, W. H. Organization et al.,
“Preventing musculoskeletal disorders in the workplace,” 2003.
[104] B. P. Bernard and V. Putz-Anderson, “Musculoskeletal disorders and workplace factors; a
critical review of epidemiologic evidence for work-related musculoskeletal disorders of the
neck, upper extremity, and low back,” 1997.
[105] J. Kru¨ger and T. D. Nguyen, “Automated vision-based live ergonomics analysis in assembly
operations,” CIRP Annals-Manufacturing Technology, vol. 64, no. 1, pp. 9–12, 2015.
[106] G. David, “Ergonomic methods for assessing exposure to risk factors for work-related mus-
culoskeletal disorders,” Occupational medicine, vol. 55, no. 3, pp. 190–199, 2005.
[107] G. Li and P. Buckle, “Current techniques for assessing physical exposure to work-related
musculoskeletal risks, with emphasis on posture-based methods,” Ergonomics, vol. 42, no. 5,
pp. 674–695, 1999.
154
REFERENCES
[108] N. Vignais, M. Miezal, G. Bleser, K. Mura, D. Gorecky, and F. Marin, “Innovative system
for real-time ergonomic feedback in industrial manufacturing,” Applied ergonomics, vol. 44,
no. 4, pp. 566–574, 2013.
[109] D. Roman-Liu, “Comparison of concepts in easy-to-use methods for msd risk assessment,”
Applied ergonomics, vol. 45, no. 3, pp. 420–427, 2014.
[110] L. McAtamney and E. N. Corlett, “Rula: a survey method for the investigation of work-
related upper limb disorders,” Applied ergonomics, vol. 24, no. 2, pp. 91–99, 1993.
[111] J. Liebregts, M. Sonne, and J. Potvin, “Photograph-based ergonomic evaluations using the
rapid office strain assessment (rosa),” Applied Ergonomics, vol. 52, pp. 317–324, 2016.
[112] B. Bonnechere, B. Jansen, P. Salvia, H. Bouzahouene, L. Omelina, F. Moiseev, V. Sholukha,
J. Cornelis, M. Rooze, and S. V. S. Jan, “Validity and reliability of the kinect within func-
tional assessment activities: comparison with standard stereophotogrammetry,” Gait & pos-
ture, vol. 39, no. 1, pp. 593–598, 2014.
[113] G. Wu, F. C. Van der Helm, H. D. Veeger, M. Makhsous, P. Van Roy, C. Anglin, J. Nagels,
A. R. Karduna, K. McQuade, X. Wang et al., “ISB recommendation on definitions of joint
coordinate systems of various joints for the reporting of human joint motion-part ii: shoulder,
elbow, wrist and hand,” Journal of biomechanics, vol. 38, no. 5, pp. 981–992, 2005.
[114] A. H. Jazwinski, Stochastic processes and filtering theory. Courier Corporation, 2007.
[115] T. Harada, T. Mori, and T. Sato, “Development of a tiny orientation estimation device to
operate under motion and magnetic disturbance,” The International Journal of Robotics
Research, vol. 26, no. 6, pp. 547–559, 2007.
[116] M. Gschwandtner, R. Kwitt, A. Uhl, and W. Pree, “Blensor: blender sensor simulation
toolbox,” Advances in visual computing, pp. 199–208, 2011.
[117] S. L. Delp, F. C. Anderson, A. S. Arnold, P. Loan, A. Habib, C. T. John, E. Guendelman, and
D. G. Thelen, “Opensim: open-source software to create and analyze dynamic simulations
of movement,” IEEE transactions on biomedical engineering, vol. 54, no. 11, pp. 1940–1950,
2007.
[118] A. Seth, M. Sherman, J. A. Reinbolt, and S. L. Delp, “Opensim: a musculoskeletal modeling
and simulation framework for in silico investigations and exchange,” Procedia Iutam, vol. 2,
pp. 212–232, 2011.
[119] J. A. Reinbolt, A. Seth, and S. L. Delp, “Simulation of human movement: applications using
opensim,” Procedia IUTAM, vol. 2, pp. 186–198, 2011.
155
REFERENCES
[120] A. Rajagopal, C. L. Dembia, M. S. DeMers, D. D. Delp, J. L. Hicks, and S. L. Delp, “Full-
body musculoskeletal model for muscle-driven simulation of human gait,” IEEE Transactions
on Biomedical Engineering, vol. 63, no. 10, pp. 2068–2079, 2016.
[121] K. R. Holzbaur, W. M. Murray, and S. L. Delp, “A model of the upper extremity for simu-
lating musculoskeletal surgery and analyzing neuromuscular control,” Annals of biomedical
engineering, vol. 33, no. 6, pp. 829–840, 2005.
[122] C. Couprie, C. Farabet, L. Najman, and Y. LeCun, “Indoor semantic segmentation using
depth information,” arXiv preprint arXiv:1301.3572, 2013.
[123] N. Srivastava, G. Hinton, A. Krizhevsky, I. Sutskever, and R. Salakhutdinov, “Dropout: A
simple way to prevent neural networks from overfitting,” The Journal of Machine Learning
Research, vol. 15, no. 1, pp. 1929–1958, 2014.
[124] S. Ioffe and C. Szegedy, “Batch normalization: Accelerating deep network training by re-
ducing internal covariate shift,” in International Conference on Machine Learning, 2015, pp.
448–456.
[125] J. Cohen, “A coefficient of agreement for nominal scales,” Educational and psychological
measurement, vol. 20, no. 1, pp. 37–46, 1960.
[126] J. R. Landis and G. G. Koch, “The measurement of observer agreement for categorical data,”
biometrics, pp. 159–174, 1977.
[127] K. Saleh, M. Hossny, A. H. Hossny, and S. Nahavandi, “Cyclist detection in lidar scans using
faster r-cnn and synthetic depth images,” in Intelligent Transportation Systems Conference
(ITSC), 2017 IEEE International Conference on. IEEE, 2017.
[128] WHO., WHO Global Report on Falls Prevention in Older Age, 1st ed. World Health Orga-
nization, 2007.
[129] S. Deandrea, E. Lucenteforte, F. Bravi, R. Foschi, C. La Vecchia, and E. Negri, “Risk fac-
tors for falls in community-dwelling older people:” a systematic review and meta-analysis”,”
Epidemiology, pp. 658–668, 2010.
[130] L. Z. Rubenstein, “Falls in older people: epidemiology, risk factors and strategies for preven-
tion,” Age and ageing, vol. 35, no. suppl 2, pp. ii37–ii41, 2006.
[131] M. E. Tinetti, W. L. Liu, and E. B. Claus, “Predictors and prognosis of inability to get up
after falls among elderly persons.” JAMA : the journal of the American Medical Association,
vol. 269, no. 1, pp. 65–70, 1993.
156
REFERENCES
[132] D. Webster and O. Celik, “Systematic review of Kinect applications in elderly care and stroke
rehabilitation,” Journal of NeuroEngineering and Rehabilitation, vol. 11, no. 1, p. 108, 2014.
[133] H. Haggag, M. Hossny, S. Haggag, S. Nahavandi, and D. Creighton, “Safety applications
using kinect technology,” in Systems, Man and Cybernetics (SMC), 2014 IEEE International
Conference on. IEEE, 2014, pp. 2164–2169.
[134] P. Fankhauser, M. Bloesch, D. Rodriguez, R. Kaestner, M. Hutter, and R. Siegwart, “Kinect
v2 for mobile robot navigation: Evaluation and modeling,” in Advanced Robotics (ICAR),
2015 International Conference on. IEEE, 2015, pp. 388–394.
[135] M. Mubashir, L. Shao, and L. Seed, “A survey on fall detection: Principles and approaches,”
Neurocomputing, vol. 100, pp. 144–152, 2013.
[136] M. J. Mathie, A. C. F. Coster, N. H. Lovell, and B. G. Celler, “Accelerometry: providing
an integrated, practical method for long-term, ambulatory monitoring of human movement.”
Physiological measurement, vol. 25, no. 2, pp. R1–R20, 2004.
[137] G. Wu and S. Xue, “Portable preimpact fall detector with inertial sensors,” IEEE Transac-
tions on Neural Systems and Rehabilitation Engineering, vol. 16, no. 2, pp. 178–183, 2008.
[138] C.-F. Lai, S.-Y. Chang, H.-C. Chao, and Y.-M. Huang, “Detection of Cognitive Injured Body
Region Using Multiple Triaxial Accelerometers for Elderly Falling,” IEEE Sensors Journal,
vol. 11, no. 3, pp. 763–770, 2011.
[139] G. Demiris, M. J. Rantz, M. A. Aud, K. D. Marek, H. W. Tyrer, M. Skubic, and A. A.
Hussam, “Older adults’ attitudes towards and perceptions of smart home technologies: a
pilot study,” Medical informatics and the Internet in medicine, vol. 29, no. 2, pp. 87–94,
2004.
[140] Y. Li, K. C. Ho, and M. Popescu, “A microphone array system for automatic fall detection,”
IEEE Transactions on Biomedical Engineering, vol. 59, no. 5, pp. 1291–1301, 2012.
[141] X. Z. X. Zhuang, J. H. J. Huang, G. Potamianos, and M. Hasegawa-Johnson, “Acoustic fall
detection using Gaussian mixture models and GMM supervectors,” 2009 IEEE International
Conference on Acoustics, Speech and Signal Processing, pp. 69–72, 2009.
[142] M. Alwan, P. Rajendran, S. Kell, D. Mack, S. Dalal, M. Wolfe, and R. Felder, “A Smart and
Passive Floor-Vibration Based Fall Detector for Elderly,” 2006 2nd International Conference
on Information & Communication Technologies, vol. 1, pp. 3–7, 2006.
157
REFERENCES
[143] H. Rimminen, J. Lindstro¨m, M. Linnavuo, and R. Sepponen, “Detection of falls among the
elderly by a floor sensor using the electric near field,” IEEE Transactions on Information
Technology in Biomedicine, vol. 14, no. 6, pp. 1475–1476, 2010.
[144] Y. Zigel, D. Litvak, and I. Gannot, “A method for automatic fall detection of elderly people
using floor vibrations and soundProof of concept on human mimicking doll falls,” IEEE
Transactions on Biomedical Engineering, vol. 56, no. 12, pp. 2858–2867, 2009.
[145] C. Rougier, J. Meunier, A. St-Arnaud, and J. Rousseau, “Robust video surveillance for fall
detection based on human shape deformation,” IEEE Transactions on Circuits and Systems
for Video Technology, vol. 21, no. 5, pp. 611–622, 2011.
[146] D. Brulin, Y. Benezeth, and E. Courtial, “Posture recognition based on fuzzy logic for home
monitoring of the elderly.” IEEE transactions on information technology in biomedicine :
a publication of the IEEE Engineering in Medicine and Biology Society, vol. 16, no. 5, pp.
974–82, 2012.
[147] M. Yu, A. Rhuma, S. Naqvi, L. Wang, and J. Chambers, “Posture Recognition Based Fall
Detection System For Monitoring An Elderly Person In A Smart Home Environment,” IEEE
Transactions on Information Technology in Biomedicine, pp. 1–1, 2012.
[148] M. Yu, Y. Yu, A. Rhuma, S. M. R. Naqvi, L. Wang, J. Chambers et al., “An online one class
support vector machine-based person-specific fall detection system for monitoring an elderly
individual in a room environment,” Biomedical and Health Informatics, IEEE Journal of,
vol. 17, no. 6, pp. 1002–1014, 2013.
[149] Z.-P. Bian, J. Hou, L.-P. Chau, and N. Magnenat-Thalmann, “Fall Detection Based on Body
Part Tracking Using a Depth Camera.” IEEE journal of biomedical and health informatics,
vol. 2194, no. c, pp. 1–10, 2014.
[150] B. Kwolek and M. Kepski, “Improving fall detection by the use of depth sensor and ac-
celerometer,” Neurocomputing, vol. 168, pp. 637–645, 2015.
[151] P. Loncomilla, C. Tapia, O. Daud, and J. Ruiz-del Solar, “A Novel Methodology for Assessing
the Fall Risk Using Low-Cost and Off-the-Shelf Devices,” IEEE Transactions on Human-
Machine Systems, vol. 44, no. 3, pp. 406–415, 2014.
[152] X. Ma, H. Wang, B. Xue, M. Zhou, B. Ji, and Y. Li, “Depth-Based Human Fall Detection
via Shape Features and Improved Extreme Learning Machine,” IEEE Journal of Biomedical
and Health Informatics, vol. PP, no. 99, pp. 1–1, 2014.
158
REFERENCES
[153] G. Mastorakis and D. Makris, “Fall detection system using kinect’s infrared sensor,” Journal
of Real-Time Image Processing, vol. 9, no. 4, pp. 635–646, 2014.
[154] H. Haggag, M. Hossny, D. Filippidis, D. Creighton, S. Nahavandi, and V. Puri, “Measuring
depth accuracy in RGBD cameras,” Signal Processing and Communication Systems (IC-
SPCS), 7th IEEE International Conference on, pp. 1–7, 2013.
[155] S. Gasparrini, E. Cippitelli, S. Spinsante, and E. Gambi, “A depth-based fall detection system
using a kinect R© sensor,” Sensors, vol. 14, no. 2, pp. 2756–2775, 2014.
[156] S. Gasparrini, E. Cippitelli, E. Gambi, S. Spinsante, J. Wa˚hsle´n, I. Orhan, and T. Lindh,
“Proposal and experimental evaluation of fall detection solution based on wearable and depth
data fusion,” in ICT innovations 2015. Springer, 2016, pp. 99–108.
[157] M. Firman, “RGBD datasets: Past, present and future,” in Proceedings of the IEEE Con-
ference on Computer Vision and Pattern Recognition Workshops, 2016, pp. 19–31.
[158] N. Noury, A. Fleury, P. Rumeau, A. Bourke, G. Laighin, V. Rialle, and J. Lundy, “Fall
detection - principles and methods,” Engineering in Medicine and Biology Society, 2007.
EMBS 2007. 29th Annual International Conference of the IEEE, pp. 1663–1666, 2007.
[159] S. Ren, K. He, R. Girshick, and J. Sun, “Faster r-cnn: Towards real-time object detection
with region proposal networks,” in Advances in neural information processing systems, 2015,
pp. 91–99.
[160] J. Donahue, L. Hendricks, M. Rohrbach, S. Venugopalan, S. Guadarrama, K. Saenko, and
T. Darrell, “Long-term recurrent convolutional networks for visual recognition and descrip-
tion.” IEEE transactions on pattern analysis and machine intelligence, vol. 39, no. 4, p. 677,
2017.
[161] S. Hochreiter and J. Schmidhuber, “Long short-term memory,” Neural computation, vol. 9,
no. 8, pp. 1735–1780, 1997.
[162] A. Graves and N. Jaitly, “Towards end-to-end speech recognition with recurrent neural net-
works,” in International Conference on Machine Learning, 2014, pp. 1764–1772.
[163] I. Sutskever, O. Vinyals, and Q. V. Le, “Sequence to sequence learning with neural networks,”
in Advances in neural information processing systems, 2014, pp. 3104–3112.
[164] Y. Bengio, P. Simard, and P. Frasconi, “Learning long-term dependencies with gradient
descent is difficult,” IEEE transactions on neural networks, vol. 5, no. 2, pp. 157–166, 1994.
159
REFERENCES
[165] X. Glorot and Y. Bengio, “Understanding the difficulty of training deep feedforward neural
networks,” in Proceedings of the thirteenth international conference on artificial intelligence
and statistics, 2010, pp. 249–256.
[166] I. J. Goodfellow, J. Shlens, and C. Szegedy, “Explaining and harnessing adversarial exam-
ples,” arXiv preprint arXiv:1412.6572, 2014.
[167] C. Szegedy, W. Zaremba, I. Sutskever, J. Bruna, D. Erhan, I. Goodfellow, and R. Fergus,
“Intriguing properties of neural networks,” arXiv preprint arXiv:1312.6199, 2013.
[168] S.-M. Moosavi-Dezfooli, A. Fawzi, and P. Frossard, “Deepfool: a simple and accurate method
to fool deep neural networks,” in Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition, 2016, pp. 2574–2582.
[169] A. Nguyen, J. Yosinski, and J. Clune, “Deep neural networks are easily fooled: High confi-
dence predictions for unrecognizable images,” in Computer Vision and Pattern Recognition
(CVPR), 2015 IEEE Conference on. IEEE, 2015, pp. 427–436.
[170] Z. Wang, A. C. Bovik, H. R. Sheikh, and E. P. Simoncelli, “Image quality assessment: from
error visibility to structural similarity,” Image Processing, IEEE Transactions on, vol. 13,
no. 4, pp. 600–612, 2004.
[171] H. Zhao, O. Gallo, I. Frosio, and J. Kautz, “Loss functions for image restoration with neural
networks,” IEEE Transactions on Computational Imaging, vol. 3, no. 1, pp. 47–57, 2017.
[172] K. Ridgeway, J. Snell, B. Roads, R. Zemel, and M. Mozer, “Learning to generate images
with perceptual similarity metrics,” arXiv preprint arXiv:1511.06409, 2015.
[173] Z. Wang and E. P. Simoncelli, “Maximum differentiation (mad) competition: A methodology
for comparing computational models of perceptual quantities,” Journal of Vision, vol. 8,
no. 12, pp. 8–8, 2008.
[174] S. J. Pan and Q. Yang, “A survey on transfer learning,” Knowledge and Data Engineering,
IEEE Transactions on, vol. 22, no. 10, pp. 1345–1359, 2010.
[175] A. Razavian, H. Azizpour, J. Sullivan, and S. Carlsson, “Cnn features off-the-shelf: an as-
tounding baseline for recognition,” Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition Workshops, pp. 806–813, 2014.
[176] J. Donahue, Y. Jia, O. Vinyals, J. Hoffman, N. Zhang, E. Tzeng, and T. Darrell, “De-
caf: A deep convolutional activation feature for generic visual recognition,” arXiv preprint
arXiv:1310.1531, 2013.
160
