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In this paper, we study a perfectly matched layer model for the three-dimensional time-
dependent Maxwell’s equations. We develop both semi- and fully-discrete finite element
methods for solving the truncated PML problem by Nedelec edge elements. Optimal
convergence rates are proved for both semi- and fully-discrete schemes. To our knowledge,
this is the first error analysis obtained for time domain finite element method for PML
models.
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1. Introduction
One of the challenging problems in computational electromagnetics is how to obtain the infinite domain problems
accurately and efficiently from truncated finite domain problems. The major task is to prevent outgoing waves from
reflecting off the artificial numerical boundaries. Since the introduction of the perfectly matched layer (PML) for time
dependent Maxwell’s equations by Berenger in 1994 [1], many PML models have been proposed and studied in both time
domain and frequency domain (see [2–11] and references cited therein). However, there are notmany results on the stability
and convergence of finite element methods for solving PML models, though there are many excellent works on Maxwell’s
equations on bounded domain (see, e.g. papers [12–21], books [22–25] and references cited therein). Previous work on
convergence analysis of PMLmodel has been carried out for time-harmonicMaxwell’s equations [26–28,8,29]. However, it is
well-known that the PMLmedium serves as an absorber to absorbwaves perfectly at any frequency and any angle incidence.
Hence the study of PML in the time domain is very interesting, since the results automatically cover all frequencies. Though
there are some applications of time domain finite element methods for solving PML equations (see [30,31] and references
cited therein), to our best knowledge, there are very few results on theoretical analysis of finite elementmethods for solving
PML equations in the time domain.
In 1997, Ziolkowski [10] developed a 3DMaxwellian absorbingmaterial layers from a physical point of view (i.e., the PML
region can be realized physically). Following the notation of [10], we assume that the PML is a cubical simulation domain,
the face regions have absorbing layers with only one normal direction; the edge regions are the joins of two face regions;
and the corners are the overlapping parts of three face regions. The complete PML governing equations for the corner region
are [10, Eq. (B.4)]
∂E
∂t
+ D1E = 1
ϵ0
∇ × H − 1
ϵ0
J (1)
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∂J
∂t
+ D2J = ϵ0D3E (2)
∂H
∂t
+ D1H = − 1
µ0
∇ × E − 1
µ0
K (3)
∂K
∂t
+ D2K = µ0D3H (4)
where ϵ0 and µ0 are the vacuum permittivity and permeability, E(x, t) and H(x, t) are the electric and magnetic fields,
J(x, t) and K (x, t) are the induced electric and magnetic currents, respectively. Furthermore, we denote the 3× 3 diagonal
matrices D1 = diag(σy + σz − σx, σz + σx − σy, σx + σy − σz),D2 = diag(σx, σy, σz),D3 = diag((σx − σy)(σx − σz), (σy −
σx)(σy− σz), (σz − σx)(σz − σy)). Here σx, σy and σz are nonnegative functions and represent the damping variations along
the x, y and z directions, respectively. Usually, quadratic profiles are chosen for σx, σy and σz [8–10].
This PMLmodel has a very nice feature [10]: the governing equations for the corner region reduces automatically to those
equations for the face and edge regions when the corresponding material coefficients become zero. For example, setting
σy = 0 and the y-component of J zero in Eqs. (1)–(4) yields the PML equations in the xz edge region; setting σy = σx = 0
and J = (0, 0, Jz)′ (i.e., only z-component of J is nonzero) in Eqs. (1)–(4) gives the PML equations in the z-directed face
region. Hence the set of PML equations (1)–(4) covers all PML regions. Furthermore, the set of PML Eqs. (1)–(4) automatically
reduces to the standard Maxwell’s equations on a bounded domain by setting D1 = D2 = D3 = 0 and interpreting J and
K as given current sources. Hence the analysis of our PML model is very interesting, since the results derived from our PML
model automatically cover the Maxwell’s equations in a vacuum.
Note that themodel (1)–(4) is the same as (5.12) of Turkel and Yefet [9] (with assumption ϵ0 = µ0 = 1) and iswell-posed
mathematically because it is a symmetric hyperbolic system (i.e., the standard Maxwell equations) plus lower order terms
[9, p.545]. The corresponding 2-D model was proposed in [11] and its well-posedness was assured in [2, p.334]. Numerical
results obtained by FDTD method in [9,10] have been presented to show the efficacy of this Maxwellian material-based
approach. In this paper, we initiate the study of PML model (1)–(4) by using finite element method.
The rest of the paper is organized as follows. In Section 2, we develop a weak formulation for the PML model (1)–(4).
Then in Section 3, we consider a semi-discrete scheme and prove the optimal error estimates. Section 4 is devoted to the
fully-discrete scheme and its optimal convergence analysis. We conclude the paper in Section 5.
In the rest of this section, we will introduce some notation. We denote C > 0 (sometimes with sub-index) a generic
constant, which is independent of the finite element mesh size h and time step size τ . We also use some common
notation [25]
H(curl;Ω) = {v ∈ (L2(Ω))3; ∇ × v ∈ (L2(Ω))3},
Hα(curl;Ω) = {v ∈ (Hα(Ω))3; ∇ × v ∈ (Hα(Ω))3},
whereα ≥ 0 is a real number, andΩ is a bounded Lipschitz polyhedral domain inR3. Let (Hα(Ω))3 be the standard Sobolev
space equipped with the norm ‖ · ‖α and semi-norm | · |α. Specifically ‖ · ‖0 will mean the (L2(Ω))3-norm. Also H(curl;Ω)
and Hα(curl;Ω) are equipped with the norm
‖v‖0,curl = (‖v‖20 + ‖curl v‖20)1/2, ‖v‖α,curl = (‖v‖2α + ‖curl v‖2α)1/2.
2. The weak formulation
To make the presentation more clear, from now on we assume that ϵ0 = µ0 = 1 in the governing equations (1)–(4).
Solving for J and K from (2) and (4) respectively, we obtain
J(x, t) = e−D2t J0(x)+
∫ t
0
e−D2(t−s)D3E(x, s)ds ≡ J0 + J1(E), (5)
K (x, t) = e−D2tK0(x)+
∫ t
0
e−D2(t−s)D3H(x, s)ds ≡ K0 + K1(H), (6)
where J0(x) and K0(x) are the corresponding initial conditions for J and K , respectively. Here we denote e−D2(t−s) =
diag(e−σx(t−s), e−σy(t−s), e−σz (t−s)).
Substituting (5) and (6) into (1) and (3), respectively, we obtain the PML equations: for any (x, t) ∈ Ω × (0, T ),
∂E
∂t
+ D1E −∇ × H +J0 + J1(E) = 0, (7)
∂H
∂t
+ D1H +∇ × E + K0 + K1(H) = 0, (8)
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whereΩ = (−L, L)3 \ Ωs denotes the truncated PML region, andΩs is a perfectly conducting scatterer entirely contained
in (−L, L)3.
In practical computation, the PML medium is truncated by a perfect conductor boundary condition [26,25,27], i.e., we
can assume that the PML boundary condition on the outside boundary ∂Ωout is
n× E = 0 on ∂Ωout , (9)
where the unit outward normal n points out of the domainΩ . The PML boundary condition on the inner boundaryΓ ≡ ∂Ωin
can be assumed as [27]
n× E = n× g on Γ , (10)
where g comes from the given incidence field. Furthermore, we assume that the following initial conditions are imposed in
the PML model:
E(x, 0) = E0(x), H(x, 0) = H0(x), ∀ x ∈ Ω. (11)
Multiplying (7) by a test function φ ∈ (L2(Ω))3, (8) byψ ∈ H(curl;Ω), and integrating overΩ,we can obtain the weak
formulation for our PML problem: For any φ ∈ (L2(Ω))3,ψ ∈ H(curl;Ω), find the solution (E,H) ∈ C1(0, T ; (L2(Ω))3)×
C1(0, T ;H(curl;Ω)) such that
(Et ,φ)− (∇ × H,φ) = −(D1E,φ)− (J1(E),φ)− (J0,φ), (12)
(Ht ,ψ)+ (E,∇ × ψ) = −(D1H,ψ)− (K1(H)+ K0,ψ)− ⟨n× g,ψ⟩ (13)
for 0 < t ≤ T with the corresponding initial conditions (11). Note that in deriving (13) we used the Stokes’ formula [25]
(∇ × E,ψ) = ⟨n× E,ψ⟩ + (E,∇ × ψ) (14)
and the boundary conditions (10) and (9). Here and below we denote (·, ·) and ⟨·, ·⟩ for the (L2(Ω))3 and (L2(Γ ))3 inner
products, respectively.
3. Semi-discrete finite element approximation
Note that we cannot reduce the PML equations (7) and (8) to a simple vector wave equation, we shall solve them by a
mixed finite element method. To design our mixed method, we partition Ω by a family of regular tetrahedral meshes T h.
We denote hK for the diameter of element K ∈ T h and set the maximum mesh size h = maxK∈Th hK . Our results extend
to cubic elements without any difficulty. Considering the usual low regularity of Maxwell’s equations [32], we only employ
the lowest order Raviart–Thomas–Nédélec’s mixed spaces [33]:
Uh = {uh ∈ H(div;Ω) | uh|K = cK + dKx ∀ K ∈ T h},
Vh = {vh ∈ H(curl;Ω) | vh|K = aK + bK × x ∀ K ∈ T h},
where aK , bK , cK are constant vectors in R3, and dK is a real constant.
For any u ∈ Hα(curl;Ω), 12 < α ≤ 1, it is well known [25] that its interpolant Πhu ∈ Vh can be defined on each
tetrahedron K ∈ T h by the degrees of freedom e u · τˆ on each edge e of K , where τˆ is the unit vector along the edge e.
Furthermore, we have (see [34] and [25, (5.42)]):
‖u−Πhu‖0 + ‖∇ × (u−Πhu)‖0 ≤ Chα‖u‖α,curl ∀ u ∈ Hα(curl;Ω). (15)
Denoting by Phu ∈ Uh the standard (L2(Ω))3-projection, we have
‖u− Phu‖0 ≤ Chα‖u‖α ∀ u ∈ Hα(Ω). (16)
We can construct the semi-discrete mixed method: For any φ ∈ Uh,ψ ∈ Vh, find the solution (Eh,Hh) ∈ C1(0, T ;Uh)×
C1(0, T ;Vh) such that
(Eht ,φ)− (∇ × Hh,φ) = −(D1Eh,φ)− (J1(Eh),φ)− (J0,φ), (17)
(Hht ,ψ)+ (Eh,∇ × ψ) = −(D1Hh,ψ)− (K1(Hh),ψ)− (K0,ψ)− ⟨n× g,ψ⟩ (18)
for 0 < t ≤ T with the corresponding initial approximation
Eh(0) = PhE0, Hh(0) = ΠhH0. (19)
To prove the stability for the scheme (17) and (18), we need the following lemma.
Lemma 3.1.
|⟨n× g,ψh⟩| ≤ Ch−
1
2 ‖g‖L2(Γ )‖ψh‖L2(Ω), ∀ g ∈ (L2(Γ ))3, ψh ∈ Vh. (20)
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Proof. First, by the Cauchy–Schwarz inequality, we have
|⟨n× g,ψh⟩| ≤ ‖n× g‖L2(Γ )‖ψh‖L2(Γ ). (21)
By the triple vector product formula
a× (b× c) = b(a · c)− c(a · b),
and the scalar triple product formula a · (b× c) = b · (c × a) = c · (a× b),we obtain
‖n× g‖2L2(Γ ) =
∫
Γ
(n× g) · (n× g)ds = −
∫
Γ
g · n× (n× g)ds
= −
∫
Γ
g · [n(n · g)− g(n · n)]ds =
∫
Γ
(|g |2 − |g · n|2)ds ≤ ‖g‖2L2(Γ ). (22)
Furthermore, by the standard scaling arguments and by the special property [25, p.129] of an affinemapping x = BK xˆ+bk
in H(curl), for one boundary Γi ofΩ , we have
‖ψh‖2L2(Γi) =
∫
Γi
|ψh|2ds =
∫
Γˆi
|(BTK )−1ψˆh|2
ds
dsˆ
dsˆ
≤ Ch2
 hKˆρK
2 ∫
Γˆi
|ψˆh|2dsˆ ≤ C
∫
Γˆi
|ψˆh|2dsˆ ≤ C
∫
Ωˆi
|ψˆh|2dxˆ
= C
∫
Ωi
|BTKψh|2
1
det BK
dx ≤ C
 hKρKˆ
2 · h−3K ∫
Ωi
|ψh|2dx ≤ Ch−1K
∫
Ωi
|ψh|2dx,
which leads to
‖ψh‖L2(Γ ) ≤ Ch−
1
2 ‖ψh‖L2(Ω), (23)
which, along with (21) and (22), concludes the proof. 
With Lemma 3.1, we can obtain the stability for the scheme (17) and (18) as follows.
Lemma 3.2. Let (Eh(t),Hh(t)) be the solution of (17) and (18) at time t ∈ (0, T ]. Then there is a constant C > 0 such that
‖Eh(t)‖20 + ‖Hh(t)‖20 ≤ C
[
‖J0‖20 + ‖K0‖20 + ‖E0h‖20 + ‖H0h ‖20 +
∫ t
0
h−1‖g(s)‖2L2(Γ )ds
]
. (24)
Proof. The proof is easy by choosing φ = Eh and ψ = Hh in (17) and (18), then adding the resultants together, we obtain
d
dt

1
2
‖Eh(t)‖20 +
1
2
‖Hh(t)‖20

= −(D1Eh, Eh)− (J1(Eh), Eh)− (J0, Eh)
− (D1Hh,Hh)− (K1(Hh),Hh)− (K0,Hh)− ⟨n× g,Hh⟩
=
7−
i=1
Ri. (25)
Next we will estimate Ri one by one for i = 1, 2, . . . , 7. Below we will frequently use the basic arithmetic-geometric
mean inequality
|ab| ≤ δa2 + 1
4δ
b2, (26)
for any constant δ > 0, though we use sub-index to distinguish them in different cases.
It is easy to see that
R1 ≤ (max |D1|)‖Eh‖20,
where max |D1| = max{maxx∈Ω |(D1)11|,maxx∈Ω |(D1)22|,maxx∈Ω |(D1)33|}. Below we shall use the same notation for
diagonal matrices D2 and D3, i.e., the maximum of a diagonal matrix is the maximum of all diagonal elements.
Using (26), we have
R2 ≤ δ2‖Eh(t)‖20 +
1
4δ2
‖J1(Eh)‖20,
≤ δ2‖Eh(t)‖20 +
1
4δ2
t · (max |D3|)2
∫ t
0
‖Eh(s)‖20ds, (27)
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where we used the fact D2 ≥ 0 and
‖J1(Eh)‖20 =
∫ t
0
e−D2(t−s)D3Eh(x, s)ds
2
0
≤
∫
Ω
∫ t
0
1ds
∫ t
0
|e−D2(t−s)D3Eh(x, s)|2ds

dΩ
≤ t · (max |D3|)2
∫ t
0
‖Eh(x, s)‖20ds. (28)
Similarly, we can obtain the following estimates
R3 ≤ δ3‖Eh(t)‖20 +
1
4δ3
‖J0‖20 ≤ δ3‖Eh(t)‖20 + 14δ3 ‖J0‖20,
R4 ≤ (max |D1|)‖Hh‖20,
R5 ≤ δ5‖Hh(t)‖20 +
1
4δ5
t · (max |D3|)2
∫ t
0
‖Hh(s)‖20ds,
R6 ≤ δ6‖Hh(t)‖20 +
1
4δ6
‖K0‖20.
As for R7, by Lemma 3.1, we have
R7 ≤ |⟨n× g,Hh⟩| ≤ Ch− 12 ‖g‖L2(Γ )‖Hh‖L2(Ω).
Substituting the above estimates of Ri into (25), and integrating with respect to t , we obtain
1
2
(‖Eh(t)‖20 + ‖Hh(t)‖20) ≤
1
2
(‖E0‖20 + ‖H0‖20)+ C2
∫ t
0
(‖Eh(s)‖20 + ‖Hh(s)‖20)ds
+ C3

‖J0‖20 + ‖K0‖20 +
∫ t
0
h−1‖g(s)‖2L2(Γ )ds

+ C4
∫ t
0
∫ t
0
(‖Eh(s)‖20 + ‖Hh(s)‖20)dsdt, (29)
where C2 = max{max |D1| + δ2 + δ3,max |D1| + δ5 + δ6}, C3 = max{ 14δ3 , 14δ6 , 1cµ0 }, C4 = max{ 14δ2 , 14δ5 } · t · (max |D3|)2.
We can simplify (29) further as
‖Eh(t)‖20 + ‖Hh(t)‖20 ≤ C5
[
‖E0‖20 + ‖H0‖20 + ‖J0‖20 + ‖K0‖20 +
∫ t
0
h−1‖g(s)‖2L2(Γ )ds
]
+ 2(C2 + C4t)
∫ t
0
(‖Eh(s)‖20 + ‖Hh(s)‖20)ds, (30)
where C5 = max{1, 2C3}. In the last step, we used the inequality∫ t
0
∫ t
0
f (s)dsdt = t
∫ t
0
f (s)ds−
∫ t
0
tf (t)dt ≤ t
∫ t
0
f (s)ds ∀ f (s) ≥ 0.
The proof completes by using the Gronwall inequality to (30). 
Remark 3.1. The h−1 term associated with g seems unremovable, which appears when we deal with inhomogeneous
boundary term inMaxwell’s equations. Similar termwas presented in Corollary 4.15 of [35]. How to prove stronger stability
without h−1 is still open.
Theorem 3.1. Let (E(t),H(t)) and (Eh(t),Hh(t)) be the solutions of (12)–(13) and (17)–(18) at time t, respectively.
Furthermore, assume that for 12 < α ≤ 1,
E ∈ L∞(0, T ; (Hα(Ω))3), H ∈ L∞(0, T ;Hα(curl;Ω)), Ht ∈ L2(0, T ;Hα(curl;Ω)).
Then there is a constant C = C(σx, σy, σz, T , E,H), independent of the mesh size h, such that
‖(E − Eh)(t)‖0 + ‖(H − Hh)(t)‖0 ≤ Chα, 0 ≤ t ≤ T .
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Proof. Denote ξ(t) = (PhE − Eh)(t), η(t) = (ΠhH − Hh)(t). Subtracting (17)–(18) from (12)–(13) with φ = ξ andψ = η,
respectively, we obtain the error equations
(ξt , ξ)− (∇ × η, ξ) = −(∇ × (ΠhH − H), ξ)+ (D1(Eh − E), ξ)+ (J1(Eh − E), ξ),
(ηt , η)+ (ξ ,∇ × η) = ((ΠhH − H)t , η)+ (D1(Hh − H), η)+ (K1(Hh − H), η),
where we used the property of operator Ph and the fact that ∇ × η ∈ Uh, which yields
((PhE − E)t , ξ) = 0, (PhE − E,∇ × η) = 0.
Adding the above two equations, we obtain
d
dt

1
2
‖ξ‖20 +
1
2
‖η‖20

=
6−
i=1
(Err)i. (31)
Now we will estimate (Err)i one by one for i = 1, 2, . . . , 6.
Using the inequality (26), we have
(Err)1 = −(∇ × (ΠhH − H), ξ) ≤ δ1‖ξ‖20 +
1
4δ1
‖∇ × (ΠhH − H)‖20,
(Err)2 = (D1(Eh − E), ξ) = (−D1ξ + D1(PhE − E), ξ)
≤ (max |D1|)‖ξ‖20 + δ2‖ξ‖20 +
1
4δ2
(max |D1|)2‖PhE − E‖20,
(Err)3 = (J1(Eh − E), ξ) = (−J1(ξ)+ J1(PhE − E), ξ)
≤ δ3‖ξ‖20 +
1
4δ3
· 2(‖J1(ξ)‖20 + ‖J1(PhE − E)‖20)
≤ δ3‖ξ‖20 +
1
2δ3
· t · (max |D3|)2
∫ t
0
(‖ξ(s)‖20 + ‖(PhE − E)(s)‖20)ds,
where we used the estimate (28) in the last step for (Err)3.
Similarly, we can obtain the estimates for the rest terms.
(Err)4 = ((ΠhH − H)t , η) ≤ δ4‖η‖20 +
1
4δ4
‖ΠhHt − Ht‖20,
(Err)5 = (D1(Hh − H), η) ≤ (max |D1|)‖η‖20 + δ5‖η‖20 +
1
4δ5
(max |D1|)2‖ΠhH − H‖20,
(Err)6 = (K1(Hh − H), η) ≤ δ6‖η‖20 +
1
2δ6
· t · (max |D3|)2
∫ t
0
(‖η(s)‖20 + ‖ΠhH − H‖20)ds.
Substituting all above estimates into (31), integrating with respect to t , and using the fact ξ(0) = η(0) = 0, we obtain
1
2
(‖ξ(t)‖20 + ‖η(t)‖20) ≤ C1
∫ t
0
(‖ξ(s)‖20 + ‖η(s)‖20)ds
+ C2
∫ t
0
[‖∇ × (ΠhH − H)‖20 + ‖PhE − E‖20 + ‖ΠhHt − Ht‖20 + ‖ΠhH − H‖20]ds
+ C3
∫ t
0
∫ t
0
[‖ξ(s)‖20 + ‖η(s)‖20 + ‖(PhE − E)(s)‖20 + ‖ΠhH − H‖20]dsdt, (32)
where C1 = max{δ1 +max |D1| + δ2 + δ3, δ4 +max |D1| + δ5 + δ6}, C2 = max{ 14δ1 , 14δ2 (max |D1|)2, 14δ4 , 14δ5 (max |D1|)2},
and C3 = max{ 12δ3 t · (max |D3|)2, 12δ6 t · (max |D3|)2}.
We can simplify (32) further as
1
2
(‖ξ(t)‖20 + ‖η(t)‖20) ≤ (C1 + C3t)
∫ t
0
(‖ξ(s)‖20 + ‖η(s)‖20)ds
+ (C2 + C3t)
∫ t
0
[‖∇ × (ΠhH − H)‖20 + ‖PhE − E‖20 + ‖ΠhHt − Ht‖20 + ‖ΠhH − H‖20]ds,
which, along with the Gronwall inequality and the estimates (15) and (16), concludes our proof. 
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4. Fully-discrete finite element approximation
To construct a fully discrete scheme, we divide the time interval (0, T ) into M uniform subintervals using points
0 = t0 < t1 < · · · < tM = T , where tk = kτ , and denote subinterval Im = (tm−1, tm]. Moreover, we define uk = u(·, kτ) for
0 ≤ k ≤ M , and introduce the finite difference operator ∂τuk = (uk − uk−1)/τ , 1 ≤ k ≤ M .
To reduce technicality, we just consider the backward-Euler mixed method for (12) and (13) as follows: For k =
1, 2, . . . ,M , and any φ ∈ Uh,ψ ∈ Vh, find Ekh ∈ Uh,Hkh ∈ Vh such that
(∂τEkh,φ)− (∇ × Hkh ,φ) = −(D1Ek−1h ,φ)− (J k1h,φ)− (J0k,φ), (33)
(∂τHkh ,ψ)+ (Ekh,∇ × ψ) = −(D1Hk−1h ,ψ)− (K k1h,ψ)− (K0k,ψ)− ⟨n× gk,ψ⟩ (34)
for 0 < t ≤ T with the corresponding initial approximation
E0h = PhE0, H0h = ΠhH0. (35)
Here we denoteJ0k = e−D2tk J0(x), K0k = e−D2tkK0(x),
J01h = 0, J k1h = e−D2τ (J k−11h + τD3Ek−1h ), k ≥ 1, (36)
K 01h = 0, K k1h = e−D2τ (K k−11h + τD3Hk−1h ), k ≥ 1. (37)
The existence and uniqueness of the solution for the system (33) and (34) can be proved as follows. At each time step,
the coefficient matrix for the vector solution (Ekh,H
k
h )
′ can be written as
Q ≡

A −B
B′ G

,
where matrices A = 1
τ
(Uh,Uh) and G = 1τ (Vh,Vh) are symmetric positive definite, B = (∇ × Vh,Uh), and B′ denotes the
transpose of matrix B. Note that the determinant of Q can be easily obtained as det(Q ) = det(A) det(G+ B′A−1B), which is
non-zero. Hence the system (33) and (34) is guaranteed to have a unique solution at each time step.
To prove our main error estimates below, we need the following lemmas.
Lemma 4.1 ([19,34]). For B = H1(curl;Ω) or B = (Hα(Ω))3 with α ≥ 0, we have the following estimates
(i) ‖∂τum‖2B ≤ 1τ
 tm
tm−1 ‖ut(t)‖2Bdt ∀ u ∈ H1(0, T ; B),
(ii) ‖uk − 1τ
 tm
tm−1 u(t)dt‖2B ≤ τ
 tm
tm−1 ‖ut(t)‖2Bdt ∀ u ∈ H1(0, T ; B), k = m− 1,m.
Lemma 4.2. Let J k1 ≡ J1(E(·, tk)) defined by (5), J k1h defined by (36). Then for any 1 ≤ n ≤ M, we have
|Jn1h − Jn1 | ≤ Cτ

n−1
k=0
|Ekh − Ek| +
∫ tn
0
(|E(t)| + |Et(t)|)dt

.
Proof. By definition (5) and notation Ik = (tk−1, tk], we have
J k1 ≡ J1(E(x, tk)) = e−D2tk
∫ tk
0
eD2sD3E(x, s)ds
= e−D2τ J k−11 +
∫
Ik
e−D2(tk−s)D3E(x, s)ds, (38)
which being subtracted from (36) gives
J k1h − J k1 = e−D2τ (J k−11h − J k−11 )+ τe−D2τD3(Ek−1h − Ek−1)
+ e−D2tk
∫
Ik
(eD2tk−1D3Ek−1 − eD2sD3E(s))ds =
3−
i=1
Ri. (39)
It is easy to see that
R1 ≤ |J k−11h − J k−11 |,
R2 ≤ τ · (max |D3|) · |Ek−1h − Ek−1|.
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Using the inequality

Ik
|f (tk)− f (t)|dt ≤ τ

Ik
| ∂ f
∂t (t)|dt with f (t) = eD2tD3(x)E(x, t), we can obtain
R3 ≤ e−D2tkτ
∫
Ik
D2eD2tD3E + eD2tD3 ∂E∂t
 dt
≤ Cτ
∫
Ik
(|E(t)| + |Et(t)|)dt.
Therefore, we have
|J k1h − J k1 | ≤ |J k−11h − J k−11 | + Cτ
[
|Ek−1h − Ek−1| +
∫
Ik
(|E(t)| + |Et(t)|)dt
]
.
Summing both sides over k = 1, 2, . . . , n, and using the fact J01h = J01 = 0, we obtain
|Jn1h − Jn1 | ≤ Cτ

n−1
k=0
|Ekh − Ek| +
∫ tn
0
(|E(t)| + |Et(t)|)dt

,
which concludes our proof. 
Theorem 4.1. Let (En,Hn) and (Enh ,H
n
h ) be the solutions of (12)–(13) and (33)–(34) at time t = tn, respectively. Assume that
for 12 < α ≤ 1,
E ∈ L∞(0, T ; (Hα(Ω))3), H ∈ L∞(0, T ;Hα(curl;Ω))
Et ,∇ × Et ,Ht ,∇ × Ht ∈ L2(0, T ; (L2(Ω))3).
Then there is a constant C = C(T , σx, σy, σz, E,H), independent of both the time step τ and the mesh size h, such that
max
1≤n≤M
(‖En − Enh‖0 + ‖Hn − Hnh ‖0) ≤ C(τ + hα).
Proof. Denote ξ kh = PhEk − Ekh, ηkh = ΠhHk − Hkh . Integrating (12) and (13) in time over Ik = (tk−1, tk], dividing both sides
by τ , then subtracting (33) and (34) from the resultants, we obtain
(∂τ (Ek − Ekh),φ)−

∇ ×

1
τ
∫
Ik
H(s)ds− Hkh

,φ

=

D1

Ek−1h −
1
τ
∫
Ik
E(s)ds

,φ

+

J k1h −
1
τ
∫
Ik
J1(E(s))ds,φ

+
J0k − 1
τ
∫
Ik
J0ds,φ , (40)
(∂τ (Hk − Hkh ),ψ)+

1
τ
∫
Ik
E(s)ds− Ekh,∇ × ψ

=

D1

Hk−1h −
1
τ
∫
Ik
H(s)ds

,ψ

+

K k1h −
1
τ
∫
Ik
K1(H(s))ds,ψ

+
K0k − 1
τ
∫
Ik
K0ds,ψ+ n× gk − 1
τ
∫
Ik
g(s)ds

,ψ

. (41)
Choosing φ = τξ kh and ψ = τηkh in (40) and (41) respectively, then adding both equations together and using the
inequality a(a− b) ≥ 12 (a2 − b2), we obtain
1
2
(‖ξ kh‖20 − ‖ξ k−1h ‖20)+
1
2
(‖ηkh‖20 − ‖ηk−1h ‖20)
≤ −τ

∇ ×

ΠhHk − 1
τ
∫
Ik
H(s)ds

, ξ kh

+ τ

D1

Ek−1h −
1
τ
∫
Ik
E(s)ds

, ξ kh

+ τ

J k1h −
1
τ
∫
Ik
J1(E(s))ds, ξ kh

+ τ
J0k − 1
τ
∫
Ik
J0ds, ξ kh
+ τ(∂τ (ΠhHk − Hk), ηkh)+ τ

PhEk − 1
τ
∫
Ik
E(s)ds,∇ × ηkh

+ τ

D1

Hk−1h −
1
τ
∫
Ik
H(s)ds

, ηkh

+ τ

K k1h −
1
τ
∫
Ik
K1(H(s))ds, ηkh

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+ τ
K0k − 1
τ
∫
Ik
K0ds, ηkh+ τ n× gk − 1τ
∫
Ik
g(s)ds

, ηkh

=
10−
i=1
(Err)i. (42)
In the rest we just need to estimate (Err)i one by one for i = 1, 2, . . . , 10.
Using inequality (26), we have
(Err)1 = −τ

∇ × (ΠhHk − Hk)+∇ ×

Hk − 1
τ
∫
Ik
H(s)ds

, ξ kh

≤ δ1τ‖ξ kh‖20 +
τ
4δ1
· 2

‖∇ × (ΠhHk − Hk)‖20 +
∇ × Hk − 1τ
∫
Ik
H(s)ds
2
0

.
Using inequality (26) and Lemma 4.1, we have
(Err)2 ≤ δ2τ‖ξ kh‖20 +
τ
4δ2
(max |D1|)2 ·
Ek−1h − 1τ
∫
Ik
E(s)ds
2
0
≤ δ2τ‖ξ kh‖20 +
1
4δ2
(max |D1|)2 · τ 2
∫
Ik
‖Et(t)‖20dt.
Similarly, we have
(Err)3 = τ

J k1h − J k1 + J k1 −
1
τ
∫
Ik
J1(E(s))ds, ξ kh

≤ δ3τ‖ξ kh‖20 +
τ
4δ3
· 2

‖J k1h − J k1‖20 +
J k1 − 1τ
∫
Ik
J1(E)ds
2
0

. (43)
Using Lemma 4.2 and the Cauchy–Schwarz inequality, we have
‖J k1h − J k1‖20 ≤ Cτ 2

k
k−1
l=0
‖E lh − E l‖20 + tk
∫ tk
0
(‖E‖20 + ‖Et‖20)dt

≤ Cτ 2

k
k−1
l=0
(‖ξ lh‖20 + ‖PhE l − E l‖20)+ tk
∫ tk
0
(‖E‖20 + ‖Et‖20)dt

,
which being substituted into (43) and using the fact that kτ ≤ T , inequality (28), andJ k1 − 1τ
∫
Ik
J1(E)ds
2
0
≤ τ
∫
Ik
∂J1∂t
2
0
dt ≤ Cτ
∫
Ik
‖E‖20dt
yields
(Err)3 ≤ δ3τ‖ξ kh‖20 +
Cτ 2
δ3

k−1
l=0
(‖ξ lh‖20 + h2α‖E l‖2α)+ τ
∫ T
0
(‖E‖20 + ‖Et‖20)dt +
∫
Ik
‖E‖20dt

.
Similarly, we can easily obtain
(Err)4 ≤ δ4τ‖ξ kh‖20 +
Cτ 2
δ4
∫
Ik
‖J0‖20dt,
(Err)5 ≤ δ5τ‖ηkh‖20 +
1
4δ5
∫
Ik
‖(ΠhH − H)t‖20dt.
Using the fact (PhEk − Ek,∇ × ηkh) = 0, we see that
(Err)6 = τ

Ek − 1
τ
∫
Ik
E(s)ds,∇ × ηkh

,
Y. Huang, J. Li / Journal of Computational and Applied Mathematics 235 (2011) 3932–3942 3941
which adding together with (Err)10 and using (14) and Lemma 4.1, we obtain
(Err)6 + (Err)10 = τ

∇ ×

Ek − 1
τ
∫
Ik
E(s)ds

, ηkh

≤ δ6τ‖ηkh‖20 +
1
4δ6
τ 2
∫
Ik
‖∇ × Et‖20dt.
By the same techniques, we have
(Err)7 ≤ δ7τ‖ηkh‖20 +
1
4δ7
(max |D1|)2τ 2
∫
Ik
‖Ht‖20dt,
(Err)8 ≤ δ8τ‖ηkh‖20 +
Cτ 2
δ8

k−1
l=0
(‖ηlh‖20 + h2α‖H l‖2α,curl)+ τ
∫ T
0
(‖H‖20 + ‖Ht‖20)dt +
∫
Ik
‖H‖20dt

,
(Err)9 ≤ δ9τ‖ηkh‖20 +
Cτ 2
δ9
∫
Ik
‖K0‖20dt.
Substituting the above estimates into (42), summing over k = 1, 2, . . . , n, choosing δi (1 ≤ i ≤ 9) small enough so that
‖ξ nh ‖20 and ‖ηnh‖20 can be absorbed into the left-hand side, then using the fact ξ 0h = η0h = 0 and estimates (15) and (16), we
can obtain
‖ξ nh ‖20 + ‖ηnh‖20 ≤ C(τ 2 + h2α)+ Cτ
n−1
k=1
(‖ξ kh‖20 + ‖ηkh‖20),
which, along with the discrete Gronwall inequality, concludes our proof. 
5. Conclusions
In this paper we analyzed a PML model proposed in [10]. Here we proved optimal error estimates for both semi- and
fully-discrete finite element methods developed for solving the PML model. Similar results can be proved for high-order
edge elements and the Crank-Nicloson scheme. Implementation of this PML model will be explored in our future work.
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