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Abstract
Given a subspace arrangement, there are several De Concini-Procesi
models associated to it, depending on distinct sets of initial combinatorial
data (building sets). The first goal of this paper is to describe, for the root
arrangements of types An, Bn (=Cn), Dn, the poset of all the building sets
which are invariant with respect to the Weyl group action, and therefore
to classify all the wonderful models which are obtained by adding to the
complement of the arrangement an equivariant divisor. Then we point
out, for every fixed n, a family of models which includes the minimal
model and the maximal model; we call these models regular models and
we compute, in the complex case, their Poincaré polynomials.
1 Introduction
In [3], [4], De Concini and Procesi constructed wonderful models for the comple-
ment of a subspace arrangement in a vector space. These are smooth varieties,
proper over the given space, in which the union of the subspaces is replaced by
a divisor with normal crossings.
The interest in these varieties was at first motivated by an approach to
Drinfeld construction of special solutions for Khniznik-Zamolodchikov equation
(see [7]). Moreover, in [3] it was shown, using the cohomology description of
these models to give an explicit presentation of a Morgan algebra, that the
mixed Hodge structure and the rational homotopy type of the complement of a
complex subspace arrangement depend only on the intersection lattice (viewed
as a ranked poset).
Then real and complex De Concini-Procesi models turned out to play a
relevant role in several fields of mathematical research: subspace and toric ar-
rangements, toric varieties and tropical geometry, moduli spaces of curves, con-
figuration spaces, box splines, index theory, discrete geometry (see for instance
[5], [6], [8], [9], [11], [21], [22] and [27]).
In general, given a subspace arrangement, there are several De Concini-
Procesi models associated to it, depending on distinct sets of initial combina-
torial data (building sets, see Section 2.1). Among these building sets there are
always a minimal one and a maximal one with respect to inclusion: as a conse-
quence there are always a minimal and a maximal De Concini-Procesi model.
The importance of the minimal construction was immediately pointed out,
but real and complex non minimal models (in particular maximal models) ap-
peared in various contexts (see [1], [2], [19], [25]). For instance it is well known
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that the toric variety of type An−1 is isomorphic to the maximal model associ-
ated to the boolean arrangement (see [17] for further references).
In this paper we will deal with the root arrangements of types An, Bn
(=Cn), Dn. As our first goal we will describe, for these arrangements, the poset
of all the associated building sets (ordered by inclusion) which are invariant with
respect to the Weyl group action, and therefore we will classify all the wonderful
models which are obtained by adding to the complement of the arrangement an
equivariant divisor.
Our second goal will be to point out, for every fixed n, a family of models
(which we will call regular models), which includes the minimal model and the
maximal model, and to compute the Poincaré polynomials of all the models in
this family.
To describe our results more in detail, let us consider for instance the An−1
case: we will introduce a partial order on the set Λn of all the partitions of n,
and we will define a family of Sn invariant building sets Gλ, where λ ∈ Λn is
a building partition, i.e. it is (n) or a partition with at least two parts greater
than or equal to 2.
Then, given any subset {λ1, λ2, ..., λk} of pairwise not comparable building
partitions, we will show that the union {Gλ1 ∪Gλ2 ∪· · ·∪Gλk} is an Sn invariant
building set, and that all the Sn invariant building sets can be obtained in this
way (see Theorem 4.1).
Some particularly regular objects come out of this picture, i.e. the building
sets Gs(An−1) obtained as the union of the building sets Gλ such that λ has
exactly s parts. Therefore, for every n ≥ 2 we have a family of n − 2 regular
building sets:
G1(An−1) ⊂ G2(An−1) ⊂ · · · ⊂ Gn−2(An−1)
where G1(An−1) coincides with the minimal building set and Gn−2(An−1) with
the maximal one. We will give formulas for the Poincaré series (Section 6)
of all the regular models YGs(An−1). For s = 1 this series is the well known
series for the moduli spaces of stable n + 1-pointed curves of genus zero, while
in the case of maximal models the formulas we obtain are explicit sums and
products of polynomials whose coefficients involve the Stirling numbers of the
second kind (different formulas for the Poincaré polynomials of the maximal
models were described in [15]). The formulas for the intermediate models are
“interpolations” between the formulas for the maximal and the minimal cases.
We will also compute formulas for the Poincaré series of some auxiliary
wonderful models of subspace arrangements (see Theorem 6.1).
The classification of all the Weyl group equivariant models in the Bn case,
and the computations of the Poincaré polynomials of the Bn regular models,
are provided in Sections 7 and 8, while the Dn case is studied in Sections 10
and 11.
Finally, we will point out the connection between our formulas and the rich
combinatorics of the corresponding real De Concini-Procesi models. The real
models can be contructed, as it is well known, by gluing nestohedra, and from
this one obtains formulas for their Euler characteristics. Different formulas for
these Euler characteristics can also be obtained by evaluating in q = −1 the
Poincaré polynomials of the corresponding complex models. From the compar-
ison of these two different computations one obtains nice combinatorial equiva-
lences (see Section 12).
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2 Basic construction
2.1 Building sets and nested sets
Let V be a finite dimensional vector space and let G be a finite set of subspaces
of the dual space V ∗. We denote by CG its closure under the sum.
Definition 2.1. Given a subspace U ∈ CG, a decomposition of U in CG is a
collection {U1, · · · , Uk} (k > 1) of non zero subspaces in CG such that
1. U = U1 ⊕ · · · ⊕ Uk
2. for every subspace A ⊂ U , A ∈ CG, we have A ∩ U1, · · · , A ∩ Uk ∈ CG and
A = (A ∩ U1)⊕ · · · ⊕ (A ∩ Uk).
Definition 2.2. A subspace F ∈ CG which does not admit a decomposition is
called irreducible and the set of irreducible subspaces is denoted by FG.
One can prove that every subspace U ∈ CG has a unique decomposition into
irreducible subspaces.
Definition 2.3. A collection G of subspaces of V ∗ is called building if every
element C ∈ CG is the direct sum G1 ⊕ · · · ⊕Gk of the set of maximal elements
G1, · · · , Gk of G contained in C.
As first examples of building sets one can consider the set of irreducible
subspaces of a given family of subspaces of V ∗, or any set of subspaces of V ∗
which is closed under the sum.
Given a family G of subspaces of V ∗ there are different sets B of subspaces
of V ∗ such that CB = CG ; if we order by inclusion the collection of such sets, it
turns out that the minimal element is FG and the maximal one is CG .
Definition 2.4. (see [4]) Let G be a building set of subspaces of V ∗. A subset
S ⊂ G is called G-nested if and only if for every subset {A1, · · · , Ak} (k ≥ 2)
of pairwise non comparable elements of S the subspace A = A1 + · · ·+Ak does
not belong to G.
We notice that if C is a building family of subspaces closed under the sum,
then the subspaces of a C-nested set are totally ordered (with respect to in-
clusion). For a more general definition of building sets and nested sets from a
purely combinatorial viewpoint see [10].
2.2 Wonderful models
Let us take C as the base field and consider a finite subspace arrangement in
the complex vector space V . We will describe this arrangement by the dual
arrangement G in V ∗ (for every A ∈ G, we will denote by A⊥ its annihilator in
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V ). The complement in V of the arrangement will be denoted by AG .
For every A ∈ G we have a rational map defined outside of A⊥:
piA : V −→ V/A⊥ −→ P
(
V/A⊥
)
.
We then consider the embedding
φG : AG −→ V ×
∏
A∈G
P
(
V/A⊥
)
given by the inclusion on the first component and by the maps piA on the other
components.
Definition 2.5. The De Concini-Procesi model YG associated to G is the closure
of φG (AG) in V ×
∏
A∈G P
(
V/A⊥
)
.
These wonderful models are particularly interesting when the arrangement
G is building: they turn out to be smooth varieties and the complement of AG
in YG is a divisor with normal crossings. The irreducible components of this
divisor are in correspondence with the elements of G, and their intersection
are described by the following rule: let us consider a subset S of G; then the
common intersection of the irreducible components associated to the elements
of S is nonempty if and only if S is a G-nested set.
The integer cohomology rings of the models YG have been described in [4].
They are torsion free, and in [26] Yuzvinski explicitly described Z-bases (see
also [12]). We briefly recall these results.
Let G be a building set of subspaces of V ∗. If H ⊂ G and B ∈ G is such that
A ( B for each A ∈ H, one defines
dH,B := dimB − dim
(∑
A∈H
A
)
.
In the polynomial ring Z[cA]A∈G , we consider the ideal I generated by the
polynomials
PH,B :=
∏
A∈H
cA
(∑
C⊃B
cC
)dH,B
as H and B vary.
Theorem 2.1. (see [4]).
There is a surjective ring homomorphism
φ : Z[cA]A∈G −→ H∗(YG ,Z)
whose kernel is I and such that φ(cA) ∈ H2(YG ,Z).
Definition 2.6. Let G be a building set of subspaces of V ∗. A function
f : G −→ N
is G-admissible (or simply admissible) if f = 0 or, if f 6= 0, supp(f) is
G-nested and for all A ∈ supp(f) one has
f(A) < dsupp(f)A,A
where supp(f)A := {C ∈ supp(f) : C ( A}.
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Definition 2.7. A monomial mf =
∏
A∈G c
f(A)
A ∈ Z[cA]A∈G is admissible if
f is admissible.
Theorem 2.2. (see [26], [12])
The set BG of all admissible monomials gives a Z-basis of H∗(YG ,Z).
3 A partial ordering on partitions
Let us denote by FAn−1 the building set of irreducibles associated to the root
system An−1. There is a bijective correspondence between the elements of FAn−1
and the subsets of {1, · · · , n} of cardinality at least two: if the annihilator of
A ∈ FAn−1 is the subspace described by the equation xi1 = xi2 = · · · = xik then
we represent A by the set {i1, i2, . . . , ik}. In an analogous way we can establish
a bijective correspondence between the elements of the maximal building set
CAn−1 and the unorderd partitions of the set {1, · · · , n} in which at least one
part has more than one element: for instance, {1, 3, 4}{2, 5}{6}{7, 8} represents
the subspace in CA7 of dimension 4 whose annihilator is described by the system
of equations x1 = x3 = x4, x2 = x5 and x7 = x8.
Let us denote by Λn the set of partitions of n ∈ N. To every unordered
partition of {1, · · · , n} we can associate, considering the cardinalities of its parts,
a partition in Λn. Therefore we can associate a partition in Λn to every subspace
in CAn−1 . We will say that a subspace in CAn−1 has the form λ ∈ Λn if its
associated partition is λ. For instance, the subspace {1, 3, 4}{2, 5}{6}{7, 8} in
CA7 has the form (3, 2, 2, 1).
In this section we will describe a poset structure on Λn which will be used
in the classification of all the Sn invariant building sets associated to the root
system An−1.
If n ≥ 1 and λ ∈ Λn, we will represent λ by its Young diagram and call
admissible the following moves:
a) remove an entire row and add all its boxes to another row which has at
least two boxes; then, if necessary, rearrange the rows in order to obtain
a Young diagram (see Figure 1);
b) remove k ≥ 2 rows made by a single box and form a row made by k boxes,
if k is greater than or equal to the number of boxes of the smallest row
with more than one box; then, if necessary, rearrange the rows in order to
obtain a Young diagram (see Figure 2).
Figure 1: Example of an admissible move of type a).
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Figure 2: Example of an admissible move of type b). The number of boxes of
the new row is 3: if it was 2, the move would not be admissible.
Remark 3.1. If λ = (1, 1, ..., 1) there are no possible admissible moves.
Now we equip Λn with the following partial order: λ ∈ Λn is greater than
µ ∈ Λn (we write λ > µ) if λ 6= µ and the Young diagram of λ can be obtained
by the one of µ by a sequence of admissible moves (see Figure 3).
Figure 3: A sequence of three admissible moves, starting from the partition
µ = (4, 3, 2, 2, 1, 1, 1). At the end we obtain λ = (7, 4, 2, 1), therefore λ > µ.
In the sequel we will be interested in the subset BΛn of Λn (n ≥ 1) made by
(n) and, if n ≥ 4, by all the partitions with at least two numbers greater than
or equal to 2, i.e. λ ∈ BΛn iff λ = (n) or λ = (λ1, λ2, . . . , λk, ...) with k ≥ 2 and
λ1 ≥ λ2 ≥ · · · ≥ λk ≥ 2
We will call building partitions the partitions in BΛn. The ordering of Λn
induces a poset structure on BΛn.
Remark 3.2. Let γ, δ be two building partitions. If γ ≥ δ one can find a
subspace of the form γ which contains a subspace of the form δ.
Remark 3.3. Let us denote by  the well known partial ordering on Λn such
that µ  γ if and only if µ1 ≥ λ1 and µ1 + µ2 ≥ λ1 + λ2 and so on. We
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observe that γ ≥ λ implies γ  λ but the reverse implication is not true. In fact
the ordering  can be obtained as a result of a set of moves which includes the
moves used to define ≥: the elementary steps consist in removing a box from
a row of a Young diagram and adding it to a higher row. We notice that, for
instance, (5, 2)  (4, 3) but one cannot find a subspace of the form (4, 3) inside
a subspace of the form (5, 2).
Remark 3.4. Given two partitions λ, γ in the poset (BΛn,≥), it is not true
that there exists a minimum element µ ∈ BΛn such that µ ≥ λ and µ ≥ γ.
Let us consider for instance λ = (8, 4, 4), γ = (7, 5, 3, 1). The (not comparable)
partitions θ = (12, 4) and ρ = (8, 8) are the minimal partitions in BΛn which
are ≥ λ, γ. Furthermore, it is not true that there exists a maximum element
µ ∈ BΛn such that θ ≥ µ and ρ ≥ µ.
4 The Sn invariant building sets of type An−1
We are going to to describe all the building sets associated to the root arrange-
ment An−1 which are invariant with respect to the natural Sn action (this is in
the spirit of the construction of the compactifications of configuration spaces:
the corresponding wonderful models will have a Sn equivariant divisor at the
boundary).
We start by defining a family of building sets, parametrized by building
partitions.
Definition 4.1. Let λ be a building partition. We define G˜λ as the set made
by all the subspaces of the form γ ∈ Λn for every γ ≥ λ. We define Gλ as
FAn−1 ∪ G˜λ.
Remark 4.1. We notice that, according to the definition, if λ = (n) then Gλ
is the building set of irreducibles FAn−1 . The only building set associated to the
root system A2 (i.e. when n = 3) is G(3) = FA2 . If n = 4, there are two building
sets: the minimal one G(4) = FA3 and the maximal one G(2,2). If n > 4, the
maximal building set is G(2,2,1,1,1,...).
It is immediate from the definition that:
Proposition 4.1. Given two different building partitions µ and λ, the building
set Gλ is included in Gµ if and only if λ > µ.
The building sets of type Gλ (λ ∈ BΛn) are not the only Sn invariant building
sets which include FAn−1 . For instance, in the A5 case, G(4,2) ∪ G(3,3) is an S6
invariant building set, which does not belong to the family Gλ. The following
theorem describes all the Sn invariant building sets.
Definition 4.2. Given a set S = {λ1, λ2, ..., λv} of pairwise not comparable
elements in BΛn, we denote by GS the building set
GS = Gλ1 ∪ Gλ2 ∪ ... ∪ Gλv
We denote by Tn the set whose elements are the nonempty sets of pairwise not
comparable elements in BΛn.
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G(2,2,1,1,1,1)
G(6,2) G(5,3)
FA7
CA7 =
G(4,4)
G(5,2,1) G(4,2,2) G(4,3,1) G(3,3,2)
G(4,2,1,1)
G(3,2,1,1,1)
G(3,2,2,1)G(3,3,1,1) G(2,2,2,2)
G(2,2,2,1,1)
G(8)=
Figure 4: The Hasse diagram of the family of building sets of type Gλ in the
case A7 (green arrows represent inclusions). The red arrow shows a case where
there is not inclusion.
Theorem 4.1. The map:
S = {λ1, λ2, ..., λv} → GS
is a bijection between Tn and the set made by the Sn invariant building sets
which contain FAn−1 .
Proof. Let us consider a Sn invariant building set B which contains FAn−1 . If
it is different from FAn−1 we consider the subspaces in B − FAn−1 : to each of
these subspaces we associate the partition in BΛn which describes its form and,
among these partitions, we choose the minimal ones (with respet to ≥).
LetA be a subspace in B−FAn−1 whose associated partition γ = (γ1, γ2, . . . , γs) ∈
BΛn is minimal. Then, by Sn invariance, B contains all the subspaces of this
form. We will show that Gγ ⊆ B. For this it suffices to show that if µ ∈ BΛn can
be obtained from γ by an admissible move, than B contains all the subspaces of
the form µ. Let us consider moves of type a): then µ = (µ1, µ2, . . . , µi, ..., µs−1)
where the numbers µl coincide with the γh except for µi = γj+γt, where γj > 1.
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Now we take two subspaces which are of the form γ and therefore belong to B:
C = {. . .}
γ1
{. . .}
γ2
...{1, 2, 3, ..., γj}
γj
· · · {γj + 1, γj + 2, ..., γj + γt}
γt
· · · {. . .}
γs
D = {. . .}
γ1
{. . .}
γ2
...{γj + 1, 2, 3, ..., γj}
γj
· · · {1, γj + 2, ..., γj + γt}
γt
· · · {. . .}
γs
The sum C +D is the subspace
C +D = {. . .}
γ1
{. . .}
γ2
...{1, 2, 3, ..., γj , γj + 1, γj + 2, ..., γj + γt}
γj+γt
· · · {. . .}
γs
By definition of building set, C + D must be the direct sum of the maximal
subspaces in B contained in it. This is possible only if C + D ∈ B. We have
shown that B contains a subspace of the form µ, and therefore it contains all
such subspaces.
As for the moves of type b), let γk be the last part which is > 1 of γ ∈ BΛn.
As a particular case, we first show that if µ is obtained from γ by deleting
γk parts equal to 1 and adding a part equal to γk then B contains a subspace
of the form µ. The argument is similar to the one above. For instance, if
γ = (4, 3, 1, 1, 1, 1) and µ = (4, 3, 3, 1), one then considers the two subspaces:
C = {1, 2, 3, 4}{5, 6, 7}{8}{9}{10}{11}
D = {1, 2, 3, 4}{8, 9, 10}{5}{6}{7}{11}
The sum C +D is the subspace
C +D = {1, 2, 3, 4}{5, 6, 7}{8, 9, 10}{11}
which must belong to B and has the form µ. Combining the result in this
particular case with the result for moves of the first type, it is now easy to prove
that if µ ∈ BΛn can be obtained from γ by any admissible move of the second
type, than B contains all the subspaces of the form µ.
Let S = {γ1, γ2, ..., γv} be the set of the (pairwise not comparable) minimal
partitions associated to the subspaces in B − FAn−1 . Repeating the argument
described above we can prove that B contains Gγ1 ∪ Gγ2 ∪ ... ∪ Gγv .
To show the reverse inclusion, let us consider D ∈ B − FAn−1 . If D is
associated to a minimal partition, say γ1, then D ∈ Gγ1 by definition. If the
partition γ associated to D is not minimal, then for a certain i we have γ > γi.
By definition of Gγi we know that D ∈ Gγi : this concludes the proof that
B = Gγ1 ∪ Gγ2 ∪ ... ∪ Gγv .
Now we must show that the above expression for B is unique, i.e., if B =
Gλ1 ∪Gλ2 ∪ ...∪Gλv and B = Gθ1 ∪Gθ2 ∪ ...∪Gθr then r = v and, up to reordering,
θi = λi ∀i. Let us suppose that B 6= FAn−1 (otherwise the statement is trivial).
First we observe that if λ1 is not ≥ of one of the partitions θ1, θ2, ..., θr,
then in Gθ1 ∪ Gθ2 ∪ ... ∪ Gθr there are not elements of the form λ1. This is
a contradiction. Therefore we must have, say, λ1 ≥ θ1. The same argument
shows that there exists i such that θ1 ≥ λi. This implies λ1 ≥ λi, and since
the elements λ1, λ2, ..., λv are pairwise not comparable, we must have i = 1 and
λ1 ≥ θ1 ≥ λ1, that is to say, λ1 = θ1. The claim follows by induction.
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5 The Poincaré polynomial for the maximal model
(case An−1)
In this section we provide a formula for the Poincaré polynomial of the maximal
model YG(2,2,1,1,....) = Ymax,n:
P (Ymax,n)(q) =
∑
i
dim H2i(Ymax,n,Q)qi
We use a combinatorial strategy, different from the one in [15], which in the
next sections will be generalized in many ways (i.e. it will be applied to different
models and to different root arrangements).
Let G be a minimal (with respect to inclusion) element in a building set G.
Let G′ = G − {G}, and let G be the family in (Cn)∗ /G given by the elements
{(A + G)/G : A ∈ G′}. In [4] and [13] it is shown that G′ and G are building
and that YG can be obtained by blowing up YG′ along a subvariety isomorphic
to YG .
This implies that, denoting by p the blowing up map p : YG 7→ YG′ , we have
H∗(YG ,Z) ∼= p∗H∗(YG′ ,Z)⊕
(
H∗(E,Z)/p∗H∗(YG ,Z)
)
The exceptional divisor E is isomorphic to the projectivization of the normal
bundle of YG in YG′ . ThenH
∗(E,Z) is generated, as p∗H∗(YG ,Z)-algebra, by the
Chern class ζ = c1(T ) of the tautological line bundle T 7→ E. Furthermore the
class ζ has in H∗(E,Z) the unique relation provided by the Chern polynomial
of the normal bundle NYG/YG′ . This proves the following proposition where we
denote by P (Y )(q) (q has degree 2) the Poincarè polynomial of a model Y :
Proposition 5.1. Let G be a minimal (with respect to inclusion) element in a
building set G. Then:
P (YG)(q) = P (YG′)(q) +
qdimG − q
q − 1 P (YG)(q)
Theorem 5.1. For n ≥ 2, we have the following inductive formula for the
Poincaré polynomial of the maximal model YG(2,2,1,1,....) = Ymax,n:
P (Ymax,n)(q) = 1 +
∑
λ ∈ Λn
λ 6= (1, 1, 1, ..., 1)
qn−l(λ) − q
q − 1 tλP (Ymax,l(λ))(q)
where l(λ) is the lenght of the partition λ (the number of parts) and tλ is the
number of subspaces whose form is λ.
Proof. We obtain this formula by applying Proposition 5.1 several times. We
start by choosing a minimal subspace in the building set G(2,2,1,1,....), then a
minimal subspace in the building set G′(2,2,1,1,....) and so on.
The key observation is that the ‘quotient’ building sets which are produced
by this process are all isomorphic to maximal building sets. More precisely,
let us suppose that, at a certain step, we have the building set G′′(2,2,1,1,....) =
G(2,2,1,1,....)−{some subspaces}. The dimension of the deleted subspaces can be
10
bounded, since at every step we have to remove a minimal subspace, so at first
we can remove the subspaces of dimension 2, then the subspaces of dimension
3, and so on. Let us therefore suppose that in G′′(2,2,1,1,....) the deleted subspaces
are of dimension ≤ j. Now we remove a minimal subspace A from G′′(2,2,1,1,....):
if there still are subspaces of dimension j in G′′(2,2,1,1,....) then A has dimension j,
otherwise A has dimension j+1. Let A have the form λ. Now let us consider G′′:
it is isomorphic to a building set associated to the arrangement Al(λ)−1. In fact
we can think of the quotient space as the space where some groups of variables
are equal: there are only l(λ) ‘free variables’. From this point of view, it is easy
to check that G′′ is the maximal building set of type Al(λ)−1: every subspace
in this maximal building set can be obtained as a quotient B +A/A, where we
can choose B ∈ G(2,2,1,1,....) with dim B > dim A, so B ∈ G′′(2,2,1,1,....).
Remark 5.1. We put P (Ymax,1)(q) = 1 as a base for the induction. Then we
observe that P (Ymax,2)(q) = 1 and P (Ymax,3)(q) = q + 1.
From this inductive formula we can write P (Ymax,n)(q) as an explicit sum
of polynomials whose coefficients are expressed in terms of the Stirling numbers
of the second kind.
Definition 5.1. Given two positive integers n > j, let us denote by fn,j(q) the
polynomial S(n, j) q
n−j−q
q−1 , where S(n, j) =
Surg(n,j)
j! is the Stirling number of
the second kind.
Theorem 5.2. For n ≥ 3, we have:
P (Ymax,n)(q) = 1+
∑
1 ≤ k ≤ bn−12 c
(j1, j2, ..., jk) ∈ Jk(n− 2)
fj2,j1(q)fj3,j2(q) · · · fjk,jk−1(q)fn,jk(q)
where Jk(n − 2) is the set of all the lists (j1, j2, ..., jk) of integers such that
1 ≤ j1 < j2 < · · · < jk ≤ n− 2 and, for every i = 1, 2, ..., k, ji − ji−1 ≥ 2.
Proof. The proof is by induction on n.
One first observes that, in the sum which appears in the formula of Theorem
5.1, we can regroup all the partitions with the same length j, with j = 1, ..., n−2:
P (Ymax,n)(q) = 1 +
∑
j=1,....,n−2
qn−j − q
q − 1 S(n, j)P (Ymax,j)(q)
The conclusion then follows by induction.
Remark 5.2. We notice that we can use our formula for the Poincaré poly-
nomials of the maximal models to obtain formulas for P (YG′′
(2,2,1,1,....)
)(q), where
G′′(2,2,1,1,....) is any one of the building sets obtained as a result of the above
described algorithm, which starts from G(2,2,1,1,....) and deletes at each step a
minimal subspace. In fact, at each step of the algorithm we have a relation like
the following one:
P (Ymax,n)(q) = P (YG′′
(2,2,1,1,....)
)(q)+sums of polynomials
qn−j − q
q − 1 P (Ymax,j)(q)
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In principle it is possible to use arguments similar to the one used in the
proof of Theorem 5.1 to find formulas for the Poincaré polynomials of the models
YGλ (λ ∈ BΛn), but when we quotient by a subspace it is not always true that
the quotient building set is one of the invariant ones described in the preceding
sections, so the computation may need further steps and may become more
complicated.
6 Regular building sets
The following building sets appear as natural objects in our picture, since they
are obtained as unions of the building sets Gλ which lie on a same row of the
diagram of BΛn (see Figure 4).
Definition 6.1. For every n ≥ 3 and 1 ≤ s ≤ n− 2 we denote by Gs(An−1) the
Sn invariant building set which contains FAn−1 and also all the subspaces of the
maximal building set which have dimension ≥ n− s. We will call Gs(An−1) the
regular building set of degree s.
We notice that, for n ≥ 3, G1(An−1) = FAn−1 = G(n) and, for n ≥ 4,
Gn−2(An−1) is equal to the maximal building set G(2,2,1,...,1). Therefore, for
every n ≥ 3 we have pointed out n − 2 distinct regular building sets which
include the irreducibles:
G1(An−1) ⊂ G2(An−1) ⊂ · · · ⊂ Gn−2(An−1).
The following definition points out the property needed to apply the argu-
ment of the proof of Theorem 5.1 to more general building sets.
Definition 6.2. Let us consider, for every n ≥ 1, a building set G(n) (associated
to a subspace arrangement in Cn). We will call the family {G(n)} inductive if,
when we take any subspace G ∈ G(n) of dimension j (with n− 1 ≥ j > 2), the
building set G(n) = {(A + G)/G : A ∈ G′′} is (isomorphic to) G(n − j), for
every G′′ obtained from G by removing G, all the subspaces of dimension < j
and any collection of subspaces of dimension j.
A first remark is that the family of maximal building sets is inductive.
We observe that Gn−3(An−1) is an inductive family, while Gn−4(An−1) is
inductive “up to subspaces of dimension 1”, that is to say, the quotient building
sets may differ from the expected ones, but only in the subspaces of dimension 1.
For s < n−4 the family Gs(An−1) is not inductive, so the argument of the proof
of Theorem 5.1 cannot be applied. Anyway we will manage to compute the
Poincaré polynomials of the associated models. For this it is useful to introduce
some different families of building sets, which are inductive:
Definition 6.3. For every n ≥ 3 and 1 ≤ s ≤ n − 1 we denote by G˜s(An−1)
the (Sn invariant) building set which contains all the subspaces of the maximal
building set which have dimension ≥ n− s.
Remark 6.1. We notice that G˜n−1(An−1) = Gn−2(An−1) and that all the other
building sets G˜s(An−1) (when 1 ≤ s ≤ n − 2) do not include hyperplanes. All
the families G˜s(An−1) are inductive.
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For convenience of notation, for every n ≥ 2 and s ≥ n− 1 we put Gs(An−1)
and G˜s+1(An−1) to be equal to the maximal building set. Let us denote by
fn,j(q), as in Section 5, the polynomial S(n, j) q
n−j−q
q−1 (where S(n, j) are the
Stirling numbers of the second kind).
Theorem 6.1. For every n ≥ 3 and 1 ≤ s ≤ n − 2 we have the following
formula for the Poincaré polynomial of the models YG˜s(An−1):
P (YG˜s(An−1))(q) = 1+
∑
1 ≤ k ≤ b s+12 c
(j1, j2, ..., jk) ∈ Jk(s)
fj2,j1(q)fj3,j2(q) · · · fjk,jk−1(q)fn,jk(q)
Proof. One repeats the steps of the proofs of Theorems 5.1 and 5.2, paying
attention to the fact that the length of the partitions which appear is ≤ s.
Remark 6.2. Since G˜n−2(An−1) and Gn−2(An−1) differ only in the subspaces
of dimension 1, this formula includes as a particular case (s = n−2) the formula
for the maximal models (see Theorem 5.2).
Now we are ready to describe formulas for the Poincaré polynomials of the
models YGs(An−1): these turn out to be interpolations between the well known
formula for minimal models and the formula for maximal models of Theorem
5.2. In these interpolations the polynomials P (YG˜s(An−1))(q) play a role.
In [26] the Poincaré series Φ(q, t) = t +
∑
n≥2,i dim H
2i(YG1(An−1),Q)qi
tn
n!
for the minimal models has been computed in the following way. 1 First one
computes, via a recursive relation, the series λ(q, t) which counts the contribu-
tion of basis monomials whose associated nested set is represented by a tree
(included the degenerate tree given by a single leaf, which gives contribution t):
λ(q, t)(1) = 1 +
λ(q, t)(1)
q − 1
[
eqλ(q,t) − qeλ(q,t) + q − 1
]
(here the superscript (1) means the first derivative with respect to t).
Then one obtains Φ(q, t) as eλ(q,t) − 1.
Now we need a modification Φ(q, t, y) of Φ(q, t), where the powers of the
variable y take into account the number of the maximal subspaces in the nested
sets associated to basis elements:
Φ(q, t, y) = eyλ(q,t) − 1
Theorem 6.2. For every n ≥ 3 and 1 ≤ s ≤ n − 2 we have the following
formula for the Poincaré polynomial of the models YGs(An−1):
tn
n!
P (YGs(An−1))(q) =
tn
n!
P (YG˜s(An−1))(q)+
+
∑
s < j ≤ n− 2
Φ
| deg y = j
deg t = n
(q, t, 1)P (YG˜s(Aj−1))(q)
1Since the projective minimal models are isomorphic to the moduli space M0,n+1, this
series also appear in many papers, computed from the moduli point of view: see for instance
[16], [20].
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Proof. Our first step consists in describing the Gs(An−1)-nested sets, since they
are the supports of the monomials of the Yuzvinski bases (see Section 2.2). One
observes that, if S is a Gs(An−1)-nested set, then S can be partitioned into two
subsets:
a) the (possibly empty) subset S1 made by the subspaces which belong to
G˜s(An−1). If S1 is not empty, it contains a minimal element A (with respect
to inclusion). Then the elements of S1 are totally orderd by inclusion (A is the
minimal one).
b) the (possibly empty) subset S2 made by the subspaces which belong to
FAn−1 − G˜s(An−1). They satisfy the following properties: they form a FAn−1-
nested set; their sum B doesn’t belong to G˜s(An−1) and, if S1 is not empty and
A is the minimal subspace in S1, B is strictly included into A.
Therefore, every monomial m in the basis is the product of a monomial mS1
with support in S1 and a monomial mS2 with support in S2. We notice that
mS2 also belongs to the cohomology basis of YFAn−1 .
Let us denote by A1, A2, ..., At the maximal elements in S2. We can rep-
resent them by subsets of {1, 2, ..., n} as usual; considering the cardinalities of
these subsets, and eventually adding some parts equal to 1, we can associate to
A1, A2, ..., At a partition λ ∈ Λn.
One can then compute Poincaré polynomials by regrouping all the basis
monomials such that the maximal elements in S2 give a partition of length j,
with the two following restrictions on j: j ≤ n−2 (all the subspaces A1, A2, ..., At
have dimension ≥ 2 otherwise they are not in the support of a basis element)
and j > s (otherwise A1 +A2 + · · ·+At belongs to Gs(An−1)).
The contribution of all the “mS2 factors” such that the maximal elements in
S2 give a partition of length j is provided (up to multiplication by t
n
n! ) by:
Φ
| deg y = j
deg t = n
(q, t, 1)
Now we observe that, by our description of nested sets, once such a factor
mS2 is fixed, all the factors of type mS1 are in bijective correspondence with
the monomials of the cohomology basis of YG˜s(Aj−1). The following example
illustrates this correspondence: let n = 12 and let {1, 2, 3} and {4, 5, 6, 7} be
the maximal subspaces in S2. Then every subspace in S1 contains {1, 2, 3} and
{4, 5, 6, 7}, therefore we can represent it as a partition of {1, 2, ..., 12} where 1,2,3
belong to the same part, and 4,5,6,7 belong to the same part. Now, “collapsing”
1,2,3 to a new symbol 1 and 4,5,6,7 to 4, we are representing every subspace
in S1 by a partition of {1, 4, 8, 9, 10, 11, 12}, or renumbering the elements, by a
partition of {1, 2, 3, 4, 5, 6, 7}. In this way we associate to the monomial mS1
a monomial in the cohomology basis of YG˜s(A6) (in this correspondence the
exponents do not change, according to the definition of admissible monomials
in Section 2.2).
Example 6.1. Here there are some examples:
P (YG1(A4))(q) = q
3 + 16q2 + 16q + 1
P (YG2(A4))(q) = q
3 + 26q2 + 26q + 1
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P (YG3(A4))(q) = q
3 + 41q2 + 41q + 1
P (YG1(A5))(q) = q
4 + 42q3 + 127q2 + 42q + 1
P (YG2(A5))(q) = q
4 + 67q3 + 222q2 + 67q + 1
P (YG3(A5))(q) = q
4 + 142q3 + 372q2 + 142q + 1
P (YG4(A5))(q) = q
4 + 187q3 + 732q2 + 187q + 1
P (YG5(A6))(q) = q
5 + 855q4 + 9556q3 + 9556q2 + 855q + 1
Remark 6.3 (There is not an extended action on non minimal models). As it
is well known, the minimal model of type An−1 has a natural ‘extended’ Sn+1
action, which comes from the moduli interpretation (see for instance [4], [13],
[14]). This is not true for the other Sn invariant models, as one can see from the
geometrical point of view since the Sn action induced on the irreducible divisors
in the boundary does not extend to a Sn+1 action.
From the algebraic point of view, for instance, a comparison between the
character χ24 of the S4 action on YG2(A3) and the character χ
1
4 of the S4 action
on YG1(A3) shows that on the cohomology of the maximal model there is not an
extended action compatible with the extended action on the cohomology of the
minimal model. In fact χ24−χ14 = (s(4)+s(2,2))q and there is not a representation
of S5 which, once restricted, decomposes as s(4) + s(2,2).
7 Case Bn ( and Cn), classification of all the in-
variant building sets
Let us consider the root arrangement of type Bn in Cn and let W (Bn) be its
Weyl group (the case Cn leads to the same arrangement). The subspaces in the
building set of irreducibles FBn are of two types, strong subspaces and weak
subspaces. A subspace of (Cn)∗ is strong if its annihilator can be described
by the equation xi1 = · · · = xik = 0. Then strong subspaces can be put in
bijective correspondence with the subsets of {1, · · · , n} of cardinality greater
than or equal to 1 (we will call such subsets strong when they represent a
strong subspace). A subspace in FBn is weak if its annihilator can be described
by {xi1 = · · · = xir = −xj1 = · · · = −xjs} (r + s ≥ 2); therefore weak elements
are in bijective correspondence with the subsets of {1, · · · , n} of cardinality
greater than or equal to 2 (such subsets will be called weak) equipped with a
partition (possibly trivial) into two parts.
Therefore, the subspaces in the maximal building set CBn can put in bijective
correspondence with the partitions of {1, · · · , n} such that each part is labelled
"weak" or "strong" and the following extra conditions are satisfied: at most one
part is strong, and if there is not a strong part, then at least one of the weak
parts has more than 1 element.2
We want to classify all the W (Bn) invariant building sets which include
FBn . The combinatorial description of the subspaces in the maximal building
set suggests us to introduce the notion of partition with a singular part:
2In this notation we allow the presence of weak singletons {i}, which are associated to the
subspace {0}.
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Definition 7.1. We denote by SΛn the set of singular partitions: its elements
are the couples (r, λ) with r integer, 0 ≤ r ≤ n and λ ∈ Λn−r.
If a subspace A in CBn is represented by a partition of {1, · · · , n}, which has
a strong part of cardinality r (r may be 0) and weak parts whose cardinalities
give the partition λ ∈ Λn−r, we will say that A has the form (r, λ).
The element (r, λ) ∈ SΛn can be represented by a diagram whose higher row
has r coloured boxes (see Figure 5).
Figure 5: The coloured diagram representing the singular (building) partition
(2, (4, 3, 1, 1, 1)).
We consider the following three types of admissible moves on SΛn:
a) remove an entire not coloured row and add all its boxes to a not coloured
row which has at least two boxes or to the coloured row (if it exists; if we are
adding boxes to the coloured row, then the boxes will be coloured). At the end,
if necessary, the not coloured rows will be rearranged in order to obtain a valid
diagram;
b) remove k ≥ 2 not coloured rows made by a single box and form a row made
by k boxes, if k is greater than or equal to the number of boxes of the smallest
not coloured row with more than one box; then, if necessary, rearrange the rows
in order to obtain a valid coloured diagram;
c) if the diagram is made by a single row, we can colour it.
As in the An case, we introduce a partial ordering in SΛn:
(s, γ) ≥ (r, λ)
if and only if (s, γ) can be obtained by (r, λ) by a sequence of admissible moves.
Definition 7.2. A singular building partition (of type Bn, n ≥ 2) is a couple
(r, λ) ∈ SΛn which satisfies the further conditions that λ 6= (1, 1, 1, ...) and, if
r = 0, then λ ∈ BΛn−{(n)}. We will denote by SBΛn the poset of all singular
building partitions, with the ordering induced by ≥.
Definition 7.3. Let us consider (r, λ) ∈ SBΛn. We define the set BG(r,λ) as the
union of FBn with the set made by all the subspaces of the form (s, γ) ∈ SBΛn,
with (s, γ) ≥ (r, λ).
We notice that, according to the definition, the building set of irreducibles
is denoted by BG(n,(0)). If n = 3, there are two W (Bn) invariant building sets
which contain the irreducibles: the minimal one BG(3,(0)) and the maximal one
BG(1,(2)). If n > 3, the building sets BG(s,λ) ((s, λ) in SBΛn) are all distinct and
the maximal building set is described as BG(0,(2,2,1,1,1,...)) ∪BG(1,(2,1,1,1,1,...)).
Proposition 7.1. Given n ≥ 3 and two different singular building partitions
(r, µ) and (s, λ) in SBΛn, the building set BG(s,λ) is included into BG(r,µ) if
and only if (s, λ) > (r, µ).
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G(1,(4)) G(2,(3))
FB5
G(3,(2))
G(0,(3,2)) G(1,(2,2)) G(1,(3,1)) G(2,(2,1))
G(0, (2,2,1)) G(1,(2,1,1))
G(5,(0))=
Figure 6: The Hasse diagram of the family of building sets of type G(r,µ) (with
(r, µ) in SBΛn) in the case B5.
Definition 7.4. Given a set S = {(r1, λ1), (r2, λ2), ..., (rv, λv)} of pairwise not
comparable elements in SBΛn, we denote by GS the building set
GS = G(r1,λ1) ∪ G(r2,λ2) ∪ ... ∪ G(rv,λv)
and by BTn the set whose elements are the nonempty sets of pairwise not com-
parable elements in SBΛn.
We have the following classification theorem (we omit the proof, since it is
similar to the An case, Theorem 4.1).
Theorem 7.1. The map:
S = {(r1, λ1), (r2, λ2), ..., (rv, λv)} → GS
is a bijection between BTn and the set of the W (Bn) invariant building sets
which contain the irreducibles.
8 Regular building sets in case Bn.
As in the An case, we focus on the regular W (Bn) invariant building sets,
obtained as the union of all the building sets of type G(r,µ) (with (r, µ) in SBΛn)
which lie on a same row of the Hasse diagram (see Figure 6).
Definition 8.1. For every n ≥ 2 and 0 ≤ s ≤ n − 2 we denote by Gs(Bn) the
(W (Bn) invariant) building set which contains the irreducibles and also all the
subspaces of the maximal building set which have dimension ≥ n − s. We will
call Gs(Bn) the regular building set of type Bn and of degree s.
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For every n ≥ 2 and s ≥ n − 1 we put Gs(Bn) to be equal to the maximal
building set. We notice that, for n ≥ 3, G0(Bn) is the building set of irreducibles
(denoted by BG(n,(0)) in Section 7) and, for n ≥ 4, Gn−2(Bn) is equal to the
maximal building set BG(0,(2,2,1,1,1,...)) ∪BG(1,(2,1,1,1,1,...)).
As in the An case, we will define families of subspace arrangements which
are obtained by removing some of the irreducible subspaces from Gs(Bn).
Definition 8.2. For every n ≥ 2 and 0 ≤ s ≤ n − 1 we denote by G˜s(Bn) the
(W (Bn) invariant) building set which contains all the subspaces of the maximal
building set which have dimension ≥ n − s. Moreover, for every n ≥ 2 and
s > n− 1 we put G˜s(Bn) to be equal to the maximal building set.
We remark that G˜n−1(Bn) = Gn−2(Bn) is the maximal building set and that,
for every fixed s ≥ 0, the family G˜s(Bn) is inductive.
Given two positive integers n > j, let us denote by hn,j(q) the polynomial
hn,j(q) =
n+1−(j−1)∑
k=1
(
n
k − 1
)
S(n+ 1− k, j − 1)2n+1−(j−1)−k
 qn+1−j − q
q − 1
Theorem 8.1. For every n ≥ 2 and 0 ≤ s ≤ n− 2 we have
P (YG˜s(Bn))(q) = 1+
∑
1 ≤ k ≤ b s+22 c
(j1, j2, ..., jk) ∈ Jk(s+ 1)
hj2,j1(q)hj3,j2(q) · · ·hjk,jk−1(q)hn,jk(q)
where Jk(s + 1) is the set of all the lists (j1, j2, ..., jk) of integers such that
1 ≤ j1 < j2 < · · · < jk ≤ s+ 1 and, for every i = 1, 2, ..., k, ji − ji−1 ≥ 2.
Proof. We can compute the Poincaré polynomials using the strategy described
in Section 5, i.e. by removing at each step a minimal element and considering the
quotient. Since the family of building sets G˜s(Bn) is inductive, every quotient
is again a building set of type G˜s(Bj). We then have the following inductive
formula:
P (YG˜s(Bn))(q) = 1+
∑
j = n− s+ 1, ...., n
qj−1 − q
q − 1
(
n
j
)
2j−1P (YG˜s(Bn−j+1))(q)+
+
∑
j = n− s, ...., n− 1
qj − q
q − 1
(
n
j
)
P (YG˜s(Bn−j))(q)+
+
∑
(r, λ) ∈ SBΛn
l(λ) ≤ s
qn−l(λ) − q
q − 1
(
n
r
)
2n−r−l(λ)tλP (YG˜s(Bl(λ)))(q)
The first (res. second) addendum describes the quotients by weak (resp. strong)
subspaces in FBn ∩ G˜s(Bn). The third addendum describes the quotients by
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subspaces in G˜s(Bn) whose form (r, λ) belongs to SBΛn. For every j = 1, ..., s+1
we can regroup all the subspaces which have dimension n+ 1− j, which are
n+1−(j−1)∑
k=1
(
n
k − 1
)
S(n+ 1− k, j − 1)2n+1−(j−1)−k
subspaces. Therefore we obtain
P (YG˜s(Bn))(q) = 1 +
∑
1 ≤ j ≤ s+ 1
hn,j(q)P (YG˜s(Bj−1))(q)
Since j ≤ s+ 1 we have that G˜s(Bj−1) is equal to the maximal building set
associated to the root arrangement Bj−1 and the proof can be concluded by
induction(as a base for the induction we put P (YG˜s(B0))(q) = 1).
Remark 8.1. Since G˜n−2(Bn) and Gn−2(Bn) differ only in the subspaces of
dimension 1, this formula includes as a particular case (s = n− 2) the formula
for maximal models (see [15], where a formula was obtained using a different
combinatorial argument).
Now we are ready to describe formulas for the Poincaré polynomials of the
models YGs(Bn): as in the An case, these turn out to be interpolations between
the formula for minimal models and the formula for maximal models.
In [26], [12] the Poincaré series
ΦB(q, t) =
∑
n≥1,i
dim H2i(YG0(Bn),Q)q
i t
n
2nn!
for the minimal models has been computed in the following way. Let λB(q, t)
be the series which counts the contribution of basis monomials whose associated
nested set is represented by a tree which has only weak vertices. We have:
λB(q, t) =
1
2
λ(q, t)
where λ(q, t) is the corresponding series for the An case (see Section 6).
Then one observes that the series µB which counts the contribution of basis
monomials whose associated nested set is represented by a tree which has at
least a strong vertex is provided by the relation:
µB(q, t) =
1
1− γB(q, t) − 1
where
γB(q, t) =
eqλB(q,t) − qeλB(q,t)
q − 1 + 1
Then one obtains ΦB(q, t) as eλB(q,t)(µB + 1)− 1.
Now we need the following modification ΦB(q, t, y) of ΦB(q, t), where the
powers of the variable y take into account the number of maximal subspaces in
the nested sets associated to basis elements:
ΦB(q, t, y) = e
yλB(q,t)(yµB + 1)− 1
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Theorem 8.2. For every n ≥ 2 and 0 ≤ s ≤ n − 2 we have the following
formula for the Poincaré polynomial of the models YGs(Bn):
tn
2nn!
P (YGs(Bn))(q) =
tn
2nn!
P (YG˜s(Bn))(q)+
+
∑
s < j ≤ n− 2
ΦB
| deg y = j
deg t = n
(q, t, 1)P (YG˜s(Bj))(q)
Proof. The proof is similar to the one in the An−1 case (see Theorem 6.2).
9 The interplay between boolean and root ar-
rangements
The boolean arrangement is a subarrangement of the arrangement of type Bn
in Cn. The irreducibles are the lines in (Cn)∗ whose annihilators are the hy-
perplanes xi = 0. The maximal building set is given by the subspaces of (Cn)∗
whose annihilators are the subspaces xi1 = xi2 = · · · = xik = 0 (k = 1, 2, ..., n).
We can define regular models:
Definition 9.1. Given n ≥ 1 and −1 ≤ s ≤ n− 2 we denote by Gs(Bo(n)) the
building set which contains the irreducible subspaces and also all the subspaces
of the maximal building set which have dimension ≥ n− s.
For n = 1 there is only one building set. Given n ≥ 2, one immediately
observes that the regular building sets Gs(Bo(n)), with −1 ≤ s ≤ n − 2, are
all the Sn invariant building sets which contain the irreducibles (for s = −1 we
have the building set of irreducibles, for s = n − 2 the maximal building set).
For every fixed s ≥ −1, the family Gs(Bo(n)) is inductive.
The maximal projective model YGn−2(Bo(n)) is isomorphic to the toric variety
of type An−1 (see Procesi [23], Henderson [17]). We observe that there is the
following chain of inclusions among building sets:
G−1(Bo(n)) ( G0(Bo(n)) ( · · · ( Gn−2(Bo(n)) ( G0(Bn) ( · · · ( Gn−2(Bn)
Then we have the following chain of projections among the associated models:
YG−1(Bo(n)) ← YG0(Bo(n)) ← · · · ← YGn−2(Bo(n)) ← YG0(Bn) ← · · · ← YGn−2(Bn)
which gives ring injections in cohomology:
H∗(YG−1(Bo(n)))→ H∗(YG0(Bo(n)))→ · · · → H∗(YGn−2(Bo(n)))→ H∗(YG0(Bn))→ · · · → H∗(YGn−2(Bn))
These ring injections can be described explicitely in terms of the bases, accord-
ing to the following general rule, which depends on the blow-up construction.
Let T ⊂ G be two building sets of subspaces of Cn. For every A ∈ T let us
define
UT ,G(A) = {B ∈ G−T |A is maximal among the subspaces in T which are included inB}
Then the ring injection
RT ,G : H∗(YT )→ H∗(YG)
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is described by:
∀A ∈ T RT ,G(cA) = cA +
∑
B∈UT ,G(A)
cB
For instance, if T is equal to FA5 , G = G(2,2,1,1) is the maximal model of the
arrangement A5 and A = (1, 2, 3), we have:
RFA5 ,G(2,2,1,1)(c(1,2,3)) = c(1,2,3)+c(1,2,3)(4,5)+c(1,2,3)(4,6)+c(1,2,3)(5,6)+c(1,2,3)(4,5,6)
10 Remarks on the classification in case Dn
Let us now consider the root arrangement of type Dn in Cn and denote by
W (Dn) its Weyl group. The building set of irreducibles is the same as in the
Bn case, except for the strong sets, which must now have cardinality at least 2.
Hence, as in the Bn case, we can put the elements of the maximal model CDn
in a bijective correspondence with the partitions of {1, . . . n} with at most one
strong part and such that the strong part (if there is one) is required to have
cardinality ≥ 2.
With this setting, in order to classify all the W (Dn) invariant building sets
which contain the irreducibles we can repeat the same arguments used in the
case Bn. We start with a slightly different set of couples, in fact we replace
SΛn with SΛn, where SΛn is the set of couples (r, λ) such that r 6= 1 and λ is
a partition of n− r.
Definition 10.1. A singular building partition of type Dn (n ≥ 4) is a couple
(r, λ) ∈ SΛ with λ 6= (1, 1, 1, . . . , 1) and, if r = 0, λ ∈ BΛn − {(n)}. We
will denote by SBΛn(Dn) the poset of all singular building partitions with the
ordering induced by ≥.
Definition 10.2. Let n ≥ 4. Let us consider (r, λ) ∈ SBΛn(Dn). If n is odd
or r 6= 0 we define the set DG(r,λ) as the union of the building set of irreducibles
of type Dn with the set made by all the subspaces of the form (s, γ) where
(s, γ) ∈ SBΛn(Dn) and (s, γ) ≥ (r, λ).
Remark 10.1. If n is an even number greater than or equal to 4, r = 0 and
λ is a partition of n made by even numbers we have two uncomparable W (Dn)
invariant building sets (containing the irreducibles of type Dn) associated to the
singular partition (0, λ). To see this suppose that λ = (λ1, . . . , λm) and call
• I(λ,+) the set of subspaces whose form is λ, and in which every subset
{i1, i2, ..., ik} represents the annihilator of {xi1 = · · · = xik−1 = xik};
• I(λ,−) the set of subspaces whose form is λ in which the first subset
represents the annihilator of {−xi1 = xi2 = · · · = xiλ1−1 = xiλ1 } and
the other subspaces are as in I(λ,+).
As a consequence of this remark, when n is even and λ is a partition of n
made by even numbers, in the poset of singular building partitions, the vertex
corresponding to (0, λ) splits into two vertices (0, λ,+) and (0, λ,−); we have
the same “double vertex" in the corresponding poset of the building sets DG(r,λ):
DG(0, λ,+) and DG(0, λ,−).
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Proposition 10.1. Given n ≥ 4, and two different singular building partitions
(r, λ) and (s, γ), we have that DG(s,γ) ⊂ DG(r,λ) if and only if (s, γ) ≥ (r, λ).3
Definition 10.3. Let n be an odd number ≥ 5. Given a set S = {(r1, λ1), . . . , (rv, λv)}
of pairwise non comparable elements in SBΛn(Dn), we denote by GS the build-
ing set
GS = DG(r1,λ1) ∪ . . . ∪DG(rv,λv).
Remark 10.2. If n is even (n ≥ 4) we have a similar definition with respect to
to the poset with double vertices: in the set of non comparable elements (0, λ,+)
or (0, λ,−) (or both) may appear.
The proof of the following classification theorem is similar to the one in the
cases An and Bn:
Theorem 10.1. Let n ≥ 4. If n is odd, theW (Dn) invariant building sets which
contain the irreducibles are in bijection with the unions of sets of pairwise not
comparable (with respect to inclusion) elements of the family DG(r,λ) ((r, λ) ∈
SBΛn(Dn)).
If n is even we have the same statement, with respect to the poset with double
vertices.
11 Regular building sets in case Dn
We can compute the Poincaré polynomial of the Dn maximal model by sub-
tracting from the Bn one the contribution provided by the basis monomials
whose associated CBn -nested set contains at least an element with strong part
of cardinality one. If we denote by Γnmax(q) such contribution we have the fol-
lowing
Theorem 11.1.
Γnmax(q) = n

∑
1 ≤ k ≤ bn−12 c
(j1, . . . , jk+1) ∈ J˜k(n− 1)
f(n− 1, jk) · · · f(j3, j2)f˜(j2, j1)Pmax,Bj1 (q)

where, given, n > m
f˜(n,m) := S(n,m)
qn−m+1 − q
q − 1
and J˜k(n− 1) is the set of (k + 1)-tuples (j1, . . . , jk+1) such that 1 ≤ j1 < j2 <
. . . < jk < jk+1 = n− 1, j2 − j1 ≥ 1 and ji − ji−1 ≥ 2 for i ∈ {3, . . . , k + 1}.
3The order relation ≥ is the same as in the Bn case with the only difference that when we
compare two partitions (0, λ,±) and (0, γ,±), in order to have (0, λ,±) ≥ (0, γ,±) we also
request that the signs coincide.
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Proof. Fix n ≥ 2 and let us see how a "bad" nested set is done. Since the
nested sets of the maximal model are totally ordered by inclusion we must have
a minimum element, say N1, with strong part of cardinality one. Hence, N1
must have a weak part given by a partition in j ≥ 1 (and j < n − 1) parts of
the remaining n−1 leaves (otherwise the corresponding monomials wouldn’t be
admissible). The subspaces included in this one, in the nested set we are dealing
with, have no strong part (by minimality) and they are obtained by splitting
(in an admissible way) the weak part of N1; on the other hand, the family of
the subspaces which lie above N1 may be thought as an admissibile CBj nested
set.
From these remarks and since the strong leaf may be chosen in n different ways,
the claim follows.
Corollary 11.1.
Pmax,Dn = Pmax,Bn − Γnmax(q).
Proof. Immediate from the theorem and the remarks above.
Definition 11.1. For every n ≥ 4 and 0 ≤ s ≤ n− 2 we denote by Gs(Dn) the
(W (Dn) invariant) building set which contains the irreducibles and also all the
subspaces of the maximal building set which have dimension ≥ n − s. We will
call Gs(Dn) the regular building sets of type Dn and degree s. Moreover, for
every n ≥ 4 and s ≥ n − 1 we put Gs(Dn) to be equal to the maximal building
set.
Definition 11.2. For every n ≥ 4 and 0 ≤ s ≤ n− 2 we denote by G˜s(Dn) the
W (Dn) invariant building set which contains all the subspaces of the maximal
building set which have dimension ≥ n − s. Moreover, for every n ≥ 4 and
s ≥ n− 1 we put G˜s(Dn) to be equal to the maximal building set.
Now,as in the case of the maximal model, we can compute the Poincaré
polynomial of the models YG˜s(Dn) starting from the ones of the models YG˜s(Bn).
Theorem 11.2. For every n ≥ 4 and 0 ≤ s ≤ n− 2
P (YG˜s(Dn))(q) = P (YG˜s(Bn))(q)− Γns (q)
where
Γns (q) = n

∑
1 ≤ k ≤ b s+22 c
(j1, . . . , jk+1) ∈ J˜k,s(n− 1)
f(n− 1, jk) · · · f(j3, j2)f˜(j2, j1)P (YG˜s(Bj1 ))(q)

where J˜k,s(n − 1)is the set of (k + 1)-tuples (j1, . . . , jk+1) such that 1 ≤ j1 <
j2 < . . . < jk < jk+1 = n − 1, jk ≤ s, j2 − j1 ≥ 1 and ji − ji−1 ≥ 2 for
i ∈ {3, . . . , k + 1}.
23
Proof. The proof is essentially the same as in the maximal case: we have to
subtract to P (YG˜s(Bn))(q) the contribution provided by the monomials whose
associated nested sets contain an element with a strong part of cardinality one.
The only difference is that now we are dealing with subspaces of dimension at
least n− s.
Remark 11.1. If n < 4, as bases for the induction, we take P (YG˜0(D1))(q) = 1;
P (YG˜0(D2))(q) = P (YG˜1(D2))(q) = 1+q; P (YG˜0(D3))(q) = 1+q+q
2;P (YG˜1(D3))(q) =
P (YG˜2(D3))(q) = 1 + 7q + q
2.
The same strategy (start from what with know about Bn and subtract) may
be applied to the computation of P (YGs(Dn))(q).
The main difference is that the strong irreducible sets in case Dn must have
cardinality at least three while Bn admits strong irreducible sets of cardinality
two. So we may work as follows: if we define
γD(q, t) := 2
γB(q, t)− q t2
2!22
− (4q + q2) t
3
3!23
− q
∑
n≥4
(
n
2
)
tn
n!2n

then the contribution of the strong trees (in the Poincaré series of the minimal
model) is given by
µD(q, t) =
1
1− γD(q, t) − 1.
Calling ΦD(q, t, y) := eyλA(q,t)(yµD(q, t) + 1)− 1 we have:
Theorem 11.3. For every n ≥ 4 and 0 ≤ s ≤ n − 2 we have the following
formula for the Poincaré polynomial of the models YGs(Dn):
tn
2n−1n!
P (YGs(Dn))(q) =
tn
2n−1n!
P (YG˜s(Dn))(q)+
+
∑
s < j ≤ n− 2
ΦD
|
deg y = j
deg t = n
(q, t, 1)P (YG˜s(Dj))(q)
Proof. The proof is similar to the one in the An−1 case (see Theorem 6.2).
12 The Euler characteristic of real models
The De Concini-Procesi construction can be repeated also for real subspace
arrangements and its projective version produces real compact models. The
cohomology of these models has been described by Rains in [24]. In this section
we will make a remark about Euler characteristic.
Let us consider a real building set of subspaces in an euclidean vector space
and denote by YG(C) and YG(R) the complex model and the real compact
model associated to it. From a result of [18] it follows that H2i(YG(C),Z2) ∼=
Hi(YG(R),Z2); therefore
∑
i(−1)i dim H2i(YG(C),Q) is equal to the Euler char-
acteristic χE(YG(R)). Then if we put q = −1 in our formulas for the Poincaré
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polynomials we obtain the Euler characteristic of the corresponding real com-
pact De Concini-Procesi models.
We point out that there are other ways to compute the Euler characteris-
tic of these models. For instance, as it is well known, in the An−1 case the
maximal real compact model can be obtained by gluing n! permutohedra of
dimension n− 2. Therefore another formula for the Euler characteristic can be
obtained by counting the faces of the n! permutohedra and taking into account
their identifications (a face of dimension i is identified with 2n−i−1 − 1 other
i-dimensional faces). More precisely, let Pn−2 be the (n−2)-dimensional permu-
tohedron. Then the Euler characteristic of the real maximal model Ymax,n(R)
is provided by the following formula:
χE(Ymax,n(R)) =
n−2∑
i=0
(−1)i |i− dimensional faces of Pn−2|
2n−i−1
n! =
=
n−2∑
i=0
(−1)iS(n− 1, n− 1− i)
2n−i−1
(n− i− 1)!n! (1)
From the formula of Theorem 5.2, since fn,j(−1) is equal to 0 if n, j have
different parity and is equal to −S(n, j) otherwise, we obtain:
χE(Ymax,n(R)) = P (Ymax,n)(−1) = 1+
+
∑
1 ≤ k ≤ bn−12 c
1 ≤ j1 < j2 < · · · < jk ≤ n− 2
n ≡ jk ≡ · · · ≡ j1 mod 2
(−1)kS(j2, j1)S(j3, j2) · · ·S(jk, jk−1)S(n, jk)
When n is odd this sum is easily shown to be equal to 0 (this is in accordance
with Poincaré duality), while for n even the formula above specializes to:
χE(Ymax,n(R)) = P (Ymax,n)(−1) = 1+ (2)
+
∑
1 ≤ k ≤ bn−12 c
1 ≤ j1 < j2 < · · · < jk ≤ n− 2
ji even
(−1)kS(j2, j1)S(j3, j2) · · ·S(jk, jk−1)S(n, jk)
For instance, when n = 6
χE(Ymax,n(R)) = 1−S(6, 4)−S(6, 2) +S(6, 4)S(4, 2) = 1−65−31 + 455 = 360
We point out that by comparing formulas (1) and (2) some nice relations, in-
volving Stirling numbers of the second kind, appear. This remark extends to
all the De Concini-Procesi models of root arrangements, which are obtained by
gluing nestohedra (see [27]), in particular to all the regular models. For in-
stance, the maximal model in case Bn is obtained by gluing 2nn! permutohedra
P (n− 1), therefore by computing in two different ways the Euler characteristic
one obtains that
n−1∑
i=0
(−1)iS(n, n− i)
2n−i
(n− i)!2nn!
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is equal to the number obtained putting s = n − 2 and q = −1 in the formula
of Theorem 8.1. We remark that in in [15] one can find other different formulas
for the Euler characteristic of the maximal models of root arrangements.
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