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Zusammenfassung
Magnetenzephalographische Untersuchungen durch mehrfach
amplituden-modulierte Tonreize im prima¨ren Ho¨rkortex des Menschen
hervorgerufener Aktivita¨t.
Rossitza Draganova
Der zeitlichen Verla¨ufe von Sprach- oder Musikkla¨ngen enthalten Amplitudenfluktua-
tionen mit unterschiedlichen Rhythmen die Tra¨ger der Information sind. Daher ist es
von generellem Interesse, wie Signale mit komplexer zeitlicher Struktur im zentralen
Ho¨rsystem verarbeitet werden. Kombinationen aus sinusfo¨rmig amplitudenmodulierten
To¨nen (AM-To¨ne) wurden als Stimuli verwendet, die vom Menschen als Variation der
Lautheit wahrgenommen, wenn die Modulationsfrequenz unter 20 Hz liegt, oder als
Rauhigkeit zwischen 20 und 70 Hz. Die im Gehirn hervorgerufenen konstanten Schwingun-
gen elektrophysiologischer Aktivita¨t wird ”steady-state” Antwort genannt (SSR) und
wurde im Bereich um 40 Hz mittels Magnetenzephalographie (MEG) aufgezeichnet.
Ein reiner Ton, mit zwei Sinusschwingungen von 38 und 40 Hz moduliert, wird wahrgenom-
men als eine 2 Hz Schwankung der Lautheit und eine Rauhigkeit, die den Modulationsfre-
quenzen bei 40 Hz entspricht. Korrespondierende SSRs bei 2, 38 und 40 Hz wurden mit
dem MEG erfasst, das die Lokalisation u¨berlappender Quellen im prima¨ren auditorischen
Kortex ermo¨glichte.
Der allgemeinere Fall mehrfacher AM To¨ne mit verschiedenen Tra¨gerfrequenzen zeigte,
dass die Antwort auf einen AM Ton unterdru¨ckt wird, wenn ein zweiter AM Stimulus gle-
ichzeitig dargeboten wird. Dieser Effekt war bei niedrigen Frequenzen sta¨rker ausgepra¨gt,
erstreckte sich u¨ber mehrere Oktaven, und war auch dann nachweisbar, wenn der zweite
Ton nicht amplitudenmoduliert war. Das Ergebnis widerspricht der Frequenzspezifita¨t
von Antworten des auditorischen Hirnstammes, mittel latenten Antworten und den SSR
oberhalb von 80 Hz, die hauptsa¨chlich die Frequenzspezifita¨t des peripheren Ho¨rsystems
wiedergeben. Die Ergebnisse lassen eine zentrale Generierung der 40 Hz SSR annehmen.
Weitere Hinweise fu¨r die zentrale Erzeugung der 40 Hz SSRs wurden im dritten Experi-
ment gewonnen. Bei dichotischer Stimulation mit zwei reinen To¨nen mit 500 und 540 Hz
geschieht keine Demodulation in der auditorischen Peripherie. Zum ersten Mal konnten
von uns 40 Hz SSRs, die durch binaurale Interaktion von zwei reinen To¨nen evoziert
wurden aufgezeichnet werden. Dies fu¨hrt zu der Schlußfolgerung, daß Strukturen des
Mittelhirns an der Erzeugung von 40 SSRs beteiligt sind.
Unsere Studie liefert wertvolle neue Erkenntnisse daru¨ber, wie und in welcher Hirnregion
komplexe To¨ne verarbeitet werden und mit anderen Komponenten des zentralen audi-
torischen Kortex interagieren. Die 40 Hz SSR hat sich dabei als wertvoller Parameter bei
der Erforschung von Sprachverarbeitung und Sto¨rungen des zentralen Kortex erwiesen.
Aus dem Universita¨tsklinikum Mu¨nster
Institut fu¨r Experimentelle Audiologie
– Kommissarischer Direktor: Prof. Dr. med. B. Lu¨tkenho¨ner –
Referent: Prof. Dr. C. Pantev
Koreferent: Univ.-Prof. Dr. U. Altrup
Abstract
Magnetoencephalographic investigations of human primary auditory cortex
responses to multiple amplitude-modulated tones
Rossitza Draganova
The visualized time-course of real life sounds like speech and music exhibits amplitude
fluctuations at various rhythms. These modulations mainly carry the exchanged infor-
mation. Therefore, it is of general interest how sounds with complex temporal structures
are processed in the central auditory system. Combinations of sinusoidal amplitude mod-
ulated (AM) tones were used as auditory stimuli in this study. AM sounds are perceived
as loudness fluctuation if the modulation frequency is below 20 Hz or as roughness (a
sound quality similar to the sound of German ”r”) at modulation frequencies between 20
and 70 Hz. The corresponding evoked brain activity shows constant oscillations at the
modulation frequency. The responses are called auditory steady-state responses and were
recorded in the 40 Hz range using magnetoencephalography (MEG) in this study.
In the first experiment, a pure tone was modulated with the combination of two modu-
lation frequencies of 38 and 40 Hz. The resulting sound was perceived as 2 Hz loudness
fluctuation and as roughness related to the modulation rhythm around 40 Hz. Corre-
sponding SSR at 2, 38 and 40 Hz were recorded with the MEG and and magnetic source
localization estimated overlapping sources in the primary auditory cortex.
In the second experiment the more general case of multiple simultaneously presented
AM sounds at different carrier frequencies was investigated. The response to one AM
stimulus in this case was suppressed in presence of a second stimulus. The effect was
strongest for low frequency sounds and even evident when the second sound was not
amplitude modulated. This result was in contrast to the frequency specificity reported
for auditory brainstem responses, transient evoked responses, and SSR above 80 Hz,
which followed mainly the frequency specificity of the peripheral auditory system. Thus,
a central neuronal interaction was assumed for the 40 Hz SSR generation.
More evidence for central generation mechanisms of 40 Hz SSR was given in the third
experiment, in which a dichotic stimulation with two pure tones with frequencies of 500 Hz
and 540 Hz excludes any interaction in the auditory periphery. For the first time 40 Hz
SSR were recorded from the binaural interaction of two pure tones, which supported the
hypothesis that mid-brain structures are involved in the generation of 40 Hz SSR.
This study presents several clues for how and where complex sounds are represented and
interact with each other in the central auditory system. It was demonstrated that 40 Hz
SSR can be used successfully for investigations of speech processing and central disorders.
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Chapter 1
Introduction
Complex communication sounds, such as vowels or musical tones, consist of a series of
sinusoidal components (harmonics whose frequencies are integer multiples of the repetition
rate of the complex sound, also known as the fundamental frequency F0). On the first
glance, this let us assume that the ear is mainly a frequency analyzer. However, a view
on a spectrogram of spoken words (a visualization of the development of the spectral
components of a sound over time) teaches us that speech sound consists of multiple
modulations of the frequency and amplitudes of the sound components. Finally the
temporal modulations carry the information contained in the sound. Sinusoidal amplitude
modulation (AM) is a prototype of modulation. In a typical situation communication
sounds contain multiple modulations simultaneously. This work shall contribute to answer
the question how multiple AM sounds are processed by the auditory system.
1
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1.1 Physiology of the auditory system
1.1.1 The auditory periphery
The outer ear (Fig.1.1) transfers the acoustic vibrations of the air to the ear drum (tym-
panic membrane). It consists of a partially cartilaginous structure (the pinna) which
includes a resonant cavity (the concha) at the entrance to the ear canal (external audi-
tory meatus). The ear canal terminates at the ear drum, which may be considered as the
interface of the outer- and middle-ear. The resonance of the outer-ear increase the sound
pressure at the ear drum, particularly in the range of frequencies in man of 2-7 kHz. The
sound reaches the inner ear or cochlea via three extremely delicate middle-ear bones, the
malleus, incus and stapes, which form an interconnecting link between the ear drum and
the input port of the cochlea. The transformer action of the middle-ear helps to match
the impedance of the air in the ear canal to the much higher impedance of the cochlea
fluids. In doing so the middle-ear also increases a band of frequencies, and is thus another
band pass function. Both the outer- and middle-ear band pass functions combine to give
an approximately flat-topped band pass function.
Figure 1.1: A simplified schematic of the anatomy of the ear consisting of the outer ear, the
middle ear and the cochlea
Once introduced into the cochlea, a remarkable mechanical frequency decomposition of
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the sound vibration pattern occurs. This process can, perhaps, best be understood by
considering the gross mechanical structures involved. From a functional point of view
the cochlea can be thought of as a very narrow, very tall, U-shaped tube embedded in
the skull (Fig.1.2a). The input port of the fluid-filled tube is located at one tip (the
oval window operated by the stapes of the middle-ear bones), and a pressure release
membrane (the round window) at the other tip. Actually the two arms of the ”U” are
so close together that they touch. They are, as shown in figure Fig. 1.2a, separated only
by an elastic partition, the basilar membrane. Two fluid-filled tubes, coupled together
along one whole side by the flexible basilar membrane. The flow of fluid in the cochlea,
induced by the movement of the oval window, causes a standing wave-like displacement
of the basilar membrane and the structures attached to it. It is this that is responsible
for the simulation of the hair cells, which transform the mechanical movement to neural
activity. Different sections of the basilar membrane resonate in response to different input
frequencies: high frequencies cause standing waves towards the base of the cochlea, while
the higher energy low frequencies cause high amplitude standing waves further along the
basilar membrane towards the apex of the cochlea (Fig.1.2b). The basilar membrane thus
behaves like a multiple filter bank, which decomposes combined frequency sound waves
into separate frequency bands.
Scala vestibuli
Scala tympani
Basilar Membrane
Oval Window
Round Window
Base Apex
(High frequency) (Low frequency)
a: b:
Figure 1.2: a: Schematic diagram of the cochlea which consists effectively of two fluid-filled
tubes, the scala tympani and the scala vestibuli, separated by the flexible basilar membrane. b:
Places of maximal elongation of the basilar membrane for the audible frequency range.
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Vertical displacements of the basilar membrane cause deflection of the stereocilia (hair)
of the hair cells, themselves situated on the membrane (on the organ of Corti). The
basilar membrane contains one row of inner hair cells numbering about 3,000 cells and
three rows of outer hair cells numbering approximately 12,000. The mechanical motion
of the basilar membrane is thus converted to a probability of spike occurrence in the
post-synaptic auditory nerve. It follows now a complicated neuronal network including
many connections between both ears which pre-processes the received information and
transports it upwards through multiple nuclei in the auditory brainstem up to the cortex.
The whole network is called the ascending auditory pathway.
1.1.2 The central auditory pathway
An simplified overview over the distributed network of the auditory pathway is given in
Fig. 1.3. The first order neurons in the auditory pathway are the between 35,000 and
50,000 auditory neurons in the spiral ganglion. The dendrites of these bipolar neurons
innervate the hair-cells which transform the mechanical vibrations of the membrane into
electrical signals About 95% of the nerve fibers synapse with these relatively few inner
hair cells. The remaining 5% innervate the more numerous outer hair cells. A single
dendrite from a single auditory neuron may branch off to innervate several outer hair
cells while dendrites from several neurons may synapse with a single inner hair cell.
The axons of auditory neurons collectively form the auditory nerve which is also named
the auditory or cochlea branch of the VIII cranial nerve. Each axon branches to enter
both the dorsal cochlea nucleus (DCN) and ventral cochlea nucleus (VCN) both located
at the cerebellopontine angle in the medulla ipsilaterally. The cerebellopontine angle is
found at the juncture of pons and medulla. Except for these two cochlea nuclei, all other
structures along the auditory pathway receive bilateral input. Therefore, only a damage
to the auditory pathway at this level can cause unilateral hearing loss.
The neurons of the DCN and VCN are the second order neurons of the auditory pathway.
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Figure 1.3: Main ascending pathways of the auditory system. A simplifies diagram of the
ipsilateral and contralateral projections of one cochlea to the left and right auditory cortex
A majority of the axons from these neurons cross over before making their way up through
the brainstem while a small number of fibers continue upward ipsilaterally. Most of
the crossed fibers synapse with the neurons in the superior olive. Superior olive (the
dorsal nucleus of trapezoid body) is a cell group located in the ventrolateral aspect of
the lower pontine tegmentum. The superior olive receives fibers from both the ipsilateral
and contralateral ventral and dorsal cochlea nuclei. Some crossed fibers skip the superior
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olive to go directly to the inferior colliculus in the brainstem.
Superior olive is believed to be prominently involved in the spatial localization of sound.
The horizontal localization of sound appears to be based on the differences in arrival time
and intensity of auditory input from the two ears. The ear closest to the sound source
receives sound a fraction of a second earlier and the sound signal also has greater intensity
at that ear. In addition, as with all other parts of the auditory pathway, the superior
olive is also tonotopically organized. The medial superior olive processes low frequency
sounds and the lateral superior olive receives high frequency sounds.
The axons from the superior olivary nucleus enter the trapezoid body, a transverse audi-
tory tract located immediately ventral to the superior olive. There about half of the fibers
decussate and continue rostrally in the lateral lemniscus to terminate in the midbrain nu-
cleus of inferior colliculus. The remaining fibers continue upward in the ipsilateral lateral
lemniscus. Lateral lemniscus is the name of the ascending auditory pathway between
the superior olivary nucleus and the inferior colliculus in the brainstem. All auditory
fibers converge in the inferior colliculus. The inferior colliculi are a part of the corpora
quadrigemina.
The vast majority of the auditory fibers from the inferior colliculus project upward ipsi-
laterally to terminate in the medial geniculate body of the thalamus. A small number of
fibers cross over to the opposite inferior colliculus and from thence to the medial genic-
ulate body on that side. Thus the ascending auditory pathway decussate at three levels
- cochlea nuclei, superior olivary nuclei and the inferior colliculi. The inferior colliculus
also sends auditory fibers to the cerebellum to effect auditory-motor integration and to
the superior colliculus to accomplish auditory-visual integration.
Finally, the auditory fibers radiate from the medial geniculate body to the primary audi-
tory cortex (AI) in the Heschl gyri in the lateral fissure (Fig. 1.4) by way of the internal
capsule. There is a crude awareness of sound when the auditory sensation arrives in the
medial geniculate body. However, clear conscious awareness of sound occurs only when
the sound sensation is processed in the primary auditory cortex.
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Figure 1.4: Localization of auditory areas in the temporal lobe of the cerebral cortex
In electrophysiological studies, evoked responses to various auditory stimuli were investi-
gated in order to differentiate the neuronal activity generated in primary or secondary au-
ditory cortices. The AI is located on the temporal lobe, inside the lateral fissure (Fig. 1.4)
Secondary auditory cortices receive projections from the primary auditory cortex. It is
located along the superior edge of the lateral surface of the temporal lobe.
A detailed physiological feature of primary and secondary cortex was demonstrated in the
study of Engelien et al. (2000). They investigated two auditory responses recently known
to originate from primary and secondary auditory areas, respectively. A special auditory
stimulus was designed in their study which simultaneously elicited a transient response in
secondary and steady-state responses in primary areas. Such investigation methods can
be used as an imaging tool for the diagnoses of central auditory diseases and disorders.
In general, the auditory cortex is organized in tonotopic maps. This tonotopic principle
started still in the basilar membrane. Different frequencies are mainly represented in
corresponding maximal responding regions. This principle is called the place coding of
CHAPTER 1. INTRODUCTION 8
frequency. The medial portion of the auditory cortex (AC) represents the basal end (the
high frequencies) of the basilar membrane, whereas the lateral portion represents the
apical end of the basilar membrane (the low frequencies). Each sub-area of the auditory
cortex is characterized with posteriorly representation of the low frequencies and anteriorly
representation of the high frequencies. In an orthogonal columns, some cortical neurons
are excited by both ears (EE), while others are excited by stimulation from one ear and
inhibited by stimulation from the other (EI). Adjacent columns moving in the lateral to
medial direction alternate between EE and EI cells. This arrangement is similar to the
arrangement of ocular dominance as found in primary visual cortex.
1.2 Auditory evoked potentials
The changes of the electrical activity to different auditory stimulation is referred to the
auditory evoked potentials (AEP). Single AEP cannot be recognized in the ongoing EEG
background activity because of their small amplitudes. The established method to en-
hance the signal to noise ratio and consequently extract the AEP from the spontaneous
EEG is signal averaging.
Various AEP can be recorded in response to different acoustical stimuli. One classification
scheme is based upon their temporal relationship to the stimuli and divides the AEP into
transient, sustained, and steady-state responses (SSR). The transient responses are evoked
by any audible change in the stimulus, corresponding to an onset or offset, when the
stimulus rate is sufficiently low and allows of the system to response to a stimulus before
the next stimulus occurs. The sustained potential is related to the stimulus continuation
(Picton et al., 1978a).
In contrast, a stimulation with fast rate of regular repeating stimulus change, evokes a
SSR, generated due to the overlap of the responses to successive stimuli. SSR can be
evoked also by amplitude-modulated and frequency-modulated sounds. These responses
are categorized by their frequency and are assessed with discrete parameters of amplitude
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Figure 1.5: Transient auditory evoked potentials. BAEP or ”fast” responses recorded between
the vertex and an electrode on the mastoid. MLAP or ”middle” responses with most prominent
wave Pa with peak latency of 30 ms. CAEP or ”slow” responses, with largest AEP amplitudes.
The data were experimentally recorded and bandpass filtered within the relevant frequency band
for each response.
and phase or apparent latency, measured from the response to different stimulus rates
(Regan, 1982).
Another classification scale of AEPs is based upon their polarity and response latency.
On this scale, AEPs are considered as ”fast” (0–10 ms), ”middle latency” (10–50 ms) and
”slow” (50–300 ms). Additionally, the cochlea nerve action potential can be considered
as ”first” response. All these responses belong to the group of transient responses.
The fast auditory evoked responses (FAEP) are generated in the cochlea and the brainstem
and are known also as brainstem auditory evoked potentials (BAEP). In Fig. 1.5 the
time scale of an AEP is divided into three groups of evoked potentials according to
their latencies: FAEP or BAEP, Middle Latency Auditory Potentials (MLAP) and slow
auditory potentials, known also as Cortical Auditory Potentials (CAEP) (Picton et al.,
1974). The responses shown in the figure consists of specific type of waves, each with
different duration, form, amplitude and latency in relation to the stimulus onset.
In the first group, the small waves in the first 10 ms, after the onset of the stimulus are
recorded from an electrode on the scalp or forehead and one on the ipsilateral mastoid
(Sohmer and Feinmesser, 1967). They are denoted using Roman numerals from I to VI.
These waves were later identified just with positive polarity introduced by Jewett and
Williston (1971). The generators of the waves from I to VII have been found to be in
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the brainstem and are investigated in several studies in animal experiments (Moller and
Burgess, 1986), humans with brain-stem lesion (Sohmer et al., 1974), and EEG-Source
localization studies (Scherg, 1991). According to a classification of Picton (1990), the
wave I was localized at spiral ganglion, the wave II at the output of the auditory nerve
and the wave III at nucleus cochlearis, reflecting the activity in the pons. Further, the
wave IV was localized in the olive complex, the wave V in lemniscus lateralis reflecting
the activity in the midbrain, and the wave VI in colliculus inferior.
In the second group of AEP shown in Fig. 1.5, the main components of the MLAP occur
at latencies between 10 and 50 ms and were recorded from the vertex. One of the earliest
components is the P0 wave with a peak-latency of about 12 ms, followed by the wave
Pa with a peak-latency of 25–30 ms, preceded and followed by the negative waves Na
(18–20 ms) and Nb (40 ms), respectively (Picton et al., 1974).
Wood et al. (1982) concluded that the scalp distribution corresponding to the time-scale
of the MLAP represents overlapping sources separated in different spatial structures.
Some evidence about involved structure as colliculus inferior, thalamo-cortical projection
and sources in primary auditory cortex were given (Kraus and McGee, 1995; Kuriki et al.,
1995; Pantev et al., 1995). The earliest middle latency components (MLC) N0 and P0, are
localized in subcortical structures, whereas the Na/Pa complex is commonly considered
as the first activity within the primary auditory cortex (Hashimoto et al., 1995; Scherg
et al., 1989; Pantev et al., 1995; Yoshiura et al., 1995). The recent MEG study of our
group (Borgmann et al., 2001) confirmed these findings and determined the sources of the
magnetic counterparts of the MLAP in primary auditory areas along Heschl’s gyros.
The most prominent peaks on the long latency time scale of AEP between 50 and 100 ms
are positive and negative waves, denoted with their polarity and latency - P1, N1, P2
and N2, (50, 100, 170 and 250 ms), respectively. They are usually recorded from the
vertex and mid-frontal region. Description about the complex N1-P2, was reported first
by P. Davis (1939). A change in a continuous auditory stimulus or any abrupt sound
can evoke this typical response. Of important consideration for the auditory investiga-
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tion is the wave N1, which can be measured in a variety of stimulation paradigms and
remains stable under different conditions. The auditory evoked field (AEF) component
N100m, the neuromagnetic counterpart of the electrophysiological N1, represent the most
prominent and stable peak of AEF. The parameters and characteristic features of N1
were demonstrated in several review articles (Lindsey, 1971; Na¨a¨ta¨nen and Picton, 1987;
Hyde, 1997). The N1- and P2- waves are evoked during changes in one of the stimulus
parameter, i.e. intensity, frequency or location. The influence of changes in frequency
and intensity in a stimulus was investigated by (Na¨a¨ta¨nen and Picton, 1987), according
to MEG recordings by (Ma¨kela¨ et al., 1987; Arlinger et al., 1982; Lavikainen et al., 1995).
In these studies the evoked N1 response was found originating in the supra-temporal audi-
tory cortex. The repetition rate of the stimulus, the variety of inter-stimulus interval (ISI)
and the stimulus duration are other factors which influence the amplitude an latency of
the N1–P2 waves. In several studies, the N1 amplitude decrement resulting from the rep-
etition of the stimuli were discussed in the context of habituation vs. refractoriness. With
an appropriate approach, Budd et al. (1998) investigated both processes and concluded
that the decrement of the N1 amplitude is based on recovery cycle process or separate
refractory periods of at least two neuronal generators which contribute to the activity in
the N1 latency range. The manipulation of the ISI is often used to examine the hypoth-
esis for existing of additional components contributed to this response, which can not be
directly measured from the records. Such studies discussed non-specific components of
the N1, sensitive to ISI and a specific, more stable component reflecting processing in
the sensory-specific auditory area (Hari et al., 1979). The influence of stimulus duration
was interpreted by Alain et al. as involving of different temporal integration functions
for the N1 sub-components (Alain et al., 1997). They concluded that the AEP findings
provide further evidence for multiple neural generators contributing to N1 wave. The
basis of this consideration is that not only latency and scalp distribution of these multiple
components contribute to the interpretation of this response but also their temporal inte-
gration times. The tonotopic organization of the auditory cortex was reflected in different
studies, investigating the source localization of N1-wave according to different stimulus
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frequencies. It was found that the N100m source was localized more posteriorly (Elberling
et al., 1982), or more medially (Pantev et al., 1995; 1988), or to be more vertically (Tiiti-
nen et al., 1993) for higher than for lower stimulus frequencies. Electroencephalographic
(EEG) and magnetoencephalographic (MEG) investigations in lesion- and intra-cortical
studies, confirmed the localization of N1-P2 complex on the Heschl’s gyros. The auditory
EEG and MEG measurements assumed that P1 response originates from the primary au-
ditory cortex. Whereas the N1 response composed from several components with closed
sources originates from supra-temporal area in secondary auditory cortex (Pantev et al.,
1990; Hari, 1990). In a neuromagnetic study the sources of the N1- and P2- waves were
localized with high accuracy at the Planum temporale and Heschl’s gyros, respectively
(Godey et al., 2001).
The N1–P2 complex can be elicited also by the onset and offset of a stimulus. There were
some debates, if ON and OFF responses are mediated by the same physiological mech-
anisms. Hillyard and Picton (1978) demonstrated that there is considerable interaction
between ON and OFF responses. They suggested a common physiological mechanism
for both responses. In the contraversal hypothesis, Schweitzer et al. (1977) concluded
overlapping of the responses to the onset and offset of the stimulus to short duration
tones and suggested independent mechanisms. The N1–P2 wave of cortical ON and OFF
response seems to reflect a combination activity of different neuro-populations. In mag-
netoencephalographic studies of ON -OFF responses, Hari et al. (1987) and Pantev et al.
(1990) demonstrated an activation of spatial overlapping cortical areas.
During constant continuously stimulus presentation another auditory EP the sustained
potential (SP) was recorded (Keidel, 1971). Commonly, the SP appears as a baseline
shift of AEP. Picton et al.(1978a) gave evidence that the SP onset occurs approximately
150 ms after stimulus onset. This response has the same polarity as the N1-wave and was
localized in the auditory cortex (Pantev et al., 1990; 1994).
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1.3 Origins of electro- and magnetoencephalography
Due to active chemical processes in the neural cell, electrically charged particles, namely
ions, are moved inside, across and outside the cellular membrane. These ion flows evoke
intra- and extracellular electric currents. On a macroscopic scale the effect of the sum of
these currents are potential differences across the scalp. These electrical potentials can
be recorded with electrodes placed on appropriate locations and result in the electroen-
cephalogram - (EEG). The intra- and extracellular electric currents are accompanied by
magnetic fields which also can be recorded outside the head and result in the magne-
toencephalogram (MEG). In principle, an magnetic field is generated in the surrounding
space of an electric current. This general physical behavior is postulated by Ampere and
summarized by Biot-Savart. A simple illustration is given by the right-hand rule: if a
current flows along the thumb, the field lines follow a circular pattern identified by the
other fingers.
When both types of measurement are made with respect to sensory stimulation, the
recorded electrical signals are referred to as evoked potentials (EP), event related po-
tentials (ERP), and the recorded magnetic counterparts as evoked field (EF) and event-
related field (ERF) (Romani, 1989).
1.3.1 Neuronal basis of the MEG
Neurons are cells, which are specialized for the generation, integration and conduction
of excited states. They have one or more extensions that can branch and form synaptic
contacts with other neurons, with receptor cells or with effector cells. There are two kind
of neuron extensions, the dendrites and the axons. The dendrites are regarded as being
specialized for reception, while axons were concerned with transmission. The dendrite of
one neuron receives stimuli from other cells and are connected with them trough synapses
(Regan, 1989).
In general, there are two different currents observed during the activation of a neuron,
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which contribute to scalp potentials and neuromagnetic fields. These are the postsynaptic
currents, which are responses extending over a relatively long time scale, reaching sev-
eral hundred milliseconds and secondly the currents of the action potentials, which is a
propagating response whose time scale is typically less than about 10 ms.
1.3.2 Generation of the postsynaptic current
The cells are insulated from the extracellular medium through a membrane consisting of
liquid-crystal bilayer of phospholipids. In a resting state of a neuron the concentration of
sodium ions is grater outside the cell than inside, whereas the opposite is true for potas-
sium ions. In presence of synaptic activity, the change in permeability of the membrane
to an excitatory synapse allows a slow influx of Na+ ions into the cell, leaving a local
depletion of positive charge in the extracellular medium. The mutual repulsion of the
positive ions within the cell produces an axial current with K+ predominating illustrating
in Fig. 1.6 with the straight arrow in the dendritic segment. This intracellular current
causes an increasing positive charge near the head of the arrow. This accumulation in
turn repels positive ions in the adjacent extracellular medium, resulting in an extracellular
current directed back toward the negative charge (curved arrows in Fig. 1.6), . Hence,
three different type of currents flow inside, across and outside the membrane of the neuron
but also in its axonal and dendritic tree. The intra-cellular current is a concentrated ionic
flow inside the membrane. The trans-membrane current has a radial direction and flows
isotropically through a cross section of the neural membrane. The extra-cellular current
flows backward in the surrounding medium and closes the loop.
In activated synapses, the chemical transmitter molecules change the ion permeability
of the membrane of the post-synaptic neuron and a post-synaptic potential (PSP) and
current are generated (Ha¨ma¨la¨inen and Hari, 2002). There are two types of synapses,
excitatory and inhibitory. The obtained excitatory or inhibitory post synaptic potential
(EPSP or IPSP) in a dendrite is the generator of the intra-cellular current flow. The
input trough the excitatory or inhibitory synapses increases, respectively decreases the
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MEG:
intracellular current
EEG:
extracellular current
Figure 1.6: A neuron with a dendrite and an axon. The straight arrow illustrates the axial
current. The MEG measures the magnetic field of intracellular currents while the EEG measures
electric potentials resulting from currents in the extra-cellular volume. The information that is
obtained from both measures is complementary.
intracellular currents (Ha¨ma¨la¨inen et al., 1993). Therefore, the intracellular currents are
associated with excitatory or inhibitory synaptic input and may be considered as the
primary currents of the evoked magnetic filed, outside the head (Okada, 1983). Whereas,
the extra-cellular currents generate electrical potentials which are measured in the EEG
(Fig. 1.6).
1.3.3 Generation of action potentials current
The action potential is a propagating response represented in the axon. It is characterized
with a rapid positive change in the transmembrane voltage followed by a negative change
that restores it to its resting state. When such a voltage pulse travels along an axon, there
is a front of depolarization followed by a re-polarization. The action potential initiates
when an EPSP is generated and the membrane potential of a neuron are changed so that to
exceed a threshold of about -60 mV. The diffusion of intracellular ions, predominantly K+,
defines the depolarization front of the action potential. The voltage-dependent channels
in the membrane continue to open rapidly, admitting so many Na+ ions from the extra-
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2.1. THE ORIGIN OF THE ELECTRICAL ACTIVITY OF THE BRAIN 7
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Fig. 2.1 (a) Schematic drawing of a neuron showing the different electrical events. The conduction of an
action potential along the axon of the presynaptic neuron (1) leads to the generation of an PSP at
the site of the postsynaptic neuron (2). Depending on the outcome of the summation of the EPSPs
and IPSPs (3), an action potential may be generated by the postsynaptic neuron (4). (b) A drawing
illustrating that a PSP gives rise to a local current. Here, only one current is illustrated. One
neuron may, however, receive inputs from a large number of neurons, resulting in the summation
of current flows.
As stated before, postsynaptic potentials are caused by a change of the permeability of the post-
synaptic membrane. This change is accompanied by the generation of local currents (see fig-
ure 2.1(b)). An excitatory synapse for example, causes a local increase of the sodium permeability,
resulting in a flow of sodium ions down their electro-chemical gradient into the cell. This trans-
membrane current creates a deficit of positive charges in the local extracellular space. This deficit
is also known as a current sink. The transmembrane current causes an intracellular flow of posi-
tive charges directed away from the site of sodium influx. This intracellular current flow causes an
accumulation of positive ions that results in a outward directed transmembrane current. The region
where this occurs is also known as a current source. From this current source, ions flow back
through the extracellular space to the current sink. Because a neuron receives inputs from a large
number of other neurons, many current flows may be present leading to an overall distribution of
sinks and sources that can be quite complex.
In contrast to neurons, glial cells are not capable of generating action potentials or post synaptic
potentials. They possess a membrane potential that is exclusively based on an outward directed
current of potassium ions. As a result, an alteration of the extracellular potassium concentration
leads to an alteration of the membrane potential. This is the reason why glial cells and neurons
are functionally linked. An action potential generated by a neuron is associated with an efflux
of potassium ions. The resulting increase of the extracellular potassium concentration leads to a
depolarization of the glial cell.
Figure 1.7: (left:) Schematic drawing of a neuron showing the different electrical events. The
conduction of an action potential along the axon of the pre-synaptic neuron (1) leads to the
generation of an PSP at the site of the post-synaptic neuron (2). Depending on the outcome of
the summation of the EPSPs and IPSPs (3), an action potential may be generated by the post-
synaptic neuron (4). (right:) A drawing illustrating that a PSP gives rise to a local current.
Here, only one current is illustrated. One neuron may, however, receive inputs from a large
number of neurons, resulting in the summation of current flows.
cellular medium that the transmembrane potential is driven positive to about +20 mV.
Subsequently, the slower-acting channels governing K+ diffusion begin to open and permit
an outward movement of these ions. The accompanying reverse intracellular current is
associated with re-polarization front (Willi mson and Kaufm n, 1990). The different
electrical events, acco panying the activation of a neuron are presented in Fig. 1.7.
By neuronal activation, the input impulse travels along the axon (nerve fibers) of the
neural pre-synaptic cell as a series of action potentials (AP) carrying it to the dendrites
of the other post-synaptic cell (Fig. 1.7, left). The changes of the membrane potential
during the input transmission generates the PSP. The obtained excitatory or inhibitory
post synaptic potential (EPSP or IPSP) in a dendrite gener tes an intra-cellular cur ent
flow, which produced magnetic field. This current flows in vertical columns (sink, source)
in the d ndrites F g. 1.7, right. One neuron can r ceive inputs from large number of
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neurons, which results in summing of all currents.
Therefore, the currents flowing in vertical columns in the dendrites, placing perpendic-
ular to the cortical surface produced magnetic field which can be measures outside the
head. The pyramidal cells, located on the fissural cortex and stellate cells tend to be
perpendicular to the cortical surface. The electrical current flowing in such dendrites is
also perpendicular to the cortical surface, which is very important for the MEG measure-
ments. In order to be measured the magnetic field out of the head, it is necessary to be
activated simultaneously ensembles of neurons.
The model used for presenting the relationships between measured electrical or mag-
netic field and neuronal activity is point-like equivalent current dipole (ECD) within a
conducting sphere. ECD can be described with its strength or ”moment” Q defined as
multiplication of current I and its length L: Q = I·L. The strength of the ECD is ex-
pressed in nAm. Furthermore, the ECD is characterized by its orientation and location
in the head.
An actived brain area is represented by a current dipole assuming that its expansion is
much smaller than the distance between the dipole and measuring sensor. In this case the
recorded magnetic or electric field patterns should originate from the current distribution
of the dipole within this active area (Williamson and Kaufman, 1990). The depolarization
and polarization fronts of action potential can be approximated as two opposing current
dipoles, forming quadrature sources. The dipolar field produced by the synaptic current
flow, diminishes with increasing distance by 1/r2, compared with the quadrature sources
of electric and magnetic fields of action potential, which diminishes with distance by 1/r3.
The duration of the AP of about 0.4 to 2 ms is short compared to the post synaptic po-
tential, which has a duration of about 10 to 250 ms. Therefore, the post synaptic currents
contribute mainly to the mass action of some 1000 synchronously active neurons, which
is detected by the EEG and MEG. In contrast the AP have a role in the electical activ-
ity detected in the peripheral nervous system and may also contribute to high frequency
electromagnetic fields outside the skull. In general the AP itself are not the sources of
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the MEG and EEG. In conclusion, the EEG and MEG measurements are based mainly
on the post synaptic current flow.
The solution for estimating the cerebral current sources underlying the MEG signals
measured outside the head is based on the neuromagnetic inverse problem. However,
Helmholtz (1953) showed that the primary current distribution cannot be recovered
uniquely from the magnetic field or electric potential known precise everywhere outside
the head. Using additional physiological information and appropriate approach this prob-
lem can be facilitated. One solution is to replace the actual current sources by equivalent
generators characterizing with given parameters. The least squares fit is an unique so-
lution for obtaining the parameters of the equivalent generators from the measured data
(Ha¨ma¨la¨inen and Hari, 2002).
a: b:
Figure 1.8: a: Schematic diagram of a cortical fold. Component lying in the depth of fissures
are approximated as tangential dipoles and this lying on the cortex surface as radial dipoles. The
MEG is sensitive to the tangential sources, whereas the EEG is sensitive to both tangential and
radial dipoles, from (Scherg, 1990) b: Current dipole model (large arrow), using for calculation
of the currents flowing tangential to the skull (small arrows), from (Ha¨ma¨la¨inen and Hari, 2002).
The magnetic sources in a volume of the cortex can be presented as current dipoles per-
pendicular to the cortical surface. Intracellular currents approximated with ECD oriented
tangential to the skull have the greatest contribution to the measured MEG. The tan-
gential ECD is dipolar. It has one region where the field emerges from the head and
another symmetrical region where the field enters Fig. 1.8b. The activity of the cortical
segments in the fissures are approximated with tangential ECD, likely activated auditory
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area of the cortex. The human supra-temporal auditory cortex is optimally located for
neuromagnetic measurements (Hari, 1990). Such sources are also measurable with EEG.
The radial sources of the postsynaptic currents however produced any magnetic field as
well as the deep sources which are always radial and therefore, can be measured only with
EEG techniques 1.8a.
1.3.4 Difference between MEG and EEG
Both methods EEG and MEG provide projection of the primary current distribution.
However, the main contribution for measuring the MEG have the intracellular currents,
whereas the extra-cellular currents contribute to the EEG measurement (Fig. 1.6). Com-
bined studies demonstrated that, the responses recorded by both methods represent the
same neuronal sources in the brain. However, the MEG responses reflect the tangential
currents into structure placed close to the scalp, whereas, the EEG represent the deep
and radial components (Onitsuka et al., 2000). The information from both EEG and
MEG is complementary and may be combined if they are made simultaneously or with
the same experimental paradigm. The study of Huotilainen et al. (1998) discusses how
well MEG based dipole models can be used for describing the corresponding electrical
activity recorded by EEG. They demonstrated, that obtained MEG based model can be
used as starting model and then refined by adding further dipoles describing activity not
detected by MEG but recorded by EEG.
Some advantages of MEG over the EEG make this measurement technique more favor-
able especially when studying the auditory system. The tangential dipoles tend to cancel
in opposing parts of the dipole layer in sulci, and hence are not measurable with EEG.
Whereas, the MEG is more sensitive to these dipoles, which is the case of the activated
supra-temporal cortex. The effect of varying conductivity of the scalp distorts the EEG
signal, making precise localization of the source difficult or impossible. In contrast, the
scalp is transparent to the magnetic signals and MEG can be used for accurately local-
ization of the brain sources.
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1.3.5 MEG instrumentation
The aim of the MEG measurements is to record the weak magnetic fields outside the
head generated by currents in the brain. To this end, a very sensitive detectors are
necessary. MEG is a non-invasive technique especially using for studying of brain regions
within cortical sulci. These sensors can be described as superconducting coils connected
to superconducting quantum interference devices (SQUIDs). The present state-of-the-art
neuromagnetometers contain more than 300 SQUIDs in the helmet-shaped arrays and the
signals from whole neocortex can be recorded.
There are three common types of sensors used in MEG system. The pick-up coils consists
of either magnetometers or one of two types of gradiometer (planar or axial, respectively).
The simplest is the magnetometer. It is very sensitive to environmental noise and is usually
equipped with a reference array to compensate. The separation between the one loop of
a magnetometer and the reference array is about 25 cm.
The second (planar gradiometer) is usually used without a reference array. The separation
between the two loops of a gradiometer coil is about 1.5 cm, which is much too short.
The third (axial gradiometer) is much less sensitive to environmental noise than a magne-
tometer. The separation between the two loops of a gradiometer coil is typically 50 mm,
which results in MEG measurements with the best possible signal-to-noise ratio. The
magnetometer systems optimize signal strength but gradiometer based system optimize
signal-to-noise ratio, being more important value when examining MEG data. A detailed
description of SQUIDs and MEG instrumentation can be found in (Ha¨ma¨la¨inen et al.,
1993; Ha¨ma¨la¨inen and Hari, 2002; Hari, 1990)
1.4 Auditory steady-state responses (SSR)
The SSR is an evoked brain activity observed at a high rate of auditory stimulation.
When the ISI is shortened more and more the response to one stimulus is not completed
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before the next stimulus appears. Thus, the responses overlap with the responses to the
preceding stimuli. Finally the evoked response becomes a periodic oscillation following the
stimulus rate. For repeatedly evoked responses the steady state is defined as constituent of
frequency components remaining constant over time in their amplitude and phase (Regan,
1989).
For first time, Regan (1966) described a SSR in the visual system and demonstrated
such responses in the ongoing EEG. In contrast, the SSR to auditory stimuli are not
recognizable in the background EEG activity and can only being analyzed using averaging
in the time domain (Picton et al., 1987).
Schimmel et al. (1974) reported that the MLR in the latency range from 20 to 40 ms can
optimally record to the stimulus rates between 40 and 45 Hz. Later, Hall demonstrated
SSR following the envelope of the presented AM tones consisting of sums of different
sound frequencies and amplitudes (Hall, 1979). Further the SSRs were investigated to
different kind of auditory stimuli and with different recording methods. Using EEG and
MEG methods the SSRs to click stimuli (Ma¨kela¨ and Hari, 1987; Hari et al., 1989; Forss
et al., 1993; Azzena et al., 1995) and to tone-pulses (Stapells et al., 1984; Pantev et al.,
1996) were measured. The most used type of stimulation evoking SSR are sinusoidal
amplitude modulated tones. The stimulation of AM pure tones has more frequency specific
characteristic and was also used as continuous stimulus tone. The stimulus rate in such
a stimulus is referred to the modulation frequency (fm), resulting in periodic amplitude
changes in the signal with carrier frequency (fc). The spectrum of such a signal waveform
consists of three frequency components, one at the carrier frequency, and two sidebands
components at fc − fm and fc + fm. The spectral components are concentrated around
the carrier frequency, and no peak is visible at the modulation frequency. The response
to such stimulus characterized with clearly peak at the modulation frequency, due to the
non-linear characteristic of the transfer function of the cochlea (Regan, 1989; Lins and
Picton, 1995) and a single low-pass filter operating at the postcochlear level (Strickland
and Viemeister, 1996).
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Human auditory SSR to AM tones with modulation frequencies up to several hundred
Hz were reported from EEG and MEG studies (Romani et al., 1982; Kuwada et al., 1986;
Rees et al., 1986; Picton et al., 1987; Ross et al., 2000; Draganova et al., 2002).
The modulation rate is one of the important parameters of the AM stimulus used to
elicit SSR. Based on the SSR latencies to different modulation frequencies, Kuwada et al.
defined the modulation range from 80 to 100 Hz as eliciting the ABR and the modulation
range about 40 Hz, evoking the cortical responses.
Varying stimulus parameters and the number of the presented AM stimuli, Lins et al.,
Picton et al. and John et al., (1995; 1998; 1998) demonstrated the techniques in the
audiometry, using SSR for evaluating the auditory aided thresholds. They used the high
frequency modulation rates for eliciting ABR, because of its independence of wakefulness
(Cohen et al., 1991), in contrast to 40 Hz response whose amplitude decrease considerably
in sleep (Sammeth and Barry, 1985; Linden et al., 1985; Suzuki et al., 1994).
Investigating the stimulation rate of 40 Hz (25 ms periodicity), Galambos et al. (1981)
provided the most pronounced 40 Hz SSR. Using tone-burst stimulation with ISI of 25 ms,
they showed that the response is larger for lower than higher frequencies and could be
recorded at intensities near the hearing-threshold.
The mechanism of generation of the 40 Hz SSR is not completely elucidated. The studies,
investigating this response are based on two hypothesis. The first introduced by Galambos
et al. (1981) is that this response is a result of superimposition of transient MLC. Another
hypothesis for generating mechanism of SSR was introduced by Basar et al. (1987). He
assumed an enhanced excitability for 40 Hz activity in some neuronal networks. This
assumes that the 40 Hz SSR could be modeled by a damped oscillator.
Neuro-magnetic studies of SSR to clicks presented at different rates of Hari et al. (1989),
to tone bursts with 40/s rate Rodriguez et al. (1986) and to AM tones Ross et al. (2000).
discussed both hypothesis of SSR generation.
Despite an increasing number of animal (Barth and Di, 1990; Franowicz and Barth, 1995;
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Gaese and Ostwald, 1995; Ma¨kela¨ et al., 1990; Yoshida et al., 1984) and human (Azzena
et al., 1995; Forss et al., 1993; Hari et al., 1989; Joliot et al., 1994; Pantev et al., 1993; 1996;
Plourde et al., 1991; Santarelli et al., 1995; Stapells et al., 1984) studies of the SSR during
the last fifteen years, there is still no general agreement with respect to the mechanisms or
neural sources underlying SSR genesis. A cortical origin of the SSR seems most probable,
although subcortical contributions from polysensory thalamic areas can not be excluded.
Epidural recordings taken from the temporal cortex of rats and cats (Barth and Di,
1990; Borbe´ly, 1970; Conti et al., 1999; Ma¨kela¨ et al., 1990; Simpson and Knight, 1993)
are consistent with the conclusion that steady-state potentials evoked by auditory stimuli
arise within the auditory cortex. Epidural recordings in humans (Lee et al., 1984; Lie´geois-
Chauvel et al., 1994) and electroencephalographic (EEG) and magnetoencephalographic
(MEG) field patterns evoked by auditory stimuli (Forss et al., 1993; Hari et al., 1989;
Johnson et al., 1988; Ma¨kela¨ and Hari, 1987; Pantev et al., 1996; Romani et al., 1982)
also suggest an active source for the auditory SSR in the supratemporal plane.
1.4.1 Methods for the analysis of SSR
The SSR is a periodic waveform, it has harmonic structure and can be characterized by the
response parameters amplitude and phase. These response parameters depend strongly
on stimulus parameters such as the stimulus rate or modulation frequency, stimulus in-
tensity, carrier frequency and modulation depth. The response amplitude or phase can
be represented related to their dynamic range, resulting in input-output characteristics
(IOCs). One of the most commonly used technique for analyzing the SSR is the Fourier
transform (Stapells et al., 1984).
There are different types of assessment the amplitude and phase of a SS response. Peak-
to-peak and root-mean-square amplitude are most used response-amplitude measurement.
Except the ”onset” phase, in physiological application it is measured so called ”phase lag”
or ”delay” , calculated by subtracting the onset phase of the response from the onset phase
of the stimulus.
CHAPTER 1. INTRODUCTION 24
Regan et al. (1966) defined the slope or phase lag against stimulus frequency as the ”ap-
parent latency”. The apparent latency was suggested by Hari et al. (1989) as illustrator
of response waveform differences.
1.4.2 SSR recording using magnetoencephalography
Most of the studies giving the IOCs of SSR were determined on the base of various
stimulus and response parameters on different subjects in different experimental sessions.
The first general description of IOCs of auditory magnetic SSR within the same subject
was made by Ross et al. (2000). The methods described in this study are used in the
analyzing and processing of the data in the first two experiments, described in chapter 2
and chapter 3.
The used analyzing methods allow to collapse measurements across sessions in order to
achieved a high signal-to-noise ratio for each tested subject. In this study, Ross et al.
(2000) demonstrated the IOCs of SSRs manipulating the parameters fm, fc, amplitude
a and m - the modulation rate, ranged from zero to 1, which was expressed in percent.
Presenting 250 Hz sinusoidal tone, modulated by fm of 39 Hz, and modulation depth m
of 100%, they investigated the effect of intensity variation from 30 to 90 dB sensation
level (SL). Then the modulation depth was investigated in the range from 10 to 100%,
and additionally m = 5%. The carrier frequency were varied from 250 to 1000 Hz in
octave intervals, with constant modulation frequency of 39 Hz, modulation depth of 100%
and intensity of 70 dBSL. Finally, a range from 10 to 100 Hz of modulation rate was
investigated, by carrier frequency set to 250 Hz, modulation depth 100% and intensity
of 70 dBSL of the stimulus AM tone. The MEG data were recorded with a 37-channel
neuromagnetometer (MAGNES, Biomagnetic Technologies). The sensors were configured
as a first-order axial gradiometer with a baseline of 50 mm, placed over the left temporal
plane, contralateral to the stimulated ear.
The analyzing of MEG data consists of some procedures in order to be extracted the
CHAPTER 1. INTRODUCTION 25
response amplitudes and phase, as well as to be localized the source of the response.
First, the recorded epoch should average in the time domain, splitting data stream into
short segments, starting at the onset of the trigger signal. This step improves the signal-
to-noise ratio by a factor of 2 to 4.
The second procedure collapses the time-series of the 37 MEG sensors into a single-
channel signal. The method called source-space projection is a linear combination of the
measured field strength in fT at the 37 sensor positions outside the head. The results
were single time-series of the magnetic dipole moment in nAm. These were measures of
the source strength of activity in the specified brain area and were independent of sensor
positions. The source-space projection allowed the calculation of grand averages of dipole
moment time-series across different subjects and sessions. Furthermore, the source-space
projection enhanced the signal-to-noise ratio. The sensor noise, which is independent for
all channels, was reduced in the combined dipole moment signal. The method is maximally
sensitive for brain activity from sources at the selected origin and orientation. Unwanted
activity from distant sources or sources having different orientation was combined less
optimal and was therefore reduced in the dipole moment waveforms.
The next procedure is the calculation of the amplitude and phase of the spectral com-
ponents from the dipole moment time-series for the different stimulus condition. The
obtained response amplitudes and phases are used to calculate the IOCs. The used
method for this procedure is the discrete calculation of Fourier coefficients, known also as
quadrature demodulation. The method has the advantage that amplitudes of the spectral
components were calculated at the exact frequency of interest even when the number of
data points did not equal an integer power of 2.
The phase ϕ(f) was calculated from the complex Fourier coefficient at frequency f con-
sidering the signs of the real and imaginary parts and was defined on the interval [−pi, pi].
In order to keep ϕ(f) monotonically decreasing, −2pi was added to it when needed.
The effect of modulation frequency on SSR phase was assessed calculating the group delay
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τ as:
τ(f0) = − 1
2pi
∂ϕ
∂f
| f0. (1.1)
In the context of SSR analysis, τ(f0) is often called the apparent latency.
The source localization method was based on the ”center of gravity” of the underlying
cerebral activity usually presented as equivalent current dipole. Such a dipole character-
izes with its strength, position and direction. These patterns can be calculated from the
filed patterns. For assessment how well the field pattern of the ECD correspond to the
experimental data, the goodness-of-fit value is introduced. In order to be achieved an
optimal signal-to-noise ration, a goodness-of-fit >90% is necessary.
1.4.3 A previous MEG investigation of auditory SSR
In a MEG study of Ross et al. (2000) the stimulus parameters modulation frequency,
carrier frequency, modulation depth, and stimulus intensity were varied over wide ranges
in order to observe the dependency of the SSR amplitude and phase on these parametrs.
Amplitude modulated tones elicited cortical activity at the modulation frequency and
its harmonics. With MEG recordings the SSR signal was detected with high precision
and was separated from other brain sources. The SSR amplitude decreased linearly when
either the stimulus intensity or the modulation depth decreases on logarithmic scale. In
contrast, the phase lag between SSR and the stimulus signal envelope decreased when
the intensity increased but changed in opposite direction when the modulation depth in-
creased. The IOC of SSR (response amplitude and phase versus carrier frequency) confirm
preliminary results that the amplitude decreases with frequency increasing of the carrier
frequency from 250 to 4000 Hz. However, this effect still needs more explanation. The
frequency amplitude IOC was consistent in both MEG and EEG studies (Pantev et al.,
1996; Kuwada et al., 1986). A possible explanation is that the amplitude SSR variation
reflects a tonotopical organization of the SSR. The source location of the responses for
each carrier frequency corroborates an earlier report by Pantev et al. (1996).
CHAPTER 1. INTRODUCTION 27
−2
0
2
0 50 100 150 200
Time (ms)
−1
0
1
−1
0
1
−1
0
1
−2
0
2
−4
0
4
−.2
0
.2
0
1
10 20 40 80 160
Frequency (Hz)
fm=10Hz
0
.5
fm=12Hz
0
.5 fm=14Hz
0
.5
fm=16Hz
0
1 fm=20Hz
0
4
fm=40Hz
0
.4 fm=80Hz
SS
R 
so
urc
e w
av
efo
rm
 (n
Am
)
SS
R 
so
urc
e a
mp
litu
de
 sp
ec
tru
m 
(nA
m)
(a) (b)
Figure 1.9: Examples of individual SSR data; a: Source waveforms obtained with sinusoidal
amplitude modulated tones at various modulation frequencies. Thin lines represent the stimulus
waveforms. b: Corresponding amplitude spectra of the source waveforms. From (Ross et al.,
2000).
A modulation transfer function was obtained from measurements of SSR amplitude at
the modulation frequency which was incremented with fine steps between 10 and 98 Hz.
Between 30 and 100 Hz a pure sinusoidal response waveform was observed which resembled
the time-course of the AM stimulus envelope. While at lower frequencies between 10 and
20 Hz the AM stimulus evoked a transient response pattern with a significant amount of
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harmonics in addition to the response at the modulation frequency, Fig. 1.9a.
A quantitative description of these SSR is given by the Fourier expansions of the source
waveforms demonstrated in the right panel of Fig. 1.9b. At low-frequencies the response
waveform is periodic with the modulation frequency and consists of a number of multiple
components. The multi-harmonic spectrum of the response in this range is unlikely to
result from nonlinear distortions. It was suggested that it resembles an intrinsic waveform
pattern triggered by the rising edge of the stimulus signal envelope. For modulation
frequencies of 40 Hz and above, the SSR waveform is almost sinusoidal and follows the
modulating waveform with some time delay. The assumption that single periods of the
modulated stimulus elicited transient responses confirm the hypothesis of Galambos et al.
(1981) for the contribution of the superimposition of MLC to generation of SSR. A larger
discussion was given in the corresponding paper of Ross et al. (2000).
From the SSR phase-modulation frequency characteristic a group delay characteristic was
derived, showing three distinct peaks with decreasing time delay when the modulation
frequency increases. They divide the response frequency axis in low-frequency section
(below 30 Hz), a mid range between 30 and 70 Hz, and an upper range above 70 Hz. This
division corresponds to different perceptual categories. In the low-frequency range the
AM tone is perceived as a beating sound, as roughness in the mid-frequency range, and
as pitch in the upper-frequency range.
1.5 Objective of the thesis
Amplitude modulations carry an important amount of information in the sounds of real
life situation. The question how these complex sounds are processed by the auditory
system is of broad interest and the objective of a wide range of studies. The aim of
the present work is to elucidate some aspects of this processing concerning with cortical
responses to AM stimuli. A special attention was taken on the 40 Hz SSR elicited by AM
tones. In the framework of this study three auditory MEG experiments were carried out.
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In all of these experiments 40 Hz steady state responses were recorded under auditory
stimulation with sounds that were composed of multiple spectral components.
The auditory stimulus in the first experiment, which is described in chapter 2, was de-
signed to show multiple periodical temporal structures. These rhythms were perceived as
roughness of the sound and at the same time as beating intensity or periodical loudness
fluctuations. The question was, do cortical responses reflect these different temporal struc-
tures and can we separate the responses related to the different stimulus rhythms. It was
hypothesized, that the auditory cortex responds simultaneously with different patterns of
activity corresponding to the different periodicities embedded in the stimulus.
The second experiment was related to spectral properties of multiple AM sounds and the
corresponding brain responses. The experiment is described in chapter 3. The AM tones,
which were used as auditory stimuli, are defined on a narrow frequency band, with no
energy outside this band. Thus, a SSR evoked by such an AM tone is a frequency specific
auditory response. The question arisen, how the brain responses change if a second AM
sound is presented simultaneously. How independent is the SSR to an AM sound from
a second AM sound presented with different carrier and modulation frequency? Answers
to these questions are highly important for using the approach of multiple simultaneous
AM stimuli in frequency specific objective audiometry. Furthermore, insights in the still
unclear generation mechanisms of auditory 40 Hz SSR were expected. It was hypoth-
esized, that frequency specific stimuli presented simultaneously interact, depending on
their spectral characteristics. This effect of interaction on the SSR amplitude was visual-
ized as frequency characteristics of the response to one stimulus in presence of a second.
MEG recordings for the first two experiments were carried out using a 37-channel neuro-
magnetometer (Magnes, 4D-Neuro-Imaging) at the Institute of Experimental Audiology
in Mu¨nster.
During the first two experimental studies and their discussion it became more and more
clear that central mechanisms are involved in the generation of auditory 40 Hz SSR.
Therfore, the third experiment. which is described in the chapter 4, was designed for
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central generation of SSR. The stimuli were two pure tones of 40 Hz difference in frequency.
Each tone presented alone to the right or left ear does not evoke an auditory steady state
response. However, it was known, that both tones presented dichotically to the left and
right ear produce a hearing sensation corresponding to the difference frequency. This
hearing sensation results from central interference of both tones. It was hypothesized
that this central interference evokes also a steady state response. The experiment was
carried out under two stimulus conditions. In the condition of dichotic presentation of
the tone pair centrally generated SSR were observed. It is known that the sum of a
tone pair shows similar temporal fluctuations than an AM tone and is able to evoke a
SSR. Therefore, the binaural presentation of the sum of both tones served as a control
condition. A further question in this experiment was, whether there exists a hemispheric
preference for the SSR in the auditory cortex. Therefore, the MEG recordings were done
using a 151-channel whole-head neuromagnetometer system (Omega, CTF Systems Inc.),
at the Rotman Reseach Institute in Toronto, Canada .
Chapter 2
Auditory cortical response patterns
to multiple rhythms of AM sound 1
2.1 Introduction
When we hear music or use speech for everyday auditory communication, amplitude
modulations (AM) and frequency modulations (FM) of the sound transmit an important
amount of the information. Complex acoustic signals, such as running speech and music,
contain multiple AM and FM at different rates, which the auditory system analyzes
simultaneously. Finally, auditory processing results in a wide variety of different types of
perceptions corresponding to the modulation frequency. Warren (1999) described how the
periodic presentation of randomly generated segments of Gaussian noise is perceived. He
classified different types of perception according to the frequency range of corresponding
noise stimuli. The duration of the repeated noise segments determines the fundamental
frequency of the produced sound and ranged from 0.5 Hz, which was the lowest rate
perceivable as periodic one, to 16,000 Hz, the highest audible frequency. The periodicity
below 20 Hz produces a hearing sensation of repetitive hiss. Rates above 100 Hz produce
1This chapter was published in Ear and Hearing (Draganova et al., 2002)
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pitch sensations. Intermittent repetition rates between 20 and 100 Hz are perceived as
combination of hiss and pitch. The repeated noise at a periodicity between 20 and 70 Hz
is heard as a rough sound, whereas between 70 and 100 Hz it is perceived as continuous
or smooth sound.
A sinusoidal AM tone is another type of complex sound. In contrast to the repetitive noise
signals, which consist of large number of harmonics of the repetition rate, the amplitude
spectrum of AM tones shows just two or three distinct peaks. Considering the concept of
the critical bandwidth (CBW), in a multi-tone stimulus a partial of the complex sound can
be heard individually only when their frequencies are separated by more than the related
CBW (Plomp and Mimpen, 1968). In contrast, components with adjacent frequencies lead
to overlapping activity patterns along the basilar membrane. Therefore, the AM sound
produces hearing sensations, which correspond to the modulation frequency. Modulation
rates up to 20 Hz produce the perception of loudness fluctuation or beat. Above 20 Hz
the fluctuation is still perceived, however, succeeding amplitude minima and maxima are
no longer separated. The perception of AM sounds at a modulation rate between 20 to
70 Hz is termed roughness (Terhardt, 1974). For AM sounds with carrier frequencies below
500 Hz the frequency of best roughness perception corresponds to half the CBW, which
is about 50 Hz in this frequency range. Above 500 Hz the CBW increases proportionally
with increasing center frequency. Yet, the frequency range for roughness perception keeps
almost constant at about 70 Hz (Terhardt, 1974). Obviously, the frequency boundaries
between different types of perception are variable. In the literature, the upper frequency
limit for roughness perception is reported within the range of 20 to 300 Hz. The various
frequency ranges in which a specific type of perception was elicited might have been
influenced on the methods of investigation and the type of acoustic stimuli used (Fishman
et al., 2000).
Knowledge about the neural basis of the perception of AM sounds has been inferred from
comparisons of the results of human psycho-acoustical experiments with the results of
single or multiple neuron unit recordings in different mammals. Using AM stimuli with
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modulation frequencies smaller than 20 Hz Fastl et al. (1986) approximated the envelope
of a per-stimulus time histogram obtained from the auditory cortex of un-anesthetized
squirrel monkeys with the modulating sine wave. The modulation frequency amplitude
characteristic for this function was band-pass like with a maximum between 2 and 16 Hz.
Thus, cortical representation of the hearing sensation of loudness fluctuation was sug-
gested. For higher modulation frequencies Fastl (1990) pointed to the similarity of mod-
ulation transfer functions (MTF) obtained from the colliculus inferior of guinea-pigs and
MTFs resulting from human psychoacoustics. Especially at stimulus intensities well above
sensation threshold a good correspondence between the dependence of hearing sensation
roughness on modulation frequency and the shape of MTFs obtained from colliculus infe-
rior neurons was found. From a study of the representation of AM sound in the cat cortex
Schreiner and Urbas (1988) reported that different auditory fields responded maximally
to specific modulation frequencies below 100 Hz. A functional significance of auditory
cortical fields for the coding and representation of complex sounds was concluded from
these results.
Human auditory evoked steady-state responses (SSR) to AM tones with modulation fre-
quencies up to several hundred Hz were reported from electro- encephalographic (EEG)
and magneto-encephalographic (MEG) studies (Kuwada et al., 1986; Rees et al., 1986).
MTFs obtained at 1000 Hz carrier frequency in both studies demonstrated an upper cut-
off frequency in the range of 50 to 60 Hz. In a recent study we derived the MTF of SSR to
AM sounds, which showed an upper cut off frequency of 50 Hz (Ross et al., 2000). In the
same study we described the time courses of the SSR in the modulation frequency range
from 10 to 100 Hz. Between 30 and 100 Hz a pure sinusoidal response waveform was
observed which resembled the time-course of the AM stimulus envelope. While at lower
frequencies between 10 and 20 Hz the AM stimulus evoked a transient response pattern
with a significant amount of harmonics in addition to the response at the modulation
frequency.
Using multiple simultaneously presented AM signals at modulation frequencies in the
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range between 80 and 105 Hz it has been shown that the auditory brainstem responds
to this complex stimulus with superimposed SSR at the different modulation frequencies
(Lins and Picton, 1995; Picton et al., 1998). However, AM signals corresponding to
different perceptual categories have not yet been presented simultaneously. Thus, little
is known about how parallel processing and coding underlying these different perceptual
categories is organized in the central auditory system.
In addition to the data analysis in time and frequency domain the source locations of
auditory evoked SSR have been investigated. Kuwada et al. (1986) compared the latencies
of SSR at modulation frequencies between 25 and 55 Hz to those between 100 and 400 Hz.
In the low modulation frequency range longer latencies were found and therefore, cortical
origins for SSR at these frequencies were suggested. Whereas, the SSR sources in the
midbrain were supposed for modulation frequencies between 100 and 400 Hz. When
using MEG technique, the sources for SSR at repetition rates around 40 Hz were found
in the primary auditory cortex (Pantev et al., 1996; Ross et al., 2000).
Until now, only little attention has been paid to the relation between auditory perception
elicited by stimuli of different rates and their corresponding SSR. This is especially true
for the more complex case in which signal fluctuations at different frequencies can be
perceived at the same time. This is typically the case during speech communication.
Therefore, we designed a particular stimulus signal, which contains amplitude variations
at different modulation frequencies. Both modulation frequencies of 38 and 40 Hz evoked
a rough sound. In addition the interference between both modulation frequencies could
be perceived as a beating rhythm. Auditory evoked responses at both repetition rates
were investigated by means of MEG measurements. In the discussion the obtained SSR in
the 40 Hz range were related to the perception of roughness. The simultaneously recorded
cortical activity at low frequencies was related to the perception of loudness fluctuation.
This part of the response was compared with transient auditory evoked magnetic fields
(AEF) in response to tone-burst stimuli.
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2.2 Methods
2.2.1 Subjects
Nine subjects (7 male and 2 female) aged between 24 and 34 years participated in this
study. None of them had a history of otological or neurological disorders. Normal au-
diological status, which was defined as air conduction threshold of no more than 10 dB
hearing level between 250 Hz and 4 kHz, was verified by pure-tone audiometry. Informed
consent was obtained from all subjects after explaining the aim of the study in accor-
dance with the regulations of the Ethic Commission of the University of Mu¨nster and the
Declaration of Helsinki. Subjects were paid for their participation.
2.2.2 Stimulation
A tone signal with amplitude A and carrier frequency fc=250 Hz was modulated with the
sum of two sinusoids with fm1 = 38 and fm2 = 40 Hz, respectively, according to
y(t) = A sin(2pifct) · (2−m(cos(2pifm1t) + cos(2pifm2t))) . (2.1)
Equation 2.1 describes the resulting waveform y(t) which is displayed in Fig. 2.1a. The
first term of the equation is the carrier signal, and the second term, which contains both
modulating cosine functions, describes the stimulus signal envelope. The modulation
depth m was set to a value of 1.0 throughout the whole experiment. The amplitude
spectrum of the acoustical stimulus, which was measured at the end of a sound delivery
system is shown in Fig. 2.1b. It displays five distinct peaks, at the carrier frequency
with the highest amplitude and at two pairs of side-band frequencies. The frequencies of
the upper pair are the sums of fc and fm1 and fm2, respectively, whereas the lower pair
represents the differences between the carrier frequency and fm1 and fm2. This stimulus
signal generates a hearing sensation related to the modulation frequencies in the 40 Hz
range as result of interaction between carrier and side-band frequencies. In addition,
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the interference between the two side-band frequencies itself results in 2 Hz periodical
variations of the stimulus signal. With the frequency of 2 Hz the envelope fluctuates
between the amplitude maximum and its half value. Synchronously, the modulation
depth of 38 and 40 Hz modulation signals oscillates between zero and one with the same
rhythm. Thus, the stimulus produces clear hearing sensations related to the 2 Hz and
the 40 Hz envelope fluctuations, respectively. The multiple rhythmic signal variations of
the AM stimulus are demonstrated in Fig. 2.1a. The structure of the stimulus waveform
becomes obvious after rearranging the equation 2.2 into the form
y(t) = A sin(2pifct) · 2(1−m(cos(2pifm2 − fm1
2
t) · cos(2pifm2 + fm1
2
t))) . (2.2)
This equation can be interpreted as a 250 Hz tone-signal which is amplitude- modulated
with a 39 Hz sine wave. The modulation depth m(t) oscillates periodically once per
second. Thus, the absolute value of modulation depth has a periodicity of 2 Hz. All
subjects reported that they clearly perceived the 2 Hz fluctuation, simultaneously with
the envelope fluctuations around 40 Hz.
In this study the carrier frequency was set to 250 Hz, since AM sound at this low frequency
elicits SSR of highest amplitude in the 40 Hz range (Ross et al., 2000). The stimuli were
continuously presented to the subject’s right ear during 200 s. This 200 s time interval
formed one experimental run. During breaks of about one minute between runs the
investigator talked with the subject via intercom in order to keep her/him in an alert
state. Three experimental sessions of one hour were performed on succeeding days. In
the first session, 14 runs of 200 s duration with complex AM stimulation were carried out.
In the second session a reference measurement was performed with 250 Hz tone-burst
stimuli, which were periodically presented at the rate of 2 Hz (0.5 s inter-stimulus interval
(ISI)). The tone-bursts duration was set to 20, 50, 100 and 200 ms, respectively. Blocks
of 200 s of each different tone-burst were repeated six times in randomized order. In the
third experimental session, 250 Hz tone-bursts of 500 ms duration were presented in two
runs of 128 stimuli each. In order to elicit a clear N1 response, the ISI was randomized
between 2.5 and 3.5 s (mean ISI=3 s).
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Figure 2.1: (a) Time-series of the complex AM stimulus signal. Zero time was arbitrarily set
to the time of minimum signal envelope and minimum of modulation depth. (b) Corresponding
spectrum of the acoustical signal measured at the ear piece at the end of the sound delivery
system. The inset with enlarged frequency scale around the carrier frequency of 250 Hz shows the
peaks of two pairs of side-band frequencies at 210, 212, 288 and 290 Hz. (c) Grand average across
the investigated 9 subjects of the amplitude spectrum of cortical response strength measured in
nAm. The two lines at 38 and 40 Hz represent the SSR to both modulation frequencies. Below
20 Hz the low frequency response is characterized by harmonics of 2 Hz with a maximum at
4 Hz. With thin lines the frequency characteristics of the band-pass filters are shown which were
applied in order to separate spectral components.
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The individual sensation thresholds for all types of stimuli were determined prior to the
MEG measurements. The stimulus intensity was set 70 dB above the sensation thresh-
old. Stimulus presentation without any magnetic interference to the measurement system
required a special sound delivery system consisting of speakers outside the magnetically
shielded room which were connected to a silicon ear piece through 6.3 m of echo-less plastic
tubing (16 mm inner diameter). This system was able to provide almost linear frequency
characteristic in the range between 200 and 6000 Hz (deviation less than ±10 dB). The
transmission delay of about 19 ms was compensated by an appropriate shift of the trigger
signal. Before carrying out the experiments, both the spectrum of the stimulus signal and
its correct timing were checked by means of a 2 cm3 ear simulator (Bru¨el & Kjær model
4157) that was equipped with an 1/2” condenser microphone (Bru¨el & Kjær model 4134)
connected to the silicon ear piece at the end of the sound delivery system.
2.2.3 Data acquisition
Recordings were carried out in a magnetically and acoustically shielded room using a
37-channel neuro-magnetometer (MAGNES, 4D-NeuroImaging, San Diego, CA). The de-
tection coils were arranged in a circular concave array with a diameter of 144 mm and a
spherical radius of 122 mm. The distances between the centers of coils were 22 mm and
the coil diameters 20 mm. The sensors were configured as first order axial gradiometers
with a baseline of 50 mm. The spectral density of the intrinsic noise of each channel was
between 5 and 7fT/
√
Hz in the frequency range above 1 Hz. The 37 channel MEG signals
were band-pass filtered between 1 and 200 Hz before sampling at a rate of 520/s.
The subjects rested in right lateral position with their head and body fixed on a vacuum
mattress to provide a stable position throughout the whole experimental session. The
sensor array was centered over the point about 1.5 cm superior to the position T3 of
the international 10-20 system for electrode placement and was positioned as near as
possible to the subject’s head, contra-lateral to the stimulated right ear. A sensor- position
indicator system determined the spatial locations of the sensors relative to the head and
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indicated if head movements occurred during the recordings. In this study, there were no
head movements sufficient to require discarding of the recorded data. In order to keep
the subjects in an alert state during the MEG session they watched a sound-less cartoon
video. This reduced also the eye movements, which could be observed from the MEG
channels located in direct vicinity of the left eye.
2.2.4 Data analysis
Signal averaging in the time domain was applied to the magnetic field data of each ex-
perimental run extracting the evoked responses from the noisy raw data. In order to
emphasize the periodic nature of the responses the epoch lengths for averaging were cho-
sen to four times the period length of 2, 38, and 40 Hz, respectively. This results in
overlapping averaging across epochs of 4 s duration for the 2 Hz response signals. Corre-
sponding epoch lengths for the SSR were 105.26 ms at 38 Hz and 100 ms at 40 Hz. The
begin of each epoch was adjusted to the zero phase of the modulation function according
to equation 2.1 in the case of SSR and to the zero phase of the modulation depth m(t)
according to equation 2.2 in case of 2 Hz responses. The evoked MEG responses to 2 Hz
tone-burst stimulation were averaged using the same procedure. In order to remove the
DC-offset, the mean across all sample points of each epoch were subtracted from averaged
response signals. The response data obtained from 500 ms tone-burst stimulation, elicit-
ing the N1 wave of the transient slow auditory evoked response were also averaged. The
epoch length was 1 s including a 300 ms pre-stimulus interval. A DC-offset correction
procedure was applied with respect to the mean obtained from data in the pre-stimulus
interval. Signal epochs were considered as artifact contaminated and were rejected from
the averaging procedure if the amplitude fluctuations exceeded a 3 pT threshold (pico
Tesla, 10-12 T). Grand averages could be calculated across subsequent runs of the same
session because no relative movements between the MEG sensor and the subject’s head
occurred.
No further filtering was applied to the response signals at 38 and 40 Hz repetition rate. In
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contrast, the signals averaged at the rate of 2 Hz underwent a twofold band-pass filtering.
The averaged data were filtered with a second order zero-phase shift Butterworth filter
within the frequency range from 1 to 24 Hz. The resulting filtered signals were referred
to as low frequency response (LFR). The same procedure was performed in a higher
frequency range of 24 to 100 Hz, the gamma-frequency band, and the resulting waveforms
were referred to as high frequency response (HFR). The band-pass filter characteristics
are shown in Fig. 2.1c. The averaged N1-response data were low-pass filtered between 1
and 30 Hz using the same filter type.
For the source analysis, a single moving equivalent current dipole (ECD) in a sphere
was fitted to the averaged time domain data in order to estimate the spatial coordinates
(x, y, z) of the underlying source. In this procedure, the origin of the head-based coor-
dinate system was set at the midpoint of the medio-lateral axis (y-axis), which joined
the center points of the entrances to the acoustic meatuses of the left and the right ear
(positive towards the left ear). The postero-anterior axis (x-axis) was oriented from the
origin to the nasion (positive towards the nasion), and the inferior-superior axis (z-axis)
was perpendicular to the x-y plane (positive towards the vertex). Seven sampling points
around the time at which the global field power, the root mean square across the 37 MEG
channels, reached a local maximum were determined. Only those corresponding source
locations were included into further analyses, which were in agreement with following
anatomical and statistical considerations: distance from the midsaggital plane greater
than 3.0 cm, and goodness of fit of the dipolar source >90%. Median values of x, y,
and z coordinates of the ECD and of the angles of the dipole orientation were calculated
across all runs for the same stimulus condition. No measurable difference in location
was expected for 38 and 40 Hz SSR. Therefore, the results for 38 and 40 Hz were com-
bined and the median of the 28 estimated sets of source coordinates was used for further
analyses. Only the first 5 ms of stimulus duration contribute to the development of the
MLR (Lane et al., 1971; Skinner and Antinoro, 1971) and the first 30 to 50 ms to the
N1 response (Onishi and Davis, 1968; Gage and Roberts, 2000). Therefore, no effect of
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tone-burst duration on the source coordinates of the transient auditory evoked response
was hypothesized, and the median values across corresponding runs were calculated.
In order to reduce the influence of the individual neuroanatomy, the source locations of
SSR, LFR and wave P1 in case of tone-burst stimulation were analyzed with respect to the
source coordinates of the N1 wave of the slow auditory evoked response, which was used
as internal cortical reference point. Therefore, the distances of the estimated coordinates
of all different responses to the N1 source locations were calculated. A t-test was applied
to the obtained results in order to reject the null hypothesis of non-distinguishable source
location at the significance level of 95%.
The median values of the source coordinates and orientations were used as a reference for
the source-space projection method, which was applied to all averaged and filtered mag-
netic field data (Ross et al., 2000). The source- space projection is a linear combination of
the measured field strength in fT at the 37 sensor positions outside the head. The results
were single time-series of the magnetic dipole moment in nAm. These were measures of
the source strength of activity in the specified brain area and were independent of sensor
positions. The source-space projection allowed the calculation of grand averages of dipole
moment time-series across different subjects and sessions. Furthermore, the source-space
projection enhanced the signal-to-noise ratio. The sensor noise, which is independent for
all channels, was reduced in the combined dipole moment signal. The method is maximally
sensitive for brain activity from sources at the selected origin and orientation. Unwanted
activity from distant sources or sources having different orientation was combined less
optimal and was therefore reduced in the dipole moment waveforms.
Fourier transform was applied to the time-series of 4 s duration of the obtained source
waveforms. Grand average spectra across all subjects were calculated using the real and
imaginary Fourier coefficients.
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2.3 Results
2.3.1 Frequency domain analysis
In frequency domain the grand average of the amplitude spectrum across all subjects
shown in Fig. 2.1c gives an overview of the responses to the complex AM stimulation.
The corresponding time-series is a periodical signal, and therefore it can be expanded
into a Fourier series. As a result, the amplitude spectrum consists of discrete peaks at
multiples of 2 Hz. Non vanishing amplitudes at intermediate frequencies denote noise
and other technical limitations. In Fig.2.1b,c the stimulus spectrum and the response
signal spectrum are shown on the same frequency scale in order to emphasize the relation
between both spectra. The stimulus spectrum contains four peaks symmetrically around
the carrier frequency of fc=250 Hz at the side- band frequencies fc-fm1=212, fc-fm2=210,
fc+fm1=288, and fc+fm2=290 Hz. In particular there are no spectral components below
200 Hz in the stimulus spectrum. In contrast, the peaks of the response spectrum appear
at lower frequencies and do not extend above 100 Hz. Spectral peaks at 38 and 40 Hz,
which were of highest amplitudes, represented the SSR to both modulation frequencies.
The amplitude of 1.6 nAm was 30% smaller than the amplitude of 40 Hz SSR to single
AM-tones, which was observed with the same group of subjects. The spectral components
of the SSR were accompanied by smaller peaks around 40 Hz and at twice the modulation
frequencies in the 80 Hz range. Spectral peaks at these frequencies are possible outcomes
of nonlinear distortions. If the combination of the 38 and 40 Hz signal were processed by
a second order nonlinear system distortion products below 100 Hz would occur at 2, 76,
78 and 80 Hz, whereas the third order distortion products would contribute with spectral
peaks at 36, 38, 40 and 42 Hz. Below 20 Hz, an assembly of spectral components at
multiples of 2 Hz formed the low frequency response to the complex AM sound. The
amplitudes of the six peaks between 2 and 12 Hz were significantly higher than the back-
ground noise. The highest peak occurs at 4 Hz. The low frequency response contributed
with 25.0% to the total power of the response, which was calculated as the sum of the
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power of all spectral peaks at multiples of 2 Hz between 2 and 100 Hz. The SSR at 38 and
40 Hz was 72.6% of the total response signal power. The third order distortion product
at 42 Hz contributed with 1.9% to the total power (0.2% at 36 Hz) and the peaks around
80 Hz with 0.3%.
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Figure 2.2: (a) Waveforms of magnetic field obtained from 37 MEG channels averaged accord-
ing to the periodicity of 38 Hz AM, ((b) 40 Hz AM. ((c) The same data set, averaged according
to the periodicity of 2 Hz stimulus fluctuation, band-pass filtered from 1 to 24 Hz (LFR), ((d)
filtered from 24 to 100 Hz (HFR). The vertical lines on the time scales of LFR and HFR refer to
zero time point as defined in Fig.2.1. The insert sketches the position of the MEG sensor above
the left temporal side of the head.
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2.3.2 Time domain analysis
Data sets of 37 channel magnetic field waveforms in response to complex AM stimulation,
which were obtained from a single subject, are presented in Fig.2.2. About three periods
of SSR that were phase locked to the 38 Hz AM of the stimulus are shown in Fig.2.2a.
Correspondingly, the SSR to the 40 Hz AM are displayed in Fig.2.2b. Time-series of the
same data, but averaged across epochs of 1 s duration related to the 2 Hz fluctuations of
the stimulus are shown in Fig.2.2c,d on an extended time-scale. After band- pass filtering
between 1 and 24 Hz the LFR was obtained from the averaged data and is illustrated
in Fig.2.2c. Alternatively, the application of a band-pass filter between 24 and 100 Hz
resulted in the HFR, which is shown in Fig.2.2d. All four plots of the magnetic field
show maxima of opposite polarity in the superior-posterior and inferior-anterior channels,
respectively. This indicates a pronounced dipolar field distribution that can be reasonably
explained by the model of single equivalent current dipole.
The time-series obtained from the source space projection procedure for the high and the
low frequency components were calculated as grand averages across all subjects and are
demonstrated in Fig.2.3. For comparison also the complex AM stimulus waveform is dis-
played in Fig.2.3a. The interference of both modulation signals results in reduction and
enlargement of the modulation depth. The periodicity of modulation depth fluctuation re-
lates to the 2 Hz difference between the modulation frequencies. The corresponding HFR,
shown in Fig.2.3d, contains two spindles of oscillations within one second of duration. The
tick marks on the x-axis are equally spaced by the period length of the 39 Hz-oscillation
and help to count 39 periods within the one second interval. This corresponds to the mean
of both modulation frequencies. Also a phase-reversal is visible during the first 100 ms
after the envelope minimum. Consequently, the HFR resembles the temporal structure
of the stimulus modulation as described in equation 2.2. Like the modulation signal the
envelope of the HFR resembles an absolute sine function. A small systematic deviation
from the approximated absolute sine envelope, which is displayed by thin lines can be
observed from Fig.2.3d. The rising slope of an oscillating spindle mostly lags behind the
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sine function, whereas the falling slope is faster and follows the sine wave immediately.
The time delay of about 50 ms, measured between the envelopes of the stimulus and the
response signal, is about twice the period duration of the modulating frequencies.
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Figure 2.3: (a) Waveforms of stimulus signal, (b) individual low frequency response signal in
source space, (c) grand averaged low frequency response (thick line) and 95% confidence interval
of grand average across subjects (thin lines). The arrows denote the variation of individual peak
latencies of source space waveforms. (d) Grand averaged high frequency response waveform.
The thin lines are approximations of the response envelope with the absolute value of sine
functions. The small ticks at the zero axis correspond to a frequency of 39 Hz. A polarity
reversal can be observed between zero crossings of the envelope.
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In contrast, the waveform of the LFR as shown in Fig.2.3b,c does not reproduce the slow
envelope fluctuations proportionally. However, it reflects the 2 Hz beating rhythm with
a periodical pattern of positive and negative deflections. In Fig.2.3b an individual LFR
time-series is displayed and in Fig.2.3c the grand average across all subjects. With thin
lines the 95% confidence limits for the grand average is shown in Fig.2.3c. A small positive
deflection significantly different from zero can be identified at the time of minimum of the
stimulus envelope. About 170 ms later, during the rising slope of the stimulus waveform a
pronounced positive wave of the LFR is observed. The latency of this peak varied between
subjects and the 80 ms range of variation is shown in Fig.2.3c. Consequently the grand
average waveform was smoothed and showed smaller peak amplitudes compared to the
individual waveform in Fig.2.3b.
2.3.3 Tone-burst stimulation
In order to allow the comparison with the LFR in Fig.2.4, the evoked response waveforms
to tone-burst stimulation are summarized. Individual magnetic field waveforms of two
maximally responding anterior and posterior MEG channels of opposite polarity are shown
in the left column of Fig.2.4. In Fig.2.2 these channels are labeled with numbers 11 and
35, respectively. The dipole-moment waveforms in the right column of Fig.2.4 are grand
averages across all subjects, which were obtained after source space projection. The
evoked response waveforms to tone-bursts of 500 ms- duration that were presented with
long ISI of 3 s in average, are shown in Fig.2.4a. From these waveforms the typical
components P1, N1, P2 and the sustained Field (SF) of the slow cortical auditory evoked
responses can be observed. The response waveforms in Fig.2.4b were obtained with tone-
burst stimuli of different duration presented at a shorter ISI of 0.5 s. At the repetition rate
of 2 Hz the N1 and P2 components were strongly reduced in amplitude whereas these were
the most pronounced peaks of the response signal when using a longer ISI. Regardless of
the stimulus duration, a common feature of all responses was a positive deflection with
peak latency of 70 ms, which was about 20 ms longer than the P1 latency.
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Figure 2.4: Individual magnetic field waveforms of two maximally responding MEG channels
of opposite polarity are shown on the left side. Solid line: posterior channel (channel 11 in
Fig.2.2), dashed line: anterior channel (35 in Fig.2.2). On the right side grand averaged dipole
moment waveforms are shown. (a) Transient slow cortical responses to 500 ms tone-bursts at
mean ISI of 3 s. The P1-N1-P2 waves and the SF are labeled correspondingly. (b) Response
waveforms to tone-bursts of 20, 50, 100 and 200 ms durations, respectively, at an ISI of 0.5 s.
The bar at the top of each diagram denotes the tone-burst duration. (c) LFR waveforms to the
AM stimulation. The 0.5 s ISI refers to the 2 Hz rhythm of the stimulus signal.
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However, at 0.5 s ISI the peak amplitude resembled that of the P1, when using a longer
ISI. In the response waveforms to stimuli of 50, 100, and 200 ms duration, respectively,
a second positive peak arose 70 ms after the tone-burst offset with smaller amplitude as
compared to the first positive peak. These peaks were marked with arrows in Fig.2.4b.
For comparison individual magnetic field waveforms of the LFR and the grand average of
corresponding dipole moment waveforms are shown in Fig.2.4c.
2.3.4 Source locations
Source analysis was applied to all elicited waveforms in response to complex AM stimu-
lation. For the LFR, the deflection with highest amplitude and positive polarity in the
anterior field maximum, occurring 170 ms after the minimum of the stimulus envelope (cf.
Fig.2.2 and Fig.2.3c), reached the criteria for acceptance of estimated ECD coordinates
for all subjects. Also the source locations of the SSR field maximum were reliable for all
subjects at 38 and 40 Hz. Stable source locations for the P1 wave were obtained from
all subjects at tone-burst stimulation with the ISI of 0.5 s as well as for the N1 wave
in response to tone-bursts that were presented with the mean ISI of 3 s. The distances
between the source coordinates of N1 (ISI=3 s), which served as a reference point, and
the source coordinates of LFR and SSR at complex AM stimulation as well as P1 at
tone-burst stimulation (ISI=0.5 s) are illustrated in Fig.2.5. The ellipses around the cal-
culated mean values denote the 95% confidence regions of the grand averages, which were
obtained from the t-tests. The equivalent source locations of SSR, LFR and P1 lay in
overlapping areas, but they are significantly separated from the N1 source location. The
confidence intervals were smallest in the anterior-posterior direction and SSR, LFR and
P1 sources were about 0.5 cm more anterior with respect to the N1 source. The distances
in medial-lateral direction were of the same order, the N1 sources were situated about
0.5 cm more lateral. No differences were found in inferior-superior direction.
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Figure 2.5: Mean distances of source locations of the LFR, SSR, and the P1 to the tone burst
with short ISI, related to the source location of individual N1 responses to tone-bursts with long
ISI. The N1 source locations determine the origin of the diagrams. The ellipses denote the 95%
confidence regions of the mean.
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2.4 Discussion
The objective of this experiment was to study the cortical responses to a multiple, am-
plitude modulated auditory stimulus. Both the stimulus envelope oscillations at 2 Hz
and at 40 Hz, respectively, were perceived as loudness fluctuation and a rough sound.
The amplitude spectrum of the evoked response signal contained considerable peaks at
multiples of 2 Hz below 12 Hz as well as around 40 Hz. It was assumed that high and low
frequency portions of the response signal were related to stimulus amplitude fluctuations
of corresponding frequencies and were consequently related to the elicited perceptions of
loudness fluctuation and roughness. Therefore, by means of high- and low-pass filtering
the response signals were divided into low- and high-frequency responses.
2.4.1 High-frequency response
Two adjacent peaks were found in the response amplitude spectrum at both modulation
frequencies of 38 and 40 Hz. Both spectral peaks of equal amplitude were 30% smaller than
the SSR to single AM stimulation. This high frequency part of the response amplitude
spectrum demonstrates the ability of the auditory system to respond in steady-state to
AM sounds with modulation frequencies in the 40 Hz range even if the stimulus envelope
is more complex than a single sinusoidal function. In this connotation our results extend
previous findings, which were obtained with single AM stimuli. Regan proposed for
single AM stimuli the model of demodulation on a nonlinear transfer function (Regan
and Regan, 1988). This suggestion was inspired by the transducer characteristic of the
inner hair cells that resembles the transfer characteristic of a rectifier. The output of this
model is a time-series of the envelope fluctuation. As a result of nonlinear distortion the
amplitude spectrum shows a number of harmonics that means oscillations at multiples of
the modulation frequency. However, subsequent neural networks behave like a low-pass
filter, and consequently, distortion terms at high frequencies are attenuated. In our case
of more complex AM stimulation, multiple distortion products of the form ipf1−qf2 with
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small integers p and q fall in the frequency region around 40 Hz. At these frequencies the
auditory cortex responds maximally with oscillatory activity. Therefore, in addition to
spectral peaks at both modulation frequencies a broad number of distortion terms were
expected in the response signal spectrum. However, only a single peak at 42 Hz was of
remarkable amplitude and represented about 3% of the spectral power in the gamma-
band. The spectral peaks of equal amplitude of the SSR at 38 and 40 Hz were 30%
smaller than the SSR to single 40 Hz AM stimulation. Similar results have been shown
by Lins and Picton (1995) for a 1000 Hz tone, modulated simultaneously with 81 and
97 Hz. They explained the effect with compressive rectification in the cochlea.
The spectral analysis shows only one possible aspect of the evoked responses. Because of
the integration over time during calculation of the response spectrum, temporal effects are
disregarded. However, cortical processing in general depends on the time course of imme-
diately preceding events. Therefore, in addition to the amplitude spectrum the observed
time- series of the evoked response were carefully taken into consideration. During the
rising slope of modulation depth the response amplitude lagged behind the forcing stimu-
lus envelope. In contrast, during the decaying slope the response amplitude followed the
stimulus envelope immediately. In frequency domain the asymmetrical response waveform
contributes with additional peaks that are multiples of 2 Hz distant from the modulation
frequencies. Consequently, the obtained time-series give evidence for lower importance of
nonlinear transfer characteristics than estimated from the response amplitude spectrum.
In previous studies it was found that the SSR amplitude varies proportionally to the
logarithm the variation of the modulation depth (Rees et al., 1986; Ross et al., 2000).
This resembles the characteristic of the AEF amplitudes dependence on the stimulus
intensity. These logarithmic characteristics are valid, however, for the static case only.
Obviously, faster fluctuations of the modulation depth are represented linearly in the SSR
amplitude. Therefore, the logarithmic characteristic of SSR amplitude vs. modulation
depth seems not to be contradictory to the almost linear relation, which was found in this
study.
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2.4.2 Group delay (apparent latency)
The envelope of the SSR was delayed by about 50 ms as compared to the time course of
the modulation depth of the stimulus signal. The key interpretation of the group delay
is that it measures the time delay that the signal envelope experiences. The group delay
that is in conjunction with SSR is often termed apparent latency (Regan, 1989) and it
is in general different from the latency of the evoked responses. A group delay of 50 ms
can be estimated from the temporal shift between stimulus and response envelope. By
our knowledge, it is the first time that the group delay was demonstrated directly from
the SSR time-series. The obtained value of 50 ms corroborates the group delay, which
was found for 40 Hz SSR in previous studies from the first derivative of the SSR phase
characteristics (Hari et al., 1989; Ross et al., 2000). The reason for a shorter apparent
latency which was found in other studies (Kuwada et al., 1986; Regan, 1989) may be
related to some uncertainty in determination of the derivative of the phase characteristic.
2.4.3 Low frequency response
The waveform of the AM stimulus, used in this study, exhibits two types of fluctuations at
the frequency of 2 Hz. First, the overall amplitude varies between the maximum and its
half value. Second, the modulation depth oscillates between zero and its maximum that
coincides in time with the overall amplitude maximum. The stimulus was perceived to
be periodically more intense during the phase of deep modulation than during the phase
of shallow modulation. Therefore, it was suggested that the stimulus was adequate to
elicit the perception of loudness fluctuation. The similar role of the stimulus parameters
modulation depth and intensity was supported by the finding that the SSR amplitude
depends in the same way on modulation depth than the AEF amplitudes on the stimulus
intensity. The amplitude increases linearly, when the intensity or the modulation depth
is increased in logarithmical steps (Rees et al., 1986; Ross et al., 2000).
Our study demonstrated that the slow rhythmic changes of the AM stimulus evoked a
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cortical activation pattern, which was characterized by waveforms similar to the slow
cortical auditory evoked responses. The corresponding frequency domain representation
showed peaks at multiples of 2 Hz up to 12 Hz with a maximum at 4 Hz. The different
peaks of the response waveform could not be assigned directly to known peaks of tran-
sient auditory evoked responses because no reference point for the latency measures was
available. In contrast to click or tone-burst stimulation with a sharply defined time point
of stimulus onset the AM stimulus fluctuated with smooth transitions between phases
of deep or shallow modulation. Furthermore, the waveform-patterns of cortical activity
evoked at similar rhythms were unknown and therefore, accompanying measurements had
to be conducted in order to show the typical auditory evoked response at the stimulus
rate of 2 Hz.
The results of these experiments showed that the N1-P2 complex represents the most
pronounced evoked activity, when the stimuli were repeated with an ISI of 3 s. In contrast,
at the ISI of 0.5 s the N1-P2 complex was almost completely diminished. This impressive
effect was even observed when the tone-burst duration was as short as 20 ms. Therefore it
was assumed that the short ISI was the relevant stimulus parameter that was responsible
for the N1-P2 suppression. In contrast the P1 peak amplitude was not reduced when
decreasing the ISI. The P1 amplitude was only slightly influenced by the stimulus duration
since the long duration tone-burst evoked only some larger P1. At the 0.5 s ISI the P1 with
a peak latency of 64± ms became the most dominant wave of the evoked response. The
relatively early P1 peak latency of 30 ms that was observed with tone-burst stimulation
of 3 s ISI is unclear. It is possible that the N1 activity of opposite polarity commenced
before the P1 reaches its peak amplitude, and from this compound waveform the peak
latency cannot be determined correctly. In summary, the results found for tone-burst
stimulation are consistent with the data reported by Onitsuka et al. (2000) who found
also reduced N1 and constant P1 amplitude when the ISI has been shortened.
In previous studies of evoked responses to AM stimulation it was suggested that the N1-P2
complex of the slow evoked response is related to SSR at low modulation frequencies be-
CHAPTER 2. RESPONSE PATTERNS TO MULTIPLE AM RHYTHMS 54
tween 2 and 5 Hz (Rees et al., 1986; Picton et al., 1987). Regarding the clear phenomenon
of suppressed N1-P2, which was observed at 2 Hz tone-burst stimulation this assumption
has to be rejected. The dependence of the P1 amplitude on ISI variation suggests that
the P1 is probably related to the LFR waveform. For tone-burst stimulation the P1 peak
latency of 64 ms was found to be stable and independent of the stimulus duration. This
latency of 64 ms is assumed to be valid for the LFR. The LFR peak amplitude occurred
170 ms after the stimulus envelope minimum. Therefore, the time point at which the LFR
is released was assumed 106 ms after the envelope minimum. At this time the modulation
depth reached 60% of its maximum. However, a relatively wide inter- individual variation
for the LFR peak was observed. Therefore, it was suggested that the LFR is released
around the midpoint of the rising slope of the stimulus envelope.
In a previous study, using 2 Hz AM stimulus, a response signal spectrum was reported
containing significant contributions at 4 Hz in addition to the fundamental frequency of
2 Hz (Rees et al., 1986). The explanation was that both the rising and the falling slope
of the stimulus envelope elicited transient responses. These two responses within one
stimulation period would result in spectral components at twice the stimulus repetition
rate. The results obtained from two subjects demonstrated the inter- individual variabil-
ity of this phenomenon. In fact, in our study the responses to tone-burst stimulation
demonstrated a clear offset response expressed by a positive peak, which followed the P1
peak with a delay equal to the stimulus duration. The time-series of the LFR shows two
successive pairs of positive and negative going deflections within a 0.5 s interval. The
pronounced peak at 4 Hz in the response amplitude spectrum is equivalent to this find-
ing. The similarity between the LFR that we observed in our study with 2 Hz variation
of modulation depth and the response which was reported from 2 Hz AM stimulation
supports the assumption that the response pattern is related to the perceived rhythm
regardless of how it has been elicited.
The grand average amplitude spectrum across all subjects demonstrated most pronounced
contribution at 4 Hz, which is the second harmonic of the stimulation rate. This finding
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is in line with a recent MEG study (Ross et al., 2000), in which it has been shown that
cortical response waveform to AM in the modulation frequency range between 10 and
20 Hz consists of complex pattern. For this modulation rate the response spectrum dis-
plays higher harmonics with greater amplitudes than this of the fundamental frequency.
In contrast, in an EEG study the spectral component at the rate of modulation was more
pronounced than the higher harmonics (Rees et al., 1986). However, most of these studies
were carried out with a small number of test subjects, and differing results may point out
to wide spread inter- individual variations. Nevertheless, it can be concluded that the
auditory cortex responds with an intrinsic pattern of activity to the slow rate stimulus
fluctuations. In this context the maximum of the response spectrum at 4 Hz might be
of further interest. Zwicker and Fastl (1999) reported that in humans the sensitivity for
loudness fluctuation is maximal at frequencies around 4 Hz. This is the typical rhythm
of word sequences of fluent speech. Therefore, we assume that the similarity of our stim-
ulation to the particular segments of speech is reflected by the 4 Hz response component
since the auditory system is especially sensitive to the speech rhythm.
2.4.4 Source locations
Pantev et al. (1996) have suggested that the N1 source is located in secondary auditory
areas, whereas the 40 Hz SSR are generated in the primary auditory cortex. In the
present study, the distances between P1, LFR, and SSR, respectively, and the sources of
N1 confirmed this results. The SSR and LFR source location are significantly separated
from the N1 sources and are found about 5 mm more anterior and about 5 mm more medial
compared to the N1-source locations. This points out that similarly to SSR the LFR may
also be generated in the primary auditory cortex. This view is in line with the results
of Kaufmann and Williamson, (1990) who reported that the 40 Hz SSR corresponding
source was located in the same region as the source of the P1 of the transient response,
indicating probable common origin.
The stimulus used in this study elicited simultaneously the perception of beat and rough
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sound, corresponding to different stimulus rhythms. The different types of the related
evoked response signals originate from overlapping or adjacent areas of primary auditory
cortex. Similar results were reported from epipial recordings of potentials from rat primary
auditory cortex (Franowicz and Barth, 1995) in which transient responses of short latencies
and SSR were found in overlapping areas.
2.5 Conclusions
The stimulus fluctuations at frequencies of 2 Hz and in the 40 Hz range of a multiple
AM sound were perceived as loudness fluctuation and a rough sound. The auditory
cortex responds continuously with different response patterns. Both modulation signals
at 38 and 40 Hz are almost linearly represented as steady-state responses. The evoked
response patterns to stimulus fluctuations at the low frequency rhythm resemble the slow
cortical auditory evoked response. However, at the stimulus frequency of 2 Hz the N1-P2
waves are suppressed almost completely. In contrast, the P1 amplitude is only slightly
affected by changes of the inter-stimulus interval and the stimulus duration, respectively.
Therefore, the P1 is the most pronounced evoked activity at 2 Hz stimulus rhythm. The
slow intensity fluctuation released P1 like activity at the midpoint of the rising slope and
with smaller amplitude during the decaying slope. Consequently, the response amplitude
spectrum showed a maximum around 4 Hz. The results of the MEG source localization
suggest overlapping sources mainly in the primary auditory cortex for both the SSR and
the P1.
Chapter 3
Frequency specificity of 40 Hz
auditory evoked steady-state
responses
3.1 Introduction
Auditory evoked responses are thought reflecting the processing of specific properties of
the auditory environment. Especially stimulus frequency specific processing was widely
investigated for the various components of the evoked responses. Frequency specificity
indicates how independent an evoked response to a single stimulus frequency is from the
response to stimuli at other frequencies and is an important measure when a frequency
specific hearing threshold is assessed using evoked potential audiometry (Stapells et al.,
1985).
In the experimental procedure observing frequency specificity the changes in the response
to a test stimulus are measured in relation to an interfering stimulus, which is presented
simultaneously or in sequential order. Using magnetoencephalography (MEG) Sams and
Salmelin (1994) explored for example the relation between changes in the amplitude of the
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N1m wave, the magnetic counterpart of the most pronounced auditory evoked potential
(AEP) around 100 ms after stimulus onset, and the width of a spectral notch in a white
noise masker, which was continuously presented centered to the stimulus frequency. The
experimental results showed a substantial reduction of the N1m amplitude only if the stop-
band slopes of the masking noise were close to the stimulus frequency. An corresponding
equivalent rectangular bandwidth of about 250 Hz was found for an 1 kHz stimulus and
600 Hz for 2 kHz. A similar sharp frequency tuning was reported before by Na¨a¨ta¨nen et. al
(1988) for the N1 amplitude of the AEP in relation to the frequency of a continuously
presented pure tone. In this case, a main effect on the N1 amplitude in response to an
1 kHz stimulus was observed only for the frequency of the intervening tone between 925
and 1250 Hz.
At first glance these observations of a sharp frequency tuning seems contrasting the wider
frequency characteristics found for the N1 amplitude by Butler (1968) and Picton et. al
(1978b). Both authors inserted three intervening tone-bursts of varying frequencies be-
tween their 1000 Hz test stimuli, which were presented every 5 s (Butler) or every 4 s
(Picton et. al) with the same intensity of 80 dBHL for the test and intervening tones.
The N1 amplitude was significantly reduced even if the frequency of the intervening tones
was two octaves above or below the test frequency. An obvious difference between these
experiments and those conducted by Sams et. al and Na¨a¨ta¨nen et. al was that in case
of the sequential order of test and intervening stimuli both stimulus types evoked an N1
response, whereas the continuously presented masker did not.
Sharply defined tuning curves were obtained for the wave V-V’ of the auditory brainstem
evoked responses (ABR) and the wave Na-Pa of the middle latency responses (MLR) using
a high-pass masking noise (Oates and Stapells, 1997a) and the method of derived response
analysis (Oates and Stapells, 1997b), respectively. Also pure-tone masking profiles of
human ABR and MLR in response to brief tone-bursts at 2000 Hz (Mackersie et al.,
1993) and 500 Hz (Wu and Stapells, 1994) exhibited a sharp frequency tuning.
The experimental results of a tonotopic organization, which is established along the basi-
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lar membrane in the cochlea, preserved along the auditory pathway, and manifested in
the auditory cortex (Romani, 1986; Pantev et al., 1988) supported the concept of auditory
processing in parallel frequency selective channels. Following this concept, multiple am-
plitude modulated (AM) sounds at modulation frequencies above 80 Hz were presented
simultaneously in order to investigate auditory steady-state responses (SSR) at different
carrier frequencies at the same time (Lins and Picton, 1995; John et al., 1998). This
technique allowed substantially reducing the investigation time, which was necessary for
obtaining objectively a frequency specific hearing threshold (John et al., 1998; John and
Picton, 2000; Perez-Abalo et al., 2001; John et al., 2002). Little interaction between the
multiple AM components causing decreased response amplitudes were reported if the car-
rier frequencies were separated by one octave or more (Lins and Picton, 1995). However,
for the interaction between two AM components with adjacent carrier frequencies around
1000 Hz decreased response amplitudes for both components were found when the dif-
ference between the carrier frequencies became smaller (John et al., 1998). The results
showed also that the response to the lower frequency component was stronger affected
than the response to the higher frequency. The case of equal carrier frequencies seems to
be an exception with higher response amplitudes compared to neighbored carrier frequen-
cies. For multiple AM of the same carrier frequency also data in the 40 Hz modulation
frequency range are available from previous experiments. Response amplitudes with 78%
of the value obtained in the single AM case were reported from an EEG study (Picton
et al., 1987) (1000 Hz carrier, 39 and 49 Hz modulation) and with 73% of the single AM
responses in a MEG experiment (Draganova et al., 2002) (fc=250 Hz, fm=38 and 40 Hz).
Continuously presented AM sounds are narrow-band stimuli and might be superior to im-
pulse like stimuli, which show a broad spectral splatter, in frequency specific applications.
Recently Herdman et al. (2002) demonstrated with the method of derived responses that
multiple SSR above 80 Hz elicited by simultaneously presented AM tones with carrier
frequencies of 0.5, 1, 2, and 4 kHz were equal frequency specific than SSR elicited by
single AM stimuli.
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However, no information are available whether and how the human auditory SSR around
40 Hz change in amplitude in the presence of a second AM stimulus at different carrier
frequencies. Therefore, the objective of this study is observing the SSR amplitudes in
response to dual component AM stimuli at a wide range of different carrier frequencies
and modulation frequencies close to 40 Hz. The results may answer the question whether
multiple auditory SSR in the 40 Hz range could be used for objective audiometry similar
to multiple SSR above 80 Hz, which are successfully used in clinical application. The
40 Hz responses may be favorably in the low frequency range where the 80 Hz SSR
showed reduced sensitivity. Furthermore, information about the frequency selectivity of
human 40 Hz SSR may contribute to the still ongoing discussion about the SSR generation
mechanisms.
3.2 Methods
3.2.1 Subjects
Six right-handed volunteers (2 female) in the ages between 24 and 34 years participated
in this study. None of them had a history of otological or neurological disorders. The
subject’s hearing thresholds were tested using pure-tone audiometry for air conduction
thresholds of no more than 10 dBHL between 250 Hz and 4 kHz. The subjects consented
their participation after written information about the nature of the study was given.
The study was approved by the Ethic Commission of the University of Mu¨nster and was
conducted in accordance with the Declaration of Helsinki. Subjects were paid for their
participation.
3.2.2 Stimulation
The stimuli were composed as the sum of two pure tones, which were sinusoidally ampli-
tude modulated at modulation frequencies of fm1=39 and fm2=41 Hz, respectively. Both
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carrier frequencies fc1 and fc2 ranged between 250 and 4000 Hz. In all cases the modula-
tion depth was set to 100%. AM sounds are appropriate sounds evoking auditory steady
state responses at the modulation frequency, which can be detected in the EEG (Kuwada
et al., 1986; Picton et al., 1987) or the MEG (Hari et al., 1989; Ross et al., 2000).
The time-series of a dual AM stimulus example with fc1=500 Hz modulated at fm1=39 Hz
and fc2=1000 Hz / fm2=41 Hz, shown in Fig.3.1a in combination with the acoustical
spectrum of this stimulus and the corresponding response spectrum, exhibits a complex
temporal structure, which is even pointed up in the enlarged view in Fig.3.1b. In contrast,
the stimulus is concisely defined by a plain amplitude spectrum, which is given in Fig.3.1c.
The spectrum contains two mostly pronounced peaks at both carrier frequencies fc1 and
fc2 and additionally two side-band frequencies for each carrier fc1 ± fm1 and fc2 ± fm2.
The corresponding response spectrum obtained from MEG recording is shown in Fig.3.1c
on the common frequency scale with the stimulus spectrum. The evoked response contains
two pronounced peaks at both modulation frequencies. The arrows indicate for the given
example that the 39 Hz response amplitude refers to the 500 Hz AM component and the
41 Hz amplitude to the 1000 Hz component of the stimulus. This method of frequency
tagging was previously successfully used to differentiate between the responses related to
the stimuli at corresponding carrier frequencies (Fujiki et al., 2002) even in the case of a
common carrier frequency (Draganova et al., 2002)
The stimuli were presented through a magnetically silent delivery system consisting of
speakers that were mounted outside the magnetically shielded room and were connected
to a silicon ear piece through 6.3 m of echo-less plastic tubing (16 mm inner diameter).
For each AM sound combination the individual hearing thresholds were determined for
both single AM components prior to the MEG measurement using the MEG auditory
stimulation equipment. Thereafter, the amplitudes of the components of the combined
stimulus were adjusted to 70 dB above both individual sensation thresholds. The stimuli
were presented monaurally to the subject s right ear in blocks of 200 s duration. Twelve
blocks with varied frequency combinations formed an experimental session of about one
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Figure 3.1: a: Time-series of a two component AM stimulus composed of the sum of a 500 Hz
tone modulated at 39 Hz and a 1000 Hz tone modulated at 41 Hz. The displayed waveform of
one second duration is the shortest common period of the 39 and 41 Hz modulation. b: A section
extracted from the stimulus time-series corresponding to the horizontal bar around 0.1 s in a
shown on an enlarged time scale exhibits the complex temporal structure of the stimulus signal.
c: Amplitude spectrum of the stimulus signal (right) and the corresponding response signal
obtained with MEG (left). The stimulus spectrum consists mainly of two groups of spectral
peaks around the carrier frequencies of 500 and 1000 Hz. The peak amplitudes at 39 or 41 Hz
above and below the carrier frequencies are 6 dB smaller than the largest peaks at the carrier
frequencies. The response spectrum shows two most pronounced peaks at 39 Hz corresponding
to the 500 Hz stimulus and at 41 Hz corresponding to the 1000 Hz stimulus.
hour duration. Two sessions with a half hour break in between were carried out on a day.
The second session was always a repeated measurement with the frequency combinations
of the first session, however, the modulation frequencies were exchanged. The order of
varied frequency combination was randomized between the two sessions and the subjects.
15 measurements were carried out with all combinations of the octave spaced frequencies
between 250 and 4000 Hz including the cases of equal carrier frequencies. Combinations
of adjacent frequencies were investigated at fc1=1000 Hz with fc2 250, 125, 62, and 31 Hz
below 1000 Hz and four variations of fc2 with the inverse frequency ratio above 1000 Hz
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(1032, 1067, 1143, and 1333 Hz). Eight frequencies around fc1=500 Hz and four frequencies
within the octave above fc1=250 Hz were selected following the same schema. For an
additional control condition single AM sounds with the five octave spaced frequencies
between 250 and 4000 Hz were investigated. In summary for each subject four sessions of
two hours duration on succeeding days were necessary to carry out the whole experiment.
3.2.3 Data acquisition
Magnetoencephalographic recordings were carried out in a magnetically shielded and
acoustically silent room using a 37-channel neuro-magnetometer (MAGNES, 4D-Neuro-
Imaging, San Diego, CA). The detection coils of this instrument are arranged in a circular
concave array with a diameter of 144 mm and a spherical radius of 122 mm with distances
between the centers of coils of 22 mm and coil diameters of 20 mm. The sensors are con-
figured as first order axial gradiometers with a baseline of 50 mm. The spectral density of
the intrinsic noise of each channel was between 5 and 7 fT/
√
Hz in the frequency range
above 1 Hz. The 37 channel MEG signals were band-pass filtered between 1 and 200 Hz
before sampling at a rate of 520 s−1. The subjects rested in right lateral position with
their head and body fixed on a vacuum mattress to provide a stable position through-
out the whole experimental session. The sensor array was centered over the point about
1.5 cm superior to the position T3 of the international 10-20 system for electrode place-
ment and was positioned as close as possible to the subject’s head, contra-lateral to the
stimulated right ear. A sensor-position indicator system determined the spatial locations
of the sensors relative to the head. In order to keep the subjects in an alert state during
the MEG session they watched a sound-less cartoon video. This reduced also the eye
movements, which could be monitored from the MEG channels located in direct vicinity
of the left eye.
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3.2.4 Data analysis
Signal averaging in the time domain was applied to the magnetic field data of each exper-
imental run of 200 s duration extracting the evoked responses from the noisy raw data.
The epoch lengths for averaging was chosen to 1.0 s, which was the shortest common
multiple of the period durations of the modulation frequencies of 39 and 41 Hz (Fig.3.1a).
Signal epochs were considered as artifact contaminated and were rejected from the av-
eraging procedure if the amplitude fluctuations exceeded a 3 pT (pico Tesla, 10−12 T)
threshold. The approximation of the amplitude and phase of a 39 and a 41 Hz sine-wave
to the averaged data resulted in estimates of the 37 magnetic field time-series at both
modulation frequencies respectively. For the source analysis, a single moving equivalent
current dipole (ECD) was fitted to the averaged time domain data in order to estimate the
spatial coordinates (x, y, z) of the underlying source. For each subject the median values
of this source coordinates and the orientations were calculated across all experimental
conditions and repeated measurements. Only those source locations were included into
this analysis, which were in agreement with following anatomical and statistical consider-
ations: distance from the midsaggital plane greater than 3.0 cm, and goodness of fit of the
dipolar source >90%. This procedure resulted in a reliable estimate of the cortical source
location and orientation of the auditory SSR, which were used as an individual reference
for the source-space projection method, which was applied to all averaged magnetic field
data. The source-space projection is a linear combination of the measured magnetic field
strength in fT at the 37 sensor positions outside the head weighted with the sensitivity
of each sensor for the magnetic field at the specified source localization. It results in a
single time-series of the magnetic dipole moment measured in nAm. This is a measure of
the source strength of activity in the specified brain area and is independent of the sensor
positions. Therefore, the source-space projection allows calculating the grand averages of
dipole moment time-series across different subjects and sessions. Furthermore, the results
of previous studies demonstrated that the source-space projection enhances the signal-to-
noise ratio (Ross et al., 2000). Especially the sensor noise, which is independent for all
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channels, was reduced in the combined dipole moment signal. The method is maximally
sensitive for brain activity from sources at the selected origin and orientation. Unwanted
activity from distant sources or sources having different orientation was combined less
optimal and was therefore reduced in the dipole moment waveforms. Sine waves with the
modulation frequencies were approximated to the source waveforms resulting in estimates
for the SSR amplitude at these frequencies. For each combination of carrier frequencies
and each subject the mean of response amplitudes at 39 and 41 Hz and repeated measure-
ments were calculated. For the group statistic the mean amplitudes were calculated for all
experimental conditions. The two-sided 95% confidence limits for this mean amplitudes
were obtained from bootstrap resampling.
3.3 Results
Auditory steady-state magnetic fields were recorded from all subjects with a signal to
noise ratio, which was sufficient for a reliable source estimation. Trough the repeated
measurements under various stimulus conditions at least 15 reliable source localizations
were available from each subject. The median across these coordinates was the indi-
vidual source estimate and used for source space projection The grand average of the
median values of the estimated source coordinates. of the six subjects was 1.95 cm in the
posterior-anterior direction (x), 4.55 cm in the medio-lateral direction (y), and 5.71 cm in
the inferior-superior direction (z). Compared to the N1m sources (x=0.64 cm, y=4.95 cm,
z=5.86 cm), which were obtained with 500 Hz tone-bursts stimulation in a control condi-
tion, the SSR sources were more anterior and more medial located. The SSR amplitudes
at all modulation frequencies were obtained for all experimental conditions after source
space projection was applied to the magnetic field data based on the estimated individual
source locations.
The amplitudes of the SSR to single AM stimuli served as a reference for the amplitudes
observed in the case of multiple AM stimuli. The individual SSR amplitudes at single AM
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Figure 3.2: SSR amplitudes in response to single AM stimuli vs. the carrier frequency. a:
Individual amplitude characteristics (thin lines) and the corresponding grand average (thick line)
The gray shaded area denotes the 95% confidence interval of the mean. b: Mean amplitude
characteristic (square symbols) fitted by a regression line in comparison to a characteristic
obtained in a previous study (triangles) (Ross et al., 2000).
stimulation are shown in Fig. 3.2a in combination with the mean across all subjects and the
95% confidence limits of the mean. The characteristics of amplitude vs. carrier frequency
show a clear decrement in the SSR amplitude with increasing carrier frequency. The
regression line (r2=0.946, F(1,3)=52.17, p=0.0055) fitted to the characteristic shown in
Fig. 3.2b has a slope of 0.50 nAm/octave, which corresponds a 30% of amplitude increment
or decrement for an octave step below or above 1000 Hz. This distinct preference for the
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low carrier frequency range was also observed in a previous study (Ross et al., 2000)
under similar experimental conditions with an other group of subjects. For comparison,
the frequency characteristic of this study was scaled to the mean SSR amplitude obtained
in the actual study and overlaid to Fig. 3.2b showing a good consistency between the
results of both studies.
The bar-graph shown in Fig. 3.3a demonstrates how the SSR amplitudes in response to
single AM stimuli at fc1 (dark gray bars) change if a second AM component at fc2 was
presented simultaneously. A significant (p<0.025, one sided bootstrap statistic) amplitude
reduction was found for fc2=0.25, 0.5, 1, and 2 kHz at fc1=0.25 and 0.5 kHz , for fc2=1 and
2 kHz at fc1=1 kHz, for fc2=1, 2, and 4 kHz at fc1=2 kHz, and for fc2=4 kHz at fc1=4 kHz.
These frequency combinations are marked with a star in Fig. 3.3a. Obviously, the effect
of the second AM component was strongest in absolute and relative measure for a low fc1.
Also an asymmetry related to fc2 can be observed from Fig. 3.3a, at 0.5, 1, and 2 kHz the
amplitude reduction is larger if fc2 is one octave above fc1 than fc2 is one octave below fc1.
In Fig. 3.3b the data from in Fig. 3.3a are rearranged in order to demonstrate the effect
of fc1 on the response to fc2. From the example of fc2=0.25 kHz and fc1=0.5 kHz it
becomes clear, that the low frequency components are at most reduced in case of a second
component with higher frequency. For example the comparison of the bar graphs in the
left column, both related to fc1=250 Hz, demonstrate the large effect of higher frequencies
on the 250 Hz response (Fig. 3.3a) in contrast to the small effect of the 250 Hz stimulus
on the high frequency responses (Fig. 3.3b).
In case of a common carrier frequency a significant amplitude reduction was found for all
frequencies. Both SSR amplitudes at 39 and 41 Hz were reduced by 19% of the single AM
response at 250 Hz, 17.4% at 500 Hz, 16% at 1 kHz, 18% at 2 kHz, and 25% at 4 kHz. At
no frequency this amplitude reduction was significantly different from the mean of 22%.
The SSR amplitudes, which were obtained with combined AM stimuli at carrier frequen-
cies separated less than one octave around 500 and 1000 Hz and above 250 Hz are shown
in Fig. 3.4. Compared to a separation of one octave ore more, in all cases the response
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Figure 3.3: Group averages of SSR amplitudes evoked with two component AM stimuli com-
pared to the amplitudes in response to singe AM stimuli. a: SSR amplitude in response to a
stimulus with carrier frequency fc1 in the presence of a second AM component with carrier fre-
quency fc2 (light gray) and SSR amplitude in response to a single AM stimulus at fc1 (dark gray)
for fc1=250 Hz to 4000 Hz. The error-bars show the 95% confidence limits of the mean. The
stars denote significant amplitude reduction at fc1 in presence of fc2 compared with responses
to single AM stimuli. b: Rearranged data from a, SSR in response to an AM stimulus with the
carrier fc2 in presence of a second component at fc1 in comparison to the responses to single AM
stimuli at fc2.
amplitudes were smaller if the frequency difference was smaller than one octave. However,
the amplitudes did not decrease monotonously if both carrier frequencies were in close
vicinity. The monotonous branches of the characteristic were approximated by smooth
exponentials functions of the form W (ω) = asingle(1 − c1 exp(−c2ω2)) with the single
AM amplitude asingle, the normalized frequency on a logarithmic scale ω = log(f/fc1),
and two parameters c1 and c2. Because of the observed frequency asymmetry different
values for the parameter c2 were used above and below fc1. The approximated exponential
functions are shown in Fig. 3.5 on a normalized frequency scale fc2/fc1 and an amplitude
scale normalized to the single AM amplitudes. The resulting tuning curves are narrow-
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Figure 3.4: Group averages of SSR amplitudes corresponding to the carrier frequency fc1 (250,
500, and 1000 Hz) of a two component AM stimulus in relation to the carrier frequency fc2
of the second component. The horizontal lines denote the SSR amplitude in case of a single
AM stimulus at fc1. The error-bars show the standard error of the mean. The thin lines are
approximation of the characteristics by smooth exponential functions excluding the fc2 in direct
vicinity of fc1.
est for high fc1 and widest for the lowest fc1=250 Hz. Also the broader extension of the
tuning curves above fc1 compared to the lower frequency branches became obvious. The
frequencies, at which the amplitude decrements reached half its maximum values were
measured as 1077 Hz (4.31 fc1) at fc1=250 Hz, 320 and 1570 Hz (0.64 and 3.14 times fc1)
at 500 Hz, and 780 and 2060 Hz (0.78 and 2.06 times fc1) at 1000 Hz.
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Figure 3.5: Smooth approximations to the characteristics shown in 3.4 normalized to the
response amplitude in case of a single AM stimulus. The characteristics show the deviation of
the SSR amplitude in response to an AM stimulus at fc1 from its amplitude in the single AM
condition in the presence of a second AM stimulus with the carrier fc2.
The suppression of the SSR amplitude in response to an AM sound with fc1=250 Hz
in presence of a non-modulated pure tone with fc2 between 250 and 4000 Hz is shown
in Fig. 3.6. If the pure tone frequency fc2 was equal to the AM carrier frequency fc1,
effectively the carrier amplitude increased. Thus, these stimuli came up to an AM sound
with a modulation depth, which was reduced by 6 dB. The corresponding SSR amplitude
was reduced to 81.7% compared to the single AM response. This amplitude reduction
was in line with about 20% suppression, which was expected from the characteristic of
SSR amplitude vs. modulation depth (Ross et al., 2000). If the pure tone frequency fc2
was close to the AM carrier frequency fc1, the SSR amplitude was suppressed to about
one third of the single AM response. With increasing distance between the pure tone
frequency and the AM sound the SSR amplitude recovered, reaching the value of the
single AM response at 2 kHz, which is three octaves above fc1.
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Figure 3.6: Deviation of the SSR amplitude at fc1 in case of a simultaneously presented pure
tone with the frequency fc2 (thick lines) in comparison with the characteristics obtained in the
cases of a second AM stimulus (thin lines).
3.4 Discussion
For this MEG study no structural magnetic resonance images were available. Therefore,
a comparison of the magnetic source localization results with individual anatomical struc-
tures was not feasible. However, from the more anterior and more medial located SSR
sources compared to N1 responses, which is most likely generated from sources in lateral
parts of Heschl’s gyrus and the planum temporale (Godey et al., 2001), the SSR sources
were assumed along Heschl’s gyrus. This result is consistent with previous observations
under the same experimental conditions (Ross et al., 2002; Draganova et al., 2002; En-
gelien et al., 2000). Thus, the magnetically recorded SSR presented in this study are
assumed originating mainly from the primary auditory cortex.
The experimental results showed a strong interaction between auditory SSRs in the 40 Hz
range when two AM sounds were presented simultaneously. The interaction was visu-
alized as a frequency characteristic of suppression of the SSR amplitude evoked by one
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AM stimulus in the presence of a second stimulus. The frequency characteristics showed
deepest amplitude suppression and widest extension on a relative frequency scale for SSR
evoked by a low carrier frequency (250 Hz) AM sound. Furthermore, the frequency char-
acteristics were asymmetrical. The intervening stimuli with frequencies several octaves
above the test frequency fc1 suppressed the SSR amplitude clearly, whereas below fc1 only
frequencies close to fc1 had an effect on the SSR amplitude. Furthermore, the response
to a low frequency stimulus was stronger suppressed by a second stimulus than a high
frequency SSR. The larger effect on SSR in response to low carrier frequency AM stimuli
corresponded to generally larger SSR amplitudes for low frequency stimuli, even in the
case of a single AM sound. These results seems to contrast several observations about
auditory evoked responses and the question about the underlying mechanisms arises. Pos-
sible explanations could be find in peripheral cochlear mechanisms as well as in central
neural interactions. More likely both mechanisms are involved and the effects are super-
imposed in the observed evoked responses.
Since the 40 Hz SSR were firstly reported in the auditory system (Galambos et al., 1981)
they were discussed in close relation to the auditory MLR responses. Repeated superim-
position of MLR is a well established model for the generation of auditory SSR. However,
a clearly enhanced MLR amplitude for low frequency stimuli was never described. When
comparing the responses to brief 500 and 2000 Hz tone-bursts no significant differences
in MLR amplitudes were found (Oates and Stapells, 1997a). In contrast in the present
study the SSR amplitude at 500 Hz was found twice as large as the 2000 Hz SSR. This
preference for low carrier frequencies was already found in a previous study (Ross et al.,
2000). Similarly, an amplitude reduction by the factor of two was reported by Pantev
et. al (1996) when the stimulus frequency increased from 1000 to 4000 Hz. However, no
amplitude differences were found for frequencies between 250 and 1000 Hz in their study,
in which brief tone-burst stimuli were used instead of AM sounds. Furthermore, instead
of an enhanced amplitude a lower SSR amplitude was found at 500 Hz carrier frequency
compared to 1000 Hz when the modulation frequencies were above 80 Hz (John et al.,
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2002). The effect of low carrier frequency demonstrated in this study is strongly pro-
nounced and it seems unlikely that a similar effect if also valid for the MLR was simply
overseen in previous experiments.
From studies about the frequency specificity of the N1 response we learned to consider
cautiously the different experimental conditions, on which the results were based. So,
controversial results were obtained for the frequency specificity of the N1 wave in previous
studies. Sharply defined frequency specificity were found when pure tone (Naatanen et al.,
1988) or notched noise (Sams and Salmelin, 1994) maskers were added continuously to the
N1 eliciting tone-burst stimulus. However, a wide spread interaction was reported when
the stimuli and masker were sequentially presented tone-bursts (Butler, 1968; Picton
et al., 1978b). Obviously, both types of experiments described different effects. The
continuously presented masker did not elicit an onset related N1 response. More likely,
the masker interacted with the stimulus sound in the auditory periphery and it seems that
the N1 response mainly reflected the frequency characteristics of the peripheral auditory
system. When the test and masker sounds were presented as sequentially ordered tone-
bursts the onset of both stimuli evoked N1 responses, which are well separated in time.
Nevertheless, an effect of the masker on the response amplitude to the following stimulus
can be observed because of the long refractory time of the N1 response. Only in this case,
wide spread interactions between stimulus and masker frequencies were reported and it
seems likely, that these interactions are related to the N1 generating neural network.
Thus, when two AM sounds with different modulation frequencies were presented simul-
taneously the two evoked SSR may interact and cause suppression of the response ampli-
tudes. If this is true, the amplitude decrement should be large if the second sound was
amplitude modulated and a non-modulated sound, which does not evoke a SSR should
have only little effect on the SSR amplitude. The experimental results showed that this
is not the case. The effect on the SSR amplitude was similar when the second sound was
a pure tone or even a high-pass masking noise (Mauer and Do¨ring, 1999).
When using tonal or high-pass noise masker similar sharply tuned frequency character-
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istics were found for a wide range of auditory evoked responses. Thus, the frequency
characteristics of the V-V’ ABR wave were identical to those found for the Na-Pa wave of
the MLR. Even the N1 response of much longer latency showed a sharply tuned frequency
characteristic. For SSR above 80 Hz it was confirmed that the sharply tuned characteristic
is preserved in the case of multiple AM stimuli (Herdman et al., 2002). Common to the
wide range of different evoked responses it seems that the observed frequency character-
istics mainly reflect the properties of the auditory periphery. However, it is unlikely that
the peripheral processing of multiple AM in the 40 Hz range is different from multiple
AM above 80 Hz. Especially there is no reason to assume a wider spread interaction of
the AM components in the periphery for 40 Hz modulated sounds compared to higher
modulation frequencies.
The interaction observed in the present study was much wider spread in frequency domain
than expected from an interaction of the pure tone and the AM sound on the basilar
membrane. The effect of masking noise on the 40 Hz SSR amplitudes was investigated in
previous studies. Because of high variability of the SSR amplitudes the high-pass masking
profiles reported by Griffiths et. al (1991) were not significantly different from peripheral
tuning curves. However, a tendency toward a broader frequency characteristic at 250 Hz
carrier frequency and in general smaller SSR amplitudes at higher frequencies became
evident. More pronounced frequency characteristics were obtained by Mauer and Do¨ring
(1999), who observed the SSR evoked by a 40 Hz modulated 240 Hz tone as a function of
the lower cut-off frequency of a continuously added high-pass or band-pass noise masker.
The SSR amplitudes was reduced to 28% of the single AM amplitude, 35% at one, 47%
at two, 68% at three, and 92% at four octaves above the 240 Hz carrier frequency. The
described characteristic is fits exactly to that obtained in this study with dual AM stimuli
for the 250 Hz/40 Hz SSR amplitude.
Obviously, a common carrier frequency for both AM sounds constitutes a special case
of the dual AM stimulation. The obtained SSRs for this case were in detail described
by Draganova et. al (2002). They demonstrated an almost linear representation of the
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complex stimulus envelope waveform in the evoked activity from the primary auditory
cortex including a low frequency component related to the interfering beat between the
39 and 41 Hz modulation frequency. Also in this case both single stimulus components
were set to equal intensity of 70 dBSL, which resulted in a 6 dB larger intensity compared
to the single AM stimulation. Assuming a linear dependency of the SSR on the intensity
in dB the SSR amplitude should increase by 8.5% when the intensity increases from
70 to 76 dB. The SSR amplitudes at common carrier were each 78% of the single AM
amplitudes. The combined signal power of both responses was about 10% larger than the
signal power of a single response. Very similar results were obtained from an EEG study
(Picton et al., 1987) with 1000 Hz carrier and 39 and 49 Hz modulation frequencies. It
seems reasonable to describe the amplitude effect in the common carrier case as ”spread
of response onto two spectral components” instead of ”amplitude suppression” even both
SSR amplitudes were reduced by roughly 25% compared to single AM stimulation.
An asymmetrical frequency characteristic of amplitude suppression in a dual AM exper-
iment was reported by John et al. (1998) at modulation frequencies of 80 and 97 Hz.
However, a significant amplitude reduction to the 1000 Hz test stimulus was only ob-
served if the masker frequency was below 1500 Hz and above 900 Hz. Thus, at the higher
modulation frequency the interaction between the pair of AM sounds is restricted to a
narrower frequency band of roughly half the extend than at 40 Hz modulation frequency.
Similar asymmetrical frequency characteristic of interaction between AM stimuli or two
tone stimuli and a second modulated or pure tone were reported by Dolphin (1992; 1994;
1997) from anesthetized Mongolian gerbils for a wide range of modulation frequencies from
50 to 500 Hz. In these experiments also similar frequency characteristic were found when
the interfering stimulus was either a modulated sound or a pure tone. Possible explanation
were given by multiple interaction between spectral stimulus components is both stimuli
were closely spaced or in general a distortion of the periodic envelope of the AM stimulus
in the presence of a second tonal stimulus. However, is is questionable whether this animal
model is valid for human 40 Hz SSR, which are known to be suppressed by anesthesia.
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In summary, the effect of amplitude suppression of the 40 Hz SSR amplitude in presence
of a masker sound, which is shifted in frequency from the AM carrier frequency is different
from the effect on SSR above 80 Hz. Also the obtained frequency characteristics were
different from those expected from the known frequency characteristics of MLR and ABR.
The enhanced low frequency SSR amplitude and the stronger interaction between multiple
AM stimuli at low frequencies cannot be explained with the characteristics of the auditory
periphery. Furthermore, an interaction between the SSRs was excluded because pure tone
and high-pass noise showed similar suppression effects than a second AM tone. Thus, it
seems reasonable to assume at least as an additional effect an interaction of the stimuli
in more centrally neuronal structures.
An interaction between probe and masker sound is possible at any level of the ascending
auditory pathway, at which phase locking between neural activity and the stimulus is
preserved. In general, the phase locking degrades at higher levels. Recently, Krishnan
(2002) recorded in humans frequency following responses (FFR), which is stimulus phase
locked activity, to steady-state English vowels. Significant responses corresponding to
the second formants (F2) with frequencies between 840 and 1098 Hz were demonstrated.
These FFR were interpreted as evidence that neural encoding based on phase locking is
preserved at higher levels, most likely the lateral lemniscus and the inferior colliculus. If
the spectral components of the auditory signal are represented in a phase locked manner
in neural activity of brainstem and midbrain structures then also the temporal structure
of the sound is preserved there. This might be of high importance for speech processing.
The classical model for auditory SSR to AM sounds or envelope following responses in
general is the demodulation through the nonlinearity of hair cells (Regan, 1989) and enve-
lope extraction after low pass filtering of the demodulated signal. However, if the spectral
composition of an AM sound especially at low carrier frequencies is preserved in the brain-
stem and midbrain it is not reasonable to assume the demodulation at the cochlear level
as the only generation mechanism for the envelope signal. For low frequency AM sounds
interaction between the spectral components, which result in activity pattern following
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the sound envelope, in more central structures have to be considered. These additional
activity pattern may explain the enhanced SSR amplitudes at low carrier frequencies.
Further investigations are necessary to explain why the interaction with a second sound
extends over a wide frequency range. A possible mechanism is the active suppression of
neighbored frequency components for contrast enhancement. A similar active mechanism
is known in the cochlear as two tone suppression. The two tone suppression could explain
largely the interaction of closely spaced AM sounds with modulation frequencies in the
80 to 100 Hz range (John et al., 1998).
3.5 Conclusions
The enhanced SSR amplitude at low carrier frequencies of the AM stimulus and the
amplitude suppression in presence of an interfering sound over a wide frequency range
are in contrast to the frequency specificity observed for auditory evoked responses in the
wide range from ABR over MLR to the N1 response. The observed characteristics are
also different from auditory SSR above 80 Hz. A possible explanation are demodulation
and SSR generation in the central auditory system in addition to the demodulation at
cochlear level. Gathering more knowledge about these phenomena will make the auditory
SSR to an important tool for studying the processing of complex sound in the central
auditory system.
Chapter 4
SSR elicited by the binaural
interaction of two dichotic presented
pure tones
4.1 Introduction
Two tones of slightly different frequencies, which are presented separately to the right
and left ear, respectively, produce the perception of a beating sound corresponding to the
difference frequency. If the two tones are less than 2 Hz different in frequency, the listener
hears a phantom source that moves periodically from one side to the other and back
(Oster, 1973). With higher frequency difference this lateralization association fuses to a
unified percept. The listeners report a loudness fluctuation having a diffuse intra-cranial
location (Lane, 1925). Two tones with about 40 Hz frequency difference are perceived as
a rough sound. This study was conducted in order to investigate whether the beat of two
dichotic presented pure tones elicit a 40 Hz-SSR.
In a real-life situation we listen to complex sounds like speech and music simultaneously
with both ears. Listening to discrete sound sources in space with both ears is called
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binaural hearing. Both ears receive the sound from a single source with small differences
in time and intensity. These inter-aural time differences (ITD) and inter-aural intensity
differences (IID) are used to localize the sound source in space. On the first station
along the auditory pathway the different acoustical signals are transduced and separately
processed by the peripheral structures in the left and the right ear. Except the dorsal
cochlear nucleus and ventral cochlear nucleus all other structures along the auditory
pathway receive bilateral inputs. The crossing between the left and the right nuclei
in the auditory system starts in the superior olivary complex (Levine and Davis, 1990;
1991), getting over the lateral lemniscus and the inferior colliculus (McPherson and Starr,
1991). The interaction of sound from both ears is an important model for studying the
mechanisms of central auditory processing. Jeffress (Jeffress, 1948) developed the model
of a neural network using delay lines and coincidence detectors for sound localization.
His model of binaural processing was one of the most stimulating works in this field of
research.
The measurement of the binaural interaction component (BIC) of AEP, introduced by
Dobie et al. (1979) is an often applied approach getting an assessment of the binaural
processes. The BIC is obtained by subtracting the sum of both responses to monaural
stimuli to the left and right ears from the binaural response. Any significant deviation of
this component from zero was considered as a product of a non-linear interaction between
the left and the right auditory pathways. Several EEG studies in human demonstrated
that the BIC can be registered first between 5 and 8 ms after stimulus onset at the latency
range of ABR waves IV to VI (McPherson and Starr, 1993; Ito et al., 1988; Polyakov and
Pratt, 1994).
The ABR wave V (5-8 ms), middle latency components (MLC) between 20 ms and 40 ms
and long latency AEP (90–200 ms) showed reduced amplitudes for a binaural stimulation
compared to the accumulated responses of both sides for monaural stimulation (McPher-
son et al., 1989; McPherson and Starr, 1993). However, these EEG studies recording
the AEP from the vertex were not able, to give evidences for a hemispherical asymme-
CHAPTER 4. SSR TO TWO TONE BINAURAL INTERACTION 80
try. Therefore, the responses reflect the processes of common activation in both auditory
pathways. Alternative methods were also used analyzing the hemispheric differences and
binaural interactions in processing of speech and other sounds.
Magnetoencephalography (MEG) studies of Reite et al., (Reite et al., 1981), Ma¨kela¨ et al.
(1993) and Pantev et al. (1998) demonstrated contralateral dominance of the auditory
evoked cortical responses. However, in these studies it was not possible to find out which
part of the response derives from which particular ear. The EEG studies of Picton et al.
(1998) Lins et al. (1995), and John et al. (1998) demonstrated techniques for simulta-
neously representation of multiple amplitude modulated stimuli to both ears. They used
this approach as a tool in objective audiometry. In a MEG study, Fujiki et al. (2002)
used a similar stimulation for investigation of the contribution of each ear. They used
a pair of amplitude modulated tones with different modulation frequencies, which were
presented simultaneously to both ears. In this case, the responses were marked by the
modulation frequencies and were traced along the auditory pathway from the cochlear of
each ear to the auditory cortices. A main finding was that the responses for binaural stim-
ulation in the right hemisphere were symmetrically suppressed compared with monaural
stimulation. In contrast, the responses to binaural stimuli in the left hemisphere were
suppressed considerably more for ipsilateral than contralateral stimuli. Further evidence
for hemispheric differences using modulated stimuli was given by Pardo et al.(1999) re-
porting that fast amplitude modulations in the middle of a pure tone produced stronger
responses in the right than in the left hemisphere. The investigation of the hemispherical
asymmetry and inter-aural interaction seems to be an important tool for interpretation
of the processing of speech and music by the auditory system.
The aim of the present study was to compare the responses to two different pure tones
presented to both ears separately (dichotic) or combined (binaural) to both ears.
In the first experiment, the cortical response at the beat frequency, was recorded in the
dichotic stimulus condition. Physically, the beats are described as a result of superim-
position of two sinusoidal tones with small frequency difference between both tones. In
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psychoacoustics, a definition of beat phenomenon was given by Rutschmann and Rubin-
stein (1965). They formulated the binaural beat as a class of perceptions produced by
presenting two pure tones, one tone to right ear and the other tone to the left ear. In
an experimental control condition both tones were added, and the sum was presented to
both ears simultaneously in a binaural stimulus condition.
By using dichotic pure tone stimulation any peripheral interaction between both tones
can be excluded. Our hypothesis was, that a SSR to the interference of both pure tones
results from binaural interaction. The response should be generated on a higher level of
the central auditory pathway most probable in mid-brain structures or even the primary
auditory cortex. Auditory steady-state responses to dichotic presented pure tones were
never reported before.
4.2 Methods
4.2.1 Subjects
Ten right-handed subjects (2 female) aged between 28 and 45 years participated in this
study. None of them had a history of otological or neurological disorders. Normal au-
diological status, which was defined as air conduction threshold of not more than 10 dB
hearing level between 250 Hz and 4 kHz, was verified by pure tone audiometry. Informed
consent was obtained from all subjects after explaining the aim of the study, which was
approved by the Ethics Committee of Baycrest Center for Geriatric Care at which the
experimental work was carried out in accordance with the declaration of Helsinki.
4.2.2 Stimulation
The stimuli in the first experimental condition were two pure tones with frequencies of
500 and 540 Hz, respectively, which formed tone-bursts of 1.0 s duration. Thus, the
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difference between both tone frequencies was 40 Hz. Both tone-bursts were presented
simultaneously to the right and the left ear in the dichotic stimulus condition. A stimulus
sequence consisted of 256 stimuli with an 1.0 sec inter-stimulus interval and 1.0 s tone-
burst duration. In a second condition, tone bursts of 500 and 540 Hz were added and
the sum was delivered simultaneously to both ears. The time course of such tone pairs
showed an envelope similar to 100% amplitude modulated tones, Fig. 4.1.
An AM tone with a carrier frequency of fc=500 Hz and a modulation frequency of
fm=40 Hz, which is represented in the frequency domain with three spectral peaks at
fc, fc-fm, and fc+fm, is shown in Fig. 4.1. In contrast, the spectrum of the sum of two
pure tones, f1=500 Hz and f2=540 Hz, contains only two peaks at the composing fre-
quencies. The difference between both tones results in a 40 Hz beating as demonstrated
in Fig. 4.1. The time-course of both stimuli show periodical amplitude fluctuations at
40 Hz. In case of the AM stimulus the envelope is a sinusoidal. The modulation resulting
from interference in the tone pair follows an absolute sine function. A further difference
is the carrier phase reversal seen in the tone pairs at the envelope minima, which is not
present in the AM signal. Both stimuli are known to evoke 40 Hz SSR.
For each experimental condition 6 runs of 512 s MEG recording (256 times 2 s, approx.
8.5 min) were performed in a single session. The binaural and dichotic stimulus condition
were investigated in two successive sessions. The stimuli were presented at an intensity
of 60 dBSL, in order to avoid cross-conduction through the skull. The acoustical stimuli
were delivered to silicon ear-pieces placed in the left and the right ear-canal using a non-
magnetic and echo-free acoustic delivery system. It was ensured that the sounds were
heard at same loudness.
4.2.3 Data acquisition
The MEG recordings were performed in a magnetically shielded room in the MEG lab-
oratory of the Rotman Research Institute in Toronto using a 151-channel whole-head
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Figure 4.1: Top: Time series (left) and frequency spectrum (right) of an AM tone with carrier
frequency fc=500 Hz and modulation frequency fm=40 Hz. Bottom: Time series (left) and
spectrum (right) of the superimposition of two sinusoidal tones with frequencies f1=500 and
f2=540 Hz. The difference between these tones results in a beating frequency of f1-f2=40 Hz.
neuro-magnetometer system (CTF System Inc.). The centers of detection coils of this
neuro-magnetometer were spaced 31 mm apart in a helmet shaped array. The sensors
were configured as first-order gradiometers with a baseline of 50 mm. The spectral den-
sity of intrinsic noise of each channel was below 10 fT/
√
Hz in the frequency range above
1 Hz.
The subjects were seated in upright position as comfortable as possible ensuring that the
subject did not move during the measurement. The subjects head position was checked
with localization coils fixed at the nasion and the entrances of both ear canals at the
beginning and end of each recording run. Subjects were instructed not to move and to
stay in a relaxed waking state during the measurement. Alertness and compliance was
verified by video monitor. To control for confounding changes in attention and vigilance,
subjects watched a self-selected soundless movie.
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4.2.4 Data analysis
The magnetic field data were recorded continuously for a total duration of 96 min. and
stored for further analysis. The signals were low-pass filtered at 100 Hz and sampled at
a rate of 312.5 per sec.
Time domain averaging across epochs of 1400 ms duration including 200 ms pre and
post stimulus intervals was carried out in relation to the 1 s stimulus tone-burst. Epochs
contaminated by muscle and eye blink artifacts with amplitude variation more than 3 pT
in any channel were automatically rejected from the averaging procedure.
The analysis of the data was concentrated on the steady-state responses (SSR) and tran-
sient N1m components. A demodulation procedure was applied to the averaged magnetic
field data in order to extract the 40 Hz SSR. To estimate the contribution of a 40 Hz
component to the magnetic field, the signal measured by each sensor was decomposed
according to the frequency f=40 Hz into it’s real and imaginary part. The amplitude A
and zero phase ϕ0 of the demodulated signal was calculated.
The averaged data were bandpass filtered between 0 and 30 Hz for further analysis of
the transient N1m-wave response. Source analysis based on the model of a single spatio-
temporal equivalent current dipole (ECD)in a spherical volume conductor for both hemi-
spheres was applied to each response component. The two ECDs in both hemispheres,
defined by their moment, orientation and spatial coordinates were approximated simulta-
neously to the magnetic field distribution.
The location of the ECD was estimated in a head-based Cartesian coordinate system. The
origin of this coordinate system was set at the midpoint of the medio-lateral axis (y-axis),
which joined the center points of the entrances to the ear canals of the left and the right
ear (positive toward the left ear). The postero-anterior axis (x-axis) was oriented from the
origin to the nasion (positive toward the nasion), and the inferior-superior axis (z-axis)
was perpendicular to the x-y plane (positive toward the vertex). Eight sampling points
around the local maximum of the global field power, calculated as the root mean square
CHAPTER 4. SSR TO TWO TONE BINAURAL INTERACTION 85
across all MEG channels, were determined. Only those corresponding source locations
were included into further analysis, which were in agreement with following anatomical
and statistical considerations: anterior-posterior value (x) within ±3 cm, medial-lateral
value (y - distance from the mid-saggital plane) greater than 2.5 cm, and goodness of fit
of the dipolar source >85%. Median values of x, y, and z (inferior-superior) coordinates
of the ECDs and of the angles of the dipole orientation were calculated across all runs for
the same stimulus condition.
The median values of the source coordinates and orientations were used as a reference for
the source-space projection method, which was applied to all averaged and filtered mag-
netic field data (Ross et al., 2000) as described in chapter 2. The source-space projection
is a linear combination of the measured field strength in fT at the 151 sensor positions
outside the head. The results were two single time-series of the magnetic dipole moment
in nAm for the left and right hemisphere. The amplitude of these time series are measures
of the source strength of activity in the specified brain area and are independent of sensor
positions. The source-space projection allows of calculating the grand averages of dipole
moment time-series across different subjects and sessions. Furthermore, the source-space
projection enhances the signal-to-noise ratio. The sensor noise, which is independent for
all channels, is reduced in the dipole moment signal. The method is maximally sensitive
for brain activity from sources at the selected origin and orientation. Unwanted activity
from distant sources or sources having different orientation is combined less optimal and
is therefore reduced in the dipole moment waveforms.
The dipole moment waveforms for the SSR were obtained after applying the source-space
projection method to the band-pass filtered (30-50 Hz) and averaged data. The source
strength signal was demodulated for a frequency component of f=40 Hz. The determined
amplitude was used as an estimate of the 40 Hz SSR amplitude. The grand averaged
response amplitudes across all subjects were compared between both hemispheres, in
both stimulus conditions, by paired, two-tailed t-test.
In order to reduce the influence of the inter-individual neuro-anatomical variations, the
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source locations of the SSR in both stimulus conditions were analyzed with respect to
the source coordinates for the N1m wave of the slow auditory evoked response, which
was used as an internal cortical reference point. Therefore, the distances of the estimated
coordinates of all different responses to the N1m source locations were calculated. A
t-test was applied to the obtained results in order to reject the null hypothesis of non-
distinguishable source locations at the significance level of 95%.
A 10 Hz high-pass filter was applied on the averaged data previous to the spectral analysis
of the SSR in order to exclude the contribution of the low frequency transient responses.
Furthermore, for each subject a Fourier transform (FT) was applied to the source wave-
forms in the interval from 0.1 to 1.1 s, using 100 ms cosine profiles at begin and end.
The grand average of the spectra across all subjects was calculated for both hemispheres.
The spectral amplitudes were calculated using the real and imaginary Fourier coefficients.
The level of the background noise in the spectrum was estimated, comparing the power
of the SSR bin to the mean power in adjacent bins within the range of ±4 Hz, (Lins and
Picton, 1995). A 95% confidence limit for the amplitudes was estimated, using one-tailed
Student t-statistics. SSR was considered to be present if its spectral amplitude was above
the confidence limit.
4.3 Results
4.3.1 Magnetic field distribution
Fig. 4.2 illustrates the distribution of the 150 channels averaged magnetic field data of
the SSR, recorded from a single subject.
The data were band-pass filtered between 30 and 50 Hz. The time interval of 100 ms
contains 4 periods of the 40 Hz response. Over each hemispheres, a dipolar structure of
the 40 Hz SSR was observed. In the upper graphs of the figure two maximally responded
channels in the left and right hemisphere (MLF34 and MRT22) were plotted. In this
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Figure 4.2: Plane projection of an individual distribution of the magnetic field waveforms
from the 150 MEG channels which were recorded under the dichotic stimulus condition. The
magnetic field data were averaged and band-pass filtered between 30 and 50 Hz. Two maximally
responded channels in the left (MLF34) and in the right hemisphere (MRT22) were plotted in
the upper graphs.
example the magnetic field amplitudes over the right hemisphere were more pronounced
than over the left hemisphere.
The head-contour graphs in the upper part (left) of the Fig. 4.3 illustrate the field dis-
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Figure 4.3: Magnetic field contour maps of the SSR (top), obtained from a single subject under
the dichotic stimulus condition (left) and the binaural stimulus condition (right) The contour
maps demonstrate dipolar field distributions in the left and right hemisphere. The time-series
plots (bottom) illustrate an overlay of the magnetic field waveforms obtained from all channels.
The contour maps correspond to the markers set at two adjacent response maxima.
tribution evoked by the dipoles associated with the 40 Hz oscillation in the dichotic
stimulus condition. A clear dipolar distribution above both hemispheres can be seen for
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the marked latencies at the activity maxima. The marked adjacent maxima were with
different polarity, which corresponded to the reversal of the dipole orientations.
A dominance of the field strength above the right compared to the left hemisphere can
be seen. Furthermore, in the binaural stimulus condition the SSR amplitude was about 4
times larger than in the dichotic one. In the same figure on the right, the magnetic-field
contour graphs of the 40 Hz SSR measured for the binaural stimulus condition are shown
on the same scale.
4.3.2 Source analysis of the SSR and N1
Magnetic source analysis was successfully performed in all subjects for the SSR and the
N1m transient response under both stimulus conditions.
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Figure 4.4: Mean distances of source locations of the 40 Hz SSR to binaural and dichotic
stimulus condition, related to the source location of individual N1m response. The ellipses
denote the 95% confidence region of the mean. The left graph represents the source locations
in the left hemisphere and the right plot illustrates, respectively, source locations in the right
hemisphere.
The differences between the spatial coordinates of the ECDs for the SSR in dichotic and
binaural stimulus condition are illustrated in Fig. 4.4 with respect to the N1m source
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coordinates. A confidence interval of 95% was calculated for assessment of significant
differences between sources.
Figure 4.5: Individual source localization of N1m-wave response (circle), SSR to dichotic
(square) and SSR to binaural stimulation (triangle), for one subject, associated with an MRI of
a representative subject.
The sources of the 40 Hz SSR in both hemispheres were more anterior, medial and in-
ferior compared to the N1m source. In the left hemisphere the large confidence ellipses
demonstrate larger uncertainty of the source coordinates. A significant distance from
N1m source can be seen in medial-lateral direction. In the right hemisphere the sources
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of 40 Hz SSR were significant separated from the N1m source. The SSR sources were
significant situated about 0.5 cm more anterior, 0.5 cm more medial and about 1 cm
more inferior compared to the N1m source. Significant distance was found between SSR
sources for both stimulus conditions. In left hemisphere, the SSR to binaural stimulation
was significantly located about 0.5 cm (p ≤ 0.05) more medial compared to SSR to di-
chotic stimulation. In contrast a significant shift in superior direction with about 0.5 cm
of SSR source to binaural stimulation was found for the right hemisphere, compared to
the SSR source to dichotic stimulation.
The SSR sources (Fig. 4.4) in both stimulus conditions were found to be located about
0.5 cm (p ≤ 0.01) more anterior in the right hemisphere compared to the left. The
N1m sources in some subjects showed also a tendency to be more anterior in the right
hemisphere, but no significant difference between location at right and left hemisphere
was observed.
Fig. 4.5 shows the source locations of the 40 Hz SSR and N1m component projected to an
individual magnetic resonance image (MRI). The same symbols were used as in Fig. 4.4
for the sources coordinates. The SSR were located at the primary auditory cortex and
the N1m was located in the secondary auditory cortex on the planum temporale.
4.3.3 Time domain analysis of the SSR
The source waveforms were calculated from the 30-50 Hz bandpass filtered responses in
both stimulus conditions using the corresponding source coordinates. The waveformes
averaged across all subjects obtained from the left and right hemispheres are shown in
Fig. 4.6. Only the interval between 0.1-1 s of each epoch are shown, in order to omit
the influence of the transient responses and gamma-band on- and off-responses. The
response to binaural stimulation oscillates with almost constant amplitude showing an
enhanced amplitude around 200 ms after stimulus onset. The amplitude remains constant
between 0.4 and 1 s. In contrast, the response to the dichotic stimulation oscillates
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Figure 4.6: Grand average of the source wave SSR, filtered between 30 and 50 Hz. The
upper traces represent the response binaural stimulus condition and the lower traces to dichotic
stimulus condition.
with smaller amplitude and was partly buried in noise. The signal to noise ratio was
considerably smaller in the left hemisphere. In the right hemisphere, however, a larger
response amplitude was observed whereby the amplitude remains stable after 0.4 s.
The SSR source waveforms were submitted to further analysis for assessment of SSR
amplitudes. The 40 Hz SSR amplitude was estimated using a demodulation procedure.
The grand-average amplitude across all subjects, for each stimulus condition is shown in
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Fig. 4.7, for left and right hemisphere (LH, RH), respectively.
The right hemisphere response is significantly larger than the response amplitude in the
left hemisphere (p ≤ 0.02 for dichotic stimulation and p ≤ 0.007 for binaural stimulation).
The source waveform of the transient response, averaged across all subjects is presented
in Fig. 4.8. A significant larger N1m amplitudes was observed in the dichotic stimulus
condition, compared to the N1m response amplitude to the binaural stimulation (p ≤
0.001 for the left, and p ≤ 0.005 for the right hemisphere). In both stimulus conditions, the
N1m amplitude in the left hemisphere was larger than in the right hemisphere, however,
this difference was not significant.
4.3.4 Frequency domain analysis of the SSR
The grand averaged amplitude spectra across all subjects of the SSR source wave-form
obtained under both stimulus condition of binaural and dichotic presentation of a tone
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Figure 4.8: Grand-average source wave of the transient response, for both hemispheres (LH,
RH) to binaural tone pair (the upper traces) and dichotic tone pair stimulation (lower traces).
pair are illustrated in Fig. 4.9.
The SSR spectrum was represented in the frequency range from 30 to 100 Hz. A compar-
ison between the root mean square (RMS) value of the 40 Hz spectral amplitude and the
RMS of adjacent spectral amplitudes within the 4 Hz range around 40 Hz was shown in
Table 4.1, for all stimulus condition and both hemispheres. Additionally, the RMS 40 Hz
left and right responses were compared.
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Figure 4.9: Grand averaged frequency spectrum of unfiltered response across all subjects
calculated for left and right hemispheres for both stimulus conditions of dichotic (bottom) and
binaural stimulation(top).
The results show that the 40 Hz SSR was significantly presented in the spectrum under
all stimulus conditions. A paired two tailed t-test revealed that the response amplitudes
in the right hemisphere were significantly larger than in the left hemisphere (p ≤ 0.001 in
the binaural and p ≤ 0.02 in the dichotic stimulus condition).
4.4 Discussion
In this study the steady-state responses to the binaural interaction of two pure tones
was investigated. Therefore, an experiment with two different stimulus conditions was
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Table 4.1: Comparison between, 40 Hz response RMS and Side bands RMS
40 Hz response Side bands
Stim. cond. Hemisphere Mean RMS Mean RMS n p
Dichotic Left 0.33 0.06 10 p ≤ 0.0004
Right 0.52 0.08 10 p ≤ 0.0004
Binaural Left 2.92 0.35 10 p ≤ 7.78E − 06
Right 3.68 0.43 10 p ≤ 1.49E − 06
Stim. cond. Left RMS Right RMS n p
Dichotic 0.33 0.52 10 p ≤ 0.02
Binaural 2.92 3.68 10 p ≤ 0.001
conducted. The first evoked a 40 Hz response at the beat frequency of two sinusoidal
tones, which were combined before their binaural presentation. In the second condition,
the tones were dichotic presented to both ears, and hence both signals did not interact
in the auditory periphery. However, binaural interaction occurred when the information
from both ears were combined in several nuclei along the afferent auditory pathway. This
study attempts to answer the question, whether the binaural interaction is reflected in the
beat frequency response. Furthermore, at which neuronal level occurs the interaction?
And are the generation mechanisms for both types of responses different?
4.4.1 40 Hz SSR as a result of binaural interaction
Usually, the binaural interaction is expressed as the difference between the sum of both
monaural responses and the binaural response. However, a single monaural tone stimulus
as used in this study does not evoke any response at the beat frequency. Both tones
presented dichotic produced a perception at the beat frequency, which evokes a SSR.
Hence, the BIC resulted from the response at 40 Hz beat frequency only and is not
derived from the sequentially obtained responses under different stimulus conditions.
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The spectra of the responses in the dichotic condition, calculated for both hemispheres
contain a peak at 40 Hz (gamma-band) which were significantly different from the back-
ground noise. The magnetic field contour graphs and AEFs across the sensor illustrate a
clear dipolar distribution of the 40 Hz response. The results show that two-tone dichotic
stimulation producing beating frequency at 40 Hz can evoke 40 Hz response recorded from
the cortex.
For the insert earphones used in this study an inter-aural attenuation of 45 dB was
reported (Etymotic research, technical report). Thus, a tone presented to one ear at
intensity of 60 dB is heard with intensity of 15 dB by the contralateral ear. The interaction
of the tone presented to one ear with the attenuated cross talked sound from the other ear
leads to a small envelope fluctuation at both ears. Because of the different intensity of the
interacting sounds the modulation depth decreases by 45 dB compared to the modulation
depth produced by the combination of both tones combined with equal intensities. In a
study of Ross et al. (Ross et al., 2000), the amplitude of the SSR to an AM tone with
250 Hz carrier frequency and modulation frequency of 39 Hz decreases by a factor of 5
when the modulation depth decreases to -25 dB. A reduction of the modulation depth to
-45 dB leads to reduction of the response below the detection threshold. Therefore, the
contribution of crossover effects to the response can be neglected. The observed SSR is
elicited by a central interaction of the input from both ears.
4.4.2 Are the generation mechanisms for both types of responses
different and on which level are they generated?
The SSR at the 40 Hz beat frequency for a binaural presented tone pair was not shown
before. The result fulfilled the hypothesis that a SSR is elicited whenever the stimulating
sound contains a clear fluctuation in the relevant frequency range. However, it was not a-
priori clear that this is also the case for an auditory perception which results from a central
combination of dichotic input. Since long time it is known that, the superimposition of
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two sinusoidal tones with close frequencies results in an envelope fluctuation similar to
the envelope fluctuation of an AM tone. Both kind of stimuli evoke envelope frequency
following response. In the two-tone case a SSR at the beat frequency is evoked and in the
AM case, at the modulation frequency (Henry, 1996; 1998). A process of demodulation
on the level of the peripheral auditory system, was described by Regan et al. (Regan and
Regan, 1988). The signal is first rectified in the cochlea due to the nonlinearity function
of the inner hair cells and later low-pass filtered. This explains that the response from
the brain-stem and cortex has an energy at the modulation frequency or at the envelope
of the sound (Lins and Picton, 1995). Hence, the envelope extraction of a tone by the
auditory system, can be explained on the level of the basilar membrane. However, in the
case of dichotic stimulation with tone pair, these two tones do not interact in the basilar
membranes. The response at 40 Hz to this stimulus condition has to be explained with
another mechanism.
A higher level of interaction, was suggested, because both signals do not interact on the
peripheral level. Moore, (1991)described the first three levels of binaural interaction in the
brain stem in superior olivary complex (SOC), nuclei of the lateral lemniscus (NLL) and
inferior colliculus (IC). It is not clear, however, in which station the binaural interaction
takes place.
The EEG study of Hink et al. demonstrated the time characteristics of the frequency
following response (FFR) elicited by two tone dichotic stimulation (Hink et al., 1980). A
sinusoidal 500 Hz tone was presented to the left ear and a sinusoidal tone of 540 Hz to the
right ear. They found that both tones have projections at the IC with synchronized phases.
This fact leads to the conclusion that a possible place of the binaural interaction between
these tones might be in the IC. Our study used the same tone frequencies with the beat
frequency of 40 Hz. It is known that the 40 Hz SSR can be successfully record from the
cortex. 40 Hz is the most characteristic frequency of the electrical activity in gamma band
of the auditory cortex. Therefore, we focused our attention on the possible generation
mechanism, which reflects a binaural interaction with a possible generator situated in IC.
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Although that Oster (1973) reported that the perception of beating frequencies above
30 Hz is strongly suppressed, the response to 40 Hz beat frequency was successfully
recorded in our measurements.
5   4  3   2  1
31 5
R L
L R
Figure 4.10: Jeffress’ model of binaural processing. The sound source was illustrated in the
figure as circles. The coincidence detector (neuron, responding simultaneously to inputs from
both ears) for the sound coming from the right side was denoted as 5 and from the left side as
1. The coincidence detector for the sound source in the medial plane was illustrated as 3.
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Generation mechanism of the beat 40 Hz SSR
The binaural interactions were investigated by most studies in the context of sound lo-
calization in which the important cues were ITD and IID. One of the first explanation of
processing these cues by the auditory system was given by Jeffress (1948). His model was
based on the ability of the auditory system to represent the difference of time or phase
between dichotic presented signals as a difference in place. A simplified schema of this
model is given in Fig. 4.10. On the first station of the inter-aural interaction, there are
neurons which work as coincidence detectors. They produce a response only when receiv-
ing inputs from both ears at exactly the same time. In the case when the sound source
is in the central plane, both ears receive the sound simultaneously without any interaural
time delay. Therefore, the coincidence detector 3 which compares the input from both
ears with equal delay responds maximally. In the case, when the sound source is located
closer to the left ear, the transmission time of the sound to left ear is shorter as compared
to the transmission time to the right ear. The inter-aural time delay is compensated by
neuronal delay lines of different length. The left input travels through neurons 5,4,3,2
to 1. The signal experiences some delay until it reaches the coincidence detector 1. The
right ear input appears after shorter delay at the coincidence detector 1 simultaneously
with the input from the left ear. Accordingly, a sound source at the right side results in a
coincidence signal in the detector 5. Thus, the coincidence detectors respond maximally
to a certain phase difference between the auditory input to the left and right ear. In the
two tone condition the signal phase changes by 2pi in every period of the difference fre-
quency. If the difference frequency is 40 Hz each coincidence detector detects 40 times per
second equal phase between both ears and hence responds periodically. Thus, the model
of binaural processing postulated by Jeffress can explain the generation of a steady-state
response.
The remaining question of this explanation is where such a mechanism is performed. The
first station which receives projection from both ears was determined at medial superior
olive (MSO), a part of SOC (Grothe, 2000). Single unit recordings in cat (Yin and Chan,
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1990), gerbil (Spitzer and Semple, 1995) and rabbit (Batra et al., 1997), demonstrated
that the majority of MSO neurons are exited when both ears receive inputs, so called
EE neurons. Therefore the most possible place for generation of the 40 Hz response is
MSO. The study of Jeffress (1948), however, assumed a higher station of this processing,
especially when both signals are slightly out of phase. Studies of cat (Worden and Marsh,
1968) reported that neurons from the IC have low-frequency sensitivity, similar to neurons
in IC by humans. A possible station of this processing was determined at inferior colliculus
or the medial geniculate body. An exact determination of the place of the binaural
interaction resulting in the 40 Hz response to dichotic tone pair would be too speculative
without other evidence and experiments. Nevertheless, the SSR 40 Hz response was
recorded by the recent studies from the cortex. The possible place in its generation,
however, can be assumed to be in the middle brain. The dichotic stimulation with two
pure tones demonstrated a new possibility for investigation of SSR at 40 Hz, which was
never reported before and provide an alternative explanation of its generation. It was
concluded that the generation mechanism of this response does not involve the auditory
periphery, and his origin is possible at the brain-stem.
Some studies confirm also this hypothesis. Henry et al. (Henry, 1998) demonstrated that
the response to a beat frequency generated by a two tone stimulation or a modulation
frequency in AM tone condition can not be explained only with the non-linearity of the
inner cells. They concluded neuronal mechanisms. Mauer (Mauer, 2000) suggested that
amplitude fluctuation could be detected without peripheral rectification. A confirmation
of this assumption is the study of Shanon and Otto (Shanon and Otto, 1990), reporting
that the patient with cochlea- and brainstem-implant (singular nerve stimulation), have
no difficulties in detection of amplitude modulation. Finally, the experiment presented
in Chapter 3, assumed that the demodulation and generation of SSR in addition to the
demodulation in the cochlea level could be performed in the central auditory system.
In conclusion, both type of SSR responses described in this work seems to have different
generation mechanisms, different places of generation. The significant differences in source
CHAPTER 4. SSR TO TWO TONE BINAURAL INTERACTION 102
localizations of both responses gave further evidence for different generations of both SSR.
4.4.3 Hemispheric asymmetry of the SSR and transient responses
The left hemisphere is thought to be specialized languages functions and perception and
production of speech. Whereas, the right hemisphere is considered to be involved in
processing not only of music but also of speech prosody and emotional components.
The results of this study show a significant dominance of the 40 Hz SSR in the right
hemisphere. This is in line with the findings of Pardo et al. (Pardo et al., 1999), for larger
responses in the right hemisphere to AM stimuli. The data support the hypothesis that
the right hemisphere seems to be specialized in the processing of 40 Hz SSR.
Because the contribution of the ipsi- and contra-lateral side is different for both hemi-
spheres (Pantev et al., 1998; Fujiki et al., 2002) the interaction between both tones could
evoke a response influenced by suppression processes. Therefore the hemispheric difference
between SSR were expected.
In contrast to the SSR right dominance phenomenon the left hemisphere showed larger
response amplitudes for N1m transient response. The hemisphere asymmetry in respect
to SSR and N1m amplitudes can be explained with the different specialization of both
hemispheres to language and prosodic and music. The rhythmic fluctuation was better
processed by the right hemisphere, and the transient low-frequency components N1m
was better presented by the left hemisphere. We do not want to speculate, making
some conclusions about these results because it was confirmed that the attention has an
influence on the N1 amplitude (Woldorff et al., 1993; Poeppel et al., 1996). The difference
between N1m amplitudes in both hemispheres was not significantly confirmed. in our
experiments.
The source of N1m was localized more anterior in the right hemisphere, which was in line
with the results in studies of (Berg et al., 1992; Ma¨kela¨ and Hari, 1992; Pantev et al.,
1998), confirming the anatomical asymmetry of both hemispheres.
CHAPTER 4. SSR TO TWO TONE BINAURAL INTERACTION 103
4.5 Conclusion
In this study, binaural interaction component of 40 Hz, recorded at the beat frequency
between dichotic presented two pure tones was investigated. The type of stimulation
excludes the peripheral auditory structures in stimulus processing. It was hypothesized
different generation mechanism in comparison to the SSR to binaural stimulation.
The generation mechanism of 40 Hz SSR to dichotic stimulation was suggested to be
similar to the Jeffress model for detection of ITD. The possible place of its generation was
assumed in MSO or IC, i.e. in the central auditory station. The generation mechanisms
and generation place of 40 Hz SSR to both type of stimulation dichotic and binaural were
confirmed to be different. Therefore, the demodulation and SSR generation might be
performed in addition to the demodulation at the cochlear level, in the central auditory
system. Both SSRs were dominant for right hemisphere.
The type of stimulation used here allows to elicit different type of responses, transient and
SSRs. This could be used as an imaging tool for the diagnoses of central auditory diseases
and disorders. It should be interesting, to implement such a stimulation in investigations
of cochlea and brain-stem implant patients. In order to find more precisely the location
of interaction process between dichotic tones stimuli, this approach could use in animal
experiments with in-vivo electrodes.
Chapter 5
Conclusions
The vibrations of our vocal cords provides us with a fundamental sound, which we can
modulate for voice production. Similarly, a musician impresses a temporal structure on the
fundamental vibration of a string of his instrument and produces a musical sound. Thus,
in general the time-courses of running speech sound and of musical sounds fluctuate in
amplitude and frequency with various rhythms. The low frequency rhythms are related to
the perception of changes in loudness, whereas the high frequency rhythms are perceived
as a rough sound. When hearing speech and music humans can recognize different vocals,
words, phrases and different instruments on the basis of resolving these rhythms by the
auditory system. However, auditory disorders may cause the inability to analyze these
rhythms in different frequency ranges. Therefore, the studying the underlying mechanisms
for encoding this information is of high importance for clinical applications.
The aim of this study was to investigate where and how in the auditory system the analysis
of sound with complex temporal structures takes place.
The 40 Hz SSR was elicited by amplitude modulated stimuli and contain spectral energy
at the modulation frequency. Manipulating the AM tone parameters, different envelope
fluctuations can be simulated corresponding to the investigated rhythm range.
In the first part of this work a combination between two AM tones with common carrier
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frequency modulated with two close modulation frequencies in the 40 Hz range was used
as the auditory stimulus. It elicited the perception of two different rhythms. The slow
rhythm of amplitude fluctuation was related to variations in loudness perception and was
a result of the interference between both modulation frequencies. The fast amplitude
fluctuations, related to roughness perception reflected the frequency oscillations in the
modulation range around 40 Hz. Both, slow and fast rhythms were exactly represented
in overlapping areas in the auditory cortex.
In the case of dual AM stimulation, one of the tones can influence the response to the other
if both tones interact in the auditory pathway. The second experiment was aimed to find
the representation of two superimposed AM stimuli in the auditory cortex. Of interest
was to clarify the underlying generation mechanism of the corresponding responses. A
strong interaction was observed, which was reflected in reduction of the SSR amplitude
evoked by one AM stimulus in the presence of a second stimulus. This effect became
most evident for low carrier frequency of 250 Hz and was spread to several octaves. This
result was not expected, taking into account the results from studies with multiple AM
stimuli above 80 Hz modulation frequencies, which reported interaction between both
stimuli only in narrow frequency bands. The frequency characteristic of the 80 Hz SSR
in multiple AM stimulation mainly reflect the properties of the auditory periphery. In a
previous study, it was shown that the response amplitude at carrier frequency at 250 Hz
was with enhanced amplitude in comparison to the responses at higher frequencies, which
can not be explained with the characteristics of the auditory periphery. The result was
also in contrast to the frequency specificity observed for auditory evoked ABR, MLR
and N1 transient responses. These facts together lead to the conclusion that another
central mechanism is involved in generation of 40 Hz SSR at low carrier frequencies. This
suspects that the process of envelope extraction might originate also in higher auditory
level, additionally to the peripheral mechanism of demodulation.
More evidence for generation of 40 Hz SSR was given in the last part of the work. The
auditory SSR were elicited by pure tone dichotic stimulation with sinusoidal tones with
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frequencies of 500 and 540 Hz. In this case, the possible interaction between signals at
peripheral level was excluded. This part of the study answered the question, where the
interaction between both tones take place. Significant SSRs at 40 Hz were recorded from
the auditory cortex. Physically, the superimposition of two tones results in a beat tone
at the difference between both tone frequencies. Hence, both signal interact producing
40 Hz oscillation. The possible place of the interaction was assumed at the first crossover
station from both ears, MSO. It was demonstrated that the physiological generation
mechanism of this response was different from the generation mechanism of SSR to AM
stimuli, presented binaural. An additional conclusion to this finding is that although this
response was recorded from the auditory cortex, its genesis originate at the level of the
midbrain. That was in line with hypothesis made in the second experiment, suggesting
central mechanism in generation of SSR and envelope encoding.
The studies in this work, confirmed and defined the central level of generation mechanism
of the 40 Hz SSR. The demonstrated frequency characteristics of the 40 Hz response in
dependence of the spectral properties of the probe and masker tone, give an important
hint that this response reflects strong interaction between fundamental tone frequencies
in a multiple AM stimulation, in contrast to 80 Hz SSR. The wide frequency range of this
interaction is a limit in determination of objective thresholds. Furthermore, the inter-
action between both tones introduced a new hypothesis for involving a central neuronal
mechanism in generation of 40 Hz SSR and in envelope extraction. Therefore, such an
approach can be useful for further investigations in central auditory disorders and new
aspects of interpretation in objective audiometry. Finally, it was demonstrated, that the
auditory system responses simultaneously to different rhythms (rapid and low) with spe-
cific response patterns. The used stimulation paradigm can be applied for investigation
in speech comprehension in dyslexia.
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