Fault tolerance is a key challenge to building the first exascale system. To understand the potential impacts of failures on next-generation systems, significant effort has been devoted to collecting, characterizing and analyzing failures on current systems. These studies require large volumes of data and complex analysis. Because the occurrence of failures in large-scale systems is unpredictable, failures are commonly modeled as a stochastic process. Failure data from current systems is examined in an attempt to identify the underlying probability distribution and its statistical properties.
INTRODUCTION
Fault tolerance is a key challenge to building the first exascale system. Next-generation systems are projected to have dramatically higher node counts than today's largest systems. The complexity and component count of each individual node are also projected to grow. Moreover, power optimizations (e.g., decreases in supply voltages) may further increase failure rates. Based on these trends, we expect that future large-scale systems will be significantly less reliable than current systems.
Several methods have been developed to address these failures. A popular method of fault tolerance in today's largescale production systems is coordinated checkpoint/restart. During normal operation, checkpoint/restart (or rollbackrecovery) protocols [8] periodically record the state of all application processes to stable storage (the checkpoint phase). When a process fails, all of the application processes rollback to their last checkpoint and a new instance of the failed process is recovered from its most recent checkpoint (the restart phase). Restoring the state of the failed process in this way limits the amount of lost work that system must redo once it resumes normal operation (the rework stage). The overheads of checkpoint/restart are determined, in part, by the duration of the checkpoint interval. Determining the optimal checkpoint interval requires an understanding of failure statistics on a given system in order to minimize lost work and checkpoint overheads [7, 16] .
To better understand the potential impacts of failures on next-generation systems, significant effort has been devoted to collecting, characterizing and analyzing failures on current large-scale systems [9] [10] [11] [12] [13] [14] [15] . Because the occurrence of failures in large-scale is unpredictable, failures are commonly modeled as a stochastic process. Therefore, failure data from in these studies are typically examined to try to identify the underlying probability distribution and the associated statistical properties of the distribution. Collectively, these studies clearly demonstrate the challenges associated with analyzing empirical failure data. A large volume of data is required, typically gathered over many years, and difficult, detailed analysis is required in order to draw meaningful conclusions about the reliability of the underlying system.
Our work provides critical analysis and guidance to the process of analyzing failure data in the context of coordinated checkpoint/restart. Specifically, the data presented in this paper helps to distinguish cases where discerning the failure distribution has a strong influence on application performance from those cases when the failure distribution has relatively little impact. To this end, we undertake several analytical studies in this paper and make the following contributions. We show that:
• As failures become more frequent, the importance of accurately identifying the failure distribution increases
• As the standard deviation increases, the importance of accurately determining the failure distribution increases
• When application performance varies significantly between the four failure distributions there is also a sizable difference in the shapes of the underlying distributions. This suggests that when fitting failure data to a particular distribution is most important it may also be the least challenging.
• Computing the optimal checkpoint interval under the assumption that failures are exponentially distributed has a relatively small impact on application execution time, but it has a sizable impact on the checkpoint interval. This phenomenon is due to the fact that the application execution time is relatively insensitive to changes in the duration of its checkpoint interval.
The remainder of this paper is organized as follows: in the next section, we describe the existing analytical model that we use and discuss the four probability distributions that we consider. In Section 3, we examine the impact of the failure distribution's mean and standard deviation on application performance. We also consider the performance impact of determining the optimal checkpoint interval based on the assumption that failure times are exponentially distributed. We then describe related research in Section 4. Finally, we conclude in Section 5 by summarizing the results presented in this paper and discussing the implications of these results for future large-scale, failure-analysis studies.
MODELING THE IMPACT OF FAILURES ON APPLICATION PERFORMANCE

Flexible Checkpoint Model (FCM)
In this paper, we examine the impact of the failure distribution on application performance. We use the Flexible Checkpoint Model (FCM) [4, 5] to model the application's execution time and to determine its optimal checkpoint interval. Unlike other models of application execution (e.g., [2, 7] ), this model accounts for the impact of the distribution of the times between failures without being dependent on a particular distribution. In our use of the FCM, we make three simplifying assumptions. We assume that: (i) the time required to commit a checkpoint (C) or to recover from a failure (R) is fixed; (ii) the application is perfectly weak-scaling, i.e., each processor has a fixed amount of work to do, increasing the scale of the system increases the size of the problem; and (iii) the interval between checkpoints is constant throughout the application's execution. 1 Bouguerra et al. [5] showed that if failure times are drawn from an exponential or Weibull distribution and the checkpoint and restart times are constant, then the optimal interval between checkpoints is also constant. In this paper, The mathematical expression of the FCM is reproduced below in Equation 1 .
where T end is the projected time-to-solution for the application p is the probability of the application completing a checkpoint interval before the next failure occurs X1 is the amount of time before the first error occurs W is the amount of work that each process must complete R is the amount of time required for the system to recover from an error C is the time required to commit a checkpoint XN is the duration of the first error inter-arrival time that exceeds a a complete checkpoint interval (
k is the number of checkpoints For all of the data presented in this paper, we consider a hypothetical extreme-scale system. The parameters of this system that are held constant are listed in Table 1 . We identify the optimal checkpoint interval by finding the value of k that minimizes the expected value of T end in Equation 1. Because of the complexity of the mathematical expressions of some of the distributions, we identify this value numerically using the scipy.optimize [1] package.
Probability distributions
We consider the impact of the four probability distributions that are most frequently used to model the times between failures in large-scale computing systems: (i) the exponential distribution, defined by its rate, λ; (ii) the gamma distribution, defined by its is scale, θ, and shape, k; (iii) the Weibull distribution, defined by its scale, λ, and shape, k; and (iv) the log-normal distribution, defined by its location, µ, and scale,σ. Throughout this paper, we consider how failure times drawn from these distributions impact application performance if the mean and standard deviation are held we consider the optimal checkpoint interval subject to the constraint that the checkpoint interval is constant. For distributions other than Weibull or exponential, this may or may not be equal to the optimal interval in the absence of this constraint.
constant. For each distribution, we use the desired mean and standard deviation to derive the appropriate parameters for the distribution. In some cases, the distribution's parameters can be determined analytically. In other cases, we use the scipy.optimize package to solve the resulting system of equations numerically. Figure 1 provides an example of the probability density functions (PDF) for each of these four distributions. For the exponential distribution, the standard deviation is equal to the mean. For the other three distributions, the standard deviation (σ) is 120 minutes. These probability distributions have important properties that impact the analysis in this paper. By definition, the mean and standard deviation of an exponential distribution will always be equal. Moreover, when the mean and standard deviation of a gamma or Weibull distribution are equal, both distributions devolve to an exponential distribution.
A Brief Note on Notation
We discuss the descriptive statistics of probability distributions extensively in this paper. In the remainder of this paper, we use µ or MTBF to indicate the mean of a probability distribution that describes the time that elapses between failures in the system. We use σ to reference the standard deviation of the distribution.
EXAMINING THE IMPACT OF THE FAILURE DISTRIBUTION'S DESCRIPTIVE STATISTICS
In this section, we use the FCM to examine the impact of the failure distribution on application performance. We begin by examining the difference between the application execution times predicted by the FCM for each of the failure distributions as we vary the mean and the standard deviation of the time between failures. Because failures in largescale systems are frequently assumed to be exponentially distributed, we then examine how computing the checkpoint interval based on this assumption may affect the application's execution time and its optimal checkpoint interval.
Examining the Impact of the Failure Distribution's Mean
In this subsection, we examine the impact of the failure distribution's mean on application performance. Figure 2 (a) shows the application execution time predicted by the FCM for each of four distributions as a function of the mean time between failures. We provide the FCM with the system characteristics listed Table 1 . For exponentially-distributed failures, the standard deviation is determined by the mean. For failures distributed according to any of the other three distributions, we set the standard deviation to be twice the mean. This choice is consistent with recent studies of empirical data collected from large-scale systems [10] [11] [12] .
The data in Figure 2 (a) show that when failures are infrequent, i.e., when the MTBF is greater than or equal to two hours, the difference in the predicted application execution times is relatively small: the fastest execution time is less than 18% smaller than the slowest. This is the difference between an application executing with 57.6% efficiency and executing with 49.7% efficiency.
2 However, as failures become more and more frequent, the difference between the execution times predicted for each of the four distributions grows. When the mean time between failures reaches 15 minutes, the slowest predicted execution time (exponential) is 77% greater than the fastest (gamma). This suggests that as we build larger and larger machines and failures become increasingly common, the importance of accurately fitting failure data to a particular distribution will grow.
Figure 2(b) shows the duration of the optimal checkpoint interval for each of the distributions as a function of the system's mean time between failures. These data show that the optimal checkpoint interval is more sensitive to the failure distribution than the execution time. For all but the largest MTBF (i.e., 32 hours), the checkpoint interval of the distribution with the longest duration is more than 50% larger than the checkpoint interval of the distribution with the shortest duration. Together Figures 2(a) and 2(b) suggest that the failure distribution has a greater impact on the optimal checkpoint frequency than it does on the application's execution time.
Examining the Impact of the Failure Distribution's Standard Deviation
In this subsection, we examine the standard deviation of the failure distribution impact application performance. Figure 3 shows the impact of the failure distribution on application performance as a function of the standard deviation of the time between failures. This figure considers two cases for next-generation systems: (i) a system in which errors occur frequently (MTBF = 1 hour); and (ii) a system in which errors occur relatively infrequently (MTBF = 8 hours). These figures show data for standard deviations that are between one-quarter of the failure distribution's mean and twice the failure distribution's mean. Each subfigure is annotated with a vertical dashed line indicating the point at which the standard deviation of the failure distribution is equal to its mean. For the exponentially-distributed data, the standard deviation is equal to the mean. For the data from the other three distributions, the standard deviation is equal to twice the mean. This choice was motivated in part by the fact that the gamma and Weibull distributions each devolve to the exponential distribution when their standard deviation and mean are equal. For the exponentially-distributed data, the standard deviation is, by definition, equal to the mean. For the data from the other three distributions, each subfigure is labeled with the applicable standard deviation. The discrepancy between the CDF of the exponential distribution and the other three distributions is due, in part, to this difference in the distributions' standard deviations when the standard deviation is less than the mean, the impact of the failure distribution on execution time is small, the execution time of the slowest distribution is less than 10% longer than the execution time of the fastest distribution. However, as we increase the standard deviation above the mean, the difference between the execution times predicted for each distribution grows significantly. When the standard deviation is twice the mean (i.e., σ = 120 minutes), the difference between the fastest distribution (gamma) and the slowest (log-normal) is more than 30%.
Figure 3(c) shows the same data for a system in which errors are less common (i.e., MTBF = 8 hours). This figure shows that when failures are less frequent, the failure distribution has a smaller impact on execution time. For a fixed value of the failure distribution's standard deviation, the difference in execution time between the fastest distribution and the slowest distribution is less than 5%.
Figures 3(b) and 3(d) show the impact of the failure distribution's standard deviation on the optimal checkpoint interval. Figure 3(b) shows the impact of the failure distribution's standard deviation on application runtime when errors occur frequently (i.e., MTBF = 1 hour). Figure 3(d) shows the same data for a system in which errors are less common (i.e., MTBF = 8 hours). As with the execution time data, this data shows that when the standard deviation is less than the mean between failures, the difference between the optimal checkpoint intervals for each distribution is smaller (below 27% for MTBF = 1 hour, and below 13% for MTBF = 8 hours). Similarly, when the standard deviation is much larger than the mean, the optimal checkpoint intervals vary widely (by up to 65%) across distributions.
Collectively, the data in Figure 3 show that as failures become more frequent and the inter-failure times are less tightly grouped, correctly identifying the distribution from which inter-failure times are drawn becomes increasingly important. This observation is consistent with the way that the descriptive statistics of the failure distribution affect the shape of its cumulative distribution function (CDF). For example, Figure 4 considers the CDF for each of four failure distributions in two circumstances: (i) failures are frequent and the times between failures vary widely (MTBF = 1 hour, σ = 120 minutes); and (ii) failures are relatively infrequent and the times between failures are more tightly grouped (MTBF = 8 hours, σ = 120 minutes). Figure 4(a) shows the CDF in the first case for each of four distributions. Figure 4(b) shows the same data for the second case. In each of the figures, the discrepancy between the data for the exponentially-distributed and the data for the other distributions is due in part to the fact that the mean and standard deviation of exponentially-distributed data are always equal. These two subfigures illustrate that when the CDFs of the underlying distributions are significantly different (see Figure 4(a) ), the execution times predicted by the FCM are also significantly different. Similarly, when there is little discernible difference between the CDFs of the underlying distributions (see Figure 4(b) ) there is also little difference in the execution times predicted by the FCM. The implication of these data is that when failure distributions vary widely, fitting failure data to a particular distribution is important. However, in this case, identifying an appropriate distribution may not be difficult. On the other hand, when fitting failure data to one of several similar distributions is challenging, the choice of distribution may have a smaller impact on the predicted application performance.
Examining the Impact of Assuming that Failures are Exponentially Distributed
In this subsection, we examine the impact of assuming that the time that elapses between failures is exponentially distributed. Specifically, Figure 5 shows how much slower an application would execute if we computed the optimal checkpoint interval based on the assumption that failures are exponentially distributed even when the system's time between failures is more accurately characterized by a different distribution. This figure also presents data that shows how the checkpoint interval for exponentially-distributed failures compares to the optimal checkpoint interval for the actual distribution of the system's time between failures. Instead of using the optimal checkpoint interval for each distribution, we use the optimal checkpoint interval calculated for an exponential distribution. Figures (a) and (c) examine the increase in application runtime that results when the underlying distribution is not exponential. Figures (d) and (b) examine duration of the checkpoint interval if we assume an exponential distribution relative to the optimal checkpoint interval for each distribution. Where these two figures show a positive value, it indicates that assuming an exponential distribution results in less frequent checkpoints. Where these two figures show a negative value, it indicates that assuming an exponential distribution results in more frequent checkpoints.
In an exponential distribution, the mean and standard deviation are always equal so the optimal checkpoint interval is static for a given mean. Figure (b) considers the case where failures occur relatively infrequently. In both cases, the standard deviation is twice the mean. Figures 5(a) and 5(c) show the impact on application execution time of assuming exponentially-distributed failures for each of three distributions as a function of the failure distribution's standard deviation. Figure 5 (a) shows application slowdown when failures are relatively frequent (MTBF = 1 hour). Figure 5(c) shows the same data for the case where failures are relatively infrequent (MTBF = 8 hours). These two figures show that using a checkpoint interval that was calculated under the assumption that the time between failures is exponentially-distributed is small; in all cases, the slowdown is less than 7.5%. In contrast, Figures 5(b) and 5(d) show that the checkpoint calculated for exponential failures may be significantly different, up to 43% longer or 52% shorter than the optimal checkpoint for the actual distribution. These seemingly contradictory results can be resolved by examining the impact of the duration of the checkpoint interval on execution time. Figure 6 shows an application's time-to-solution as a function of the duration of the checkpoint interval. We determined the range of checkpoint intervals to consider in each subfigure based on Figures 3(b) and 3(d). In Figure 6 (a), we consider a hypothetical system in which failures occur frequently (MTBF = 1 hour). In Figure 6 (b), we consider a system in which failures are more rare (MTBF = 8 hours). These figures show that an application's execution time is relatively insensitive to the duration of the checkpoint interval. The failure distribution has a much larger influence over the execution time. As a result, if we assume that failures are exponentially distributed and compute the checkpoint interval accordingly, the impact on execution time is modest because the checkpoint interval has a relatively small influence on an application's time-tosolution.
RELATED WORK
Failure Distribution and Application Performance
To our knowledge, this paper is the first detailed examination of the impact of the distribution of failure times on application performance with coordinated checkpoint/restart. Although they were primarily interested in the performance of process replication with coordinated checkpoint/restart, Casanova et al. [6] use simulation of strong-scaling applications to consider the performance impact of computing the optimal checkpoint interval based on Daly's model (i.e., exponentially-distributed failures) without replication. Their model assumes that only the failed process is rejuvenated after a failure. They begin with the optimal checkpoint period determined by the FCM and then use simulation to search the space around the optimal value in an attempt to identify the best checkpoint interval. They observe that under these circumstances using Daly's optimal checkpoint interval when the failures are drawn from a Weibull distribution results in a significant increase in application execution time over the best checkpoint interval. In contrast, we use the optimal checkpoint intervals predicted by the FCM directly to consider the performance of weak-scaling applications. The FCM assumes that all processes are rejuvenated after a failure, a common assumption for coordinated checkpoint/restart. We find that even when failures are drawn from a Weibull distribution with a small MTBF and a large standard deviation, the application's execution time is relatively insensitive to the checkpoint interval.
Modeling Coordinated Checkpoint/Restart
Many analytic models have been developed to characterize application performance with coordinated checkpoint/restart. Daly's model [7] is likely the most widely cited and describes a refinement to the model originally proposed by Young [16] . Both of these models assume that failures are exponentially distributed. Zheng, Yu and Lan [17] developed models for Weibull and exponential failure distributions that predict the speedup of parallel applications when coordinated checkpoint/restart is used for fault tolerance. Bosilca et al. [2] developed a single model that predicts application performance for coordinated checkpoint/restart, uncoordinated checkpoint/restart with message logging, and hierarchical checkpoint/restart. Their model is distributionindependent but does not account for the differences between failure distributions. Bougeret et al. [3] use dynamic programming to identify the optimal checkpoint interval when only the affected process is rejuvenated after a failure. While the FCM has limitations (e.g., it assumes all processes are rejuvenated after a failure), it offers a straightforward model that accounts for the impact of the failure distribution without being limited to a single distribution.
Characterizing Failure Data from Real Systems
Failure data collected from real systems has been extensively analyzed. Schroeder and Gibson [12] examine data collected from 22 HPC systems at Los Alamos National Laboratory (LANL). They attempt to fit this data to four different probability distributions: Weibull, log-normal, gamma and exponential. Kondo et al. [10] consider a large corpus of failure data collected from many different types of system. Although much of the data is from enterprise computing systems (e.g., desktop computers, DNS servers), it also includes the same data from HPC systems at LANL that Schroeder and Gibson considered. They attempt to fit this data to five different probability distributions: exponential, Weibull, Pareto, log-normal, and gamma. Hacker, Romero, and Carrothers [9] examine the failure characteristics of two Blue Gene systems. They use a statistical analysis software package to attempt to fit the collected failure data to Weibull, exponential and gamma distributions. Liu et al. [11] examine failure data collected by Lawrence Livermore National Laboratory (LLNL) on ASC White over four years. They attempt to fit this failure data to exponential, Weibull, gamma, and log-normal distributions.
CONCLUSION
Collecting, characterizing, and analyzing failures on today's largest systems is critical to accurately predicting the impact of failures on next-generation systems. In this paper, we used the FCM to examine the impact of four common failure distributions on application performance. We identified the circumstances for which careful identification of the failure distribution is critical to accurate predictions of application performance. We have also identified the circumstances in which the influence of the failure distribution is small.
Based on the data presented in this paper, we make several observations about the relationship between the failure distribution and application performance:
• As failures become more frequent, the influence of the failure distribution on application performance increases ( §3.1).
• As the times between failures are less tightly grouped (i.e., as standard deviation increases), the impact of the failure distribution increases ( §3.2).
• When application performance varies significantly between the four failure distributions there is also a sizable difference in the shapes of the underlying distributions (see Figure 4) . This suggests that when fitting failure data to a particular distribution is most important it may also be the least challenging.
• Computing the optimal checkpoint interval under the assumption that failures are exponentially distributed has a relatively small impact on application execution time, but it has a sizable impact on the checkpoint interval ( §3.3). This phenomenon is due to the fact that the application execution time is relatively insensitive to changes in the duration of its checkpoint interval (see Figure 6 ).
Significant effort has been devoted to characterizing failure data collected from real systems. The results presented in this paper allow researchers involved in these endeavors to tailor their efforts based on the descriptive statistics of the data they are examining. Careful application of powerful, but complex, tools for fitting failure data can be reserved for those cases when identifying failure distribution has a significant impact on application performance.
