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QUANTUM GRAVITY on the
CLASSICAL BACKGROUND: GROUP ANALYSIS, Part I
1 Introduction
In our article we present an approach to the description of gravitational field
from the point of view of quantum field theory. We consider quantization in
the neighbourhood of solution of Einstein equation and use the method of
Bogoliubov transformations for this purpose.
Quantum gravity is a pure theory and couldn’t be tested by laboratory
experiments and astrophysical data, because in observable processes of Uni-
verse quantum effects connected with gravity are extremely small. In the
same time gravitational interaction is universal one for all kinds of matter
independently from it properties. Quantum gravity is not constructed yet,
and in the present moment there are some relatively independent directions:
quantum theory of gravitational field;
theory of nongravitational field in the curved space-time;
quantum cosmology and quantum theory of black holes;
quantum supergravity and multidimensional theory of unification of in-
teractions.
Quantum theory of gravitational field is based on the quantization of
classical theory of gravitational field - general relativity.
Theory of the field in the curved space-time investigates the methods
of quantization of matter fields on the background of classical gravitational
field.
Quantum cosmology is application of methods of quantum gravity to the
Early Universe in the vicinity of singularity. The most important achieve-
ment of quantum cosmology is construction of concrete models if inflationary
universe.
Quantum theory of Black holes investigates mainly the effects of particles
creations and vacuum polarization of the gravitational field of black holes.
Quantum gravity is close to the multidimensional theories of Grand Uni-
fication. Unification of space-time symmetries with inner symmetries and
gauge symmetries of strong and electroweak interactions is reached due to
introduction of curves space-time of 4+d dimensions. The symmetry of this
space-time determines the symmetry of interactions.
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In future all of those directions are believed to be the parts of Unified
quantum gravity theory. That is why the appropriate choice of the methods
of quantization of gravitational field seems to be very important.
Quantization on the classical background seems to be a very special case,
but existence of classical component is an essential feature of gravitational
field and our choice of quantization looks to be reasonable.
We consider exact solutions of Einstein equation to be classical back-
ground and quantize in the neighbourhood of this exact solutions.
Any space-time could be treated as a solution of Einstein equation
Rab − 1
2
Rgab + Λab = 8πTab
with the appropriate choice of energy momentum tensor Tab of some concrete
form of the matter.
However it is possible to find exact solutions only for the space with a
rather high degree of symmetry. Apart from this fact exact solutions de-
scribes some kind of ideal situation: any origin of space-time contains differ-
ent types of matter. And it is possible to obtain exact solutions only in the
case of simple enclosed matter.
Nevertheless exact solutions are important, because they give ideas con-
cerning qualificationly new phenomena that could arise in the general rel-
ativity and hence point on the possible properties of real solutions of field
equations. The following examples shows a lot of interesting types of solu-
tions.
a) The simplest metrix has constant curvature. It means that the space
is homogeneous.
If R > 0 we have De Sitter space-time of the first type, that describes
space-time of stationary Universe model.
If we believe that our Universe is approximately homogeneous and spher-
ically symmetrical in large scale, than we have a model of Robertson-Walker
(or Freedman) and the metrix reads:
ds2 = −dt2 + S2(t)dσ2,
here dσ2 is 3D metrix of space with constant curvature, the geometry of space
depends on sine of 3D curvature.
Robertson-Walker solution symmetry demands energy -momentum ten-
sor to be the tensor of ideal fluid that describe matter in Universe spread
homogeneously.
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Large-scale solutions are good model for large scale matter distribution,
but for the single objects like stars we have to use asymptotically flat solu-
tions.
b)This geometry with good approximations could be described by well
known Schwartzshild solution that represent spherically symmetrical out
space of massive body.
ds2 = −
(
1− 2m
r
)
dt2 +
(
1− 2m
r
)−1
dr2 + r2dΩ2
c)Out space-time of charged spherically symmetrical body is described by
Reisner-Nordstrem solution.(Though it has no spin neither magnetic angular
momentum hence it couldn’t be good description of gravitational field of
electron.) This is unique asymptotically flat solution of Einstein-Maxwell
equation:
ds2 = −
(
1− 2m
r
+
e2
r2
)
dt2 +
(
1− 2m
r
+
e2
r2
)−1
dr2 + r2dΩ2
d)Kerr solution describe stationary axial-symmetrical asymptotically flat
field outside the rotating massive object:
ds2 = ρ2
(
dr2
∆
+ dΘ2
)
+
(
r2 + a2
)
sin2 θdΦ− dt2 + 2mr
ρ2
(
a sin2ΘdΦ− dt
)2
Kerr solution seems to be unequally possible solution for black holes.
e)Another interesting solution is a solution of flat waves in the empty
space-time and the metrix reads:
ds2 = 2dudv + dy2 + dz2 +H(x, y, z)du2
Those physically interesting exact solutions could be chosen as a classical
background. There are a lot of other exact solutions but not much of them
are studied perfectly.
Now we would like to give some arguments why the method of Bogoliubov
group variables have advantages while we quantize the field with some type of
continuous symmetry on the classical background: application of Bogoliubov
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group variables permits to take into account conservation laws and avoid
zero-mode problem.
Conservation laws are the fundamental principles that connected directly
with symmetry properties of the system under consideration. Bogoliubov
method permits to take into account conservation laws precisely and explic-
itly in the any order of perturbations theory construction.
The main idea of the method consists in using new variables that has sense
of generators of system symmetry group. New variables are cyclic while their
canonical momenta turns out to be integrals of motion and hence commute
with Hamiltonian providing exact performance of conservation laws. In the
case of not weak interactions the perturbation theory as any approximation
method could violate exact performance of conservation laws and we can’t
evaluate how our approximation of state vector is close to the real state
vector. Taking into account this circumstance we can state that Bogoliubov
method has significant advantage.
The second dignity of this method application is the following: we can
avoid zero-mode problem that appears in the process of quantization of the
system that has continuous symmetry.
In our resent articles we have developed the Bogoliubov method for any
relativistic system that allows existence of symplectic structures, one of such
systems is gravitational field.
Now we would like to represent the scheme of quantization of gravitational
field on the classical background by means of Bogoliubov group variables.
2 Space-time description
We consider gravitational field in (3+1)-dimensioned formalism that has been
proposed by Arnowitt-Deser-Misner (ADM).
Metrical tensor in this formalism looks like
gαβ =
(−a2 + btbt bt
bt γst
)
here γst is metrix of 3D-space in 4D-manyfold.
Canonical momentum πst is determined as usual:
πst = −√γ
(
Kst − γstK
)
,
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here √
γ =
√
det ‖γst‖; Ktp = −aΓ0tp;
Γstp =
1
2
γspΓtlp; Γtlp = γpl,t + γpt,l − γtl,p.
Denoting as usually
Rκλ = Γ
σ
κλ,σ − Γσκσ,λ + ΓσκλΓρσρ − ΓσκρΓρλσ,
we can represent the action of gravitational field
S =
∫
d3x
√
ggκλRκλ
in the following form:
S =
∫
d3x
(
πstγst,0 − aH − bsHs
)
,
here
H =
1√
γ
(
πstπ
st − 1
2
π2
)
−√γR,
Hs = −2πsl;l .
Suppose that 4D manifold with given metrix permits to chose space-like
hypersurface
∑
and to set normals field on this hypersurface. Those normals
are tangent to geodesic and determine time coordinate. Hence geometry of
4D manifold could be described via Gaussian coordinates:
gαβ =
(−a2 0
0 γst
)
We have to chose hypersurface
∑
in according with the foloowing prin-
ciple:
Suppose that normal ~n is given in the hypersurface
∑
at the
point X. Let’s chose arbitrary closed line K ⊂ ∑ . (X ⊂ K)
Normal vector ~n have to coinside with it’s original direction after whole
cycle motion along the line K- this is criterium of the hypersurface
∑
choice.
Choquet-Bruhat showed that this criterium could be realized via imposing
of the Hamiltonian constraint:
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1√
γ
(
πstπ
st − 1
2
π2
)√
γR = 0
and momentum constraint:
πsl;l = 0.
General principles of canonical formalism for the systems with constraints
leads us to the following statement (Lichnerovitch, Choquet-Bruhat, Dirac,
Antrowitt-Deser-Misner):
If the evolutions equations
γst,0 =
2a√
γ
(
πst − 1
2
γstπ
)
+ bs;t + bt;s;
πst,o = −a
√
γ
(
Rst − 1
2
γstR
)
+
a
2
√
γ
(
πstπ
st − 1
2
π2
)
γst+
− a
2
√
γ
(
πsl π
lt − 1
2
πstπ
)
+
√
γ
(
γslct;l − γstcl;l
)
+
+
(
πstbl
)
;l
− πslbt;l − πltbs;l; cl = γlsa;s
are performed on the 3D-space, then in 4D manifold the Einstein equations
holds true:
Rµν − 1
2
gµνR = 0,
(
Rnikl;m +R
n
imk;l +R
n
ilm;k = 0
)
.
3 Bogoliubov Group Variables
Let’s variables x
′
are connected with x by the following group transforma-
tion:
x′ = f(x, a), x′′ = f (f(x, a), b) = f(x, c), c = ϕ (a, b) .
Under variation of group parameters a variation of coordinates reads:
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(δx′)i = ξis(x
′)Bsp(a)δa
p,
here
i = 0, 1, 2, 3- the number of coordinates,
p = 1, ..., r , where r is a quantity of group gererators,
Bsp(a) defines group properties.
Note that conservation laws performance in curved space-time is con-
nected with Killing vectors existence, they are not straightforward sequence
of system space-time transformation invariance.
In present case Bogoliubov transformation reconstruct invariance with
respect to transformation group, that has been violated due to explicit ex-
traction of classical field.
It means the following: if we have made quantization in some surface Σ in
definite moment, application of group variables permits to state that we can
move this surface Σ with according to group lows (including transformation
that changes the time coordinate).
Let’s consider couples of functions fst(x), f
st
n (x) and define Bogoliubov
transformation as following:
fst(x) = gvst(x
′) + ust(x
′), f stn (x) = gv
st
n (x
′) + ustn (x
′), (2)
dimensionless parameter g is assumed to be large, and group parameters
ap are independent new variables.
The substitution fst(x) → {ust, (a)} enlarge the number of independent
variables on r, so problem is how to formulate invariant conditions, which
we have to impose on functions ust(x
′
) in order to equalize the number of
independent variables in the both part of equation (2).
We consider systems in which there are invariant symplectic forms that
looks like the following:
ω (ust, N
stp) =
∫
Σ
(ustn (x
′
)Npst(x
′
)− ust(x′)N stpn (x′))dσ,
here Σ is some space-like surface. Everywhere in the article we mean
summation with respect to all s and t.
Additional conditions are:
ω
(
ust, N
stp
)
= 0. (3)
We chose some functions Npst(x
′
) (p = 1...r, the quantity functions is equal
to the quantity of new independent variables)
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It is possible to obtain equations, which define group variables as func-
tional of fst(x) and f
st
n (x) on the Σ, by substitution ust(x
′
) in the additional
conditions in according with (2).
Cause the forms ω(Nast, ust) are invariant with respect to variations of a
p
one can obtain:
−
∫
Σ
dσ
(
δfst(x)N
stk
n (x
′)− δf stn (x)Nkst(x′)
)
−gBsp(a)δap −Brp(a)δapRsr = 0, (4)
here
Rkr =
∫
Σ
dσξir(x
′)
(
N stkni (x
′)ust(x
′)−Nksti(x′)ustn (x′)
)
.
It is useful to formulate equation (4) in the differential form:
δap
δfst(x)
= −1
g
A
p
k(a)N
stk
n (x
′)− 1
g
δaq
δfst(x)
Brq (a)R
s
rA
p
s(a),
δap
δfstn (x)
= 1
g
A
p
k(a)N
k
st(x
′)− 1
g
δaq
δfstn (x)
Brq (a)R
s
rA
p
s(a),
Aps(a) denote the matrix inverse to B
s
q(a) :
Bsq(a)A
p
s(a) = δ
p
q .
Denote
Nkst(x
′)T lk = D
l
st(x
′)
N stkn (x
′)T lk = D
stl
n (x
′)
where T ls are the solution of the equation:
T ls = δ
l
s − 1gT rsRlr.
So we can state that
δap
δfst(x)
= 1
g
A
p
l (a)D
stl
n (x
′), δa
p
δfstn (x)
= −1
g
A
p
l (a)D
l
st(x
′).
As a consequence of (3) we obtain linear dependence between derivatives
with respect to ust(x
′
) and ustn (x
′
):∫
Σ
dσ
(
Mstr(x
′) δ
δust(x′)
+Mstnr(x
′) δ
δustn (x
′)
)
= 0,
where we define
ξir(x
′)vsti(x
′) = Mstr(x
′), ξir(x
′)vstni(x
′) =Mstnr(x
′).
(Here we demand the following relationship to be true:
ω
(
MstaN
k
st
)
= δka)
Straightforward calculations give us fst(x) and f
st
n (x) in the terms of new
variables:
δ
δfst(x)
= δ
δust(x′)
+Bpq (a)
δaq
δfst(x)
(
Sp + A
r
p(a)
∂
∂ar
)
,
δ
δfstn (x)
= δ
δustn (x
′)
+Bpq (a)
δaq
δfstn (x)
(
Sp + A
r
p(a)
∂
∂ar
)
,
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here Sp is defined as
− ∫
Σ
dσξip(x
′)
(
usti(x
′) δ
δust(x′)
+ ustni(x
′) δ
δustn (x
′)
)
= Sp.
4 Secondary Quantization.
The operators qˆst(x) and pˆ
st(x
′
):
qˆst(x) =
1√
2
(
fst(x) + i
δ
δf stn (x)
)
, pˆst(x) =
1√
2
(
f stn (x)− i
δ
δfst(x)
)
,
(5)
are defined in the space L of functionals F where the scalar product
defines as
< F1|F2 >=
∫
DfstDf
st
n F1n[fst, f
st
n ]F2[fst, f
st
n ].
The operators (5) are self-conjugated in this space. They are satisfy the
formal commutation relation:
[qˆst(x), pˆ
st(x
′
)] = iδ(x− x′).
So we can treat qˆst(x) and pˆ
st(x) as operators of coordinate and momentum
of oscillators of field and we can develop the secondary quantization scheme.
But straightforward use of this procedure leads us to the doubling of numbers
of possible field states, because there are self-conjugate operators
q˜st(x) =
1√
2
(
fst(x)− i δδfstn (x)
)
, p˜st(x) = 1√
2
(
f stn (x) + i
δ
δfst(x)
)
,
that are satisfy the same commutation relation and commute with qˆ(x)
and pˆ(x).
The operators p˜(x) and q˜ also generate some operators of coordinate and
momentum, which are defined in the Fock space orthogonal one described
above. So quantization based on the (5) needs further reduction of states
number. One of the reduction method is the holomorphic representation, for
example.
We can consider the space of functionals F [zst, z
st∗] isomorphic to the
space F [fst, f
st
n ]. If we define
zst(x) = fst(x) + if
st
n (x), z
st∗(x) = fst(x)− if stn (x),
so qˆst(x) and pˆ
st(x) can be defined as operators:
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qˆst(x) =
1√
2
(
zst(x)− δδzst∗(x)
)
, pˆst(x) = 1√
2
(
zst∗(x) + δ
δzst(x)
)
.
In the space F [zst, z
st∗] reduction of states numbers is made by the choice
state vector in the form:
F =
(
exp
∫
Σ
zst(x)z
st∗(x)dσ
)
Φ[z].
It is easy to see that vector
F0 = exp
(∫
Σ
zst(x)z
st∗(x)dσ
)
is the vacuum of operators
qˆst(x) =
1√
2
(
zst(x)− δδzst∗(x)
)
, pˆst(x) = 1√
2i
(
zst∗(x) + δ
δzst(x)
)
. So realiza-
tion of operators qˆst(x) and pˆ
st(x) is the holomorphic representation. Due
to conditions (3) that has appeared along with Bogoliubov transformation,
it is impossible to use holomorphic representation for the reduction of states
numbers straightway.
And we use the following scheme:
we use Bogoliubov ’s transformation (2) and, in spite of appearance of
exceed states, we will develop scheme of perturbation theory. Then reduc-
tion of states number will be made, so it will depend on dynamical system
equations.
In the terms of new variables the operators of coordinate and momentum
reads:
qˆst(x) =
1√
2
(
gvst(x
′) + ust(x
′) + i δ
δustn (x
′)
+Bpq (a)
δaq
δfstn (x)
(
iSp + iA
r
p(a)
∂
∂ar
))
,
pˆst(x) = 1√
2
(
gvstn (x
′) + ustn (x
′)− i δ
δust(x′)
− Bpq (a) δa
q
δfst(x)
(
iSp + iA
r
p(a)
∂
∂ar
))
.
Cause g >> 1, operators ∂
∂τα
enter in the qˆst(x
′
) and pˆst(x
′
) in the order
O
(
1
g
)
. With an eye to increase the order of the velocity, it is necessary
to make a canonical transformation. Let’s substitute state vector ψ on the
vector:
ψ −→ eig2Jψ,
that accords to the substitution:
−iArp(a)
∂
∂ar
−→ g2Jp − iArp(a)
∂
∂ar
. (6)
After canonical transformation the operators pˆst(x) and qˆst(x) become
the following series:
qˆst = g
(
Fst(x
′) + 1
g
Qˆst(x
′) + 1
g2
Ast(x
′)
)
,
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pˆst = g
(
F stn (x
′) + 1
g
Pˆ st(x′) + 1
g2
Astn (x
′)
)
.
Explicit expressions for the addends in the series are:
Fst(x
′) = 1√
2
(
vst(x
′) +Nkst(x
′)Jk
)
,
F stn (x
′) = 1√
2
(
vstn (x
′) +N stkn (x
′)Jk
)
,
Qˆst(x
′) = 1√
2
(
ust(x
′) + i δ
δustn (x
′)
−Nkst(x′)rk
)
,
Pˆ st(x′) = 1√
2
(
ustn (x
′)− i δ
δust(x′)
−N stkn (x′)rk
)
,
Ast(x
′) = δa
p
δfstn (x)
(
Brp(a)R
k
rrk − iKp
)
,
Astn (x
′) = δa
p
δfst(x)
(
Brp(a)R
k
rrk − iKp
)
,
here
Tc = Kc +R
a
cra, Kp = B
q
p(a)Sq +
∂
∂ap
, rk = R
p
kJp,
We define contravariant components of coordinate operator and covariant
component of momentum operator taking into account that they have to
satisfy the following relations:
qˆsl(x)qˆst(x) = δ
l
t, qˆ
sl(x)pˆst(x) = pˆ
sl(x)pˆst(x).
It is possible if the operators reads:
qˆst(x) = g
(
F st(x′)− 1
g
Qˆst(x′) + 1
g2
Bst(x′)
)
,
pˆst(x) = g
(
Fnst(x
′) + 1
g
Sst(x
′) + 1
g2
Dst(x
′)
)
,
and the addends are defined by the following way:
F slFnst = δ
l
t, Qˆ
st = F rtQˆrlF
sl,
Bst = F skQˆklF
ltQˆsmF
mr − F stAslF lr, F stn Fsl = F stFnsl,
Skl = F
bt
n
(
QˆbtFkl + QˆblFkt
)
+ FblPˆ
stFkt,
Dpl = Anpl + F
st
n (FtpAsl + FslAtp) + F
sm
n QˆslQˆmp + 2FtpPˆ
stQˆsl.
Then action can be represented as series with respect to inverted powers
of coupling constant:
S = S0 + S1 + S2. (7)
5 Perturbation Theory Construction
Now we can quantize and substitute ust(x
′
), ustn (x
′
) as following:
ust(x
′
) 7→ qˆst(x), ustn (x′) 7→ pˆst(x).
In the series (7) operators S0 are C-numbers.
Let’s consider the higher order.
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S1 =
∫
Σ
Ast(x
′)Pˆ st(x′) +Bst(x′)Qˆst(x
′),
here explicit view of Ast(x
′) and Bst(x′) are given in the Appendix 1, and
operator S1 is linear with respect to ust(x
′
), ustn (x
′
), ∂
∂ust(x
′ )
, ∂
∂ustn (x
′ )
. There
are no any normalizable eigenvectors of these operators, so it is required to
set them to zero for perturbation theory construction. Let’s explore if it is
possible.
We can write the action as :
S1 =
∫
Σ
Ast
(
ustn − i δδust −N stkn rk
)
+Bst
(
ust + i
δ
δustn
−Nkstrk
)
.
We can represent actions as a sum:
S1 = −i
∫
Σ
Ast
δ
δust
− Bst δ
δustn
+
∫
Σ
Ast
(
ustn −N stkn rk
)
+Bst
(
ust −Nkstrk
)
.
Above we have got linear form with respect to δ
δust(x
′ )
and δ
δustn (x
′ )
that is
equal zero:∫
Σ
dσ
(
Mstr
δ
δust
+Mstnr
δ
δustn
)
= 0.
Linear form with respect to derivatives in S−1 will be equal zero if we
demand Ast(x
′
) and Bst(x
′
) to be linearly connected with Msta(x
′
) and
Mstna(x
′
):
Ast(x
′
) = caMsta(x
′
), Bst(x
′
) = caMstna(x
′
).
Linear form with respect to ust(x
′
) and ustn (x
′
) in the S1 looks like
S1 =
∫
Σ
Ast
(
ustn −N stkn rk
)
+Bst
(
ust −Nkstrk
)
=
ca
∫
Σ
(Mstau
st
n −Mstnaust)− rk
∫
Σ
(
Msta(x
′
)N stkn −MstnaNkst
)
.
Taking into account that
ω
(
MstaN
k
st
)
= δka
and
rk = R
p
kJp = Jp
∫
Σ
dσξir(x
′)
(
N
stp
ni (x
′)ust(x
′)−Npsti(x′)ustn (x′)
)
.
we state that the linear form with respect to ust(x
′
) and ustn (x
′
) will
be equal zero if the following conditions are performed on Σ: vst(x
′) =
JkN
k
st(x
′), Fst(x
′
) =
√
2vst(x
′
).
Here we can obtain the expression for the parameter of canonical trans-
formation (6) (velocity of the classical part):
Jk =
1√
2
∫
Σ
F stn Mstk−FstMstnk.
We’ve got that ca =
√
2, so we can state that linear form of derivatives
with respect to ust(x
′
) and ustn (x
′
) in the operator S1will be equal zero if the
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following equations holds true on Σ:
Fstn =
2a√
F
(
Fstn − 1
2
FnFst
)
,
F stnn =
a
2
√
F
(
FlknF
lk
n −
1
2
F 2n
)
F st − 2a√
F
(
F stn F
kl
n Fstn −
1
2
FnF
st
n
)
− (8)
−a
√
F
(
Rst − 1
2
F stR
)
−
√
F
(
F slct;l − F stcl;l
)
,
These equations could be treated as evolution equations.
Herandafter we assume Fst(x) to be solution of the equations (8), and
Fst(x
′
) and F stn (x
′
) on Σ are the solution of the Cauchy problem on Σ, so we
can state that on the 3D manifold the evolution equation holds true. The
constraint equations
1√
F
(
F stn Fstn − 12F 2n
)
−√FR(F ) = 0, F sl;l = 0
we obtain as a conditions on the choice of Σ surface. (See (1))
So we can state that Einstein equations performance is necessary condi-
tion for the perturbation theory to be applicable. We would like to underline
that Einstein equations has been obtained in the process of perturbation the-
ory construction as a condition of validity, not as a sequence of variational
principle.
6 Conclusion
We applied Bogoliubov transformation to the quantization of gravitational
field in the neighbourhood of nontrivial classical component, that permitted
us to avoid zero-mode problem.
Einstein equations for the classical component has been obtained as a
necessary condition for the perturbation theory to be applicable.
The expression for quantum corrections of the field operator and explicit
view of state si the task of the next article.
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7 Appendix 1
Let’s consider expansion of Hamiltonian into the series with respect to in-
verted powers of coupling constant:
H = 1√
γ
(
πstπ
st − 1
2
π2
)
−√γR
We have the order that depends only from classical part of the field:
H0 =
1√
F
(
FnstF
st
n − 12F 2n
)
−√FR(F ),
the following order is linear with respect to quantum addend and deriva-
tives with respect to quantum addends:
H1 =
1√
F

 12
(
FnklF
kl
n − 12F 2n
)
F stQˆst+(
Pˆ stFnst + F
st
n Sst
)
− Fn
(
Pˆ stFnst + QˆstF
st
n
)


−√F
(
1
2
F stRst(F )Qˆst − QˆstRst(F ) + F stRst(F, Qˆ)
)
,
and the next order depends on 2dn order of quantum addend and contains
Bogoliubov variables:
H2 =
1√
F


−1
2
(
FnklF
kl
n − 12F 2n
)
F stAst+(
Astn Fnst + F
st
n Dst + Pˆ
stSst
)
−
Fn
(
An + AstF
st
n + QˆstPˆ
st
)
− 1
2
Fn(Pˆ + F
st
n Qˆst)
2
1
2
F stQˆst
((
Pˆ stFnst + SstF
st
n
)
− Fn(Pˆ + F stn Qˆst)
)


−
−√F

 12RF stAst +R(F, Qˆ, A) +BstRst − QˆstRst(F, Qˆ)
+1
2
(
F stR(F, Qˆ)− QˆstRst
)
F stQˆst

 .
Lets consider the addend a
√
FF stRst(F, Qˆ) .
Recall that: Γslt = γ
spΓltp,
and Kristoffel symbols are the series:
Γltp = Γltp(F ) +
1
g
Γltp(Qˆ) +
1
g2
Γltp(A),
so Γslt = Γ
s
lt(F ) +
1
g
Γslt(Qˆ),
where Γslt(Qˆ) =
(
F spΓltp(Qˆ)− QˆspΓltp(F )
)
.
Taking into account that
Qˆtp;l = Qˆtp,l − Γmlt (F )Qˆmp − Γmlp(F )Qˆmt,
we note:
Γltp(Qˆ) =
1
2
(
Qˆtp;l + Qˆlp;t − Qˆlt;p
)
− 2QˆmpΓmlt (F ),
so we can state that
Γslt(Qˆ) =
1
2
F sp
(
Qˆtp;l + Qˆlp;t − Qˆlt;p
)
,
and hence Ricci tensor is the series too:
Rst = Rst(F ) +
1
g
Rst(F, Qˆ) +
1
g2
Rst(F, Qˆ, A),
where
14
Rst(F, Qˆ) = Γ
l
st;l
(Qˆ)− Γlst;t(Qˆ)+
+Γlst(Qˆ)Γ
m
lm(F ) + Γ
l
st(F )Γ
m
lm(Qˆ)− Γmsl (Qˆ)Γlmt(F )− Γmsl (F )Γlmt(F ),
so that
Rst(F, Qˆ) =
(
Γlst(Qˆ)
)
;l
−
(
Γlsl(Qˆ)
)
;t
and addend under consideration is
a
√
FF stRst(F, Qˆ) =√
F
(
aF stΓlst(Qˆ)
)
,l−
√
F
(
aF stΓlsl(Qˆ)
)
,t+
+
√
FF sta;tΓ
l
sl(Qˆ)−
√
FF sta;tΓ
l
sl(Qˆ),
here we note
cs = a;tF
st.
Let’s consider the form:√
FF sta;tΓ
l
sl(Qˆ) =
√
Fcs 1
2
F lp
(
Qˆsp;l + Qˆlp;s − Qˆsl;p
)
.
Taking into account that the expression is equal zero
F lp
(
Qˆsp;l − Qˆsl;p
)
= 0
because it contains product of symmetric and antisymmetric tensors.
Analogously√
FF sta;tΓ
l
sl(Qˆ) =
1
2
(√
FcsF lpQˆlp
)
;s
− 1
2
√
FF lpQˆlpc
s
;s
and√
FF sta;lΓ
l
st(Qˆ) = Div +
1
2
√
FF lpQˆlpc
s
;s −
√
FF slQˆlpc
p
;s ,
and finally the addend reads:
a
√
FF stRst(F, Qˆ) = Div +
√
FQˆst
(
F spct;p − F stcp;p
)
.
Analogously we can state:
a
√
FF stRst(F, Qˆ, A) = Div +
√
FAst
(
F spct;p − F stcp;p
)
Lets’ consider the following order of the addend:
a
√
FF stF stQˆstRst(F, Qˆ) =
Div +
√
FF st
(
aQˆ
)
;t
Γlsl(Qˆ)−
√
FF st
(
aQˆ
)
;l
Γlst(Qˆ).
Denote
rs =
(
aQˆ
)
;t
F st,
so straightforward calculations shows us that
a
√
FF stQˆRst(F, Qˆ) =
√
FQˆ
(
F sprt;p − F strp;p
)
=√
F
(
F spct;p − F stcp;p
)
QˆstQˆstF
st + a
√
FF st (F spF tr − F stF pr) Qˆst,pr ,
and we can state that the addend is looks like the following:
a
√
FQˆstRst(F, Qˆ) =
√
F
(
aQˆst
)
;t
Γlsl(Qˆ)−
√
F
(
aQˆst
)
;l
Γlst(Qˆ) =√
F
(
F spa;tpQˆ
st − F sta;tpQˆpt
)
Qˆst + a
√
FF st
(
F spQˆst;tp − F stQˆpt;tp
)
Qˆst.
So we can state that
15
S1 = Pˆ
st(x′)Fnst(x
′) + F stn (x
′)Qˆnst(x
′) + aH1(F, Qˆ) =
=
∫
Σ
Ast(x
′)Pˆ st(x′) +Bst(x′)Qˆst(x
′),
Ast =
2a√
F
(
Fnst − 12FnFst
)
,
Bst = a
2
√
F
(
FnklF
kl
n − 12F 2n
)
F st − 2a√
F
(
F stn F
kl
n Fnst − 12FnF stn
)
−
−a√F
(
Rst − 1
2
F stR
)
−√F
(
F slct;l − F stcl;l
)
,
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