We study fuzzy stochastic bidirectional associative memory cellular neural networks with discrete delays in leakage terms and with continuous and infinitely distributed delays in the transmission terms. Under certain structural assumptions, we prove that the networks in question are mean-square exponentially stable. Our main ingredient is the classical direct Lyapunov approach, in which we construct an elaborate Lyapunov-Krasovskii function. The arguments in the paper can be readily adapted to study stability problems for other cellular neural networks. Primary 93E15 ; secondary 28E10; 34K20; 34K37; 34K50; 60H10
Introduction
Since the 1950s, various artificial neural networks (ANNs) have been designed to solve problems of pattern recognition, prediction, optimization, signal processing, associative memory, control, and so on; see, for instance, [1] . Among them, the so-called bidirectional associative memory network (BAMN) was invented and studied initially by a series of papers by Kosko [2, 3] . In the last three decades, BAMN created by Kosko was modified into the so-called fuzzy (delayed, resp. stochastic) BAMs to describe the the fuzzy transmission of information (aftereffect or memory, resp. stochastic perturbations) in the concerned BAMNs; see [4] and the vast references therein for more detail on the physical background of various BAMNs.
In recent years, deterministic BAMNs have been studied intensively and extensively from the point view of control theory and/or dynamical system theory. Gopalsamy [5] and Liu [6] studied deterministic BAMNs with delays in leakage terms for their stability. Duan and Huang [7] investigated fuzzy BAM neural networks with distributed delays and timevarying delays in the leakage terms for their global exponential stability. Cai and Huang [8] tried to understand better dynamic behaviors for memristor-based BAM neural networks with time-varying delays by utilizing theory of functional differential inclusions. Wang and Liu [9] studied a class of high-order bidirectional associative memory (BAM) neural networks with time delays in leakage terms for global exponential stability. Balasubramaniam, Kalpana, and Rakkiyappan [10] established an asymptotic stability result for BAM fuzzy cellular neural networks with time delay (discrete and unbounded distributed) in the leakage term. Li and Fan [11] considered the stability problem of almost periodic solution for Cohen-Grossberg BAM neural networks with variable coefficients. Song and Zhao [12] provided a stability criterion of complex-valued neural networks with both leakage delay and time-varying delays on time scales. Song and Cao [13] proved the exponential stability for a class of impulsive BAM neural networks with time-varying delays and reaction-diffusion terms. See and the references therein for more information on the study of stability problems for deterministic BAMNs.
There is also a large number of references on stability and/or stabilization problems for stochastic BAMNs. Zhu, Rakkiyappan, and Chandrasekar [38] proved a stochastic stability result for Markovian jump BAM neural networks with leakage delays and impulse control. Senthilraj, Raja, Zhu, Samidurai, and Yao [39] provided the exponential passivity analysis of stochastic neural networks with leakage, distributed delays, and Markovian jumping parameters. Balasubramaniam and Vidhya [40] proved the global asymptotic stability of stochastic BAM neural networks with distributed delays and reaction-diffusion terms. Zhu, Li, and Yang [41] studied the exponential stability of stochastic reaction-diffusion BAM neural networks with time-varying and distributed delays. Li and Fu [42] provided an LMI-based stability criteria guaranteeing the global asymptotic stability for stochastic Cohen-Grossberg-type BAM neural networks with mixed delays. Bao and Cao [43] studied the exponential stability of stochastic BAM networks with discrete and distributed delays. Rakkiyappan, Chandrasekar, Lakshmanan, and Park [44] investigated a class of Markovian jumping stochastic BAM neural networks with mode-dependent probabilistic time-varying delays and impulse control for their exponential stability. Ye, Zhang, Zhang, Zhang and Lu [45] considered the mean-square stabilization and mean-square exponential stabilization of a class of stochastic BAM neural networks with Markovian jumping. Syed Ali, Balasubramaniam, Rihan, and Lakshmanan [46] provided a stability criteria for stochastic Takagi-Sugeno fuzzy Cohen-Grossberg BAM neural networks with mixed time-varying delays. Apart from the aforementioned references, there is still a large number of studies on the dynamics of stochastic BAMNs; see [47] [48] [49] [50] [51] [52] [53] [54] , just to name a few.
Motivated by the results obtained in the aforecited references, we are concerned in this paper with a fuzzy stochastic BAMN (see (2.1)) with discrete delays in the leakage terms, time-varying delays, and infinitely distributed delays in the drift and diffusion terms. After proving the existence of an equilibrium state, we focus on proving the mean-square exponential stability of the network under consideration. The main contribution of this work is establishing a mean-square exponential stability property for fuzzy stochastic BAM neural networks incorporating discrete delays in leakage terms and incorporating continuous and infinitely distributed delays in the transmission terms. The novelty of our proof is in employing an integral transformation to recover the dissipation mechanism hidden in the leakage terms and to design an elaborate Lyapunov-Krasovskii function to obtain the aforeclaimed mean-square exponential stability.
The rest of the paper is planed as follows. In Sect. 2, we formulate the main problem of this paper and provide some preliminaries. In Sect. 3, we state and prove in detail the main results of the paper. In Sect. 4, we provide an illustrative example for our results. In Sect. 5, we conclude by several remarks.
Formulation of the problem and preliminaries
Let ( , F , F, P) be a complete filtered probability space, and let B(t) be the one-dimensional standard Wiener process on this space. We assume that the filtration F = {F t |t ∈ [0, +∞)} satisfies the so-called usual conditions: (i) F 0 contains all P-null sets in F ; (ii) F t = s>t F s .
In the rest of the paper, EX denotes the mathematical expectation of a random variable X. Our aim in this paper is to study the following model system for BAMNs:
supplemented by the initial value condition
where ∧ (resp. ∨) denotes the fuzzy AND (resp. OR) operation; μ 1i > 0 and μ 2j > 0 describe the time scales of the respective layers of the network; τ 1i > 0 and τ 2j > 0 denote the discrete delays in the leakage terms; the transmission coefficients a
ji ∈ R reflect the connections of the neurons; the activation functions f 1j ,f 1j , f 2i ,f 2i map R into itself; K 1j ,K 1j , K 2i , andK 2i reflect the hereditary properties of the network; c
Assumption 1 f k ,f k are Lipschitz continuous, where = 1, . . . , n for k = 1, and = 1, . . . , m for k = 2.
εs ds < +∞, = 1, . . . , n for k = 1, = 1, . . . , m for k = 2.
Assumption 3
The bounded functions σ k (t),σ k (t) : [0, +∞) → [0, +∞) are continuously differentiable and such that 0 < σ k (t) < t, 0 <σ k (t) < t sup t∈[0,+∞)σ k (t) < 1, and sup t∈[0,+∞)σ k (t) < 1, = 1, . . . , n for k = 1, = 1, . . . , m for k = 2.
For convenience, we denotē We are now in a position to introduce the notion of equilibrium states. Loosely speaking, an equilibrium state of system (2.1) is any solution to the system
(2.5) 
for every t ∈ [0, +∞) and someC > 0 andε > 0, where
is an equilibrium state of system (2.1).
Remark 2.2 Let Assumptions 1, 2, and 3 be fulfilled. By the theory of stochastic ODEs, for every (φ 1 , . . . ,
2) admits a unique solution.
Remark 2.3 If system (2.1) is mean-square exponentially stable, then it has a unique fixed point.
We conclude this section by including two necessary lemmas. In the first lemma, we present the well-known Gronwall's inequality, and in the second lemma, we collect two facts about the fuzzy AND and OR operations. Since the proofs are not rare in the literature, we omit their details here.
Lemma 2.2 For all x
= (x 1 , . . . , x N ) , y = (y 1 , . . . , y N ) ∈ R N , and (μ 1 , . . . , μ N ) ∈ R N , we have | N k=1 μ k x k - N k=1 μ k y k | ≤ N k=1 |μ k ||x k -y k | and | N k=1 μ k x k - N k=1 μ k y k | ≤ N k=1 |μ k ||x k -y k |.
Main results and their proofs
In this section, we prove under some conditions that system (2.1) has a unique equilibrium state by Banach's contraction fixed point argument and prove under some additional conditions that system (2.1) is mean-square exponentially stable. The main ingredient in proving the stability result is a well-chosen Lyapunov functional. We first state the first main result concerned with the existence of equilibrium states of system (2.1).
Theorem 3.1 Let Assumptions 1, 2, and 3 be fulfilled. Suppose in addition that the following two properties hold:
(ii) λ 1 < 1 and λ 2 < 1 with
Then system (2.1) admits a unique equilibrium state.
Proof Let us define the nonlinear mapping on R n+m by
For every X 1 ∈ R n+m and every X 2 ∈ R n+m with X 1 = (u 1 , . . . , u n , v 1 , . . . , v m ) and X 2 = (x 1 , . . . , x n , y 1 . . . , y m ), by Lemma 2.2 and by conducting some routine calculations we obtain the following sequence of inequalities:
where λ 1 and λ 2 are given by (3.1). 
and
be the unique equilibrium state of system (2.1), and let (u 1 , . . . , u n , v 1 , . . . , v m ) be the solution to system (2.1) with initial data given by (2.2). Ob-
is the unique solution to the following initial value problem
for i = 1, . . . , n, and let
for j = 1, . . . , m. By Itô's rule, we have
Similarly, we have
With these preparations in hand, we can deduce that, for every solution (ū 1 , . . . ,ū n ,v 1 , . . . , v m ) to IVP (3.2), (U 1 , . . . , U n , V 1 , . . . , V m ) is the unique solution to the initial value prob-
, where V k (t; ε) (k = 1, 2, 3, 4) are defined by
Let us denote
By Itô's formula,
Thanks to (3.3) and (3.4), we have
Let us spare some space to analyze the right-hand side of (3.6) term-by-term. Firstly, we have
where the first inequality follows from the Cauchy-Schwarz inequality. We have
where the first inequality follows from the triangle inequality and the definition of L 1j , the second inequality follows from the Cauchy-Schwarz inequality, and the equality follows from some routine calculations. Further, we have
where the second inequality follows from Lemma 2.2, the third inequality follows from the Cauchy-Schwarz inequality, and the equality follows from some routine calculations. Similarly, we have
We further have 11) where the second inequality follows from the Cauchy-Schwarz inequality, and the equality follows from some routine calculations. We have 12) where the first inequality follows from the triangle inequality, the second inequality follows from the Cauchy-Schwarz inequality, and the equality follows from some routine calculations. By some calculations as in (3.8) and (3.12), we obtain
We have 14) where the first inequality follows from Lemma 2.2, the second inequality follows from the Cauchy-Schwarz inequality, and the equality follows from some routine calculations.
Now, we estimate the term
We have 17) where the first inequality follows from the triangle inequality and the definition ofL 1j , and the second inequality follows from the Cauchy-Schwarz inequality. By mimicking the steps in (3.8) we have 18) where the inequality follows from the triangle inequality and the definition ofL 1j . We have 19) where the second inequality follows from the Lemma 2.2, the third inequality (resp., fourth) follows from the Cauchy-Schwarz inequality for functions (resp., for finite sequences), and the equality follows from some routine calculations. Similarly, we have
Combining (3.4), (3.5), (3.6), (3.7), (3.8), (3.9), (3.10), (3.11), (3.12), (3.13), (3.14), (3.15), (3.16), (3.17), (3.18), (3.19) , (3.20) and utilizing the symmetry of U i (t) and V j (t), by some calculations we obtain
Since M 1i (ε) and M 2j (ε) are continuous and M 1i (0) < 0 and M 2j (0) < 0, there exists ε * ∈ (0,ε) such that M 1i (ε * ) ≤ 0 and M 2j (ε * ) ≤ 0, and thereforeṼ(t; ε * ) is decreasing. This, together with the definition ofṼ(t; ε * ), directly implies
Applying the inequality (a + b)
By Gronwall's lemma we have
where
whereÃ is independent of the initial data (φ 1 , . . . , φ n , ψ 1 , . . . , ψ m ). The proof is complete.
An illustrative example
In this section, by using the aforeobtained results we attempt to investigate the meansquare stability of the following system: Therefore by Theorem 3.2 we have that system (4.1) is mean-square exponentially stable.
Conclusions
We proved in the paper that fuzzy stochastic BAMNs with delays are mean-square exponentially stable, provided that the amplification effect of the activation functions is weak enough and that the transmission coefficients are small enough. Our study is worth some additional remarks:
• As indicated in the introduction, the deterministic BAMNs have received extensive and intensive investigations. One of the most striking phenomenons in this direction is that a large number of experts have constructed very elaborate Lyapunov-Krasovskii functions to reduce the conservatism of the stability results. Note, however, that just a few of these ideas can be applied to study the stability problems for stochastic systems. Therefore, it is extremely promising to work in the direction to prove less conservative stability results for stochastic neural networks.
• For the stochastic dynamical systems, it is equally (or even more) interesting to study the pth moment (exponential) stability. Therefore, we shall contemplate, in the next step, more carefully the structure of the neural networks in the paper and try our best to obtain the pth moment exponential stability results.
• More realistically, some dissipative mechanism, in one form or another, should be introduced into neural networks, and thus we are led to the so-called reaction-diffusion neural networks (RDNNs). In the past two decades, RDNNs have received extensive attentions. Inspired by the results obtained in these studies, we are tempted to study fuzzy stochastic reaction-diffusion BAM neural networks for their long-time behavior.
