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Abstract
A Moderate Deviation Principle is established for random processes arising as small random
perturbations of one-dimensional dynamical systems of the form Xn = f(Xn−1). Unlike in the
Large Deviations Theory the resulting rate function is independent of the underlying noise distri-
bution, and is always quadratic. This allows one to obtain explicit formulae for the asymptotics
of probabilities of the process staying in a small tube around the deterministic system. Using
these, explicit formulae for the asymptotics of exit times are obtained. Results are specied for
the case when the dynamical system is periodic, and imply stability of such systems. Finally,
results are applied to the model of density-dependent branching processes. c© 1999 Elsevier
Science B.V. All rights reserved.
AMS classi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1. Introduction
In this paper, we investigate small random perturbations of one-dimensional maps
of the form
Xn = f(Xn−1); (1.1)
with a continuous bounded function f, subject to the initial condition X0 2 R. The
perturbed process X n , n= 0; 1; : : : is a Markov chain dened by the recursion
X n = f(X

n−1) + 

n(!; X

n−1); (1.2)
with the same initial condition X 0  X0, and where  is a small positive parameter.
For xed  and n, n(!; x) is a measurable function in (!; x)
3 such that for xed x,
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(n(!; x))n>1 forms i.i.d. zero mean sequence of random variables and there exists a
continuous bounded function 2(x) such that
lim
!0
E(1(!; x))
2  2(x): (1.3)
Under the stated assumptions, it is known from Klebaner (1993) that for each n>1,
X n ! Xn in probability, as  ! 0. Hereafter, processes will be denoted by dropping
the subscript, for example, X  = (X n )n>1 and X = (Xn)n>1.
This paper deals with asymptotic analysis, as ! 0, of the centered and normalized
process
Y ;  =
1
(1−)
[X  − X ]; 12 << 1: (1.4)
Let us now explain the choice of the range of parameter .
If =1=2, the function f is continuously dierentiable with bounded derivative, and
supx Ej1(x)j36const : −3=2, then (see Klebaner and Nerman, 1994) the central limit
theorem (CLT) holds
Y ;1=2 ) Y; (1.5)
where ) denotes the convergence of nite-dimensional distributions. The weak limit
Y = (Yn)n>1 in Eq. (1.5) satises the following linear recursion, which involves the
nonrandom process X :
Yn = f0(Xn−1)Yn−1 + (Xn−1)n; (1.6)
subject to Y0 = 0, and where (n)n>1 is an i.i.d. Gaussian-(0; 1) sequence of random
variables.
If =1; the function f is twice continuously dierentiable with bounded derivatives,
and for every t2R and >0 the Cramer condition holds: Eet1(x)<1, then Y ;1; !0
obeys a Large Deviation Principle (henceforth LDP), see Kifer (1990), and Klebaner
and Zeitouni (1994).
We choose  in the range between CLT and LDP. For such ’s the asymptotic
behaviour is also of an LDP type. The traditional terminology for this kind of LDP is
the Moderate Deviation Principle (henceforth MDP). We give heuristic arguments rst
in order to see as to what kind of MDP can be expected. Note that
Y ;  = −1=2Y ;1=2:
By the CLT for Y ;1=2 (1.5), Y ;1=2
law Y , and let us assume for a moment that the
families Y ;  and eY ;  = −1=2Y possess the same LDP. Since Y satises Eq. (1.6),eY ;  satiseseY ; n = f0(Xn−1)eY ; n−1 + (Xn−1)(−1=2)n (1.7)
and, moreover, the LDP for eY ; ,  ! 0 holds with the rate of speed (2−1) and the
rate function (recall that (n)n>1 is i.i.d. sequence of Gaussian-(0,1) random variables):
J (u) =
1
2
1X
n=1
[un − f0(Xn−1)un−1]2
2(Xn−1)
; u0 = 0; u= (u1; u2; : : :) (1.8)
(see e.g. Klebaner and Liptser, 1996).
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Thus, a candidate of MDP for Y ; n ,  ! 0 is characterized by the rate of speed
(2−1) and the rate function J (u) given in Eq. (1.8).
From the applications point of view the MDP (1=2<< 1) is more attractive than
the LDP (=1). The MDP is characterized, independently of the noise distribution and
the value of , by explicitly computed quadratic rate function, while for the LDP the
rate function has a rather complicated structure, which depends on the noise distribution,
and often explicit formulae are hard to obtain. The quadratic form of the MDP rate
function allows for the explicit minimization and in particular, it allows to obtain an
asymptotic evaluation for the exit time.
Results on MDP’s for processes with independent increments are well known from
Borovkov and Mogulski (1978, 1980), Mogulski (1993), Chen (1991), and Ledoux
(1992). For the dependent case, the MDP estimations have attracted some attention
as well. Some related MDP results can be found in Wu (1994, 1995), in Dembo and
Zeitouni (1998), Dembo (1996), Dembo and Zaijc (1997), Bayer and Freidlin (1977),
Wentzell (1989), Zajic (1995), Puhalskii (1994a, b Example 7.2) and Liptser (1996).
The paper is organized as follows. In Section 2 we give the assumptions and the
main result on the MDP, in Section 3 we give an application to the model of density
dependent branching processes, Section 4 contains proofs of main results, and in Section
5 we use the main result to obtain asymptotics of exit times, specify it for the case of
periodic dynamics, and give applications to the density dependent branching process
model.
2. Assumptions and results
For brevity of notations an LDP (MDP), characterized by the rate of speed r() and
the rate function I , hereafter will be denoted as (r(); I)-LDP (r(); I)-MDP). Since
the MDP is nothing but the LDP, we omit here the denition of the MDP.
The random process Y ;  takes values in R1, so that it reasonable to examine
(2−1; J )-MDP in the metric space (R1; ) with the metric
(u; v) =
1X
n=1
2−n
jun − vnj
1 + jun − unj :
By the Dawson and Gartner (1987) theorem (see also Theorem 4:6:9. in Dembo and
Zeitouni, 1993) the (2−1; J )-MDP in this metric space is equivalent to (2−1; JN )-
MDPs, for (Y ; n )16n6N ,  ! 0 in metric spaces (RN ; N ), N>1, where N is the
Euclidean metric and
JN (u) =
1
2
NX
n=1
[un − f0(Xn−1)un−1]2
2(Xn−1)
; u0 = 0; u= (u1; : : : ; un): (2.1)
To establish the (2−1; JN )-MDPs, let us introduce the following assumptions.
(A.1) The functions f(x) in Eq. (1.1) and 2(x) in Eq. (1.3) are respectively twice
and once continuously dierentiable with bounded derivatives (if jXnj<M for all n,
then the above-mentioned properties of f and 2 should hold on (−M;M) only). For
every n= 1; 2; : : : ; 2(Xn−1)> 0:
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(A.2) For any t 2 R, x 2 R, and  2 (0; 1], the Cramer condition holds:
Eet

1(!; x)<1:
Dene H(t; x) =  logEet

1(!;x). It is clear that for xed (x; ), H(t; x) is twice
continuously dierentiable in t and satised the following properties:
H(0; x)  0; H t (t; x)jt=0  0; H tt(t; x)>0:
(A.3) There exist a positive constant L and a nonnegative continuous increasing func-
tion ’(t), t>0 such that for small positive t, t2> (2=L)’(t); for every x; t, H(t; x)6
(L2t2=2) + ’(jtj), x 2 R; for every t and l> 0
lim
!0
sup
jxj6l
jHtt(t; x)− 2(x)j= 0:
Theorem 1. Let 1=2<< 1; X be dened by Eq. (1:1) and  as in Eqs. (1:2) and
(1:3); and assume (A:1){(A:3). Then for every xed N; (n(X

n−1))16n6N ; obeys the
(2−1; IN )-MDP as ! 0 in the metric space (RN ; N ) with
IN (v) =
1
2
NX
n=1
v2n
2(Xn−1)
; v= (v1; : : : ; vN ):
The following is the main result.
Theorem 2. Let 1=2<< 1; and assume (A:1){(A:3). Then (Y ; n )n>1 obeys
(2−1; J )-MDP as  ! 0 in the metric space (R1; ) with the rate function J
dened in Eq. (1:8).
3. Example of MDP for density-dependent branching processes
In this section, we give the MDP for a population model of density-dependent
branching process introduced in (Klebaner, 1993). Assume (!; x) is non-negative
measurable function such that for x 62 (0; 1), (!; x)=0. For xed x 2 (0; 1), (!; x) is
generic integer-valued random variable with the law of the ospring distribution when
the population density is x. Let a positive integer K be a threshold parameter. For xed
K dene density-dependent branching random processes ZKn , n = 0; 1; 2; : : : ; by taking
ZK0 to be a positive integer in a proportion to K , Z
K
0 = KX0, X0 2 (0; 1), and
ZKn =
ZKn−1X
j=1
(n)j (!; Z
K
n−1=K); (3.1)
where ((n)j (!; x)), j; n>1, are independent copies of (!; x). The sequence X
K
n , n =
0; 1; 2; : : : with XKn = Z
K
n ==K is called the density process. Denote by m(x) = E(!; x),
b2(x) = E((!; x)− m(x))2 and introduce the recursion
Xn = Xn−1m(Xn−1) (3.2)
subject to the initial condition X0.
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Assumptions under which the MDP as K !1 takes place are given below.
(B.1) For any n>1, Xn−1b2(Xn−1)> 0. For x 2 (0; 1), the functions m(x) and b2(x)
are respectively twice and once continuously dierentiable with bounded derivatives.
(B.2) For any t 2 R and x 2 (0; 1), h(t; x) = logEet((x)−m(x))<1. The function
h(t; x) is twice continuously dierentiable in t.
(B.3) For every l> 0, limt!0supx6l jhtt(t; x)− b2(x)j= 0:
Let YK;n = K
1−[XKn − Xn]. Applying Theorem 2, we arrive at
Theorem 3. Assume (B:1){(B:3) and 12 << 1. Then Y
K;; K ! 1; obeys the
(1==K2−1; J )-MDP in the metric space (R1; ) with the rate function
J (u) =
1
2
1X
n=1
[un − fm(Xn−1) + Xn−1m0(Xn−1)gun−1]2
Xn−1b2(Xn−1)
;
u0 = 0; u= (u1; u2; : : :) 2 R1:
Proof. To adapt the model considered here to the setting of Section 1, we identify
K with −1. It is easy to verify that XKn satises a recursion of the type (1.2) with
f(x) = xm(x) and Kn (!; x) =
PKx
j=1 [
(n)
j (!; x)− m(x)]:
XKn = X
K
n−1m(X
K
n−1) +
1
K
Kn (X
K
n−1)
subject to the initial condition X0. Note that (1=K)E(Kn (!; x))
2 = xb2(x), so that
Eq. (1.3) holds; furthermore HK (t; x) = xh(t; x). The result follows by Theorem 2.
4. Proofs of Theorems 1 and 2
We start with an auxiliary lemma.
Lemma 1. Assume notations and conditions of Theorem 1. Then for every n>1 and
> 0
1. lim!0 2−1 logP(jn(X n−1)j>) =−1;
2. lim!0 2−1 logP(jX n − Xnj>) =−1.
Proof. (1) This statement is equivalent to two statements:
lim
!0
2−1 logP((X n−1)>) =−1; (4.1)
and a similar one for −(X n−1). Since the proof for both cases is the same, we prove
Eq. (4.1) only. Using the conditional Cherno inequality P((X n−1)>jX n−1)6
e−tE(et
(X n−1)jX n−1), t > 0, and taking into account the denition of H(t; x) and its
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properties, we arrive at (P-a.s)
E(et
(X n−1)jX n−1) = exp(−1H(t; X n−1))
6 exp


Lt2
2
+ −1’(t)

:
Hence, by taking the expectation, we obtain the upper bound
P((X n−1)>)6exp

−t+ Lt
2
2
+ −1’(t)

which for t = ==L implies 2−1 logP((X n−1)>)6 − (1==2(1−)) [(2==2L) −
’(==L)] and so, the required conclusion holds.
(2) Dene
n−1 =
8<:
f(X n−1)− f(Xn−1)
X n−1 − Xn−1
; X n−1 6= Xn−1;
f0(Xn−1); otherwise:
(4.2)
Eqs. (1.2), (1.3), and (4.2) imply that for n=X n −Xn, n>1, the following recursion
holds:
n = n−1n−1 + 

n(X

n−1);
where 0 = 0: By assumption (A.1) jn−1j, n>1, are bounded. Hence there exists a
constant C, depending only on N , such that for every n= 1; : : : ; N ,
jnj6C
NX
m=1
jm(X m−1)j:
The result now is implied by the rst statement of the lemma.
Proof of Theorem 1. The proof uses the method of a stochastic exponential (see
Puhalskii, 1994a, b). Introduce the ltration F = (Fn )n>1 of -algebras generated by
j(X

j−1), j>1 and F

0 =(?; 
). In the case considered here, the stochastic exponential
is dened as (t1; : : : ; tN ) 2 RN ),
EN (t1
; : : : ; tN ) =
NY
n=1
E(etn
n(X

n−1)jFn−1)
= exp
 
NX
n=1
−1H(tn; X n−1)
!
: (4.3)
Theorem 2:2 from Puhalskii (1994a, b), adapted to the case considered here, states that
under
lim
!0
2−1 logP
  12−1 logEN (t1; : : : ; tN )−
NX
n=1
t2n
2(Xn−1)
2
>
!
=−1; 8> 0 (4.4)
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the family (n(X

n−1))16n6N obeys the LDP with the rate of speed 
2−1 and the rate
function
IN (v) = sup
(t1 ;::: ;tN )
"
NX
n+1
tnvn − t
2
n
2(Xn−1)
2
# 
=
1
2
NX
n=1
v2n
2(Xn−1)
!
:
Thus, only Eq. (4.4) has to be checked. Write
1
2−1
logEN (t1
; : : : ; tN )−
NX
n=1
t2n
2(Xn−1)
2
=
NX
n=1

1
2
H(tn; X n−1)−
t2n
2(Xn−1)
2

=
NX
n=1
Z tn
0
Z s
0
[Htt(u
; X n−1)− 2(Xn−1)] du ds
so that
d =
 12−1 logEN (t1; : : : ; tN )−
NX
n=1
t2n
2(Xn−1)
2

6
NX
n=1
Z tn
0
Z s
0
Htt(u; X n−1)− 2(Xn−1) du ds
6
NX
n=1
I(jX n−1 − Xn−161)
Z tn
0
Z s
0
Htt(u; X n−1)− 2(Xn−1) du ds
+
NX
n=1
I(jX n−1 − Xn−1> 1)
Z tn
0
Z s
0
Htt(u; X n−1)− 2(Xn−1) du ds
herewith
NX
n=1
I(jX n−1 − Xn−161)
Z tn
0
Z s
0
Htt(u; X n−1)− 2(Xn−1) du ds
6
NX
n=1
Z tn
0
Z s
0
sup
x: jxj6jXn−1j+1
Htt(u; x)− 2(x) du ds
+
NX
n=1
t2n
2
j2(X n−1)− 2(Xn−1)j:
Since the 2(x) is a dierentiable function, having bounded derivative, there exists a
constant l, depending on the derivative of 2(x), such that for every 0> 0
j2(X n−1)− 2(Xn−1)j6l0 + ljX n−1 − Xn−1jI(jX n−1 − Xn−1j>0):
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For notational convenience, set
j() =
NX
n=1
Z tn
0
Z s
0
sup
x: jxj6jXn−1j+1
jHtt(u; x)− 2(x)j du ds;
kn() =
Z tn
0
Z s
0
jHtt(u; X n−1)− 2(Xn−1)j du ds;
gn() = ljX n−1 − Xn−1j:
and note that
d6 j() + l0
NX
n=1
t2n
2
+
NX
n=1
t2n
2
gn()I(jX n−1 − Xn−1j>0)
+
NX
n=1
t2n
2
kn()I(jX n−1 − Xn−1j> 1)
:= r:
For xed , let us choose  and 0 so small that j() + l0
PN
n=1 t
2
n=26=2. Then the
set fr >g is included in a set (without loss of a generality one can assume that
061)
A =
(
NX
n=1
t2n
2
gn()I

jX n−1 − Xn−1j>
0
2

+
NX
n=1
t2n
2
kn()I(jX n−1 − Xn−1j>0)>

2
)
which in turn is included in a set
B =
(
NX
n=1
I

jX n−1 − Xn−1j>
0
2

>1
)
:
Therefore
P(r >)6 P(B)
6
NX
n=1
P

jX n−1 − Xn−1j>
0
2

6N max
16n6N
P

jX n−1 − Xn−1j>
0
2

:
Thus, the required conclusion is implied by the second statement of Lemma 1.
Proof of Theorem 2. Introduce a new process (bY ; n )06n6N by letting bY ; 0 = 0 andbY ; n = f0(Xn−1)bY ; n−1 + n(X n−1): (4.5)
It is clear that (bY ; n )16n6N is dened by a continuous mapping
(n(X

n−1))16n6N ! (bY ; n )16n6N
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generated by the recursion
un = f0(Xn−1)un−1 + vn (4.6)
subject to u0=0: Therefore, due to the contraction principle (see Freidlin, 1972; Varad-
han, 1984) and Theorem 1, one can conclude that for (bY ; n )16n6N ; ! 0; (2−1; JN )-
MDP holds.
Compare now (bY ; n )16n6N with (Y ; n )16n6N : Note that with the help of n−1,
dened in Eq. (4.2), Y ; n ’s are determined by the recursion
Y ; n = 

n−1Y
; 
n−1 + 
n(X

n−1): (4.7)
We use this recursion to show that (Y ; n )16n6N , (bY ; n )16n6N are 2−1-exponentially
indistinguishable, i.e.
lim
!0
2−1logP

max
16n6N
Y ; n − bY ; n >=−1: (4.8)
To this end, let us denote by n = Y ; n − bY ; n . It is clear that 0 = 0 and for n>1
n = n−1n−1 + [

n−1 − f0(Xn−1)]bY ; n−1:
Since by assumption (A.1) random variables jn−1j; n=1; : : : ; N , are bounded, we get
jnj6C
PN
m=1 j[m−1 −f0(Xm−1)]bY ; m−1j so that Eq. (4.8) holds, if for every 16n6N
lim
!0
2−1logP(j[n−1 − f0(Xn−1)]bY ; n−1j>) =−1: (4.9)
An obvious upper bound
P(j[n−1 − f0(Xn−1)]bY ; n−1j>)
6P(j[n−1 − f0(Xn−1)]bY ; n−1j>; jbY ; n−1j6l) + P(jbY ; n−1j>l)
62[P(jn−1 − f0(Xn−1)jl>) _ P(jbY ; n−1j>l)]
allows us to conclude that Eq. (4.9) is valid, provided that
lim
!0
2−1logP(jn−1 − f0(Xn−1)jl>) =−1; 8l> 0;
lim
l!0
lim inf
!0
2−1logP(jbY ; n−1j>l) =−1: (4.10)
By the mean value theorem jn−1−f0(Xn−1)j6 12 supxjf00(x)jjX n−1−Xn−1j, so that the
rst part in Eq. (4.10) is implied by the second statement of Lemma 1. The second
part in Eq. (4.10) also holds true, since the family bY ; 0 = 0 and (bY ; n )16n6N ;  ! 0
obeys (2−1; JN )-MDP, which in turn implies (by Puhalskii (1991) theorem), that this
family is 2−1-exponentially tight, that is,
lim
l!0
lim inf
!0
2−1logP(jbY ; n j>l) =−1; 816n6N:
The (2−1; JN )-MDP for (bY ; n )16n6N ;  ! 0 and the exponential indistinguishabil-
ity Eq. (4.8) imply the same MDP for (Y ; n )16n6N ;  ! 0; (2−1; JN )-MDP. More-
over, since this MDP holds for every N>1, the required statement takes place by the
above-mentioned Dawson{Gartner theorem.
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5. Exit time for periodic dynamics
In this section, we use the MDP to obtain explicit results on exit times. For a> 0,
introduce a random time ; (a)=inffn: jY ; n j>ag which is an exit time for the process
X  from the ball X1−a. A probability of deviations of a randomly perturbed process
from a deterministic path will be described (see Section 5.2) with the help of asymptotic
properties, as n!1, of dynamics (Xn; Pn):
Xn = f(Xn−1); (5.1)
Pn = (f0)2(Xn−1)Pn−1 + 2(Xn−1): (5.2)
Recall that dynamics (Xn) is dened in Eq. (1.1). Moreover, it is easy to check that
Pn = EY 2n ; n>1, where Yn is dened by recursion (1.6).
We restrict ourselves to consideration of a particular nevertheless an important case
of dynamics (Xn; Pn) characterized by some kind of stability, namely when Xn is asymp-
totically periodic.
5.1. Periodic dynamics
In this section, we describe asymptotic periodicity for dynamics (Xn; Pn). Recall that
a set of distinct points Cd = fxig, i = 1; 2; : : : ; d; is called a cycle of period d for f,
if for all i<d, f(xi) = xi+1, and f(xd) = x1. It is easy to see that a cycle of period
d corresponds to d xed points of the d-fold iterated map f(d). The dynamics (Xn)
given by Eq. (5.1) is called asymptotically periodic if it is attracted by a cycle, that is,
dist(Xn; Cd)! 0 as n!1, where, as usual, the distance between a point and a set is
dened as the distance to the nearest point in the set. If f is assumed to be smooth,
then its xed point x is called stable or attracting, if jf0(x)j< 1; and a cycle of
period d is called stable or attracting if each of the xed points of the map f(d) is
attracting, that is, if j(f(d)0(xi)j< 1 (by the chain rule, the derivative f(d)0 is the same
at all the points of the cycle.) Thus, a sucient condition for (Xn) to be asymptotically
periodic and attracted by Cd is that
j(f(d))0(xi)j=

dY
j=1
f0(xj)
< 1;
and X0 is suciently close to one of the points of the cycle Cd. For a necessary and
sucient condition for a xed point to be attracting see, for example, Theorem 2.2.1 in
Sharkovskii et al. (1993). A large class of dynamical systems has asymptotically peri-
odic trajectories. In fact, a dynamical system is called simple if each of its trajectories
is periodic or asymptotically periodic. Moreover, there is a class of simple dynamical
systems in which the stable cycle is unique and trajectories (Xn) are attracted to it
for almost all initial points X0, see e.g. Sharkovskii et al. (1993), and for a particular
example see Example 5:2 below.
Consider Pn to be the column vector
Pn = (Pnd; Pnd+1; : : : ; P(n+1)d−1)T:
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Then it follows from the denition of Pn by using Eq. (5.2) that Pn’s satisfy the
recursion for n>1
Pn+1 = BnPn + cn; (5.3)
where Bn is the d d matrix
Bn =
0BBBB@
0 0 : : : 0 (1)n
0 0 : : : 0 (2)n
: : : : : : : : : : : : : : :
: : : : : : : : : : : : : : :
0 0 : : : 0 (d)n
1CCCCA (5.4)
with
(i)n =
dn−2+iY
j=dn−1
(f0)2(Xj); i = 1; 2; : : : ; d;
and cn is the vector with the kth component given by
ckn =
dn−2+kX
i=dn−1
2(Xi)
dn−2+kY
j=i+1
(f0)2(Xj); (5.5)
with the usual convention that an empty product is one.
Proposition 1. Assume that the dynamics (Xn) is attracted to the cycle Cd. Then Pn’s
are themselves asymptotically periodic; that is the dynamics (Pn) is attracted to a
stable cycle Cpd . In particular; supn Pn = P
<1.
Proof. Iterations of Eq. (5.3) give
Pn+1 =
 
nY
i=0
Bi
!
P0 +
nX
i=1
0@ nY
j=i+1
Bj
1A ci ; (5.6)
where
Qn
j=i Bj = BnBn−1; : : : ; Bi, i = 0; 1; : : : ; n. Since any Xn approaches the cycle, it
follows by continuity of f0 and 2 that the matrices Bn and vectors cn converge to the
limits B and c, respectively,
lim
n!1Bn = B and limn!1 cn = c; (5.7)
where B has all its entries zero, excluding the last column, which has elements (i),
i = 1; : : : ; d,
(i) =
iY
j=1
(f0)2(xj);
and xi, i = 1; 2; : : : ; d; denote the points of the cycle Cd. Note that
(d) =
 
dY
i=1
f0(xi)
!2
= ((f(d))0(x1))2< 1
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is strictly less than one by the assumption of stability of the cycle. This implies that
eigenvalues of the matrix B are less than one. Now one can see from Eqs. (5.6) and
(5.7) that
lim
n!1Pn = (I − B)
−1c (:=P1); (5.8)
where the vector P1 denes the cycle for dynamics (Pn). Note also that P1 is a
column vector with elements (p1; p2; : : : ; pd).
Consider now the case X0 2 Cd. Obviously, Bn  B and cn  c and so for any n,
we have a recursion
Pn = BPn−1 + c: (5.9)
Let P = supn Pn, and introduce also P

cycle = maxfp1; p2; : : : ; pdg to be the maximal
value in the cycle Cpd of the vector P1 = (I − B)−1c. It is clear that Pcycle6P.
Proposition 2. If X0 2 Cd; then for each n>1; Pn>Pn−1 coordinate-wise. In particular;
P = Pcycle.
Proof. Due to Eq. (5.9) Pn=Bn+(
Pn−1
i=0 B
i)c. Therefore, Pn−Pn−1=BnP0+Bn−1(c−
P0) and the rst statement holds provided that coordinate-wise inequality
c>P0 (5.10)
holds.
For notational convenience, enumerate coordinates of Cd such that X0 = x0; X1 =
x1; : : : ; Xd−1 = xd−1 and denote by i = (f0)2(xi), bi = 2(xi), i = 0; 1; : : : ; d − 1. It is
easy to check that the components Pi0, i = 1; : : : ; d, of the vector P0 are dened as
P10 = 0;
P20 = b0;
Pi0 =
i−2X
l=0
bl
i−2Y
k=l+1
k ; i = 3; : : : ; d− 1:
and at the same time, the components ci0, i = 1; : : : ; d; of the vector c are
c1 = bd−1 + P10 ;
c2 = 0bd−1 + P20 ;
ci = bd−1
d−1Y
j=0
j + Pi0; i = 3; : : : ; d− 1:
Thus, Eq. (5.10) holds and the monotonicity of Pn; n>1; holds as well. The mono-
tonicity of Pn; n>1, implies P = Pcycle.
5.2. Exit time
Under the assumption that the dynamics is attracted to a stable cycle, we give
asymptotics for the expectation of the exit time ; (a).
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Theorem 4. Assume (A:1){(A:3). If the dynamics (Xn) is attracted to a stable cycle
Cd; then
lim inf
!0
2−1logE; (a)>
a2
2P
;
lim sup
!0
2−1logE; (a)6
a2
2Pcycle
:
If X0 2 Cd then
lim
!0
2−1logE; (a) =
a2
2Pcycle
:
Example. (1) Take f(x)= rx and 2(x)=b2. If jrj< 1, the dynamics (Xn) is a simple
stable dynamics. The dynamics (Pn), dened by the recursion Pn = r2Pn−1 + b2 with
P0 = 0, forms a monotone increasing sequence with the limit b2=(1 − r2). Thus, by
Theorem 4
lim
!0
2−1 logE; (a) =
a2(1− r2)
2b2
: (5.11)
(2) Consider dynamics (Xn) with
f(x) =

rx(1− x); x 2 (0; 1)
0 otherwise;
3<r<r1 = 1 +
p
6, and the perturbed model (see Eq. (1.2)) such that 2(x)  1.
It is known that f generates a simple periodic dynamics (Xn) with period two. If
X0 2 S2 = fx1; x2g, then with 1 = 1 = f02(x1), 2 = f02(x2) and 2 = 12,
B=

0 1
0 2

; c =

1
2 + 1

:
Since
P1 = (I − B)−1c =
0@ 1 + 1+21(1−2)
1+2
1(1−2)
1A
we have Pcycle = (1 + (1 + 2)=1(1− 2)) and so by Theorem 4
lim
!0
2−1 logE; (a) =
a21(1− 2)
2(21 + 2 − 12) :
Auxiliary lemmas. The proof of Theorem 4 is based on a few auxiliary results for-
mulated below as lemmas.
Lemma 2. Assume (A:1){(A:3). Then for each N>1
lim
!0
2−1logP

max
16n6N
jY ; n j>a

=− a
2
2maxn6N Pn;0
;
where Pn;0 is the solution of recursion (5.2) subject to zero initial condition.
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Proof. According to the (2−1; JN )-MDP for (Y ; n )16n6N ; ! 0,
lim inf
!0
2−1logP

max
16n6N
jY ; n j>a

>− inf
A
JN (u);
lim sup
!0
2−1logP

max
16n6N
jY ; n j>a

6− inf
A
JN (u); (5.12)
where A = fu 2 RN : max16n6N junj>ag and A = fu 2 RN : max16n6N junj>ag.
Since JN (u) is the continuous function and A is a closure of A, we get ‘infA ’ =
‘infA ’, so that in Eq. (5.12) equalities hold. We use now the following procedure for
minimization of JN over A. For xed k6N , denote by Ak a subset of A containing
all vectors with juk j>a and for k <N with un=f0(Xn−1)un−1; n>k: It is clear that
inf
A
JN (u) = min
16k6N
inf
Ak
JN (u);
and, moreover,
inf
Ak
NX
n=1
[un − f0(Xn−1)un−1]2
2(Xn−1)
= inf
Ak
kX
n=1
[un − f0(Xn−1)un−1]2
2(Xn−1)
: (5.13)
To nd the value of the right-hand side in Eq. (5.13), we use the Cauchy{Schwartz
inequality. To this end, put wn = (un − f0(Xn−1)un−1)=(Xn−1) and note that, with
pl =
Qp
i=l f
0(Xi−1),
uk =
kX
n=1
kn+1(Xn−1)wn:
The Cauchy{Schwartz inequality implies
u2k6
kX
n=1
(kn+1(Xn−1))
2
kX
n=1
w2n
 
=Pk;0
kX
n=1
w2n
!
and, since u2k>a
2, the right-hand side of Eq. (5.13) is bounded below by a2=Pk;0 and
what is more, this bound is attainable on wn  akn+1(Xn−1). Hence, due to Eq. (5.12)
lim sup
!0
2−1logP

max
16n6N
jY ; n j>a

6− a
2
2max16k6N Pk;0
:
Corollary 1.
lim inf
!0
2−1logP

max
n>1
jY ; n j>a

>− a
2
2P
;
lim sup
N!1
lim sup
!0
2−1logP

max
16n6N
jY ; n j>a

6− a
2
2P
:
Together with processes (X k )k>1 and (Y
; 
k )k>1 consider new ones: for L> 1,
(X ; ;yk )k>L and (Y
; ;y
k )k>L, where
X ; ;yk =f(X
; ;y
k−1 ) + 

n(!; X
; ;y
k−1 );
Y ; ;yk = 
−(−1)[X ; ;yk − Xk ]
subject to the initial condition X ; ;yL−1 = XL−1 + 
1−y which implies Y ; ;yL−1 = y.
F.C. Klebaner, R. Liptser / Stochastic Processes and their Applications 80 (1999) 157{176 171
The statements, similar to Theorem 2 and Lemma 2, are given by the following
proposition.
Proposition 3. Assume (A:1){(A:3). Then:
1. (Y ; ;y)k>L; ! 0 obeys the (2−1J y)-MDP in the metric space (R1; ) with the
rate function
J y(u) =
1
2
1X
k=L
[uk − f0(Xk−1)uk−1]2
2(Xk−1)
; uL−1 = y:
2. For each a> 0;
lim
!0
2−1logP

max
L6k6N
jY ; ;yk j>a

=− min
L6k6N
min
juk j=a
[uk − ykL]2
2Pk;L−1

=− min
L6k6N
[a− jykLj]2
2Pk;L−1

;
where kL =
Qk
i=L f
0(Xi−1):
The proof of the proposition repeats all details of the proofs of Theorem 2 and
Lemma 2 and therefore it is omitted.
Corollary 2. If jyj6a and jkLj61; then
lim
!0
2−1logP

max
L6k6N
jY ; ;yk j>a

>− a
2
2 maxL6k6N Pk;L−1
;
where Pk;L−1; k>L is dened by recursion (5.2) subject to the initial condition
PL−1; L−1 = 0:
Proof of Corollary. Since supjyj6amink6mink supjyj6a, the inequality
sup
jyj6a
min
L6k6N
[a− jykLj]2
Pk;L−1
6
a2
maxL6k6N Pk;L−1
holds. In fact,
sup
jyj6a
min
L6k6N
[a− jykLj]2
Pk;L−1
6 min
L6k6N
sup
jyj6a
[a− jykLj]2
Pk;L−1
= min
L6k6N
a2
Pk;L−1

=
a2
maxL6k6N Pk;L−1

:
Proof of Theorem 4. Lower bound: We use the well-known formula E; (a) =P
n>0 P(
; (a)>n) and prove that
lim inf
!0
2−1log
X
n>0
P(; (a)>n)>
a2
2P
: (5.14)
For brevity of notations, let us denote by Vn=P(; (a)>n) and by  n=Vn=Vn−1. The
sequence Vn; n> 1, satises the recursion Vn =  nVn−1 subject to the obvious initial
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condition V0 = 1. Putting Un = 1− Vn and noticing that  n = (1−Un)=(1−Un−1), we
get a lower bound for  n: n>1−Un. On the other hand, since Un=P(; (a)6n) and
f; (a)6ng= fmax16k6n jY ; k >ajg; applying Lemma 2, we get
lim
!0
2−1logUn =− a
2
2max16k6n Pk;0
6− a
2
2P
:
The upper estimate above implies  n>1− , where
= exp

− a
2
2P2−1
+ o(−(2−1))

:
Since Vn =  nVn−1, the estimate for  n above gives Vn>(1 − )Vn−1, which in turn
implies the lower bound Vn>(1 − )n; n>1. Consequently, with V0 = 1, we obtain
the inequality
1X
n=0
P(; (a)>n)>
1

which implies Eq. (5.14).
Upper bound: This part of the proof is rather complicated. Firstly, we use an obvious
observation: both limits
lim sup
!0
2−1logE; (a);
lim
M!1
lim sup
!0
2−1logE(; (a)=M);
with any increasing to 1 sequence M , exist (or do not exist) simultaneously and
coincide. Therefore, we shall deal here only with the second limit. To this end, we use
the following upper estimate (see e.g. Klebaner and Liptser, 1996): E(; (a)=M)61+P
n>0 P(
; (a)>Mn) which can be sharpen as follows: for each l> 1
E(; (a)=M)62
"
(1 + l) _
X
n>l
P(; (a)>Mn)
#
:
This inequality implies the desired upper bound provided that
lim sup
M!1
lim sup
l!1
lim sup
!0
2−1log
X
n>l
P(; (a)>Mn)6
a2
2Pcycle
: (5.15)
For further convenience, let us denote by Vn=P(; (a)>Mn) and note that, since of
f; (a)>Mnjg= fmax16k6Mn jY ; k j<ag;
Vn = EI

max
16k6Mn
jY ; k j<a

:
Using now the Markov property of the process (Y ; k )k>1 we nd
Vn = E

I

max
16k6M (n−1)
jY ; k j<a

I

max
M (n−1)+16k6Mn
jY ; k j<a

6 Vn−1

1− inf
jyj<a
P

max
M (n−1)+16k6Mn
jY ; k j>a
Y ; M (n−1) = y :
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Let us estimate below inf jyj<a P(maxM (n−1)+16k6Mn jY ; k j>ajY ; M (n−1) =y). Analogous
to the random process (Y ; ;yk )k>l, involved in Proposition 3, let us introduce a random
process (Y ; ;yk )k>M (n−1)+1 and note that for xed y
P

max
M (n−1)+16k6Mn
jY ; k j>a
Y ; M (n−1) = y= P maxM (n−1)+16k6Mn jY ; ;yk j>a

:
Then, due to Corollary 2 to Proposition 3, for each jyj6a, we obtain
lim
!0
2−1logP

max
M (n−1)+16k6Mn
jY ; k j>a
Y ; M (n−1) = y
>− a
2
2maxM (n−1)+16k6Mn Pk;M (n−1)
:
Let > 0 be small and M and l so large that maxM (n−1)+16k6Mn Pk;M (n−1)>
supk>M (n−1)+1Pk;M (n−1) − >Pcycle − . Combining now the last two inequalities, we
arrive at the following lower estimate:
inf
jyj6a
P

max
M (n−1)+16k6Mn
jY ; k j>a
Y ; M (n−1) = y
>exp
 
− a
2
22−1(Pcycle − )
+ +o(−(2−1); )
!
(:=’()): (5.16)
This estimate in turn gives Vn6(1− ’())Vn−1 and therefore, for n>l,
Vn6Vl(1− ’())n−l6(1− ’())n−l:
Thus, for any small  and large M , l we obtain
P
n>l Vn61=’(). Consequently
lim sup
!0
2−1logE; (a)6
a2
2(Pcycle − )
and Eq. (5.15) holds, since  is arbitrary. The last statement of the theorem follows
from Proposition 2.
5.3. Application to density-dependent branching model
For the density-dependent branching process from Section 3, we give asymptotic
analysis for the problem of extinction. We are interested in the asymptotics (K !1)
for the probability of the extinction up to time N; P(
SN
n=1 fZKn 62 (0; K)g) and the
expected time of extinction EK , where K = inffn: ZKn 62 (0; K)g.
Suppose that the conditions of Theorem 3 hold and that f(x) = xm(x) determines
simple dynamics with a stable cycle, say, Cd and for large n, jf0(Xn−1)j6c61: There-
fore by Proposition 1 we have two dynamics (Xn) and (Pn) with stable cycles Cd and
Cpd , respectively, dened by recursions
Xn = Xn−1m(Xn−1);
Pn = [Xn−1m0(Xn−1) + m(Xn−1)]Pn−1 + Xn−1b2(Xn−1)
subject to the initial conditions X0 2 (0; 1) and P0 = 0. To simplify further consid-
erations, assume that X0 2 Cd; so that for any n; Xn 2 Cd. Denote by X and X 
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the minimal and the maximal values in the cycle Cd and by Pcycle the maximal value
in the cycle CPd . Applying now Theorems 3 and 4, we obtain the following bounds
( 12 << 1):
lim
N!1
lim sup
K!1
(1=K2−1)logP
 
N[
n=1
fZKn 62 (0; K)g
!
6− X
2
 ^ (1− X )2
2Pcycle
;
lim inf
K!1
(1=K2−1)logEK>
X 2 ^ (1− X )2
2Pcycle
: (5.17)
Let us dene YK;n = K
1−[ZKn =K − Xn] and note that with K > 1
P
 
N\
n=1
fZKn 2 (0; K)g
!
=P(YK;n 2 (−K1−Xn; K1−(1− Xn)) for all n6N )
>P(YK;n 2 (−Xn; 1− Xn) for all n6N )
>P

max
n6N
jYK;n j< [X ^ (1− X )]

:
According to Theorem 3, (YK;n )n>1 obeys the MDP as K !1. Therefore
P
 
N[
n=1
fZKn 62 (0; K)g
!
= P

max
n6N
jYK;n j>[X ^ (1− X )]

and the rst inequality in Eq. (5.17) is implied now by Lemma 2 and Proposition 2.
To establish the second inequality in Eq. (5.17) note that
K = inffn: ZKn 62 (0; K)g
= inffn: [ZKn − KXn] 62 (−KXn; K(1− Xn))g
= inffn: K−[ZKn − KXn] 62 (−K1−Xn; K1−(1− Xn))g
= inffn: YK;n 62 (−K1−Xn; K1−(1− Xn))g
> inffn: YK;n 62 (−X; 1− X )g
> inffn: jYK;n j>X ^ 1− X g
:=bK
and apply Theorem 4:
lim
K!1
(1=K2−1)logEb K = X 2 ^ (1− X )2
2Pcycle
: (5.18)
Remark. If we do not require X0 2 Cd, then assuming
0< inf
n>1
Xn6 sup
n>1
Xn < 1;
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we obtain
lim sup
K!1
(1=K2−1)logP(ZKn 62 (0; K);9n6N )
6− min(min
2
n6N Xn; (1−maxn6N Xn)2)
2maxn6N Pn
; N>1:
lim sup
K!1
(1=K2−1)logP

max
n6N
ZKn >K

6− (1−maxn6N Xn)
2
2maxn6N Pn
:
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