We develop a model-based approach to reasoning, in which the knowledge base is represented as a set of models (satisfying assignments) rather than a logical formula, and the set of queries is restricted. We show that for every propositional knowledge base (KB) there exists a set of characteristic models with the property that a query is true in KB if and only if it is satis ed by the models in this set. We characterize a set of functions for which the model-based representation is compact and provides e cient reasoning. These include cases where the formula-based representation does not support e cient reasoning. In addition, we consider the model-based approach to abductive reasoning and show that for any propositional KB, reasoning with its model-based representation yields an abductive explanation in time that is polynomial in its size. Some of our technical results make use of the Monotone Theory, a new characterization of Boolean functions recently introduced. The notion of restricted queries is inherent in our approach. This is a wide class of queries for which reasoning is e cient and exact, even when the model-based representation KB provides only an approximate representation of the domain in question. Moreover, we show that the theory developed here generalizes the model-based approach to reasoning with Horn expressions and captures even the notion of reasoning with Horn-approximations.
Introduction
A widely accepted framework for reasoning in intelligent systems is the knowledge-based system approach 26]. The idea is to keep the knowledge in some representation language with a well de ned meaning assigned to those sentences. The sentences are stored in a Knowledge Base (KB) which is combined with a reasoning mechanism, used to determine what can be inferred from the sentences in the KB. Deductive reasoning is usually abstracted as follows: Given the knowledge base KB, assumed to capture our knowledge about the domain in question (the \world"), and a sentence , a query that is assumed to capture the situation at hand, decide whether KB implies (denoted W j = ). This can be understood as the question: \Is consistent with the current state of knowledge?"
Solving the question KB j = , even in the propositional case, is co-NP-Hard and under the current complexity theoretic beliefs requires exponential time. Many other forms of reasoning which have been developed at least partly to avoid these computational di culties, were also shown to be hard to compute 31, 30] .
A signi cant amount of recent work on reasoning is in uenced by convincing arguments of Levesque 23 ] who argued that common-sense reasoning is a distinct mode of reasoning and that we should give a computational theory that accounts for both its speed and exibility. Most of the work in this direction still views reasoning as a kind of theorem proving process, and is based on the belief that a careful study of the sources of the computational di culties may lead to a formalism expressive enough to capture common-sense knowledge, while still allowing for e cient reasoning. Thus, this line of research aims at identifying classes of limited expressiveness, with which one can perform theorem proving e ciently 3, 24, 30, 31] . None of these works, however, meets the strong tractability requirements required for common-sense reasoning (e.g. see 35] ), even though the limited expressiveness of classes discussed there has been argued to be implausible 7] .
Levesque argues 23, 24] that reasoning with a more direct representation is easier and better suits common-sense reasoning. He suggests to represent the knowledge base KB in a vivid form, which bears a strong and direct relationship to the real world. This might be just a model of KB 8, 28] on which one can evaluate the truth value of the query . It is not clear, however, how one might derive a vivid form of the knowledge base. Moreover, selecting a model which is the most likely model of the real world, under various reasonable criteria, is computationally hard 28, 32] . Most importantly, in order to achieve an e cient solution to the reasoning problem this approach modi es the problem: reasoning with a vivid representation no longer solves the problem KB j = , but rather a di erent problem, whose exact relation to the original inference problem depends on the method selected to simplify the knowledge base.
A Model-Based Approach to Reasoning
In this work we embark on the development of a model-based approach to common sense reasoning. It is not hard to motivate a model-based approach to reasoning from a cognitive point of view and indeed, many of the proponents of this approach to reasoning have been cognitive psychologists 12, 13, 22] . In the AI community this approach can be seen as an example of Levesque's notion of \vivid" reasoning and has already been studied in 14].
The deduction problem KB j = can be approached using the following model-based strategy: Test Set: A set S of possible assignments. Test: If there is an element x 2 S which satis es KB, but does not satisfy , deduce that KB 6 j = ; Otherwise, KB j = .
Since, by the model theoretic de nition of implication, KB j = if and only if every model of KB is a model of , the suggested strategy solves the inference problem if S is the set of all models (satisfying assignments) of KB. But, this set might be too large. A model-based approach becomes useful if one can show that it is possible to use a fairly small set of models as the Test Set, and still perform reasonably good inference, under some criterion.
We de ne a set of models, the characteristic models of the knowledge base, and show that performing the model-based test with it su ces to deduce that KB j = , for a restricted set of queries. We prove that for a fairly wide class of representations, this set is su ciently small, and thus the model-based approach is feasible. The notion of restricted queries is inherent in our approach; since we are interested in formalizing common-sense reasoning, we take the view that a reasoner need not answer e ciently all possible queries. For a wide class of queries we show that exact reasoning can be done e ciently, even when the reasoner keeps in KB an \approximate" representation of the \world". We show that the theory developed here generalizes the model-based approach to reasoning with Horn expressions, suggested in 14], and captures even the notion of reasoning with theory approximations 33]. In particular, our results characterize the Horn expressions for which the approach suggested in 14] is useful and explain the phenomena observed there, regarding the relative sizes of the logical formula representation and the model-based representation of KB. We also give other examples of expressive families of propositional expressions, for which our approach is useful.
We note that characteristic models were studied independently in the Relational Data Base community (where they are called \generators") 2, 25] , for the special case of de nite Horn expressions. The results in this paper have immediate implications in this domain (e.g., bounding the size of Armstrong relations), which are described elsewhere 18].
In addition, we consider the problem of performing abduction using a model-based approach and show that for any propositional knowledge base, using a model-based representation yields an abductive explanation in time that is polynomial in the size of the model-based representation. Some of our technical results make use of a new characterization of Boolean functions, called the Monotone Theory, introduced recently by Bshouty 4] .
Recently, some more results on reasoning with models have been derived, exhibiting the usefulness of this approach. These include algorithms that use model-based representations to handle some fragments of Reiter's default logic as well as some cases of circuit diagnosis 20] . A theory of reasoning with partial models and the learnability of such representations is studied in 21]. The question of translating between characteristic models and propositional expressions (which is relevant in database theory as well) has also been studied. Some results on the complexity of this and related questions are described in 17].
Most of the work on reasoning assumes that the knowledge base is given in some form, and the question of how this knowledge might be acquired is not considered. While in this paper we also take this point of view, we are interested in studying the entire process of learning a knowledge base representation and reasoning with it. In particular, Bshouty 4] gives an algorithm that learns the model-based representation we consider here when given access to a Membership Oracle and an Equivalence Oracle. In 19] we discuss the issue of \learning to reason" and illustrate the importance of the model-based approach for this problem.
Summary of Results
We now brie y describe the main contributions of the model-based approach developed in this paper. Our results can be grouped into 3 categories that can be informally described as follows: (1) We de ne the set of characteristic models of a propositional expression (with respect to a class of queries) and prove that reasoning with this set supports correct deduction and abduction.
(2) We characterize the Least Upper Bound of a function, with respect to a class L of functions, using a set of characteristic models. We then show that reasoning with this approximation is correct for queries in the class L.
(3) We characterize classes of propositional formulas for which the size of the set of characteristic models is polynomial in the number of variables in the domain.
As a result, we show that in many cases where reasoning with the traditional representation is NP-Hard we can perform e cient reasoning with models. This includes reasoning with log n CNF queries, Horn queries, and quasi-Horn queries.
Clearly, our algorithms do not solve NP-complete problems. While most hardness results for reasoning assume that KB is given as a CNF formula, we can perform reasoning e ciently since we represent the knowledge in a more accessible form. The e ciency of model based reasoning strongly depends on the size of the representation. In Section 7 we discuss this issue in detail, and in particular, compare model based representations to CNF and DNF representations.
The rest of this paper is organized as follows: We start with some technical preliminary de nitions and then, in Section 3, we give an example that motivates the discussion in the rest of the paper. Section 4 reviews the monotone theory, which is the main tool in developing our results. In Section 5 we consider the deduction problem. We introduce the set of characteristic models, and analyze the correctness and e ciency of model-based deduction with this set. In Section 6 we show that in the case of Horn expressions our theory reduces to the work in 14]. Section 7 discusses the size of model-based representations. Section 8 describes applications of the our theory to particular propositional languages. In Section 9 we consider the abduction problem, and in Section 10 we conclude with some reference to future work.
Preliminaries
We consider problems of reasoning where the \world" (the domain in question) is modeled as a Boolean function f : f0; 1g n ! f0; 1g. Similarly, the knowledge base KB would consist of some representation (either a propositional formula or a set of specially chosen models) for a Boolean function.
Let X = fx 1 ; : : :; x n g be a set of variables, where each variable is associated with a world's attribute and can take the value 1 or 0 to indicate whether the associated attribute is true or false in the world. Assignments, denoted by x; y; z, are mappings from X to f0; 1g, and we treat them as elements in f0; 1g n with the natural mapping.
An assignment x 2 f0; 1g n satis es f if f(x) = 1. An assignment x which satis es f is also called a model of f. If f is a theory of the \world", a satisfying assignment of f is sometimes called a possible world. For x 2 f0; 1g n , weight(x) denotes the number of variables assigned 1 in the assignment x. A literal is either a variable x i (called a positive literal) or its negation x i (a negative literal). A clause is a disjunction of literals, and a CNF formula is a conjunction of clauses. For example (x 1 _x 2 )^(x 3 _x 1 _x 4 ) is a CNF formula with two clauses. A term is a conjunction of literals, and a DNF formula is a disjunction of terms. For example (x 1^x2 ) _ (x 3^x1^x4 ) is a DNF formula with two terms. A CNF formula is Horn if every clause in it has at most one positive literal. A CNF formula is k-quasi-Horn if every clause in it has at most k positive literals. A CNF formula is in log n-CNF if every clause in it has at most log n literals (of arbitrary polarity). Every Boolean function has many possible representations and, in particular, both a CNF representation and a DNF representation. By the DNF size of f, denoted jDNF(f)j, we mean the minimum possible number of terms in any DNF representation of f. We call a DNF expression for f which has jDNF(f)j terms, a minimal DNF representation of f. Similarly, the CNF size of f, denoted jCNF(f)j, is the minimum possible number of clauses in any CNF representation of f, and a CNF expression is minimal for f if it has jCNF(f)j clauses.
It is important to distinguish between a Boolean function, namely a mapping f : f0; 1g n ! f0; 1g, and a representation for the function. Every Boolean function can be represented in many ways. (In particular, a truth table is one such representation.) A standard way to represent Boolean functions is using propositional expressions such as CNF and DNF expressions, as discussed above. A propositional language is a collection of propositional expressions.
Some of our results hold for any Boolean function, and are therefore stated in terms of such functions. Other results have restrictions that relate to the representation of the functions; namely, they hold for functions in a certain propositional language. When the representation is clear from the context we sometimes refer to a propositional language as a class of Boolean functions. (That is, all those functions that can be represented using expressions in the language). We denote classes of Boolean functions by F, G, and functions by f; g.
By \f entails g", denoted f j = g, we mean that every model of f is also a model of g. We also refer to the connective j = by its equivalent, proof theoretic name, \implies". Since \entailment" and \logical implication" are equivalent, we can treat f either as a Boolean function (usually, using a propositional expression that represents the function), or as the set of its models, namely f ?1 (1) . Throughout the paper, when no confusion can arise, we identify the Boolean function f with the set of its models, f ?1 (1) . Observe that the connective \implies" (j =) used between Boolean functions is equivalent to the connective \subset or equal" ( ) used for subsets of f0; 1g n . That is, f j = g if and only if f g.
Throughout this paper we measure size and time complexity with respect to n, the number of variables in the domain. Naturally, we are interested in time and size complexity which are polynomial in n. Sometimes, we say that a representation is small or short, or an algorithm e cient, and mean that they are polynomial in n.
A Motivating Example
We start by giving an example which will serve to motivate the abstract ideas developed in the rest of the paper and explain their relation to the problem of reasoning.
Assume that the world is described as a set of rules f = fx 1^x2 ! x 3 ; x 1^x4 ! x 2 ; x 1^x2^x4 ! x 3 g;
and that we would like to perform deductive reasoning with respect to this world. Given a query , since f j = if and only if f , it is su cient to check whether satis es all these assignments. However, as the following argument shows, since we consider here only monotone queries, it is su cient to test only some of these models. First notice that a query , being a monotone Boolean function, has the following property:
If (y) = 1, and y x, then also (x) = 1. (Here denotes the usual bitwise order relation on f0; 1g n , that is, y x i for every index i such that y i = 1 we also have x i = 1.) Now, if f 6 j = , then there is a model x of f such that (x) = 0. If y is another model of f and y x, then since is monotone, (y) = 0. This implies that f must have a minimal model z, which does not satisfy . Therefore, when all the queries are monotone, there is no need to evaluate on all the satisfying assignments of f. Instead, it is su cient to consider only the minimal satisfying assignments of f.
In the current example, it is easy to see that there are only 3 minimal assignments for f: f1000; 0100; 0011g. When considering 1 = x 2 _ x 3 _ x 4 , we can see that 1 (1000) = 0 and therefore f 6 j = 1 . On the other hand, when considering 2 = x 1 _ x 2 _ (x 3^x4 ), it is easy to see to all three minimal models of f satisfy 2 and therefore f j = 2 .
The example shows that sometimes it is not necessary to consider all the models of f in order to answer deduction queries with respect to f. Moreover, the set of \special" models we have used, seems to be considerably smaller than the set of all models.
This example motivates at least two important questions that we consider in the rest of this paper. First, can one de ne a set of \special" models, like the minimal models used in the example, for a wider set of queries? Secondly, the method presented is advantageous when the set of \special" models is signi cantly smaller than the set of all models. Can one quantify the size of this set? Both questions are answered a rmatively later in this paper.
Finally, we note that in the example presented, no assumptions were made on the \world" f. The set of special models depends only on the class of queries we want to answer correctly. Notice also, that the traditional approach to the problem f j = , in which f is represented as a propositional CNF expression, remains co-NP-Hard even when the set of queries is restricted to be a set of monotone functions.
Monotone Theory
In this section we introduce the notation, de nitions and results of the Monotone Theory of Boolean functions, introduced by Bshouty 4] . 1 An element of f0; 1g n denotes an assignment to the variables x1; : : : ; xn (i.e., 0011 means x1 = x2 = 0, and x3 = x4 = 1).
De nition 4.1 (Order) We denote by the usual partial order on the lattice f0; 1g n , the one induced by the order 0 < 1. That is, for x; y 2 f0; 1g 
Clearly, for every assignment b 2 f0; 1g
is the smallest assignment with respect to the order b ). Therefore:
The question is whether we can nd a small set of negative examples b, and use it to represent f as above. Proof: This follows from Claim 4.6, observing that by de nition min b (f) min b (f). Example: (continued) We go back to the example introduced in Section 3. Recall that we want to reason with respect to the function f, which has the CNF representation f = (x 1 _ x 2 _ x 3 )^(x 1 _ x 2 _ x 4 )^(x 1 _ x 2 _ x 3 _ x 4 ): The function f has 12 (out of the 16 possible) satisfying assignments. The non-satisfying assignments of f are: f0000; 0001; 0010; 1101g. Using Claim 4.5 we get that the set B = f0000; 1101g is a basis for f.
De nition 4.2 (Basis)
The sets of minimal assignments with respect to this basis are: min 0000 (f) = f1000; 0100; 0011g and min 1101 (f) = f1100; 1111; 1001; 0101g. These can be easily found by drawing the corresponding lattices and checking which of the satisfying assignments of f are minimal. It is also easy to check that f can be represented as in Equation (1) using the minimal elements identi ed.
Deduction with Models
We consider the deduction problem KB j = . KB is the knowledge base, which is taken to be a propositional expression (i.e., a representation for some Boolean function), and is also a propositional expression. The assertion KB j = means that if some model x 2 f0; 1g n satis es KB, then it must also satisfy .
Let ? KB f0; 1g n be a set of models. To decide whether KB j = we consider the straight forward model-based approach to deduction: for all the models z 2 ? check whether (z) = 1. If for some z, (z) = 0, say \no"; otherwise say \yes".
By de nition, if ? = KB this approach yields correct deduction, but representing KB by explicitly holding all the possible models of KB is not plausible. A model-based approach becomes feasible if one can make correct inferences when working with a small subset of models.
In this section we de ne a special collection of models, called the characteristic models of KB, and denoted ? B KB (or ? for short). We show that performing the model-based test on ? yields correct deduction, and that all the characteristic models are necessary in order to guarantee correct reasoning with models. Therefore, this is an optimal set with this property. 
Exact Deduction
Consider now a model y 2 KB. Again, Corollary 4.4 implies that 8b 2 B; 9z 2 min b (KB) such that y b z:
By the assumption, since min b (KB) ?, all the elements z identi ed in Equation (3) satisfy and therefore, as in Equation (2) 
Substituting Equation (4) into Equation (3) Example: (continued) The set ? relative to B = f0000; 1101g is: ? = f1000; 0100; 0011; 1100; 1111; 1001; 0101g. Note that it includes only 7 out of the 12 satisfying assignments of f. Since model-based deduction does not make mistakes on queries that are implied by f we concentrate in our examples on queries that are not implied by f.
To exemplify Theorem 5.1 consider the query 1 = x 2^x3 ! x 4 . This is equivalent to x 2 _x 3 _x 4 which is falsi ed by 0000 so B is a basis for 1 . Reasoning with ? will nd the counterexample 1000 and will therefore conclude f 6 j = 1 .
The query 2 = x 1^x3 ! x 2 is equivalent to x 1 _ x 2 _ x 3 which is not falsi ed by the basis B. Therefore B is not a basis for 2 and model-based deduction might be wrong. Indeed reasoning with ? will not nd a counterexample and will conclude f j = 2 (it is wrong since the assignments 1010; 1011 satisfy f but not 2 ).
Next, to exemplify Theorem 5.2 consider adding a basis element for 2 . This could be either 1010, or 1011. Choosing 1010, the set of additional minimal elements in ? is f1010g, and reasoning with ? would be correct on 2 .
Exact Deduction with Approximate Theories
We have shown in the discussion above how to perform deduction with the set of characteristic models ? B KB , where B is a basis for the knowledge base KB. In this section we consider the natural generalization to the case in which the set of characteristic models of KB is constructed with respect to a basis B that is not a basis for the knowledge base KB.
We show that even in this case we can perform exact deduction. As we show, reasoning with characteristic models of KB with respect to a basis B is equivalent to reasoning with the least upper bound (LUB) 33] of KB in the class of functions with basis B. The signi cance of this, as proved in Theorem 5.4, is that for queries with basis B reasoning with models yields correct deduction.
A theory of knowledge compilation using Horn approximation was developed by Selman and Kautz in a series of papers 33, 15, 16] . Their goal is to speed up inference by replacing the original expression by two Horn approximations of it, one that implies the original expression (a lower bound) and one that is implied by it (an upper bound). While reasoning with the approximations instead of the original expression does not always guarantee correct reasoning, it sometimes provides a quick answer to the inference problems. Of course, computing the approximations is a hard computational problem, and this is why it is suggested as a compilation process. The computational problems of computing Horn approximations and reasoning with them are studied also in 5, 10, 30].
To facilitate the presentation we rst de ne the notion of an approximation of KB. We then show that representing KB with a set of characteristic models with respect to a basis B yields a function which is the LUB of KB (in the class of functions with basis B). We proceed to show the implication to reasoning. In this case, reasoning with models yields correct deduction for all queries in the approximation language. In particular, since there is a small xed basis for all Horn expressions (see Claim 6.1) we can construct a Horn LUB and reason with it, generalizing the concept de ned and discussed in 33, 15, 16] . where the last equality results from the fact that f 0 2 G. Therefore, g = f lub .
The following theorem can be seen as a generalization of ; (u) = 0, then KB 6 j = .
A result similar to the corollary that follows, for the case in which G is the class of Horn expressions, is discussed in 15, 5, 6]. 
All Models Are Necessary
So far we have seen that characteristic models can support correct reasoning. The question is whether one really needs all these models in order to guarantee such performance. We next show that this is indeed the case. Any set of models, which guarantees correct reasoning with models for all queries in a class G, must include all the characteristic models (with respect to this class).
In the following theorem, we say that a set R supports correct reasoning for G, if for all 2 G, KB j = if and only if for every u 2 R; (u) = 1. Theorem 5.6 Let B f0; 1g n be a set of assignments, and let G be the class of all Boolean functions that can be represented using B as a basis. Let KB 2 F and R KB f0; 1g . (That is, the LUB with respect to B of the function whose satisfying assignments are exactly the elements of R.) Then, by de nition, 2 G, and R , that is, all the elements in R satisfy . However, KB 6 j = . To see that, notice that since x 2 ? B KB , x is a minimal model with respect to some b 2 B. With respect to this element b, we get that for all z 2 KB, and in particular for all z 2 R, x 6 b z, that is x 6 2 M b (R). Using Theorem 5.3 we get that x 6 2 .
Note the di erence in the premises of Theorem 5.6 and the previous two theorems, Theorem 5.1 and 5.4. Theorem 5.6 shows that every element of the set ? is necessary in order to get correct deduction. What the proof shows is that there is a function in the class represented by B, which necessitates the use of each element x in ?. Note that, in general, if B is a basis for G it does not mean that all functions in the class represented by B are in the class G, and therefore the premises of the previous theorems are not enough to yield this result. (We discuss this point further in Section 8.)
In the next section we discuss with some details the basis B H of the class of Horn expressions. We note that in this case, as well as in the case of the basis B H k of k-quasi-Horn functions, the bases represent those classes exactly. That is, a function is k-quasi-Horn if and only if it can be represented using B H k . Therefore, Theorem 5.6 holds for these cases.
Horn Expressions
In this section we consider in detail the case of Horn formulas and show that in this case our notion of characteristic models coincides with the notion introduced in 14]. (Characteristic models for Horn expressions also coincide with the notion of generators in relational database theory 2, 18].) We then discuss the issue of using a xed model-based representation for answering unrestricted queries. We show that this extension, discussed in 14], relies on a special property of Horn formulas and does not generalize to other propositional languages. An example that explains this phenomenon is given. We start by showing that Horn formulas have a small basis. Proof: Let KB be any Horn function. By Claim 4.5 it is enough to show that if C is a clause in the CNF representation of KB then it is falsi ed by one of the basis elements in B. Indeed, if C is a clause in which all the literals are negative, then it is falsi ed by b (0) . If x k is the only variable that appears un-negated in C then C is falsi ed by b (k) .
Characteristic Models
In order to relate to the results from 14] we need a few de nitions presented there. For u; v 2 f0; 1g n , we de ne the intersection of u and v to be the assignment z 2 f0; 1g n such that z i = 1 if and only if u i = 1 and v i = 1 (i.e., the bitwise logical-and of u and v.). For any set S f0; 1g n , we denote by intersect(S) the assignment resulting from bitwise intersection of all models in S.
The closure of S f0; 1g n , denoted closure(S), is de ned as the smallest set containing S that is closed under intersection.
Let KB be a Horn expression. The set of the Horn characteristic models of KB, denoted here char H (KB) is de ned as the set of models of KB that are not the intersection of other models of KB. Formally, char H (KB) = fu 2 KB j u 6 2 closure(KB n fug) g:
The following claim is due to McKinsey 27] , and has also been discussed by Horn 11] . The claim in 27] is given in the context of rst order equational expressions, and the notation used there is substantially di erent. To facilitate the discussion, we give an adaption of the proof to the current terminology. (A di erent proof of this property, for the propositional domain, appears in 6].) Claim 6.2 ( 27] (that is, the variable has value 0). Therefore, in the intersection y this positive literal is also falsi ed. We conclude that all the literals in c are falsi ed in y, and therefore c(y) = 0 and C 6 j = c, a contradiction.
Based on this characterization of Horn expressions, it is clear that if KB is a Horn expression and M KB any subset of its models, then closure(M) closure(KB) = KB. In 14] it is shown that if we take M = char H (KB), then we get closure(char H (KB)) = closure(KB) = KB:
In particular, Equation (5) (i) . We claim that x = intersect(fu Consider now the case x j = 1. Since all the u (k) in the intersection are such that x k = 0, the order relation on the jth bit is always the reversed order, 1 To prove ? char H (KB), we show that if x 2 ?, x cannot be represented as x = intersect(fy; zg) where y; z 2 KB and x 6 = y; z. Since char H (KB) is the collection of all those elements in KB (from Equation (5) 
General Queries
In 14] it is shown that when the \world" can be described as a Horn expression one can answer any CNF query without re-computing the characteristic models. While we have shown that our general model-based representation coincides with that of 14] for the case of Horn expressions, it turns out that the ability to answer any query relies on a special property of Horn expressions, and does not generalize to other propositional languages. We next give a counterexample that exempli es this.
The deduction scheme in 14] when is a general CNF expression, utilizes the following observations:
Example Let: KB = (x 1 _ x 2 _ x 3 _ x 4 )^(x 3 _ x 5 _ x 6 ). = x 1 _ x 2 _ x 4 _ x 5 _ x 6 : The knowledge base is a 2-quasi-Horn expression, and it is easy to check that KB j = . However, there is no disjunction such that KB j = j = .
The Size of Model Based Representations
The complexity of model-based reasoning is directly related to the number of models in the representation. It is therefore important to compare this size with the size of other representations of the same function. In the previous section we have shown that our model-based representation is the same as that in 14] when the function is Horn. In 14] examples are given for large Horn expressions with a small set of characteristic models and vice versa, but it was not yet understood when and why it happens. Our results imply that the set of characteristic models of a Horn expression is small if the size of a DNF description for the same function is small. As we show, the other direction is not true. That is, there are Horn expressions with a small set of characteristic models but an exponential size DNF. We start with a bound on the size of the model-based representation. Proof: The lemma follows from Corollary 4.7.
As the following claim shows, this bound is actually achieved for some functions. For the next claim, we need the following terminology. A term t is an implicant of a function f, if t j = f. A term t is a prime implicant of a function f, if t is an implicant of f and the conjunction of any proper subset of the literals in t is not an implicant.
Claim 7.2 For any b-monotone function f, jmin b (f)j = jDNF(f)j. Proof: We rst consider monotone functions (i.e. 0 n -monotone). It is well known that for a monotone function there is a unique DNF representation in which each term is a prime implicant.
Let f be a monotone function and consider this representation for f. As in Claim 4.6 we can map every term in the representation to its corresponding minimal element. Moreover, since the terms are monotone and the order relation is 0 n , each of these minimal elements is indeed a minimal element of f (otherwise one of the terms in the representation is not a prime implicant). Therefore, there is a one to one correspondence between prime implicants and minimal assignments of f with respect to b = 0 n , and jmin 0 n(f)j = jDNF(f)j. The same arguments hold for any b-monotone function with respect to the order relation b (one can simply rename the variables) and therefore jmin b (f)j = jDNF(f)j. Altogether there are (n ? p n) + p n( p n ? 1) + 1 = 2(n ? p n) + 1 minimal elements.
We note that while the previous examples were constructed as Horn functions, it is clear that the same can be done for any class of functions with known basis.
The previous discussion indicates that in some sense, the DNF representation of a Boolean function and the characteristic models representation introduced here are incomparable. While we do not consider here the question of how to get this knowledge representation, the following fact, shown in 19], points to one more advantage of model-based representations. Let f be a function with a polynomial size DNF representation. It is shown there that while we do not know how to e ciently learn a DNF representation of the function from data, it is possible to e ciently learn the set of characteristic models of this function. Therefore, a complete system that learns from data and then reasons using characteristic models can be built, while such a system cannot be built using DNF.
Considering model-based representations, Claim 7.2 implies that for every basis there is a function which has an exponential number of characteristic models. Nevertheless, one might hope that there is a basis for which the least upper bound will always have small representations in some (maybe other) form that admits fast reasoning. Kautz and Selman 16] show that for Horn representations this is not the case. In particular, they show that unless NP non-uniform P there is a function whose Horn LUB does not have a short representation that allows for e cient reasoning. This can be generalized 2 , using essentially the same proof, to hold for every xed basis and in particular, k-quasi-Horn, log n CNF, and monotone functions. We therefore have the following theorem:
Theorem 7.4 Unless NP non-uniform P, for every xed basis B there exists a function whose LUB does not have a short representation which admits e cient reasoning.
Applications
In Section 5 we developed the general theory for model based deduction. In this section we discuss applications of this theory to speci c propositional languages.
Our basic result (Theorem 5.1) assumed that the knowledge base and the query share the same basis. We give such queries a special status.
De nition 8.1 Let B be a basis for KB. A query is relevant to KB (and B), if B is a basis for .
The notion of relevant queries depends on the particular choice of basis, and is therefore hard to characterize in general. However, relevant queries are useful in situation where KB has some special properties (e.g., all the rules are of bounded length). Moreover, the language used for representing KB may indicate which queries are more important in a particular domain. Theorem 5.2 suggests one way in which to overcome the di culty in the case where the basis B of KB is not a basis for the query . This can be done by: (1) adding the basis B 0 of the query to the knowledge base basis, and (2) computing additional characteristic models based on the new basis. Claim 4.5 suggests a simple way for computing the basis for a given query, as required in (1) . However, the problem of computing additional characteristic models is in general a hard problem that we do not address here. Neither do we consider computing additional models in an on-line process performed for each query. At this point we assume that the knowledge base is given in the form of its set of characteristic models.
A second and preferred way of using the model-based representation is suggested in Section 5.2. Proof: The analysis is very similar to the one in Claim 6.1. By ipping the polarity of all bits in B H we can get a basis for reversed Horn. Similarly, using the set B H k = fu 2 f0; 1g n j weight(u) n ? kg we get a basis for k-quasi-Horn, and ipping the polarity of all bits in B H k we get a basis for k-quasi-reversed-Horn formulas.
Next we consider the expressive class of log n CNF formulas, in which there are up to O(log n) variables in a clause, and show that it has a polynomial size basis. We note that in general the fact that B is a basis for the class of functions F does not mean that all functions with basis B are in F. For example, given a particular (n; log n)-universal set B, many other Boolean functions, outside of log n-CNF, have B as their basis. (That is, the class of common queries is in fact wider than stated.) Thus, f lub with respect to B, an (n; log n) set, is not equivalent to the least upper bound in the class log n-CNF but rather it is the least upper bound in the richer class of functions with basis B. It is easy to observe that this does not happen when using the bases B H , and B H k . In these cases, the classes of Boolean functions described by the bases are exactly the classes of Horn expressions and k-quasi-Horn expressions, respectively.
Main Applications
Reasoning with common or relevant queries reduces to a simple evaluation of a propositional formula on a polynomial number of assignments. This is a very simple and easily parallelizable procedure. Moreover, Theorem 5.4 shows that in order to reason with common queries, we do not need to use the basis of KB at all, and it is enough to represent KB by the set of characteristic models with respect to the basis of the query language. Lemma Theorem 8.5 Let KB be a knowledge base (on n variables) that can be described with a polynomial size set ? of characteristic models. Then, for any relevant or common query, model-based deduction using ? is both correct and e cient. Theorem 8.6 Let KB be a knowledge base (on n variables) that can be described with a polynomial size DNF. Then there exists a xed, polynomial size set of models ?, such that for any common query, model-based deduction using ? is both correct and e cient.
The results in this paper are concerned mainly with propositional languages. While many AI formalizations use rst order logic as their main tool, some applications do not need the full power of rst order logic. It is quite easy to observe that any such formalization which is function free and has a xed and nite number of objects can be mapped into a nite propositional language. This can be done by introducing a propositional variable for every possible instantiation of predicates and objects. For example, if the objects are a; b; c; : : :, then a predicate p(x; y), would be represented using p(a; b); p(b; c); p(a; c); : : : as propositional variables. The number of such variables is bounded by n p (n o ) a , where n p denotes the number of predicate symbols, n o denotes the number of objects, and a denotes the maximum arity of the predicates. Furthermore, a function free universally quanti ed sentence in Horn form (or any other language with a xed basis) remains in Horn form 3 in the new propositional domain. These observations imply that our results hold for these restricted rst order logic formalizations, where the polynomial bounds are relative to the number of variables in the propositional domain.
Abduction with Models
In this section we consider the question of performing abduction using a model-based representation.
In 14] it is shown that for a Horn expression KB, Abduction can be done in polynomial time using characteristic models. This is contrasted with the fact that using formula based representation the problem is NP- Hard 34] . In this section we show that the algorithm presented in 14] works for non-Horn expressions as well.
Abduction is the task of nding a minimal explanation for some observation. . If the test succeeds, the assumption set is minimized in a greedy fashion by eliminating variables from E and using the entailment test again. It is clear that if the algorithm outputs a minimal assumption set E (in the sense that no subset of E is a valid explanation, not necessarily of smallest cardinality) then it is correct. Minimality is guaranteed by the greedy algorithm, the requirement (1) by the deductive test, and the requirement (2) by the existence of the original model that produced the explanation.
It remains to show that if an explanation exists, the algorithm will nd one. To prove this, it is su cient to show that in such a case there is a model x 2 ? in which both the bit q and a superset of E are set to 1. The existence of x is a direct consequence of including the base assignment b = 1 n in the basis. This is true as relative to b we have 1 < b 0 for each bit. Therefore if there is a model y which satis es some explanation E, either it is a minimal assignment relative to b, or 9x b y and x is in ?. In the rst case x = y is the required assignment, in the second case we observe that y i = 1 implies x i = 1 which is what we need. 4 The task of abduction is normally de ned with arbitrary literals for explanations. For Horn expressions explanations turn out to be composed of positive literals (this can be concluded from Corollary 4 in 29]). Here we restrict ourselves to explanations composed of positive literals (by allowing only positive literals in the assumption set) when using general expressions. One may therefore talk about \positive explanations" instead of explanations. We nevertheless continue with the term explanation.
It is quite easy to see that the above theorem can be generalized in several ways. First, we can allow the assumption set A to have up to k negative literals for some constant k and use the basis for k-quasi-Horn instead of B H . Secondly, we can allow the query q to be any Horn expression instead of just one positive literal.
Conclusions and Further Work
This paper develops a formal theory of model-based reasoning. We have shown that a simple modelbased approach can support exact deduction and abduction even when an exponentially small portion of the model space is tested. Our approach builds on (1) identifying a set of characteristic models of the knowledge base that together capture all the information needed to reason with (2) a restricted set of queries. We prove that for a fairly large class of propositional expressions, including expressions that do not allow e cient formula-based reasoning, the model-based representation is compact and provides e cient reasoning.
The restricted set of queries, which we call relevant queries and common queries, can come from a wide class of propositional languages, (and include, for example, quasi-Horn expressions and log nCNF), or from the same propositional language that represents the \world". We argue that this is a reasonable approach to take in the e ort to give a computational theory that accounts for both the speed and exibility of common-sense reasoning.
The usefulness of the approach developed here is exempli ed by the fact that it explains, generalizes and uni es many previous investigations, and in particular the fundamental works on reasoning with Horn models 14] and Horn approximations 33, 15, 16] .
Recently, some more positive results for reasoning with characteristic models have been obtained, exhibiting the usefulness of this approach. In particular, e cient algorithms for reasoning within context and for default reasoning have been developed 20] . An extension of the theory presented here, that applies in the case where only partial assignments are given in the knowledge base, is described in 21].
This work is part of a more general framework which views learning as an integral part of the reasoning process. We believe that some of the di culties in constructing an adequate computational theory to reasoning result from the fact that these two tasks are viewed as separate. The \learning to reason" framework, which emphasizes this view, is developed and investigated in 19]. In particular, the results there illustrates the importance of the model-based approach to reasoning.
Several directions for future research are possible. As mentioned in the paper, our results hold for restricted cases of rst order logic, where the number of objects, and therefore the size of models is bounded. However, in order to apply this, one has to lose all the structure embedded in the rst order formalization. In the general case, though, even the size of the models may be in nite and it is not clear how one can overcome this problem. On the positive side, we note that Fagin 9] has shown that for a certain class of (Horn related) rst order logic expressions, a single (in nite) model su ces to answer all queries in the language. Another line of research concerns the problem of planning. Since the original formalizations of planning were in the form of deduction queries, one can reduce a planning problem to several deduction queries. The question here is whether this reduction can be done in a way that the queries can be answered e ciently using a model-based approach. Some simple implications, for nite pre-xed domains, are quite immediate. However, solving the general question is more demanding.
