The singular value decomposition (SVD) of the Toeplitz matrix in the quadratic performance index of Model Predictive Control (MPC) is studied. It was shown in Rojas et al. (2003 ) that for sufficiently long prediction horizons, the eigenvalues of the Hessian matrix converge to the energy density spectrum of the associated system seen by the performance index. In this paper, we extend that work and show that the left and right singular vectors of the Toeplitz matrix provide the phase information of the associated system for sufficiently long prediction and control horizons. A SISO system is used to illustrate the method.
INTRODUCTION
Model predictive control (MPC) represents a class of control algorithms, in which an optimisation problem is solved online using a model of the plant. It has become a standard control strategy especially for the refining and petrochemical industries (Qin and Badgwell (2003) ) due to its ability of dealing with constraints and operating the plant at or close to its optimal performance. The basic idea of MPC is that at any given time, it solves an online open-loop optimal control problem over a finite horizon and only the first element of the optimal control sequence is actually implemented on the plant. The same procedure is applied when the next measurement is available.
The lifetime performance of MPC, like any other modelbased operation support systems such as Real Time Optimisation, depends on the accuracy of the model over this lifetime and hence on the maintenance status of the model used in the optimisation. Due to the model-plant mismatch, its performance degrades over time if proper supervision is not performed. Therefore, it is important to achieve robustness in MPC algorithms. On the other hand, frequency-domain-based robust control approaches are better understood in dealing with uncertainty. To use a similar intuition of these traditional robust control approaches in the frequency domain, we need to establish a connection between frequency-domain information and the finite horizon optimal control problem. As mentioned in , the optimisation problem should be restricted to the set of frequencies where the model is accurate enough. This is not surprising, since the frequency-domain information is directly linked to the natural behaviour of the system and shows how close the system is to instability. The choice of weighting matrices in the performance index of MPC determines the bandwidth of the resulting closed-loop system behaviour. By linking the finite time domain to the frequency domain, we can investigate the selection of the prediction horizon and these weighting matrices.
Initial studies towards the relation between the two domains were done by Rojas et al. (2003) , , and . They showed the link between the singular values of the Hessian matrix and the gain of the associated system in the frequency domain. This work contributes to those initial studies and establishes the link between the singular vectors of the Toeplitz matrix and the phase of the system in the frequency domain. The use of the SVD of the Toeplitz matrix for analysing finite time behaviour of systems is not new. In Ludlage (1997) and Ludlage et al. (2003) , this technique was used to investigate the controllability of systems and the non-minimum phase phenomenon. Elsewhere, in Maurath et al. (1988) ; Sanchis et al. (2001) , the SVD technique is used to calculate the tuning parameters of the predictive controller.
The paper is organised as follows. First, background information on MPC is provided in Section 2. In Section 3, the connection between the Toeplitz matrix and the frequency response of the associated system is presented. Section 4 presents the illustration of the idea on a SISO example. In Section 5, conclusions and further research are given.
MODEL PREDICTIVE CONTROL
Consider a single-input single-output discrete time linear system:
where x(k) ∈ R n is the state, u(k) ∈ R is the input and y(k) ∈ R is the output of the system. Assuming x(0) = 0, we take the z-transform of (1) and obtain:
Expression (2) shows the transfer function equivalent to the state-space model (1). The transfer function is also defined as the z-transform of the impulse response:
where H(i) is the i th element of the impulse response sequence. The output is then calculated by the convolution of the impulse response and u(k),
The sequence of predicted output is calculated as follows:
where U p denotes the vector of past input up to the past horizon M , U f denotes the vector of the future input up to the control horizon N and Y f denotes the future output up to the prediction horizon P :
. . .
T is the Toeplitz matrix:
and H a is the Hankel matrix:
At each iteration, the MPC solves the minimisation problem of the quadratic cost function:
where Q and R are the weighting matrices on output errors and inputs respectively, Y ref ∈ R P is the reference trajectory. From (5), it implies that:
The solution to optimisation problem (8) is given by:
where H is the Hessian matrix. If Q = I, R = 0, N = P and T is of full rank, the solution U f becomes:
The first element of U f is implemented until the next measurement is available. The same procedure is repeated at the next time instant. This results in a receding horizon implementation. From the solution to the problem it is clear that the Toeplitz matrix T plays an important role since the solution depends on the invertibility of this matrix. The dimension and the numerical conditioning of this matrix affects the performance and the closed-loop stability of MPC systems. In order to gain more insights into this, it is worth investigating the Toeplitz matrix with its SVD. In the following, we relate the asymptotic behaviour of the Toeplitz matrix to the frequency-domain information of the associated system. Since primary controllers such as PID controllers are typically used to stabilise the plant in chemical industry before MPC is implemented, we only consider the stabilised model in the present study.
ASYMPTOTIC BEHAVIOUR OF THE TOEPLITZ MATRIX AND THE FREQUENCY-DOMAIN INFORMATION
In recent works (Rojas et al. (2003) , , and ), the asymptotic behaviour of the singular values of the Hessian matrix (which is T ⊤ T when Q = I and R = 0) is studied. It is shown that the singular values asymptotically converge to the energy spectrum of the system at some frequency. Motivated by this work, we investigate the connection between the singular vectors of the Toeplitz matrix and the phase information of the frequency response of the system. In the following, first we propose a form for the singular vectors of the Toeplitz matrix as shown in (16). Secondly, using the same method as in Rojas et al. (2003) , , and , we prove that 8th IFAC Symposium on Advanced Control of Chemical Processes Furama Riverfront, Singapore, July 10-13, 2012 the proposed singular vectors lead to the same conclusion of asymptotic behaviour of the singular values. Finally, we show the relation between the singular vectors and the phase information of the frequency response.
Gain information from the Toeplitz matrix
The relation between the magnitude of the frequency response and the singular values of the Toeplitz matrix can be deduced directly from the results in Rojas et al. (2003) and . In those papers, the SVD of the Hessian matrix is investigated. Assuming that the open-loop system is stable, we can neglect the impulse response of the system from a time instant k 0 : H(k) = 0 for k > k 0 . Thus, with N = P > 2k 0 + 1, the Toeplitz matrix T ∈ R N ×N is given by:
It is proved in that they "can find a prediction horizon such that there exists at least one singular value of H that is arbitrarily close to the energy density spectrum Φ(.) of the system [at some frequency ω 0 ]". In other words, the following equality holds:
where H is the Hessian matrix and w N l is the following vector:
with l ∈ Z such that 0 ≤ l ≤ N − 1 and ∥w N l ∥ 2 = 1. Then, l is proved to be (N ω 0 )/(2π) (when l varies from 0 to N − 1, ω 0 varies from 0 to 2π(N − 1)/N → 2π when N → ∞ ).
We propose the following vector with the aim of showing that (14) also holds for this vector:
The following theorem is put forward to calculate L: Theorem 1. Given N ∈ N and ϕ an arbitrary real number, the following equality holds:
for all p ∈ Z * and p ̸ = kN ∀k ∈ Z.
Proof.
Using the equality
Now, we compute L in (16), which satisfies ∥v
= 1
From Theorem 1, it follows that using the same reasoning as in Section 6 of . Consider the energy density spectrum of the system, which is the Discrete Time Fourier Transform (DTFT) of the autocorrelation sequence of the impulse response:
where
The energy density spectrum is also computed as follows:
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The Hessian matrix is H = T ⊤ T (considering Q = I and R = 0):
where X 1 and X 2 are suitable matrices. Using the trigonometric identity
and the fact that
given by (16), we also obtain Rojas et al. (2003) , , and . In addition, the sine-wave shape and the frequencies of the corresponding singular vectors are shown.
Phase information from the Toeplitz matrix
We propose the following theorem to show the phase information in the SVD of the Toeplitz matrix: Theorem 2. Consider a discrete SISO system with transfer function G(z). Given the Toeplitz matrix T in (13) 
where:
and
Proof. From Section 3.1, it follows that the magnitude of the frequency response is given by the singular values of the Toeplitz matrix. Using the properties of SVD, we obtain:
At this point, we compute the term V ⊤ n T V n from (13) and (36):
If n = 0, we have, with m = 0, 1, . . . , k 0 :
If n = 1, 2, . . . , N − 1, the asymptotic values of the factors A m are computed using the trigonometric identity
It follows that, with m = 0, 1, . . . , k 0 :
From Theorem 1, it implies that, for n = 1, 2, . . . , N − 1:
In addition, it is obvious that
From (43), (44), and (45), we obtain the asymptotic value of A m , when N → ∞ and n = 1, 2, . . . , N − 1:
From ( 
= Re
This is the real part of the frequency response of the system at frequency ω n . From (37) and (49), it implies that:
We notice that V ⊤ n U n is scalar and (
This completes the proof. In summary, the inner product of a pair of left and right singular vectors provides the cosine of the phase of the frequency response.
The singular vectors (16) are sine-wave signals of a unique frequency. Nevertheless, in the case of resonant systems, there exist degenerate singular values, and the SVD of the Toeplitz matrix is not unique any more, in the sense that a normalised linear combination of the corresponding singular vectors also provides new singular vectors. This leads to the fact that a singular vector can contain more than one frequency, due to that type of combination of the sine waves. In this case, filtering and separating the different frequency parts enable us to retain the original singular vectors (16), which contain only one frequency.
EXAMPLE
The aim of this example is to illustrate the result of Theorem 2. Consider a continuous second-order system:
The system is discretised with the sampling period of one second. The system is stable and has no delay or nonminimum phase zero. The control and prediction horizons are 1000 samples (N = 1000). In Fig. 1a and 1b, the 30 th left and right singular vectors of the Toeplitz matrix in (13) and the corresponding spectra are shown. Both left and right singular vectors are of sine-wave form according to the simulation results but we only need the explicit expression of the right one in the proof. Its behaviour verifies the form given in (16). The peak of the spectrum provides the frequency of the sine-wave singular vector. This frequency varies from 0 rad/s to π rad/s, which is consistent with ω n = π N n in Theorem 2. Fig. 2a shows the gain information extracted from the singular values of the Toeplitz matrix together with the magnitude of the frequency response of the system. We observe that the singular values lie on the solid curve representing the amplitude of the system (52). Fig. 2b shows the phase information obtained from the left and right singular vectors along with the plot of the phase of the system (52) and this illustrates the result of Theorem 2.
CONCLUSION
In this work, we investigated the asymptotic characteristics of the Toeplitz matrix. Rojas et al. (2003) , , and showed that the eigenvalues of the Hessian matrix converge asymptotically to the energy density spectrum. We extended that work and showed that the arccos(U ⊤ n V n ) converged asymptotically to the phase of the frequency response of the associated system. By relating finite-time representation to infinite time, we intend to use the control design methods developed for infinite-time representation for finite-time MPC. Future work will focus on the analysis of multivariable systems, systems with non-minimum phase zeros or time delays. 
