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Quantum optimal control has numerous important applications ranging from pulses in magnetic
resonance imagining to laser control of chemical reactions and quantum computing. Our objec-
tive is to address two major challenges that have limited the success of applications of quantum
optimal control so far: non-commutativity inherent in quantum systems and non-convexity of quan-
tum optimal control problems involving more than three quantum levels. Methodologically, we
address the non-commutativity of the control Hamiltonian at different times by the use of Mag-
nus expansion. To tackle the non-convexity, we employ non-commutative polynomial optimisation
and non-commutative geometry. As a result, we present the first globally convergent methods for
quantum optimal control.
INTRODUCTION
Quantum optimal control is behind many recent ad-
vances in science and technology. In Biology, quan-
tum optimal control allows nuclear magnetic resonance
(NMR) spectroscopy to study large biomolecules in solu-
tion [1, 2, e.g.]. In Chemistry, quantum optimal con-
trol in laser spectroscopy brings fundamental insights
into reaction dynamics; laser control directs chemical re-
actions to a desired target or even enables a design of
new chemical species and materials [3–5, e.g.]. In Neu-
rology and Neurosciences, quantum optimal control pro-
vides radio-frequency pulses yielding higher resolution [6]
in functional magnetic resonance imaging (fMRI), and
hence better diagnoses with less time spent in the scan-
ner. In Photonics and Metrology, interferometers [7, 8]
utilise quantum optimal control as a means of design-
ing semi-classical probes, which have applications from
gravity-wave detection in cosmology [9] to phase-contrast
microscopy and attosecond tunnelling in nanotechnology
[8]. In other areas of Physics, real-time quantum con-
trol improves preparation of non-classical states of light
[10], for example. In quantum computing [11], better
quantum optimal control provides faster and more accu-
rate two-qubit gates [7, 12], and multi-level operations
in general, enabling fault-tolerant quantum computation
[13] eventually. More generally, one can replace the ap-
plication of an entire quantum circuit with a control sig-
nal. Despite the importance, quantum optimal control
remains little understood.
There are many excellent results [14–19, e.g.], that
establish conditions for controllability, as surveyed in
[20, 21], but constructive, algorithmic approaches still
leave space for improvement. Only the optimal control
of two-level closed quantum systems (e.g., pulse shap-
ing for one-qubit gates) and three-level closed quantum
systems (e.g., pulse shaping for one-qutrit gates) is essen-
tially solved [22–27], because the problem is invex [28].
The control of systems involving more than three lev-
els [29], including the pulse-shaping for two-qubit gates,
is essentially an open problem. First, most formulations
seem to assume commutativity of the Hamiltonian at dif-
ferent times. Second, the corresponding quantum opti-
mal control on anN -level system is non-convex forN ≥ 4
[30–32], but only heuristics based on first-order optimal-
ity conditions are employed. There can hence be arbi-
trarily bad local optima [30, 31, 33], which the heuristics
cannot escape.
In this paper, we address both issues of non-
commutativity and non-convexity of the problem by em-
ploying Magnus expansion [34, 35] and tools from non-
commutative polynomial optimisation [36, 37]. In ad-
dressing the non-commutativity side of the problem, our
work improves most directly upon the work of Schutjens
et al. [38] and Theis et al. [39], who consider the lowest-
order term of the Magnus expansion, also known as the
average Hamiltonian, and derive conditions for all other
terms being zero. In contrast to their approach (known
as Weak Anharmonicity with Average Hamiltonian), we
consider an arbitrary number of terms in the Magnus ex-
pansion. Our work complements research on Magnus ex-
pansion in numerical integration of the Schro¨dinger equa-
tion [35, 40, 41, e.g.], which so far has not been developed
in the context of quantum control.
In addressing the non-convexity of the problem, we
utilise a hierarchy of progressively stronger convexifica-
tions. This improves upon all related work on quan-
tum optimal control, which guarantees only monotonic
convergence to first-order critical points or local min-
ima [42–44] of a non-convex optimisation problem based
on Pontryagin’s maximum principle. This related work
can be grouped into several clusters: (i) derivative-free
optimisation methods [39, 45–47, e.g.], including the so
called chopped random basis [45] [46] method (CRAB),
(ii) gradient methods [42], including the so-called gradi-
ent ascent pulse engineering (GRAPE, [2, 12] [38, 48])
2and Krotov method [49] [43, 44] as two prominent exam-
ples. Faster convergence to local optima may be obtained
using (iii) quasi-Newton [50–53, e.g.], and Newton-like
methods such as [54]. Even the work on (vi) sequen-
tial convexifications [55] is essentially heuristic, albeit
addressing the challenge of non-convexity explicitly, and
being the closest to our method, in spirit. We refer to
[20, 21, 56, 57] for extensive surveys within control the-
ory and to [42, 52, 58–60] for tutorials and surveys aimed
at the physics community. [61, 62] introduce the math-
ematical foundations well. In summary, our approach is
the first to offer guarantees of asymptotic convergence
to the global optimum of the quantum optimal control
problem.
THE PROBLEM
Let us consider a finite N -dimensional quantum sys-
tem whose time-evolution is governed by a Schro¨dinger
equation. Given an initial condition Uˆ(0) = Iˆ, where Iˆ
is a unit matrix in CN×N , a terminal time T > 0, and a
target unitary Uˆ∗ ∈ U(N) ⊂ CN×N , where U(N) is the
Lie group of N×N unitary operators or matrices, we aim
to control a time-dependent Hamiltonian Hˆ(t) over time
t ∈ [0, T ]. That is, we seek a particular solution to the
initial value problem for the Schro¨dinger equation[63]
∂
∂t
Uˆ(t) = Aˆ(t)Uˆ(t) (1)
where Aˆ(t) = Hˆ(t)/i~ can explicitly be written in terms
of controls uj(t) : [0, T ]→ R as
Aˆ(t) =
∑
j
uj(t) Hˆj/i~. (2)
In particular, we seek a solution that is optimal with re-
spect to a given functional J , while using controls {uj(t)}
constrained to some set Υ. Formally, the quantum opti-
mal control problem reads:
min
Uˆ(t),{uj(t)}∈Υ
J
(
Uˆ(t), {uj(t)}
)
(3)
s.t.
∂
∂t
Uˆ(t) =

∑
j
uj(t) Hˆj/i~

 Uˆ(t),
Uˆ(0) = Iˆ .
where J is the (objective) functional for the control prob-
lem, which is polynomially or semidefinite representable
[64], and Υ is a polynomially representable set. Many ex-
amples of J , such as trace distance of Uˆ(T ) from a target
unitary Uˆ∗, are discussed in the Supplementary Material
(p. 7).
NOTATION AND DEFINITIONS
When the terminal time T , also known as horizon, is
not fixed, the existence of {uj(t)} for any target Uˆ∗ is var-
iously known as complete controllability, operator con-
trollability, or exact controllability, cf. [29]. In particular,
a time-dependent Hamiltonian Hˆ(t) (system) is operator
controllable if and only if for any Uˆ∗ ∈ U(N) there exists
a terminal time T and an admissible control to drive the
state Uˆ(t) in (1) from Uˆ(0) = Iˆ to Uˆ(T ) = Uˆ∗.
If a system is not operator controllable, we are con-
cerned with the reachable set R(Uˆ(0)) from a given ini-
tial state Uˆ(0). In particular, Uˆ∗ ∈ U(N) is an element
of the reachable set R(Uˆ(0)) ⊆ U(N) ⊂ CN×N if and
only if there exists a horizon T and an admissible control
to drive the state from Uˆ(0) to Uˆ(T ) = Uˆ∗ in (1). With
this definition, a system is operator controllable if and
only if R(Iˆ) = U(N).
In the following we will focus on the special unitary
group SU(N) of N ×N complex matrices with the unit
determinant. The group U(N) factorizes into a semidi-
rect product of SU(N) and the cyclic group U(1) of com-
plex numbers z = eiϕ with the modulus |z| = 1 which
however have no observable consequences in quantum
mechanics and can be ignored.
The group SU(N) is generated by elements of the Lie
algebra su(N) in the sense that each element of the group
is a complex exponential function of a Hermitian traceless
matrix from the algebra (or a real exponential function of
an anti-Hermitian traceless matrix as it is more common
in mathematics literature). An su(N) algebra element
can be written as a real linear combination of suitably
chosen N2 − 1 basis elements.
A Hamiltonian operator generates the unitary evolu-
tion operator in the same way as an element of a Lie alge-
bra generates the corresponding element of a Lie group.
To make the connection with the algebra su(N), we shift
the Hamiltonian by a constant term to eliminate the U(1)
factor in the dynamics it generates. In the case N = 2n,
the Hamiltonian can be written in terms of the Pauli
matrices and their tensor products.
The condition for the operator controllability in
SU(N) via quantum dynamics is related to what extent
the time-dependent Hamiltonian Hˆ(t) explores the Lie
algebra su(N). Notably, Borzi et al. [19](Theorem 4.7)
show that a necessary and sufficient condition for opera-
tor controllability in SU(N) of the Equation (1) is that
the Lie algebra generated by the Hamiltonian Hˆ(t) has
dimension N2−1. This is an important existential condi-
tion but it provides no insight into a mechanism by which
the corresponding Lie algebra is generated from the time-
dependent Hamiltonian in the course of time evolution.
For this, we have to go back to the initial value problem
(1).
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R(Uˆ(0))
Ω1(T ) =
∫ T
0
dt1 Aˆ1,
Ω2(T ) =
1
2
∫ T
0
dt1
∫ t1
0
dt2
[
Aˆ1, Aˆ2
]
,
Ω3(T ) =
1
6
∫ T
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3
([
Aˆ1,
[
Aˆ2, Aˆ3
]]
+
[[
Aˆ1, Aˆ2
]
, Aˆ3
])
,
Ω4(T ) =
1
12
∫ T
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3
∫ t3
0
dt4
([[[
Aˆ1, Aˆ2
]
, Aˆ3
]
, Aˆ4
]
+
[
Aˆ1,
[[
Aˆ2, Aˆ3
]
, Aˆ4
]]
+
[
Aˆ1,
[
Aˆ2,
[
Aˆ3, Aˆ4
]]]
+
[
Aˆ2,
[
Aˆ3,
[
Aˆ4, Aˆ1
]]])
,
. . .
Figure 1. First terms of the Magnus expansion (5), utilising Aˆm = Aˆ(tm) = Hˆ(tm)/i~, and a schematic illustration of (a
two-dimensional projection of) the corresponding reachable sets (in possibly increasing dimensions). Notice that reachable set
ME(R(Uˆ(0)),m) corresponds to Ωm(T ) and ME(R(Uˆ(0)), m) is a subset of ME(R(Uˆ(0)),m+ 1).
OUR APPROACH
It is well known that the initial value problem (1) has
a solution in the form of the Magnus expansion [34, 35]:
Theorem 1 (Magnus [34, 35]). Let Aˆ(t) be a known
function of time t, and let Uˆ(t) be an unknown function
satisfying (1) with Uˆ(0) = Iˆ. Let
dΩ
dt
=
∞∑
n=0
Bn
n!
adnΩ Aˆ (4)
where Bn are the Bernoulli numbers and ad
n
Ω Aˆ is a
linear operator constructed recursively via adj
Aˆ
Bˆ =[
Aˆ, adj−1
Aˆ
Bˆ
]
where ad
Aˆ
Bˆ =
[
Aˆ, Bˆ
]
, and ad0
Aˆ
Bˆ = Bˆ.
Integration of (4), by iteration, leads to an infinite se-
ries:
Ω(T ) =
∞∑
m=1
Ωm(T ), (5)
whose first terms are given in Figure 1. When the series
Ωm(T ) is absolutely convergent, then Uˆ(t) can be written
in the form
Uˆ(t) = expΩ(t). (6)
In a key insight of this paper, we show that the nested
commutators between the Hamiltonian at different times
are instrumental in extending the reachable set. This
expansion is accomplished via two distinct mechanisms.
First, the nested commutators generate new linearly in-
dependent elements of the Lie algebra su(N) and hence
increase the dimension of the reachable set. The oper-
ator controllability is accomplished when this dimension
reaches N2 − 1.
The second mechanism is related to the controls
{uj(t)}, which figure in coefficients of the Lie algebra
elements that are generated by the k terms of the Mag-
nus expansion. The controls are, in general, arbitrary
functions of time which allows for an arbitrary linear
combination of the Lie algebra elements. Hence the two
mechanisms together result in expanding the dimension
of the reachable set as a Lie algebra and also in densely
covering this set by control functions and their integrals.
We denote the expanded reachable set obtained with the
lowestm terms in the Magnus series by ME(R(Uˆ(0)),m).
Specifically, in the case of a time-dependent Hamilto-
nian, one need not only consider generators of the Lie
group as they appear in Hˆ(t), but one can also consider
the commuting relations obtained by Magnus expansion:
Proposition 2. (i) A necessary condition for reacha-
bility of any Uˆ(T ) ∈ SU(N) from Uˆ(0) = Iˆ to Uˆ(T ),
considering Magnus expansion (5) is that the dimension
of the Lie algebra generated by Magnus expansion (5) has
dimension N2− 1. (ii) A necessary and sufficient condi-
tion for the existence of time T ∗ such that for all T > T ∗
one has exact-time operator controllability is that the di-
mension of the Lie algebra generated by Magnus expan-
sion (5) has dimension N2 − 1.
Proof. (i) The key point here is that, via the nested com-
mutation relations, the time-dependent Hamiltonian pro-
duces all subalgebras of su(N) including its Cartan sub-
algebra. For example, in the case of SU(4) this requires
three generators of the Cartan subalgebra given for in-
stance by Tαα = σα ⊗ σα/2, where σα are the Pauli ma-
trices with α = x, y, z, and at least two generators for
each of its two subalgebras su(2). A scheme to perform
the Cartan decomposition of the Lie algebra su(N) for
an arbitrary N was introduced in [65]. Notice that the
condition is necessary but not sufficient in the sense that
we do not know the horizon required a priori. (ii) follows
from Corollary 4.11 of [19].
The proof is in the Supplementary Material. It must
4be pointed out that the validity of our approach is limited
by the convergence of the Magnus expansion. This has
been studied extensively [66–68], with the most recent
result provided by Moan and Niesen [67] in the following
proposition:
Proposition 3 (Moan and Niesen [67]). The Magnus
expansion (5) is absolutely convergent for t ∈ [0, T ), if
∫ T
0
‖Aˆ(s)‖2 ds < π (7)
where ‖ · ‖2 denotes a matrix norm and one assumes the
initial condition Uˆ(0) = Iˆ where Iˆ is a unit matrix in
CN×N . This result is generic, in the sense that one may
construct specific matrices Aˆ(t) for which the series di-
verges for any t > T .
Considering Proposition 3, we make:
Assumption 4 (Existence of control). There exist con-
trols {uj(t)} ∈ Υ that attain the minimum of the opti-
mal control problem (3) within terminal time T satisfying
constraint (7).
THE CONSTRUCTIVE ARGUMENT
Our second insight is that this approach can be made
constructive, considering that for any numberm of terms
in the Magnus expansion, one obtains a non-commutative
polynomial optimisation problem (NCPOP), which can
be solved by solving a sequence [36, cf.] of natural linear
matrix inequalities [69] in the original as well as addi-
tional variables for non-linear monomials.
In general, for Hermitian polynomials p, qi, i =
1, . . . ,m over complex numbers, NCPOP is:
min
(H,X,φ)
〈φ, p(X)φ〉 (8)
s.t. qi(X)  0 i = 1, . . . ,m ,
where one optimises over bounded operators X =
(X1, . . . , Xn). Notice that the bounded operator p(X)
acts by substituting every variable xi by the operator Xi
and every variable x†i by X
†
i , where
† denotes the ad-
joint on H. If p† = p is a Hermitian polynomial, then
p(X) = p†(X) is a Hermitian operator. The notation
qi  0 suggests operator qi is positive semi-definite, i.e.,
〈φ, qiφ〉 ≥ 0 for all φ ∈ H . The key insight is that a given
noncommutative polynomial is positive semidefinite if
and only if it decomposes as a sum of Hermitian squares
[70, 71], which is known as the Helton-McCullough Sums
of Squares theorem. For more details, refer to p. 17 in
the Supplementary Material.
Using first m terms of the Magnus expansion, the
quantum optimal control (3) can be reformulated as
MEQOC(m):
min
Ωm,{uj(t)}∈Υ
J
(
m∑
m=1
Ωm(T ), {uj(t)}
)
(9)
s.t. ∀m = 1 . . .m :
Ωm(T ) =
∑
i
Oˆi
×
∫ T
0
dt1
∫ t1
0
dt2· · ·
∫ tm
0
dtm+1Fi({uj}(t1, . . . , tm+1))
where Υ and J are the same arbitrary semialgebraic set
and a functional as in (3), respectively. Notice that∑
i OˆiF˜i({u˜j}(t1, . . . , tm+1)) emerges from the nested
commutators of the Magnus expansion which involves the
Hamiltonian Hˆ(t) =
∑
j uj(t)Hˆj at different times. The
operators Oˆi result from the commutators between the
Hamiltonian operators Hˆj , and Fi({uj}(t1, . . . , tm+1)) is
a polynomial function of the time-dependent controls
uj(t) at different times, t1, . . . , tm+1, originating from
the same commutator. Notice also that we may need
to discretise (subsample) time, as discussed in the Sup-
plementary Material (p. 13).
Next, let us ask when there are globally convergent
methods for NCPOP. Considering we can eliminate Ωm
variables in (8) by substituting the right-hand side in the
objective, this concerns largely the additional constraints
defining U . Let us define the quadratic module, by fol-
lowing Pironio et al. [36]. Let Q = {qi} be the set of
polynomials determining the constraints. The positivity
domain SQ of Q are tuples X = (X1, . . . , Xn) of bounded
operators on a Hilbert space H making all qi(X) positive
semidefinite. The quadratic module MQ is the set of∑
i f
∗
i fi+
∑
i
∑
j g
∗
ijqigij where fi and gij are polynomi-
als from the same ring. We assume:
Assumption 5 (Archimedean, cited from [36], cf. also
[37]). Quadratic module MQ of (8) is Archimedean, i.e.,
there exists a real constant C such that C2−(x∗1x1+ · · ·+
x∗2nx2n) ∈MQ.
Notice, however, that up to the addition of a redundant
constraint, this assumes compactness of the positivity do-
main, as explained in [36]. The Archimedean assumption
is hence very mild.
MAIN RESULT
With these assumptions, we are ready to state our
main result:
Theorem 6. Under Assumptions 4 and 5, for any ini-
tial state Uˆ(0), for any lower bound m on the number
of terms in the Magnus expansion, for any target state
in the expanded reachable set ME(R(Uˆ (0)),m), and any
error ǫ > 0, there is a number of terms m(ǫ) ≥ m such
51. Optimal control ∂
∂t
Uˆ(t) = Aˆ(t)Uˆ(t)
2. Magnus expansion Uˆ(T ) = exp
∑
∞
m=1Ωm(T ) Ωm(T ) =
∑
j
Oˆj
∫ T
0
dt1
∫ t1
0
dt2· · ·
∫ tm
0
dtm+1F ({ui}(t1, . . . , tm+1))
3. Truncated ME Uˆ(T ) ≈ exp
∑m
m=1Ωm(T )
4. Discretised TME Uˆ(K) ≈ exp
∑m
m=1 Ω˜m(K) Ω˜m(K) =
∑
j Oˆj ∆t
m
∑K
k1=1
∑k1
k2=1
· · ·
∑km−1
km=1
F˜j({u˜i}(k1, . . . , km))
5. Semidefinite program Uˆ(K) via Theorem 6
Figure 2. The steps of our approach outlined. (The approximation in Step 3 is exact in the large limit of m. The approximation
in Step 4 is exact in the large limit of m and small limit of ∆t.) On the right, we give an impression of the form of the terms
of the Magnus expansion, as explained in the Supplementary Material (p. 10).
that ǫ-optimal control with respect to any polynomially-
representable functional can be extracted from the so-
lution of a certain convex optimisation problem in the
model of Blum, Shub, and Smale [72].
Proof. The proof proceeds in five steps: first, we need to
show that a control exists. This is from Assumption 4
and by definition of the reachable set ME(R(Uˆ(0)),m).
Second, we need to show that the Magnus expansion con-
verges. This is from Proposition 3, considering the ter-
minal time T of Assumption 4. Third, we need to show
that there exists a discretisation that introduces an error
of δ < ǫ. This could be a uniform discretisation of time
with a sufficiently small time step ∆t, as explained in the
Supplementary Material (p. 10). Fourth, we need con-
vergence of the series of semidefinite-programming (SDP)
relaxations of the discretised non-commutative polyno-
mial optimisation problem. This is by Theorem 1 of [36],
which requires Assumption 5; cf. also [37, 73], ultimately
based on the method of moments [74], as explained in
the Supplementary Material (p. 17). Finally, we need the
extraction of the minimizer from the SDP relaxation of
order r(ǫ, δ) ≥ ⌈m/2⌉ in the series. For this, one utilises
the Gelfand–Naimark–Segal (GNS) construction [75, 76],
as explained in Section 2.2 of [77]; cf. also [78, Section
2.6]. Alternatively, under restrictive conditions known as
the rank loop, we can utilise Gram decomposition [36, cf.
proof of Theorem 2].
Notice that we use Magnus expansion in two ways
here: First, m steps in the Magnus expansion guaran-
tee we can reach any target in ME(R(Uˆ(0)). Second,
we need m(ǫ) ≥ m number of steps to achieve the con-
vergence within ǫ error introduced by the Magnus expan-
sion. The error of Magnus expansion decays with Bm/m!
where Bm is the mth Bernoulli number, but it is further
compounded by the error in the SDP relaxation of the
NCPOP of degree r(m) and the discretisation. The
GNS construction is robust to small errors; we can apply
[77, Theorem 3.2] directly, if there are no constraints Υ
[79].
Also notice that in the model of Blum, Shub, and
Smale [72], where basic arithmetic operations with
real numbers are atomic, they suggest not considering
floating-point approximation of real numbers and the
propagation of the corresponding errors in the analysis.
We discuss the computability and iteration complexity in
more detail in the Supplementary Material (p. 19).
When we know that the system is operator-
controllable, i.e., for any Uˆ∗ ∈ U(N) ⊂ CN×N there
exists a horizon T and an admissible control to drive the
initial state Uˆ(0) = Iˆ to Uˆ(T ) = Uˆ∗, we can simplify the
result as follows:
Corollary 7. For an operator-controllable system, for
any initial state Uˆ(0) and any target state Uˆ∗, and any
ǫ > 0, there exist a number m of terms in the Magnus
expansion, such that the ǫ-optimal control with respect to
fidelity can be extracted under Assumptions 4 and 5.
The assumption of operator controllability, cf. Propo-
sition 2, can be relaxed to approximate controllability in
the sense of [19, Chapter 4], i.e., reaching a dense set
from any initial state. The analogous corollary follows
from [18, Theorem 17], which in turn is based on the
work of Smith [80].
We illustrate the results in the Supplementary Ma-
terial, first on a model of a transmon qubit (p. 12),
and then on pulse shaping for a two-qubit gate (p. 15).
In these two examples, there are well-known techniques
(starting with the rotating-wave approximation [81, 82])
that allow modest numbers of time steps to produce de-
cent discretisations. Combined with the fidelity of two-
qubit gates as a control objective, this may be the first
important application.
CONCLUSIONS
We have presented an approach to quantum optimal
control that exhibits global convergence, in theory, and
relies on non-trivial but well-developed tools from non-
commutative geometry and mathematical optimisation,
in practice. In contrast to other quantum control ap-
proaches, the use of Magnus expansion provides a proper
solution to the initial value problem of the Schro¨dinger
equation involving time-dependent Hamiltonian. This
has a significant impact on the controllability of quan-
tum systems in that it expands the reachable set both
in its dimension and volume. This opens new avenues
for research and engineering in quantum control and its
applications.
6While in the opening paragraph, we have suggested a
wide array of possible applications, perhaps the most in-
teresting ones, in the near term, are within quantum com-
puting. In Noisy Intermediate Scale Quantum (NISQ)
devices, fidelity of two-qubit gates is low, but can be im-
proved with better solvers for quantum optimal control
of a 4-level system, clearly within reach of the proposed
method. Eventually, one could perhaps replace the appli-
cation of an entire quantum circuit with the application
of a control signal. This would make it possible to move
beyond the quantum circuit model and the associated in-
tricacy of approximate compiling and swap mapping to
accommodate connectivity constraints present in many
qubit technologies.
Globally convergent methods for quantum optimal
control also make it possible to study the inherent lim-
its of quantum systems. The specific objective could be
to map the parameter landscape of a specific physical
platform [83] such as a transmon qubit [82], and thus
identify efficient operating regimes, for example. Indeed,
the use of optimal-control methods that are not globally
convergent maps the parameter landscape reflecting both
the particular combination of an optimal-control method
as well as the underlying physical platform, rather than
just the platform itself. Perhaps similar to [84], our
method therefore enables a more profound understanding
of quantum systems.
Acknowledgments The authors would like to thank
Jason Crain, Daniel Egger, Didier Henrion, Christiane
Koch, Vyacheslav Kungurtsev, and Monique Laurent
for comments that have improved the presentation of
the work. This work has been supported by Euro-
pean Union’s Horizon 2020 research and innovation pro-
gramme under the Marie Sk lodowska-Curie Actions,
grant agreement 813211 (POEMA). Authors’ contribu-
tions: J.M. and J. V. designed the research and per-
formed the formal analysis and wrote the original draft.
Competing interests: no competing interests. Data
and materials availability: all data is available in the
manuscript or the Supplementary Materials.
7Supplementary Material
Functionals
Our results on the quantum optimal control:
min
Uˆ(t),{uj(t)}∈Υ
J
(
Uˆ(t), {uj(t)}
)
s.t.
∂
∂t
Uˆ(t) =

∑
j
uj(t) Hˆj/i~

 Uˆ(t),
Uˆ(0) = Iˆ
are applicable to a wide-range of functionals J , as long as J can be represented by a polynomial in the original
and additional scalar and matrix variables, subject to some matrices or submatrices being positive semidefinite, and
subject to polynomial constraints either in scalar or matricial variables. This extends the notion of semidefinite
representability [85, 86] and the notion of polynomial representability.
Textbook state-related functionals Typically, one considers functionals wherein at least one summand carries some
notion of similarity of the terminal state ρˆ(T ) and the target state ρˆ∗. The proper distance measure is provided by
the trace distance defined as
trace distance
1
2
tr |ρˆ(T )− ρˆ∗| (10)
where |A| =
√
A†A. The trace distance generalizes the Kolmogorov distance between two probability distributions
[11]. A variety of matrix norms can also be considered [87]. A particularly useful functional in the context of unitary
operations can be derived from the Frobenius norm:
Frobenius functional
√
tr
(
Uˆ∗†Uˆ(T )
)
. (11)
This functional can easily be augmented by the addition of other terms which are used to control leakage of the
quantum population to the rest of a larger Hilbert space and other undesired processes.
Alternatively, one may consider fidelity, which is defined as follows:
fidelity tr
√√
ρˆ∗ ρˆ(T )
√
ρˆ∗ (12)
where both ρˆ(T ) and ρˆ∗ are mixed states in general. If the target state is pure, i.e. ρˆ∗ = |ψ〉〈ψ|, it is easy to show that
the fidelity simplifies to F (ρˆ(T ), ρˆ∗) =
√〈ψ|ρˆ(T )|ψ〉. The fidelity is not a proper distance measure, but it satisfies
several similar properties: It is invariant under unitary transforms and symmetric in its inputs F (ρˆ, σˆ) = F (σˆ, ρˆ).
Its values are 0 ≥ F (ρˆ, σˆ) ≥ 1 where F (ρˆ, σˆ) = 0 if the states ρˆ and σˆ have support on orthogonal subspaces, and
F (ρˆ, σˆ) = 1 if and only if ρˆ = σˆ [11].
8Ω(T ) =
∑
∞
m=1
Ωm(T ) ∈ su(N)
Hˆ(t) =
∑
j
uj(t) Hˆj ∈ su(N)
State at terminal time T : Target:
U(T ) = exp(Ω(T )) ∈ SU(N)
Ω∗ ∈ su(N)
Uˆ∗ ∈ SU(N)
Magnus expansion at T
exp
log
Figure 3. The “algebra” and “group” view of the quantum optimal control problem 3.
State-related terms implemented Notice that in (9), we actually use
∑m
m=1Ωm(T ) as the first argument of the func-
tional, rather than Uˆ(t). Trivially, one could argue that from the Cayley–Hamilton theorem, the matrix exponential
is polynomially representable. Indeed, from the power-series expansion:
exp(Ω) =
∞∑
k=0
Ωk
k!
= I +Ω+
1
2
Ω2 +
1
6
Ω3 + · · · , (13)
but this would not allow for an efficient implementation.
An efficient implementation requires some additional work, relating the algebra su(N) and the group SU(N), as
suggested in Figure 3, with details dependent on the functional. In the trace distance, the most efficient option
is to pre-compute the matrix logarithm of ρˆ∗, numerically [88, Chapter 11], and then compare directly against∑m
m=1Ωm(T ). In order to do this, we have to relate the minimiser of the trace distance and the exponential of a
minimiser of the trace of the original variable, as suggested in Figure 3, while respecting periodicity of the unitary
operators as functions of the algebra elements:
Proposition 8. Let argminΩ(T )∈su(N) tr |Ω(T )−log Uˆ∗| be the global minimiser of Ω(T ) with the global minimum being
0. Let argminexp(Ω(T ))∈SU(N) tr (exp |Ω(T )) − Uˆ∗| be the set of global minimisers of U(T ) with the global minimum
being 0. Then,
exp
(
arg min
Ω(T )∈su(N)
tr |Ω(T )− log Uˆ∗|
)
∈ arg min
exp(Ω(T ))∈SU(N)
tr | exp(Ω(T ))− Uˆ∗|, (14)
where |A| =
√
Aˆ†Aˆ.
Proof. When the trace distance tr |Uˆ − Uˆ∗| between an element of the unitary operator Uˆ = exp(Ω(T )), produced by
an optimal control procedure, and the operator Uˆ∗, representing the target, is zero, then Uˆ = exp(Ω) = exp(Ω∗) = Uˆ∗
and hence Ω = Ω∗. In both cases, exp(Ω) exp(−Ω) = exp(−Ω) exp(Ω) = Iˆ where Iˆ is an identity operator.
Similar reasoning can be applied to other distances D:
Proposition 9. Let argminΩ(T )∈su(N)D(Ω(T ), log Uˆ
∗) be the global minimiser of Ω(T ) with the global minimum being
0. Let argminexp(Ω(T ))∈SU(N)D(exp(Ω(T )) − Uˆ∗) be the set of global minimisers of U(T ) with the global minimum
being 0. Then,
exp
(
arg min
Ω(T )∈su(N)
D(Ω(T ), log Uˆ∗)
)
∈ arg min
exp(Ω(T ))∈SU(N)
D(exp(Ω(T )), Uˆ∗). (15)
Proof. The proof follows the same steps as above. When D(Uˆ , Uˆ∗) = tr |Uˆ − Uˆ∗| between an element of the unitary
operator Uˆ = exp(Ω(T )), produced by an optimal control procedure, and the operator Uˆ∗, representing the target, is
zero, then Uˆ = exp(Ω) = exp(Ω∗) = Uˆ∗ and hence Ω = Ω∗. In both cases, exp(Ω) exp(−Ω) = exp(−Ω) exp(Ω) = Iˆ
where Iˆ is an identity operator.
9Alternatively, one should realise that while a matrix exponential is not an operator monotone, its trace is a monotone
trace function [89, Section 8.3.2 Monotone Trace Functions]:
Proposition 10 (Theorem 5 in [90]). Let g be a monotone trace function and let a > 1. Then for any ǫ > 0 there is
a rational function r such that |r(x) − g(x)| ≤ ǫ for all x ∈ [1/a, a], and r has a semidefinite representation of size
O(log(1/ǫ)).
A matrix logarithm is also semidefinite-representable [90], which makes it possible to compare against log(Uˆ∗) even
if Uˆ∗ were a variable, for instance within robust optimisation.
Control-related terms Alternatively, fidelity can be used as a constraint, rather than a part of the objective. In
the objective, one could consider the energy of the control signal in a functional such as:
non-isotropic energy
T∑
t=1
∑
j
1
µj
|uj(t)|2 , (16)
non-isotropic length
T∑
t=1
√∑
j
1
µj
|uj(t)|2, (17)
non-isotropic area
T∑
t=1
∑
j
1
µj
|uj(t)| , (18)
for some scalar constants µj . In this case, there are obviously no issues with representability of the functional.
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Discretization
In order to evaluate the Magnus expansion numerically, we consider discrete representation of all functions of time
and a suitable quadrature for evaluation of the definite integrals for the total time T divided into K knots tk [40]
∫ T
0
f(t) dt ≈
K∑
k=1
wkf(tk)
where wk are the quadrature weights.
Formally, we perform the discretisation as follows:
Uˆ(T ) = exp
(
∞∑
m=1
Ωm(t)
)
→ exp
(
∞∑
m=1
Ωˆm(t)
)
(19)
where we have chosen tk = k ∆t for k = 1, . . . ,K. The individual terms of the Magnus expansion transform as
Ωm(T ) =
∑
i
Oˆi
∫ T
0
dt1
∫ t1
0
dt2· · ·
∫ tm
0
dtm+1Fi({uj}(t1, . . . , tm+1))
→ Ω˜m(T ) =
∑
i
Oˆi ∆t
m
K∑
k1=1
k1∑
k2=1
· · ·
km−1∑
km=1
F˜i({u˜j}(k1, . . . , km)) (20)
where
∑
i OˆiF˜i({u˜j}(t1, . . . , tm+1)) emerges from the nested commutators of the Magnus expansion which involves
the Hamiltonian Hˆ(t) =
∑
j uj(t)Hˆj at different times. The operators Oˆi result from the commutators between the
Hamiltonian operators Hˆj , and Fi({uj}(t1, . . . , tm+1)) is a polynomial function of the time-dependent controls uj(t)
at different times, t1, . . . , tm+1, originating from the same commutator. For example, at first order, these functions
are the controls themselves, at the second order they are products of controls relevant to different noncommuting
terms of the Hamiltonian Hˆj at time t1 and t2, and so on. Furthermore Ω˜m, F˜ and u˜ denote appropriate entities in
their discretised form.
Explicitely
Ω˜1(T ) = ∆t
K∑
k1=1
˜ˆ
A(k1),
Ω˜2(T ) =
1
2
∆t2
K∑
k1=1
k1∑
k2=1
[
˜ˆ
A(k1),
˜ˆ
A(k2)
]
,
Ω˜3(T ) =
1
6
∆t3
K∑
k1=1
k1∑
k2=1
k2∑
k3=1
([
˜ˆ
A(k1),
[
˜ˆ
A(k2),
˜ˆ
A(k3)
]]
+
[[
˜ˆ
A(k1),
˜ˆ
A(k2)
]
,
˜ˆ
A(k3)
])
,
. . .
where the discretised operators
˜ˆ
A(k) =
∑
j
u˜j(k) Hˆj/i~
11
and the nested commutators lead to the following structure of the Magnus operators
Ω˜1(T ) =
∆t
i~
∑
j
Hˆj
K∑
k1=1
u˜j(k1) =
∑
j
Oˆ
(1)
j ∆t
K∑
k1=1
F˜
(1)
j ({u˜j}(k1)),
Ω˜2(T ) =
1
2
∆t2
(i~)2
∑
j1,j2
[
Hˆj1 , Hˆj2
] K∑
k1=1
k1∑
k2=1
uj1(k1) uj2(k2)
=
∑
j
Oˆ
(2)
j ∆t
2
K∑
k1=1
k1∑
k2=1
F˜
(2)
j ({u˜j}(k1, k2)),
Ω˜3(T ) =
1
6
∆t3
(i~)3
∑
j1,j2,j3
([
Hˆj1 ,
[
Hˆj2 , Hˆj3
]]
+
[[
Hˆj1 , Hˆj2
]
, Hˆj3
]) K∑
k1=1
k1∑
k2=1
k2∑
k3=1
uj1(k1) uj2(k2) uj3(k3)
=
∑
j
Oˆ
(3)
j ∆t
3
K∑
k1=1
k1∑
k2=1
k2∑
k3=1
F˜
(3)
j ({u˜j}(k1, k2, k3)),
. . .
where the operators Oˆ
(k)
j result from the nested commutators of the k-th term of the Magnus expansion, and F˜
(k)
j are
the corresponding functions of the set of controls {u}j at relevant times labelled by discrete indices k1, k2, k3, . . . .
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One qubit
Let us illustrate our approach on the simplest possible example. We consider a quantum control of a single qubit
where the control target is a unitary transformation Uˆ∗ ∈ SU(2). Furthermore, we consider the time dependent
Hamiltonian for a spin 1/2 system or one quantum bit of the following form
Hˆ(t) = a(t)Sˆz + b(t)Sˆx (21)
where a(t) and b(t) are scalar functions of time, Sˆz = ~σz/2 and Sˆx = ~σx/2 are the operators for the z-component
and x-component of the spin angular momentum respectively, and σz and σx are the Pauli matrices. The components
of the spin angular momentum satisfy the following commutation relations[
Sˆx, Sˆy
]
= i~Sˆz,
[
Sˆy, Sˆz
]
= i~Sˆx,
[
Sˆz, Sˆx
]
= i~Sˆy. (22)
These commutation relations have an important consequence in that the Hamiltonian does not in general commute
with itself at different times [
Hˆ(t1), Hˆ(t2)
]
= i~ [a(t1)b(t2)− a(t2)b(t1)] Sˆy (23)
provided a(t) and b(t) are not constant in time or are not proportional to each other a(t) = cb(t) where c is a real
constant.
The individual terms of the Magnus expansion at low orders are then given as
Ω1(T ) =
1
i~
∫ T
0
dt1 Hˆ(t1) =
1
i~
Sˆz
∫ T
0
dt1 a(t1) +
1
i~
Sˆx
∫ T
0
dt1 b(t1),
Ω2(T ) =
1
i~
1
2
Sˆy
∫ T
0
dt1
∫ t1
0
dt2 [a(t1)b(t2)− a(t2)b(t1)] ,
Ω3(T ) =
1
i~
1
6
Sˆx
∫ T
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3
× [a(t1)a(t2)b(t3)− a(t1)b(t2)a(t3) + b(t1)a(t2)a(t3)− a(t1)b(t2)a(t3)]
− 1
i~
1
6
Sˆz
∫ T
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3
× [b(t1)a(t2)b(t3)− b(t1)b(t2)a(t3) + b(t1)a(t2)b(t3)− a(t1)b(t2)b(t3)] . (24)
System with a constant drift and time-dependent driving
The situation when both coefficients in the Hamiltonian Eq. (23) are time dependent is the most general but
perhaps too complicated if one considers experimental realisations. It seems well motivated to consider a Hamiltonian
which consists of a constant drift term, given by a(t) = a, and a time-dependent driving term
Hˆ(t) = aSˆz + b(t)Sˆx. (25)
In this case the terms of the Magnus expansion above simplify further yielding
Ω1(T ) =
1
i~
aT Sˆz +
1
i~
Sˆx
∫ T
0
dt1 b(t1),
Ω2(T ) =
1
i~
a
2
Sˆy
[∫ T
0
dt1
∫ t1
0
dt2 b(t2)−
∫ T
0
dt1 t1 b(t1)
]
Ω3(T ) =
1
i~
a2
6
Sˆx
∫ T
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3 [b(t3)− 2b(t2) + b(t1)]
− 1
i~
a
6
Sˆz
∫ T
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3 [2b(t1)b(t3)− b(t1)b(t2)− b(t2)b(t3)] . (26)
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Exactly solvable case: linear driving
In the case that the driving term in the Hamiltonian is the function b(t) = bt for some real constant b then the
terms of the Magnus expansion for n > 1 can be evaluated analytically [91], yielding the following expressions
Ω2n+1(T ) = 0,
Ω2n(T ) =
(−1)n
i~
T 2n+1 a2n−1 b B2n Sˆy (27)
where B2n are related to Bernoulli numbers and are given for the low order as
B2 =
1
12
,
B4 = − 1
720
,
B6 =
1
30240
,
B8 = − 1
1209600
,
B10 =
1
47900160
. (28)
The formulas for the Magnus terms in the case a(t) = a and b(t) = bt give explicitly
Ω(T ) =
∞∑
k=1
Ωk(T )
=
a
i~
T Sˆz +
1
i~
b
2
T 2Sˆx +
b
i~
[
a
12
T 3 +
a3
720
T 5 +
a5
30240
T 7 +
a7
1209600
T 9 +
a9
47900160
T 11 + . . .
]
Sˆy.
= −i (θx(T )σx + θy(T )σy + θz(T )σz)
= −i|~θ(T )| ~Θ(T ) · ~σ (29)
where |~θ(T )| = √θx(T )2 + θy(T )2 + θz(T )2 and Θα(T ) = θα(T )/√θx(T )2 + θy(T )2 + θz(T )2, α = x, y, z, are the
components of a unit vector ~Θ(T ).
In this representation, we can write down the evolution operator explicitly as
Uˆ(T ) = expΩ(T ) = exp
[
−i|~θ(T )| ~Θ(T ) · ~σ
]
= cos |~θ(T )| Iˆ − i sin |~θ(T )| ~Θ(T ) · ~σ
=
(
cT − isT Θz −sT ( Θy + i Θx)
sT ( Θy − i Θx) cT + isT Θz.
)
(30)
where we simplified the notation by substituting sin |~θ(T )| with a real variable sT and replaced cos |~θ(T )| with a real
variable cT .
In the case of linear driving, Salzman [91] observed that the ratio Bn+2/Bn converges to −1/2π. This implies that
the ratio Ωn+2/Ωn converges to (aT/2π)
2 and the criterium aT/2π < 1 for the convergence of the Magnus expansion
in this particular case.
Discretization
We intend to use the analytical results of the previous section to evaluate error associated with the discretized
version of the Magnus expansion that is required for any numerical calculations. In the case of a Hamiltonian with
a constant drift term, this means in the simplest instance replacing the integrals in Eq. (26) with sums, whereas the
final time is given as T = k∆t for k = K:
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Ω1(T ) =
1
i~
a K∆t Sˆz +
1
i~
∆t Sˆx
K∑
k=1
b(k),
Ω2(T ) =
1
i~
a
2
∆t2 Sˆy
[
K∑
k1=1
k1∑
k2=1
b(k2)−
K∑
k1=1
k1 b(k1)
]
Ω3(T ) =
1
i~
a2
6
∆t3 Sˆx
[
K∑
k1=1
k1∑
k2=1
k2∑
k3=1
b(k3)− 2
K∑
k1=1
k1∑
k2=1
k2 b(k2) +
1
2
K∑
k1=1
k1(k1 + 1) b(k1)
]
− 1
i~
a
6
∆t3Sˆz
[
2
K∑
k1=1
b(k1)
k1∑
k2=1
k2∑
k3=1
b(k3)−
K∑
k1=1
b(k1)
k1∑
k2=1
k2 b(k2)−
K∑
k1=1
k1∑
k2=1
b(k2)
k2∑
k3=1
b(k3)
]
(31)
and the discrete values b(k) are taken at the midpoint, i.e. b(k) = b((k−1/2)∆t), to maintain accuracy of the discrete
representation of the integrals which appear in Eq. (26).
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Two qubits
Elements of the group SU(4) of two-qubit operations can be written as a complex exponential function of the
su(4) algebra generators. These naturally split into three sets: (i) Tˆα0 = σα ⊗ Iˆ/2, (ii) Tˆ0α = Iˆ ⊗ σα/2, and (iii)
Tˆαβ = σβ ⊗ σα/2, where Iˆ is a 2× 2 unit matrix and σα, α = x, y, z, are the Pauli matrices. The generators Tˆα0 and
Tˆ0α correspond to single qubit operations on the first and second qubit respectively and hence generate the subgroup
SU(2)⊗ SU(2) ∈ SU(4).
Let us consider an envelope of the electromagnetic field, ω(t), which we use to control a system of two qubits.
There, the only rigorous methods are based on [92–94], which are not constructive.
We consider the system of two transmon qubits coupled to a bus resonator [82] which is characterized in the Rotating
Wave Approximation (RWA) by the following Hamiltonian
Hˆ = Hˆ0 +Ω(t)Hˆ(t) = ~


0 0 Ω(t)/2 0
0 0 J Ω(t)/2
Ω(t)/2 J ∆ 0
0 Ω(t)/2 0 ∆


=
~∆
2
Iˆ − ~∆
2
σz ⊗ Iˆ + ~Ω(t)
2
σx ⊗ Iˆ + ~J
2
(σx ⊗ σx + σy ⊗ σy) (32)
where ∆ = ω¯1 − ω¯2 is a detuning between transition frequencies of the individual transmon qubits dressed by the
resonator frequency, J is the exchange coupling and Ω is the Rabi frequency which drives the control qubit at the
frequency of the target qubit to implement a two-qubit operation. The term ∆Iˆ/2 in Eq (32) generates a global phase
in quantum dynamics and can be ignored, so the operator Aˆ(t) = Hˆ/i~ can be written in terms of the su(4) algebra
generators
Aˆ = −∆
2i
σz ⊗ Iˆ + Ω(t)
2i
σx ⊗ Iˆ + J
2i
(σx ⊗ σx + σy ⊗ σy)
=
1
i
[
−∆ Tˆz0 +Ω(t) Tˆx0 + J
(
Tˆxx + Tˆyy
)]
. (33)
We emphasize that the Rabi frequency is time dependent Ω(t) and is used to control quantum dynamics of the system
in order to steer the system to the desired control target like a specific unitary two-qubit operation. This significantly
differs from the proposal [82] which considers the Rabi frequency Ω to be constant.
We are now in a position to write down the individual terms of the Magnus expansion
Ω1(T ) =
1
i
∫ T
0
dt1 Hˆ(t1),=
1
i
[
−∆Tˆz0 + J
(
Tˆxx + Tˆyy
)]
T +
1
i
Tˆx0
∫ T
0
dt Ω(t),
Ω2(T ) =
1
2i
(
∆ Tˆy0 + J Tˆzy
)[∫ T
0
dt1 t1 Ω(t1)−
∫ T
0
dt1
∫ t1
0
dt2 Ω(t2)
]
,
Ω3(T ) =
1
6i
{[(
∆2 + J2
)
Tˆx0 + J∆ Tˆzx
]
×[
2
∫ T
0
dt1
∫ t1
0
dt2 t2 Ω(t2)− 1
2
∫ T
0
dt1 t
2
1 Ω(t1)−
∫ T
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3 Ω(t3)
]
+
(
∆ Tˆz0 − J Tˆyy
)
×
[∫ T
0
dt1 Ω(t1)
∫ t1
0
dt2 t2 Ω(t2)
−2
∫ T
0
dt1 Ω(t1)
∫ t1
0
dt2
∫ t2
0
dt3 Ω(t3) +
∫ T
0
dt1
∫ t1
0
dt2 Ω(t2)
∫ t2
0
dt3 Ω(t3)
]}
,
. . . .
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Controllability
We observe that the Hamiltonian
Hˆ =
[
−∆ Tˆz0 +Ω(t) Tˆx0 + J
(
Tˆxx + Tˆyy
)]
produces, via the nested commutators of the Magnus expansion, the terms involving the following generators of the
algebra su(4):
{
Tˆx0, Tˆz0, Tˆxx, Tˆyy
}k=1
→
{
Tˆy0, Tˆzy
}k=2
→
{
Tˆx0, Tˆz0, Tˆzx, Tˆyy
}k=3
→
{
Tˆy0, Tˆxy, Tˆyx, Tˆzy
}k=4
→ · · · .
This set of generators is closed upon the repeated commutation with the Hamiltonian and thus this system is not
operator controllable in the sense defined above.
Towards operator controllability
We notice that the set of generators obtained via the Magnus expansion contains all the generators for the algebra
su(2) on the first qubit, and six two-qubit generators:
Tˆxx, Tˆxy, Tˆyx, Tˆyy, Tˆzx, Tˆzy.
The generators which are not obtained include those of su(2) on the second qubit: Tˆ0x, Tˆ0y, and Tˆ0z, and the two
qubit generators: Tˆxz, Tˆyz, and Tˆzz.
The Cartan decomposition of su(4) splits the algebra into two parts p⊕k where p is the Cartan subalgebra generated
by Tˆxx, Tˆyy, and Tˆzz, and k which consists of single qubit subalgebras.
They satisfy the commutation relations
[k, k] = k, [p, k] = p, [p, p] = k
where the last one suggests that su(2) on the second qubit can be obtained if our set of generators also contains Tˆxz,
Tˆyz, and Tˆzz.
The operator controllability is achieved by augmenting the Hamiltonian by the generator Tˆzz. In superconducting
qubits, Tˆzz is often present as a result of cross-talk arising from the direct residual dipolar coupling of the qubits [95],
albeit non-controllable.
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Non-commutative Polynomial Optimisation
For the convenience of the reader, let us now present an outline of some basic definitions and results in non-
commutative polynomial optimisation. We stress that this section is neither original material [36], nor an exhaustive
survey [37], but rather a summary of some of the results of Pironio et al. [36].
The non-commutative version of the polynomial optimization problem in Hilbert space H with inner product 〈·, ·〉,
and a normalised vector φ, i.e., ‖φ‖2 = 1, is:
P :
p⋆ = min
(H,X,φ)
〈φ, p(X)φ〉
s.t. qi(X)  0 i = 1, . . . ,m ,
where qi(x)  0 denotes that the operator qi(X) is positive semi-definite.
Monomials We introduce the †-algebra that can be viewed as conjugate transpose. Also, for each Xi in X , there
is a corresponding X†i . For simplicity, let [X,X
†] denote those 2n operators.
A monomial ω(X) is defined as the product of powers of variables from [X,X†]. The empty monomial is 1. Since X
is non-commutative, two monomials with the same variables but a different order of variables are regarded as different
monomials. Also, for monomials, we have ω† = ω†rω
†
r−1 . . . ω
†
1 when ω = ω1ω2 . . . ωr.
The degree of a monomial, denoted by |ω|, refers to the sum of the exponents of all operators in the monomial ω.
Let Wd denote the collection of all monomials whose degrees |ω| are less or equal to d.
A polynomial p(X) of degree d is defined to be a linear combination of monomials ω ∈ Wd with the coefficients
pω, which lie in the field of real or complex numbers. Hence, Wd can also be understood as the monomial basis for
polynomials of degree d.
Looking back to the problem P, if we assume that the degree of p(X) and qi(X) are deg(p) and deg(qi) respectively,
then those non-commutative polynomials can be written as
p(X) =
∑
|ω|≤deg(p)
pωω, qi(X) =
∑
|µ|≤deg(qi)
qi,µµ, (34)
where i = 1, . . . ,m.
Moments With a feasible solution (H,X, φ) of problem P, we can define the moments on a field C as:
yω = 〈φ, ω(X)φ〉, (35)
for all ω ∈ W∞ and y1 = 〈φ, φ〉 = 1. Given a degree r, moments whose degrees are less or equal to r form a
sequence of y = (yω)|ω|≤2r.
Moment Matrices With a finite set of moments y of degree r, we can define a corresponding order-r moment
matrix Mr(y):
Mr(y)(ν, ω) = yν†ω = 〈φ, ν†(X)ω(X)φ〉, (36)
for any |ν|, |ω| ≤ r, and a localising matrix Mr−di(qiy) whose entries are given by:
Mr−di(qiy)(ν, ω) =
∑
|µ|≤deg(qi)
qi,µyν†µω =
∑
|µ|≤deg(qi)
qi,µ〈φ, ν†(X)µ(X)ω(X)φ〉, (37)
for any |ν|, |ω| ≤ r − di, where di = ⌈deg(qi)/2⌉. The upper bounds of |ν| and |ω| are lower than the that of the
moment matrix because yν†µω is only defined on ν
†µω ∈ W2r while µ ∈ Wdeg(qi).
Expressing the Objective We can obtain the so-called order-r SDP relaxation of the non-commutative polynomial
optimisation problem P by choosing an order r that satisfies the condition of 2r ≥ max{deg(p), deg(qi)}. The objective
p(X) can be rewritten as:
〈φ, p(X)φ〉 = 〈φ,
∑
|ω|≤deg(p)
pωω(X)φ〉 =
∑
|ω|≤deg(p)
pω〈φ, ω(X)φ〉 =
∑
|ω|≤deg(p)
pωyω. (38)
Next, we need to consider the positive-semidefinite (PSD) constraints.
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PSD Moment Matrix By introducing y = (yω)|ω|≤2r into the relaxation, we can relax:
yν†ω = 〈φ, ν†(X)ω(X)φ〉, (39)
for all ν†ω ∈ W2r to a positive-semidefinite constraint on the moment matrixMr(y). Indeed, for any vector z ∈ C|Wr|,
Pironio et al. [36] have shown:
z†Mr(y)z =
∑
|ν|≤r
∑
|ω|≤r
z†νMr(y)(ν, ω)zω =
∑
|ν|≤r
∑
|ω|≤r
z†νyν†ωzω
=
∑
|ν|≤r
∑
|ω|≤r
z†ν〈φ, ν†(X)ω(X)φ〉zω = 〈φ,

∑
|ω|≤r
zωω(X)


† ∑
|ω|≤r
zωω(X)φ〉 ≥ 0
PSD Localising Matrix The constraints qi(X) < 0, ∀i = 1, . . . ,m can also be relaxed to constraints such that the
localise matrix Mr−di(qiy) is positive semidefinite, for di = ⌈deg(qi)/2⌉. Indeed, for any vector z ∈ C|Wr |, Pironio et
al. [36] have shown:
z†Mr−di(qiy)z =
∑
|ν|≤r−di
∑
|ω|≤r−di
z†νMr−qi(qiy)(ν, ω)zω =
∑
|ν|≤r−di
∑
|ω|≤r−di
z†ν

 ∑
|µ|≤deg(qi)
qi,µyν†µω

 zω
=
∑
|ν|≤r−di
∑
|ω|≤r−di
z†ν

 ∑
|µ|≤deg(qi)
qi,µ〈φ, ν†(X)µ(X)ω(X)φ〉

 zω
= 〈φ,
∑
|ν|≤r−di
z†νν
†(X)
∑
|µ|≤deg(qi)
qi,µµ(X)
∑
|ω|≤r−di
zωω(X)φ〉
= 〈φ,

∑
|ω|≤r
zωω(X)


†
qi(X)
∑
|ω|≤r
zωω(X)φ〉 ≥ 0.
Convergent SDP Relaxation By putting together the objective (38) and the positive-semidefinite constraints on the
moment and localising matrices, we can write down the order-r SDP relaxation of the non-commutative polynomial
optimisation problem as:
min
y=(yω)|ω|≤2r
∑
|ω|≤d
pωyω (40)
Mr(X) < 0 (41)
Mr−di(qiX) < 0 i = 1, . . . ,m (42)
y1 = 1 (43)
〈φ, φ〉 = 1. (44)
If Archimedean Assumption 5 is satisfied, Pironio et al. [36] have shown that limr→∞ p
r = p∗. Furthermore, if the
so-called rank-loop condition is satisfied, i.e., when the rank of moment matrix Mr(y) equals the rank of Mr−d(y),
where d is the highest degree of constraints and d ≥ 1, the global optimality is reached [36] at the order-(r − d)
relaxation.
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Computability and Convergence Rates
In some sense, our paper could be seen a proof of approximability of quantum optimal control to any precision in
a model, where real numbers are atomic units of information and basic floating-point arithmetic operations on real
numbers can be performed in unit time. In particular, from Theorem 6 and Corollary 7, it follows that arbitrarily
good approximation of quantum optimal control is computable in the model of Blum, Shub, and Smale [72]:
Proposition 11. For any number of terms k, any order r, any step ∆t of the discretisation of time, and any finite
precision ǫ, the semidefinite programming relaxation of either Theorem 6 or Corollary 7 is computable up to the
precision ǫ in time polynomial in its dimension in the Blum-Shub-Smale model.
Proof. By iteration analysis of primal-dual interior-point methods, cf. [96], applied to the SDP (44). For an explicit
treatment, using a substantially more complicated arguments, see [97]. We only have to notice that the number of
localising constraints is polynomial in the dimension.
To prove similar results in the Turing model is a major challenge. Indeed, quantum optimal with a control signal
taking on values from a discrete set is undecidable in the Turing model [32] without additional assumptions.
Beyond the computability, further study of the run-time and the rate of convergence would be beneficial. To
reduce run-time, it seems important to exploit sparsity [98–100]. The rate of convergence depends on the rate of
convergence of Magnus expansion, the choice of the discretisation of time [40, 41], the rate of convergence of the
hierarchy of SDP relaxations to the optimum of the non-commutative polynomial optimisation problem, and possibly
the rate of convergence of the SDP solver. Considering the growth of the dimensions of the SDP relaxations, the
rate of convergence is both of practical and theoretical interest. The rates of convergence of Magnus expansion in
m, depending on the discretisation, are well known [40, Chapter 9]. For another hierarchy of SDP relaxations, under
some additional assumptions about boundedness, the order-r semidefinite programming relaxation of the comutative
polynomial optimisation problem has error bounded by O(1/r2) in the worst case. See [101–103]. In the non-
commutative case of (8), the present-best result is that of Fang and Fawzi [104], who again under some additional
assumptions, show that the rate of convergence is no worse than O(1/r2) for the order r. Continuing this line of work,
one could estimate the overall convergence rate, which would be a major result.
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