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We look at some decision problems for programs using the RAM (random access machine) 
model of computation. Under this model, each instruction takes one step to execute. We 
obtain positive as well as negative results. For example, we show that there is an algorithm to 
determine given a positive integer k and a program P with one input variable over the 
instruction set (x + 0, x+x t 1, x+x - 1, x + x t y, x +x - y, x4-x * y, x+x/y, If p(x) 
then halt, halt, if p(x) then goto I, goto I), where x/y is integer division and p(x) is a predicate 
of the form x < 0, x = 0, x # 0, x > 0, whether P halts on all integer inputs in at most k steps. 
The problem is also decidable for multi-input programs with no multiplication and division 
instructions. In contrast, the problem is undecidable for programs with two input variables 
over the instruction set {x + 0, x+x t 1, x+x - y, x+x/y, if x = 0 then halt, halt}, even 
when only total programs (i.e., no division by 0 occurs during any computation) are 
considered. This last result also holds when x+x/y is replaced by multiplication, X+X * y, 
but the number of input variables needed is large. 
1. INTR~DUC~~N 
Consider the following decision problem concerning TMs (Turing machines): Is 
there an algorithm to determine for every TM M and a positive integer k whether M 
halts on all inputs in at most k steps? (A step corresponds to an atomic move of a 
TM.) Clearly, an algorithm exists. (For a given k, one need only consider finitely 
many different inputs.) Suppose now we ask the same question about programs (in 
some programming language) using the RAM (random access machine) model of 
computation, where we assume the uniform cost measure, i.e., each instruction in the 
language takes one step to execute [ 11. (Note that the content of each storage 
location in a RAM is unbounded.) In this paper, we provide answers to this question 
and related questions concerning simple classes of RAM programs. For example, we 
show that there is an algorithm to determine given a positive integer k and a program 
P with one input variable over the instruction set {xc 0, x t x + 1, xe x - 1, 
x e x + y, xc x - y, x+x * y, x +x/y, if p(x) then halt, halt, if p(x) then goto f, 
goto 1}, where x/y is integer division and p(x) is a predicate of the form x < 0, x = 0, 
x # 0, x > 0, whether P halts on all integer inputs in at most k steps. The problem is 
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also decidable for multi-input programs with no multiplication and division 
instructions. In contrast, the problem is undecidable for programs with two input 
variables over the instruction set {x cO,xtx+ 1,x+x-y,xex/y,ifx=O then 
halt, halt}, even when only total programs (i.e., no division by 0 occurs during any 
computation) are considered. This last result also holds when x +X/J, is replaced by 
multiplication, x+x * y, but the number of input variables needed is large. All the 
undecidable results in this paper are proved using the undecidability of Hilbert’s tenth 
problem 13 1. Also, the undecidability of Hilbert’s tenth problem is shown to follow 
rather easily from the undecidability of the problems studied in this paper. This 
implies that the undecidable results in the paper are not likely to be provable using 
more direct arguments via, e.g., the undecidability results concerning Turing 
machines. If we are allowed to use other types of instructions, e.g., boolean vector 
operations, then the undecidability results can be proved using the halting problem 
for TM’s (see [S]). 
Let L be the class of programs with integer inputs (positive, negative, zero) over 
the following types of instructions: 
x-0 
x+x+1 
x+x- 1 
x+x+y 
x+x-y 
x+x* y 
if p(x) then halt 
halt 
if p(x) then goto I 
got0 1 
where I represents a label (forward or backward), and p(x) is a predicate of the form 
x < 0, x = 0, x # 0, x > 0. For convenience, we assume that the last instruction in 
each program is a halt. Under the uniform cost measure, each of the above 
instructions takes one step to execute. The subset of programs which do not use the 
constructs if p(x) then goto 1 and goto 1 will be denoted by K. (Thus, programs in K 
are loop-free.‘) If the programs are allowed to use integer division x c x/y (i.e., x/y is 
the integral part of x divided by y), then the corresponding classes are called L, and 
K,, respectively. Again, integer division takes one step to execute. However, by 
convention, we assume that division by 0 causes an infinite loop. The classes when 
restricted to programs with i input variables will be denoted by L(i), K(i), Ld(i), and 
KJi), respectively. 
Let C be a class of programs. We shall look at the following decision problems: 
(1) SOME-EXACT(C)-the problem of deciding for an arbitrary program P in C 
and a positive integer k whether P halts on some input in exactly k steps. 
’ A program is loop-free if it does not contain backward jumps. (Of course, programs in K have no 
forward jumps either.) 
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(2) SOME-EXACT(k, C)-- same as (l), but now k is fixed (i.e., k is not a 
parameter of the problem). 
(3) SOME-ATMOST and SOME-ATMOST(k, C)-same as (1) and (2), but 
with “exactly k” replaced by “at most k.” 
(4) ALL-EXACT(C), ALL-EXACT(k, C), ALL-ATMOST( and ALL- 
ATMOST(k, Ctsame as (l), (2), and (3), but with “some input” replaced by “all 
inputs.” 
DEFINITION. A decision problem is decidable (respectively, undecidable) if there 
exists (respectively, there does not exist) an algorithm to solve the problem [7]. Note 
that the definition of decidable requires only the existence of an algorithm. It does not 
resuire that the algorithm be effectively constructable. It follows, for example, from 
the definition that any decision problem with a finite number of instances is 
decidable. (See [ 71 for discussions.) 
Note that if SOME-EXACT(C) is decidable, then so is SOME-EXACT(k, C). 
The same is true for SOME-ATMOST, ALGEXACT, and ALL-ATMOST. 
2. THE RESULTS 
We begin by showing that the problems above are decidable for the class L(1). 
Later, we extend the result to the class L,(l). 
THEOREM 1. We can eflectively construct algorithms to solve the following 
problems: SOME-EXACT(L( l)), SOME-ATMOST(L( l)), ALL-EXACT(L( l)), 
and ALL-ATMOST(L( 1)). 
Proof. We only describe an algorithm for SOME-EXACT(L(l)). The algorithms 
for the other problems are similar. 
We construct an algorithm which, for a given program P in L(1) and a positive 
integer k, simulates P on all possible inputs. The algorithm outputs “yes” if and only 
if P halts on some input in exactly k steps. During the simulation of each 
computation path, we keep track of the number m of steps executed so far and the set 
Q of all inputs for which the computation path has been carried out. (Q is represented 
as a finite union of segments of the integral line.) At the beginning m is 0, and Q is 
the set of all integers represented by {(-a, co)}. The simulation of each step is 
carried out as follows: Replace m by m + 1. If m > k or if the current instruction is 
“halt” then terminate the simulation of that path. If the current instruction is not an 
“if’ instruction then go to the next instruction. If the current instruction is “if p( y) 
then goto /” then do the following: 
(a) Compute the polynomial y =f(x) which gives the value of y as a function 
of the input x. Such a polynomial exists since each computation path is carried out 
without “if’ statements. 
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(b) Compute and store the sets Z, = {x If(x)= O}, Z, = {x If(x) ZO}, 
Z, = {x If(x) < O}, and Z, = {x If(x) > 0). Z, is finite and computable, and 
therefore Z,, Z,, and Z, are also computable and can be represented as finite unions 
of segments on the integral line. (For example, if f(x) = (x2 - 2)(x - 4) then 
i’; = f;}, Z, = {(-a, 31, [5, co)}, Z, = {(--co, -21, [2,3]}, Z, = (1-1, 11, 
303 . 
(c) Suppose that p(y) is y < 0. Then let Q, = Q n Z, and Q2 = Q - Q, . If 
Q, # 0 then continue the simulation with Q = Q, from the instruction labeled 1, and 
if Q2 # 0 then continue the simulation with Q = Q, from the next instruction. The 
cases when p(y) is of the form y = 0, y # 0, y > 0 are treated in the same manner. 
The instruction “if p(y) then halt” is handled similarly. 
Since the simulation of each computation path terminates after at most k steps, the 
procedure is finite. This completes the proof. 1 
Theorem 1 can be shown to hold for the class Ld( 1). The proof needs the following 
lemmas which were recently shown in 151. 
LEMMA 1. Let P be a program with r instructions using only constructs of the 
form x+0, x+-x+ 1, xex- 1, X+X+ y, x+x-y, x+x* y, x+-x/y. Let P 
have only one input variable, x. Assume without loss of generality that x does not 
appear on the left-hand side of any instruction in P. Let y be any variable appearing 
in P. Then for this y, we can eflectively construct a finite nonempty set S whose 
elements are of the form (p(x), T), where p(x) is a polynomial in x with rational coef- 
ficients and T is a finite nonempty set of pairs of integers. S has the following 
properties : 
(1) Let x0 be an input such hat x0 > 223’2. If the value of y is defined at the end of 
P, then there is a unique element (p(x), T) in S such that x0 mod n = m for all (m, n) 
in T, and the value of y on input x, (at the end of P) is given by p(xO). 
(2) ISI < 225’r+“2. 
(3) If (P(X), T) is in S, then degree (p(x)) < 2’, 1 TI < 2’*, and 0 < m < n < 22’r2 
for each (m, n) in T. 
LEMMA 2. Let P and r be as in Lemma 1. Then we can eflectively construct a 
(possibly empty) set W whose elements are of the form T, where T is a finite 
nonempty set of pairs of integers. W has the following properties: 
(1) Let x,, be an input such that x,, > 223r2. A division by 0 on input x,, occurs 
during the program if and only if there is a T in W such that x0 mod n = m for all 
(m, n) in T. 
(2) 1 W( < 2z5”+1’1. 
(3) If T is in W, then I TJ < 2’2 and 0 < m < n < 22”2 for each (m, n) in T. 
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THEOREM 2. We can eflectively construct algorithms to solve the following 
problems: SOME-EXACT(L,( I)), SOME-ATMOST(L,( l)), ALL-EXACT(L,( l)), 
and ALL-ATMOST(L,(l)). Recall that programs in L,(l) can use the integer 
division construct x c x/y. 
ProoJ As in the proof of Theorem 1, we describe an algorithm which, for a given 
program P of length r in L,(l) and an integer k, simulates P on all possible inputs. 
Clearly, it is sufficient to describe the algorithm for inputs x > 2’j’*. The set of inputs 
for which a given computation path is carried out is now represented as an itersection 
Q n C of 2 sets, Q and C. Q is a finite union of segments of the integral line, as in 
Theorem 1, while C is the set of solutions of a congruential system T, as defined in 
Lemma 1 (i.e., T is a set pairs {(m,, n,) ,..., (m,, n,)}, and x is in C if and only if 
x mod n, = m, for i = l,..., t). Also, for each computation path, the output is a 
polynomial of the input. The list of computation paths and the corresponding input 
sets are updated either when an “if’ statement is encountered, in a way similar to the 
one described in the proof of Theorem 1, or when a division instruction x+x/y is 
encountered. In this latter case, a new computation path is defined for each 
congruential system (as defined in Lemma l), provided that the intersection of the set 
of solutions to that congruential system with the set of inputs to the current 
computation path (in which the construct x t x/y occurred) is not empty. Note also 
that, by Lemma 2, we can always decide whether for a given construct x+x/y a 
division by 0 occurs for some input. (In fact, we can decide for what inputs such a 
division occur.) 
It follows from the discussion above that the simulation is possible if we can decide 
emptiness for the intersection Q n C for Q and C above. This follows easily from the 
fact that if C is the set of solutions of a congruential system T, then C intersects any 
infinite segment of the integral line if and only if C is not empty. 1 
Theorem 2 cannot be extended to programs with two input variables. In fact, we 
have 
THEOREM 3. SOME-EXACT(K,(2)), SOME-ATMOST(K,(2)), ALL- 
EXACW,(2)), and ALGATMOST(K,(2)) are undecidable. The result holds even 
I$ we restrict the problems to total programs that use only the constructs x e 0, 
x+x+1,x+-x-y,xcx/y,ifx=Othenhalt,andhalt. 
ProoJ: It was recently shown in [6] that the one-equivalence problem for total 
O/l-valued straight-line programs with two input variables over the instruction set 
(x + 0, x +x + 1, x cx - y, x c x/y} is undecidable.2 Let P be such a program. We 
* The one-equivalence problem is the problem of deciding if a program outputs 1 for all integer inputs. 
The proof in [6] uses the undecidability of Hilbert’s tenth problem. Hilbert’s tenth problem is the 
problem of deciding if a Diophantine polynomial has an integer solution. In [6], an effective procedure 
is given which constructs for any given Diophantine polynomial f(x, ,..., x,) a program P with two input 
variables over the instruction set {x CO, X+-X+ 1, x+-x--, x+x/y) such that (1) P is total and 
outputs 0 or 1 for all integer inputs, and (2) P outputs 1 for all integer inputs if and only if 
f(x, ,..., x,) = 0 does not have an integer solution in x, ,..., x,. 
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construct a program P’ in K,(2) as follows (assume that z is the output variable of 
P): 
P 
we0 
w+w+ 1 
z-z-w 
if z = 0 then halt 
halt 
Let m be the number of instructions in P. Then P’ halts in exactly m + 5 steps on 
input (x, , x,) if and only if P does not output a 1 on input (x,, x2). It follows that 
SOME - EXACT(K,(2)), ALL-EXACT(K,(2)), and ALL-ATMOST(K,(2)) are 
undecidable. Now let P” be the program obtained from P’ by deleting the first three 
instructions following P. Then P” halts after at most m + 1 steps on input (x, , x2) if 
and only if P does not output a 1 on input (x, , xJ. Hence, SOME-ATMOST(KJ2)) 
is undecidable. I 
Another positive result is the following: 
THEOREM 4. Let L’ be the set of all programs in L which do not use 
multiplication instructions. We can effectively construct algorithms to solve the 
following problems: SOME-EXACT(L’), SOME-ATMOST( ALL-EXACT(L’), 
and ALL-ATMOST( 
Proof (sketch). Given a program P and an integer k, we simulate P on all 
possible inputs by an algorithm similar to the one given in the proof of Theorem 1. 
The only difference is that the set Q of all inputs for which a given computation path 
has been carried out is now represented as a set of integral solutions to a system of 
linear inequalities3 (Note that the content of each variable y at each stage of the 
computation is a linear function of the inputs, and so the set of all inputs which 
satisfy a given condition p(y) is a set of integral solutions to one linear inequality).’ 
The result follows since it is decidable to determine if a system of linear inequalities 
has an integral solution [2]. u 
We now show that there is a positive integer r and a total program P in L(r + 1) 
such that SOME-EXACT((P}) is undecidable. 
THEOREM 5. There is a positive integer r and a total program P in L(r + 1) such 
that SOME-EXACT({P)) is undecidable. (Thus, there is no algorithm to determine 
given an arbitrary positive integer k whether P halts on some input in exactly k 
steps.) 
’ A system of equations where each equation is of the form a, x, + + a,~, + b B 0, where X, . . . . . s,, 
are variables and a, ,..., a,, b are integers, and 8 is =, <, <, > , or 2. 
’ We may assume that p(u) can only be of the form y = 0. y < 0, or .V > 0. 
ON SOME DECISION PROBLEMS FOR RAM PROGRAMS 15 
ProoJ The proof uses the following strong form of the undecidability of Hilbert’s 
tenth problem [ 3 1: 
There is a Diophantine polynomial f(y, x1 ,..., x,) with integer coefficients in 
variables y, x, ,..., x, with the following property: It is undecidable to 
determine for an arbitrary nonnegative integer value n of y whether 
f (n, XI 1*.., x,) = 0 has an integer solution5 in x, ,..., x,. 
Let P be the following program: 
if y < 0 then goto 3 
UC0 
1 ify=O then goto 2 
u+-ufl 
Y+Y-1 
got0 1 
2 y+y+u 
i 1 
code to compute z tf(y, x1 ,..., x,) 
if z = 0 then goto 3 
z+z+ 1 
3 halt 
P has input variables y, x ,,..., x,. Clearly, P halts on all inputs. Let m be the number 
of instructions in the code to compute z +f(v, x, ,..., x,). It is easy to verify that for 
each nonnegative integer n, f(n, x, ,..., x,) has an integer solution in xi ,..., x, if and 
only if P halts on some integer values for y, x, ,..., x, in exactly 4(n + 1) + m + 2 
steps. It follows that SOME-EXACT( (P}) is undecidable. 4 
In contrast to Theorem 5, we have 
THEOREM 6. For each program P in L, (which need not be total), SOME-AT- 
MOST( { P}), ALL-EXACT( {P}), ALL-ATMOST( (P}) are decidabze. 
Proof We only prove the result for SOME-ATMOST({ The proof is similar 
for the other two problems. 
Given P, we consider two cases. 
Case 1. P does not halt on any input. 
Case 2. There exists a smallest integer k, such that P halts on some input in 
<k,, steps. 
.’ In 13 1, the result is for nonnegative integer solution. The result for integer solution follows from 
Lagrange’s theorem 141, which states that every nonnegative integer is the sum of four squares. 
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In the first case, the algorithm to solve SOME-ATMOST((P}) is 
output(‘no’); halt 
In the second case, the algorithm is 
if k < k, then [output (‘no’); halt] 
else [output (‘yes’); halt] 
It follows that SOME-ATMOST((P}) is decidable. (Note that it is not necessary to 
show which algorithm is the correct one-we may never know how to compute k, if 
it exists. The important thing is that a correct algortihm exists!) I 
The next result shows that the program P in Theorem 5 cannot be loop-free. 
THEOREM 7. For each loop-free program P in L,, SOME-EXACT({P}) is 
decidable. 
Proof. Let P have m instructions. Then for each input, P either halts after at most 
m instructions, or it diverges (i.e., a division by 0 occurs). Then the algorithm to 
solve SOME-EXACT((P}) has the following form: 
if k > m then [output (‘no’); halt] 
if k = 1 then [output (‘a,‘); halt] 
if k = m then [output (‘am’); halt] 
where a, ,..., a, are in {yes, no}. (Their values depend on P. Again, it is not necessary 
that we know how to compute them.) 1 
We need the following notation for the next theorem. 
Notation. For any program P and nonnegative integer n, P, is the program 
y+n 
P 
where y t- n is a single assignment instruction. (Thus, y +- n takes one step to execute 
for any n.) Let P* = {P, 1 n = 0, 1,2 ,... }. 
In Theorem 5, the program P is fixed and k varies. A similar result holds when k is 
fixed and the program varies: 
THEOREM 8. There are positive integers r and k and a program P in K(r + 1) 
such that SOME-EXACT(k, P*), SOME-ATMOST(k, P*), ALL-EXACT(k, P*). 
and ALL-ATMOST(k, P*) are undecidable. 
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Proof: Let P be the following program: 
code to compute z t f( y, x, ,..., x,) 
if z = 0 then halt 
halt 
where f(y, xi,..., x,) is the Diophantine polynomial described in the proof of 
Theorem 5. Let k be the number of instructions in P. Then the program P, : 
Y+n 
P 
has k + 1 instructions, and P, halts on some integer values of x, ,..., x, in exactly k 
steps if and only if f(n, x, ,..., xI) has an integer solution in x, ,..., x,. It follows that 
SOME-EXACT(k, P*) is undecidable. The undecidability of the other problems are 
similarly shown. I 
COROLLARY 1. There is a positive integer r such that SOME- 
EXACT(K(r + 1)), SOME-ATMOST(K(r + l)), ALL-EXACT(K(r $ l)), and 
ALL-ATMOST(K(r + 1)) are undecidable. 
ProoJ This follows from Theorem 8, noting that y c n can be coded as y + 0; 
y+y+ I;...; y+y+ 1. I 
The following theorem shows that the instruction y t n is essential in the proof of 
Theorem 8. 
THEOREM 9. For each positive integer k, SOME-EXACT(k, L), SOME- 
ATMOST(k, L), ALL-EXACT(k, L), and ALL-ATMOST(k, L) are decidable. 
Proof: Let k be a fixed positive integer. Consider any program P in L. We may 
assume without loss of generality that P does not contain goto I and ifp(x) then halt 
instructions, and the only halt instruction appears at the end. Let ai ; . . . ; a, be the 
instructions in P. We associate with P a directed graph G,(V, E) as follows: 
v= {a,,..., a,} and E = {(a,, a,)1 j = i + 1 or a, is “if p(x) then goto I” and a, is the 
instruction labeled I). (Note that G, is essentially the flow chart of P.) 
Clearly, for every positive integer m, P halts on a given input in m steps if and 
only if the same input has a computation path of length m - 1 in G,. (The length of 
a path is the number of arcs in it.) For a in G,, let d(a) be the length of the shortest 
directed path from a, to a. (d(a) = co if there is no such path. Note that d(a,) = 0.) 
Let V’ = {a ( d(a) < k}, and let G;(V’, E’) be the graph induced by G, on I”. Then it 
is easy to see that for every m < k, an input has a computation path of length m in 
G, if and only if it has a computation path of length m in G;. 
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Since the outdegree of each node in G, (and hence in GL) is at most 2, G;, has at 
most 2k - 1 nodes. Since at most two variables occur in each node a, there are at 
most 2(2k - 1) distinct variables in the nodes of G;. It follows that there is only a 
finite number A(k) of nonisomorphic G; graphs. (Two graphs GI, and G;, are 
isomorphic if there is a 1-l mapping, f, of the variables appearing in Gj, onto the 
variables appearing in GbI such that by replacing each variable x in GL by the 
variable f(x), Gf, becomes identical to Gb,.) Let G, = (G’, G’,..., G.lck’} be the 
nonisomorphic graphs. 
Suppose we want to solve SOME-EXACT(k, L). For each i, let 
a, = yes if there is an input which has a computation path of length k - 1 in G’, 
= no otherwise. 
Then the algorithm to solve SOME-EXACT(k, L) is given by the following: 
1. Given P in L, construct G; as described above. 
2. Determine the graph G’ in G, which is isomorphic to CL. 
3. output (‘a,‘) 
4. halt 
The algorithms for SOME-ATMOST(k, L), etc. are similar. 1 
3. REMARKS 
(1) The undecidability results of this paper were proved by using the 
undecidability of Hilbert’s tenth problem. We shall show below that the 
undecidability of Hilbert’s tenth problem follows rather easily from the undecidability 
of each of the undecidable problems mentioned in the paper. More precisely, we have 
PROPOSITION. There is an eflective procedure which, for a given program P in L, 
and a given finite path in G, (G, is the “flow chart” of P, as defined in the proof of 
Theorem 91, constructs a finite set S of systems of Diophantine inequalities, 
s= {Z , ,..., Z,}, such that Zi has an integer solution for some 1 < i < s if and only if the 
corresponding path is carried out for some nonempty set of inputs. 
Proof (sketch). Let P be given. Without loss of generality assume that all the 
variables appearing on the left-hand sides of instructions in P are distinct. Also 
assume that no variable appears on the left- and right-hand side of the same 
instruction. For a given path a in G,, the set S is constructed step by step, following 
the instructions in a: For example, if the next instruction in a is z 6x * y, then the 
equality z = x * y is inserted in each Z in S. If the next instruction in a is z +-x/y, 
then 5 different systems are created from each Z in S, where a system is defined by 
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the signs of x and y and also whether y = 0. For example, for the case x > 0 and 
y > 0, we create a new system consisting of the inequalities in Z and the inequalities: 
x>O, y>O, x>y*z, and x<y*(z+l). For the case y=O, the new system 
consists of the inequalities in Z and the equation y = 0. (Note that in this case the 
program diverges.) If the next instruction is a branching instruction “if p(x) then goto 
I,” then we insert to each Z in S the appropriate inequality, according to whether or 
not p(x) is assumed to be satisfied on this path. It is not hard to check that a is 
carried out for some input if and only if there is a solution to some Z in S. 1 
Since determining if a system of Diophantine inequalities has an integral solution 
is easily reducible to Hilbert’s tenth problem, we have, by the proposition above, that 
each of the undecidable problems mentioned in the paper can be solved by an 
algorithm which has the ability to decide whether an instance of Hilbert’s tenth 
problem has a solution. We conclude that finding a simpler or a more direct proof of 
the undecidable results in this paper would provide an alternative proof of the 
undecidability of Hilbert’s tenth problem. 
(2) The undecidability of the strong form of Hilbert’s tenth problem can be used to 
prove other undecidability results concerning programs. For example, we can show 
that there is a program P in L such that it is undecidable to determine given an 
arbitrary positive integer n whether for some input there is an instruction in P which 
is executed exactly n times. The program P is given by: 
if y < 0 then goto 2 
UC0 
u+u+y 
U+-u+ 1 
utu+l 
- \ 
i I code to compute z c f( y, x, ,..., x,) -, 
if z # 0 then goto 2 
1 U+U--I 
if u # 0 then goto 1 
2 halt 
Let n be any nonnegative integer. Then for some input, P executes an instruction 
exactly n + 2 times if and only iff(n, x ,,..., x,) has a solution. The problem (for every 
fixed P) is decidable when “some input” is replaced by “every input” and/or 
“exactly n” is replaced by “at most n.” 
Similarly, we can show that there is a program P in L such that it is undecidable to 
determine given an arbitrary program P, in P* (see notation preceding Theorem 8) 
whether for some input there is an instruction which is executed exactly (respectively, 
at least) twice. The program P is 
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code to compute z t f( y, x, ,..., x,) 
if z # 0 then goto 2 
Zl+O 
u+u+ 1 
utZA+l 
1 UtU-1 
if u # 0 then goto 1 
2 halt 
The result also holds when “some input” is replaced by “every input” provided we 
replace “if z # 0 then goto 2” by “if z = 0 then goto 2.” 
(3) One can easily verify that all decision problems discussed in this paper are 
decidable when we use the logarithmic cost measure. This measure takes into account 
the fact that log it bits are needed to represent integer n. Thus, e.g., x t n takes log n 
time (i.e., steps) to execute. (See [ 11.) In particular, all the problems are decidable for 
Turing machines. 
(4) The proof techniques described here can also be used to show the following 
results: 
(i) For every recursively enumerable subset A of the nonnegative integers, 
there is a total O/l-valued 3-input program P(u, v, W) over the instruction set {x + 0, 
xex+1,xcx-~,xtx/y}suchthatA=(u)P(u,v,w)=1forsomenonnegative 
integers u and w}. This result is the best possible in the sense that it no longer holds 
for 2-input programs. In fact: 
(ii) Let P(u, u) be a (not necessarily total nor O/l-valued) loop-free program in 
lL,(2). Then the set A = {u 1 P(u, u) = 1 for some nonnegative integer u) is recursive. 
The proofs of (i) and (ii) can be found in the University of Minnesota, Department 
of Computer Science Technical Report 81-27, “Some Observations on the Charac- 
terization of R. E. Sets by Loop-Free Programs.” A characterization of recursively 
enumerable sets similar to (i) using only 2-input programs, but with more powerful 
programming language constructs, is given in [ 81. 
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