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A machine-learning method for extracting the short-range part of the probe-surface interaction
from force spectroscopy curves is presented. Our machine-learning algorithm consists of two stages:
the first stage determines a boundary that separates the region where the short-range interaction is
dominantly acting on the probe, and a second stage that finds the parameters to fit the interaction
over the long-range region. We successfully applied this method to force spectroscopy maps acquired
over the Si(111)−(7×7) surface and found, as a result, a faint structure on the short-range interaction
for one of the probes used in the experiments that would have probably been obviated using human-
supervised fitting strategies.
Machine-learning techniques have been used in fields
such as robotics[1, 2], computer vision[3, 4], natural lan-
guage processing[5], and games[6], among others, to train
machines to perform experience-based tasks in a smart
way. Recent breakthroughs on machine-learning enable
researchers to automatically analyze a big amount of data
and interpret the results in a better way. Successful re-
sults have been obtained in the fields of geoscience[7],
genome[8], medicine[9] and material science[10], where
not only predictions and classifications[11–13] have been
achieved, but also machine learning has helped to de-
velop new materials and devices[14–16]. In the field
of scanning probe microscopy (SPM), machine learning
techniques have also been applied to automated imaging
analysis[17, 18].
Non-contact atomic force microscopy (NC-AFM) is a
SPM technique that plays an important role as a tool
for investigating surfaces and that deals with a large
amount of data, especially in the case of force spec-
troscopy mapping[19–21]. In NC-AFM, the cantilever
is oscillated at resonance, and the shift of its resonant
frequency due to the interaction of the cantilever’s probe
with the surface is detected[22]. The dependence of this
frequency shift (∆f) with the probe-surface separation
(∆f − z), known as force spectroscopy, gives us insight
into the surface properties. One can calculate distance-
dependent force and interaction potential curves from
∆f − z curves, and even compute lateral forces from
two-dimensional ∆f − z maps[23–27]. In general, force
spectroscopy analysis is carried out under the idea that
the probe-surface total interaction includes both short-
range and long-range components, with the short-range
part being responsible for atomic resolution[28, 29]. The
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long-range component is, in most of the cases, ascribed
to van der Waals and electrostatic forces, which are more
widespread than the short-range forces and rarely con-
tribute to the atomic contrast.
The extraction of the short-range part of the interac-
tion from force spectroscopy curves is a crucial step to
obtain information about single atoms and molecules at
surfaces. Usually, the long-range part is fitted over a
region z > z0 where the short-range interaction is in-
existent, and this fit is later on subtracted to the curve
to obtain the short-range part. Traditionally, this fitting
and substation procedure is implemented once the ∆f−z
curve has been converted to the probe-surface interaction
force using one of the inversion procedures available in
the literature[30, 31]; as for the fitting function, a ratio-
nal physical model describing a suitable probe-surface in-
teraction force far from the surface is normally used[32].
In principle, a similar fitting and substation procedure
can also be applied to the ∆f − z curve to obtain the
short-range interaction. This is highly desirable when
aiming at a full force spectroscopy automation process
during measuring, in which the short-range interaction
can be evaluated right after the acquisition of a ∆f − z
curve. Either using the total force or the ∆f approach,
the fitting over the long-range part of the interaction
requires an appropriate determination of the threshold
distance[32], z0. When there are atomic vacancies —like
in the case of the corner-hole of the Si(111) − (7 × 7)
surface[23]— or nearby areas where there is a lack of
short-range interaction[27, 33], a curve measured over
these specific surface points can be used to locally char-
acterize the long-range contribution[24]. For a more gen-
eral case in which there are no atomic vacancies or the
surface is not homogeneous in composition or structure,
it is challenging to evaluate z0, and automatic methods
to obtain this threshold distance are highly desirable.
In this manuscript, we present a machine-learning
2based scheme to extract the short-range part of the inter-
action from the measured ∆f−z curves. An appropriate
selection of the loss functions for the machine-learning
algorithm and the introduction of a method for the de-
termination of z0 enable us to evaluate the short-range
part of a ∆f − z curve and to obtain additional con-
tributions to the probe-surface interaction. Our analy-
sis of two-dimensional ∆f maps reveals, for instance, a
faint structure on the short-range interaction for one of
the probes used in the experiments. This faint structure
is slightly shifted in position and extends further from
the surface than the short-range interaction producing
atomic contrast in NC-AFM.
Our machine-learning algorithm consists of two stages:
the first stage evaluates z0, and the second stage finds the
parameters for the best fit (∆fFIT) over the long-range
part of the curve. In both stages, we use the gradient de-
scent method (GDM)[34, 35] and update ∆f˜FIT, which is
a regression model temporal output in each epoch (or it-
eration) until the loss function in each stage is stabilized
within a certain range. For simplicity, we assume a hy-
pothesis function to describe the long-range contribution
which is based on a generalized hyperbolic function[32].
∆fFIT(z) = a−
b
(1 + cz)d
, (1)
where a, b, c, and d are fitting parameters.
At large enough probe-surface separations, the slope
of the short-range component of the ∆f −z curve should
be close to zero, as there is no contribution of the short-
range force over the long range interaction region. There-
fore, the value of z0 can be chosen as the distance at
which a steep change in the slope of the ∆fSR − z
curve appears. We apply the Otsu method[36] to find
the threshold in the slope change, and a z˜0 value is se-
quentially updated from the short-range curve ∆f˜SR =
∆f −∆f˜FIT. In the first stage of the algorithm, we em-
ploy a loss function E1st using an absolute value error
defined as Eabs(z) = |∆f˜FIT(z)−∆f(z)|:
E1st = Eabs(z) + w(z˜0)Eabs(z > z˜0), (2)
where w(z) is a weight function to control the second
term contribution to E1st. The value of E1st is dynami-
cally updated due to the weight function w(z) ∝ 1
zmax−z
where zmax is the largest separation of the measured ∆f
curve[37].
In the second stage of the algorithm, we also perform
GDM using the measured ∆f at z > z0 with a loss func-
tion of
E2nd = w0Eabs(z > z0), (3)
where w0 is a constant value. From a preliminar analysis
of the results and the calculation time, a reasonable value
for w0 is ∼ 100. The frequency shift curve associated to
the short-range interaction (∆fSR−z) is obtained by the
subtraction of ∆fFIT to the measured ∆f (i.e., ∆fSR =
∆f −∆fFIT).
(a) Tip 1
(b) Tip 2
∆f
∆ffit
!
"#
"$
"%
"&
"'!
∆f
∆ffit
!
"#
"$
"%
"&
"'!
"'#
"'$
3.5 nm
()*+
,*-
()*+
*-
4
.
3
7
Å
3.5 nm
./01 ./01
∆fSR ∆fSR
FIG. 1. Machine-learning extraction of the short-range in-
teraction from frequency shift (∆f) maps measured over the
Si(111)− (7×7) surface. Two cantilevers with the same spec-
ifications but different probe apexes (Tip 1 and Tip 2) were
used for the measurements shown in (a) and (b), respectively.
The ∆fFIT maps at the center panels are the output of our
machine-learning implementation. The ∆fSR maps at the
bottom are calculated by subtracting ∆fFIT to the measured
∆f (i.e., ∆fSR = ∆f − ∆fFIT). Each of the ∆f maps con-
sists of 1024 curves acquired along the main diagonal over
the faulted-half of the unit cell of the (7× 7) reconstruction.
The symbols “F/Ce” and “Ch” highlight the position of the
faulted center adatom and the corner hole, respectively. Only
a zoom of the closest 4.37A˚ of the total of 21.86A˚ explored in
the experiment are displayed.
To optimize the GDM implementation, we used
the Adam; an algorithm for first-order gradient-
based optimization[38] that is available in Google
TensorFlowTM[39]. We introduce a limit d ≤ 1.5, which
is consistent with a van der Waals force dominating the
parameter d[30]. This limit enables us to run stable cal-
culations without fluctuations in the fitting parameters.
The data acquisition was performed at room tempera-
ture, and the ∆f maps used in this work were acquired
on a Si(111)− (7 × 7) surface at which a small amount of
hydrogen atoms were purposefully adsorbed. Additional
experimental parameters can be found elsewhere[40].
One of the most remarkable properties of our machine-
learning method is a batch processing of the short-range
part of the interaction in force spectroscopy maps com-
posed of a great number of curves. Figure 1 shows the
result of applying our machine-learning implementation
to a ∆f map acquired on the Si(111) − (7 × 7) sur-
face and composed by 1024 curves. The experimental
∆f maps shown at the top of Fig. 1 were acquired
with two different AFM tips over a total probe-surface
separation of 21.86A˚. We applied our machine-learning
method to the ∆f maps, and obtained the ∆fFIT maps
displayed at the middle of Fig. 1, with the correspond-
ing parameters. The ∆fSR maps at the bottom are ob-
tained by subtracting ∆fFIT to the experimental ∆f
(i.e., ∆fSR = ∆f −∆fFIT).
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FIG. 2. Line profiles of the ∆f maps displayed in Fig. 1,
showing individual ∆f − z curves measured over the faulted
center adatom (F/Ce) and corner hole (Ch) sites for Tip 1 and
Tip 2, respectively. The red lines correspond to the measured
∆f , the blue lines are the fitting curves obtained from our
machine-learning algorithm, and the black curves correspond
to the subtraction of the fitting to the experimental curve. A
dash-dotted vertical line highlights the value of z0 calculated
in the first stage of our algorithm.
Figure 1 evidences the relevance of measuring two- and
three-dimensional maps of ∆f , as well as the usefulness
of our machine-learning method for analyzing them. A
striking result is obtained from the ∆fFIT maps, which
present a different behavior for the two probes used. In
the case of Tip 1, the ∆fFIT values approaches towards
zero as the probe-surface separation increases without
showing any apparent feature at the probed atomic sites:
the ∆fFIT − z curves are almost the same at every
position of the map, and only the long-range compo-
nent of the force dominates the probe-surface interaction
(∆fFIT ≈ ∆fLR). For Tip 2, on the contrary, a site-
specific pattern clearly appears in the ∆fFIT map.
In order to verify that the machine-learning based fit-
ting was correctly executed, we compared sets of ∆f −z,
∆fFIT−z, and ∆fSR−z curves acquired over the faulted
center adatom (F/Ce) and the corner hole (Ch) sites for
both probes, as it is shown in Fig. 2. The value of z0 cal-
culated for each site in the first stage of the algorithm is
indicated by a vertical dash-dotted line. The interaction
between the Si atoms of the surface and the atoms at the
probe apex produces an abrupt decrease in the ∆f signal
over the adatom site. As expected, this abrupt change
is missing at the corner holes[41]. For both tips, similar
∆f − z curves were obtained at the respective sites. At
the F/Ce sites, the first stage of the calculation produces
z0 = 1.1A˚ for Tip 1 and z0 = 1.4A˚ for Tip 2; separa-
tions at which an abrupt decreases in the ∆f signal is
registered. At the corner hole, an output of z0 ≈ 0 is
consistent with the fact that at this site probe-surface
short-range forces are negligible at the separations ex-
plored in the experiment. In Fig. 2, the fitting over the
long-range part of the ∆f − z curve and the result of
its subtraction to the experimental ∆f curves are also
shown, validating a correct output of the automated cal-
culation.
The site-specific characteristic of the pattern visible in
the ∆fFIT map for the case of Tip 2 (Fig. 1b) seems to
be related to the short-range interaction, as the features
span over a distance of ≈ 2A˚ from the closest approach
to the surface. A detailed comparison of these patterns
with the features ascribed to the onset of the bonding of
the probe-surface closest atoms (∆fSR map) reveals that
the features in the ∆fFIT map are slightly shifted to the
right side by approximately 2.2A˚. These results suggest
that an additional component to the short-range force
could be acting in the case of Tip 2.
We can further separate the contributions in the ∆fFIT
map acquired with Tip 2 by performing again the calcula-
tion skipping the first stage and running the second stage
with a predetermined and fixed value of z0 (= 7.47A˚) for
all sites. This value is chosen because at such distance
from the closest approach to the surface the contribution
from the short-range interaction can be considered neg-
ligible. Here, we also fixed d = 1.5 to obtain the other
fitting parameters, which is also a reasonable value for
a far enough probe-surface separation[30]. In the his-
tograms shown in Fig. 3, the distribution of the new
fitting parameters (in red) are compared with the previ-
ous ones (in grey). For completeness, we have also in-
cluded the distribution of parameters for Tip 1 (in pur-
ple). The broad distribution of the grey histograms indi-
cates that both non-site-specific long range forces (∆fLR)
and site-specific short-range forces (∆fSR0) are included
in ∆fFIT. On the contrary, the sharp peaks of the red
histograms indicate that there is no apparent site-specific
variation of the parameters, and therefore they mostly
characterize the long-range part of the interaction. This
is corroborated by the maps shown in Fig. 4, where
now the ∆fLR map is featureless, and the ∆fSR0 map
(∆fSR0 = ∆fFIT−∆fLR) shows site-specific characteris-
tics slightly shifted from the atomic positions displayed in
∆fSR. Therefore, our machine-learning algorithm has al-
lowed us to identify two contributions to the short-range
force: a faint, slightly shifted atomic pattern extending
over 2.2A˚ from the closest approach point (∆fSR0); and
the standard atomic patterns (∆fSR) associated with the
onset of the covalent bond between the last atom of the
probe and the atoms at the surface, and extending ap-
proasimatelly 1A˚ from the closest approach point to the
surface.
The presence of two contributions to the short-range
interaction and the slight shift between their signatures
in the ∆f signal may arise from the interaction of the sur-
face atoms with two close-by atoms at the probe[42, 43].
Another origin for ∆fSR0 could be the polarization force
that has been used to image the Si(111)− (7× 7) surface
with scanning nonlinear dielectric microscopy[44]. An
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FIG. 3. Histograms of the parameters a, b and c of our fit-
ting model obtained by our machine-learning implementation.
The distributions of parameters that are obtained running the
first and second stages of the calculation are shown in purple
and grey for Tip 1 and 2, respectively. The histograms in
red represent the distribution of parameters for Tip 2 when
skipping the first stage and carrying out the second stage pre-
selecting z0 = 7.47A˚ and d = 1.5.
additional plausible explanation encompasses reversible
atomic displacements of the foremost atoms of the probe
as it approaches the surface[45]. The exact nature of the
interaction giving rise to ∆fSR0 is out of the scope of
this manuscript. Nonetheless, it is worth noticing that
we were able to detect this faint component of the short-
range interaction because of the powerful analytic re-
sources that our machine-learning algorithm grants for
the separation of short and long contributions to the
probe-surface interaction responsible for the contrast in
AFM.
A similar algorithm can also be used for the automatic
extraction of the short-range interaction form the force
curves obtained after applying an inversion procedure
to the measured frequency shift. We have applied our
machine-learning algorithm to the force maps extracted
from the ∆f maps displayed in Fig. 1, and confirmed
that the short-range forces obtained are almost identical
to the ones produced by running the inversion proce-
dure on the ∆fSR − z curves generated upon applying
the machine-learning algorithm directly to the ∆f − z
curves.
Still, there are some improvements to make on using
machine-learning algorithms to separate short- and long-
range interactions in force spectroscopy measurements.
One is the effect of the noise in the spread of the dis-
tribution of the fitting parameters. This spread has lit-
tle effect on fitting the long-range part of the curve, yet
small variations in the parameters may affect the inter-
polation over the short-range interaction regime, slightly
influencing the quantitative values of ∆fSR, and therefore
the forces. We are currently working on improving our
algorithm to be less susceptible to experimental noise.
Further matters to consider are the loss function and the
convergence criteria, which in our case is optimized for
the curves measured over the Si(111)− (7 × 7) surface.
Other force sensors using ultra-small oscillation ampli-
tudes, curves measured on other surfaces, or in different
environments than UHV may require further optimiza-
tion of the loss function and convergence criteria. To
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FIG. 4. Maps extracted for the case of Tip 2 using our
machine-learning algorithm, and separation of the site-specific
contribution apparent in the ∆fFIT map of Fig. 1. The
∆f maps were measured over the main diagonal of the
Si(111) − (7 × 7) surface. In order to obtain the long-range
interaction (∆fLR) without any contribution from the short-
range one, we skipped the first stage of the algorithm by se-
lecting z0 = 7.47A˚ for all sites, and computed the second
stage of the algorithm fixing d = 1.5 (see text for details).
This procedure enabled us to discern a faint structure in the
short-range interaction (∆fSR0) that is slightly sifted from the
signal producing atomic contrast in the AFM images (∆fSR).
Symbols in the maps corresponds to:F” for faulted, U” for un-
faulted, Ce” for center adatom, Co” for corner adatom, Ch”
for corner hole, and F/Co(H)” for a hydrogen atom saturating
the dangling bond at a faulted corner adatom[40].
study these effects in detail, we are in the process of test-
ing our algorithm on a variety of experimental conditions.
We have made publicly available the algorithm used in
this work elsewhere[46].
In summary, we implemented and tested a machine-
learning based extraction of the short- and long-range
parts of the probe-surface interaction from frequency
shift maps measured along the main diagonal of the unit
cell of the Si(111)− (7× 7) surface. In the first stage of
the algorithm, an appropriate application of a loss func-
tions and the use of Ohtsus method enable us to deter-
mine the probe-surface separation corresponding to the
onset of the short-range interaction. In a second stage,
the algorithm enables us to obtain the parameters to fit
the long-range part and to extract the short-range com-
ponent by subtracting the fit to the measured frequency
shift curves. Our method enabled us to find a faint struc-
5ture at the onset of the short-range interaction for one
of the probes used in the experiments that would have
been otherwise obviated using human-supervised separa-
tion strategies. We believe that the method described in
this manuscript holds promise to analyze two- and three-
dimensional frequency shift maps composed by a large
quantity of force spectroscopy curves.
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