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Abstract
In this paper we deal with the e/ects on stability of subtle di/erences in formulations of pseudospectral methods for
solution of the acoustic wave equation. We suppose that spatial derivatives are approximated by Chebyshev pseudospectral
discretizations. Through reformulation of the equations as 4rst order hyperbolic systems any appropriate ordinary di/erential
equation solver can be used to integrate in time. However, the resulting stability, and hence e6ciency, properties of the
numerical algorithms are drastically impacted by the manner in which the absorbing boundary conditions are incorporated.
Speci4cally, mathematically equivalent well-posed approaches are not equivalent numerically. An analysis of the spectrum
of the resultant system operator predicts these properties. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper we propose and analyse a pseudospectral solution of the acoustic wave equation
with absorbing boundary conditions (ABCs) for the 4rst order hyperbolic system formulation of the
problem. In [17,16] stability restrictions were determined through an analysis of the spectrum of the
semi-discrete problem. This appeared to contradict a study of Driscoll and Trefethen [6] in which
the one-dimensional (1D) acoustic wave propagation with one Dirichlet boundary was determined
to have a non-normal operator. Their investigation was based on the conversion of the second order
PDE to a hyperbolic system of 4rst order PDEs. Here we perform the equivalent reformulation but
with absorbing boundary conditions at all boundaries, for both the 1D and two-dimensional (2D)
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case. In this situation the operators are near normal and an analysis of the spectrum does predict
the stability properties.
In Section 2 we illustrate via the 1D problem that there are several possible algebraic possibilities
for the inclusion of the continuous form of the ABCs in the hyperbolic system. Analyses of the
spectra and pseudospectra of the underlying system operators successfully predict their stability
properties. In particular, while all formulations are mathematically equivalent they do not all lead
to stable numerical formulations. The situation is similar for the 2D problem studied in Section 3.
But the spectrum of the underlying system operators predicts not only which formulations are stable
but also those for which the boundary conditions are overprescribed, and hence are not well-posed.
The resulting stable formulation o/ers not only improved e6ciency compared to the second order
formulation discussed in [17,16], but also greater Hexibility for improvement of the overall accuracy
because integration in time may be accomplished by any appropriate ordinary di/erential equation
(ODE) solver.
2. 1D Acoustic wave propagation
To illustrate the impact that the algorithm has on stability we consider 4rst the 1D wave equation
utt = c2uxx; −∞¡x¡∞; t ¿ 0;
u(x; 0)=f(x); −∞¡x¡∞;
ut(x; 0)=0; −∞¡x¡∞:
(2.1)
The solution u(x; t)= 12(f(x−ct)+f(x+ct)) consists of two waves travelling in opposite directions
with speed c.
We suppose that the numerical solution is only required on the restricted domain {x: 0¡x¡ 1}.
This is achievable in the 1D case because the wave 12f(x − ct) travelling in the positive direction
satis4es the characteristic equation ut + cux =0 at x=1. Similarly, the wave 12f(x + ct) travelling
in the negative direction satis4es ut − cux =0 at x=0. Hence, the solution to (2.1) on the domain
{x: 0¡x¡ 1} can be found by augmenting (2.1) with the characteristic boundary conditions
ut − cux =0; x=0; t ¿ 0;
ut + cux =0; x=1; t ¿ 0:
(2.2)
To increase the Hexibility within the model, such that a standard ODE solver may be utilized for
the time integration, we introduce the secondary variables u1 = ut and u2 = ux. Then (2.1) and (2.2)
are replaced by
u1; t = c2u2; x; 0¡x¡ 1; t ¿ 0; (2.3a)
u2; t = u1; x; 0¡x¡ 1; t ¿ 0; (2.3b)
u1(x; 0)=0; 06 x6 1; (2.3c)
u2(x; 0)=fx(x); 06 x6 1; (2.3d)
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and
u1 − cu2 = 0; x=0; t ¿ 0; (2.4a)
u1 + cu2 = 0; x=1; t ¿ 0: (2.4b)
Note that (2.4a) and (2.4b) immediately prescribe values for u1 in terms of u2, or u2 in terms of
u1, at the boundaries, and (2.3b) is just the consistency condition uxt = utx.
In all cases 4rst order spatial derivatives are approximated via the Chebyshev pseudospectral
method collocated at the Chebyshev–Gauss–Lobatto points, numbered from left to right on the in-
terval [x1; xm] = [0; 1], see for example Canuto et al. [4]. Applied to (2:3) this yields the compact
system
Ut =AU; t ¿ 0;
U (0)= [0T; (DF)T]T;
(2.5)
where
A=
[
0 c2D
D 0
]
;
FT = [f(x1); : : : ; f(xm)];
and
UT = [u1(x1; t); : : : ; u1(xm; t); u2(x1; t); : : : ; u2(xm; t)]:
Here D denotes the pseudospectral 4rst order di/erentiation matrix of size m × m, with columns
denoted by dk; 16 k6m, and can be e6ciently computed by the algorithm described in [7,8], or
[20], see also [1].
To incorporate the characteristic boundary conditions (2.4a) and (2.4b) in (2.5) we choose
u2(x1)= u1(x1)=c and u2(xm)=− u1(xm)=c, respectively. In this case we obtain the new system
U1; t =A1U1; t ¿ 0; (2.6)
where
A1 =
[
cd1 0m×(m−2) − cdm c2D(1 : m; 2 : m− 1)
D(2 : m− 1; 1 : m) 0(m−2)×(m−2)
]
;
and
UT1 = [u1(x1); : : : ; u1(xm); u2(x2); : : : ; u2(xm−1)]:
Alternatively, elimination of u1(x1) and u1(xm) via u1(x1)= cu2(x1) and u1(xm)=− cu2(xm), respec-
tively, yields
U2; t =A2U2; t ¿ 0; (2.7)
where
A2 =
[
0(m−2)×(m−2) c2D(2 : m− 1; 1 : m)
D(1 : m; 2 : m− 1) cd1 0m×(m−2) − cdm
]
;
and
UT2 = [u1(x2); : : : ; u1(xm−1); u2(x1); : : : ; u2(xm)]:
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Fig. 1. Spectra and -pseudospectra of matrices A1 and A2 for m=32.
These systems, which are mathematically equivalent, apply the boundary conditions implicitly
and are equivalent to the choices utt = c2uxx; 06 x6 1 with utx = uxt ; 0¡x¡ 1 for matrix A1, and
utt = c2uxx; 0¡x¡ 1 with utx = uxt ; 06 x6 1 for matrix A2. They also can be interpreted as limiting
cases of a penalty method in which the penalties are Dirac delta functions at the boundaries. This
point is further discussed in [17]. In particular, when the penalty terms are not taken as Dirac
delta functions the system matrices are modi4ed accordingly, [10]. Moreover, alternative choices for
the incorporation of the boundary conditions lead to yet di/erent system matrices. For example, the
boundary conditions could be incorporated by elimination of u2(x1) and u1(xm), or u2(xm) and u1(x1)
in the partial di/erential equation. We will illustrate for systems with matrices A1 and A2 that such
subtle changes signi4cantly impact the stability properties of the method.
The semi-discrete systems with matrices A1 and A2, continuous in time, can be integrated by any
appropriate ordinary di/erential equation (ODE) solver. Because our emphasis is on the behavior
due to the spatial discretization we chose a standard scheme; the explicit Runge–Kutta method of
order four (RK4), compare [3,13].
To assure stable integration, in the sense of “eigenvalue stability”, for a given spatial discretization
with system matrix A we have to choose the stepsize Pt of the method in such a way that the
spectrum (A) scaled by Pt is contained in the region of absolute stability A of the method [19].
This veri4cation of stability assumes that A is normal or, in some sense, close to normal. Otherwise
it is necessary to work with the -pseudospectra where the -pseudospectrum of A, for each ¿ 0,
is de4ned by (A)= {z ∈C: ‖(zI − A)−1‖¿ −1}; see Reddy and Trefethen [18].
The spectra and -pseudospectra of A1 and A2 for m=32 and =10−k ; k =2; 3; : : : ; 9, and the
scaled region of absolute stability of the RK4 method are plotted in Fig. 1. The illustrated eigenvalues
of A1 are relatively insensitive to perturbations. Matrix A1 also has an outlier real eigenvalue of
multiplicity two at −906:7 which is insensitive to perturbation. Some of the eigenvalues of A1 are
for m¿ 16, however, in the right-half plane. While this need not violate the eigenvalue stability of
the numerical method if A extends into the right half plane, Pt must be taken small enough that the
growth of the spurious solutions associated with these eigenvalues is maintained to be insigni4cant
as compared to the size of the physical solution, which does not grow in time. On the other hand,
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Fig. 2. Spectral radii and estimated maximum timesteps, plotted on a log10 scale against subdimension size m; for systems
(2.6) (dashed lines) and (2.7) (solid lines), respectively.
while eigenvalues of A2 are somewhat more sensitive, there are no eigenvalues in the right half
plane, and the complex outliers determine the stability limits on timestep Pt for time integration.
We have plotted in Fig. 2, using a log scale for the y-axes, the spectral radii (A1) (dashed
line) and (A2) (solid line) of the matrices A1 and A2 as functions of the subdimension m; and the
estimated maximum stepsizes Pt1;max (dashed line) and Pt2;max (solid line) which should assure
stable integration. These stepsizes are computed by the formula
Pti;max =
2:78
(Ai)
; (2.8)
i=1; 2. This formula assumes that the last point of entry of the scaled spectra Pt(A1) and Pt(A2)
into the region of absolute stability of the RK4 method is at the point on the negative real axis
approximately equal to −2:78. This point is the left end of the interval of absolute stability for
method. While this will provide a reasonable estimate for matrix A1 because the eigenvalue of
maximum absolute value is real, the eigenvalue of maximum absolute value for A2 is not real and
Ptmax will be underestimated. A more accurate calculation using the extent of the stability region in
the direction of the eigenvalue of largest absolute value gives the values in Table 1. We observe that,
for m¿ 16; the maximum stepsize for stable integration of system with matrix A2 is theoretically
larger by a factor of about 4ve than that for system with matrix A1. Moreover, the eigenvalues of
A1 with positive real point are well within A when multiplied by Ptmax.
Numerical experiments were carried out to verify the estimates provided in Table 1 and to illus-
trate the e/ectiveness of the stability analysis. The numerical approximation to u(x; t); denoted by
uPt ; is not given immediately from the time-stepped solution to the semi-discrete systems. Rather,
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Table 1
Maximum stable timestep for systems with matrices A1 and A2; in conjunction
with RK4
m Pt1;max for A1 Pt2;max for A2
Pt2;max
Pt1;max
4 0:325e + 00 0:615e + 00 1.89
8 0:633e− 01 0:235e + 00 3.71
16 0:139e− 01 0:690e− 01 4.96
32 0:330e− 02 0:170e− 01 5.15
64 0:791e− 03 0:410e− 02 5.18
128 0:192e− 03 0:101e− 02 5.26
Fig. 3. Exact and numerical solution for the system with matrix A2.
approximations u1;Pt and u2;Pt to u1 and u2 must be computed. To obtain uPt the fourth order
interpolant in time
uPt(xi; t+3) = uPt(xi; t) + Pt(0u1;Pt(xi; t)
+1u1;Pt(xi; t+1) + 2u1;Pt(xi; t+2) + 3u1;Pt(xi; t+3)); (2.9)
i=1; 2; : : : ; m; where
0 =− 518 ; 1 =
171
8
; 2 =− 1538 ; 3 =
57
8
; (2.10)
was used.
In Fig. 3 the numerical results are presented for system matrix A2 with c=1; m=64; and
Pt=0:004 for the time interval 0¡t¡ 0:6. The initial function f was de4ned as a pulse of
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the form
f(x)= exp(−a(x − x0)2);
with a=100 and x0 = 0:5: The true solution u is plotted by a solid line and numerical approxima-
tions by the points marked by the symbol ‘o’. We observe that the boundaries are transparent, as
expected, for waves travelling in both directions with speed c=1. Similar behaviour was observed
for nonsmooth initial functions.
Our analysis demonstrates that, despite the mathematical equivalence of the continuous partial
di/erential equations with system matrices A1 and A2; the resulting numerical algorithms are di/erent.
The only di/erence in formulation is that for A2 the partial di/erential equation is explicitly applied
on the interior domain, and only implicitly applied at the boundaries, whereas for A1 it is also
explicit at the boundaries. However, the latter operator does not permit the integration of the system
over arbitrarily large time intervals. Numerical results con4rm that, for the given time interval of
integration, convergence is not achieved when m=128. Integration over larger time intervals would
also show non-convergence for smaller m.
3. 2D Acoustic wave propagation
We now extend the discussion of Section 2 to the numerical solution of the 2D problem:
utt = c2(uxx + uyy); −∞¡x; y¡∞; t ¿ 0;
u(x; y; 0)=f(x; y); −∞¡x; y¡∞;
ut(x; y; 0)=0; −∞¡x; y¡∞;
(3.1)
on the restricted numerical domain {(x; y) : 0¡x; y¡ 1}. To extend the approach in Section 2 we
restrict attention, as in [17], to the use of the characteristic equations for absorption of waves at the
boundaries,
ut − cux =0; x=0; 06y6 1;
ut + cux =0; x=1; 06y6 1;
ut − cuy =0; y=0; 06 x6 1;
ut + cuy =0; y=1; 06 x6 1:
(3.2)
The extension to higher order one-way wave equations, [5,9,11,12,14–17], or the PML approach of
Berenger [2], used in conjunction with pseudospectral approximations, in nontrivial, and will be the
subject of future work.
We reformulate (3.1) as a hyperbolic system of 4rst order by introducing the standard notation
u1 = ut; u2 = ux; and u3 = uy. Then (3.1) can be rewitten as
u1; t = c2(u2; x + u3;y); 06 x; y6 1; t ¿ 0;
u2; t = u1; x; 06 x; y6 1;
134 Z. Jackiewicz, R.A. Renaut / Journal of Computational and Applied Mathematics 143 (2002) 127–139
u3; t = u1;y; 06 x; y6 1;
u1(x; y; 0)=0; 06 x; y6 1;
u2(x; y; 0)=fx(x; y); 06 x; y6 1;
u3(x; y; 0)=fy(x; y); 06 x; y6 1;
(3.3)
and the characteristic equations become
u1 − cu2 = 0; x=0; 06y6 1;
u1 + cu2 = 0; x=1; 06y6 1;
u1 − cu3 = 0; y=0; 06 x6 1;
u1 + cu3 = 0; y=1; 06 x6 1:
(3.4)
Spatial derivatives in x and y directions are obtained analogously as for the x derivatives in
Section 2 using the Chebyshev–Gauss–Lobatto points in each direction. The resulting semi-discrete
formulation can be expressed compactly as a matrix vector system
Ut =AU; t ¿ 0;
U (0)= [0T; ((Im ⊗ D)F)T; ((D ⊗ Im)F)T]T
(3.5)
where
A=

 0 c2(Im ⊗ D) c2(D ⊗ Im)Im ⊗ D 0 0
D ⊗ Im 0 0

 ; U =


u1
u2
u3

 ;
ui(t)= [ui(x1; y1; t); : : : ; ui(xm; y1; t); : : : ; ui(x1; ym; t); : : : ; ui(xm; ym; t)]T; i=1; 2; 3, and
F = [f(x1; y1); : : : ; f(xm; y1); : : : ; f(x1; ym); : : : ; f(xm; ym)]T:
Here ‘⊗’ is the tensor product and Im stands for the identity matrix of dimension m.
Again the characteristic equations can be incorporated into the partial di/erential equation in many
ways. Eliminating u2 and u3 in (3.5) for 06y6 1 and 06 x6 1, respectively, using u1 from (3.4),
gives a formulation equivalent to the 1D system with matrix A1,
U1; t =A1U1: (3.6)
Alternatively, eliminating u1 in the 4rst subsystem of (3.5) using equations (3.4) gives a system
equivalent to the 1D case with matrix A2,
U2; t =A2U2: (3.7)
A third option, which is also well-posed, is obtained by using Eqs. (3.4) to eliminate u2 and u3
from the second and third subsystems in (3.5)
U3; t =A3U3: (3.8)
Here U1; U2 and U3 are the appropriate modi4cations of U after elimination of the stated variables.
We have repeated the analysis of Section 2 for systems with matrices A1; A2; and A3. In Fig. 4 we
have plotted spectra and -pseudospectra of matrices A1; A2; and A3 for m=16 and =10−k ; k =
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Fig. 4. Spectra and -pseudospectra of matrices A1; A2; A3 for m=16.
Fig. 5. Spectral radii and estimated maximum timesteps, plotted on a log10 scale against subdimension size m, for systems
with matrices A1 (dashdotted lines), A2 (dashed lines), and A3 (solid lines), respectively.
2; 3; : : : ; 9, and the scaled region of absolute stability for RK4. As before the outlier eigenvalues of
matrices A1; A2; and A3 are insensitive to small perturbations, and thus we conclude that eigenvalue
stability is su6cient for these systems.
Spectral radii of matrices A1; A2 and A3, and estimated maximum time-steps for stable integration
in time using RK4 as computed by the formula (2.8), are plotted on a log scale in Fig. 5, where
we have used dashdotted lines for properties of A1, dashed lines for properties of A2, and solid lines
for properties of A3. The estimate for the maximum time-step is somewhat more accurate than in
the 1D case because (A2) and (A3) coincide with the largest in modulus negative real eigenvalue.
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Table 2
Maximum timesteps for integration of systems with matrices A1; A2 and A3 using RK4
m Pt1;max for A1 Pt2;max for A2 Pt3;max for A3
Pt3;max
Pt2;max
Pt3;max
Pt1;max
4 0.1790 0.2540 0.3790 1.49 2.12
8 0.0377 0.0518 0.0818 1.58 2.17
16 0.0850 0.0115 0.0184 1.60 2.16
32 0.0020 0.0027 0.0043 1.59 2.15
Again for m=16 and 32, matrix A1 has some eigenvalues with positive real part, which dictates that
the time interval for integration is limited to that for which the growth of the spurious solutions is
maintained as insigni4cant. We see also that the system with matrix A3 theoretically allows stepsizes
larger by a factor of about 1.5 than that with A2.
Numerical veri4cation was carried out following the procedure described in Section 2. The initial
function was de4ned as
f(x; y)= exp(−a((x − x0)2 + (y − y0)2));
which is a pulse centered at the point (x0; y0). These problems were solved for c=1; a=100; m=32,
Pt=0:004 on the time interval 0¡t¡ 0:8. The results of numerical simulations were then interpo-
lated to the uniform grid {( Sxi; Sy j): i; j=1; 2; : : : ; Sm} consisting of Sm=2m=64 points in each space
dimension as described in Appendix A. These experiments con4rmed the validity of the estimates
of Pti;max presented in Table 2.
The results of numerical simulations with system matrix A3 with a pulse centered at (x0; y0)= (0:5;
0:5) are presented in Fig. 6 and with a pulse centered at (x0; y0)= (0:75; 0:25) in Fig. 7. It is
apparent that there is limited reHection at the arti4cial numerical boundaries. Better accuracy cannot
be expected without imposing more sophisticated absorbing boundary conditions. This will be the
subject of future work.
4. Concluding remarks
The analysis presented in Sections 2 and 3 demonstrates the subtleties involved in utilizing pseu-
dospectral methods for solution of Eqs. (2.1) and (3.1) on arti4cially-bounded domains. In contrast
to the approach in [16,17], Eqs. (2.1) and (3.1) are recast as hyperbolic systems of 4rst order, with
a goal to provide greater Hexibility in time-stepping. The appropriate formulation is not immediately
obvious from physical considerations, and an analysis of the spectrum and pseudospectrum of the
underlying system matrix is required to determine both the stability properties and the limits on the
allowable timesteps for stability. In particular, while alternative formulations may be stable, the size
of stable timestep depends directly on the speci4c formulation.
A more detailed study to determine the trade-o/s between the spatial and temporal accuracy,
and required memory resources of the 4rst order formulation, as compared to the second order
formulation, will be presented in a future report.
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Fig. 6. Numerical results for the formulation with matrix A3 for initial pulse centered at (x0; y0)= (0:5; 0:5).
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Appendix A.
While a lower order interpolant may be used, as for example, by use of Matlab’s command
interp2, see Program 20 in [20], to obtain a graphical representation of the solution, this may
obscure the reHections from the numerical boundaries. Here the global polynomial interpolant de4ned
by the Chebyshev expansion is used to interpolate the results on the Chebyshev grid to a 4ner uniform
grid {( Sxi; Sy j): i; j;=1; 2; : : : ; Sm}, where Sm=2m, [4]. Although this can be implemented using the fast
Fourier transform, we illustrate this approach using matrix notation.
To compute the required approximations uPt(x; y; t) to the solution u(x; y; t) we use the Chebyshev
expansion for uPt in terms of the expansion coe6cients qkl(t)
uPt(x; y; t)=
m∑
k=1
m∑
l=1
qkl(t)Tk−1(x)Tl−1(y); (A.1)
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Fig. 7. Numerical results for the formulation with matrix A3 for an initial pulse centered at (x0; y0)= (0:75; 0:25).
where Tl(x)= cos(l cos−1(2x − 1)); x∈ [0; 1] is the Chebyshev polynomial of degree l de4ned on
the interval [0,1]. The expansion coe6cients qkl(t); k; l=1; 2; : : : ; m can be computed from the in-
terpolation property
uPt(xi; yj; t)=
m∑
k=1
m∑
l=1
qkl(t)Tk−1(xi)Tl−1(yj); i; j=1; 2; : : : ; m; (A.2)
where uPt(xi; yj; t) are the numerical approximations to u(xi; yj; t) at the Chebyshev–Gauss–Lobatto
points {(xi; yj): i; j=1; 2; : : : ; m}, [4]. Equivalently,
uPt =RTQR;
where uPt = [uPt(xi; yj; t)]mi; j=1; Q=Q(t) with entries qkl, and R= [rij]
m
i; j=1 is given by
rij =Ti−1(xj)= cos
$(i − 1)(m− j)
m− 1 ; i; j=1; 2; : : : ; m:
The inverse R−1 of the matrix R is known explicitly, and is given by
(R−1)ij =
2
(m− 1) Scj Sci cos
$(i − 1)(m− j)
m− 1 ; i; j=1; 2; : : : ; m
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where
Scj =
{
2 j=1; m;
1 26 j6m− 1;
compare [4]. Thus, from (A.2), Q=(R−1)TuPtR−1 and (A.1) can be evaluated for any set of
points. For example, for the uniform grid we obtain the approximation SuPt = SR
TQ SR, SR= [Srij]m Smi=1; j=1,
Srij =Ti−1( Sxj)= cos((i − 1)cos−1(2 Sxj − 1)); i=1; 2; : : : ; m, j=1; 2; : : : ; Sm.
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