In this paper, we propose a new method based on multiscaled principal component analysis for nonlinear systems analysis. We introduce nonlinear PCA based on neural networks and discrete wavelet transform. The data matrix describing a nonlinear process is decomposed into five wavelet resolution levels. The neural PCA is applied to each coefficient of details and approximations; we select only the scales having a defect to reconstruct the data matrix. Neural PCA is again applied to the new matrix to determine the defective variables, which are detected using the square predictive error (SPE) statistic and identified using the contributions calculation method. This method is applied to a biological process and shows efficient results.
Introduction
In the literature, several researchers have addressed the issue of analysis and monitoring of nonlinear systems (Msaddek et al., 2014; Yoshimura, 2015; Yan et al., 2014; Guo et al., 2015; Gómez-Salas et al., 2015) . Indeed, we distinguish two classes of approaches to monitoring, first methods that require accurate process models that can be quantitative or qualitative models, on the other hand, methods that do not require models rely solely on process data in real-time measurements or historical. Also, we take into consideration the different techniques based on the extraction process data of knowledge that can be applied to monitor complex processes.
In this work, we introduce a new approach for nonlinear system analysis. This approach integrates a statistical tool that is widely used in industrial fields for defect detection (Chaouch et al., 2012; Kaiser, 1960; Bendjama et al., 2011; Xu and Kailath, 1994; Nabli et al., 2008; Pata et al., 2010; Harakat et al., 2005) , the principal component analysis (PCA) .
The PCA is a technique of projecting data towards a size-reduced space. The linear PCA has been often used given its capacity to catch the linear relations between the system variables at a stationary state. However, this approach has some limits when processing data, in the form of measurements, on the biological processes generally presenting the nonlinear characteristics. Thus, we need nonlinear PCA methods to make use of this nonlinearity between the parameters for surveying system (Besse and Ferré, 1993; Sylvester, 1889; Kramer, 1991; Dunia and Qin, 1998) .
In the literature, there are mainly two types of nonlinear PCA: PCA based on principal curves (Hastie and Stuetzle, 1989) and PCA based on neural networks (Verbeek et al., 2000; Kramer, 1991) . These two tools are used to compensate for the nonlinearity of the system or process. The second type is more popular as it has several advantages over the first.
Indeed, with the PCA based on neural networks, it is possible to determine the number of the principal components and then determine a model. In addition, we can detect and identify defects, which is not possible for PCA based on the principal curves. Thus, we use the neural network in our proposed approach.
The objective of the use of multiscale analysis (wavelet decomposition coefficient) is to determine the resolution scales with more information (with faults) on the process. Reconstruction of the data matrix is performed starting from these scales only. The system analysis is now more successful.
The multiscale PCA is based on the five-layer auto-associative neural network and the five-level discrete wavelet transform (DWT). Analysis of nonlinear system is composed of two parts: defect detection and defect identification. First, we use the square predictive error (SPE) statistic to detect defects which are identified using contributions calculation. Variables which have the highest contributions are supposed defective.
Our approach is applied on a biological nonlinear process extracted from the variations of an electrocardiogram.
Proposed approach for nonlinear system monitoring

Processing of proposed approach
The proposed approach consists of combining the PCA modelling with each wavelet coefficient resulting in a multiscale decomposition. In case a scale presents an abnormal event, it will be used to rebuild the original matrix. The scale reconstruction reduces the number of entities to survey. The rebuilt matrix will be projected onto the neural PCA model and the residue will help in surveying the abnormal event for all the process.
As shown in Figure 1 , we introduce two methods in this approach. The first method is the multiscaled analysis by DWT and the second method is the neural PCA. In the following, we will give an overview of these two methods. 
Multiscaled analysis
The wavelet transform is a mathematical tool that decomposes the signal into frequencies while keeping a partial localisation. The original signal is projected onto a set of basic functions that vary in frequency and space. These basic functions fit the frequencies of the signal to analyse. This transform allows then having a time and frequency localisation of the analysed signal. The wavelet analysis adopts a prototype function of wavelets known as 'mother wavelet'. This mother wavelet generates a set of basic functions, called 'daughter wavelets', by recursive translations and dilatations. The definition of the mother wavelet is given in the following equation:
where τ and s are respectively the translation factor and the dilatation one. We can determine an infinite number of values for these two parameters, which can be varied continuously: we talk here about the continuous wavelet transform (CWT). This transform, as defined, is redundant since it gives more wavelet coefficients than necessary to describe the signal exhaustively. Practically, we have very often dealt with discrete signals, hence our interest in discretising the values of τ and s: we refer here to the DWT. The latter transform is considerably simpler to implement than the CWT. In this paper, we are going to introduce the DWT in the multiscaled analysis. The DWT enables translating and dilating the wavelet according to the discrete values. These coefficients will be discrete in the following way: The DWT is given by the following:
where 0 j s is the scale factor, τ 0 is the translation factor, and K and j are integers. Φ(t) and Ψ(t) are respectively the scale function and the wavelet function, defined as follows:
With k, j ∈ ℜ. The projection onto the scale function produces the scale coefficient or the approximation coefficient a j . In contrast, the projection onto the wavelet function is known as wavelet coefficients d j and also called detail of the lost signal, passing from one scale to a bigger one.
With h and g representing the coefficients of the scale function (low-pass filter) and the wavelet one (high-pass filter), respectively.
PCA based on neural network
The linear PCA is a projection based on statistical tools traditionally used for reducing the dimension. Consider the data matrix
, the linear PCA z is represented as follows:
where T = [t 1 , t 2 , …, t m ] is the matrix of the principal components, P = [p 1 , p 2 , …, p m ] is the matrix of proper vectors, and E is the residue matrix. The PCA identifies the linear correlations between the process variables, whereas, the nonlinear PCA can extract the linear as well as nonlinear correlations. The generalisation is realised by projecting the process variables onto curves and surfaces and not onto lines and planes using the same objective and minimising the following cost function:
The data matrix Z can be expressed, in terms of nonlinear principal components ℓ or , m ≺ by the following equation:
where T = [t 1 , t 2 , …, t m ] is the matrix of principal components, F is a nonlinear function that corresponds to the matrix of proper vectors in the case of nonlinear PCA, and E is the residue matrix. In the literature, the nonlinear PCA can be based on curves or on the neural network. In our approach, we choose the PCA-based neural networks thanks to the advantages shown in previous work. Figure 2 , we use a network of parallel-series five-layer neurons. There are a first input layer, a layer in the middle named bottleneck layer which determines the number of principal components, and an output layer.
As shown in
In a first hidden coding layer, we have resorted to a function of sigmoidal nonlinear transfer, and in a third decoding or reconstruction layer, we have used a function of sigmoidal nonlinear transfer, defined by the following equation:
2 To validate our approach, during the learning phase of the multilayer network, we have used the retro-propagation learning and its different optimisations.
Among these algorithms, we list the retro-propagation by gradient descent, gradient descent with inertia, joint gradient, Polak and Ribiere algorithm of joint gradient, and variable-rate learning algorithm (Demuth et al., 2010) .
According to Table 1 , we note that the nearest performance to the fixed threshold (0.1) is that of the joint gradient algorithm which is equal to 0.18. That is why this algorithm is going to be introduced during this work.
3 The number of principal components is determined by using the Webb (1999) criteria defined as follows:
where X is a matrix whose vectors are composed of mean vectors of the matrix X. The number ℓ will rise and will be surveyed simultaneously.
4 To detect defects, we have used the quadratic error SPE expressed by the following formula: We have considered a vector x of measurements following a normal distribution N(0, Σ) with λ i , i = 1, …, m, which are the proper values of Σ. The detection limit for the SPE was shown by Jackson and Mudeholkar (1979) as follows:
5 The calculation of contribution to a variable by the SPE method is determined by considering the large square residue associated with a single variable. It consists of identifying defective variables:
Generally, the statistics of defect detection have the quadratic form defined as follows:
where B is equivalent to C for SPE method and to D for Hotelling T 2 one.
The statistic stat(x) is given by:
The x i contribution is presented by 1/ 2 2 ( ) ,
and ζ i is the i th column of the identity matrix and direction x i .
In the case of SPE statistic, the calculating of contributions for each variable is defined in Miller et al. (1995) as follows:
3 Application of the proposed approach
In this part, we apply our approach to a biological process extracted from electrocardiogram variations (Msaddek et al., 2014) . This process is presented by a data matrix of nine variables and 530 observations.
1 The first step in our approach is decomposing the data matrix by DWT onto five levels. Then, neural PCA is applied to select defective coefficients by applying the SPE statistic for defect detection.
Figures 3 and 4 show a detected defect using the SPE statistic at the level of the approximation coefficient of scale 4 and the detail coefficient at the same scale. The defect detection is manifested by exceeding the SPE limit threshold. This scale will be introduced in the reconstruction procedure, and the resulting matrix.
2 The reconstructed data matrix is then used in the step of defect detection. In Figure 5 , the SPE statistic proves the existence of a defect in the reconstructed data matrix.
3 In the last part of this approach, we introduce the calculation of contribution to decide the defective variables. Figure 6 shows that the variables V7 and V8 have the highest contributions so they are defective. 
Conclusions and discussion
In this paper, a method for nonlinear system analysis and monitoring is applied based on the multiscale neural PCA. The proposed approach introduces a five-layer neural network. The proposed neural PCA is applied using the learning algorithm based on the joint algorithm. This algorithm has been chosen after many tests and has shown the best results.
When detecting defects we use the quadratic SPE error. The multivariate data matrix is decomposed into wavelet coefficients through the DWT at five resolution levels. On each approximation or detail coefficient, we apply the PCA for detecting the defects by the SPE method. A new matrix is retained which regroups all defective coefficients A4 and D4. This matrix is introduced in the reconstruction step. The neural PCA is applied on the reconstructed matrix to detect and identify the defective variables. The SPE statistic shows that there exists a defect which exceeds the control limits. To identify the source of this defect, we use the calculation of contributions: variables which have the highest contributions are supposed defective. Our approach is applied to a biological process extracted from the variations of an electrocardiogram and shows good results in defect detection and identification.
In this paper, our contribution is to establish a statistical approach (NNPCA) on several scales (DWT) to increase the reliability of nonlinear systems monitoring. The choice of the neural network is explained by its ability to compensate for the nonlinearity of the systems. Multiscale analysis based on DWT allows focusing on the part carrying the most important information data.
The proposed approach is applicable to multivariate industrial and biological processes.
Our monitoring approach is more efficient comparing it with other works based on limited tools (fuzzy logic …) while it has difficulties such as increasing the execution time.
