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SOMMAIRE
Les systemes industriels complexes amenent un defi tres interessant au niveau du diag-
nostic distribue. Pour situer ce travail par rapport a de tels systemes, nous retenons les
mots-cles suivants: algorithmes distribues, alarmes, capacites de communication, fautes,
systemes a propagation d'erreur et consistance du diagnostic.
Pour arriver a concevoir des algorithmes de diagnostic distribue, certains elements de-
vront prealablement etre introduits. Les notions fondamentales sont la modelisation des
systemes industriels, Ie protocole de communication et differentes structures de donnees
necessaires pour assurer la consistance et la validite du diagnostic. Bien que plusieurs
modeles difFerents existent pour representer les systemes, celui qui sera presente dans
ce memoire prendra la forme d'un graphe oriente. L'orientation du graphe sera utilisee
seulement pour indiquer Ie sens de la contamination du systeme; les noeuds pourront
communiquer de maniere "duplex".
Apres avoir etabli les notions generales, il sera possible d'introduire des algorithmes de
diagnostic. Par raffinement progressif, nous introduirons graduellement trois algorithmes
qui nous permettront de nous adapter progressivement a la realite des systemes indus-
triels complexes. Pour amorcer Ie processus, nous adopterons une approche intuitive. Par
11
la suite, nous poursuivrons la demarche en presentant la relation "happened before".
Cette relation permettra d'ameliorer la solution precedente, mais elle est difficilement
adaptable pour des systemes de grande taille. Pour remedier a ce probleme, nous intro-
duirons la relation de causalite. Cette relation etant plus puissante, il sera possible de
developper des algorithmes dynamiques qui respectent les contraintes reelles imposees
par les systemes industriels.
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INTRODUCTION
Les systemes ou 1'on tente d'identifier les causes d'une faute a partir de symptomes (une
alarme, par exemple) sont tres etudies: que Fon pense a 1'industrie chimique [6, 8, 19]
ou au diagnostic medical [17]. Dans Ie cadre de cette recherche, nous visons la concep-
tion d'une approche distribuee pour la surveillance et Ie controle des systemes industriels
complexes. Le probleme que nous posons peut se decrire ainsi. La plupart des systemes
de controle et de surveillance sont centralises. II en resulte alors d'enormes contraintes
et un goulot d'etranglement est quasi inevitable. Le temps de reponse etant contraint,
la mise en oeuvre des procedures elaborees pour la securite et 1'identification de fautes
devient tres difficile, voire impossible.
En proposant une approche distribuee, nous desirous eliminer la congestion causee par
Ie flux de controle en permettant a plusieurs composants de s'autosurveiller. Plus preci-
sement, chaque composant efFectue la collecte et Ie filtrage des donnees avant de calculer
et de propager sa vue locale de Petat du systeme. La construction de 1'etat global du
systeme s'effectue par 1'echange de messages couvrant les diverses vues locales. Bien en-
tendu, il faut porter une attention particuliere au nombre de messages echanges ainsi
qu'a la validite et a la consistance de Petat global du systeme, trois contraintes majeures
dans Felaboration d'une approche distribuee.
Afin de realiser ce diagnostic, nous modeliserons Ie systeme par un graphe et nous ten-
terons d'identifier les causes d'erreur par des algorithmes distribues. Nous definirons Ie
graphe representant Ie systeme par des composants (les noeuds) et par des liens de propa-
gation d'erreurs (les arcs). De plus, les composants peuvent etre munis d'alarmes (voyant
lumineux, sonnerie, etc.) afin de manifester la presence de conditions d'exploitation in-
acceptables ou de composants defectueux. En observant la topologie du systeme, on
remarquera que les algorithmes qui seront developpes serviront a minimiser Ie nombre de
tests executes sur Ie systeme afin d'identifier Ie composant fautif. De plus, on remarquera
que la localisation des alarmes est primordiale pour faciliter la tache des algorithmes de
diagnostic. Toutefois, dans Ie cadre de cette recherche, nous nous interesserons seulement
aux problemes relies a la phase de pre-traitement. Nous ferons abstraction de la partie
s'occupant du placement des alarmes ainsi que du traitement permettant de discriminer
entre les composants probablement fautifs.
Pour alleger Ie diagnostic, nous poserons certaines hypotheses concernant Ie systeme
a diagnostiquer. Premierement, nous considererons que Ie graphe ne contient aucune
boucle. La seconde hypothese concerne Ie delai de propagation entre deux composants.
Pour simplifier Ie traitement, nous supposerons que Ie temps pour qu'une faute se pro-
page d'un noeud vers un successeur est nul. A notre systeme, nous devrons finalement
ajouter des facilites de communication. Ainsi, pour chaque lien de propagation d'erreur,
nous supposerons que 1'on dispose d'un lien de communication "duplex". Ces liens de
communication serviront a Fechange de 1'information necessaire au bon fonctionnement
des algorithmes de diagnostic.
Puisque chaque noeud possede une capacite de communication avec ses voisins immediats,
nous ajouterons une capacite de traitement a chaque composant afin de distribuer Ie diag-
nostic. Cette capacite de traitement est necessaire puisque chaque noeud n?a qu'une vue
locale du systeme. En utilisant un certain protocole de communication, nous tenterons
d'obtenir un resultat valide et consistant. On definira la consistance par la relation sui-
vante: V% \/j, TABi = TABj ou i et j sont deux composants du systeme et TABi, TABj
representent respectivement 1'etat des composants du systeme au noeud i et au noeud j.
Le resultat sera consistant si les noeuds obtiennent Ie meme diagnostic du systeme. Pour
exprimer la validite, on dira que Ie resultat est valide si et seulement si chaque composant
non fautif est diagnostique comme tel et chaque noeud fautif est declare fautif. Ainsi, la
validite du diagnostic est definie par les deux relations suivantes :
1. si un noeud est fautif, alors son etat est dit non OK (note NOK);
2. si un noeud n'est pas fautif, alors son etat est dit OK (note OK).
En regard des fautes, certaines hypotheses seront aussi posees. Tout d'abord, nous trai-
terons seulement les fautes a cause unique. De plus, un element fautif n'a pas la capacite
d'interrompre Ie processus de passage des messages ou d'alterer ceux-ci. Par cette hy-
pothese, nous nous assurons de la capacite continue du reseau a pouvoir communiquer
puisqu'aucune restriction n'est posee en regard du degre de connexite du systeme.
La suite de ce memoire sera presentee de la maniere suivante. Le premier chapitre intro-
duira certaines definitions ainsi que les structures de donnees necessaires au bon fonction-
nement des algorithmes. Le deuxieme chapitre donnera une solution intuitive du probleme
de diagnostic. Le troisieme chapitre exprimera un algorithme en utilisant la relation hap-
pened before alors que Ie quatrieme chapitre presentera la possibilite d'utiliser 1'histoire
causale pour identifier les composants fautifs. Le cinquieme chapitre presentera un cas
sur lequel les trois algorithmes seront appliques. Finalement, la conclusion permettra de
faire une synthese de ce memoire et d'orienter les travaux futurs.
CHAPITRE 1
PRELIMINAIRES
La premiere etape que Ron rencontre lorsque 1'on souhaite etudier un systeme, est la
construction d'un modele representant ledit systeme. A priori, plusieurs modeles peuvent
etre utilises. Pour s'en convaincre, il suffit de regarder dans la litterature pour identifier
des methodes telles que: les systemes a base de connaissance [6], 1'approche topologique
[9], Papproche abductive [3, 4], 1' approche logique [2] et les arbres [11]. Bien que les
approches precedentes permettent de solutionner certains problemes, Ie modele Ie plus
couramment rencontre utilise la notation des graphes [1, 7, 13, 14, 15]. Ainsi, ce chapitre
introduira un modele topologique base sur une representation par graphe, les structures
de donnees presentes a chaque composant du systeme ainsi qu'un protocole de commu-
nication necessaire au bon fonctionnement des algorithmes.
1.1 Definition du modele
Soit S , un systeme avec propagation d'erreur pouvant etre detecte par des senseurs et
se manifester par des alarmes. Nous definirons Ie modele de S par un graphe oriente Q
qui se compose du couple (V, E). Ainsi, Q = (V, E) ou V est 1'ensemble des composants
du systeme (noeuds) et E represente 1'ensemble des arcs. Nous exprimerons un arc par
rapport aux noeuds situes a ses extremites en tenant compte de 1 orientation de Parc.
Soit Parc (u, v) € E avec u ei v € V. Nous dirons qu'une faute se propagera de u vers
v par Ie lien qui les unit. En ce qui concerne Ie nombre de noeuds et d'arcs, nous po-
serons que \V \ = n et \ E \ = e. Malgre Ie fait que Ie delai de propagation entre les
noeuds du systeme soit mil, nous introduirons tout de meme tuv comme etant Ie temps
de propagation entre deux noeuds. Puisque Ie systeme est represente par un graphe,
chaque noeud peut avoir des predecesseurs et des successeurs. Ainsi, nous identifier ons
respectivement F~ l(x) et F(x) comme etant Fensemble des predecesseurs immediats de x
et 1'ensemble des successeurs immediats de x. Nous generaliserons en posant r*{x) 1'en-
semble de tous les successeurs de x et (F~ ) (x) Pensemble de tous les predecesseurs de x.
Bien que les notions de predecesseur et successeur soient deja introduites, elles ne sont
pas encore definies. Puisque 1'on est dans un graphe oriente et qu'aucune boucle ne peut
etre presente dans Ie systeme, il sera possible de definir les predecesseurs et les successeurs
de maniere absolue. Les equations suivantes permettront d'identifier respectivement 1'en-
semble des predecesseurs immediats (equation 1.1) et Pensemble de tous les antecedents
d'un noeud (equation 1.2).
r-l(x)={yeV I (y,x)^E} (1.1)
(T-l)i(x) = {ye (T-\x) U (r-T(2/)) Vy € F-1^)} (1.2)
Afin de definir la notion de successeur nous utiliserons 1'equation 1.3 pour les successeurs
immediats et 1'equation 1.4 pour 1'ensemble de tous les successeurs.
F(x)={ye V f(x,y)eE} (1.3)
r(x) = {ye (r(x) u PQ/)) \ly € F^)} (1.4)
On peut remarquer que Ie systeme est compose de deux types de composants. Ceux
equipes d'alarme qui seront notes SEO (Sensor Equiped Object) et ceux ne permettant
pas de detecter des conditions inacceptables de fonctionnement, les NSO (Non Sensor
Object). A partir du groupe des composants equipes d'alarme, il est possible d'obtenir
deux sous ensembles de V. Le premier, note A, represente 1'ensemble des noeuds equipes
d'alarme. Nous poserons | A | = k. Le second sous-ensemble, AR, represente 1'ensemble
des alarmes bruyantes du systeme et AR \ = kp. De plus, on peut remarquer la relation
suivante: AR C A C V. Tant et aussi longtemps que Ap = ^, c'est qu'aucune faute n'est
presente dans Ie systeme. Des que cette condition n'est plus respectee, c'est que certains
composants du systeme operent sous des conditions inacceptables. En admettant que
certains noeuds peuvent eventuellement se manifester, nous introduisons Ie concept de
faute. Mais avant d'identifier Ie composant fautif (nomme F), nous passerons par un en-
semble intermediaire: Pensemble des fautifs potentiels qui sera nomme Ps.
Afin de representer Ie systeme que nous souhaitons modeliser, nous utiliserons la nota-
tion de Goad et Yourdon [12]. Dans cette notation, les objets sont representes par des
boites de forme rectangulaire divis6es en trois parties. La premiere identifie Ie nom de
1'objet, la seconde les attributs et la troisieme les methodes associees a 1'objet ou les
messages auxquels Pobjet repond. En plus d'identifier les objets, leurs attributs et leurs
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methodes, Ie modele de Goad Yourdon permet d'identifier les relations d'assemblage et
de classification entre les ob jets en relation.
a) relation d'assemblage | b) relation de classification
Figure 1.1: Types de relations
La figure 1.1 illustre les deux types de relations d'un modele alors que la figure 1.2
represente un modele objet sommaire du systeme etudie. En consultant la figure 1.3, il
est possible d'identifier certains ensembles precedemment definis. Ainsi, Pensemble des
noeuds du systeme est donne par V = { a, b, c, d, e, f, g, h, i, j, k, 1, m }, Pensemble des
alarmes par A = { f, g, h, i, j, m } et Pensemble des alarmes bruyantes par Ap = { g, h,
m }. Nous ferons abstraction des ensembles E (arcs), F(noeud), F~l(noeud) F*(noeud)
et (F- )*(noeud) en citant un seul exemple pour chacun d'eux. Par exemples, T(g) = {
k }, T~ l(g) = { b, c}, f*(g) = { k, m }, (r-l)*(^) = { a, b, c } alors que 1'arc reliant les
noeuds a et b sera note (a, b).
1.2 Capacites de communication
En distribuant Ie diagnostic a 1'ensemble des composants du systeme, il faut reconnaitre
Pimportance de pouvoir propager tout changement d'etat dudit systeme afin de conser-
ver la validite et la consistance du diagnostic. Pour ce faire, nous devrons determiner de
quelle maniere chaque noeud communiquera avec ses voisins. Par maniere de communi-
quer, nous faisons reference aux messages compris par Pensemble des noeuds du systeme.





















Figure 1.2: Modele ob jet du systeme
Bien qu'aucun noeud ne puisse refuser de communiquer, rien ne garantit la validite du
message. Pour contrer cette possibilite, il est necessaire de poser que les noeuds ainsi
que les liens n ont pas la capacite d'alterer Ie message qu'ils transmettent et propagent.
Puisque chaque message envoye se rend a destination et que son contenu n'a pas ete
modifie ou detruit, il n'est pas necessaire de confirmer chaque message par un accuse de
reception.
Pour definir Ie protocole, on donnera simplement une description des messages pouvant
etre compris par 1'ensemble des noeuds. Tout d'abord, void les messages qui composent
Ie protocole:
- Notifier alarme (NA);





Noeud avec alarme active
Figure 1.3: Representation d'un systeme
- Rechercher un alibi (RA);
- Innocenter les descendants (ID);
- Innocenter les ancetres (IA);
Propager 1'etat d'un noeud (PE);
- Rechercher couverture (RC).




< NA, m >
< AR, m >
< MA, m >
< RA, m >
< ID, m >
< JA, m >
< PE,n,m,e >
< RC, m >
Signification
Le composant m a detecte une faute (alarme active).
Le composant m amorce Ie processus permettant d'identifier
les composants expliquant AR, .
Le noeud m accuse ses ancetres d'etre fautifs.
Le noeud m tente de trouver un descendant avec alarme
inactive.
Le noeud m avise ses descendants qu'ils ne sont pas fautifs.
Le noeud m avise ses ancetres qu'ils ne sont pas fautifs.
Le noeud n est dans 1'etat e selon Ie composant m.
Le noeud m recherche une alarme active.
Tableau 1.1: Protocole de communication
II faut remarquer que Ie premier message sera compris uniquement par les objets de type
SEO. II est evident qu'une alarme ne peut pas etre detectee par les composants depourvus
de senseurs. Ainsi, on peut constater que les objets de type NSO pourront reagir aux
messages MA, RA, ID, IA, PE, et RC alors que les composants de type SEO pourront
repondre aux memes messages en plus du message NA.
Apres avoir defini la capacite d'un composant a envoyer des messages, il faut s'assurer
que les recipiendaires puissent les conserver jusqu'a leur traitement. Pour realiser cette
tache, une file d'attente de type FIFO (premier arrive, premier servi) sera utilisee.
1.3 Structures de donnees
Lorsque Ron veut distribuer Ie processus de diagnostic, c'est qu'il n'y a pas d'observateur
central connaissant Petat general du systeme. Afin de realiser un diagnostic consistant
et coherent, il est necessaire d'introduire certaines structures de donnees permettant
d emmagasiner localement Ie nouvel etat du systeme ainsi que certaines connaissances
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derivees facilitant Ie b on fonctionnement des algorithmes de diagnostic. Pour classer ces
structures de donnees, trois classes sont utilisees:
1. une structure de donnees representant 1'etat general du systeme ;
2. un certain nombre d'ensembles derives de la connaissance sur 1'etat general du
systeme;
3. les structures de communication.
La premiere structure de donnees qui est definie est celle decrivant 1'etat du systeme.
Plutot que d'avoir un observateur central controlant toute 1'information sur 1'etat du
systeme, nous placerons une copie de cette structure a chacun des noeuds du systeme.

























































Tableau 1.2: Structure de donnees TAB
Le tableau 1.2 montre la structure de donnees qui se retrouvera a chacun des noeuds
pour Ie systeme modelise par la figure 1.3 avant qu'il ne se produise une faute. La pre-
miere colonne correspond a 1'identification des noeuds du systeme. La seconde identifie
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les composants equipes d'une alarme par un oui et ceux depourvus d'un tel dispositif
par non. Ces deux premieres colonnes ne changeront pas d'etat au fur et a mesure du
processus de diagnostic. Par contre, les colonnes trois et quatre verront leur contenu etre
modifies lors de Papplication des algorithmes de diagnostic. La troisieme colonne reflete
la capacite de certains noeuds d'exprimer des conditions d'exploitation inacceptable. Par
rapport a ce qui fut presente precedemment, cette troisieme colonne permet d'identifier
Pensemble des alarmes bruyantes du systeme (precedemment nomme AR). Les elements
de Pensemble AR seront les composants pour lesquels un oui apparaitra en troisieme co-
lonne de la structure TAB. La derniere colonne du tableau correspond a 1'etat de chaque
composant. L'etat d'un composant peut prendre seulement deux valeurs: OK ou NOK.
L'ensemble des elements dont 1'etat est NOK, correspond a Pensemble Pg.
En ce qui concerne les structures de communication, nous identifions Pensemble des
predecesseurs et 1'ensemble des successeurs. L'ensemble des predecesseurs et 1'ensemble
des successeurs sont utilises afin de connaitre les noeuds avec lesquels un noeud peut
communiquer. Ces deux ensembles sont done presents a chaque noeud et leurs elements
dependent des liens existants entre les composants du systeme. La figure 1.4 illustre la





















Le systeme sur lequel Ie processus de diagnostic sera applique est modelise par un graphe.
L'approche proposee dans cette section se compose de deux grandes etapes: identifier Ps
et par la suite restreindre Ie nombre d'elements de cet ensemble aux composants ne
pouvant pas expliquer Ap. Pour expliquer et evaluer Fapproche proposee, Ie chapitre
sera divise en trois parties: Ie contexte, Palgorithme et un exemple. La section situant
Ie contexte (section 2.1) permettra d'etablir les criteres pour lesquels un composant fera
ou ne fera pas partie de 1'ensemble Ps. La seconde section presentera un algorithme de
diagnostic compose de differents modules et respectant les notions contenues dans la
partie definissant Ie contexte (section 2.1). Par la suite, la derniere section donnera les
resultats intermediaires obtenus par 1'application de 1'algorithme 2.1.
2.1 Contexte
Supposons qu'au temps t, Ie systeme soit stable, i.e. qu'il n'y ait aucune alarme bruyante.
A ce moment, AR = (j> et la structure de donnees (nommee TAB et presente a la section
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1.3) est complete et coherente. Ainsi, 1'etat de chaque noeud est OK. Apres un certain
temps (A^), a Finstant t + A^, une faute se produit. Suite a la contamination du systeme
(propagation d'erreur instantanee), certains noeuds munis d'alarme se manifestent. La
tache des deux algorithmes presentes dans cette section est d'identifier 1'ensemble des
noeuds permettant d'expliquer la totalite des alarmes bruyantes.
Un noeud x est potentiellement fautif (x G Ps) s'il est incapable de se trouver un alibi
et il n'est pas fautif (x ^ Ps) s'il peut se trouver un alibi. Pour avoir un alibi, un noeud
doit se trouver dans Pun des quatre cas suivants:
1. Gas 1: x est muni d'une alarme qui ne se manifeste pas;
2. Gas 2: 3 ?/ € (F- )* (2;) tel que y esi muni d'une alarme active;
3. Gas 3: 3 y C F*(^) tel que ?/ est muni d'une alarme inactive;
4. Gas 4: re est incapable de couvrir toutes les alarmes bruyantes (A^).
Le premier cas est trivial. En ce qui concerne Ie second, on remarque que la presence
d'un noeud predecesseur ayant une alarme active suffit pour donner un alibi a un noeud.
Intuitivement, un noeud z (z etant un successeur de x) ne peut pas etre tenu responsable
pour 1'alarme bruyante du composant x. Dans Peventualite ou un noeud est incapable
de se trouver un alibi par les deux cas precedents, il existe un troisieme moyen pour
Ie f air e. Ainsi, des qu un noeud trouve un de ses successeurs avec une alarme inactive,
il peut dire qu'il possede un alibi. II est coherent de poser ce dernier cas puisqu'un
noeud fautif provoquera la manifestation de toutes les alarmes successives a ce noeud.
En ce qui concerne Ie dernier cas, il faut remarquer qu'un composant fautif provoquera
la manifestation de toutes les alarmes subsequentes a ce noeud.
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2.2 Premiere solution
En conjuguant Ie protocole de communication et les possibilites pour un noeud de se
trouver un alibi, nous obtenons un premier algorithme. Get algorithme, nomme solution
intuitive, est constitue de cinq etapes (voir algorithme 2.1). La premiere etape (detaillee
a la section 2.2.1) consiste a propager Pidentite des composants bruyants, et a identifier
les noeuds qui sont incapables de se trouver un alibi par les trois premiers cas presentes
a la section precedente. Par la suite, les deux etapes suivantes peuvent etre executees
localement a chacun des noeuds. Le calcul de AR, est execute afin d'eliminer les alarmes
bruyantes deja couvertes par un noeud predecesseur ayant lui aussi une alarme bruyante.
En remplagant AR par AR,, il est possible qu'il soit necessaire de supprimer certains ele-
ments de Ps. Bien que Ie calcul de AR, et la mise a jour de Ps ne soient pas necessaires,
Us sont executes de maniere a minimiser Ie nombre de recherches requises afin de couvrir
1'ensemble restreint des alarmes bruyantes (Aje/), tache executee par Ie deuxieme algo-





Si Ps = ^
Aucune faute simple n'explique AR,
Sinon
Pour chaque element x de 1'ensemble Ps faire un test pour s'assurer qu'il est fautif
et identifier F
Algorithme 2.1 — Solution intuitive
Pour calculer AR, nous nous servons de TABi, pour chaque composant i de Pensemble V.
Puisque la structure de donnees TAB est consistante pour chaque noeud du systeme, il
est possible de calculer AR, de maniere locale a chaque composant. Le resultat obtenu sera
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Ie meme pour tous les noeuds du systeme. L'ensemble restreint des alarmes bruyantes
(AR/) est calcule par 1'equation 2.1.
AR, = {a; G V tel que ^.Ringing = OUI et x.etat = NOK} (2.1)
Les noeuds qui sont inclus dans AR et ceux qui ne Ie sont pas dans AR, correspondent
aux composants respectant Ie cas 2 de la section 2.1. Puisque qu'un composant fautif
provoquera toutes les alarmes subsequentes, il n'est pas necessaire de couvrir toutes ces
alarmes mais seulement celles de premier niveau. Apres avoir calcule A^/, il est possible
que certains candidats (composants e Ps) ne puissent plus etre retenus potentiellement
fautifs. Maintenant que Ap, est calcule, il est possible d'appliquer 1'equation 2.2 a 1'en-
semble des fautifs potentiels:
{x C V tel que x.etat = NOK} - Ap, si | A^, | > 1
s ~ \ {x € V tel que x.etat = NOK} sinon ^-'
Puisque Ap, represente un ensemble de noeuds ayant une alarme bruyante et que chaque
composant ne peut pas couvrir un autre element de cet ensemble, il est legitime d'appli-
quer la restriction presente par Pequation 2.2. A partir du moment ou il y a plus d'un
element dans Pensemble AR/, la mise a jour efFectuee a 1'ensemble Ps vise essentiellement
a reduire Ie nombre de messages propages dans Ie systeme.
2.2.1 Algorithme Etendre PS
La premiere partie de Palgorithme 2.1 consiste a 1'execution de Falgorithme Etendre Ps.
Puisque Ie processus de diagnostic est declenche, c'est qu'une faute s'est produite dans Ie
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systeme (il y a au mains une alarme qui se manifeste). Pour initialiser 1'algorithme, il faut
supposer qu'il existe un mecanisme permettant de generer un message de la forme < NA,
x > vers 1'objet SEO repondant a ce senseur. Pour la suite de la section, nous presenterons
tout d'abord un tableau permettant d'identifier les difFerents messages auxquels chacun
des objets peut repondre, nous donnerons les messages engendrant les transitions d'etats
des ob jets du systeme avant de terminer avec Ie comportement des objets en fonction des
differents messages qu'ils comprennent.
Le modele du systeme etant constitue de deux types de composants (NSO, SEO) pouvant
prendre chacun deux etats (OK, NOK), il existe des traitements differents pour certains
messages en rapport au type de composant. Ainsi, il est important d'identifier quels sont
les messages auxquels les noeuds ne doivent pas repondre en plus de presenter les evene-
ments qui sont impossibles a realiser. Le tableau 2.1 illustre les situations selon lesquelles





































Tableau 2.1: Messages traites par I'algorithme Etendre Ps
Apres avoir identifie les messages auxquels les composants peuvent repondre, il faut re-
garder quels sont les messages qui permettent a un noeud de changer d'etat. Pour illustrer
les transitions d'etats, deux figures seront utilisees. La figure 2.1 permet d'identifier les
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messages affectant les composants de type SEO alors que la figure 2.2 illustre les transi-
tions pour les objets de type NSO.
Figure 2.1: Transition d'etats pour un ob jet SEO
ID_ IA MA
Figure 2.2: Transition d'etats pour un objet NSO
Maintenant que les transitions d'etat sont connues et que Fensemble des messages aux-
quels les composants repondent sont identifies, 11 reste ajustifier les situations impossibles,
les situations ou aucun traitement n'est requis et les situations exigeant un traitement.
Nous presenterons premierement les justifications pour les cas ne pouvant pas survenir.
Par la suite, nous definirons Ie comportement des composants repondant a 1'ensemble des
messages avant de terminer en presentant les cas ou un composant ne doit pas reagir.
En regardant Ie tableau 2.1, on remarque que trois cas ne peuvent pas survenir. Pour
expliquer les deux premiers cas, il est clair que seuls les composants de type SEO peu vent
recevoir Ie message < NA,x >. Le message < NA,x > est done incompatible avec les
composants de type NSO.
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Le cas d'un composant SEO recevant un message de type < IA,x > s'explique de la
maniere suivante. La reception du message < JA, x > par un noeud y identifie un des-
cendant de type SEO. De plus, nous avons precedemment pose que la detection d'une
faute par un ob jet SEO provoquera une reaction de tous les composants de type SEO.
La contradiction est claire, il est impossible de trouver un composant de type faulty SEO
recevant un message de la forme < JA, x > .
Lorsqu'une faute se produit, les premiers objets a reagir sont les composants de type SEO.
Leur reaction en rapport a la detection d'une faute par au mains un de leurs senseurs se
divise en quatre etapes. Tout d'abord, il faut mettre a jour la structure de donnees TAB
locale au composant mis en cause en modifiant les deux champs concernes i.e., ringing et
etat. L'objet recevant Ie message NA passe ainsi de 1'etat SEO a 1'etat Faulty SEO. Par
la suite, il faut accuser les predecesseurs du noeud courant d'etre responsable de la faute
au composant x. II faut noter que Ie caractere # sera utilise pour representer Ie noeud
courant. La derniere action a entreprendre consiste a propager Ie changement d'etat du
noeud x. On remarque que la detection d'une faute par un composant SEO entraine un
changement d'etat de ce noeud. II passe a Petat Faulty SEO. II est clair qu'il est neces-
saire de trailer seulement Ie cas de la manifestation du premier senseur pour un certain
composant. Le comportement d'un objet SEO lors d'un evenement NA est presente par
Palgorithme 2.2.
En regardant les actions a entreprendre a la suite d'un evenement de type NA, on re-
marque 1'envoi d'un message de la forme < MA,x >. Certains composants doivent
reagir a la reception de ce message alors que pour d'autres, il n'est pas necessaire d'en-
treprendre d actions. En regardant la figure 2.2, on remarque que les composants de type




Action 1. TAB^, ^.ringing = Vrai;
2. TAB^.etat = NOK;
3. Send < MA, # > To F-l(#);
4. Send < PE, #, #, NOK > To F-l(#), F(#).
Algorithme 2.2 — Detection d'une faute
d'etat exprime la possibilite pour un composant de type NSO d'etre Ie responsable de la
defaillance d'un objet SEO (Faulty SEO).
II est facile de ressortir deux cas ou il n'est pas necessaire pour un composant de reagir a
un message < MA, x >. Le premier cas provient d'un composant SEO. Puisqu'il est im-
possible pour un composant SEO d'expliquer une alarme a un composant compris parmi
Pensemble de tous ses descendants un tel composant n'a aucune action a entreprendre.
Le deuxieme cas est tout aussi trivial. Un composant Faulty NSO est dans cet etat a la
suite de la reception d'un message de la forme < MA^x >. Puisque les actions neces-
saires ont deja ete entreprises, il serait inutile de les reprendre. Malgre que les composants
precedemment identifies ne doivent pas entreprendre d'actions, certains autres peuvent
reagir.
Les objets devant reagir sont regroupes en deux groupes, les ob jets de type NSO et les
les ob jets de type Faulty SEO. Les actions a entreprendre sont difFerentes pour chacun
des deux types d'objet puisque les actions precedemment entreprises par un objet NSO
sont difFerentes par rapport a celles d'un objet Faulty SEO. Pour Ie premier type d'objet
(NSO), la reception du message < MA,x > provoquera premierement un changement
d'etat puisqu'il est possible qu'il explique Ie malfonctionnement du composant x. II en-
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treprendra par la suite trois demarches en paralleles: la recherche d'un objet SEO parmi
ses descendants (ce qui lui donnerait un alibi), la recherche d'un ancetre ne possedant
pas d'alibi (pour identifier tous les composants pouvant expliquer Palarme au composant
x) et finalement la propagation de son changement d'etat (algorithme 2.3).
Object Type NSO
Event Receive < MA, x >
Action 1. TAB^^.ei&i = NOK;
2. Send <RA,^> To F(^);
3. Send < MA, # > To F-l(^);
4. Send < PE,#,#,NOK > To F-l(#), F(#).
Algorithme 2.3 — Accuser les composants NSO
Dans Ie cas d'un composant Faulty SEO^ les actions a entreprendre sont difFerentes. II
faut constater qu'il est impossible de trouver un composant SEO parmi les descendants
d'un objet Faulty SEO. De plus, un composant Faulty SEO a deja entrepris les demarches
necessaires afin de rechercher ses ancetres ne possedant pas d'alibi. II serait done inutile
d'amorcer a nouveau cette demarche. Par contre, une information tres utile peut etre
deduite par Ie composant Faulty SEO. En efFet, il est clair qu'aucun de ses descendants
ne peut expliquer la manifestation de son alarme. II identifie ainsi un alibi pour tous ses
descendants (algorithme 2.4).
Object Type Faulty SEO
Event Receive <MA, x>
Action 1. Send < ID, # > To F(#).
Algorithme 2.4 — Accuser les noeuds Faulty SEO
Lorsqu'un composant regoit un message de mise en accusation , il entreprend la recherche
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d'un alibi. En realite, il recherche un objet de type SEO. II existe deux cas ou un com-
posant ne doit pas reagir a la reception d'un message de recherche d'alibi. Le premier
cas survient lorsqu'un composant de type Faulty SEO regoit ce message. Ce composant
doit poser aucune action puisqu'il est impossible pour lui de trouver un descendant de
type SEO. En regard du second cas, les composants de type Faulty NSO, aucune action
doit etre entreprise afin de minimiser Ie nombre de messages echanges dans Ie systeme.
Puisqu'un composant de type Faulty NSO a deja regu un message de la forme <MA, x>
et qu'il a deja entrepris la recherche d'un alibi aupres de chacun de ses successeurs, il
faut simplement ignorer les messages de la forme <RA, x> lui parvenant.
Les deux types de composants devant reagir au message <RA, x> sont done les noeuds
NSO et SEO. Puisque chacun de ses objets possede des capacites differentes pour identi-
fier un ensemble de composants non fautifs, ils reagiront differemment. Un objets de type
NSO ne pouvant pas conclure que ses ancetres sont non fautifs, il devra s'en remettre a
ses descendants. Par centre, un objet SEO identifie clairement qu'aucune situation d'ex-
ploitation inacceptable n est presente a ce noeud et par consequent, tous ses ancetres ne
peuvent pas etre fautifs. Les deux situations precedentes sont presentees par 1'algorithme
2.5 et par Palgorithme 2.6.
Object Type NSO
Event Receive <RA, x>
Action 1. Send < RA, # > To F(#).
Algorithme 2.5 — Rechercher un alibi pour les composants NSO
Lorsqu'un objet de type SEO regoit Ie message <RA, x>, il entreprend une procedure
permettant a tous ses ancetres de conclure a leur innocence. Trois types de composants
(NSO, Faulty NSO et SEO) peuvent etre rencontres au cours de ce traitement. Les objets
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Object Type SEO
Event Receive <RA, x>
Action 1. Send < JA, # > To r-l(#).
Algorithme 2.6 — Rechercher un alibi pour les composants SEO
SEO ne doivent pas reagir puisqu'il est clair qu'il auront deja pose une action a Regard
d'une sollicitation anterieure. Par contre, les composants NSO et Faulty NSO reagiront
en respect de Falgorithme 2.7.
Object Type NSO, Faulty NSO
Event Receive <IA, x>
Action 1. TAB^.etat = OK;
2.Send<JA,#>Tor-l(^);
3. Send < PE,#,#,OK > To F-l(#), F(#).
Algorithme 2.7 — Innocenter les ancetres
L'algorithme 2.7 a presente une premiere methode pour identifier les composants non
fautifs. Toutefois, il existe une seconde possibilite pour identifier de tels composants, Ie
message <ID, x>. La reception de ce message signifie qu'il existe un ancetre du noeud
recepteur qui est de type Faulty SEO. Puisque la rencontre d'un composant Faulty SEO
permet de conclure qu'une faute s'est produite soit a ce composant ou a 1'un de ses an-
cetres il faut deduire que tous ses descendants ne sont pas fautifs. La marche a suivre
dans ce cas est presentee par 1'algorithme 2.8.
Le dernier algorithme vise a propager les changements d'etats des composants. Afin de
minimiser les messages propages, il est preferable de rediriger seulement les messages
impliquant un changement d'etat. L'algorithme 2.9 presente la procedure quelque soit la
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Object Type NSO, Faulty NSO, Faulty SEO
Event Receive <ID, x>
Action 1. TAB^.etat = OK;
2. Send<LD,#>Tor(#);
3. Send < PE, #, #, OK > To T-l(#), F(#).
Algorithme 2.8 — Innocenter les descendants
nature du composant qui revolt Ie message de propagation.
Object Type NSO, SEO, Faulty NSO, Faulty SEO
Event Receive <PE, y, x, etat>
Action 1. Si TAB^y.etat / etat
Si TAB^y.img = Vrai
Si etat = NOK;
TAB^^y. ringing = Vrai
TAB^y.ei&i = etat
Send <PE, y, x, etat> To F-l(^), F(^) - x.
Algorithme 2.9 — Propager les changements d'etats
Maintenant que 1 algorithme etendre Ps est complete, suffisamment de donnees sont ac-
cessibles afin d'etablir, de maniere locale, 1'ensemble AR, et 1'ensemble Ps. Puisque les
messages propages sont consistants, il est certain que chacun des composants obtiendra
exactement les memes etats pour chacun de tous les autres elements du systeme. Afin
d'identifier les composants qui expliquent la totalite des elements de 1'ensemble AR, la
section 2.2.2 presenter a Palgorithme restreindre PS.
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2.2.2 Algorithme Restreindre Ps
Apres avoir execute successivement 1'algorithme Etendre Ps, Ie calcul de AR/ et Ie calcul
de Ps, nous obtenons un ensemble de composants incapables de se trouver un alibi par
les trois premiers cas de la section 2.1. Puisqu'il est suffisant pour un noeud de 1'en-
semble Pg de couvrir tous les composants contenus dans Pensemble AR, pour demeurer
un fautif potentiel ou de ne pas couvrir tous les composants membres de AR, pour etre
declare non fautif, il est possible de construire un algorithme autour de ces deux concepts.
Pour realiser cet algorithme, deux approches peuvent etre utilisees: une ascendante et
Pautre descendante. La methode ascendante demarre des composants de Pensemble AR,
et envoie des messages vers tous leurs predecesseurs. Lorsqu'un noeud regoit un message,
il se presents deux alternatives: si Ie noeud est un element de Ps, il faut compter Ie
nombre de messages de source differente qu'il revolt et expedier a nouveau une recherche
de couverture vers les composants predecesseurs. Un composant qui regoit un message de
chacun des elements de 1'ensemble Api demeure un candidat pouvant expliquer la faute.
Dans Ie cas contraire, Ie noeud possede un alibi.
En ce qui concerne la methode descendante, elle est plus complexe et necessite plus
d'etapes. Plutot que de commencer par les noeuds de 1'ensemble AR,, il faut amorcer Ie
processus a partir des composants de 1'ensemble Ps. Cette methode est plus complexe
puisqu'elle necessite tout d'abord de parcourir les descendants d'un noeud a la recherche
d'une alarme active. Apres avoir trouve un tel composant, il faut indiquer a tous les
predecesseurs de ce noeud que ce dernier couvre 1'alarme trouvee. Par souci de minimiser
Ie nombre de messages et Ie nombre d'etapes, Papproche ascendante sera privilegiee.
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Afin de realiser 1'algorithme en utilisant une approche ascendante, on remarque qu'il
est necessaire de comptabiliser Ie nombre de messages regu de la part des composants
ayant une alarme active. II faut done introduire une nouvelle structure de donnees nom-
mee Compteurij avec i € Apj, et ^ € P^. Ainsi, chaque composant G P,g maintiendra
i compteurs correspondant aux noeuds retrouves dans 1'ensemble AR,. L3 interpretation
suivante sera donnee a ces compteurs: Compteur^j designe Ie nombre de messages regu
au noeud j pour Ie composant i (Ie noeud i possede une alarme bruyante). II faut aussi
remarquer que pour un compteur donne (Compteurij, par exemple), il y a plusieurs va-
leurs possibles. Une valeur de zero indique qu'il n'y a pas de chemin a partir du noeud
j vers Ie composant i [i possede une alarme active). Par contre, une valeur superieure
a zero indique Ie nombre de chemins difFerents pour passer du composant j vers Ie noeud i.
La figure 2.3 presente des exemples pour des compteurs de valeur zero, un et deux. Tout
d'abord, au sujet de la figure 2.3(A) les conditions suivantes s'appliquent: AR, = {c, d}
et Ps = {a, b}. Pour se conformer a la definition donnee des compteurs, on remarque la
presence de quatre compteurs: Compteurc,a, Compteur^a, Compteur^b et Compteur^b-
Puisqu'il existe un unique chemin du composant a vers les noeuds c et d, la valeur de
deux compteurs presents au noeud a (Compteurc,a et Compteur^a) sera 1- Par centre, au
noeud b, Compteur^b vaudra un alors que Compteur^b prendra une valeur de zero puis-
qu'il n'existe pas de chemin de propagation d'erreurs entre les composants b et c. Dans
Ie cas de la figure 2.3(B), elle sera utilise afin d'illustrer un compteur de valeur deux. En
posant AR, = {d} et Ps = {a, b, c, d} chacun des elements de Ps devra etre dote d'un
compteur. Ainsi, Compteurd,b = Compteur^c = Compteur^d = 1 et Compteur^a = 2
puisqu'il existe deux chemins pour se rendre du noeud a vers Ie composant d (Ie premier:
(a,b) (b,d) et Ie second: (a,c) (c,d)). Bien qu'un compteur puisse prendre des valeurs
superieures a deux, la figure 2.3 permet de visualiser des exemples. Maintenant que les
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structures de donnees necessaire afin d'identifier Pg sont toutes connues, il est possible
de proceder a la description de 1'algorithme Restreindre Ps. Get algorithme se decom-
pose en deux etapes: une phase d'initialisation qui sera suivie du traitement des messages.
0
A) Compteur 0 et 1 B) Compteur 2
Figure 2.3: Illustration du compteur
La phase d'initialisation est utilisee afin de fixer les valeurs de depart de deux structures de
donnees et d engager Ie processus de passage des messages. Tout d'abord, il faut mettre
Fattribut etat de chaque composant a OK. Cette manipulation est rendue necessaire
par Ie choix de 1'implantation de 1'algorithme Restreindre Ps. Ainsi, un composant qui
devra etre retenu potentiellement fautif sera un noeud ayant regu au moins un message
de chacun des composants membres de Pensemble AR, alors qu'un noeud ne pouvant
expliquer la totalite des alarmes de 1'ensemble AR, sera identifiable par 1'absence de
messages provenant d'au moins un composant de 1'ensemble AR, . Puisqu'il est impossible
d identifier cette absence de message au cours du deroulement de 1'algorithme mais qu'il
est possible de savoir quel sont les noeuds qui ont une couverture complete des composants
de Fensemble AR,, il est obligatoire de proceder a cette initialisation. Une autre structure
de donnees qu il est necessaire d'initialiser sont les compteurs. Puisque les composants
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potentiellement fautifs seront identifies a 1'aide de la valeur de ces compteurs, leur valeur
doit etre fixee a zero avant de debuter 1'algorithme. La phase d'initialisation se resume
par les actions suivantes:
- TAB^-.State = OK, V i C V, V j C (A^/ U P^ );
- Compteurij = 0, V i G A^/, V j G P^.
Apres avoir realise cette initialisation, on remarque que tres peu d'information peuvent
etre obtenues a partir de la structure TAB. Par contre, deux ensembles tres utiles sont
accessibles: Pensemble Ps et 1'ensemble AR,. En plus de ces deux ensembles, notre sys-
teme possede la capacite d'echanger des messages. Les messages necessaires pour realiser






















Tableau 2.2: M.essages traites par Valgorithme Restreindre Ps
Avant de poursuivre avec la description de 1'algorithme Restreindre P^, il faut specifier
une hypothese concernant la synchronisation du systeme ainsi que certaines definitions.
Concernant la synchronisation, il faut supposer qu'a la fin de Palgorithme Etendre P^,
il est possible de calculer AR, ainsi que Ps avant de proceder a Pimtialisation necessaire
pour Ie deroulement de Falgorithme Restreindre Ps. Apres cette initialisation, il faut
doter Ie systeme d'un dispositif permettant d'enclencher Ie deroulement de 1'algorithme
Restreindre Ps a chacun des composants membres de Pensemble Api. Puisqu'il n'est plus
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possible d'etablir 1'etat d'un composant a partir de la structure de donnees TAB, il faut
utiliser les regles suivantes:
- si x est un composant Faulty NSO alors x € PS',
- si x est un composant NSO alors x ^ Ps,
- si x est un composant Faulty SEO alors x € AR,\
si x est un composant SEO alors x ^ AR,.
Lors de Pexecution de Palgorithme Restreindre Ps, trois evenements peuvent survenir. Le
premier evenement observable est la reception, pour tous les composants Faulty SEO, du
message < AR >. Ce message identifie Ie debut de Palgorithme Restreindre Ps qui a pour
objectif de restreindre 1'ensemble Ps aux composants expliquant 1'ensemble des alarmes
actives (Aje/). L'algorithme 2.10 presente Ie traitement a realiser lors de la reception du
message < AR >. II faut remarquer que Ie caractere # designe Ie noeud courant.
Object Type Faulty SEO
Event Receive < AR >
Action 1. Send < RC, # > To F-l(^);
2. Si \AR,\ = 1
Send < PE^^NOK > To F-l(#) F(#).
f.etat = NOK.
Algorithme 2.10 — Demarrage de 1'algorithme Restreindre Ps
Dans la plupart des cas, 1'ensemble Ps contient au moins un element. II faut alors veri-
fier que chacun de ces elements couvre bien 1'ensemble restreint des alarmes bruyantes
(AR,). Pour cette raison, il faut envoyer Ie message < RC, # > lors de la presentation de
la methode precedente. Lorsqu'un composant Faulty NSO regoit un tel message, il doit
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verifier s'il couvre tous les elements de Pensemble AR,. Dans 1'eventualite ou il peut ex-
pliquer Pensemble AR/, il sera considere candidat serieux pour expliquer la faute presente
dans Ie systeme (voir algorithme 2.11). Dans Ie cas contraire, il s'abstiendra de poser un
diagnostic concernant son etat. Bien entendu, il est impossible qu'un composant Faulty
SEO regoive un tel message puisque 1'ensemble AR, est utilise pour determiner 1'etat d'un
composant. De plus, les composants de type NSO et SEO ne reagiront pas a ce message
puisque de toute fagon, ni eux ni leurs ancetres ne peuvent se retrouver dans Pensemble
Ps.
Object Type Faulty NSO
Event Receive < RC, x >
Action 1. Incrementer Compteur^^
2. Send < RC,x > To F-l(^);
3. Si CompteuTy^ > 0 Vy € AR,
Send < PE, ^ ^ NO K > To F-l(#) F(#).
#.etat = NOK.
Algorithme 2.11 — Verifier la couverture pour les composants Faulty NSO
Le dernier module de 1'algorithme (algorithme 2.12) est utilise atm de propager Petat des
composants expliquant AR,. Quelque soit Ie type de composant, la reception du message
<PE, x, y, etat> entrainera toujours les memes actions.
Object Type NSO, SEO, Faulty NSO, Faulty SEO
Event Receive <PE, x, y, etat>
Action 1. Si TAB^^.ei&i ^ etat
TAB^.eiai = etat
Send <PE, x, #, etat> To F-l(#), T(#) - y.
Algorithme 2.12 — Propager les changements d'etat
32
Maintenant que Fensemble des modules sont presentes, il faut conclure qu'il est pos-
sible de realiser un algorithme distribue afin de poser un diagnostic consistant et valide
concernant un element fautif dans un systeme. Puisqu'il est possible de realiser un tel
algorithme, la section 2.3 presentera un exemple permettant de mieux visualiser 1'echange
des messages necessaires a la realisation de Palgorithme 2.1.
2.3 Exemple
Dans cette section, on regardera les resultats produits en appliquant Palgorithme presen-
tee a la section 2.2 au graphe illustre par la figure 2.4. Avant qu'une faute se produise, Ie
systeme est stable et les noeuds presentent tous un etat a OK.
Figure 2.4: Premier exemple
A un certain moment, deux alarmes se manifestent et Ie processus de diagnostic est
enclenche par les composants ayant une alarme active, i.e. les noeuds d,e. La figure 2.5
presente la situation apres Ie declenchement des alarmes.
Premierement, nous presenterons les messages echanges lors de Papplication de 1'algo-
rithme Etendre Ps. A la lecture de ces resultats, on remarque une colonne libellee local
et une autre intitulee global. La premiere colonne (TL) designe 1'ordre d'arrivee d'un
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Figure 2.5: Manifestation d'une faute
message de maniere locale pour chaque composant alors que la seconde colonne repre-
sente 1'etape generale par rapport au diagnostic dans Pensemble du systeme (TG). Par
la suite, nous donnerons la structure de donnees TAB representant 1'etat intermediaire
avant Papplication de 1'algorithme Restreindre Ps (tableau 2.3). Nous terminerons la




< MA, c >
< PE, c, c, M^ >
<PE,d,c,NOK>
























< RA, a >
< PE, a, a, A^0i1f >
<PE,c,a,NOK>
< PE, d, a, NOK >




























< MA, d >
<PE,d,d,NOK>
< MA, e >
< PE, e, e, AWC >
< RA, a >
< PE, a, a, M^ >





























< RA, c >
< PE, c, c, M^ >
< PE, e, c, A^OJ^ >
< PE, a, c, NOK >











< RA, c >
< PE, c, c, A^Oi-C >
<PE,d,c,NOK>
< PE, a, c, M^ >






























































Tableau 2.3: Resultats de I'algorithme Etendre Ps
A partir des informations contenues dans la structure de donnees TAB (tableau 2.3), il
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est maintenant possible d'etablir les ensembles Ap, A^/, et Ps. L'ensemble AR correspond
a tous les composants ayant Ie champ ringing a oui, i.e. les noeuds d et e. L'ensemble AR,
permet d'identifier les elements de Pensemble Ap de premier niveau, i.e. les composants
d et e. Aim d'etablir Ie contenu de 1'ensemble Ps, il faut regarder la colonne etat de
la structure de donnees TAB (tableau 2.3). Dans Ie cas de Pexemple etudie, Ps = {c}
puisque les composants d et e ne peuvent s'expliquer mutuellement. Apres avoir execute
les calculs precedents, il est maintenant possible de passer a 1'algorithme Restreindre Ps.
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A la fin de Pechange des messages, il est possible de conclure, en regardant Ie tableau 2.4


























Tableau 2.4: Resultats de I'algorithme Restreindre Ps
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CHAPITRE 3
LA RELATION « HAPPENED
BEFORE »
Au chapitre precedent, nous avons construit un algorithme afin d'identifier un ensemble
de composants permettant d'expliquer la totalite des alarmes actives en considerant la
connaissance de tres peu d'elements du systeme a diagnostiquer. A partir de 1'ensemble
des predecesseurs immediats et de 1'ensemble des successeurs immediats d'un composant,
il fallait deduire Pensemble des fautifs potentiels (PS'). En regardant Ie nombre de mes-
sages necessaires afin d'arriver a 1'identification du composant fautif, il faut admettre
qu'il existe surement une methode permettant de diminuer la congestion du reseau de
communication entre les composants.
Dans ce chapitre, une nouvelle solution sera apportee en presumant la connaissance d'un
ensemble de composants pouvant expliquer chacune des alarmes actives. En disposant,
au depart, d'un ensemble de candidats pour chaque composant muni d'une alarme, 11 de-
vrait etre possible de minimiser Ie temps necessaire afin d'identifier Ie composant fautif.
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Pour presenter Ie deuxieme algorithme, Ie chapitre sera organise de la maniere suivante:
la premiere section du chapitre sera consacree aux differentes definitions supportant 1'al-
gorithme presente a la seconde section alors que la derniere section sera utilisee pour
regarder Ie deroulement d'un exemple.
3.1 Definitions
Dans un systeme distribue, il est difHcile et couteux d'etablir un ordre total permettant
d'identifier Fagencement chronologique des evenements. Pour contrer ce desavantage,
nous proposerons une methode permettant de calculer a priori 1'ensemble des evenements
suceptibles d'avoir provoque la manifestation d'une alarme. Ces calculs seront bases sur
la relation « happened before » proposee originalement par Lamport [10]. L'equation 3.1
presente cette relation:
a « happened before » b si et seulement si — a et b sont dans Ie meme processus et
a survient avant b
ou
a est Penvoi d'un message et b est sa
reception
ou
— il existe c tel que
a « happened before » c et
c « happened before » b (3.1)
Afin d'exprimer cette relation, la notation suivante sera utilises: b -> a. En d'autres
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termes, a « happened before » b. Lorsque deux evenements, a et 6, surviennent dans
Ie meme processus, c'est qu'il y a une condition inacceptable de fonctionnement (1'eve-
nement a) et sa manifestation (Pevenement b). II est clair qu'il est necessaire qu'une
condition inacceptable se produise avant de pouvoir la detecter. Les deux autres compo-
sants de la relation font seulement reference a la chame de propagation d'une faute.
En bref, la situation peut se decrire ainsi: un composant operant sous des conditions
d'exploitation inadequates provoquera la manifestation de toutes les alarmes accessibles.
De plus, en presence d'une faute simple, il est certain que Ie composant qui est source de
la faute peut etre soit:
- un composant muni d'une alarme;
- un composant antecedent d'un composant muni d'une alarme.
A partir des deux dernieres constatations, il est possible de construire un ensemble de
composants permettant d'expliquer chacune des alarmes du systeme.
Une premiere approche permettant de construire de telles ensembles consiste a prendre
la totalite des predecesseurs d'un composant avec alarme. II faut noter qu'un composant
muni d'alarme peut expliquer la manifestation de son alarme. Get ensemble sera note Ki
(equation 3.2). Pour chacun des composants SEO (composant muni d'une alarme), il exis-
tera un ensemble Ki avec i C A (A etant 1'ensemble des composants munis d'une alarme).




A partir des ensembles K{ precedemment definis (equation 3.2), il est possible de tirer
deux proprietes importantes. Tout d'abord, chaque ensemble K{ est unique. Cette pro-
priete est garantie par 1'hypothese selon laquelle aucune boucle n'est permise entre les
composants du systeme. La seconde propriete est donnee par I'equation 3.3 et elle permet
d'etablir un certain ordre en rapport avec deux composants munis d'alarme.
Ki cKj^===^j ^ i (3.3)
A partir des ensembles Ki, il est possible d'identifier Pensemble des fautifs potentiels
(Pensemble Ps). Ainsi, 1'equation 3.4 indique la maniere de construire 1'ensemble Ps. En
premier lieu, il faut calculer Pensemble des composants pouvant contaminer la totalite
des elements de Fensemble AR. Ce resultat intermediaire devra etre ampute de tous les
noeuds pour lesquels il existe au moins un chemin vers un composant avec une alarme
inactive.
ps = n ^ - u ^.. (3.4)
V€AR VC(A-AR)
En utilisant Ie cas presente par la figure 1.3, nous obtenons: Kg = {a, 6, c,^}, K^ =
{a,c,d,h}, Km = {a,b,c,d,f,g,h,ij,k,m}, AR = {g,h,m}, Kf = {a,,b,f}, K, =
{a, 6, e, /, %}, Kj = {a, &, /, j} et A — Ap = {/, %, j'}. A partir de ces ensembles, il est pos-
sible d'appliquer 1'equation 3.4 pour obtenir Ps = {c}. Le resultat obtenu est tout a fait
consistant et coherent. Par contre, on remarque qu'il y a beaucoup de chevauchements
entre certains ensembles.
Les systemes pouvant etre de tres grande taille, les chevauchements risquent d'entrainer
une explosion du nombre de messages a trailer en plus d'occuper beaucoup d'espace pour
emmagasiner chacun des ensemble Ki. A titre d'exemple, la figure 1.3 permet de visuali-
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ser des cas de chevauchement. Puisque m ->- j ^- f, on remarque que: Kj- C Kj C Km-
Le chevauchement etant evident, il faut trouver un moyen pour Ie reduire sans toutefois
alourdir Ie traitement.
En introduisant les ensembles K{^ nous souhaitions simplifier Ie traitement necessaire
afin d'identifier 1'ensemble des fautifs potentiels (Ps)- A prime abord, il serait tentant
d'eliminer entierement Ie chevauchement entre les ensembles Ki. Intuitivement, les che-
vauchements correspondent a 1 ensemble des composants couverts par chacun des ancetres
SEO d'un noeud SEO. Pour restreindre 1'ensemble K^ il est sufHsant de faire 1'union de
tous les ensembles Ki parmi les ancetre d'un noeud et de soustraire Ie resultat obtenu a
Pensemble Ki local.L'equation 3.5 presente 1'ensemble obtenu (note Ki).
K~^K.-( J (T-l)t(v)+{ve((K,-{z})nA)}) (3.5)
ve((^-{0)nA)
Une telle action amenerait certaines complications. Nous savons que Ie cas d'un compo-
sant ayant une alarme active permet de conclure que tous les successeurs de ce composant
ne peuvent plus etre soupgonnes fautifs. Ainsi, il est possible d'etablir deux categories
pour les composants de type SEO. L'equation 3.6 presente les composants SEO de pre-
mier niveau alors que 1'equation 3.7 presente les composants SEO du second niveau.
Un composant v SEO est de premier niveau si et seulement si
,3 x € KV- {v} tel que x C A (3.6)
Un composant v SEO est de second niveau si et seulement si
3x0 Ky-{v} tel que x G A (3.7)
Pour les composants SEO de premier niveau, la construction de Pensemble K{ selon la
formule 3.5 n'apporte aucune difference par rapport a 1'ensemble Ki. Par contre, en uti-
lisant la formule 3.5 pour les composants SEO de second niveau, une information tres
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importante est perdue: Ie niveau du composant.
Au sens du diagnostic, la difference est tres simple entre les deux types de composants.
Un composant de premier niveau peut affirmer que Pelement fautif fait partie de son
ensemble K{. Par contre, un noeud de second niveau doit s'assurer qu'aucun de ses pre-
decesseurs possede une alarme active avant de pouvoir conclure que Ki C Pg. En utilisant
la restriction stride sur les chevauchements, les composants devraient etablir a quel ni-
veau ils se situent afin d'etablir sa strategie. Pour les composants du second niveau, cette
etape est acceptable, par contre, dans Ie cas des composants du premier niveau, cette
etape serait superflue et meme inutile.
On constate qu'il est necessaire de faire un compromis entre la taille des ensembles Ki et
la complexite engendree par une restriction trap stricte de ces ensembles. La complexite
introduite provenant de la perte d'information reliee au niveau des composants, il est
imperatif de conserver cette information. Puisqu'il suffit de regarder les ancetres d'un
composant pour savoir a quel niveau il appartient, il faut s'assurer de conserver les com-
posants munis d'alarme dans les ensembles Ki. En utilisant la formule 3.8, ce compromis
est assure.
K~i=K,-( J (F-TM) (3.8)
^?-{0)nA)
Ainsi, pour chaque composant SEO, une trace de son appartenance au premier ou au
second niveau est conservee. L'algorithme presente a la section 3.2 utilise les ensembles
decrits par 1 equation 3.8 comme donnees de base afin de calculer 1'ensemble des compo-
sants potentiellement fautifs. II faut noter que Ie composant fautif se trouve obligatoire-
ment dans les ensembles Ki des composants munis d'une alarme active. Par contre, parmi
les composants des ensembles Ki, certains ne peuvent pas etre retenus potentiellement
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fautifs (ainsi que leurs ancetres) puisqu'ils possedent une alarme inactive. L'equation 3.9
presente la maniere de calculer 1'ensemble Ps.




Afin de construire un algorithme distribue a partir des definitions presentees a la section
3.1, il faut apporter certaines extensions au protocole de communication tel que defini
a la section 1.2. Le tableau 3.1 presente les modifications apportees a un sous ensemble
des messages du protocole original. Ce sous ensemble est compose du groupe minimal de
messages necessaires pour diagnostiquer les origines possibles d'une faute. Pour certains
messages, on remarque 1'ajout de 1'ensemble Fs comme parametre supplement aire. Get
aj out est utilise afin de tirer profit des ensembles Ki.
Message
< NA, m >
< MA, m, Fs >
< RA, m, Fs >
< JA, m, F^ >
< RC, m, Fs >
Signification
Le composant m a detecte une faute (alarme active).
Le noeud m accuse 1'ensemble Fs d'etre fautifs.
Le noeud m tente de trouver un descendant qui
pourra discriminer les elments de Fs.
Le noeud m avise ses descendants qu'ils ne ne peut rien dire a propos des
elements de Fs.
Le noeud m veut identifier Petat des composants de 1'ensemble Fs .
Tableau 3.1: Protocole de communication etendu
Pour amorcer la phase de diagnostic, il faut necessairement disposer d'un processus per-
mettant a un composant SEO de detecter la presence d'une faute. En resume, lorsqu'une
faute apparait dans Ie systeme, un ensemble de composants munis de senseurs detectent
la presence de cette faute, manifestent la presence de la faute et envoient Ie message
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approprie (NA) a 1'objet relie a ces senseurs. C'est a partir d'ici que Ie processus de
diagnostic distribue est amorce.
Initialement, seuls les composants SEO muni d'une alarme active peuvent demarrer la
phase de diagnostic. Selon Ie choix d'implant ation des ensembles K^ il faut separer Ie
traitement des composants SEO du second et du premier niveau. Ainsi, un composant
du second niveau doit reporter a plus tard son diagnostic. II doit auparavant s'assurer
qu'aucun de ses predecesseurs ne possede une alarme active puisque dans cette eventua-
lite, il n'est pas certain qu'il soit possible de construire un ensemble Ps consistant.
On sait qu'un composant SEO possedant une alarme active peut amener une inconsis-
tance au niveau de 1'identification de 1'ensemble Ps. On sait aussi qu'aucune inconsistance
ne sera introduite si un composant SEO avec une alarme active ne possede pas un prede-
cesseur SEO manifestant la presence d'une faute. Afin de verifier cette condition, il faut
simplement s'assurer qu'aucun predecesseur d'un composant SEO muni d'une alarme
active ne possede une alarme active. Dans ce cas, Ie composant SEO se comportera
comme un composant SEO de premier niveau. Dans Ie cas contraire, il ne participera pas
au diagnostic. L'algorithme 3.1 presente 1'amorce de la phase de diagnostic. II faut re-
marquer que Ie symbole 7^ utilise dans les algorithmes representent Ie composant courant.
A partir du moment ou Ie processus est en marche, Ie principe est assez simple. Les
composants munis d'alarme possedent des ensembles d'evenements pouvant etre surve-
nus anterieurement (les ensembles Ki). A la section 3.1, Pequation 3.9 fut definie. Cette
equation permet de calculer Ps a partir des ensembles Ki. II s'agit maintenant d'iterer
tant et aussi longtemps que les composants impliques dans Ie diagnostic n'arrivent pas




Action Si (((K# - {#}) n A) = ^)
1. TAB^.ei&i = NOK (V v € K#);
2. Ps = %;
3. Send < MA,#,7^ > To r-l(#).
Sinon
1.Ps - K#;
2. An = ((K# - [#})nA)
3. Send < RC,#,AR > To F-l(#).
Algorithme 3.1 — Notifier les alarmes
expliquer 1' ensemble des alarmes du premier niveau.
Dans certains cas, les composants SEO munis d'une alarme active doivent reporter a plus
tard leur diagnostic, Ie temps de s'assurer qu'aucun de leurs predecesseurs ne possede
une alarme active. L'algorithme 3.2 presente Ie cas pour les composants NSO alors que
Palgorithme 3.3 permet d'identifier les traitements pour les composants SEO.
Object Type NSO
Event Receive < RC, x,Fs >
Action 1. Send < RC, x, Fs > To r-l(#).
Algorithme 3.2 — Rechercher couverture pour leg composants NSO
Object Type SEO
Event Receive < RC, x,Fs >
Action Si (# € F^)
l^Send < JA, ^Fs-#>To T(#).
Algorithme 3.3 — Rechercher couverture pour les composants SEO
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Lors de la recherche de couverture, il faut trouver des composants SEO munis d'alarme
inactive. Des qu'un tel composant est trouve, il est imperatif d'aviser les descendants. II
ne faut pas oublier que les composants Faulty SEO doivent s'assurer qu'ils sont du premier
niveau avant de pouvoir identifier Ps. La maniere d'identifier qu'il existe un composant
SEO muni d'une alarme inactive parmi les ancetres d'un composant est 1'envoie du mes-
sage permettant d'innocenter les ancetres. L'algorithme 3.4 presente les traitements a
realiser pour les composants NSO et Faulty NSO alors que Falgorithme 3.5 permet de
trailer Ie cas des composants SEO.
Object Type Faulty NSO, NSO
Event Receive < I A, x, Fs >
Action Send < I A, x, Fs > To F(^).
Algorithme 3.4 — Innocenter les ancetres pour les composants NSO et Faulty NSO
Object Type Faulty SEO
Event Receive < I A, x, Fs >
Action 1. Ap = Fs C\AR
Si (AR = ^
1.1. TAB^.etat = NOK (V v e (K^ - A));
1.2.Ps=K^=(K#-A);
1.3. Send < MA,#,Ps > To F-l(^).
Algorithme 3.5 — Innocenter les ancetres
Maintenant que les modules permettant de s'assurer que seul les composants munis
d'alarme du premier niveau sont impliques dans Ie diagnostic, regardons les messages
permettant d'obtenir Pensemble Ps. Le premier message qui retiendra 1'attention sera
Ie message de mise en accusation. Deux types de composants peuvent Ie recevoir: les
composants NSO et les composants Faulty NSO. Dans Ie cas des composants NSO, Ie
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composant qui reQoit Ie message de mise en accusation doit changer d'etat, accuser ses
ancetres et tenter de se trouver un alibi. L'algorithme 3.6 illustre les traitements a rea-
User lors de la reception d'un message de mise en accusation pour un composant NSO.
Dans Ie cas des composants Faulty NSO, Ie message de mise en accusation possede une
autre signification. La premiere action que doit poser un composant Faulty NSO, lors
de la reception d'un message de mise en accusation, est de s'assurer que Pensemble Fs
permette de modifier Pensemble Ps. Autrement dit, Pensemble Fs permet de restreindre
1'ensemble Ps. Si Pensemble Ps est modifie, il faut tenir compte des modifications qu'ap-
portent Fensemble Fg avant de propager ces changements. Si Pensemble Ps n'est pas
modifie, il suffit d'ignorer Ie message de mise en accusation. L'algorithme 3.11 presente
les details de la reaction des composants Faulty NSO face a la reception d'un message de
mise en accusation.
Object Type NSO
Event Receive < MA, x, Fs >
Action 1. TAB^.etat = NOK (V v C ^5);
2. Ps == Fs,
3. Send < MA,x,Fs > To F-l(#);
4. Send < RA,x,Fs > To F(#).
Algorithme 3.6 — Mettre en accusation pour les composants NSO
Les quatres prochains algorithmes presentes (algorithmes 3.7, 3.8, 3.9, 3.10) concernent
Ie message de recherche d'alibi. Le premier algorithme concernant la recherche d'alibi,
Palgorithme 3.7, permet au composant SEO d'innocenter Pensemble de leur ancetres.
L'algorithme 3.8 permet aux composants Faulty SEO de propager les changements de
1'ensemble Ps lorsqu'il est necessaire de modifier cet ensemble.
Les cas les plus simples de recherche d'alibi sont reserves aux composants NSO et Faulty
NSO. Pour les composants NSO, la seule issue qui se presente est de rechercher un alibi
parmi leurs descendants (algorithme 3.9). En ce qui concerne les composants Faulty NSO,
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Object Type SEO
Event Receive < RA, x,Fs >
Action Si ((Fs n K#) + <!,}
1. Ps = Fs - K#;
2. Send < MA,#,Ps > To F-l(#);
Sinon
1. Ps = Fs.
Algorithme 3.7 — Rechercher un alibi pour les composants SEO
Object Type Faulty SEO
Event Receive < RA, x,Fs >
Action Si (Ps + (Fs n 7^ n Ps)) et ((7?# - {#}) nA)=<t>)
1. TAB^.eiai = OK (V ^ € (P^ - ^s));
2. Ps = Fs n ?5;
3. Send < MA,#,?s > To F-l(#).
Algorithme 3.8 — Rechercher un alibi pour les composants Faulty SEO
en plus de rechercher un alibi parmi leurs descendants, ils doivent mettre a jour Ie champ
etat de la stucture de donnees TAB pour tous les composants qui ont changes d'etat
(algorithme 3.10).
Object Type NSO
Event Receive < RA, x,Fs >
Action 1. Send < RA,x,Fs > To F(#).
Algorithme 3.9 — Rechercher un alibi pour les composants NSO
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Object Type Faulty NSO
Event Receive < RA, x,Fs >
Action Si (Ps ^ Fs)
1. TAB^.etat = OK (V ve (PS - Fs));
2. Ps = ?5 n F^;
3. Send < RA, x, Fs > To F(#).
Algorithme 3.10 — Rechercher un alibi pour les composants Faulty NSO
Object Type Faulty NSO
Event Receive < MA, x, Fs >
Action Si (PS ^ Fs)
1. TAB^.eiat = OK (V v e (P^ - i7s));
2.Ps=PsnFs;
3. Send < RA,x,Ps > To F(#);
4. Send < MA,x,Ps > To F-l(^).
Algorithme 3.11 — Mettre en accusation pour les composants Faulty NSO
3.3 Exemple
A la section precedente (section 3.2), un ensemble de modules permettant d'identifier
1'ensemble Ps furent presentes. Maintenant, cette section presentera Ie deroulement, etape
par etape, de Palgorithme a 1'aide d'un exemple. Le systeme sera compose de six noeuds
dont trois composants munis d'alarme. La figure 3.1 presente ce systeme.
En consultant la figure 3.1, les donnees suivantes peuvent etre extraites: V = { a, b, c, d,
e,f},A= {b, e,f},A^ = {e,f}, ^ = { a,b },^e = { a, c,e}, ^ = { a, c, d, f }. Atm
de suivre Ie deroulement de 1'algorithme, on utilisera un tableau pour chaque composant.
Ce tableau permettra de voir les messages regus, Pensemble Ps, Ie changement d'etat du
composant, Ie temps local (ordre d'arrivee des messages pour un composant) et Ie temps
global. Toutefois, il faut noter que Ie temps global est ajoute seulement afin de faciliter la
comprehension generate, cette mesure n'etant pas disponible en realite. Le temps global
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Figure 3.1: Exemple « happened before »
permet de visualiser les actions entreprises simultanement dans Ie systeme.
Identification: a
Message
< MA, e, {a, c, e} >
< MA, /, {a, c} >
< MA, b, {c, e} >
< MA, 6, {c} >
< MA, 6, {c} >
































< RA, e, {a, c, e} >
< RA, f, {a, c} >




















< NA, e >
< RA, e, {a, c, e} >
< RA, f, {a, c} >
< RA, e, {a, c} >
< RA, b, {c} >


































< MA, /, {a, c, d, f} >
< RA, e, {a, c, e} >
< MA, /, {a, c} >
< MA, e, {a, c} >
< RA, f, {a, c} >
< RA, &, {c} >
< MA, e, {c} >












































< MA, /, {a, c, d, f} >
< MA, /, {a, c} >
< MA, e, {c} >
< RA, e, {c} >
Ps











< RA, e, {a, c, e} >
< RA, f, {a, c} >
< RA, f, {a, c, d, /} >
< RA, e, {a, c} >
< RA, f, {a, c} >
< RA, b, {c} >
< RA, e, {c} >
Ps














































En consultant Pensemble des resultats, on constate que tous les noeuds obtiennent Ie
meme diagnostic. Le resultat est done: Ps = { c }. Le resultat est consistant puisque
tous les composants non fautifs sont identifies comme tels et Ie noeud fautif est claire-
ment reconnu par tous les composants du systeme. Bien que 1'algorithme presente dans
ce chapitre permette de poser un diagnostic valide et consistant, il possede Ie desavan-
tage d'utiliser des ensembles statiques (Ki). Le prochain chapitre posera Ie probleme de




En definissant un calcul distribue par un ensemble de processus collaborant pour at-
teindre un but commun, sans partage de memoire globale et communiquant par passage
de messages, on constate la difficulte d'organiser et de synchroniser les evenements. La
difficulte d'ordonner les evenements provient de la difHculte d'etablir une coordination
totale entre les processus du systeme distribue [18]. Puisque dans un systeme distribue il
est tres difficile de maintenir et de synchroniser des horloges physiques, il sera necessaire
d'identifier une methode alternative permettant de synchroniser les evenements. Bien que
dans Ie cas de la relation de causalite, Raynal et al. [16] presentent 1'utilisation d'horloge
logique comme moyen suffisant pour etablir 1'histoire causale, il ne sera pas necessaire
d'utiliser de tels horloges pour synchroniser les evenements survenant dans les systemes
etudies.
Pour la suite du chapitre, la section 4.1 presentera les definitions soutenant 1'histoire
causale. La section 4.2 introduira un algorithme permettant de construire 1'ensemble Ps
en utilisant Phistoire causale et la section 4.3 presentera un exemple.
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4.1 Definitions
Avant de definir 1'histoire causale, il serait preferable d'etablir la terminologie couram-
ment utilisee afin de modeliser la relation de causalite. Soit un systeme <S, compose d'un
ensemble de processus asynchrones (les noeuds) note §1, 52; ••-, Si, ..., Sn- Au fur et a
mesure que Ie temps passe, une certaine suite d'evenements (e^, e^, ..., ef, e^+l, ...) se
manifestent au composant Si. On utilisera hi pour faire reference a cette sequence d'eve-
nements (equation 4.1).
='.° p1 px px+l
'Ji —^i ; <-z ? •••5 c't ; c'i ? ••• V'±-
La premiere question qui peut etre soulevee est de savoir si hi est regi par une relation
d'ordre total. La reponse a cette question est donnee par Baldy et al. [5]. En se basant
sur la relation « happened before » de Lamport [10 , Baldy et al. 5] etablissent que
1'ensemble des evenements survenant a un composant repond a un ordre total. Ainsi,
hi est totalement ordonne. Cette propriete sera designee par la relation d'enchainement
et elle sera notee (h^ <i). La regle d'enchamement (<^) exprime la dependance causale
pour Ie processus Si. La relation d'ordre total obtenue en appliquant <i a hi (equation
4.2) sera notee Tiz.
Hi = (hi, <i) (4.2)
Apres avoir etabli que les evenements survenant localement a un composant sont tota-
lement ordonnes et que seulement 1'envoie de messages, la reception de messages et les
evenements internes peuvent survenir a chacun des noeuds, comment peut-on qualifier
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1'ordonnancement des evenements survenant a deux composants difFerents?
Raynal et al [16] presentent la solution en introduisant la relation <msg- La relation <msg
represente 1'ordre etabli entre 1'envoie et la reception de chaque message en transit dans
Ie systeme. Ainsi, cette relation definit les dependances causales entre les evenements
d'envoi et de reception de messages. La relation d'ordre entre les messages est donnee
par 1 equation 4.3.
send(m) <msg receive(m) (4-3)
Pour obtenir une idee sur 1'ordre introduit par la relation <msgi Baldy et al. [5] apportent
1'explication suivante:
Soient x et y, deux messages provenant de deux processus difFerents.
X <msg V Si et seulement si x est 1'envoi d'un message et y est la
reception du meme message par un autre processus.
A partir de Pexplication fournie par Baldy et al. [5], on peut constater que la relation
<msg definie les dependances causales entre les evenements d'envoie et de reception d'un
meme message.
A ce point, il est maintenant pertinent de se demander si tous les evenements survenus
dans Ie systeme sont totalement ordonnes. La reponse a cette question est fournie par
Raynal et al. [16]. En effet, ils concluent que Pexecution distribuee d'un ensemble de
processus est soumis a un ordre partiel. L'equation 4.4 presente la notation utilisee pour
exprimer cet ordre.
H = (H, -<) (4.4)
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Introduisons a present 1'equation 4.5 comme suit:
H=[jhi (4.5)
I
Ainsi, Ie premier composant de 1'ordre H, Pensemble H (equation 4.5), represente tous les
evenements survenus dans Ie systeme. Intuitivement, 1'equation 4.5 exprime simplement
Ie fait que Phistoire causale globale (note H) est Punion de toutes les histoires causales
hi.
L'histoire causale globale se resume par Fagencement chronologique de deux types d'eve-
nements: les evenements internes (<i) et les evenements externes (<msg)- II est mainte-
nant possible d'exprimer Poperateur de preseance (note -<) sur H (equation 4.6).
^ = (<, U <m,g). (4.6)
Une telle relation peut se definir comme suit: soient deux evenements el et e2. Deux cas
peu vent se produire.
1. Si el et e2 proviennent du meme processus alors el -< e2 si et seulement si el <i
e2.
2. Si el et e^ ne proviennent pas du m^me processus alors el -< e2 si et seulement si
•msg ^^'
Pour chaque composant, nous disposons de 1'ensemble des evenements locaux (hi). Puisque
certains composants ne peuvent pas contaminer certains autres (propagation d'erreur) , il
est impossible d'ordonner certains evenements entre deux processus differents (processus
concurrents). La relation -< represente done les dependances causales de la totalite des
evenements lors de 1'execution distribuee d'un ensemble de processus.
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Puisque Phistoire causale represente seulement un ordre partiel, certains evenements ne
pourront pas etre ordonnes. Au fait, 1'histoire causale amene trois cas:
1. ei ^ 63
2. e-2 -< ei
3. ei || 62
Les deux premiers cas expriment la possibilite que deux evenements soient directement
ou transitivement dependants. Par exemple, ei -< 63 signifie que 62 est directement ou
transitivement dependant de ei. En d'autres termes, 1'evenement e\ est survenu avant
Fevenement 62. Mais, puisqu'il est impossible d'ordonner tous les evenements survenus
dans Ie systeme, nous devons admettre Ie troisieme cas: deux evenements peuvent etre
concurrents. Deux evenements seront concurrents si e\ -^ 63 ou 63 7^ ei.
Pour se familiariser avec la relation de causalite, nous utiliserons la figure 4.1. En regar-
dant cette figure, on remarque trois lignes horizontales (pl, p2, p3). II s'agit de Fespace
temps de chacun des trois processus d'un systeme. En plus du deroulement des processus,
nous pouvons observer des points representant les evenements survenant dans Ie systeme.
Certains evenements sont internes a un processus (a, c ,d) alors que d5 autres sont ex-
ternes (b, e). Ainsi, Pevenement a est un traitement interne du processus pl alors que
Pevenement b est 1'envoi d'un message du processus pl vers Ie processus p2 et Pevene-
ment g est la reception, par Ie processus p2, d'un message provenant du processus pl.
En appliquant la relation d'enchainement a chacun des processus de la figure 4.1 nous
obtenons 1'ordre total /Hi. Ainsi, Hpi = {a, b, c, d, e}, t-ip-2 = {f, g, h, i, j, k} et ^3 =
{1, m, n, o}. Mais, 1'ordre "Hi ne donne pas d'information concernant 1'agencement des
evenements entre plusieurs processus. Afin d'obtenir cette information supplement air e,
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Figure 4.1: Diagramme d'execution pour la relation de causalite
nous utiliserons Pordre H. En plus de la relation d'ordre Tii, on peut remarquer aussi:
b -< g,h^ m, o-^ eei e-<j. Nous obtenons done 1'ordre H = {a, b, f, g, h, 1, m, n,
o, c, d, e, i, j, k}. Toutefois, il ne faut pas oublier que 1'ordre H est seulement un ordre
partiel. Pour s'en convaincre, il suffit de regarder, par exemple, la relation qu'il existe
entre les composants a et /. En efFet, il est impossible de dire quel evenement est survenu
avant 1'autre done a || /. Maintenant que la relation de causalite est presentee, il est pos-
sible de regarder Peventualite de developper un algorithme utilisant cette relation afin de
diagnostiquer les composants fautifs pour un systeme distribue comme ceux presentes au
chapitre 1
4.2 Algorithme
Avant de developper 1'algorithme, il faut regarder 1'heritage que laisse 1'histoire causale,
les structures de donnees qui seront necessaires, les modifications a apporter au protocole
et bien entendu, les grandes etapes qui permettront de realiser un diagnostic consistant
et valide.
En prenant pour acquis que Fensemble des composants potentiellement fautifs est connu,
58
comment peut-on utiliser Phistoire causale afin d'identifier Ie noeud coupable? A cette
question, Pequation 4.7 amene une partie de la solution. Le processus de diagnostic etant
amorce par les composants munis d'une alarme active, la construction de Fhistoire causale
sera amorcee a partir de ces composants. Ainsi, pour chaque candidat, son histoire causale
devra contenir au minimum Fensemble de tous les composants avec une alarme active.
Avant de presenter Pequation 4.7 il faut noter une extension apportee a la notation de
Phistoire causale. Selon 1'equation 4.6 1'histoire causale s'applique entre deux composants.
Pour simplifier la notation, il sera possible d'utiliser Phistoire causale entre un composant
et un ensemble. Pour interpreter cette modification, il faut comprendre que 1'operateur
d'ordre (-<) doit s'appliquer a chacun des elements de 1'ensemble implique.
H= {x: x -< y, x C AR, et y <E P^} (4.7)
L'equation 4.7 a presente la maniere de construire 1'histoire causale. Maintenant, il faut
identifier Ie composant fautif a partir de Pensemble H. Pour qu'un composant soit candi-
dat, il doit provoquer toutes les alarmes parmi ses descendants de type SEO. L'equation
4.8 permettra au composant x d'identifier les composants fautifs.
Si x € C et By; = Api alors Coupable(?/).
ou Api est Pensemble des alarmes bruyantes selon Ie composant y (4.8)
En ce qui concerne les structures de donnees, il ne sera pas necessaire d'utiliser la struc-
ture TAB tel que definie precedemment. Plutot que d'utiliser une seule structure de
donnees, Palgorithme utilisera un ensemble de structure, plus specialisees, afin d'obtenir
plus efficacement un diagnostic. En plus des ensembles bien connus AR, et Ps, nous ajou-
terons Fensemble H pour recevoir les composants formant Phistoire causale, la liste « To
Confirm », 1'ensemble « To Process » et la liste de tous les messages de mise en accusation
(MA) et de recherche d'alibi (RA) regue a chaque composant. La liste « To Confirm »
sera utilises afin d'emmagasiner les messages necessitant une reponse afin d'executer Ie
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diagnostic. Au fait, il y a deux messages qui peuvent etre qualifies de messages de re-
quetes : la mise en accusation et la recherche d'alibi. Ces deux messages representent Ie
noyau de Palgorithme permettant de construire 1'histoire causale et Pensemble AR,. Le
dernier ensemble qui doit etre introduit, I'ensemble « To Process », sert uniquement a
discriminer entre difFerents composants concurrents pour savoir lequel peut-etre retenu
fautif. Get ensemble contient deux elements: un composant potentiellement fautif et 1'en-
semble Api soutenant la candidature du premier element.
Afin de realiser Ie diagnostic, Ie travail a accomplir sera divise en trois etapes : identifier
la liste des candidats potentiels, construire 1'histoire causale et identifier Ie composant
coupable. II faut noter que les deux premieres etapes devront absolument etre completees
avant de pouvoir identifier adequatement Ie coupable. Pour arriver a realiser 1'ensemble de
la tache, Ie protocole a du etre modifie. En plus des modifications apportees aux messages
existants (tableau 4.1, Ie message < GS , msg-ID > doit etre ajoute. Ce message permet
Message
< 7VA, m >
< MA, m, ms^ - ID >
< J?A, m, ms^ — ID >
< JA, m, ms^ — ID >
< ID, m, msg — ID >
< GS, msg - ID >
< PE, x, AR, NOK >
Signification
Le composant m a detecte une faute (alarme active).
Le noeud m accuse ses predecesseurs d'etre fautifs.
Le noeud m tente de trouver un descendant qui
pourra inniocenter ses ancetres.
Le noeud m avise ses ancetres qu'ils ne sont pas coupables.
Le noeud m avise ses descendants qu'ils ne sont pas
coupables.
Le message identifie par msg-ID ne peut rien apporter au
diagnostic.
Propager 1'identification du composant coupable.
Tableau 4.1: Protocole de communication pour I'histoire causale
simplement a un noeud de dire qu'il ne peut rien apporter de nouveau au processus de
diagnostic en rapport avec Ie message possedant Ie numero d'identification «msg-ID».
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Lorsqu'un accuse de reception est expedie, il faut enlever Ie message demandant 1'ac-
cuse de reception de la liste des messages re^us. II est necessaire puisque les messages
de requetes doivent necessairement obtenir une reponse avant de pouvoir executer ade-
quatement leur diagnostic. La suite de cette section sera consacree a la presentation de
Palgorithme. II faut noter que Ie caractere 7^ represente Ie noeud courant et que la fonc-
tion MSG-ID (message) retourne un numero d'identification unique pour chaque message.
Lorsqu'une faute se manifeste, les senseurs des objets SEO la detecte et un message
de notification d'alarme est genere (NA). Les composants SEO qui ont detecte la faute
amorce Ie processus de diagnostic. Us tenteront alors de rendre leurs ancetres coupables
pour la faute qu'ils ont detectee. Dans Ie cas ou il n'existe pas d'ancetre, Ie composant
SEO doit conclure qu'il est coupable (e Ps)- L'algorithme 4.1 presente les details lors de
la reception du message de notification d'alarme.
Object Type SEO
Event NA
Action Aj outer # a AR;
Aj outer # a H^;
Si r-l(#) - <!>
Aj outer # a Ps,
Aj outer # et Ap a To Process;
Send <PE, #, A^, NOK> To F(#), F-l(#);
Sinon
Ajouter MSG-ID<MA, y> a To Confirm V y G F-l(#);
Send <MA, #,MSG - ID<MA,y» V y € F-l(#).
Algorithme 4.1 — Notifier les alarmes
Les deux modules suivants presentent Ie traitement des messages de mise en accusation
pour les objets de type SEO et NSO. Dans Ie cas des objets NSO (algorithme 4.2), la
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mise en accusation oblige Ie composant a tenter de se trouver un alibi par 1'envoi du
message de recherche d'alibi (RA). De plus, Ie composant NSO tentera de rendre ses
ancetres responsables de la faute (envoie du message de mise en accusation). Dans Ie
cas d'un composant SEO, il y a deux possibilites d'actions. Si Ie composant possede une
alarme active, il peut conclure que tous ses descendants sont non fautifs. Par contre,
si Ie composant ne possede pas d'alarme active, il ne peut rien apporter de nouveau
au diagnostic. L'algorithme 4.3 presente les details des traitements a realiser pour les
composants SEO recevant un message de mise en accusation.
Object Type NSO
Event <MA, x, msg-id>
Action Aj outer x a AR;
Aj outer x a H^-,
Ajouter MSG-ID<MA, y> a To Confirm V y C F-l(#);
Ajouter MSG-ID<RA, y> a To Confirm V y G F(#);
s; r-l(#) - ^
Send <GS, msg-id> To F(#);
Send <MA, x, MSG-ID<MA, y» V y € r-l(#);
Send <RA, x, MSG-ID<RA, y» V y C F(#).
Algorithme 4.2 — Mettre en accusation les composants NSO
Object Type SEO
Event <MA, x, msg-id>
Action Si # ^ ringing
Send <GS, msg-id> To F(#);
Sinon
Send <ID, x, msg-id> To T(#).
Algorithme 4.3 — Mettre en accusation les composants SEO
Les messages de recherche d'alibi peuvent etre regus par les composants NSO et SEO.
Dans Ie cas des composants NSO, ils ne peuvent rien apporter au diagnostic. Us devront
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tout de meme poursuivre la recherche d'alibi parmi leurs descendants (voir Palgorithme
4.4). Par contre, des qu'un composant SEO regoit un message de recherche d'alibi, il doit
aviser ses ancetres qu'ils ne sont pas fautifs. Les details pour les composants SEO sont
presentes par Falgorithme 4.5.
Object Type NSO
Event <RA, x, msg-id>
Action Si F(^) = (f)
Send <GS, msg-id> To F-l(#);
Sinon
Ajouter MSG-ID<RA, y> a To Confirm V y C F(#);
Send <RA, x, MSG-ID<RA, y» V y € F(#).
Algorithme 4.4 — Recherche d'un alibi pour les composants NSO
Object Type SEO
Event <RA, x, msg-id>
Action Si # ^ ringing
Send <IA, x, msg-id> To r-l(#);
Sinon
Aj outer x a Aj,-;
Send <GS, msg-id> To F-l(#).
Algorithme 4.5 — Rechercher un alibi pour les composants SEO
L'algorithme 4.6 permet d'innocenter les descendants pour les composants SEO et NSO.
Get algorithme est necessaire lorsqu'il existe un ancetre muni d'un alarme active. Dans
Ie cas des composants SEO muni d'une alarme inactive, on fera appel a Palgorithme 4.8
lorsqu'un ancetre recherche un alibi.
Les deux derniers algorithmes qui ne sont pas encore presentes, 1'algorithme 4.7 et 1'algo-
rithme 4.9, servent respectivement a confirmer la reception d'un message et a propager
les changements d'etats des composants.
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Object Type SEO, NSO
Event <ID, x, msg-id>
Action H = (f);
Enlever msg-id de la liste To Confirm;
Send <ID, x, MSG-ID<MA, y» V y € F(#)>.
Algorithme 4.6 — Innocenter les descendants pour tous les composants
Object Type SEO, NSO
Event <GS, msg-id>
Action Enlever msg-id de la liste To Confirm;
Si Liste Vide(To Confirm)
Confirmer tous les messages pour lesquels
aucun accuse de reception n'a ete expedie;
Si AR = H et (AR et H) ^ (/)
Send <PE, #, A^ NOK> To F(#), F-l(#);
Aj outer # et Ap a To Process;
Algorithme 4.7 — Le composant courant fait seulement accuse reception d'un message
Object Type NSO
Event <IA, x, msg-id>
Action H = cf)\
Enlever msg-id de la liste To Confirm;
Confiirmer toutes les mises en accusation;
Send <IA, x, MSG-ID<RA, y» V y € F-l(#).
Algorithme 4.8 — Innocenter les ancetres pour les composants NSO
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Object Type SEO, NSO
Event <PE, x, Ap, NOK>
Action Si x et Ap ^ To Process
Ajouter x et AR a To Process;
Send <PE, x, AR, NOK> To F(#), F-l(#).
Algorithme 4.9 — Propager la liste des fautifs potentiels
4.3 Exemple
Dans cette section, nous regarderons les resultats produits en appliquant 1'algorithmes
utilisant Phistoire causale au graphe illustre par la figure 4.2. Avant qu'une faute se
produise, Ie systeme est stable et les noeuds presentent tous un etat a OK.
Figure 4.2: Premier cas
A un certain moment, deux alarmes se manifestent et Ie processus de diagnostic est en-
clenche par les composants ayant une alarme active, i.e. les noeuds d,e. La figure 4.3
presente la situation apres Ie declenchement des alarmes.
Avant de regarder les resultats obtenus, il faut se rappeler que Ie temps local et Ie temps
global sont utilises afin de faciliter la comprehension des resultats. Le temps local per-
met d ordonner les messages regus par chaque composant alors que Ie temps global fait
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reference a 1'etape de la phase de diagnostic.
Figure 4.3: Manifestation d'une faute
Voici maintenant 1'ensemble des messages echanges lors de 1'execution de 1'algorithme.
Identification: a
Message
< MA, d, cl >
< MA, e, c4 >
< JA, d, al >
< JA, e, a3 >






























< jRA, d, al >
<GS,cl>

























< MA, d, c?l >
< MA, e, el >
< RA, d, a2 >
< GS, d >
< RA, e, a4 >
<GS, c4 >
^GS^1>
< GS, c5 >
< GS, c3 >
< GS, c6 >
<GS^>
< GS, c9 >
< GS, cS >


















































< RA, d, c2 >
< RA, e, c5 >
< RA, d, c7 >
< RA, e, c9 >


































< RA, d, c3 >
< RA, e, c6 >
< RA, d, c8 >
< RA, e, clO >
< GS, dl >






























A la fin de 1'algorithme, chaque composant obtient Ie meme resultat: Ie composant c est
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Dans ce chapitre, nous regarderons les resultats produits en appliquant les trois algo-
rithmes (solution intuitive, la relation « happened before » et 1'histoire causale) au
graphe illustre par la figure 5.1. Avant qu'une faute se produise, Ie systeme est stable









Figure 5.1: Premier cas
A un certain moment, deux alarmes se manifestent et Ie processus de diagnostic est en-
clenche par les composants ayant une alarme active, i.e. les noeuds c, g. La figure 5.2
presente la situation apres Ie declenchement des alarmes.
69
Pour la suite du chapitre, la section 5.1 presentera les resultats obtenus en appliquant la
solution intuitive, la section 5.2 donnera, pour Ie meme graphe (figure 5.2), 1'ensemble
des messages echanges pour obtenir un diagnostic valide et consistant alors que la section
5.3 permettra de comparer les resultats obtenus par les deux premiers algorithmes par
rapport a Papproche utilisant 1'histoire causale.
Avant de regarder les resultats obtenus, il faut se rappeler que Ie temps local et Ie temps
global sont utilises afin de faciliter la comprehension des resultats. Le temps local per-
met d'ordonner les messages regus par chaque composant alors que Ie temps global fait
reference a Petape de la phase de diagnostic.
Figure 5.2: Manifestation d'une faute
5.1 Resultats en utilisant la solution intuitive
Avant de presenter les resultats, il faut prealablement faire un rappel de la methode
intuitive. Pour qu'un composant soit considere fautif, il doit respecter deux conditions:
ne pas avoir d'alibi et couvrir toutes les alarmes bruyantes. Un composant possedera un
alibi dans les cas suivants:
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1. Gas 1: x est muni d'une alarme qui ne se manifeste pas;
2. Gas 2: 3 ?/ G (F~ )* (a;) tel que y est muni d'une alarme active;
3. Gas 3: 3 y G F*(^) tel que ?/ est muni d'une alarme inactive;
L'algorithme est done divise en deux phases: les composants doivent se trouver un alibi
et par la suite, 1'ensemble des composants sans alibi devra etre restreint aux composants
couvrant toutes les alarmes du systeme.
Void les resultat lors de la premiere etape de Falgorithme intuitif (Etendre Ps).
Identification: a
Message
< MA, c >
< PE, c, c, 7VOK >
< PE, f, c, NOK >
< PE, g, c, NOK >
< JA, d >
< PE, f, d, NOK >
<PE,g,d,NOK>
< JA, d >
< PE, b, d, NOK >
< PE, e, d, NOK >
< PE, e, c, A^W >
< PE, /, c, OJ^" >
< PE, b, d, OK >






















































< MA, e >
< PE, e, e, TVOil: >
<PE,g,e,NOK>
< I A, d >
< PE, a, d, NOK >
<PE,c,d,NOK>
< PE, /, d, NOK >
<PE,g,d,NOK>
< JA, d >
< PE, c, e, A^OTT >
<PE,f,e,NOK^




















































< RA, c >




< PE, a, a, OJ^ >
< PE, e, /, NOK >
<PE,f,f,OK>
< PE, a, a, OK >
< PE, b, a, NOK >
< PE, e, a, A^OiT >



















































< RA, a >






< RA, b >









< PE, a, f, NOK >
<PEJ,f,OK>
<PE,a,a,OK>











































































< MA, g >
<PE,g,g,NOK>
< PE, c,g, NOK >
<PEJ,g,NOK>
< RA, b >
< PE, b, b, NOK >
< PE, a, d, NOK >
< PE, b, b, OK >
< PE, a, 6, AWC >






























































< PE, a, c, M^ >
<ID,c>
< PE, c, d, Oi^ >
< PE, b, d, NOK >
<PE,e,d,NOK>
< PE, a, c, OK >
< PE, a, d, OK >






















































< RA, e >






< PE, a, /, NOK >
<ID,f>
< PE, f, f, OK^













































































Tableau 5.1: Resultats de I'algorithme Etendre Ps
En regardant les resultats precedents, nous obtenons les valeurs quantitatives presentees
par Ie tableau 5.2. On peut remarquer que la grande majorite des messages echanges
sont des messages de propagation de changement d'etat. II serait probablement possible
d optimiser 1 algorithme en reduisant Ie nombre de messages de propagation.
A partir des informations contenues dans la structure de donnees TAB (tableau 2.3), il
est maintenant possible d'etablir les ensembles Ap, Api, et Ps. L'ensemble AR correspond


















































Tableau 5.2: Resultats quantitatifs de I'algorithme Etendre Ps
permet d'identifier les elements de 1'ensemble AR de premier niveau, i.e. Ie composant c.
Afin d'etablir Ie contenu de 1'ensemble Ps, on doit regarder la colonne etat de la structure
de donnees TAB (tableau 2.3). Dans Ie cas de 1'exemple etudie, Ps = {c, e}. Apres
avoir execute les calculs precedents, il est maintenant possible de passer a Palgorithme


















< PE, c, d, NOK >
























< PE, c, a, NOK >

















































































Tableau 5.3: Resultats de I'algorithme Restreindre Ps
Le tableau 5.4 presente les resultats quantitatifs pour Palgorithme Restreindre Ps. Ce
qui peut etre retenu pour la solution intuitive, c'est qu'elle necessite treize etapes, qu'il y
a eu cent dix neuf messages d'echanges et que quatre vingt deux pourcent des messages
sont des messages de propagation d etat. Tout ceci, pour un graphe de sept composants,









































Tableau 5.4: Resultats quantitatifs de I'algorithme Restreindre Ps
5.2 Resultats en utilisant la relation « happened be-
fore »
Avant de presenter les resultats produits par 1'algorithme utilisant la relation « happened
before », il faut rappeler certaines notions. Tout d'abord, il y a les ensembles Ki. Ces
ensembles contiennent les candidats pouvant expliquer 1'alarme au composant %. II ne
faut pas oublier que ces ensembles sont construites de maniere statique. Pour construire
les ensembles K^ nous avons utilise la relation « happened before ». On peut maintenant
regarder les resultats produits par Fapplication de Palgorithme « happened before ».
Identification: a
Message
< MA, c, {a, c} >









































< RA, c, {a, c} >
< RC,g, {c, d} >
< RA, d, {c} >




























< RA, c, {a, c} >
< RC, g, {c, d} >
< RA, d, {c} >
< RA, d, {c} >









































< RC, g, {c, d} >














< JA, d, {c} >
< RA, d, {c} >
Ps
{c, d, e, f, g}















En regardant Ie tableau 5.5, on constate une nette amelioration par rapport a la solution
intuitive. Le nombre de messages echanges a chute de quatre vingt deux pourcent alors
que Ie nombre d etape a diminue de quarante six pourcent. II faut se souvenir que Ie
probleme majeur avec cette methode est 1'espace occupe par les structures statiques
(Ki}-
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Tableau 5.5: Resultats quantitatifs de I algorithme « happened before »
5.3 Resultats en utilisant l?histoire causale
A propos de 1'histoire causale, il faut se souvenir que Fobjectifest de reconstruire 1'histoire
des composants munis d'une alarme active. A partir de ces composants, on doit iden-
tifier quels sont les composants pouvant expliquer la manifestation des alarmes actives.
Tout comme dans les deux autres algorithmes, Ie demarrage s'effectue aux composants
munis d'une alarme active. Void maintenant 1'ensemble des messages echanges lors de
1 execution de 1 algorithme.
Identification: a
Message
< MA, c, cl >
<PE,c,{c},NOK>
< GS, al >
< I A, c, a2 >



















































































< GS, d >







































< RA, g, 62 >
<GS,e2>
< GS, f3 >






































< GS, e2 >
<GS,f3>
<PE,c,{c},NOK>






































































En regardant 1'ensemble des messages obtenus, on constate une regression des perfor-
mances par rapport a Falgorithme « happened before ». Le tableau 5.6 presente un





















































Tableau 5.6: Resultats quantitatifs de I'algorithme histoire causale
5.4 Comparaison quantitative des resultats







































Tableau 5.7: Comparaison quantitatives des trois algorithmes
En regardant les resultats de plus pres, on constate que Ie nombre d'etapes pour Pal-
gorithme utilisant Phistoire causale est comparable a celui de Palgorithme utilisant la
relation « happened before ». Par contre, Ie nombre de messages est plus eleve. II ne faut
pas oublier que 1'algorithme utilisant Phistoire causale necessite que chaque message de
mise en accusation et de recherche d'alibi soient confirmes. De plus, 1'algorithme utili-
sant la relation « happened before » profile d'un avantage important: un ensemble de
candidats est calcule a priori pour chaque alarme pouvant se manifester. Dans Ie cas de
Pexemple, les messages de recherche d'alibi et de confirmation de message (pour 1'his-
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toire causale) representent pres de soixante dix pourcent de tous les messages. Or, en
apportant certaines modifications au protocole de communication, il serait possible de
diminuer Ie nombre de recherche d'alibi et par consequent, Ie nombre de confirmations
de ces messages. Un composant ne devrait pas avoir besoin d'effectuer une recherche
d'alibi pour chaque mise en accusation qu'il regoit. En eliminant ces chevauchements, les
resultats de Palgorithme utilisant 1'histoire causale devraient etre comparables a ceux de
la relation « happend before ».
Regardons a present Ie cas de la solution intuitive. Le nombre de message etant consi-
derable, quels sont les ameliorations possibles? Le probleme majeur de cette solution
est indeniablement Ie nombre de messages de propagation d'etat (PE). En retardant Ie
diagnostic avant de propager un changement d'etat, il serait possible d'eliminer plusieurs
messages de changement d'etat. En retardant Ie diagnostic de culpabilite lors des mises
en accusation, Ie nombre de messages pourraient diminuer grandement.
CONCLUSION
Les systemes industriels devenant de plus en plus complexes, il devient evident que les
approches centralisees utilisees pour Ie diagnostic des fautes ne sont pas adequates. Dans
ce memoire, nous avons introduit une approche totalement distribuee dans Ie but d'arri-
ver un jour a un modele concret applicable dans la realite.
Parlant de modele, il faut maintenant constater que Putilisation des graphes orientes est
appropriee pour representer les systemes industriels. Pour s'en convaincre, il sufEt de
considerer ces systemes comme etant des systemes a propagation d'erreurs. Ainsi, une
erreur se propagera d'un composant a vers un composant b seulement s'il existe un lien
ou une chaine de liens entre Ie processus au composant a et Ie processus au composant b.
Apres avoir modelise Ie systeme par un graphe, il etait aussi necessaire de Ie doter d'une
capacite de communication et de structures de donnees. Les structures de donnees (dis-
tribuees) furent utilisees afin d'emmagasiner une vue locale de 1'etat general du systeme
dans chacun des composants. Pour completer Ie modele, nous avons ajoute des capacites
de communication. II ne faut pas oublier que nous souhaitions obtenir un diagnostic va-
lide et consistant. Par enrichissements successifs, nous avons developpe trois approches
difFerentes: une approche intuitive, une approche utilisant la relation « happened before »
et une troisieme basee sur 1'histoire causale.
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L'approche intuitive repose uniquement sur une remarque: un composant fautif provo-
quera la manifestation de toutes les alarmes qui seront dans ses successeurs. De cette
approche, on doit retenir ce qui suit:
1. un composant muni d'une alarme inactive permet d'innocenter tous ses antece-
dents;
2. un composant sera fautif s'il peut expliquer la manifestation de toutes les alarmes.
Bien que 1'approche intuitive fonctionne, elle presente un probleme majeur : on doit echan-
ger beaucoup de messages pour arriver a un diagnostic valide et consistant. Puisque Ie
temps de reponse est contraint, un tel algorithme ne peut pas repondre adequatement a
la tache consistant a identifier Ie composant fautif.
Puisque Papproche intuitive ne pouvait repondre adequatement, dans un delai raison-
nable, nous avons presente une seconde solution: la relation « happened before ». Par
1'approche intuitive, nous savions qu'un composant fautif doit etre en mesure d'expliquer
toutes les alarmes actives. II fallait done trouver un moyen pour que les composants mu-
nis d'alarmes soient en mesure d'identifier les noeuds potentiellement fautifs. Le moyen
propose fut 1'utilisation des ensembles Ki (Ki est Fensemble des candidats pouvant expli-
quer Palarme au composant i). Le probleme majeur de 1'emploi de tels ensembles reside
surtout dans la taille que peuvent prendre les ensembles Ki. II ne faut pas oublier que
Ron souhaite arriver a une solution applicable a des systemes industriels complexes qui
peuvent etre de grande taille. Nous devious done trouver une solution dynamique.
La solution dynamique que nous avons proposee repose sur Phistoire causale. En utili-
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sant cette approche, nous sommes assures de pouvoir faire evoluer 1 algorithme vers une
solution acceptable pour les systemes plus complexes. De par la nature distribuee des
systemes industriels, nous devions disposer d'un mecanisme de synchronisation entre les
evenements d'un meme processus et les evenements d'un ensemble de processus. Bien que
1'histoire causale ne permette pas cTobtenir un ordre total des evenements d'un systeme,
on obtient tout de meme un ordre partiel. Get ordre partiel permet, entre autres, d'iden-
tifier les processus dependants et les processus concurrents en introduisant une notion de
temporalite, notion tres importante pour les prochaines generations d'algorithmes distri-
bues.
Lorsque 1'on parle de la prochaine generation d'algorithmes, il faut etre conscient qu'il
reste du travail a accomplir avant de pouvoir appliquer les algorithmes a des systemes
industriels concrets. En realite, il est rare de voir des systemes ou la propagation d'er-
reur est instantanee. II sera done imperatif de lever cette restriction. Par la suite, il
serait interessant de voir Pimpact de restreindre la capacite de raisonnement seulement
aux composants munis d'alarmes (SEO). Apres avoir resolu les problemes precedents, il
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