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Abstract
The purpose of this paper is to investigate shifted (+1) Poisson structures in con-
text of differential geometry. The relevant notion is shifted (+1) Poisson structures on
differentiable stacks. More precisely, we develop the notion of Morita equivalence of quasi-
Poisson groupoids. Thus isomorphism classes of (+1) Poisson stack correspond to Morita
equivalence classes of quasi-Poisson groupoids. In the process, we carry out the following
programs of independent interests:
(1) We introduce a Z-graded Lie 2-algebra of polyvector fields on a given Lie groupoid
and prove that its homotopy equivalence class is invariant under Morita equivalence of Lie
groupoids, thus can be considered as polyvector fields on the corresponding differentiable
stack X. It turns out that shifted (+1) Poisson structures on X correspond exactly to
elements of the Maurer-Cartan moduli set of the corresponding dgla.
(2) We introduce the notion of tangent complex TX and cotangent complex LX of a
differentiable stack X in terms of any Lie groupoid Γ⇒M representing X. They correspond
to homotopy class of 2-term homotopy Γ-modules A[1] → TM and T∨M → A∨[−1],
respectively. We prove that a (+1)-shifted Poisson structure on a differentiable stack X,
defines a morphism LX[1]→ TX. We rely on the tools of theory of VB-groupoids including
homotopy and Morita equivalence of VB-groupoids.
1 Introduction
Recently, there has been increasing interest in derived algebraic geometry for shifted sym-
plectic and Poisson structures on moduli spaces as they have proved to be extremely
important in understanding fascinating theories such as Donaldson–Thomas invariants
[32] and quantum field theory [11]. The symplectic case was addressed first in [32] and
later shifted Poisson structures were developed (see [10, 27, 28, 33, 34, 36]). Although
very powerful post-Grothendieck machinery has been developed to deal with bad singu-
larities — both derived and stacky — in the context of algebraic geometry, we believe
it is valuable to develop a purely differential geometric approach to issues pertaining to
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symplectic and Poisson geometry that are specific to the smooth context. Both derived
and stacky types of singularities occur spontaneously in problems from classical symplec-
tic and Poisson geometry [37]. There, many existing tools from differential geometry can
be used and results can be sharpened. In this paper, we will thus focus on shifted (+1)
Poisson structures on differentiable Artin 1-stacks (or differentiable stacks in short).
Classical Poisson manifolds and shifted (+1) Poisson stacks are fundamentally different
in nature. While classical Poisson manifolds arise as phase spaces of Hamiltonian systems
in classical mechanics, shifted (+1) Poisson stacks are abstract mathematical construc-
tions capturing the symmetry of Hamiltonian systems featuring momentum maps. The
word ‘momentum’ denotes quantities whose conservation under the time evolution of a
physical system is related to some symmetry of the system. The shifted (+1) symplectic
stack [g∗/G] was perhaps the first instance (in a hidden form) of a shifted (+1) Poisson
stack encountered in the study of Hamiltonian systems. It can be credited to Mikami–
Weinstein [29] who showed that the usual Hamiltonian momentum map theory can in fact
be reformulated as a symplectic action of the symplectic groupoid g∗ oG⇒g∗. The latter
is indeed a presentation of the shifted (+1) symplectic stack [g∗/G].
In the late 1980’s, Weinstein introduced the notion of Poisson groupoids [38] in order
to unify Drinfeld’s theory of Poisson groups [12] with the theory of symplectic groupoids
[39]. The introduction of Poisson groupoids has led to many new developments in Poisson
geometry in the last three decades, one of them being the theory of quasi-Poisson groupoids
developed by two of the authors together with Iglesias-Ponte [18]. Roughly speaking, a
quasi-Poisson groupoid is a Lie groupoid endowed with a multiplicative bivector field
whose Schouten bracket with itself is ‘homotopic to zero.’ In the present paper, we
adopt the viewpoint that quasi-Poisson groupoids ought to be understood as shifted (+1)
differentiable Poisson stacks, a notion yet to be developed.
It is well known that differentiable stacks — more precisely isomorphism classes of dif-
ferentiable stacks — can be construed as Morita equivalence classes of Lie groupoids [7].
Hence one is naturally led to define shifted (+1) differentiable Poisson stacks as Morita
equivalence classes of quasi-Poisson groupoids. This immediately raises the following dou-
ble problem:
Problem 1. • What is Morita equivalence for quasi-Poisson groupoids?
• Given a quasi-Poisson structure on a Lie groupoid, is it possible to transfer it to any
other Morita equivalent Lie groupoid?
While the notion of Morita equivalence of Lie groupoids was easily extended to quasi-
symplectic groupoids [40], it does not admit a straightforward extension to quasi-Poisson
groupoids. Indeed, unlike differential forms, which are contravariant tensors, polyvector
fields are covariant tensors and cannot be pulled back. To overcome this difficulty, we
develop an alternative description of quasi-Poisson structures on a given groupoid Γ⇒M
as Maurer–Cartan elements of the dgla determined by a Z-graded Lie 2-algebra Σ•(A) d7→
T •multΓ constructed in a canonical way from the groupoid Γ⇒M — the construction is
explained in Section 2 and the Appendix.
This re-characterization of quasi-Poisson structures is closely related to the following
important question, which is of independent interest:
Problem 2. What are polyvector fields on a differentiable stack and how can we describe
them efficiently?
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Berwick–Evans and Lerman [5] proved that, given a presentation of a differentiable
stack X by a Lie groupoid Γ⇒M , the vector fields on X can be understood in terms of a
Lie 2-algebra consisting of multiplicatives vector fields [24] on Γ and sections of the Lie
algebroid A associated with the Lie groupoid Γ⇒M .
Inspired by [5], we associate a Z-graded Lie 2-algebra Σ•(A) d−→ T •multΓ of ‘polyvector
fields’ with every Lie groupoid Γ⇒M . Here T •multΓ denotes the space of multiplicative
polyvector fields on Γ and Σ•(A) denotes the space of sections of the exterior powers of
the Lie algebroid A. We prove that the Z-graded Lie 2-algebra associated in this way
to Morita equivalent Lie groupoids are necessarily homotopy equivalent. Consequently,
we define the space of polyvector fields on a differentiable stack X to be the homotopy
equivalence class of the Z-graded Lie 2-algebras associated with the Lie groupoids rep-
resenting the differentiable stack X. For vector fields, a very similar idea is used in [31].
A shifted (+1) Poisson structure on a differentiable stack X is then simply an element
of the Maurer–Cartan moduli set of the dgla determined by the homotopy equivalence
class of Z-graded Lie 2-algebras corresponding to X. The choice of a presentation of the
stack X by a Lie groupoid Γ⇒M identifies the shifted (+1) Poisson structures on X with
gauge equivalence classes of quasi-Poisson structures on Γ⇒M . Modulo the choice of an
Ehresmann connection, such gauge equivalence classes of quasi-Poisson structures can be
passed along uniquely from one Lie groupoid to any other Morita equivalent Lie groupoid.
Thus, we obtain a satisfying definition of Morita equivalence of quasi-Poisson groupoids.
The second goal of the paper is aimed to explore where the degree shifting comes from
for a quasi-Poisson groupoid, which is crucial for introducing the rank and non-degeneracy
of shifted (+1)-Poisson stacks. Our construction is certainly inspired by derived algebraic
geometry, but is of a different nature. Recall that, in classical Poisson geometry, a Poisson
structure pi on a smooth manifold X determines a morphism pi] : T∨X → TX from the
cotangent bundle T∨X to the tangent bundle TX . One expects an analogue statement
holds for shifted (+1) Poisson stacks. Before one can attempt to address this issue, one
must first investigate the following
Problem 3. What are the analogues of the tangent and cotangent bundles for differentiable
stacks?
In (derived) algebraic geometry, talking about the cotangent complex [19] requires
enormous preparation work. This seems neither practical nor necessary when dealing
with differentiable stacks. Here we propose a different approach introducing these notions
in terms of presentations of the differentiable stack by Lie groupoids. The following short
answer was suggested to us by Behrend (private communication): the tangent complex TX
of a stack X admitting a presentation by a Lie groupoid Γ⇒M ought to be the homotopy
equivalence class of the homotopy Γ-module ρ : A[1]→ TM [14, 15, 4], where A designates
once again the Lie algebroid of Γ⇒M and ρ denotes its anchor map. Its dual, the cotangent
complex LX of X, would be the homotopy equivalence class of the homotopy Γ-module
ρ∨ : T∨M → A∨[−1]. Homotopy Γ-modules were independently introduced by Gracia-Saz-
Mehta, called “flat superconnection” [15], and by Abad-Crainic [4], called “representations
up to homotopy”, both of which were inspired by the work of Evens-Lu-Weinstein [14].
Of course, one must fully justify this short answer and verify that tangent and cotan-
gent complexes are well defined by investigating the precise relation between the homotopy
Γ-modules arising from different presentations of the stack X, i.e. different Morita equiv-
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alent groupoids Γ⇒M .
Homotopy Γ-modules have been studied extensively in the literature. In their pioneer-
ing work [16], Gracia-Saz and Mehta established a dictionary between VB groupoids over a
fixed Lie groupoid Γ⇒M , and 2-term homotopy Γ-modules. Here we enrich the dictionary
by investigating Morita equivalence. Morita equivalence of VB groupoids is closely related
to homotopy equivalence of VB groupoids. Two VB groupoids V1⇒E1 and V2⇒E2 over
Γ1⇒M1 and Γ2⇒M2, respectively, are Morita equivalent if and only if there exists a Γ1-
Γ2-bitorsor M1
ϕ1← X ϕ1→ M2 such that he pullback VB groupoids V1[ϕ∗1E1] and V2[ϕ∗2E2]
are homotopy equivalent. Making use of the dictionary of Gracia-Saz and Mehta [16],
this definition can be transposed to homotopy Γ-modules: a homotopy Γ1-module E1 is
Morita equivalent to a homotopy Γ2-module E2 if and only if there exists a Γ1-Γ2-bitorsor
M1
ϕ1← X ϕ1→M2 and a homotopy equivalence of homotopy Γ1[X](∼= Γ2[X])-modules from
E1[X] to E2[X].
It is easily established that, if Γ1⇒M1 and Γ2⇒M2 are Morita equivalent Lie groupoids,
then TΓ1⇒TM1 and TΓ2⇒TM2 are Morita equivalent VB groupoids and, similarly,
T∨Γ1⇒A∨1 and T∨Γ2⇒A∨2 are Morita equivalent VB groupoids. It immediately follows
that the homotopy Γ1-module A1[1] → TM1 is Morita equivalent to the homotopy Γ2-
module A2[1]→ TM2, while the homotopy Γ1-module T∨M1 → A∨1 [−1] is Morita equiva-
lent to the homotopy Γ2-module T
∨M2 → A∨2 [−1]. This concludes the justification of our
definition of the tangent and cotangent complexes TX and LX of a differentiable stack X.
Given a quasi-Poisson groupoid (Γ,Π,Λ), the associated map Π] : T∨Γ → TΓ is
VB groupoid morphism. Moreover, if (Γ1,Π1,Λ1) and (Γ2,Π2,Λ2) are Morita equivalent
quasi-Poisson groupoids, then the associated VB groupoid morphisms Π]1 : T
∨Γ1 → TΓ1
and Π]2 : T
∨Γ2 → TΓ2 are homotopic. As an immediate consequence, we prove that a
(+1)-shifted Poisson structure on a differentiable stack X indeed determines a morphism
Π] : LX[1] → TX of 2-term complexes from the shifted (+1)-cotangent complex to the
tangent complex. This, in turn, allows us to introduce the rank of a shifted (+1) Poisson
stack X as an integer-valued map defined on its coarse moduli space |X|. We are thus led
to a natural definition of non-degenerate shifted (+1) Poisson stacks.
We conclude with a few remarks. It is natural to expect that non-degenerate shifted
(+1) Poisson stacks are shifted (+1) symplectic stacks, which can be thought of as Morita
equivalence classes of quasi-symplectic groupoids [40]. This is indeed true. In a forthcom-
ing paper [8], we establish an explicit one-one correspondence between non-degenerate
shifted (+1) Poisson stacks and shifted (+1) symplectic stacks and apply it to momentum
map theory. In particular, we prove that the momentum map theory of quasi-Poisson
groupoids in [18] is stacky in nature and that Hamiltonian reductions can be carried out,
which agrees with the derived symplectic geometry principle that the derived intersection
of coisotropics of a shifted (+1) Poisson stack gives rise to a Poisson structure. It also
enables us to merge the quasi-Hamiltonian momentum map theory of Alekseev-Malkin-
Meinrenken [1] with the quasi-Poisson theory of Alekseev, Kosmann-Schwarzbach and
Meinrenken [2, 3]. One of the authors announced some of the results set forth in the
present paper at the conference Derived algebraic geometry with a focus on derived sym-
plectic techniques held at the University of Warwick in April 2015. He wishes to thank
the organizers for providing him the opportunity to disseminate the results of our work.
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2 Polyvector fields on a differentiable stack
The purpose of this section is to introduce the notion of polyvector fields on a differentiable
stack. They can be represented by a dgla when the stack is represented by a Lie groupoid.
Different Lie groupoids representing the same stack shall give rise to homotopy equivalent
dglas. In fact, more precisely, they are represented by homotopy equivalence classes of
Z-graded Lie 2-algebras.
2.1 The Z-graded Lie 2-algebra of polyvector fields on a Lie
groupoid
We first recall a few basic facts about multiplicative polyvector fields on a Lie groupoid [18].
Let Γ⇒M be a Lie groupoid with, respectively, source and target map s and t. Let
A be its Lie algebroid, with anchor map ρ : A → TM . Let us denote the graph of the
multiplication by
graph(Γ) = {(g1, g2, g1g2)| g1, g2 ∈ Γ, s(g1) = t(g2)} ⊂ Γ× Γ× Γ.
We say that a k-vector field P ∈ Γ(∧kTΓ) on Γ is multiplicative if graph(Γ) is coisotropic
with respect to P ⊕ P ⊕ (−1)k+1P . For any k ≥ 0, we denote by T kmultΓ the space of
multiplicative (k+1)-vector fields on Γ. Let T •multΓ =
⊕
k≥−1 T kmultΓ be the graded vector
space of multiplicative polyvector fields on a Lie groupoid Γ⇒M .
For any k ≥ −1, denote by Σk(A) the space Γ(∧k+1A) of sections of the exterior vector
bundle ∧k+1A → M . When equipped with the Schouten-Nijenhuis bracket, Σ•(A) :=⊕
k≥−1 Σ
k(A) is a Z-graded Lie algebra.
For every a ∈ Σk(A), we denote the corresponding right and left invariant (k + 1)-
vector fields by −→a and ←−a , respectively. It is easy to check that −→a −←−a is a multiplicative
(k + 1)-vector field [18], called an exact multiplicative (k + 1)-vector field. We recall from
[18] some well-known facts about multiplicative polyvector fields.
Lemma 2.1. i) The space of multiplicative polyvector fields T •multΓ on Γ⇒M is closed
under the Schouten-Nijenhuis bracket, and is therefore a Z-graded Lie algebra.
ii) The map d : Σ•(A)→ T •multΓ,
d(a) = −→a −←−a (1)
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is an homomorphism of graded Lie algebras.
iii) For each P ∈ T kmultΓ and a ∈ Σl(A), there exists an unique section δP (a) ∈ Σk+l(A)
such that −−−→
δP (a) = [P,
−→a ] .
Moreover the correspondence P 7→ δP establishes a graded Lie algebra morphism
between T •multΓ and Der•(Σ(A)). The action satisfies the following properties:
1) d(δP (a)) = [P,d(a)];
2) δd(a)(b) = [a, b],
for any P ∈ T •multΓ and a, b ∈ Σ•(A).
The following proposition follows immediately.
Proposition 2.2. Let Γ⇒M be a Lie groupoid. Then Σ•(A) d7→ T •multΓ together with the
Lie brackets and actions described in Lemma 2.1 is a Z-graded Lie 2-algebra.
In other words, Σ•(A) d7→ T •multΓ is a crossed module of Z-graded Lie algebras. To
such a Z-graded Lie 2-algebra or Z-graded Lie algebra , one can associate in a standard
way a dgla V•(Γ) := ⊕k=−2Vk(Γ), where
Vk(Γ) =
(
Σk+1(A)⊕ T kmultΓ
)
.
See Appendix A.1 for details. This associated dgla V•(Γ) is called the dgla of polyvector
fields on the Lie groupoid Γ⇒M .
Remark 2.3. Recall that for any dgla V• its cohomology H•(V) is a Z-graded Lie algebra.
The k-th cohomology Hk(V(Γ)) of the dgla V•(Γ) of polyvector fields on the Lie groupoid
Γ⇒M is easily seen to be
Hk(V(Γ)) ∼= Σk+1(A)Γ ⊕ T
k
multΓ
{−→a −←−a |a ∈ Σk(A)} ,
where Σk+1(A)Γ denotes the space of Γ-invariant sections of ∧k+1A.
2.2 Morita equivalence
In this section we discuss how the Z-graded 2-term complex 1 Σ•(A) d7→ T •multΓ changes
under Morita equivalence of Lie groupoids. Note that if Γi⇒Mi, i = 1, 2, are two Lie
groupoids with respective Lie algebroids Ai, and φ : Γ1 → Γ2 is a Lie groupoid morphism
over ϕ : M1 → M2, in general there is no map at the level of chain complexes, from
Σ•(A1)
d17→ T •multΓ1 to Σ•(A2) d27→ T •multΓ2. However we will prove that when φ is a Morita
morphism of Lie groupoids, these Z-graded 2-term complexes are homotopy equivalent.
Assume, indeed, that Γ[X]⇒X is the pull-back groupoid of the Lie groupoid Γ⇒M
under a surjective submersion ϕ : X → M , where Γ[X] = X ×M,t Γ ×M,s X. Let
φ : Γ[X]→ Γ be the natural projection which is a Morita morphism and let φA : A[X]→ A
be the corresponding Lie algebroid map. As [31] does for vector fields we will consider the
following spaces:
1A Z-graded 2-term complex is a 2-term complex A d7→ B, where both A and B are Z-graded vector spaces
and d is a graded map of degree zero. A morphism from A
d7→ B to A′ d
′
7→ B′ is a chain map given by a pair
of degree 0 maps from A to A′ and from B to B′. Homotopies between morphisms are just usual homotopies
given by degree 0 maps from B to A′.
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1. By T •multΓ[X]proj , we denote the subspace of T •multΓ[X] consisting of projectable
multiplicative polyvector fields on Γ[X], namely those elements P ∈ T •multΓ[X] such
that there exists P¯ ∈ T •multΓ satisfying the condition Φ∗(P ) = P¯ .
2. By Σ•(A[X])proj , we denote the subspace of Σ•(A[X]) consisting of projectable sec-
tions in Γ(X;∧•+1A[X]), namely those sections a ∈ Σ•(A[X]) such that there exists
a¯ ∈ Σ•(A) satisfying the condition φA(a) = a¯.
We then have, clearly, two projection maps:
pr : T •multΓ[X]proj → T •multΓ, P 7→ P¯ ,
pr : Σ•(A[X])proj → Σ•(A), a 7→ a¯ .
Proposition 2.4. Assume that Γ⇒M is a Lie groupoid, ϕ : X → M a surjective sub-
mersion. Let φ : Γ[X]→ Γ be the corresponding Morita morphism. Then
1. Σ•(A[X])proj
d′7→ T •multΓ[X]proj is a Z-graded Lie 2-subalgebra of Σ•(A[X])
d′7→ T •multΓ[X];
2. the projection map pr is a morphism of Z-graded Lie 2-algebras from Σ•(A[X])proj
d′7→
T •multΓ[X]proj to Σ•(A)
d7→ T •multΓ.
Proposition 2.4 means that both horizontal maps in the diagram below are morphisms
of Z-graded Lie 2-algebras, where i stands for the inclusion maps:
T •multΓ T •multΓ[X]proj T •multΓ[X]
  i //proo
Σ•(A)
d
OO
Σ•(A[X])proj
d′
OO
Σ•(A[X])
d′
OO (2)
We now define horizontal lifts. By an Ehresmann connection ∇ for a surjective sub-
mersion ϕ : X → M , we mean an injective bundle map ∇ : ϕ∗TM → TX such that for
any x ∈M the horizontal subspace H∇x = Im∇x ⊆ TxX is isomorphic via ϕ∗,x to Tϕ(x)M
The subbundle H∇ ⊆ TX is also called an horizontal lift.
Let now x, y ∈ X and γ ∈ Γ with ϕ(x) = t(γ) and ϕ(y) = s(γ): the connection∇
induces a pair of natural injections:
TγΓ ↪→ T(x,γ,y)(Γ[X]) and Aϕ(x) ↪→ A[X]x
defined, respectively by,
TγΓ
  // TxX ⊕Tϕ(x)M TγΓ⊕Tϕ(y)M TyX
∼
T(x,γ,y)(Γ[X])
u // ((∇◦tTΓ)(u))⊕ u⊕ ((∇◦sTΓ)(u))
(3)
where sTΓ(u) ∈ Ts(γ)M ↪→ ϕ∗(TM)y and tTΓ(u) ∈ Tt(γ)M ↪→ ϕ∗(TM)x are the source
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and target map of the tangent groupoid TΓ over TM , and
Aϕ(x)
  // Aϕ(x) ⊕Tϕ(x)M TxX
∼
Ax[X]
a // a⊕ (∇◦ρ(a))
(4)
By dualizing the maps (3-4), we obtain a pair of vector bundle morphisms:
T∨Γ[X] T∨Γ
X M
Φ∇
ϕ
and
A[X]∨ A∨
X M
φ∇
ϕ
(5)
This maps can be further extended to exterior product bundles of any order; they give
rise to an induced pair of maps on the sections of their dual bundles,
λ∇ : Γ(∧TΓ)→ Γ(∧TΓ[X]) and Γ(∧A)→ Γ(∧A[X]) . (6)
Note that T •multΓ → Σ•(A), T •multΓ[X]proj → Σ•(A[X])proj , and T •multΓ[X] → Σ•(A[X])
are all Z-graded 2-term complexes. By forgetting, for the moment, their Z-graded Lie
brackets, we have the following proposition, whose proof is postponed to Section B.2.
Proposition 2.5. Let Γ⇒M be a Lie groupoid and ϕ : X →M a surjective submersion.
Choose an Ehresmann connection ∇ for ϕ. Then:
1. the map pr is a left inverse of λ∇, and there exists a chain homotopy hλ∇ : T •multΓ[X]proj →
Σ•(A[X])proj between λ∇ ◦ pr and the identity map:
T •multΓ T •multΓ[X]proj
hλ∇

  λ∇ //
pr
oo
Σ•(A)
d
OO
Σ•(A[X])proj
d
OO
2. there exists a chain map ψ
T •multΓ[X]proj
hλ∇

T •multΓ[X]
hX

  i //
ψ
oo
Σ•(A[X])proj
d
OO
Σ•(A[X]),
d
OO
such that both ψ ◦ i and i ◦ ψ are homotopy to the identities as chain maps.
Remark 2.6. In Proposition 2.5, the maps ψ, hX and hλ∇ are not simply algebraic maps.
They can be described explicitly in terms of geometric data such as the connection ∇ on
ϕ : X → M , a partition of unity with respect to an open cover (Ui)i∈I of M , and local
sections σi : Ui → X of ϕ. Explicit formulas can be derived from Equations (65–67).
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2.3 Polyvector fields on a differentiable stack
Let Γ⇒M be a Lie groupoid and ϕ : X → M a surjective submersion. Let pr and i be
the morphisms of Z-graded 2-term complexes as in Equation (2).
Choose an Ehresmann connection ∇ for ϕ : X → M . According to Proposition 2.5
(1), the horizontal lift λ∇ is an homotopy inverse of pr. According to Proposition 2.5 (2),
there also exists a retraction ψ which is a homotopy inverse of i. In the diagram below,
therefore, all morphisms of graded 2-term complexes pointing on the left are homotopy
inverses of those pointing on the right.
T •multΓ T •multΓ[X]proj
hλ∇

T •multΓ[X]
hX

  λ∇ //   i //
pr
oo
ψ
oo
Σ•(A)
d
OO
Σ•(A[X])proj
d′
OO
Σ•(A[X])
d′
OO (7)
In addition to being morphisms of Z-graded 2-term complexes, both pr and i are strict
morphisms of Lie 2-algebras. However, neither λ∇ nor ψ is a strict morphism of Z-graded
Lie 2-algebras in general. They are, however, the linear parts of morphisms of Z-graded
Lie 2-algebras. Moreover, the latter are unique up to homotopy.
Proposition 2.7. Let Γ⇒M be a Lie groupoid, and ϕ : X →M a surjective submersion.
Let us choose an Ehresmann connection ∇ for ϕ. Then,
1. the map pr admits an homotopy inverse as morphisms of Z-graded Lie 2-algebras,
whose linear part is the horizontal lift and the quadratic term depends only on ∇ and
hλ∇ ;
2. the map i admits an homotopy inverse, as morphisms of Z-graded Lie 2-algebras,
whose linear part is the retraction ψ and the quadratic term depends only on ψ, hX
and hλ∇ .
Proof. To prove (1), we shall apply Theorem A.9 to the morphisms as in Proposition 2.5
(1). Recall the notations as in Theorem A.9:
G
h

G′
h′

Φ1 //
Ψ1
oo
A
d
OO
A′
d′
OO (8)
Here we need to take the following data: (1) A′ d
′→ G′ is Σ•(A[X])proj d7→ T •multΓ[X]proj ;
(2) A
d→ G is Σ•(A) d7→ T •multΓ; (3) Ψ1 is the projection pr; (4) Φ1 is the horizontal lift λ∇;
(5) h = 0; and (6) h′ is the homotopy hλ∇ : T •multΓ[X]proj → Σ•(A[X])proj that appears
in Proposition 2.5 (1). It is easy to see that conditions in Theorem A.9 are all satisfied,
and therefore Claim 1 is proved.
Claim 2 can be proved similarly by applying Theorem A.9 to the maps appearing in
Proposition 2.5 (2).
9
It follows from the previous proposition that the Z-graded Lie 2-algebras Σ•(A) d7→
T •multΓ and Σ•(A[X]) d7→ T •multΓ[X] are homotopy equivalent in a unique, up to homotopy,
way; an explicit homotopy can be obtained by inverting pr, then composing with the
inclusion i. The following result extends Theorem 7.4 in [31].
Theorem 2.8. Let Γ1⇒M1 and Γ2⇒M2 be Morita equivalent Lie groupoids. Then any
Γ1-Γ2-bitorsor M1 ← X → M2 induces a homotopy equivalence between the Z-graded Lie
2-algebra Σ•(A2)
d′7→ T •multΓ2 of polyvector fields on Γ2⇒M2 and the Z-graded Lie 2-algebra
Σ•(A1)
d7→ T •multΓ1 of polyvector fields on Γ1⇒M1.
By construction, the assignment in Theorem 2.8 is functorial. More precisely, let Gr
be the category whose objects are Lie groupoids, and arrows are Morita bitorsors up to
isomorphisms, and Lie2 be the category whose objects are Z-graded Lie 2-algebras, and
arrows are homotopy equivalences of morphisms of Z-graded Lie 2-algebras.
Corollary 2.9. The assignment in Theorem 2.8 yields a functor from the category Gr to
the category Lie2.
Such a functor is called the polyvector field functor.
Remark 2.10. Note that, to any Morita morphism, there is associated a canonical bitor-
sor. In the sequel, we will use either of them interchangeably. Assume that φ is a Morita
morphism of Lie groupoids from Γ1⇒M1 to Γ2⇒M2. It is easy to check that
Γ1 M1 ×M2,t2 Γ2 Γ2
↓↓
σ1↙
σ2↘ ↓↓
M1 M2
is a Γ1-Γ2-bitorsor. Here σ1(m, γ) = m, σ2(m, γ) = s2(γ), ∀(m, γ) ∈ M1 ×M2,t2 Γ2. The
left action of Γ1⇒M1 on M1 ×M2,t2 Γ2 is given by
γ1 · (m1, γ2) = (t1(γ1), φ(γ1)γ2),
while the right action of Γ2⇒M2 on M1 ×M2,t2 Γ2 is given by
(m1, γ2) · γ′2 = (m1, γ2γ′2),
whenever composable.
It follows from Theorem 2.8 that, for Morita equivalent Lie groupoids Γ1⇒M1 and
Γ2⇒M2, there is an L∞-isomorphism, canonical up to homotopy, between their corre-
sponding dglas V•(Γ1) and V•(Γ2). At the level of cohomology this induces a canonical
isomorphism of Z-graded Lie algebras. The following corollary then extends to polyvector
fields Corollary 7.2 in [31] for vector fields:
Corollary 2.11. Under the same hypothesis as in Theorem 2.8, there is a canonical
isomorphism H•(V(Γ1)) ' H•(V(Γ2)) as graded Lie algebras
We are now ready to introduce the following
Definition 2.12. Let X be a differentiable stack. The space of polyvector fields on X is
defined to be the homotopy equivalence class of Z-graded Lie 2-algebras Σ•(A) d7→ T •multΓ,
where Γ⇒M is any Lie groupoid representing X.
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3 (+1)-shifted Poisson structures on differentiable
stacks
3.1 Quasi-Poisson groupoids
Definition 3.1 ([18]). Let Γ⇒M be a Lie groupoid.
1. A quasi-Poisson structure on Γ⇒M is a pair (Π,Λ), with Π ∈ T 1multΓ a multiplicative
bivector field on Γ and Λ ∈ Σ2(A) a section of ∧3A, satisfying
1
2
[Π,Π] =
←−
Λ −−→Λ , δΠ(Λ) = 0 . (9)
2. Two quasi-Poisson structures (Π1,Λ1) and (Π2,Λ2) on Γ⇒M are said to be twist
equivalent if there exists a section T ∈ Σ1(A), called the twist, such that
Π2 = Π1 + dT, Λ2 = Λ1 − δΠ1(T )−
1
2
[T, T ]. (10)
In the sequel, we will denote the twisted quasi-Poisson structure (Π+dT,Λ−δΠ1(T )−
1
2
[T, T ]) by (ΠT ,ΛT ). Quasi-Poisson structures and twist equivalences may be spelled
completely in the language of Z-graded Lie 2-algebra.
Proposition 3.2. Let Γ⇒M be a Lie groupoid.
1. The set of quasi-Poisson structures on Γ⇒M coincides with the set of Maurer-Cartan
elements of the Z-graded Lie 2-algebra Σ•(A) d7→ T •multΓ.
2. Twist equivalence of quasi-Poisson structures coincides with gauge equivalence of
Maurer-Cartan elements of the Z-graded Lie 2-algebra Σ•(A) d7→ T •multΓ.
The second statement follows immediately once we note that Equation (10) can be
rewritten as:
Λ2 ⊕Π2 = eT · (Λ1 ⊕Π1) .
As a consequence, for a given Lie groupoid Γ⇒M , the Maurer-Cartan moduli set
MC(Σ•(A) d7→ T •multΓ) of the Z-graded Lie 2-algebra Σ•(A) d7→ T •multΓ coincides with the
set of twist equivalence classes of quasi-Poisson structures on Γ⇒M . The composition of
the polyvector field functor Gr → Lie2 (Corollary 2.9) with the Maurer-Cartan functor
(Definition A.17) is a new functor, denoted Pois from Gr to the category Sets. We will
call such functor the Poisson functor.
According to Proposition 3.2, the Poisson functor associates to a Lie groupoid its mod-
uli set of quasi-Poisson structures up to twists Pois(Γ) := MC(Σ•(A) d7→ T •multΓ), and
to a Morita equivalence of Lie groupoids the induced bijection between the correspond-
ing moduli sets. We denote by Λ⊕Π the class in Pois(Γ) of a quasi-Poisson groupoid
(Γ⇒M,Π,Λ).
Lemma 3.3. Let (Γ1⇒M1,Π1,Λ1) and (Γ2⇒M2,Π2,Λ2) be quasi-Poisson groupoids.
Let φ be a Morita morphism from Γ2⇒M2 to Γ1⇒M1. The following statements are
equivalent:
1. Under the Poisson functor Pois(φ) : Pois(Γ2) ' Pois(Γ1), the class (Λ2 ⊕Π2) ∈
Pois(Γ2) corresponds to (Λ1 ⊕Π1) ∈ Pois(Γ1);
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2. The following relation holds
MC(pr)−1
(
(Λ1 ⊕Π1)
)
= MC(i)−1
(
(Λ2 ⊕Π2)
)
.
Proof. The polyvector field functor assigns to the Morita morphism φ : Γ2 → Γ1 an
homotopy equivalent class of Z-graded Lie 2-algebra morphisms from polyvector fields on
Γ2⇒M2 to polyvector fields on Γ1⇒M1. The latter can be represented by the composition
pr ◦ i−1, where pr and i are as in Equation (2). Then our claim follows immediately by
properties of the Maurer-Cartan functor as in Definition A.17.
It is a standard result [21] that, for a given dgla (g, d, [·, ·]) and a Maurer-Cartan element
λ ∈ g1, the triple (g, d + [λ, ·], [·, ·]) is again a dgla, called the tangent dgla [21]. In our
case, for a given quasi-Poisson structure (Π,Λ) on Γ⇒M , since (Π,Λ) is a Maurer-Cartan
element in V•(Γ), the resulting twisted differential is given as follows:
dΠ,Λ : Vk(Γ) 7→ Vk+1(Γ)
a⊕ P → (−δΠ(a)− δP (Λ))⊕ ([Π, P ] + da),
where P ∈ T kmultΓ and a ∈ Σk+1(A). As in classical Poisson geometry, we introduce the
following
Definition 3.4. Let (Γ⇒M,Π,Λ) be a quasi-Poisson groupoid. The complex
(V•(Γ), dΠ,Λ)
is called the Lichnerowicz-Poisson (LP) cochain complex of the quasi-Poisson structure
(Π,Λ), and its cohomology is called the Lichnerowicz-Poisson cohomology of (Π,Λ), de-
noted by H•LP (Γ⇒M, (Π,Λ))
Since twist equivalent quasi-Poisson structures are gauge equivalent according to Propo-
sition 3.2, the following proposition is immediate.
Proposition 3.5. If two quasi-Poisson structures on a Lie groupoid Γ⇒M are twist equiv-
alent their corresponding Lichnerowicz-Poisson cohomologies are canonically isomorphic.
3.2 Morita equivalence and (+1)-shifted Poisson differentiable
stacks
Definition 3.6. Let (Γ1⇒M1,Π1,Λ1) and (Γ2⇒M2,Π2,Λ2) be quasi-Poisson groupoids.
By a Morita morphism of quasi-Poisson groupoids from (Γ1⇒M1,Π1,Λ1) to (Γ2⇒M2,Π2,Λ2)
we mean a Morita morphism of Lie groupoids
Γ1 Γ2
M1 M2
φ
ϕ
(11)
such that
1. there exists a twist T ∈ Σ1(A1) such that eT ·(Λ1⊕Π1) is a projectable quasi-Poisson
structure on Γ1⇒M1;
2. φ∗(eT · (Λ1 ⊕Π1)) = Λ2 ⊕Π2, i.e., (φ)∗Π1,T = Π2, and (φ)∗Λ1,T = Λ2.
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Lemma 3.7. Let (Γ1⇒M1,Π1,Λ1) and (Γ2⇒M2,Π2,Λ2) be quasi-Poisson groupoids, and
Γ1 Γ2
M1 M2
φ
ϕ
a Morita morphism of Lie groupoids. Then the following statements are equivalent.
(i) φ is a Morita morphism of quasi-Poisson groupoids;
(ii) There exists a twist T1 ∈ Σ1(A1) such that eT1 · (Λ1⊕Π1) is projectable on Γ1⇒M1,
and φ∗(eT1(Λ1 ⊕Π1)) = eT2 · (Λ2 ⊕Π2) for some T2 ∈ Σ1(A2).
(iii) The relation Pois(φ)(Λ1 ⊕Π1) = Λ2 ⊕Π2 holds;
(iv) The relation MC(pr) ◦MC(i−1) (Λ1 ⊕Π1) = (Λ2 ⊕Π2)) holds.
Proof. First, we prove the equivalence of (i) and (ii).
To be consistent with notations introduced earlier, let us assume that M1 = X, and
Γ1 = Γ[X]. Then φ : Γ1 → Γ2 is simply the projection map pr : Γ[X] → Γ. It is
obvious that (ii) holds if φ is a Morita morphism of quasi-Poisson groupoids as defined in
Definition 3.6.
Conversely, assume that (ii) is valid. Let T ′ ∈ Σ1(A[X])proj be any projectable section
such that φ∗(T ′) = pr(T ′) = T2. Such a section T ′ always exists since φ : Σ1A[X]→ Σ1A
is a surjective submersion. For instance, the image λ∇(T2) of T2 through the horizontal
lift as defined in Equation (6) satisfies such a property. It is simple to check that
φ∗
(
eT1−T
′
(Λ1 ⊕Π1)
)
= Λ2 ⊕Π2 .
Therefore, φ is indeed a Morita morphism of quasi-Poisson groupoids.
Next we prove the equivalence between (ii) and (iv). Let Λ˜⊕ Π˜ be any representative
of MC(i−1)(Λ1 ⊕Π1). By definition, Λ˜⊕Π˜ is projectable and twist equivalent to Λ1⊕Π1.
Moreover (Γ[X]⇒X, Π˜, Λ˜) is a quasi-Poisson groupoid. The condition MC(pr)
(
Λ˜⊕ Π˜
)
=
(Λ2 ⊕Π2) is then equivalent to pr∗(Λ˜ ⊕ Π˜) = eT2 · (Λ2 ⊕ Π2) for some T2 ∈ Σ1(A2).
Therefore (ii) and (iv) are indeed equivalent.
Finally, Lemma 3.3 implies that (iii) and (iv) are equivalent. This concludes the proof
of the lemma.
We are now ready to introduce the Morita equivalence of quasi-Poisson groupoids.
Definition 3.8. Two quasi-Poisson groupoids (Γ1⇒M1,Π1,Λ1) and (Γ2⇒M2,Π2,Λ2)
are Morita equivalent if there exist a third quasi-Poisson groupoid (Ξ⇒X,ΠX ,ΛX) and
two Morita morphisms of quasi-Poisson groupoids (Ξ⇒X,ΠX ,ΛX) → (Γ1⇒M1,Π1,Λ1)
and (Ξ⇒X,ΠX ,ΛX)→ (Γ2⇒M2,Π2,Λ2).
In order to prove that this is indeed an equivalence relation, we need to describe
Definition 3.8 in terms of the Poisson functor Pois. Recall that Λ⊕Π stands for the class
of Λ⊕Π in the moduli set Pois(Γ) := MC(Σ•(A) d7→ T •multΓ).
Proposition 3.9. Two quasi-Poisson groupoids (Γ1⇒M1,Π1,Λ1) and (Γ2⇒M2,Π2,Λ2)
are Morita equivalent if and only if there exists a Morita bitorsor M1 ← X →M2 between
Γ1⇒M1 and Γ2⇒M2 such that
Pois(M1 ← X →M2)(Π1 ⊕ Λ1) = Π2 ⊕ Λ2. (12)
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Proof. Assume that we are given two Morita equivalent quasi-Poisson groupoids (Γ1⇒M1,Π1,Λ1)
and (Γ2⇒M2,Π2,Λ2). By definition there exists a third quasi-Poisson groupoid (Ξ⇒X,ΠX ,ΛX)
and two Morita morphisms of quasi-Poisson groupoids φ1 : (Ξ⇒X,ΠX ,ΛX)→ (Γ1⇒M1,Π1,Λ1)
and φ2 : (Ξ⇒X,ΠX ,ΛX)→ (Γ2⇒M2,Π2,Λ2). According to Lemma 3.7, we have
Pois(φ1)(ΛX ⊕ΠX) = Λ1 ⊕Π1 and Pois(φ2)(ΛX ⊕ΠX) = Λ2 ⊕Π2 .
This implies that:
Pois(φ2) ◦ Pois(φ1)−1
(
Λ1 ⊕Π1
)
= Λ2 ⊕Π2 .
But the composition Pois(φ2) ◦ Pois(φ1)−1 is exactly Pois(M1 ← X → M2) since Pois
is a functor.
Conversely, assume that we are given a bitorsor M1 ← X → M2 between the Lie
groupoids Γ1⇒M1 and Γ2⇒M2 and quasi-Poisson structures (Πi,Λi) on Γi⇒Mi, i = 1, 2
such that:
Pois(M1 ← X →M2)
(
Λ1 ⊕Π1
)
= Λ2 ⊕Π2. (13)
Let Γi[X]⇒X be the pull-back Lie groupoids of Γi⇒Mi. It is well known, then, that
Γ1[X]⇒X is canonically isomorphic to Γ2[X]⇒X and let us denote such groupoid by
Ξ⇒X. Both projections from Ξ⇒X onto Γ1⇒M1, and onto Γ2⇒M2 are Morita mor-
phisms that we denote by φ1 and φ2, respectively. By functoriality, we have
Pois(M1 ← X →M2) = Pois(φ2) ◦ Pois(φ1)−1 .
Then Equation (20) implies that
Pois(φ1)
−1 (Λ1 ⊕Π1) = Pois(φ2)−1 (Λ2 ⊕Π2) .
Let (ΠX ,ΛX) be any quasi-Poisson structure on Ξ⇒X whose class in Pois(Ξ) is
Pois(φ1)
−1 (Λ1 ⊕Π1) = Pois(φ2)−1 (Λ2 ⊕Π2) .
By construction, we have:
Pois(φ1)(ΛX ⊕ΠX) = Λ1 ⊕Π1 and Pois(φ2)(ΛX ⊕ΠX) = Λ2 ⊕Π2 ,
and therefore φ1 and φ2 are Morita morphisms of quasi-Poisson groupoids. Hence the
quasi-Poisson groupoids (Γ1⇒M1,Π1,Λ1) and (Γ2⇒M2,Π2,Λ2) are Morita equivalent.
Corollary 3.10. Morita equivalence in Definition (3.8) is indeed an equivalence relation
among quasi-Poisson Lie groupoids.
Proof. It is an obvious consequence of Proposition 3.9, together with the fact that Pois
is a functor.
Theorem 3.11. Let (Γ1⇒M1,Π1,Λ1) be a quasi-Poisson groupoid. Assume that Γ2⇒M2
is any Lie groupoid Morita equivalent to Γ⇒M as Lie groupoids. Then there exist a quasi-
Poisson structure (Π2,Λ2), unique up to twists, on Γ2⇒M2 such that (Γ2⇒M2,Π2,Λ2)
and (Γ1⇒M1,Π1,Λ1) are Morita equivalent quasi-Poisson groupoids.
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Proof. This is an immediate consequence of Proposition 3.9. Indeed, it suffices to choose
(Π2,Λ2) as any representative of the element in Pois(Γ2), which is the image of Π1 ⊕ Λ1 ∈
Pois(Γ1) under a bitorsor Pois(M1 ← X →M2)
We are now ready to introduce
Definition 3.12. A (+1) shifted Poisson differentiable stack, up to isomorphisms, is a
Morita equivalence class of quasi-Poisson groupoids.
We will use the notation (X,P) to denote a (+1)-shifted Poisson differentiable stack.
Lemma 3.13. Assume that φ is a Morita morphism from the quasi-Poisson groupoid
(Γ1⇒M1,Π1,Λ1) to the quasi-Poisson groupoid (Γ2⇒M2,Π2,Λ2). Then φ induces a
canonical isomorphism of Lichnerowicz-Poisson cohomology
φ∗ : H
•
LP (Γ1⇒M1, (Π1,Λ1))
∼−→ H•LP (Γ2⇒M2, (Π2,Λ2))
Proof. There are two general facts regarding dgla’s and L∞-morphisms: (1) gauge equiv-
alent MC elements have isomorphic cohomologies; (2) given two dglas V1 and V2 and an
L∞-morphism Ψ from V1 to V2, for any MC element α in V1, Ψ induces a morphism from
the tangent cohomology associated to α to the one associated to Ψ(eα). This morphism
only depends on the homotopy class of Ψ. Our result essentially follows from the above
general facts combining with Corollary 2.8.
Since Lichnerowicz-Poisson cohomology of quasi-Poisson groupoids is invariant under
Morita equivalence, the following definition is well-posed.
Definition 3.14. Let (X,P) be a +1-shifted Poisson differentiable stack. Its Lichnerowicz-
Poisson cohomology is
H•LP (X,P) := H•LP (Γ⇒M, (Π,Λ)),
where (Γ⇒M,Π,Λ) is any quasi-Poisson groupoid representing (X,P).
4 Homotopy and Morita equivalence of VB groupoids
4.1 Homotopy equivalence of VB groupoids
We recall first basic facts of V B groupoids, following [16, 22, 23].
Definition 4.1. A VB groupoid is a groupoid object in the category of vector bundles.
In more concrete terms, a VB groupoid is the collection of Lie groupoids V⇒E and
Γ⇒M , where V → Γ and E →M are vector bundles, such that in the following commu-
tative diagram
V

//// E

Γ //// M
(14)
i) source and target maps sV , tV of V are vector bundle morphisms over source and
targets s, t of Γ;
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ii) k-composable arrows define a vector bundle V (k) → Γ(k) for any k ∈ N;
iii) the multiplication map mV : V
(2) → V is a vector bundle morphism over the multi-
plication map m : Γ(2) → Γ.
iv) the inverse map invV : V → V is a vector bundle morphism over the inverse invΓ.
For each γ ∈ Γ, m ∈ M and em ∈ Em, we denote with 0Vγ ∈ Vγ and 1em ∈ V1m the
zero of the vector bundle and the identity of the groupoid structure, respectively. We
have that 0V1m = 10Em for each m ∈ M . The core C → M of V is the vector bundle
over M defined as Ker sV |M ⊂ V |M . The core can be embedded by RV : t∗C → V and
LV : s
∗C → V defined as
LV (cs(γ)) = −0Vγ · c−1s(γ) , RV (ct(γ)) = ct(γ) · 0Vγ , (15)
where γ ∈ Γ. The core embedding by RV fits into the following exact sequence of vector
bundles over Γ:
0→ t∗C → V → s∗E → 0 ; (16)
we omit the analogous one for LV . The restriction of this sequence to M is canonically split
by the embedding of unities: V |M = C ⊕E. Every section pi : s∗E → V of sV : V → s∗E
defines a splitting of (16); a splitting that coincides with the canonical one when restricted
to M is called a right decomposition. Every right decomposition induces a vector bundle
isomorphism pi : V → t∗C × s∗E over the identity, which in turn defines a VB groupoid
structure on t∗C × s∗E over Γ. The latter is referred to as a split VB groupoid. See [16]
for explicit structure maps.
Definition 4.2. Let V1 → Γ1 and V2 → Γ2 be VB groupoids over Γ1⇒M1 and Γ2⇒M2
respectively. A VB groupoid morphism Φ : V1 → V2 over φ : Γ1 → Γ2 is
- a vector bundle morphism over φ : Γ1 → Γ2;
- a groupoid morphism.
The induced map φ : Γ1 → Γ2 is a groupoid morphism. Moreover, Φ induces vector
bundle morphisms between units and cores that we denote with the same letter Φ.
Let V ∨ → Γ be the dual bundle of a VB groupoid V → Γ with units E and core C. It
inherits from V the structure of VB groupoid
V ∨

//// C∨

Γ //// M
(17)
where the source and target maps sV ∨ , tV ∨ : V
∨ → C∨ are defined as
〈sV ∨(η), c〉 = −〈η, 0Vγ · c−1〉 , 〈tV ∨(η), c′〉 = 〈η, c′ · 0Vγ 〉 (18)
with c ∈ Cs(γ), c′ ∈ Ct(γ) and η ∈ V ∨γ . In particular, one sees that
RV = t
∨
V ∨ : t
∗C → V , LV = s∨V ∨ : s∗C → V . (19)
Finally, the core of the dual V B-groupoid V ∨ is E∨.
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Example 4.3. For any Lie groupoid Γ⇒M , the tangent groupoid TΓ⇒TM is a VB
groupoid with core the Lie algebroid A of Γ and E = TM :
TΓ

//// TM

Γ //// M
. (20)
We recall that all the structure maps of TΓ are the differentials of the structure maps of
Γ, e.g. sTΓ = s∗, tTΓ = t∗, and so on.
Example 4.4. The dual VB groupoid of the tangent groupoid defined in Example 4.3 is
the cotangent groupoid T∨Γ with E = A∨ and core C = T∨M :
T∨Γ

//// A∨

Γ //// M
. (21)
It is a standard result [25] that any multiplicative bivector field Π induces a morphism
of VB-groupoids from (21) to (20). Thus we have the following
Proposition 4.5. Let (Γ⇒M,Π,Λ) be a quasi-Poisson groupoid. Then Π induces a
morphism of VB-groupoids Π# : T∨Γ→ TΓ from the tangent VB groupoid to the cotangent
VB groupoid.
The following result follows from a direct verification.
Lemma 4.6. Let ϕˆ : E → E be a bundle map that is a surjective submersion over
ϕ : X → M . The pull-back Lie groupoid V [E ] = E ×E V ×E E⇒E is a VB groupoid
over Γ[X] = X ×M Γ×M X⇒X and the middle term projection Φϕˆ : V [E ] → V is a VB
groupoid morphism over the middle term projection φϕ : Γ[X]→ Γ.
It is straightforward to check that the core C(V [E ]) of V [E ] is E×ϕ∗Eϕ∗C. In particular,
for any surjective submersion ϕ : X →M , we can consider V [ϕ∗E] = X×MV ×MX⇒ϕ∗E
that we call the pull-back of V along ϕ. In this case C(V [ϕ∗E]) = ϕ∗C.
From now on, let Γ⇒M be a Lie groupoid. Let V1⇒E1 and V2⇒E2 be VB groupoids
over Γ with cores C1 and C2 respectively and let Φ and Ψ be two VB groupoid morphisms
from V1 to V2 over the identity on Γ.
Definition 4.7. We say that Φ is homotopic to Ψ if there exists a bundle map h : E1 → C2
over the identity on M such that the following relation holds
Φ−Ψ = LV2◦h◦sV1 +RV2◦h◦tV1 ≡ Jh , (22)
where LV2 : s
∗(C2) → V2, RV2 : t∗(C2) → V2 are the left and right inclusions of the core
C2 →M into V2⇒E2 [22, 23, 16].
Remark 4.8. A useful expression for Jh follows from (18,19). Indeed, if vγ ∈ (V1)γ , then
Jh reads
Jh(vγ) = 0γ · h(sV1(vγ))−1 + h(tV1(vγ)) · 0γ . (23)
We call Jh the VB homotopy defined by h. It is clear that Jh is a VB groupoid
morphism over the identity.
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Proposition 4.9. If Φ and Ψ are homotopic V B groupoid morphisms from V1⇒E1 to
V2⇒E2 over the identity on Γ with V B homotopy Jh defined by h : E1 → C2, then also
Φ∨1 and Φ
∨
2 are homotopic VB groupoid morphisms from V
∨
2 ⇒C∨2 to V ∨1 ⇒C∨1 with V B
homotopy J∨h defined by h
∨ : C∨2 → E∨1 .
Proof. Since LV = s
∨
V ∨ : s
∗
V ∨C → V and RV = t∨V ∨ : t∗V ∨C → V , then Equation (22) can
be written as
Jh = s
∨
V ∨2
◦h◦sV1 + t
∨
V ∨2
◦h◦tV1 , (24)
so that the result follows.
Definition 4.10. An homotopy equivalence between VB groupoids V1 over Γ1 and V2 over
Γ2, is a pair of VB groupoid morphisms Φ : V1 → V2 over φ : Γ1 → Γ2 and Ψ : V2 → V1
over φ−1 : Γ2 → Γ1, such that Φ ◦Ψ and Ψ ◦ Φ are homotopic to the identity map.
Let us extend Definition 4.7 of homotopy of VB morphisms to the case in which the
sources (and the targets) of the two VB morphisms are homotopy equivalent VB groupoids.
Definition 4.11. Let V1⇒E1 and W1⇒F1 be VB groupoids, which are homotopically
equivalent to V2⇒E2 and W2⇒F2, respectively, as VB groupoids over Γ. Let Φ : V1 →W1
and Ψ : V2 → W2 be VB groupoid morphisms over the identity of Γ. We say that Φ and
Ψ are homotopic if the diagram
V1 V2
W1 W2
Φ Ψ
is commutative up to VB-homotopy.
Remark 4.12. In Section 6 of [17], a VB homotopy is called an isomorphism and an ho-
motopy equivalence is just an equivalence. It is then introduced the VB-groupoid derived
category V B[Γ], whose objects are the VB groupoids over Γ and morphisms the classes of
VB morphisms over idΓ up to homotopy equivalence. It was proven that a Morita mor-
phism φ : Z → Γ defines an equivalence of categories φ̂ : V B[Γ] → V B[Z] (Theorem 6.7
[17]). Homotopic morphisms in Definition 4.11 should correspond to invertible morphisms
in V B[Γ] in terms of terminologies in [17].
4.2 Morita equivalence of VB groupoids
We define Morita equivalence of VB groupoids in a similar fashion as Morita equivalence
of Lie groupoids. First of all, we define Morita morphisms of VB groupoids.
Definition 4.13. Let W⇒E and V⇒E be VB groupoids with Z⇒X and Γ⇒M be the
underlying base Lie groupoids. A VB morphism Φ : W → V is a VB Morita morphism if
i) the induced vector bundle morphism Φ0 : E → E is a surjective submersion;
ii) the associated diagram
W

// E × E

V // E × E
is cartesian in the category of vector bundles.
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Let V [E ] = E ×E V ×E E be the pull back VB groupoid defined in Lemma 4.6. Con-
dition (ii) says that the VB groupoid morphism W → V [E ], defined as w ∈ W →
(tW (w),Φ(w), sW (w)) ∈ V [E ], is an isomorphism of vector bundles. In particular, the
Lie groupoid morphism Z → Γ is a Morita morphism.
Remark 4.14. In [17] a Morita morphism is equivalently defined as a VB groupoid
morphism that is also a Morita morphism between Lie groupoids.
The following Lemma indicates that a VB Morita morphism is encoded in the base
Morita morphism and a VB homotopy.
Lemma 4.15. Let V⇒E be a VB groupoid over Γ⇒M as in (14) and let ϕ : X →M be
a surjective submersion.
i) The V B morphism Φϕ : V [ϕ
∗E]→ V is a VB Morita morphism.
ii) Any VB Morita morphism Φ : W → V , where W⇒E is over Γ[X]⇒X, inducing the
same map ϕ : X →M , factors through Φϕ, i.e. Φ = Φϕ ◦ Φ′
W
Φ′
""
//
Φ
++
Γ[X]

V [ϕ∗E]oo
Φϕ
rr
Γ
V
OO
where Φ′ : W → V [ϕ∗E] is defined as Φ′(w) = (Φ0(tW (w)),Φ1(w),Φ0(sW (w))),
w ∈W .
iii) the VB groupoids W and V [ϕ∗E] in ii) are homotopically equivalent.
Proof. i) is obvious. Analogously ii) is proved by observing that W is by hypothesis
isomorphic to V [E ] = E ×E V ×E E that can be equally seen as E ×ϕ∗E V [ϕ∗E]×ϕ∗E E .
Let us prove iii). Since Φ0 : E → E is a surjective vector bundle morphism over ϕ,
we can choose an Ehresmann connection on it, i.e. a bundle map ∇ : ϕ∗E → E satisfying
Φ0 ◦ ∇ = id. Let Φ′E : V [E ] → V [ϕ∗E] be the VB morphism defined as Φ′E(x, vγ , y) =
(x, vγ , y). We denote with the same symbol ∇ the horizontal lift ∇ : V [ϕ∗E] → V [E ]
defined as ∇(x, vγ , y) = (∇(tV (vγ)), vγ ,∇(sV (vγ))), satisfying Φ′E ◦ ∇ = id. We compute
(id−∇ ◦ Φ′E)(x, vγ , y) = (vertx , 0, verty ) ,
where vertx = x − ∇(Φ0(x)). Since vertical vectors vertx ∈ Ker Φ0 ⊂ EΦ0×tV ϕ∗C =
C(V [E ]) and LV [E](wy) = (0, 0, wy), RV [E](vx) = (vx, 0, 0), the above formula reproduces
(22) for h : E → C(V [E ]) defined as h(x) = vertx . We conclude that V [ϕ∗E] and
V [E ] are homotopically equivalent; the result then follows by composing it with the VB
isomorphism between V [E ] and W .
Definition 4.16. Two VB groupoids V1 and V2 are VB-Morita equivalent if there exists
a third VB groupoid W and two VB Morita morphisms
V1 Woo // V2 .
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Exactly as for Lie groupoids, the following result holds:
Proposition 4.17. Two VB groupoids V1 and V2 are VB-Morita equivalent if and only
if there exists a V1-V2 bitorsor T → X
V1 Too // V2 .
such that all structural maps defining the bitorsor T are vector bundle morphisms.
Proof. Let V1 and V2 be two VB groupoids.
If a V1 − V2 bitorsor T fulfilling the hypothesis of the proposition exists then the pull-
back VB groupoids V1[T ] and V2[T ] are isomorphic as Lie-groupoids. Since the structural
maps defining the bitorsor structures are vector bundle morphisms, the Lie groupoid
isomorphism V1[T ] ' V2[T ] is a VB-groupoid isomorphism and the conditions of Definition
4.16 are satisfied.
Conversely, given a Morita equivalence as in Definition 4.16, then W ' V1[E ], with E
the unit vector bundle of the VB-groupoid W⇒E . As a consequence T1 := V1 ×M1 E is
a V1-W bitorsor. For the same reason, T2 := E ×M2 V2 is a W -V2 bitorsor. Composing
these bitorsors (i.e. considering T1×T2
W
, with W acting diagonally), we obtain a V1 − V2
bitorsor as in Proposition 4.17. This proves the claim.
Remark 4.18. The Lie groupoid morphism φ : Z → Γ underlying Φ : W → V in
Definition 4.13 is a Morita morphism. As a consequence, if Γ1 and Γ2 are the underlying
base groupoids of V1 and V2 in Definition 4.16, then Γ1 and Γ2 are Morita equivalent as
Lie groupoids.
The following facts are direct consequences of the definition.
Proposition 4.19. VB-Morita equivalent VB groupoids are Morita equivalent as Lie
groupoids.
Proof. It is clear from Definition 4.13 that a VB Morita morphism is a Morita morphism
of Lie groupoids.
At this point, just repeating the steps of the proof for Lie groupoids (e.g. [7]), we can
show the following:
Proposition 4.20. VB-Morita equivalence between VB groupoids defines an equivalence
relation.
We now need a characterization of VB-Morita equivalence in terms of VB homotopies.
We are going first to prove the following result.
Lemma 4.21. If V1⇒E1 and V2⇒E2 are homotopy equivalent VB groupoids over Γ⇒M
then they are VB-Morita equivalent.
Proof. Let
V1
Φ
// V2
Ψoo
be an homotopy equivalence with homotopies h1 : E1 → C1 and h2 : E2 → C2. Let
E1 ×M E2 → E1 be the natural projection and let V1[E1 ×M E2]⇒E1 ×M E2 be the pull
back VB groupoid over Γ; analogously for V2[E1 ×M E2]⇒E1 ×M E2. Let us consider the
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vector bundle morphisms A : V1[E1 ×M E2] → V2[E1 ×M E1] and B : V2[E1 ×M E1] →
V1[E2 ×M E2] defined as
A(e˜t(γ), vγ , e˜s(γ)) = (Ψ0(e˜t(γ)) + tV1(vγ),
Φ1(vγ) + h2(e˜t(γ)) · 0V2γ + 0V2γ · h2(e˜s(γ))−1,Ψ0(e˜s(γ)) + sV1(vγ))
and
B(et(γ), v˜γ , es(γ)) = (Φ0(et(γ))− tV2(v˜γ),
Ψ1(v˜γ)− h1(et(γ)) · 0V1γ − 0V1γ · h1(es(γ))−1,Φ0(es(γ))− sV2(v˜γ)) .
It is easy to check that A and B commute with source and target maps over A0, B0 :
E1 ×M E2 → E1 ×M E2, where
A0 =
(
idE1 Ψ0
Φ0 tV2 ◦ h2
)
, B0 =
(
−tV1 ◦ h1 Ψ1
Φ0 −idE2
)
,
and that they preserve the multiplication. Let us check that B ◦ A = id. Indeed, we
compute
B ◦A(e˜t(γ), vγ , e˜s(γ)) =
(
Φ0(Ψ0(e˜t(γ)) + tV1(vγ))− tV2(Φ1(vγ)− h2(e˜t(γ))),
Ψ1(Φ1(vγ)) + Ψ1(h2(e˜t(γ))) · 0V1γ + 0V1γ ·Ψ1(h2(e˜s(γ))−1)
−h1(Ψ0(e˜t(γ) + tV1(vγ))) · 0V1γ − 0V1γ · h1(Ψ0(e˜s(γ)) + sV1(vγ))−1,
(Φ0(Ψ0(e˜s(γ)) + sV1(vγ))− sV2(Φ1(vγ) + 0V2γ · h2(e˜s(γ))−1
)
=
(
e˜t(γ), vγ + (Ψ1 ◦ h2 − h1 ◦Ψ0)(e˜t(γ)) · 0V1γ
+0V1γ · (Ψ1 ◦ h2 − h1 ◦Ψ0)(e˜s(γ))−1, e˜s(γ)
)
where we used the definition (23) of VB homotopy in order to get the second equality.
We actually proved that
B ◦A = id + Jh˜
where Jh˜ is the VB homotopy with h˜ : E1 ×E2 → C(V1[E1 ×M E2]) = C1 ×M E2 defined
by
h˜(em, e˜m) = ((Ψ1h2 − h1Ψ0)(e˜m), 0m) .
The result then follows from the fact that id + Jh˜ is invertible, that is easily checked by
verifying from the above computation that it is injective and surjective.
Proposition 4.22. Two VB groupoids V1⇒E1 and V2⇒E2 over Γ1⇒M1 and Γ2⇒M2
are VB-Morita equivalent if and only if there exist
a) a Γ1 − Γ2 bitorsor M1 Xϕ1oo ϕ2 // M2 ;
b) an homotopy equivalence between pullback VB groupoids V1[ϕ
∗
1E1] and V2[ϕ
∗
2E2]
along ϕ1 and ϕ2 respectively.
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In a diagram
V1[ϕ
∗
1E1]
zz

//
V2[ϕ
∗
2E2]oo
$$

V1

V2

Γ1[X]
ϕ1
zz
∼

Γ2[X]
ϕ2
$$
Γ1

X
ϕ1
zz
=
X
ϕ2
$$
Γ2

M1 M2
(25)
Proof. Let V1⇒E1 and V2⇒E2 be VB-Morita equivalent VB-groupoids and let E1 ←
T → E2 be a V1 − V2 bitorsor as in 4.17. Recall from the proof of that proposition that
T induces a VB-groupoid isomorphism ΦT : V1[T ] ' V2[T ]. Let Γ1⇒M1,Γ2⇒M2 and
ΓW⇒MW be the base groupoids of V1, V2 and W respectively. By definition, T is a vector
bundle and its base manifold is a Γ1 − Γ2 bitorsor M1 ϕ1← X ϕ2→ M2. Now, by the third
item in Lemma 4.15, V1[ϕ
∗
1E1] and V1[T ] are homotopy equivalent and so are V2[T ] and
V2[ϕ
∗
1E2]. Composing these homotopy equivalences with the VB-groupoid isomorphism
ΦT : V1[T ] ' V2[T ], one obtains a homotopy equivalence between V1[ϕ∗1E1] and V2[ϕ∗1E2].
This proves one direction.
Assume now Diagram (32) is satisfied. Lemma 4.21 applied to V1[ϕ
∗
1E1] and V2[ϕ
∗
2E2]
implies that these VB groupoids are VB-Morita equivalent. Since the Morita morphisms
V1[ϕ
∗
1E2] → V1 and V2[ϕ∗2E2] → V2 are Morita equivalences of VB-groupoids, the result
follows from Proposition 4.19.
Corollary 4.23. Two VB groupoids V1⇒E1 and V2⇒E2 over Γ1⇒M1 and Γ2⇒M2 are
VB-Morita equivalent if and only if their duals V ∨1 ⇒C∨1 and V ∨2 ⇒C∨2 are VB-Morita
equivalent.
Proof. Given a surjective submersion ϕ : X → M , then V [ϕ∗E∨]∨ = V ∨[ϕ∗C∨]. We can
then apply Proposition 4.9 and conclude that V ∨1 [ϕ
∗
1C
∨
1 ] and V
∨
2 [ϕ
∗
2C
∨
2 ] are homotopy
equivalent. Therefore, V ∨1 and V
∨
2 are VB-Morita equivalent according to Proposition
4.22.
Proposition 4.24. If Γ1 and Γ2 are Morita equivalent Lie groupoids, both the tangent
VB groupoids TΓ1 and TΓ2 and the cotangent VB groupoids T
∨Γ1 and T∨Γ2 are VB
Morita equivalent.
Proof. Let X be a Γ1−Γ2 bitorsor; then TX is a TΓ1−TΓ2 bitorsor. Its structural maps
are vector bundle morphisms by construction. This proves the claim by Proposition 4.17.
The result for the cotangent groupoids follows from Corollary 4.23.
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Remark 4.25. By applying Proposition 4.22 we can conclude that if ϕ : X → M is a
surjective submersion then there exist homotopy equivalences
T∨(Γ[X]) (T∨Γ)[ϕ∗A∨]
∇∨
(TΦϕ)
∨
, T (Γ[X]) (TΓ)[ϕ∗TM ]
TΦϕ
∇
,
where Φϕ : Γ[X] → Γ denotes the natural Morita morphism and ∇ : ϕ∗TM → TX
is an Ehresmann connection for ϕ : X → M ; we denote with the same symbol ∇ also
the induced horizontal lifting ∇ : (TΓ)[ϕ∗TM ] → T (Γ[X]) for Φϕ. In particular the
morphism T∨Γ[X] → T∨Γ obtained by composing ∇∨ with the canonical vector bundle
map T∨[ϕ∗A∨]→ T∨Γ is the Morita map.
Definition 4.26. Let V1⇒E1 and W1⇒F1 be VB groupoids over Γ1, and V2⇒E2 and
W2⇒F2 VB groupoids over Γ2. Assume that V1 and W1 are Morita equivalent to V2 and
W2, respectively. Let Φ : V1 →W1 and Ψ : V2 →W2 be VB groupoid morphisms over the
identity of Γ1 and Γ2 respectively. We say that Φ and Ψ are homotopic if the pull back
maps
Φ : V1[ϕ
∗
1E1]→W1[ϕ∗1F1] , Ψ : V2[ϕ∗2E2]→W2[ϕ∗2F2]
are homotopic as VB groupoids maps over Γ1[X] ∼= Γ2[X], where M1 Xϕ1oo ϕ2 // M2
is a a Γ1 − Γ2 bitorsor and the homotopies are as in Proposition 4.22.
The above definition means that in the following diagram
V1[ϕ
∗
1E1]

zz

//
V2[ϕ
∗
2E2]

oo
$$

V1
Φ


V2

Ψ

Γ1 Γ1[X]oo
∼
Γ2[X] // Γ2
W1
OO
W2
OO
W1[ϕ
∗
1F1]
OO
dd
//
W2[ϕ
∗
2F2]
OO
::
oo
(26)
the sub-diagram made of the dashed lines is commutative up to homotopy.
We are now ready to state the main result of this section.
Theorem 4.27. If (Γ1,Π1,Λ1) and (Γ2,Π2,Λ2) are Morita equivalent quasi-Poisson
groupoids, then Π#1 : T
∨Γ1 → TΓ1 and Π#2 : T∨Γ2 → TΓ2 are homotopic VB-groupoid
morphisms in the sense of Definition 4.26.
Proof. Let (Γ1⇒M1,Π1,Λ1) and (Γ2⇒M2,Π2,Λ2) be two quasi-Poisson groupoids, which
are Morita equivalent. We first prove the statement for two quasi-Poisson structures
related by a twist. Let Γ⇒M be a Lie groupoid with algebroid A and (Π,Λ) be a quasi
Poisson structure. Let ΠT = Π + dT be the twist by T ∈ Λ2(A). We easily check that
ΠT −Π = JT , where JT : T∨Γ→ TΓ is the VB-homotopy defined by T : A∨ = E(T∨Γ)→
A = C(TΓ).
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Let now ϕ : X → M be a surjective submersion and let us choose an Ehresmann
connection ∇. Let us consider the homotopy equivalences as in Remark 4.25:
T∨Γ[X] (T∨Γ)[ϕ∗A∨]
∇∨
(TΦϕ)
∨
, TΓ[X] (TΓ)[ϕ∗TM ]
TΦϕ
∇
.
We now have to prove that if Π is a multiplicative bivector field on Γ[X] that projects
to Π′ on Γ then
T∨Γ[X] (T∨Γ)[ϕ∗A∨]
TΓ[X] (TΓ)[ϕ∗TM ]
is commutative up to homotopy. Let h : ϕ∗A∨ → KerTϕ ⊂ A[X] = TX ×TM ϕ∗A be
defined as h = (1−∇ ◦ Tϕ) ◦Π ◦ (TΦϕ)∨. One checks that:
Π ◦ (TΦϕ)∨ −∇ ◦Π′ = Jh .
This completes the proof of the claim.
5 2-term complexes over a differentiable stack
The aim of this section is to introduce 2-term complexes over a differentiable stack in
terms of Morita equivalent classes of homotopy Γ-modules, and to build up the connec-
tion with Morita equivalent classes of VB-groupoids. First, we establish here the basic
dictionary between VB-groupoids and 2-term homotopy Γ-modules, following [16]. We
then translate the results established in the previous section in the language of homotopy
Γ-modules. In this way, we are led naturally to the category of 2-term complexes over a
given differentiable stack X, and obtain an efficient way of studying this category in terms
of VB-groupoids.
5.1 Homotopy Γ-modules
For a given Lie groupoid Γ⇒M , let (C•(Γ), δ) denote the groupoid cohomology cochain
complex δ : C∞(Γ(p)) → C∞(Γ(p+1)), p ≥ 0, where Γ(p) denotes the manifold consisting
of p-composable arrows in Γ⇒M . We recall that for f ∈ C∞(M) we have
δf = s∗(f)− t∗(f)
and for f ∈ C∞(Γ(p)) and (γ0, . . . , γp) ∈ Γ(p+1)
(δf)(γ0, . . . , γp) = f(γ1, . . . γp) +
p∑
j=1
(−)jf(γ0, . . . , γj−1γj . . . , γp)
+(−)p+1f(γ0, . . . , γp−1) .
Let E := ⊕r Er be a graded vector bundle over M , and let Cp(Γ, Er) = Γ((piq0)∗Er),
where piq0 : Γ
(q) → M is defined as piq0(γ1, . . . , γq) = s(γ1) for q > 0, and pi00 = idM . Let
Cp(Γ, E) = ⊕q+r=pCq(Γ, Er) and C(Γ, E) = ⊕pCp(Γ, E). There is a right C•(Γ)-module
structure defined, for ω ∈ Cp(Γ, Er) and f ∈ C∞(Γ(q)), as
(ω · f)(γ1, . . . , γp+q) = ω(γ1, . . . , γp)f(γp+1, . . . , γp+q) .
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Definition 5.1 ([4, 16]). A representation up to homotopy is a degree +1 smooth operator
D : C•(Γ, E)→ C•+1(Γ, E) satisfying the equation D2 = 0 and the Leibniz rule:
D(ω · f) = (Dω) · f + (−1)|ω|ω · (δf)
∀ω ∈ C•(Γ, E) and f ∈ C•(Γ).
We say that E is an homotopy Γ-module. Here we are interested in 2-term homotopy
modules when the graded vector bundle is concentrated only in two degrees, in particular
when E = C[1] ⊕ E, i.e. with C and E concentrated in degree −1 and 0 respectively. In
this case we say that E is a 2-term homotopy Γ-module.
Remark 5.2. A 2-term homotopy Γ-module E is given by the quadruple (ρ,RE , RC ,Ω)
where ρ is a bundle map ρ : C → E over the identity of M , RE ∈ Γ(s∗E∗ ⊗ t∗E),
RC ∈ Γ(s∗C∗ ⊗ t∗C), respectively, and Ω ∈ C2(Γ,Hom(E,C)) such that
1) REγ ◦ ρ = ρ ◦RCγ , for each γ ∈ Γ.
2) REγ1 ◦REγ2 −REγ1γ2 + ρ ◦ Ω(γ1, γ2) = 0, for each (γ1, γ2) ∈ Γ(2).
3) RCγ1 ◦RCγ2 −RCγ1γ2 + Ω(γ1, γ2) ◦ ρ = 0, for each (γ1, γ2) ∈ Γ(2).
4) Ω(γ1, γ2γ3)−Ω(γ1, γ2γ3)+RCγ1 ◦Ω(γ2, γ3)−Ω(γ1, γ2)◦REγ3 = 0 for each (γ1, γ2, γ3) ∈
Γ(3).
We will also use the notation ρ : C[1]→ E to indicate the 2-term homotopy Γ-module
E = C ⊕ E.
Definition 5.3. Let E = C[1]⊕ E and E ′ = C′[1]⊕ E′ be 2-term homotopy Γ-modules.
A morphism of homotopy Γ-modules from E to E ′ is a C•(Γ)-linear chain map
Φ : C•(Γ, E)→ C•(Γ, E ′). (27)
It is simple to see that Φ is indeed generated by a pair of maps (φ0, µ), where φ0 : E →
E ′ is a degree 0 bundle map, called the linear term of Φ, and µ ∈ C1(Γ,Hom(E,C′)).
Recall that an invertible morphism Φ : (C(Γ, E), D)→ (C(Γ, E), D′) is a gauge trans-
formation [16] if µ ◦ Φ = µ where µ : C(Γ, E) → C(Γ, E) is defined as µ = id on
Γ(Er) ⊂ C−r(Γ, E) and zero elsewhere.
For every surjective submersion ϕ : X → M and every 2-term homotopy Γ-module
E = C[1]⊕E, we define the pull back homotopy Γ[X]-module E [X] = (ϕ∗C)[1]⊕(ϕ∗E) by
simply pulling back all the data in Remark 5.2 by the Morita morphism φϕ : Γ[X]→ Γ.
Let Φ and Ψ be morphisms of 2-term homotopy Γ-modules from E1 to E2. We say
that Φ is homotopic to Ψ if they are homotopic as chain maps C•(Γ, E1)→ C•(Γ, E2), i.e.
there exists a C•(Γ)-module morphism H : C•(Γ, E2)→ C•−1(Γ, E1) such that
Φ−Ψ = D2 ◦H +H ◦D1 .
Definition 5.4. We say that two homotopy Γ-modules are homotopy equivalent if there
exist morphisms Φ : C(Γ, E1) → C(Γ, E2), Ψ : C(Γ, E2) → C(Γ, E1) such that Φ ◦ Ψ and
Ψ ◦ Φ are homotopic to the identity.
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5.2 From VB groupoids to 2-term homotopy Γ-modules
Let us introduce the V B cohomology, following [16]. Let V⇒E be a VB groupoid over
Γ⇒M . For k > 0, let CkV B(V ) be the space of those sections σ ∈ Γ((pik)∗V ), where
pik : Γ(k) → Γ is defined as pik(γ1, . . . γk) = γ1, such that
sV (σ(γ1, . . . , γk)) = sV (σ(1s(γ1), γ2, . . . , γk)) (28)
for all (γ1, . . . , γk) ∈ Γ(k). Moreover, let C0V B(V ) = Γ(C). The graded vector space
C•V B(V ) has the structure of a right C
•(Γ)-module defined as
(σ ? f)(γ1, . . . , γk+n) = σ(γ1, . . . , γk)f(γk+1 . . . , γk+n),
where σ ∈ CkV B(V ), f ∈ C∞(Γ(n)) and (γ1, . . . γk+n) ∈ Γ(k+n). We denote by (C•(V ∨), δ)
the Lie groupoid cohomology cochain complex of the dual VB-groupoid V ∨⇒C∨ as in
(17).
Proposition 5.5. Let i : CkV B(V )→ Ck(V ∨) be the map defined, for k > 0, as
i(σ)(η1, . . . , ηk) = 〈η1, σ(γ1, . . . , γk)〉
∀(η1, . . . , ηk) ∈ (V ∨)(k) and ηi ∈ V ∨γi , and for k = 0 as i(σ)(α) = 〈α, σ(m)〉 ∀α ∈ C∨m.
Then (C•V B(V ), δ) is a subcomplex of (C
•(V ∨), δ), which is also a C•(Γ)-submodule.
Moreover, the coboundary differential applied to σ ∈ CkV B(V ) reads
δσ(γ0, . . . , γk) = −σ(γ0γ1, . . . , γk) · σ(γ1, . . . , γk)−1 +
k∑
i=2
(−)iσ(γ0, . . . , γi−1γi, . . . , γk)
+(−)k+1σ(γ0, . . . , γk−1) . (29)
When k = 0 for each σ ∈ C0V B(V ) = Γ(C) and γ ∈ Γ,
δ(σ)(γ) = −0γ · σ(s(γ))−1 − σ(t(γ)) · 0γ . (30)
Proof. The first statement is the content of Proposition 5.5 of [16]. Formula (29) follows
from a direct computation.
Lemma 5.6. i) Let Φ : V1 → V2 be a VB groupoid morphism over id : Γ → Γ. Then
Φˆ : C•V B(V1)→ C•V B(V2) defined as Φˆ(σ) = Φ ◦ σ for σ ∈ CV B(V1), is a chain map,
which is also a right C•(Γ)-module map.
ii) If Φ and Ψ : V1 → V2 are two homotopic VB groupoid morphisms with homotopy
h : E1 → C2, then the chain maps Φˆ and Ψˆ are homotopic with chain homotopy
being the C•(Γ)-linear morphism hˆ : Ck+1V B (V1)→ CkV B(V2) defined as
hˆ(σ)(γ1, . . . , γk) = −h(sV1(σ(1t(γ1), γ1, . . . , γk))) · 0γ1 . (31)
Proof. The statement i) is trivial. In order to prove ii), it is sufficient to check it on
C0V B(V ) and C
1
V B(V ). For σ ∈ C0V B(V ), we compute that
(δhˆ+ hˆδ)(σ)(m) = hˆ(δσ)(m) = −h(sV1(δσ(1m))) = h(sV1(σ(m)−1))
= h(tV1(σ(m))) = Jh(σ)(m) ,
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where in the third equality of the first line we used (30) and in the second line we used
(23) and the fact that 01m = 10m .
Let σ ∈ C1V B(V ); we compute
(δhˆ+ hˆδ)(σ)(γ) = δ(hˆ(σ))(γ) + hˆ(δσ)(γ)
= −0γ · hˆ(σ)(s(γ))−1 − hˆ(σ)(t(γ)) · 0γ − h(sV1(δσ(1t(γ), γ))) · 0γ
= 0γ · h(sV1(σ(1s(γ))))−1 + h(sV1(σ(1t(γ)))) · 0γ
−h(sV1(σ(1t(γ))− σ(γ) · σ(γ)−1)) · 0γ
= 0γ · h(sV1(σ(1s(γ))))−1 + h(tV1(σ(γ))) · 0γ
= 0γ · h(sV1(σ(γ)))−1 + h(tV1(σ(γ))) · 0γ = Jh(σ)(γ),
where in the last line we used the defining property (28) of VB cochains.
Let V = t∗C × s∗E be a split VB-groupoid, and let σ = σC ⊕ σE ∈ CpV B(t∗C ×
s∗E) be a VB cochain; condition (28) implies that σE(γ1, . . . , γp) does not depend on
γ1, i.e. σE ∈ Γ((pip−10 )∗E), so that the map σ → (σC , σE) identifies CpV B(t∗C × s∗E)
with Cp−1(Γ, C[1] ⊕ E). This shows that if V = t∗C × s∗E is a split VB groupoid, then
tV : C[1]→ E is a two term homotopy Γ-module.
The following result is proven in [16].
Proposition 5.7. 1. There is a one-to-one correspondence between VB-groupoids over
Γ equipped with right-decompositions and 2-term homotopy Γ-modules.
2. Two different choices of right-decompositions of a VB groupoid correspond to gauge
equivalent homotopy Γ-modules.
Lemma 5.8. Let V1 and V2 be homotopy equivalent VB groupoids over Γ. For any choice
of right decompositions of V1 and V2, the induced homotopy Γ-modules as in Proposition
5.7 are homotopy equivalent.
Proof. Let J : V1 → V2 be a VB groupoid morphism, and let pii : Vi → t∗Ci × s∗Ci
be two right decompositions. It is enough to observe that if J is a VB homotopy over
h : E2 → C1, then the induced VB morphism Jpi1pi2 = pi2 ◦ J ◦ pi−11 is a VB homotopy
between the split VB groupoids over the same h. The result then follows from Lemma
5.6.
Let us consider now the case of the tangent and cotangent groupoid.
Lemma 5.9. The following are equivalent:
1. right-decompositions for the tangent VB-groupoid TΓ ;
2. right-decompositions for the cotangent VB-groupoid T∨Γ;
3. Ehresmann connections on s : Γ → M compatible with the unit map  : M → Γ in
the sense that the horizontal lifting at any point (m) coincides with ∗TmM .
Any Ehresmann connection on s : Γ → M as in Lemma 5.9 is called compatible
Ehresmann connection. As an immediate consequence, we have the following
Corollary 5.10 ([16]). Let Γ⇒M be a Lie groupoid, and let us choose a compatible
Ehresmann connection on s : Γ→M .
1. The tangent VB-groupoid (20) induces a homotopy Γ-module ρ : A[1]→ TM ;
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2. The cotangent VB-groupoid (21) induces a homotopy Γ-module ρ∨ : (T∨M)[1]→ A∨,
where ρ is the anchor map of the Lie algebroid A.
5.3 2-term complexes over a differentiable stack
We intepretate here the results obtained in the previous subsections on Morita equivalence
of VB groupoids in terms of homotopy Γ-modules.
Definition 5.11. A homotopy Γ1-module E1 and a homotopy Γ2-module E2 are said to
be Morita equivalent if there exist
a) a Γ1 − Γ2 bitorsor M1 Xϕ1oo ϕ2 // M2 ;
b) an homotopy equivalence between the pull-back representations up to homotopy
ϕ∗1E1 and ϕ∗2E2 along ϕ1 and ϕ2 respectively.
In a diagram:
ϕ∗1E1
||

//
ϕ∗2E2oo
""

E1

E2

Γ1[X]
ϕ1
||
∼

Γ2[X]
ϕ2
""
Γ1

X
ϕ1
{{
=
X
ϕ2
##
Γ2

M1 M2
(32)
Proposition 5.12. Let Vi, i = 1, 2, be VB-Morita equivalent VB groupoids over Γi
with Ci and Ei being the cores and the units, respectively. For any fixed choice of right
decompositions the induced homotopy Γ1-module C1[1] → E1 and homotopy Γ2-module
C2[1]→ E2 are Morita equivalent.
Proof. This is a straightforward consequence of Lemma 5.6 and Theorem 4.22.
Corollary 5.13. Let Γ1⇒M1 and Γ2⇒M2 be Morita equivalent Lie groupoids. Choose
right decompositions on TΓ1 and TΓ2; Then
i) the induced homotopy Γ1-module A1[1] → TM1 and homotopy Γ2-module A2[1] →
TM2 are Morita equivalent;
ii) the induced homotopy Γ1-module (T
∨M1)[1]→ A∨1 and homotopy Γ2-module (T∨M2)[1]→
A∨2 are Morita equivalent.
Definition 5.14. Let X be a differentiable stack. A 2-term complex over X is a class of
Morita equivalent 2-term homotopy Γ-modules E , where Γ⇒M is any representative of X.
We denote the Morita equivalent class of the homotopy Γ-module E as [E ], and say
that E represents [E ] on Γ⇒M .
28
Definition 5.15. Let E1 and E ′1 be homotopy Γ1-modules. Let E2 and E ′2 be homotopy
Γ2-modules, which are Morita equivalent to E1 and E ′1, respectively. Let Φ : E1 → E ′1 and
Ψ : E2 → E ′2 be morphisms of homotopy Γ1-modules and Γ2-modules over Γ1 and Γ2,
respectively. We say that Φ and Ψ are homotopic if the pull back maps
Φ : ϕ∗1E1 → ϕ∗1E ′1 , Ψ : ϕ∗2E2 → ϕ∗2E ′2
are homotopic morphisms of homotopy Γ-modules, where M1 Xϕ1
oo
ϕ2
// M2 is a
Γ1 − Γ2 bitorsor and the homotopies are as in Definition 5.11.
The above definition means that in the following diagram
ϕ∗1E1

||

//
ϕ∗2E2

oo
""

E1
Φ


E2

Ψ

Γ1 Γ1[X]oo
∼
Γ2[X] // Γ2
E ′1
OO
E ′2
OO
ϕ∗1E ′1
OO
bb
//
ϕ∗2E ′2
OO
<<
oo
(33)
the sub-diagram made of the dashed lines is commutative up to homotopy. Together with
Definition 5.14, this definition allows to make sense of morphisms of 2-term complexes
over differentiable stacks.
Definition 5.16. Let X be a differentiable stack. A morphism between 2-term complexes
over X is a homotopy equivalent class, in the sense of Definition 5.15, of morphisms between
Morita equivalent 2-term homotopy groupoid modules.
It is clear that the 2-term complexes over a given differentiable stack X is a cate-
gory. Taking into account the Gracia-Saz-Mehta dictionary, as detailed in Section 5.2, the
following is immediate.
Proposition 5.17. Homotopic VB-groupoid morphisms in the sense of Definition 4.26
give rise to homotopic morphisms between their Morita equivalent 2-term homotopy groupoid
modules in the sense of Definition 5.15.
Therefore, we have the following
Corollary 5.18. An homotopy equivalent class of VB-groupoid morphisms in the sense of
Definition 5.15 induces a morphism of the corresponding 2-term complexes over the stack.
6 The rank of a (+1)-shifted Poisson stack
6.1 The tangent complex and cotangent complex
Now we are ready to introduce the tangent complex and the cotangent complex of a differ-
entiable stack X.
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Definition 6.1. Let X be a differentiable stack.
1. By the tangent complex of X, denoted by TX, we mean the 2-term complex over X
defined by the Morita equivalent class of the homotopy Γ-module ρ : A[1]→ TM ;
2. by the cotangent complex of X, denoted by LX, we mean the 2-term complex over
X defined by the Morita equivalent class of the homotopy Γ-module ρ∨ : T∨M →
A∨[−1], which is the dual to A[1]→ TM .
Here Γ⇒M is any Lie groupoid representing X, and A is the Lie algebroid of Γ with the
anchor map ρ.
Note that (A[1])∨ ∼= A∨[−1]. Corollary 5.13 implies that the definition above is indeed
justified. The representative ρ : A[1]→ TM of TX is denoted TX|M , and the representative
ρ∨ : T∨M → A∨[−1] of LX by LX|M .
The following result is a consequence of Theorem 4.27.
Theorem 6.2. A (+1)-shifted Poisson structure on a differentiable stack X defines a
morphism of 2-term complexes over X from the cotangent complex shifted by (+1) to the
tangent complex:
Π# : LX[1]→ TX
Choosing a compatible Ehresmann connection on s : Γ → M as in Lemma 5.9, one
can compute explicitly the morphism of homotopy Γ-modules Π# : LX[1]M → TX|M . In
particular, we have the following
Proposition 6.3. Under the same hypothesis as in Theorem 6.2, for any presentation
Γ⇒M of X, the linear term of the morphism of homotopy Γ-modules Π# : LX[1]|M → TX|M
is given as follows:
(T∨M)[1] A[1]
A∨ TM
ρ∨
−ρ∨∗
ρ
ρ∗
(34)
where ρ∗ : A∨ → TM is the map induced from Π# : T∨Γ → TΓ by restricting to A∨ ⊂
T∨Γ|M [25].
6.2 Rank of a (+1)-shifted Poisson stack
The main purpose of this section is to introduce the rank of a +1-shifted Poisson structure
on a differentiable stack.
Recall that the rank of an ordinary Poisson structure is defined at a point of the base
manifold. For a (+1)-shifted Poisson structure on a differentiable stack, we shall define
its rank at each element in the coarse moduli space of the differentiable stack. The latter
can be defined as the quotient space M/Γ, where Γ⇒M is any Lie groupoid representing
the differentiable stack X, which is known to be invariant under the Morita equivalence of
Γ.
Our strategy is, first of all, to define the rank of a quasi-Poisson groupoid (Γ⇒M,Π,Λ)
at any given point m ∈M . Then, we show that this rank is constant along Lie groupoid
orbits. Furthermore, it is also invariant under twists of the quasi-Poisson structures and
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indeed is invariant under Morita equivalence. In this way, we are led to a well defined
map |X| → Z, the rank of the (+1)-shifted Poisson stack.
Definition 6.4. The rank of a quasi-Poisson groupoid
(
Γ⇒M,Π,Λ
)
at m ∈M is defined
to be
dim(ρ|m(Am) + ρ∗|m(A∨m))− rk(A).
Remark 6.5. Recall that the dimension of a differentiable stack X is dimX = dim(M)−
rk(A). Hence the rank of the quasi-Poisson groupoid
(
Γ⇒M,Π,Λ
)
at m ∈ M can also
written as
dimX− dim(ker ρ∨|m ∩ ker ρ∨∗ |m)
For a Poisson groupoid [25], the rank is full, i.e., equal to dimX at a point m ∈ M
if and only if the orbits of the Lie algebroid A and the dual Lie algebroid A∨ intersect
transversally at m ∈M .
Proposition 6.6. Let
(
Γ⇒M,Π,Λ
)
be a quasi-Poisson groupoid. The rank of the quasi-
Poisson structure (Π,Λ) is constant on any orbit of the groupoid.
Proof. Let us use Remark 6.5 and show that dim(ker ρ∨|m ∩ ker ρ∨∗ |m) is constant along
the Lie groupoid orbits.
We start with a few linear algebra facts. Let us call butterfly a commutative diagram C
of the form below, where NW,NE, SW,SE,C are vector spaces and where both diagonal
lines are short exact sequences.
NWaa
iN
NE
C aa
pS
pN
==
SW
ρW
OO
iS
==
SE
ρE
OO
By diagram chasing, each butterfly induces vector spaces isomorphisms:
CKer : Ker(ρW ) ∼−→ Ker(ρE)
Let us be more explicit: aN ∈ Ker(ρW ) and aS ∈ Ker(ρE) correspond one to the other
through the isomorphism CKer if and only if iN (aN ) = iS(aS).
By a morphism pi./ from a butterfly C to a butterfly C′, we mean a family of five linear
maps, as represented by dotted lines in diagram (35) below, making it commutative:
NW
piNW
''
aa
iN
NE
piNE
''
NW ′bb
i′N
NE′
C aa
pS
pN
==
pi
++ C′ bb
p′S
p′N
<<
SW
ρW
OO
piSW
77
iS
==
SE
ρE
OO
piSE
77SW
′
ρ′W
OO
i′S
<<
SE′
ρ′E
OO (35)
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By diagram chasing, it is routine to check that piSW (resp. piSE) maps Ker(ρW ) to
Ker(ρ′W ) (resp. Ker(ρE) to Ker(ρ
′
E)). Also, the commutativity of the diagrams above
implies the commutativity of the following diagrams (where vertical lines are vector spaces
isomorphisms):
Ker(ρW )
piSW //
OO
CKer

Ker(ρ′W )OO
C′Ker

Ker(ρE)
piSE // Ker(ρ′E)
In particular, the butterfly morphism pi./ induces a vector space isomorphism:
Ker(ρW ) ∩Ker(piSW ) ' Ker(ρE) ∩Ker(piSE). (36)
To verify our claim we are going to apply this general fact to the following situation.
For any γ ∈ Γ with source m and target n, the following commutative diagrams are
butterflies:
A∨m bb
L∨
A∨n
T∨γ Γ bb
T∨γ t
R∨
<<
T∨mM
Tγs
∨
<<
ρ∨|m
OO
T∨nM
ρ∨|n
OO and
TmMcc
Tγs
TnM
TγΓ bb
R
Tγt
<<
Am
ρ|m
OO
L
;;
An
ρ|n
OO
Now, for any multiplicative bivector field Π on a Lie groupoid Γ, there is a natural
butterfly morphism from the first butterfly above to the second one given by Π# : T∨γ Γ→
TγΓ, while the four remaining arrows are (using notations of Equation (35)):
piNW = ρ∗|m, piSW = ρ∨∗ |m, piNE = ρ∗|n, piSE = ρ∨∗ |n.
Constance of rank along orbits then follows from Equation (36).
For any T ∈ Γ(∧2A), denote by ρT∗ : A∨ → TM the map corresponding to the quasi-
Poisson structure (ΠT ,ΛT ), More explicitly, we have:
ρT∗ = ρ+ ρ◦T
#. (37)
Lemma 6.7. Let
(
Γ⇒M,Π,Λ
)
be a quasi-Poisson groupoid. Then for any T ∈ Γ(∧2A),
dim
(
ker ρ∨|m ∩ ker(ρT∗ )∨|m
)
= dim
(
ker ρ∨|m ∩ ker ρ∨∗ |m
)
Proof. From Equation (37), it follows that T# : A∨ → A is a homotopy between the chain
maps (−ρ∨∗ , ρ∗) and (−(ρT∗ )∨, ρT∗ ):
T∨M [1] A[1]
A∨ TM.
ρ∨
−ρ∨∗
−(ρT∗ )∨
ρ
ρ∗
ρT∗
T#
The result then follows by elementary linear algebra.
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As an immediate consequence of Definition 6.4 , Remark 6.5 and Lemma 6.7, we have
Corollary 6.8. The ranks at a given orbit of any two quasi-Poisson structures on a Lie
groupoid Γ⇒M , which are equivalent up to a twist, are equal.
Finally, we have the following
Lemma 6.9. Let (Γ1⇒M1,Π1,Λ1) and (Γ2⇒M2,Π2,Λ2) be quasi-Poisson groupoids.
Assume that
Γ1 Γ2
M1 M2
Φ
φ
(38)
is a Morita morphism of quasi-Poisson groupoids from (Γ1⇒M1,Π1,Λ1) to (Γ2⇒M2,Π2,Λ2).
Then, for any m1 ∈ M1, the rank of the quasi-Poisson structure (Γ1⇒M1,Π1,Λ1) at m1
is equal to the rank of the quasi-Poisson structure (Γ2⇒M2,Π2,Λ2) at φ(m1) ∈M2.
Now, we are ready to introduce the rank of a (+1)-shifted Poisson structure on a
differentiable stack X.
Definition 6.10. For a (+1)-shifted Poisson structure P on a differentiable stack X, let(
Γ⇒M,Π,Λ
)
be any quasi-Poisson groupoid representing it. Define the rank of P as a
map |X| → Z:
rankP = dimX− dim( ker ρ∨|m ∩ ker ρ∨∗ |m),
where m is any point in the groupoid orbit representing the element in the coarse moduli
space |X| of the stack X.
According to Lemma 6.9, rankP is indeed well defined. Let us now describe non-
degenerate Poisson structures on a differentiable stack.
Definition 6.11. A (+1)-shifted Poisson structure P on a differentiable stack X is non-
degenerate if and only if the linear term (34) of the morphism of homotopy Γ-modules
Π# : LX[1]|M → TX|M is a quasi-isomorphism of 2-term complexes of vector bundles.
That is, for any m ∈M , the morphism defined by the horizontal arrows below
T∨mM [1] Am[1]
A∨m TmM
ρ∨
−ρ∨∗
ρ
ρ∗
(39)
is a quasi-isomorphism of the 2-term complexes.
Not all differentiable stacks admit (+1)-shifted non-degenerate Poisson structures.
Lemma 6.12. If X is a (+1)-shifted non-degenerate Poisson stack, then dimX = 0.
Proof. Since the 2-term complexes of vector bundles associated to LX[1]|M and TX|M
are T∨M [1]
ρ∨→ A∨ and A[1] ρ→ TM , respectively, their Euler characteristics are −dimX
and dimX, respectively. Since quasi-isomorphic 2-term complexes have the same Euler
characteristic, we have dimX = −dimX. Therefore, it follows that dimX = 0.
The following proposition gives an alternative description of non-degenerate Poisson
stacks.
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Proposition 6.13. A (+1)-shifted Poisson structure P on a differentiable stack X is
non-degenerate if and only if rankP = dimX = 0 uniformly on the coarse moduli space of
the stack.
Proof. Assume that P is non-degenerate. By Lemma 6.12, we know that dimX = 0. From
assumption, it follows that dim
(
ker ρ∨|m∩ker ρ∨∗ |m
)
= 0. Therefore, rankP = 0 according
to Remark 6.5.
Conversely, assume that rankP = dimX = 0. It thus follows that all vector spaces in
Diagram (39) have the same dimension. A simple linear algebra argument implies that
the morphism defined by the horizontal arrows in (39) must be a quasi-isomorphism of
the 2-term complexes.
6.3 Examples
Example 6.14. Let (G,Π,Λ) be a quasi-Poisson group of dimension n in the sense of
Kosmann-Schwarzbach [20]. Then it defines a (+1)-shifted Poisson structure on [·/G] of
rank −n. Indeed (+1)-shifted Poisson structures on [·/G] correspond exactly to equivalent
classes of quasi-Poisson group structures on G, where the equivalence relation is given by
“Drinfeld twists” [20]. In particular, they cannot be non-degenerate.
When G is a Lie group whose Lie algebra g is equipped with a symmetric g-invariant
element t ∈ S2(g)G, then (G,Π,Λ), where Π = 0 and Λ = − 1
4
[t12, t23] ∈ (∧3g)G, defines a
quasi-Poisson group. And therefore it induces a (+1)-shifted Poisson structure on [·/G].
It is well known that any quasi-triangular Poisson Lie group is twist-equivalent to a quasi-
Poisson group on G of the above form, and therefore its corresponding (+1)-shifted Poisson
stack on [·/G] is isomorphic to the (+1)-shifted Poisson stack on [·/G] as described above.
This viewpoint can certainly be traced back to Drinfeld [13].
If G is a connected and simply connected semi-simple Lie group, it is known [13, 20]
that any quasi-Poisson group structure on G is twist-equivalent to one as above, where
the twist t ∈ S2(g)G ∼= S2(g∨)G is a multiple of the Killing form. Therefore there is one
to one correspondence between (+1)-shifted Poisson structures on [·/G] and elements in
(∧3g)G.
Another type of quasi-Poisson groupoid arise as integration of the so called Manin
pairs. Let (d, g) be a Manin pair [12], that is, d is an even dimensional Lie algebra of
signature (n, n) with an invariant, non-degenerate symmetric bilinear form, and g is a
maximal isotropic Lie subalgebra of d. Let D be the connected and simply connected Lie
group with Lie algebra d, and G ⊂ D a closed Lie subgroup with Lie algebra g. We call
(D,G) the group pair corresponding to the Manin pair. Denote by S, the homogeneous
space S = D/G. Then the action of the Lie group D on itself by left multiplication
induces an action of D on S = D/G, and in particular a G-action on S, which is called
the dressing action.
Theorem 6.15. Let (d, g) be a Manin pair, and (D,G) its corresponding group pair.
Then the quotient stack [S/G], where S = D/G and G acts on S by the dressing action,
is naturally a non-degenerate (+1)-shifted Poisson stack.
Theorem 6.15 follows from Proposition 6.16 and Proposition 6.17 below.
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Note that the quotient stack [S/G] is represented by the transformation groupoid
G n S⇒S. However, in order to describe the (+1)-shifted Poisson structure on [S/G]
in terms of the transformation groupoid G n S⇒S, one needs to choose an isotropic
complement h of g in d. In this case, (d, g, h) is called a Manin quasi-triple [12]. And
therefore, it induces a quasi-Lie bialgebra (g, g∨) [12]. Hence G is a quasi-Poisson Lie
group with multiplicative bivector field denoted by ΠG. Moreover, there exists a bivector
field ΠS on S given by ΠS = −∑ni=1(ei)S ⊗ (i)S , i.e.,
ΠS(df, dg) = −
n∑
i=1
(i)S(f)(ei)S(g), ∀f, g ∈ C∞(S). (40)
Here {ei} is a basis of g and {i} the dual basis of g∨ ∼= h.
We have the following:
Proposition 6.16. Let (d, g) be a Manin pair, and h an isotropic complement of g in d.
Let (D,G) be its corresponding Lie group pair. Then (GnS⇒S,Π,Λ) is a non-degenerate
quasi-Poisson groupoid. Here Λ ∈ Γ(S;∧3(g) × S) is the constant section corresponding
to the 3-vector φ ∈ ∧3g defined by
φ(ξ, η, ζ) = 〈[ξ, η], ζ〉 ∀ξ, η, ζ ∈ g∨,
and Π is the bivector field on G× S defined by
Π
(
(θg, θs), (θ
′
g, θ
′
s)
)
= ΠG(θg, θ
′
g)−ΠS(θs, θ′s)
+〈θ′s, (L∗gθg)S〉 − 〈θs, (L∗gθ′g)S〉,
(41)
for any point (g, s) ∈ G × S, and (θg, θs), (θ′g, θ′s) ∈ T∨g G × T∨s S ' T∨(g,s)(G × S), where
(L∗gθg)S denotes the vector field on S corresponding to the infinitesimal dressing action of
L∗gθg ∈ g∗ ∼= h ⊂ d, similarly for (L∗gθ′g)S.
Proof. It was proved in Theorem 4.22 [18] that this is a quasi-Poisson groupoid. By a
direct verification, one can show that this quasi-Poisson groupoid is indeed non-degenerate
in the sense of Definition 6.11.
According to Proposition 4.15 [18], a direct verification leads to the following
Proposition 6.17. Under the same hypothesis as in Proposition 6.16, the quasi-Poisson
structures on the transformation groupoid G n S⇒S corresponding to different isotropic
complements h of g in d are equivalent up to a twist.
Let g be a Lie algebra endowed with a non-degenerate symmetric bilinear form K. On
the direct sum d = g⊕g, one constructs a scalar product of signature (n, n) (with n being
the dimension of g) (·|·) by
((u1, u2)|(v1, v2)) = K(u1, v1)−K(u2, v2),
for (u1, u2), (v1, v2) ∈ d. Then, (d,∆(g),∆−(g)) is a Manin quasi-triple, where ∆(v) =
(v, v) and ∆−(v) = (v,−v), ∀v ∈ g [2]. If G is the connected and simply connected Lie
group with Lie algebra g then D = G×G is the connected and simply connected Lie group
with Lie algebra d and G is identified with the diagonal of D = G×G. It is simple to see
that the map [(g′, g)] 7→ g′g−1 allows us to identify the homogeneous space D/G with G,
under which the dressing action of G becomes the conjugation. Hence the transformation
groupoid Gn S⇒S in Proposition 6.16 becomes the transformation groupoid GnG⇒G.
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Proposition 6.18. Assume that g is a Lie algebra endowed with a non-degenerate sym-
metric bilinear form K and G is its corresponding connected and simply connected Lie
group. Then (G n G⇒G,Π,Λ), where G acts on G by conjugation, is a non-degenerate
quasi-Poisson groupoid, where the multiplicative bivector field Π on G×G is:
Π|(g,s) = 1
2
n∑
i=1
←−
e2i ∧
−→
e2i −
←−
e2i ∧
←−
e1i −
−−−−−−−→
(Adg−1ei)
2 ∧
−→
e1i , (42)
and Λ ∈ Γ(G;∧3(g) × G) is the constant section corresponding to the 3-vector in (∧3g)G
identified by the Cartan 3-form 1
4
K(·, [·, ·]g) ∈ ∧3g∗. Here {ei} is an orthonormal basis of
g and the superscript refers to the respective G-component.
Proof. It was proved in Corollary 4.24 [18] that this is a quasi-Poisson groupoid. By a
direct verification, one can show that Π is indeed non-degenerate in the sense of Definition
6.11.
In summary, we have the following
Theorem 6.19. Let G be a connected and simply connected Lie group whose Lie algebra
g is endowed with a non-degenerate symmetric bilinear form. Then the quotient stack
[G/G], where G acts on G by conjugation, is naturally a non-degenerate (+1)-shifted
Poisson stack.
In [8], we will explore the question how to invert a non-degenerate (+1)-shifted Poisson
stack to a (+1)-shifted symplectic stack by “homotopy inverting” non-degenerate quasi-
Poisson groupoids. In particular, we prove that by homotopy inverting the non-degenerate
quasi-Poisson groupoid in Proposition 6.18, we obtain the AMM quasi-symplectic groupoid
G n G⇒G [40]. Therefore one obtains AMM (+1)-shifted symplectic stack [G/G] by
inverting the non-degenerate (+1)-shifted Poisson stack [G/G] in Theorem 6.19.
A Z-graded Lie 2-algebras
We discuss here the extension to the Z-graded case of the standard notions of Lie 2-
algebras and their morphisms. This extension is straightforward, nevertheless since we
could not find it in the literature we will give a self contained presentation.
A.1 Definitions
Definition A.1. A Z-graded Lie 2-algebra (or graded Lie algebra crossed-module) A d7→ G
is a pair (A,G) of graded Lie algebras, equipped with
1. a degree 0 graded Lie algebra morphism d : A→ G,
2. a graded Lie algebra action of G on the graded vector space A
G× A → A
(pi, a) 7→ pi · a,
such that:
a) for all a ∈ A, pi ∈ Gl, the relation d(pi · a) = [pi,da] holds and
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b) for all a1, a2 ∈ A, the relation [a1, a2] = (da1) · a2 holds.
In the non-graded case, when A and G are ordinary Lie algebras, i.e. graded Lie
algebras concentrated in degree 0, we recover the usual notion of a crossed module, which
is also called a strict Lie 2–algebra([6]). Since the strict case is the only case we are
interested in, we omitted the term strict in Definition A.1. For pi ∈ Gk, a ∈ Al, it will be
practical to denote by a · pi the element (−1)k(l+1)pi · a.
Remark A.2. Items a) and b) in Definition A.1 imply that G acts on A by derivations
of graded Lie algebras. Moreover, the fact that d respects the Lie algebra bracket is a
consequence of items a) and b) so that it could be omitted from A.1.
To any Z-graded Lie 2-algebra A d7→ G, there is an associated differential graded Lie
algebra, denoted V(A d7→ G), which is defined as follows:
1. as a graded vector space, V = A[1]⊕G, i.e. the component Vk of degree k ∈ Z is the
direct sum Ak+1 ⊕Gk;
2. the differential is d(a⊕ pi) = 0⊕ da for all a ∈ Ak+1 ⊂ Vk and pi ∈ Gk ⊂ Vk
3. the graded Lie bracket is given for all a1 ⊕ pi1 ∈ Vk, a2 ⊕ pi2 ∈ Vl by:
[a1 ⊕ pi1, a2 ⊕ pi2] := ((−1)kpi1 · a2 − (−1)la1 · pi2)⊕ [pi1, pi2] .
= ((−1)kpi1 · a2 − (−1)(k+1)lpi2 · a1)⊕ [pi1, pi2]
For usual crossed modules A
d7→ G (i.e. the non-graded case), the only non vanishing
terms are V0 = G and V−1 = A. In this case, a L∞-morphism from the dgla V(A d7→ G)
to the dgla V(A′ d′7→ G′) is determined by a pair of linear maps A → A′ and G → G′,
respectively together with a bilinear skew-symmetric map ∧2G→ A′. For degree reasons,
no other Taylor coefficients may exist. We extend this notion to the graded case by
requiring that the only non-vanishing Taylor coefficients are of this particular type.
Definition A.3. A morphism of Z-graded Lie 2-algebras from A d7→ G to A′ d′7→ G′ is a
L∞-morphism Φ between their associated dglas V(A d7→ G) and V(A′ d
′7→ G′) whose Taylor
coefficients (Φn)n≥1 satisfy the following properties:
1. the linear Taylor coefficient Φ1 maps A to A
′ and G to G′;
2. the quadratic Taylor coefficient Φ2 is zero, except on G ∧G where it takes values in
A′,
3. all higher Taylor coefficients (Φn)n≥3 are equal to zero.
When the quadratic Taylor coefficient Φ2 is zero, we call it a strict morphism of Z-
graded Lie 2-algebras. Strict morphisms are then simply pairs of maps from A to A′ and
from G to G′ that preserve all the structures defining Z-graded Lie 2-algebras.
Remark A.4. Let us spell out Definition A.3. A morphism of Z-graded Lie 2-algebras is
given by a pair of linear maps of degree 0, Φ1 : A→ A′ and Φ1 : G→ G′, called the linear
terms, together with a graded skew-symmetric bilinear map Φ2 : G ∧ G → A′ of degree
+1, called the quadratic term, such that:
(a) Φ1 is a chain map: A
d //
Φ1

G
Φ1

A′
d′ // G′
,
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(b) for all pi1, pi2 ∈ G, the relation d′ ◦Φ2(pi1, pi2) = Φ1([pi1, pi2])− [Φ1(pi1),Φ1(pi2)] holds,
(c) for all pi ∈ G, a ∈ A, the relation Φ2(pi,da) = Φ1(pi · a)− Φ1(pi) · Φ1(a) holds,
(d) the relation (−1)|pi1||pi3| (Φ2(pi1, [pi2, pi3])− Φ1(pi1) · Φ2(pi2, pi3)) +  pi1pi2pi3 = 0 holds
for all pi1, pi2, pi3 ∈ G.
In the non-graded case, these are exactly the relations satisfied by the Taylor coefficients
of an L∞-morphism between dglas concentrated in degrees 0 and −1, as can be seen in
[30].
Remark A.5. Recall that morphisms of L∞-algebras can be composed; it is routine to
check that morphisms of graded Lie 2-algebras are stable under composition. Indeed if
Φ and Ψ are two morphisms of Z-graded Lie 2-algebras then Φ ◦Ψ is a morphism whose
only non vanishing terms are the linear and quadratic ones that read
(Φ ◦Ψ)1 = Φ1 ◦Ψ1 and (Φ ◦Ψ)2 = Φ1 ◦Ψ2 + Φ2 ◦ (∧2Ψ1) . (43)
The following definition generalizes to the graded case the notion of homotopy between
morphisms of Lie 2-algebras (see for instance Definition 2.9 of [30]). Again, for the non-
graded case, such homotopies (called natural transformations) are the only possible ones.
In the graded case, we simply impose their form to mimic the non-graded case.
Definition A.6. Let Φ and Ψ be morphisms of Z-graded Lie 2-algebras from A d7→ G to
A′ d
′7→ G′. An homotopy between Φ and Ψ is a linear map h : G → A′ of degree2 0 such
that:
(α) h is a homotopy between the chain maps Φ1 and Ψ1, i.e.,
Ψ1
∣∣∣
G
= Φ1
∣∣∣
G
+ d′◦h , Ψ1
∣∣∣
A
= Φ1
∣∣∣
A
+ h◦d
(β)
Ψ2 = Φ2 + Θ
Φ
h , (44)
where ΘΦh : A× A′ → A′ is the map defined, ∀pi1 ∈ G, pi2 ∈ Gl by
ΘΦh (pi1, pi2) := h([pi1, pi2])− [h(pi1), h(pi2)]−Φ1(pi1) ·h(pi2)+(−1)lh(pi1) ·Φ1(pi2). (45)
It is straightforward to check that this definition is compatible with the usual notion
of homotopy of L∞-morphisms.
Proposition A.7. i) Homotopy is an equivalence relation on morphisms of Z-graded
Lie 2-algebras;
ii) Composition of morphisms of Z-graded Lie 2-algebras is compatible with homotopies.
Proof. In order to prove i), one easily sees that symmetry follows from ΘΦh = Θ
Ψ
−h; the
non trivial additional point is to check transitivity on quadratic Taylor coefficients. Indeed
spelling out Definition A.6, in particular (44), we see that this is equivalent to
ΘΦh+g = Θ
Ψ
g + Θ
Φ
h (46)
2Notice that h becomes of degree −1 if G and A′ are seen as subspaces of their associated dglas.
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with h, g : G→ A′ and Θ as in (45). Indeed let us compute for all pi1 ∈ Gk and pi2 ∈ Gl
ΘΨg (pi1, pi2) = g([pi1, pi2])− [g(pi1), g(pi2)] + (−1)lg(pi1) ·Ψ1(pi2)−Ψ1(pi1) · g(pi2)
= g([pi1, pi2])− [g(pi1), g(pi2)] + (−1)lg(pi1) · Φ1(pi2)− Φ1(pi1) · g(pi2)
+(−1)lg(pi1) · d′ ◦ h(pi2)− d′ ◦ h(pi1) · g(pi2)
= g([pi1, pi2])− [g(pi1), g(pi2)] + (−1)lg(pi1) · Φ1(pi2)− Φ1(pi1) · g(pi2)
−[g(pi1), h(pi2)]− [h(pi1), g(pi2)]
where we used Ψ1(pi) = Φ1(pi) + d ◦ h(pi) for all pi ∈ G to go from the first to the second
equality and Item b) in Definition A.1 to go from the second to the last one. Equation
(46) then follows from adding ΘΦh as defined in (45) to the latter expression.
In order to prove ii) let now Φ and Φ′ be two morphisms of Z-graded Lie 2-algebras.
If h is a homotopy between them, then for all morphisms Ψ,Ξ, the degree 0 linear map
Ξ1 ◦ h ◦Ψ1 is a homotopy between Ξ ◦ Φ ◦Ψ and Ξ ◦ Φ′ ◦Ψ.
Proposition A.7 allows us to make sense of the following definition:
Definition A.8. A homotopy equivalence between the Z-graded Lie 2-algebras A( d7→ G)
and (A′ d
′7→ G′) is a pair of morphisms of Z-graded Lie 2-algebras:
G G′
Φ //
Ψ
oo
A
d
OO
A′
d′
OO (47)
such that Φ ◦Ψ and Ψ ◦Φ are homotopic to the identity map. The morphism Φ (resp. Ψ)
is said to be an homotopy inverse of Ψ (resp. Φ).
A.2 Homotopy inverses of morphisms of Z-graded Lie 2-
algebras
Recall that if Φ is a morphism of Z-graded Lie 2-algebras from A d7→ G to A′ d7→ G′, its
linear part Φ1 is a chain map. A homotopy inverse of Φ1 is a graded chain map Ψ1 from
A′ d7→ G′ to A d7→ G together with an homotopy h between Ψ1 ◦ Φ1 and the identity, and
an homotopy h′ between Φ1 ◦Ψ1 and the identity:
G
h

G′
h′

Φ1 //
Ψ1
oo
A
d
OO
A′.
d′
OO (48)
The following theorem states that a morphism of Z-graded Lie 2-algebras is homotopy
invertible as long as its linear part is homotopy invertible as a chain map. Moreover, the
homotopy inverse is uniquely determined by the homotopy inverse of the linear part.
39
Theorem A.9. Let Φ be a morphism of Z-graded Lie 2-algebras from A d7→ G to A′ d′7→ G′
and let Φ1 be its linear Taylor coefficient. Assume that an homotopy inverse Ψ1 of Φ1
is given with homotopies h, h′ as in (48). Then, there exists a unique morphism Ψ of
Z-graded Lie 2-algebras from A′ d
′7→ G′ to A d7→ G such that:
1. Ψ1 is the linear Taylor coefficient of Ψ;
2. h (resp. h′) is a homotopy of morphisms of graded 2-Lie algebras between the com-
position Φ ◦Ψ (resp. Ψ ◦ Φ) and the identity;
Proof. One has to prove existence and uniqueness of the Z-graded Lie 2-algebra mor-
phism Ψ. Since its linear Taylor coefficient is already imposed, one has to find and prove
uniqueness of its quadratic term Ψ2 : ∧2G′ → A.
For all pi′1, pi
′
2, pi
′ ∈ G′, a′ ∈ A′, pi1, pi2 ∈ G, Ψ2 has to satisfy:
d Ψ2(pi
′
1, pi
′
2) = Ψ1([pi
′
1, pi
′
2])− [Ψ1(pi′1),Ψ1(pi′2)]
Ψ2(pi
′, d′a′) = Ψ1(pi′ · a′)−Ψ1(pi′) ·Ψ1(a′)
Φ1 ◦Ψ2(pi′1, pi′2) = Θidh′(pi′1, pi′2)− Φ2 (Ψ1(pi′1),Ψ1(pi′2))
Ψ1 ◦ Φ2(pi1, pi2) = Θidh (pi1, pi2)−Ψ2 (Φ1(pi1),Φ1(pi2))
(49)
where Θidh and Θ
id
h′ are defined as in (45). The first two relations above say that Ψ2 is
the quadratic Taylor coefficient of a Z-graded Lie 2-algebra morphism whose linear Taylor
coefficient is Ψ1. The third (and fourth) relations say that h
′ and h are the homotopies
between Φ ◦Ψ (and Ψ ◦ Φ) and the identity.
In order to prove uniqueness it is enough to observe that, if Ψ2 and Ψ˜2 are two
solutions of (49), then Im(Ψ2− Ψ˜2) ⊂ Ker d∩Ker Φ1 = 0, since Ψ1 and Φ1 are inverse up
to homotopy.
Existence is proved by an explicit bilinear assignment Ψ2 that satisfies (49). Let us
consider:
Ψ2 := Ψ1 ◦Θidh′ + h ◦ κΨ1 −Ψ1 ◦ Φ2 ◦ ∧2Ψ1, (50)
where:
κΨ1(pi
′
1, pi
′
2) = −Ψ1([pi′1, pi′2]) + [Ψ1(pi′1),Ψ1(pi′2)].
The check that Ψ2 defined in (50) solves (49) is a long and explicit computation.
A.3 Maurer-Cartan moduli set of a Z-graded Lie 2-algebra
Let A
d7→ G be a Z-graded Lie 2-algebra and V := V(A d7→ G) its associated dgla. The
Maurer-Cartan elements of A
d7→ G are the Maurer-Cartan elements of its associated dgla.
The set of Maurer-Cartan elements is denoted by MC(A
d7→ G).
Lemma A.10. Maurer-Cartan elements of a Z-graded Lie 2-algebra A d7→ G are elements
Λ⊕Π ∈ V1 = A2 ⊕G1 satisfying
dΛ +
1
2
[Π,Π] = 0 and Π · Λ = 0.
For any Maurer-Cartan element Λ⊕Π ∈ A2 ⊕G1 and any T ∈ A1, define ΛT ⊕ΠT ∈
A2 ⊕G1 by:
ΠT := Π + dT and ΛT := Λ−Π · T − 1
2
[T, T ]. (51)
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We say that (Λ ⊕ Π)T := ΛT ⊕ ΠT defined in (51) is the twist of Λ ⊕ Π by T . Twist
transformations are related to gauge transformations of dglas. Recall that two Maurer-
Cartan elements m and m′ in a dgla are said to be gauge-equivalent, if there exists an
element b of degree 1 (called a gauge), such that m′ = exp(b) ·m where
exp(b) ·m := m−
∑
i≥0
adib
i+ 1!
(db+ [m, b]) . (52)
See, for instance, Equation (3.7) in [9]. In general, there is a convergence issue. However
when the gauge element b is a nilpotent element for the graded Lie algebra, the RHS of
Equation of (52) is well defined. In our situation, it is clear that A1 ⊂ V0 = A1⊕G0 is an
abelian Lie subalgebra; in particular the above gauge transformations by T ∈ A1 makes
sense.
Proposition A.11. Let A
d7→ G be a Z-graded Lie 2-algebra and V := V(A[1] d7→ G) its
associated dgla. For every Maurer-Cartan element Λ⊕Π and T ∈ A1
exp(−T ) · (Λ⊕Π) = (Λ⊕Π)T .
Proof. A direct computation gives:
d (T ⊕ 0) + [T ⊕ 0,Λ⊕Π] = −Π · T ⊕ dT
adT (d (T ⊕ 0) + [T ⊕ 0,Λ⊕Π]) = 0⊕ [T, T ]
adiT (d (0⊕ T ) + [T ⊕ 0,Λ⊕Π]) = 0 for i ≥ 2
The result then follows by using these relations to compute the right hand side of (52)
and comparing it with (51).
Corollary A.12. For any Maurer-Cartan element Λ ⊕ Π of a Z-graded Lie 2-algebra
A
d7→ G and any T ∈ A, the element (Λ⊕Π)T is still a Maurer-Cartan element. Moreover,
twist transformations define an equivalence relation on MC(A
d7→ G).
Definition A.13. The Maurer-Cartan moduli setMC(A
d7→ G) is the quotient ofMC(A d7→
G) by twist equivalence.
It is a general fact that if F : g1 → g2 is a morphism of L∞ algebras and m ∈ g1 is a
Maurer-Cartan element then ∞∑
n=0
1
n!
Fn(m, , . . . ,m)
is a Maurer-Cartan element of g2. By applying this formula to a morphism Φ of Z-graded
Lie 2-algebras from A
d7→ G to A′ d′7→ G′, we obtain a map MC(Φ) : MC(A d7→ G) →
MC(A′ d
′7→ G′) that reads
MC(Φ)(Λ⊕Π) =
(
Φ1(Λ) +
1
2
Φ2(Π,Π)
)
⊕ Φ1(Π) . (53)
The following result is also a straightforward consequence of a general result valid for
any L∞-morphisms. For completeness, we outline a proof below.
Lemma A.14. Let Φ be a morphism of graded Lie 2-algebras from A
d7→ G to A′ d′7→
G′. The images through MC(Φ) of twist equivalent Maurer-Cartan elements are twist
equivalent.
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Proof. Let us prove that if T ∈ A1 and Λ⊕Π ∈MC(A d7→ G) then
MC(Φ) ((Λ⊕Π)T ) = (MC(Φ) (Λ⊕Π))Φ1(T ) . (54)
In view of the definition of twist equivalence (51), this last relation decomposes as the two
following relations:
Φ1(Π + dT ) = Φ1(Π) + d
′ ◦ Φ1 (T )
Φ1
(
Λ−Π · T − 1
2
[T, T ]
)
+ 1
2
Φ2 (Π + dT,Π + dT )
=
Φ1(Λ) +
1
2
Φ2(Π,Π)
−Φ1(Π) · Φ1(T )− 12 [Φ1(T ),Φ1(T )]
(55)
The first of these relations follows from the fact that Φ1 is a chain map. The second
relation can be checked by a direct computation. First, by definition of Z-graded Lie
2-algebra morphism, for all P ∈ G:
Φ2(P,dT ) = Φ1(P · T )− Φ1(P ) · Φ1(T ) (56)
In particular for P = dT , Equation (56) gives:
Φ2(dT,dT ) = Φ1(dT · T )− Φ1(dT ) · Φ1(T )
= Φ1(dT · T )−
(
d′ ◦ Φ1(T )
) · Φ1(T )
= Φ1([T, T ])− [Φ1(T ),Φ1(T )].
The second relation in the system (55) follows from the previous relation and Equation
(56), applying for P = Π.
As a consequence, MC(Φ) : MC(A
d7→ G) → MC(A′ d′7→ G′) defines a map between
Maurer-Cartan moduli sets:
MC(Φ) : MC(A
d7→ G)→MC(A′ d′7→ G′).
We prove in the following Lemma that such a map depends only on the homotopy
type of Φ.
Lemma A.15. Let Φ and Ψ be morphisms of Z-graded Lie 2-algebras from A d7→ G to
A′ d
′7→ G′ and let h : G→ A′ be an homotopy between Φ and Ψ; then
MC(Ψ)(Λ⊕Π) = MC(Φ)(Λ⊕Π)h(Π)
for all Λ⊕Π ∈MC(A d7→ G). As a consequence MC(Φ) = MC(Ψ).
Proof. According to the definition ΘΦh given in (45) we get
ΘΦh (Π,Π) = h([Π,Π])− [h(Π), h(Π)]− 2Φ1(Π) · h(Π)
= −2h(dΛ)− [h(Π), h(Π)]− 2Φ1(Π) · h(Π), (57)
where we used the Maurer-Cartan condition [Π,Π] = −2dΛ.
Applying (53), and using the fact that h is a homotopy between the chain maps Φ1
and Ψ1 together with the relation between Φ2 and Ψ2 given in (44), we obtain:
MC(Ψ)(Λ⊕Π) =
(
Ψ1(Λ) +
1
2
Ψ2(Π,Π)
)
⊕Ψ1(Π)
=
(
Φ1(Λ) + h ◦ d(Λ) + 1
2
Φ2(Π,Π) +
1
2
ΘΦh (Π,Π)
)
⊕ (Φ1(Π) + d′ ◦ h(Π))
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By Equation (57), this gives:
MC(Ψ)(Λ⊕Π) =
(
Φ1(Λ) +
1
2
Φ2(Π,Π)− 1
2
[h(Π), h(Π)]− Φ1(Π) · h(Π)
)
⊕ (Φ1(Π) + d′ ◦ h(Π))
= MC(Φ)(Λ⊕Π)h(Π).
The above Lemmas imply immediately the following Corollary.
Corollary A.16. An homotopy equivalence between two strict Lie 2-algebras induces a
one-to-one correspondence between their Maurer-Cartan moduli sets.
The previous result justify the following construction:
1. to any Z-graded Lie 2-algebra A d7→ G, we can associate the set MC(A d7→ G) of
Maurer-Cartan elements up to twists,
2. to any morphism Φ from A
d7→ G to A′ d′7→ G′, we have associated a map MC(Φ) :
MC(A
d7→ G)→MC(A d7→ G) (by Lemma A.14).
The relations MC(Φ ◦Ψ) = MC(Φ) ◦MC(Ψ) and MC(id) = id are of course satisfied.
Moreover, if two morphisms Φ and Ψ are homotopic, then MC(Φ) = MC(Ψ) by Lemma
A.15. This shows that the assignment MC induces a functor from the category Lie2
(where objects are Z-graded Lie 2-algebras and arrows are homotopy classes of Z-graded
Lie 2-algebra morphisms) to the category of sets. It is in fact valued in the subcategory
of sets where objects are sets and all arrows are bijections by Corollary A.16.
Definition A.17. We call Maurer-Cartan functor the above functor from Lie2 to the
category of sets and denote it by MC.
B Z-graded Lie groupoids and cohomology
This section is devoted to establishing results which are necessary to prove Proposition 2.5.
B.1 Z-graded Lie groupoids and truncated 2-term groupoid
cohomology complexes
Z-graded Lie groupoids are Lie groupoids in the category of Z-graded manifolds. For de-
tails, see [26]. Many standard notations and constructions of Lie groupoids have straight-
forward extensions to the context of Z-graded Lie groupoids, including groupoid cohomol-
ogy, morphisms, Morita morphisms and so on. In particular, for a Z-graded Lie groupoid
G⇒M, the Z-graded groupoid cohomology complex is the Z-graded complex:
C∞(M) δ // C∞(G) δ // C∞(G(2)) δ // . . . (58)
where (G(k))k≥0 denotes the space of composable k-arrows. Functions on G that are δ-
closed are called multiplicative. The space of multiplicative functions on G is denoted by
Z(G). The Z-graded 2-term complex we are interested in is the (shifted) truncation of
(58) at degree 1.
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Definition B.1. Let G⇒M be a Z-graded Lie groupoid. By its 2-term truncated (groupoid
cohomology) complex, we mean the graded 2-term complex:
C∞(M)[1] δ // Z(G)[1] (59)
A graded groupoid morphism Φ : G1 7→ G2 induces a cochain map Φ∗ between their
Z-graded groupoid cohomology complexes:
C∞(M1) δ // C∞(G1) δ // C∞(G(2)1 ) δ // . . .
C∞(M2)
φ∗
OO
δ // C∞(G2)
Φ∗
OO
δ // C∞(G(2)2 ) δ //
OO
. . .
(60)
Therefore, Φ∗ induces a morphism of their corresponding truncated 2-term Z-graded com-
plexes:
Z(G)[1] Z(G′)[1]
Φ∗ //
C∞(M)[1]
δ
OO
C∞(M′)[1]
δ
OO (61)
The main purpose of this section is to construct an explicit homotopy inverse of Φ∗ in
(61) when Φ is a Morita morphism. From now on, assume that G1⇒M1 is the pullback
groupoid G[X ]⇒X , and Φ : G[X ] → G is the natural projection, where φ : X → M is a
surjective submersion of Z-graded manifolds.
Assume that φ : X →M admits a section σ :M→ X . Introduce maps σˆ : G → G[X ]
and τ : X → G[X ], respectively by
σˆ = (σ◦t, id, σ◦s) (62)
and
τ = (id, ◦φ, σ◦φ), (63)
where we identify G[X ] with X ×M,tG×M,sX and  :M→ G is the embedding of units of
G. It is simple to check that the pair of maps (σˆ, σ) defines a Z-graded groupoid morphism
from G⇒M to G[X ]⇒X . Therefore, it induces a morphism σˆ∗ of the truncated 2-term
complexes from C∞(X )[1] → Z(G[X ])[1] to C∞(M)[1] → Z(G)[1]. Since Φ◦σˆ = id, it
follows that σˆ∗◦Φ∗ = id. Moreover, it is straightforward to check that Φ∗◦σˆ∗ is homotopic
to the identity, with τ∗ : Z(G(X ))[1]→ C∞(X )[1] being a homotopy map.
In general, global sections σ :M→ X may not exist. However, since φ : X →M is a
surjective submersion, local sections always exist. The standard argument of partition of
unity will enable us to construct a homotopy inverse of Φ∗. More precisely, denote by X
and M the body of X and M, respectively, and by the same φ : X → M the surjective
submersions at the level of bodies. Choose a nice open cover (Ui)i∈S of the body M of
M. Let (χi)i∈S be a partition of unity subject to the cover (Ui)i∈S . Denote by Ui the
restriction of the graded manifold M to Ui, and φ−1(Ui) the restriction of X to the open
subset φ−1(Ui) of the body X of X . Therefore, for each i ∈ S, there exists a local section
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σi : Ui ↪→ φ−1(Ui) of φ : X →M. Let τi : φ−1(Ui) → G[X ]φ
−1(Ui)
φ−1(Ui) be the map defined as
in Equation (63) with respect to the section σi : Ui ↪→ φ−1(Ui). Similar to Equation (62),
for any i1, i2 ∈ S, denote by σˆi1,i2 : G|
Ui2
Ui1
→ G[X ]φ
−1(Ui2 )
φ−1(Ui1 )
, the map
σˆi1,i2 = (σi1◦t, id, σi2◦s), (64)
where G|Ui2Ui1 = s
−1(Ui1)∩t−1(Ui2) with s and t being the source and target maps of G⇒M;
similarly for G[X ]φ
−1(Ui2 )
φ−1(Ui1 )
.
Consider the maps
I1 : C∞(G[X ])[1]→ C∞(G)[1], I1 =
∑
i1,i2∈S
(s∗χi1)(t
∗χi2)σˆ
∗
i1,i2 (65)
I0 : C∞(X )[1]→ C∞(M)[1], I0 =
∑
i∈S
χiσ
∗
i (66)
and
H : Z(G(X ))[1]→ C∞(X )[1], H =
∑
i∈S
(φ∗χi)τ
∗
i (67)
The following proposition can be verified directly.
Proposition B.2. Let G⇒M be a Z-graded groupoid, φ : X → M a surjective submer-
sion, and Φ : G[X ]→ G the natural projection. Then,
1. the pair I := (I0, I1) defines a morphism of the truncated 2-term complexes from
C∞(X )[1]→ Z(G[X ])[1] to C∞(M)[1]→ Z(G)[1];
2. I is a left inverse of Φ∗;
3. the composition Φ∗ ◦ I is homotopic to the identity with H being a homotopy map.
In summary, we have the following diagram:
Z(G)[1] Z(G[X ])[1]
H

  Φ∗ //
I
oo
C∞(M)[1]
δ
OO
C∞(X )[1] .
δ
OO (68)
B.2 Proof of Proposition 2.5
Every VB groupoid V⇒E defines a Z-graded Lie groupoid V[1]⇒E[1]. The space of mul-
tiplicative functions Z(V[1]) ⊂ Γ(ΛV ∗) inherits the N-grading, i.e. Z(V[1]) = ⊕kZk(V[1]).
The following straightforward Lemma gives an useful characterization.
Lemma B.3. Let V⇒E be a VB groupoid over Γ⇒E; P ∈ Γ(ΛkV ∨) is a multiplicative
function, i.e. P ∈ Zk(V[1]), if and only if the function
FP (µ1, . . . , µk) = 〈P, µ1 ∧ . . . ∧ µk〉 , (µ1, . . . , µk) ∈ V ×Γ . . .×Γ V
is a one cocycle of V ×Γ . . . ×Γ V⇒E ×M . . . ×M E considered as a subgroupoid of the
direct product groupoid V × . . .× V⇒E × . . .× E.
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For any Lie groupoid Γ⇒M with Lie algebroid A, the cotangent groupoid T∨Γ⇒A∨
is a VB-groupoid as seen in Example 4.4. Therefore, it gives rise to a Z-graded Lie
groupoid T∨[1]Γ⇒A∨[1] [26, 16]. The following Lemma follows from Lemma B.3 and the
characterization of multiplicative polyvector fields given in Proposition 2.7 of [18].
Lemma B.4. Let Γ⇒M be a Lie groupoid. The truncated 2-term complex of the Z-
graded groupoid T∨[1]Γ⇒A∨[1] coincides with the Z-graded 2-term complex Σ•(A)
d→ T •multΓ
in Lemma 2.1.
Now assume that ϕ : X → M is a surjective submersion and let ∇ be an Ehresmann
connection for ϕ. It is simple to see that (Φ∇, φ∇) in Equation (5) indeed defines a
VB-groupoid morphism:
T∨Γ[X] A[X]∨
T∨Γ A∨
Γ[X] X
Γ M
Φ∇
φ∇
(69)
and this in turn induces a Z-graded groupoid morphism from T∨[1](Γ[X])⇒(A[X])∨[1] to
T∨[1]Γ⇒A∨[1].
The following result is just a rephrasing of the discussion of Remark 4.25 into the
language of graded groupoids.
Proposition B.5. Let Γ⇒M be a Lie groupoid, ϕ : X → M a surjective submersion
and let ∇ be an Ehresmann connection for ϕ : X → M . The pair (Φ∇, φ∇) defined in
Equation (5) is a Morita morphism of Z-graded groupoid from T∨[1](Γ[X])⇒(A[X])∨[1] to
T∨[1]Γ⇒A∨[1].
The following lemma can be verified in a straightforward manner.
Lemma B.6. Let Γ⇒M be a Lie groupoid, ϕ : X → M a surjective submersion and
let ∇ be an Ehresmann connection for ϕ. Under the identifications of Lemma B.4, the
morphism of 2-term truncated complexes associated to the Z-graded groupoid morphism
Φ∇ as in Proposition B.5 coincides with the horizontal lift:
T •multΓ T •multΓ[X]
  λ∇ //
Σ•(A)
d
OO
Σ•(A[X]).
d
OO
Proof. It is straightforward to see that the dual of the maps Φ∇ and φ∇ are the horizontal
lifts λ∇ defined in Equation (6). Since (Φ∇, φ∇) is a Z-graded groupoid morphism, its
dual λ∇ is a morphism of Z-graded 2-term complexes. This completes the proof.
We are now ready to prove Proposition 2.5.
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Proof of Proposition 2.5. Applying Proposition B.2 to the Morita morphism described in
Lemma B.5 we obtain a morphism I = (I0, I1) of 2-term complexes from Σ
•(A[X]) d7→
T •multΓ[X] to Σ•(A) d7→ T •multΓ that is a left inverse of λ∇ and a homotopy map hX :
T •multΓ[X] → Σ•(A[X]). These maps depend on the choice of local sections of φ∇ :
(A[X])∨[1] → A∨[1].
First of all, note that the image of λ∇ lies in Σ•(A[X])proj
d7→ T •multΓ[X]proj . In order
to prove the first statement, we have to show that it is possible to choose local sections
so that: (i) the restriction of I to projectable elements is given by the natural projection
pr; (ii) the restriction of the homotopy map hX to T •multΓ[X]proj yields a homotopy map
hλ∇ : T •multΓ[X]proj → Σ•(A[X])proj .
Indeed, choose a nice open cover (Ui)i∈S of M so that ϕ : X →M admits a family of
local sections σ′i : Ui → ϕ−1(Ui). Denote by Ui the restriction of the graded manifold A∗[1]
to Ui, and ϕ
−1(Ui) the restriction of A[X]∨[1] to the open subset ϕ−1(Ui) ⊂ X. Therefore,
for each i ∈ S, there is an induced local section σi : Ui ↪→ ϕ−1(Ui) of the submersion
φ∇ : A[X]∨[1] → A∨[1]. It is now straightforward to check that the maps I and hX defined
in the proof of Proposition B.2 with these local sections satisfy (i) and (ii).
For the second part of the proposition, let ψ := λ∇ ◦ I. By construction, ψ is a
chain map from Σ•(A[X]) d7→ T •multΓ[X] to Σ•(A[X])proj d7→ T •multΓ[X]proj . According
to Proposition B.2, ψ is homotopic to the identity (when seen as a chain map from
Σ•(A[X]) d7→ T •multΓ[X] to itself) with respect to the homotopy map hX , i.e.,
i ◦ ψ = id + d ◦ hX + hX ◦ d.
Also,
ψ◦i = λ∇ ◦ pr = id + d ◦ hλ∇ + hλ∇ ◦ d.
This concludes the proof.
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