The k-Interval Routing Scheme (k-IRS) is a compact routing scheme on general networks. It has been studied extensively and recently been implemented on the latest generation of the INMOS transputer router chips. In this paper we investigate the time complexity of devising a minimal space k-IRS and we prove that the problem of deciding whether there exists a 2-IRS for any network G is NP-complete. This is the rst hardness result for k-IRS where k is constant and the graph underlying the network is unweighted.
Introduction
Routing messages between pairs of processors is a fundamental task in a parallel or distributed computing system. In order to exchange messages between pairs of processors in such a way as to maintain a high throughput, it is important to route messages along paths of minimum cost (shortest paths). Moreover, the distributed nature of the system requires that path information be stored somehow at each intermediate node.
As more processors are added to the system in order to increase the computing power, the underlying communication network needs to scale favorably along with the expansion. Moreover, since the amount of storage space at each processor is limited, the expansion of the network should not put undue burden locally by requiring excessive space for communication purposes. The routing methods used should also be simple and dynamically adjustable with the expansion. The underlying network structure can be quite arbitrary, so the routing methods should not rely on any xed topology. More and more emphasis is given to this type of universal routing on arbitrary networks (see for example 1 
], 2], 3]).
The trivial solution is the one of storing, at each node v, a complete routing table which speci es, for each destination u, one incident link belonging to a shortest path between u and v. Such a table has size (n log ), where is the node degree and n the size of the network. Since in the general case such an approach is too space-consuming for large networks, it is necessary to devise routing schemes with smaller tables. This gives rise to a need of simple scalable and topology independent compact routing methods.
Research activities have focused on identifying classes of network topologies where the shortest path information at each node can be succinctly stored, assuming that suitably \short" labels can be assigned to nodes and links at preprocessing time. Such labels are used to encode useful information about the network structure, with special regard to shortest paths.
In the ILS (Interval Labeling Scheme) ( In 6], the model has been extended to allow more than 1 interval to be associated to each link; in particular, a 2-IRS, i.e. a scheme associating at most 2 intervals for each edge, is proposed for 2-dimensional doubly wrapped grids. Other characterization and computational complexity results related to k-IRS and compact routing schemes can be found in 9, 13, 14, 15, 16, 17, 18] The time complexity of devising minimal space k-IRS has been rst investigated in 18], where it is shown that given an integer k and a weighted network G, the problem of deciding if there is a k-IRS for G is NP-complete, while it is left as an open question the time complexity of deciding the existence of a k-IRS when the graph underlying the network is unweighted and when the number of intervals k is constant (i.e. not dependent on the instance of the problem).
In this paper we close these open problems by showing that deciding if there exists a 2-IRS for a given unweighted graph G is NP-complete. Moreover, we prove that the NP-completeness holds also for linear and/or strict 2-IRS. The paper is organized as follows. The next section contains a description of the communication model used and some de nitions, in section 3 we prove the NPcompleteness results and nally, in the last section, we give some conclusive remarks and list some open problems.
The Model
The model we shall use is the point-to-point communication model, where each processor in the network has access only to its own local memory and communicates by sending messages via one of its neighbors. Let G = (V; E) be a graph (network) with vertex set V of size n and edge set E. An Interval Labeling Scheme (ILS) is a scheme of labeling each node u in the graph with some unique integer l(u) in the set f1; :::; ng and each link with a unique interval a; b], with a; b 2 f1; :::; ng. Wrap-around of intervals is allowed, so if a > b then a; b] = fa; a + 1; :::; n; 1; :::; bg.
The set of all intervals associated with the edges of a node forms a partition of the set f1; :::; ng ( In a k-ILS each link is labeled with up to k intervals, always under the assumption that at every node all intervals are disjoint. At any given node u a message for v is routed on the link having the interval containing l(v). An optimal k-ILS is also called a k-IRS. The classes of graphs that allow respectively linear k-IRS and strict k-IRS are strictly smaller than the one corresponding to regular k-IRS, even though the space complexities are completely identical.
The Completeness Results
The following problem will be useful to prove the NP-completeness of deciding the existence of 2-IRS.
De nition 1 Balanced Column Consecutive Blocks Minimization Problem (BCCB):
INSTANCE: An m n boolean matrix M and an integer K > 0.
QUESTION: Is there a permutation of the rows of M such that for each column j the number of blocks of consecutive 1's (i.e. the number of entries M i;j such that M i;j = 1 and either M i+1;j = 0 or i = m) is at most K? Theorem 1 22, 18] The BCCB problem is NP-complete.
In order to prove the NP-completeness of the 2-IRS problem, we provide a polynomial transformation from the BCCB problem.
Without loss of generality we can assume that each column in M has at least 2m identical columns in M. In fact, by replacing each column in M with 2m + 1 equal ones, we obtain a matrix of size polynomially related to the one of M which is a yes instance of the BCCB problem if and only M is a yes instance.
Starting from M we construct a graph G that admits a 2-IRS if and only if there is a permutation of the rows of M such that each column has at most K blocks of consecutive 1's.
Let G = (V; E) such that V = V 1 V 2 V 3 and E = E 1 E 2 E 3 E 4 E 5 E 6 (see Figure 1) , with: V 1 = fu j j j = 1; : : : ; ng, V 2 = fv h j h = 1; : : : ; (2K + 1)ng, V 3 = fw i j i = 1; : : : ; mg, and E 1 = ffu j ; v (2K+1)(j?1)+c g j 1 j n; 1 c 2K + 1g, E 2 = ffv (2K+1)(j?1)+c ; w i g j M i;j = 1; 1 j n; 1 c Kg, E 3 = ffv (2K+1)(j?1)+c ; w i g j M i;j = 0; 1 j n; K + 1 c 2K + 1g, E 4 = ffu j ; u j 0 g j j 0 6 = jg, E 5 = ffv h ; v h 0 g j h 0 6 = hg, E 6 = ffw i ; w i 0 g j i 0 6 = ig. Informally, each node w i corresponds to a row in M. For each column j of M, the subgraph induced by u j , the 2K + 1 nodes v (2K+1)(j?1)+1 ; : : : ; v (2K+1)j and by all nodes w i is such that u j reaches optimally through each of its incident edges fu j ; v (2K+1)(j?1)+1 g; : : : ; fu j ; v (2K+1)(j?1)+K g all nodes w i such that M i;j = 1, while through each of its incident edges fu j ; v (2K+1)(j?1)+K+1 g; : : : ; fu j ; v (2K+1)j g all nodes w i such that M i;j = 0. We call such a subgraph G j the j-th column component of G.
In order to maintain a low number of intervals at each edge, the subgraph induced by all nodes u j (resp. v h and w i ) is a complete graph.
Notice that, if we consider only node labelings such that the labels assigned to all nodes in V 3 form a single interval, then there is a 1-1 correspondence between permutations of rows of M and relative orderings among labels assigned to nodes in V 3 in such a way that for each j the number of blocks of consecutive 1-entries (resp. 0-entries) in column j is equal to the number of intervals formed by the labels of the nodes w i such that M i;j = 1 (resp. M i;j = 0). Each such interval corresponds to one block of consecutive 1-entries (resp. 0-entries) in column j and can be assigned at node u j to one of its incident edges fu j ; v (2K+1)(j?1)+1 g; : : : ; fu j ; v (2K+1)(j?1)+K g (resp. edges fu j ; v (2K+1)(j?1)+K+1 g; : : : ; fu j ; v (2K+1)j g) to reach the subset of nodes w i such that M i;j = 1 (resp. M i;j = 0). Notice that, since there are at most K blocks of consecutive 1-entries and K + 1 blocks of consecutive 0-entries per column, at each node one shortest path to every other node is represented. The scheme is a 2-IRS as it associates at most two intervals per edge.
Let us now show that if there exists a 2-IRS for G, then there is a permutation of the rows of M yielding at most K blocks of consecutive 1-entries per column.
For a given column j, let I 1 ; : : : ; I sj be the intervals that cover all nodes w i 2 V 3 such that M i;j = 1 in the 2-IRS for G. Clearly, since jV 3 j = m, s j m.
Notice that, if at node u j one of the two intervals associated to an incident edge fu j ; v (2K+1)(j?1)+c g with c K contains a label in one I t among I 1 ; : : : ; I sj , then it is possible to assume that such an interval I includes all I t , as by construction I can be enlarged to include I t and the intervals belonging to the other edges fu j ; v (2K+1)(j?1)+c 0 g can be suitably shrunk without adding any interval, since u j reaches optimally through each fu j ; v (2K+1)(j?1)+c 0 g only node v (2K+1)(j?1)+c 0 and a subset of nodes in V 3 .
The only way for the matrix M permuted according to the labeling of the 2-IRS to have more than K block of consecutive 1-entries in column j is that the j-th column component G j is weak, that is at node u j there exists an edge fu j ; v (2K+1)(j?1)+c g with c K whose intervals include more than one of the intervals I 1 ; : : : ; I sj . By recalling that M contains another 2m columns identical to column j, i.e. 2m columns components identical to the j-th column component G j , we now prove that at least one of all these components is not weak. The claim then follows by observing that for each j, s j K and if we permute rows in M according to the relative order of the labels of the nodes in V 3 , each column j cannot contain more than K blocks of consecutive 1-entries. In fact, each interval corresponds to at most one block, while each block can correspond to one or more intervals if these are separated only by labels of nodes in V 1 or V 2 and not in V 3 .
In order for the intervals of fu j ; v (2K+1)(j?1)+c g to include more than one of the intervals I 1 ; : : : ; I sj , at least one of the I t 's must be adjacent to the label of v (2K+1)(j?1)+c . Hence, in each weak component (among the 2m+1 identical column components) at least one label l(v h ) must be adjacent to one of the I t 's. But each I t can be adjacent only to the labels of two nodes v h , thus there are at most 2s j 2m weak column components among the 2m+1 ones corresponding to the 2m+1 equal columns in M, and at least one of them is not weak .
Clearly, the problem of deciding if a network G admits a 2-IRS is in the class NP. Moreover, since the above reduction can be constructed in polynomial time, if there exists a polynomial algorithm which solves it, then we can solve the BCCB problem in polynomial time. Thus, the following theorem is proved.
Theorem 2 Given a network G, the problem of deciding if there exists a 2-IRS for G is NP-complete.
Notice that, in the \only if" part of the proof of Lemma 1, the 2-IRS for G derived from the permutation of the rows of M yielding at most K blocks of consecutive 1's per column is strict and linear. Thus, the following theorem holds.
Theorem 3 Given a network G, the problem of deciding if there exists a linear 2-IRS (resp. strict 2-IRS, linear and strict 2-IRS) for G is NP-complete.
Conclusion and Open Problems
The main question left open in this paper is the time complexity of deciding whether there exists a 1-IRS for any given network G.
Moreover, it would be worthwhile to investigate if the problem of constructing a k-IRS with minimum k can be approximated in polynomial time. Here directly from the NP-completeness of the 2-IRS problem it follows that unless P = NP no polynomial time approximation algorithm can exist such that the ratio between the returned number of intervals and the minimum one is less than 3=2 (since it would decide the 2-IRS problem).
It remains an open question whether there exists an e cient algorithm whose approximation ratio is constant. To this aim, an approximation preserving reduction from the BCCB problem can be obtained by a slight modi cation of the one in the previous section. In fact, by contracting for each j in the j-th column component nodes v (2K+1)(j?1)+1 ; : : : ; v (2K+1)(j?1)+K in a single node and nodes v (2K+1)(j?1)+K+1 ; : : : ; v (2K+1)j in another node, using similar arguments one can show that there are at most K consecutive blocks of 1-entries in the matrix if and only if there is a (K + 1)-IRS for the reduction graph. Unfortunately, to the best of our knowledge no approximation result is known for the BCCB problem, so that approximation preserving reductions must be found from di erent problems whose approximation ratio has been more tightly determined.
