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ANOTACE  
 
 
Tato diplomová práce se zabývá diskrétní vlnkovou transformací 
dvourozměrného diskrétního signálu s použitím vlnky CDF9/7. Obsahuje teoretické 
principy diskrétní vlnkové transformace, popis konvolučního a Lifting principu 
výpočtu, vlastnosti vlnky CDF9/7, možnosti zpracování dvourozměrného vstupního 
signálu a s tím spojené řešení okrajových stavů.  
V rámci diplomové práce byly implementovány oba principy (konvoluce, 
Lifting) výpočtu dvourozměrné diskrétní vlnkové transformace s využitím vlnky 
CDF9/7 a to v programovacím jazyce C++ a Java. Vznikly tak čtyři aplikace, které byly 
nejprve podrobně popsány a poté vzájemně porovnány zejména z hlediska rychlosti 
výpočtu diskrétní vlnkové transformace. Závěrem byla provedena analýza získaných 
výsledků a zhodnocení celé práce. 
 
 
 
 
 
Klíčová slova: 
 
  Diskrétní vlnková transformace, dvourozměrný diskrétní signál, vlnka 
CDF9/7, konvoluce, lifting, C++, Java, porovnání, výpočetní náročnost 
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ABSTRACT 
 
 
This thesis deals with discrete wavelet transform of a two dimensional discrete 
signal using the CDF9/7 wavelet. It contains theoretical principles of discrete wavelet 
transformation, a description of the convolution and Lifting calculation principle, 
characteristics of the CDF9/7 wavelet, the possibilities of processing a two dimensional 
input signal and boundary handling. 
Both principles (convolution, Lifting) of the calculation of two dimensional 
discrete wavelet transformation have been implemented within the thesis using the 
CDF9/7 wavelet in the C++ and Java programming languages. Four applications have 
been created that way which have been described in detail and then compared with one 
another especially in light of the calculation speed of discrete wavelet transformation. 
Finally an analysis of the acquired results and an evaluation of the whole thesis has been 
performed. 
 
 
 
 
 
 
Keywords: 
 Discrete Wavelet Transform, two-dimensional discrete signal, wavelet 
CDF9/7, Convolution, Lifting, C++, Java, Comparation, calculation speed 
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1 ÚVOD  
Tato práce se zabývá diskrétní vlnkovou transformací. Jedná se o stále poměrně 
novou metodu transformace signálu, která má širokou škálu praktického použití. Od 
analýz signálu, přes odstranění šumů, až po kompresi dat, zejména dat obrazových.  
V úvodní části práce je vysvětlen matematický princip vlnkové transformace, 
definice mateřské vlnky a podmínky pro její vlastnosti. Dále pak postup, jak pomocí 
koeficientů translace a dilatace, získat z mateřské vlnky vlnky upravené a vztah těchto 
vlnek k diskrétní vlnkové transformaci.  
Další kapitola se zabývá výhradně diskrétní dyadickou vlnkovou transformaci. 
Její definicí a zejména možností převedení transformace na filtraci bankou 
kvadraturních zrcadlových filtrů a tím výrazně zjednodušit její použití. Dále je popsán 
princip liftingu, který ještě více zrychluje výpočet diskrétní vlnkové transformace. 
Z důvodu velkého rozšíření obrazových signálů, je zbývající část této práce 
věnována transformaci dvourozměrného diskrétního signálu pomocí banky filtrů 
CDF9/7, a to pomocí konvolučního i lifting principu.  
Jako součást této diplomové práce byly vytvořeny implementace diskrétní 
vlnkové transformace pro zpracování vstupního dvourozměrného signálu s použitím 
konvolučního a lifting principu výpočtu v programovacích jazycích Java  a C++. Tyto 
implementace byly podrobně popsány a vzájemně porovnány z hledisky časové, 
prostorové složitosti výpočtu a kvality obrazu po provedené dekompozici obrazového 
signálu a jeho zpětné rekonstrukci. Zjištěné výsledky jsou přehledně shrnuty v závěru. 
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2 TEORETICKÝ ÚVOD 
Vlnková transformace je v dnešním době velmi využívaná metoda analýzy 
signálů.  Umožňuje zpracování  spojitých i diskrétních signálů a to jak jednorozměrných 
tak i vícerozměrných. Používá se k frekvenčně–časové analýze, rekonstrukci 
zarušených či neúplných signálů a v neposlední řadě ke kompresi dat především 
obrazových signálů.    
2.1 Vlnky 
Matematické vyjádření vlnek vychází z principu popsaných S. Mallatem [2]. 
Úvodní část byla převzata z disertační práce Mgr. Pavla Rajmice Ph.D [1].    
Základem vlnkové transformace jsou, jak již samotný název napovídá, vlnky. 
Vlnka je funkce ( )RL2∈ψ  patřící do prostoru ( )RL2 , který je definován jako množina 
všech komplexních funkcí  
kde integrál je uvažován v Lebesgueově smyslu a R,C značí množinu reálných 
resp. komplexních čísel. Tyto funkce představují signály s konečnou energií. 
 Normu, nebo-li vnitřní součin v ( )RL2  definujeme 
kde )(xg značí funkci komplexně sdruženou k funkcí )(xg  
Aby byla funkce ψ  vlnkou, musí splňovat podmínku přípustnosti 
kde ψˆ  značí integrální Fourierovu transformaci funkce ψ . Podmínka 
přípustnosti je postačující podmínkou pro existenci inverzní integrální vlnkové 
transformace. Zároveň platí podmínka nulové střední hodnoty 
( ) ( ) ,: 22








∞<→= ∫
∞
∞−
dxxfCRfRL  
(2.1) 
( ) dxxgxfgfdxxff ∫∫
∞
∞−
∞
∞−
== )()(,.resp,2  
(2.2) 
( )
∫
∞
∞−
∞<<
ω
ωψ 2ˆ
0  
(2.3) 
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Z této podmínky vyplívá, že vlnka musí mít oscilatorický charakter a jejich 
kmity musí být tlumeny směrem k ∞± . 
Vlnková transformace spojitého signálu ( )xf  je definována vztahem 
kde R, ∈ba a každá funkce f závisí na těchto dvou spojitých proměnných, avšak 
pro jednoznačnou existenci inverzní transformace, stačí brát v úvahu pouze některé 
z funkcí 




 −
a
bxψ . Definujeme tedy jen spočetné množství funkcí kj ,ψ  
Vlnku ( )tψ  označujeme jako vlnku mateřskou a koeficienty Zkj ∈, , kde Z je 
množina celých čísel, jako koeficienty dilatace a translace. Energie vlnky odpovídá 
kvadrátu plochy uzavřené pod vlnkovou funkcí, proto je nutné parametrem 22 j  
kompenzovat velikost vůči časové délce, aby plocha zůstala totožná a transformace 
neměnila energii signálu.  
Byly nalezeny funkce ψ  takové, že { }
Zkjkj ∈,,ψ  je ortonormální bází ( )RL2 . Pak 
libovolnou funkci ( ) ( )RLtf 2∈  lze vyjádřit součtem vlnkové řady 
kde kjkj fc ,, ,ψ=  je j,k-tý vlnkový koeficient 
2.1.2 MR-analýza 
Použití vlnek s malou hodnotou dilatace j vede k analýze trendu signálu a 
naopak blíží-li se hodnota ∞→j dochází k analýze detailů v signálu. Pokud existuje 
tzv. „měřítková funkce“ ( )RL2∈φ  lze rozložit ( )RL2  
( ) 0=∫
∞
∞−
dxxψ  
(2.4) 
( ) ( ) ,,;W ∫
∞
∞−





 −
= dx
a
bx
xfbaf ψ  
(2.5) 
( ) ( )ktt jjkj −= 22 2, ψψ  (2.6) 
( ) ( )∑ ∈= tftf kjkjZkj ,,, , ψψ  (2.7) 
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kde ⊕  značí ortogonální součet prostorů a  
Prostory K
,1,, +jjj WWV  jsou navzájem ortogonální. Dvě funkce gf ,  jsou 
ortogonální  pokud je jejich norma nulová 0, =gf .  
Každou funkci ( )RLf 2∈  lze rozložit jako součet navzájem ortogonálních 
funkcí 
kde Cba kjl ∈,0 ,  jsou souřadnice funkce f v bázích prostorů K,, 1,00 WWV  
2.2 Diskrétní vlnková transformace v diskrétním čase 
Z výše uvedeného vztahu (2.6) vyplívá, že můžeme změnou koeficientů j a k 
vytvořit nekonečné množství vlnek z vlnky mateřské a teoreticky tedy i nekonečné 
množství výstupních dat.   
Při práci s diskrétním signálem se proto využívají vlnky jejichž koeficienty 
dilatace a translace jsou mocninou dvojky. Takové vlnky označujeme jako vlnky 
dyadické a diskrétní vlnková transformace (DWT) rozkládá vstupní diskrétní signál 
právě do dyadických vlnek.  
Diskrétní vlnkovou transformaci lze vyjádřit pomocí ortogonální matice W řádu 
nn × .  Pokud je vstupní diskrétní signál [ ]nx  uvažován jako vektor ( )T21 ,...,, nxxxx =  
pak jeho vlnkovou transformací je vektor ( )T21 ,...,, nyyyy = definovaný rovnicí 
Zpětná diskrétní vlnková transformace  
( ) ,12 L⊕⊕⊕= +jjj WWVRL  (2.8) 
( ) ( ) ( )






∈== ∑
∞
−∞=k
kjkjkjj CststtW ,,, ,ψωω  
(2.9) 
( ) ( ) ( )






∈== ∑ ∑
−
−∞=
∞
−∞=
1
,,,
,
j
i k
kjkjkjj CststxtxV ψ  
(2.10) 
( ) ( ) ( )∑ ∑
∈ ≥∈
+−=
Zl jZjk
kjkjl xbxaxf
0,,
,,0 1 ψφ  (2.11) 
Wxy =  (2.12) 
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Při výpočtu diskrétní vlnkové transformace je s výhodou využíto poznatků S. 
Mallata [2], kdy je násobení vstupního vektoru x s ortogonální maticí W převedeno na 
filtraci. Filtrace se provádí pomocí kvadraturní zrcadlové banky filtrů, skládající se ze 
dvou zrcadlových filtrů typu dolní propust (DP) – dolní propust (DP) a HP –HP. Tato 
banka filtrů je zobrazena na obrázku Obr. 2.1. 
 
Obr. 2.1. DWT a IDWT pomocí kvadraturní banky zrcadlových filtrů 
2.2.2 Dekompozice signálu 
 Zrcadlové filtry jsou filtry, které mají zrcadlově převrácené modulové 
charakteristiky. Důležité je, aby příslušné zrcadlové filtry měli takové impulsní 
charakteristiky, aby byla splněna podmínka perfektní rekonstrukce. Signál x[n] vstupuje 
dvojice filtrů DPD a HPD v dekompoziční části, jsou tedy označeny indexem D. Na 
výstupu DPD se objeví filtrovaný signál, který má ovšem stejnou délku jako signál 
vstupní, a proto je provedeno podvzorkování (decimace) dvěma. Tímto procesem jsme 
získali aproximační koeficienty transformovaného signálu. Obdobně po průchodu 
vstupního signálu filtrem HPD a podvzorkováním výsledku dvěma, získáváme detailní 
koeficienty transformovaného signálu. Samotná filtrace je definována jako konvoluce 
vstupního signálu a koeficientů impulsní charakteristiky příslušného filtru. 
  Při zahrnutí podvzorkování dvěma dostáváme rovnici pro dekompozici 
vstupních vzorků 
yWyWx T1 == −  (2.13) 
][*][][ nxnhny =  (2.14) 
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kde [ ]nya , [ ]nyd  jsou aproximační resp. detailní koeficienty a [ ]nh0 , [ ]ng0  jsou 
koeficienty impulsní charakteristiky filtru  DPD resp. HPD. 
Výše popsaný postup představuje jednu úroveň dekompozice diskrétní vlnkové 
transformace. Další úroveň dekompozice je získána opakováním stejného postupu 
s aproximačními koeficienty jako vstupním signálem a zachováním koeficientů 
detailních. Pokud je délka vstupního signálu 2j , může být dekompozice provedena až 
do j-té úrovně. Toto je dyadický princip, tj. každá úroveň dekompozice je vzhledem 
k předchozí poloviční, resp. čtvrtinová v případě 2D-DWT. 
2.2.3 Rekonstrukce signálu 
Rekonstrukce signálu probíhá obdobně jako jeho dekompozice. Aproximační a 
detailní koeficienty jsou nadvzorkovány dvěma a výsledný signál je filtrován pomocí 
dvojice rekonstrukčních filtrů DPR a HPR. Nadvzorkování se provádí vložením nulových 
hodnot mezi vzorky původního signálu, z důvodu zamezení výskytu nežádoucích složek 
ve výsledném nadvzorkovaném signálu následuje  číslicový filtr typu DP, nebo se mezi 
vzorky nevkládají vzorky s nulovou hodnotou, ale s hodnotou aproximovanou např. 
z předcházejícího vzorku. Rekonstrukci lze tedy vyjádřit vztahem 
kde [ ]nya′  a [ ]nyd′  jsou koeficienty aproximační a detailní nadvzorkované 
dvěma a [ ]nh1 , [ ]ng1  jsou koeficienty impulsní charakteristiky filtru DPR resp. HPR.  
Přirozeně může být i rekonstrukce prováděna ve více úrovních, musí se však 
použít aproximačních a detailních koeficientů vytvořených po provedení dekompozice 
stejné úrovně.  
∑
∞
−∞=
−==
m
a mnxmhnxnhny ]2[][]2[*][][ 00  
(2.15) 
∑
∞
−∞=
−==
m
d mnxmgnxngny ]2[][]2[*][][ 00  
(2.16) 
∑∑
∞
−∞=
∞
−∞=
−
′+−′=′+′=
m
d
m
ada mnymgmnymhnyngnynhnx ][][][][][*][][*][][ 1111  
(2.17) 
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2.3 Lifting princip 
Při použití lifting metody k výpočtu DWT dochází k rozložení kvadraturní 
zrcadlové banky filtrů (QMF) na vetší množství odlišných filtrů uspořádaných v tzv. 
prediction a update krocích. Celý proces výpočtu DWT se výrazně zrychlí a to zejména 
při použití dlouhých vlnek. 
2.3.1 Laurentovy polynomy 
Filtry s konečnou impulsní odezvou FIR, které jsou většinou použity k vytvoření 
banky QMF, mají tedy konečné množství hodnot v impulsní charakteristice a obrazem 
její Z-transformace je Laurentův polynom  
Laurentův polynom se od normálního polynomu liší tak, že může obsahovat 
záporné exponenty a jeho řád je dán 
Součet nebo rozdíl dvou Laurentových polynomů je opět Laurentův polynom a 
součin polynomu řádu a, b je polynom o řádu a+b. přesné dělení většinou není možné, 
ale dělení se zbytkem vždy. Tedy pokud existují dva nenulové polynomy a(z) a b(z) 
řádu )()( zbza ≥  bude vždy existovat Laurentův polynom q(z) řádu 
)()()( zbzazq −=  a polynom r(z) s řádem menším než je řád polynomu b(z) 
2.3.2 Polyfázové filtry 
Rozepíšeme-li konvoluci ve vztahu (2.15), který udává výsledný signál po 
průchodu vstupního signálu dekompozičním filtrem DPD, aproximační koeficienty lze 
zapsat pomocí rovnice 
Oddělíme-li sudé a liché vzorky dostáváme 
( ) ∑
=
−
=
q
pk
k
k zhzh  
(2.18) 
pqh −=  (2.19) 
)()()()( zrzqzbza +=  (2.20) 
[ ] [ ] [ ] [ ] [ ] [ ] [ ] L+−+−+= 22212120 000 nxhnxhnxhnya  (2.21) 
[ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ]LL 32312122220 0000 −+−++−+= nxhnxhnxhnxhnya  (2.22) 
 16 
Označíme-li impulsní odezvy sudých vzorků sh0 a lichých lh0  a vzorky samotné 
obdobně, získáváme rovnici 
Z rovnice je zřejmé, že se jedná o dva různé filtry, jejichž vstupní signál tvoří 
posloupnosti sudých a lichých vzorků původního signálu, tyto filtry označujeme jako 
polyfázové. Aplikujeme-li tento rozklad na všechny filtry v bance QMF. Dostáváme 
jednostupňovou dekompozici a rekonstrukci DWT vyjádřenou pomocí polyfázových 
filtrů. Blokové schéma je zobrazeno na obrázku Obr. 2.2. 
 
Obr. 2.2. DWT a IDWT vyjádřena pomocí polyfázových flitrů [3] 
Zapíšeme-li dekompoziční a rekonstrukční častí jako polyfázové matice P1(z) a 
P0(z) 
Z podmínky perfektní rekonstrukce dostáváme rovnici, 
[ ] [ ] [ ]1*][*][ 00 −+= nxnhnxnhny llssa  (2.23) 






=
ls
ls
HH
HH
zP
,1,1
,0,0
0 )(  
(2.24) 






=
ls
ls
GG
GG
zP
,1,1
,0,0
1 )(  
(2.25) 
IzzPzP k−=)()( 10  (2.26) 
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která představuje skutečnost, že výsledek součinu polyfázových matic, 
dekompoziční a rekonstrukční časti, se musí rovnat jednotkové matici I s konstantním 
zpožděním, představující  člen kz − . 
Z této rovnice lze vyvodit podmínky pro jednotlivé filtry v rekonstrukční a 
dekompoziční části 
V případě, že H0(z)=G0(z) a H1(z)=G1(z) jedná se o ortogonální vlnkovou 
transformaci, v opačném případě jde o biortogonální vlnkovou transformaci [3]. Z toho 
vyplívá, že pokud mají rekonstrukční a dekompoziční přenosové charakteristiky odlišný 
počet prvků, jedná se o biortogonální vlnkovou transformaci např. CDF9/7. 
2.3.3 Převod vlnky na koeficienty liftingu 
Pokud dekompoziční matici )(0 zP rozložíme na součin dvou matic podle 
Pak z rovnic  
 
lze určit funkci )(zS tak, aby rovnice (2.30)-(2.31) platili zároveň. Tento postup 
se nazývá primal lifting  neboli update krok. 
Obdobný způsobem lze zavést funkci )(zT , pak mluvíme o dual liftingu nebo 
prediction kroku. Matice )(0 zP je opět rozložena na součin dvou matic dle 
Funkci )(zT  lze opět vyjádřit z rovnic 
)()( 10 zGzzH k −= −  (2.27) 
)()( 01 zGzzH k −−= −  (2.28) 
)(
1)(
01)( 00 zP
zS
zP ′⋅





=  
(2.29) 
( ) ( ) ( ) ( )zSzHzHzH sss ,0,1,1 +′=  (2.30) 
( ) ( ) ( ) ( )zSzHzHzH lll ,0,1,1 +′=  (2.31) 
)(
10
)(1)( 00 zP
zT
zP ′′⋅





=  
(2.32) 
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Sloučením obou přístupů k rozkladu matice vznikne metoda výpočtu vlnkové 
transformace zvaná lifting. Pokud se nepodaří rozložit přenosové funkce do součinu 
matic primal a dual liftingu, může za sebou následovat takových kroků více, dokud 
z původní matice nezůstane pouze matice s konstantami na hlavní diagonále. V takové 
případě se postupně střídají primal a dual lifting. Jedna dvojice primal a dual liftingu se 
nazývá jeden krok liftingu. Pomocí matic se spojení m kroků liftingu zapíše jako 
kde konstanty K1 a K2 zajišťují normalizaci hodnot z důvodu zachování energie. 
2.4 Banka filtrů CDF 9/7 
Rodina vlnek CDF M/N, nebo-li Cohen-Daubechies-Feauveau, je historický 
první rodinou biortogonálních vlnek. Jejich autorem je Ingrid Daubechies. Banka filtrů 
CDF 9/7 je požívána při ztrátové kompresi u formátu JPEG2000 a využívá principu 
liftingu. Číslo 9/7 udává počet koeficientů dekompozičního/rekonstrukčního filtru. 
Dekompoziční filtr je vyjádřen pomocí rovnic 
  Koeficienty zbytků Laurentových polynomů jsou  
( ) ( ) ( ) ( )zTzHzHzH sss ,1,0,0 +′′=  (2.33) 
( ) ( ) ( ) ( )zTzHzHzH lll ,1,0,0 +′′=  (2.34) 
( )∏
=
−


















⋅





=
m
i
i
i
j zT
zSK
K
zzP
12
1
0 10
)(1
1
01
0
0)(  
(2.35) 
( ) ( ) ( ) 012224 HzzHzzHzH s ++++= −−  (2.36) 
( ) ( ) ( )11123 +++= − zHzzHzH l  (2.37) 
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Pak jsou definovány konstanty  
Po lifting rozkladu dostáváme sérii polyfázvých matic 
která může být vyjádřena pomocí rovnic vhodných k implementaci 
3
1
400 2 H
H
HHr −=  
(2.38) 
3
1
4421 H
H
HHHr −−=  
(2.39) 
1
0
3310
r
r
HHHs −−=  
(2.40) 
100 2rrt −=  (2.41) 
586134342.1/ 34 −≈= HHα  (2.42) 
40529801185.0/ 13 −≈= rHβ  (2.43) 
8829110762.0/ 01 ≈= srγ  (2.44) 
4435068522.0/ 00 ≈= tsδ  (2.45) 
149604398.10 == tς  (2.46) 
( )
( )
( )
( ) 










+






 +






+






 +
=
−−
ς
ς
δ
γ
β
α
/10
0
11
01
10
11
11
01
10
11)(
11
0
z
z
z
z
zP  
(2.47) 
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Kde sj představuje aproximační koeficienty, dj detailní koeficienty a xj vstupní 
diskrétní signál. Číslo v závorce v horním indexu koeficientů udává pořadí liftingu 
kroku.  
 
jj xs 2
)0(
=  (2.48) 
12
)0(
+= jj xd  (2.49) 
( ))0( 1)0()0()1( +++= jjjj ssdd α  (2.50) 
( ))1( 1)1()0()1( =++= jjjj ddss β  (2.51) 
( ))1( 1)1()1()2( +++= jjjj ssdd γ  (2.52) 
( ))2( 1)2()1()2( −++= jjjj sdss δ  (2.53) 
)2(
jj ss ⋅= ς  (2.54) 
ς/)2(jj dd =  (2.55) 
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3 VÝPOČET 2D DISKRÉTNÍ VLNKOVÉ 
TRANSFORMACE 
K transformaci dvourozměrného diskrétního signálu, např. digitálních 
obrazových dat, se využívá dvourozměrné vlnkové transformace s diskrétním časem, 
označovanou jako  2D-DWT.  
3.1 Separabilní  transformace 2D DWT 
Separabilní transformace je založena na principu převodu dvourozměrného 
signálu na více signálu jednorozměrných, které jsou transformovány pomocí 
jednorozměrné diskrétní vlnkové transformace.  
Transformace probíhá následujícím způsobem. Nejprve jsou provedeny 
transformace jednotlivých řádků a výsledek je podvzorkován dvěma. Vznikají tak dvě 
matice obsahující aproximační (L) a detailní (H) koeficienty transformovaného signálu 
po řádcích. Obě matice jsou dále transformovány po sloupcích a výsledek je opět 
podvzorkován dvěma. Vznikají tak čtyři matice LL1, LH1, HL1, HH1. Číslo označuje 
úroveň dekompozice.  Celý postup je zobrazen na obrázku Obr. 3.1.  
 
Obr. 3.1. Schéma separabilní 2D DWT 
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Výsledek je možné reprezentovat pomocí matice sestavené ze čtyř výsledných 
matic podle následujícího obrázku Obr. 3.2. 
 
Obr. 3.2. Reprezentace výsledků 2D DWT  
Dvourozměrná diskrétní vlnková transformace může být prováděna ve více 
úrovních. Na základě dyadického principu obsahuje další úroveň dekompozice 4x méně 
vzorků, než bylo v úrovni předcházející. Vstupním signálem je vždy matice LL 
předcházející úrovně. Tato matice obsahuje pouze aproximační koeficienty. Celkový 
výsledek víceúrovňové dekompozice má stejný počet prvků, jako signál původní, avšak 
úplně jiné rozložení energie. Ta je koncentrována do aproximačních koeficientů, tedy 
především do podmatice LL v nejvyšší úrovni dekompozice. 
3.2 Okrajové stavy 
Je-li transformován  konečný signál, vzniká na jeho koncích (okrajích) problém 
okrajového stavu. Jak konvoluční tak i lifting princip potřebuje k vypočtení okrajových 
hodnot vycházet  z nedefinovaných hodnot původního signálu. Existuje několik řešení 
toho problému. 
3.2.1 Ořezání 
Při použití metody ořezávání, jsou nedefinované hodnoty, potřebné k výpočtu, 
nahrazeny nulou. Výsledný signál je pak ořezán na velikost očekávaného signálu. Tento 
princip nesplňuje podmínku perfektní rekonstrukce a tak při rekonstrukci signálu vzniká 
chyba v okolí okrajů.  
3.2.2 Periodizace 
Další možnou metodou ošetření okrajových stavů je periodizace. Při použití této 
metody nejsou nedefinované hodnoty nahrazeny nulovými hodnotami, jak tomu bylo u 
metody ořezání, ale jsou nahrazeny periodickým prodloužením signálu. Výsledek je 
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opět ořezán na očekávanou velikost. Metoda splňuje podmínku perfektní rekonstrukce a 
je poměrně rychlá a jednoduchá. 
3.2.3 Prodloužení 
Poslední metoda řešení okrajových jevů, je metoda prodloužení. Zaklaní princip 
je obdobný jako u metod periodizace a ořezání. Signál je rozšířen různými hodnotami, 
výsledek po transformaci není ořezán jako u předcházejících dvou metod, ale ponechán 
prodloužený. Druhy možného rozšíření jsou následující: 
- Nulové (zero-padding)  
signál je doplněn nulovými hodnotami podobně jako u metody ořezání 
- Symetrické  
Vkládané hodnoty jsou zrcadlově obrácené hodnoty z okraje signálu 
- Periodické 
Vkládané hodnoty jsou hodnoty, obdobně jako u metody periodizace, 
periodického prodloužení signálu 
 
- Hladké 
Prodloužení je realizováno první nebo druhou derivací několika 
posledních prvků signálu. 
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4 IMPLEMENTACE DWT V MATLBU 
K implementaci bylo použito nástroje Matlab umožňující jednoduchou práci 
s maticemi a snadnou interpretaci výsledků. K implementaci byla zvolena banka filtrů 
CDF 9/7 a to jak s použitím konvoluce, tak i s použitím lifingu. 
4.1 Konvoluční princip 
Program je realizován pomocí funkce y=dwt_cdf97_konv(x,level) , jak je 
vidět funkce má dva vstupní parametry x a level. X představuje vstupní 2D signál 
reálných hodnot a level požadovanou úroveň dekompozice nebo rekonstrukce 
zadanou pomocí celého čísla. Pokud zadané číslo bude kladné pak bude prováděna 
dekompozice vstupního signálu a pokud záporné tak jeho rekonstrukce.  
Nejprve definujeme koeficienty impulsních charakteristik filtrů v bance QMF 
pro CDF 9/7. Použité koeficienty jsou zapsány v tabulce Tab. 4.1.  
n DPD [ ]nh0  HPD [ ]ng0  DPR [ ]nh1  HPR [ ]ng1  
-4 0,026748757411 0 0 0,053497514822 
-3 -0,016864118443 0,045635881557 -0,091271763114 0,033728236886 
-2 -0,078223266529 -0,028771763114 -0,057543526228 -0,156446533058 
-1 0,266864118443 -0,295635881557 0,591271763114 -0,533728236886 
0 0,602949018236 0,557543526229 1,115087052458 1,205898036472 
1 0,266864118443 -0,295635881557 0,591271763114 -0,533728236886 
2 -0,078223266529 -0,028771763114 -0,057543526228 -0,156446533058 
3 -0,016864118443 0,045635881557 -0,091271763114 0,033728236886 
4 0,026748757411 0 0 0,053497514822 
Tab. 4.1. Tabulka koeficientů impulsních charakteristik filtrů CDF 9/7 
Dále je podle zadaného parametru level rozhodnuto zda se bude jednat o 
dekompozici nebo rekonstrukci. 
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4.1.2 Dekompoziční část 
Vstupní signál je v této části podroben filtraci pomocí DPD [ ]nh0  a HPD [ ]ng0 . 
Nejprve ve směru sloupců a po podvzorkování dvěma ve směru řádků. Vznikají tak 
podmatice LL, HL, LH a HH, které jsou uloženy na patřičná místa ve výstupní matici y a 
pokud je to možné, je celý postup opakován, ale tentokrát je vstupní signál podmatice 
LL. Filtrace je zajištěna pomocí funkce c=sym_conv(x,h,smer). 
4.1.3 Funkce c=sym_conv(x,h,smer) 
Tato funkce zajišťuje filtraci signálu se zadanou impulsní charakteristikou a 
směrem v jakém bude prováděna tato filtrace. Vstupními parametry tedy jsou x, h, 
smer, kde x je vstupní signál, h koeficienty impulsní charakteristiky a smer může 
nabývat hodnot ‘radek‘ nebo ‘sloupec‘. V této funkci je také zahrnuta metoda ošetření 
okrajových stavů a to symetrického prodloužení. Před vlastní konvolucí vstupního 
signálu jsou jednotlivé řádky resp. sloupce prodlouženy o polovinu hodnot 
(zaokrouhleno směrem dolů) impulsní charakteristiky na každou stranu řádku resp. 
sloupce. Hodnoty jsou zrcadlově obrácené vzorky, které zůstanou po podvzorkování. 
Samotná konvoluce je zajištěna pomocí vnitřní funkce Matlabu conv2(x,h), která  
realizuje konvoluci dvou matic. V našem případě se jedná o vstupní symetricky 
prodloužený signál a řádkový resp. sloupcový vektor hodnot impulsní charakteristiky 
filtrů. Výsledný signál je na závěr ořezán na požadovanou velikost.  
4.1.4 Rekonstrukční část 
Tato část zajišťuje rekonstrukci vstupního signálu. Nejprve dojde k nalezení 
matic LLi, HLi, LHi a HHi, kde i značí úroveň dekompozice signálu. 
Nadvzorkováním sloupců a následnou filtrací těchto matic, pomocí funkce 
sym_conv(x,h,smer) v řádcích, dostáváme transformované matice. Sečtením 
příslušných dvojic těchto matic, při jejich současném nadvzorkování v řádcích, 
získáváme dvě matice Li a Hi, jejichž součet je matice LLi-1. Tato matice je stejným 
postupem transformována, až je rekonstruován původní signál.  
4.2 Lifting princip  
Obdobně jako u konvolučního principu je program realizován pomocí funkce 
y=dwt_cdf97_lift(x,level) , opět se vstupními parametry x a level, zajišťující 
funkci popsanou výše.  
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4.2.1 Dekompoziční část 
Výpočet je prováděn podle rovnic (2.48)-(2.55)  použitím konstant definovaných 
rovnicemi (2.42)-(2.46). Na počátku programu jsou definovány používané konstanty dle 
tabulky Tab. 4.2. 
lift(2,4) 
1 2 3 4 
scale 
-1.5861 
 
-0.0530 
 
0.8829 
 
0.4435 
 
-1.5861 
 
-0.0530 
 
0.8829 
 
0.4435 
 
1.1496 
 
Tab. 4.2. Tabulka lifting koeficientů a normalizace (zaokrouhleno na 4 
desetinná místa) 
Při dekompozici je oblast signálu, definována pomocí proměnných s1 a s2, 
rozdělena na liché a sudé vzorky. Toto rozdělení tvoří lifting kroky definované 
rovnicemi (2.48)-(2.49) k realizaci dalších kroku je nutné vyjádřit člen: 
Z rovnice  
k tomuto účelu použijeme funkci Matlabu y=filter(b,a,x,zi,dim). Výsledek 
funkce je definován vztahem 
S počátečními podmínkami zi nad dimenzí dim. Pokud dosadíme za 
α=b=[b(1),b(2)]=lift[:,1] , a=1, dim =1, a za X(z) posloupnost posunutou o jeden vzorek 
vpřed, což je v Z transformaci ( ) { } zsZzX j == +)0( 1  dostáváme 
( ))0( 1)0( ++ jj ssα  (4.1) 
( ))0( 1)0()0()1( +++= jjjj ssdd α  (4.2) 
( ) ( ) ( ) ( )( ) ( ) ( )zXznaaza
znbbzbb
zY
na
nb
−−
−−
++++
++++
=
121
121
1
1
K
K
 
(4.3) 
( ) ( ){ })0()0( 11 )1(1 jj ssZzzz
z
zY +=+=+=+= +
−
αααα
αα
 
(4.4) 
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Obdobně pokud za X(z) dosadíme ( ) { } 1)1( == jdZzX a b=β dostáváme výsledek 
po provedení funkce  y=filter(b,a,x,zi,dim). 
Jsme tak schopni vyřešit rovnici 
 Ostatní rovnice v jednotlivých lifting krocích jsou jen obdobou dvou výše 
popsaných. Jsme tedy schopni vypočítat celkový výsledek po průchodu všemi lifting 
kroky. Tento výpočet je, obdobně jako u programu využívajícího princip konvoluce, 
prováděn nejprve ve sloupcích a poté po řádcích. Po provedení lifting kroku je výsledek 
uložen do paměti na místo vstupních hodnot pro tento lifting krok. Po provedení 
posledního lifting kroku, který zajišťuje normalizaci koeficientů, obsahuje vstupní 
matice výsledný transformovaný signál. Jeli potřeba provést další úroveň dekompozice 
jsou konstanty s1 a s2 sníženy na polovinu a celý postup je opakován.  
4.2.2 Rekonstrukční část 
Při rekonstrukci je nejdříve nalezena matice představující výsledky poslední 
úrovně dekompozice. Samotný výpočet je podobný jako při dekompozici. Pořadí lifting 
kroků je opačné a nejprve je výpočet prováděn po řádcích a až poté po sloupcích. 
Výsledný signál je opět uložen na patřičné místo ve vstupní matici a celý postup se 
opakuje, až není signál plně rekonstruován.  
( ) ( ){ })1( 1)1(111 )1(11 −−−
−
+=+=+=
+
= jj ddZzz
z
zY ββββββ  (4.5) 
( ))1( 1)1()0()1( =++= jjjj ddss β  (4.6) 
 28 
5 IMPLEMENTACE DWT V C++ 
Protože cílem této práce je porovnání implementací diskrétní vlnkové 
transformace s využitím konvolučního a lifting principu výpočtu za pomoci 
 programovacích jazyků  C++ a Java,  bylo nutné  nejprve tyto implementace vytvořit. 
Tato a následující kapitola se zabývá popisem jednotlivých implementací, vytvořených 
pomocí programovacího jazyku C++ resp. Java. 
5.1 Všeobecná specifikace implementace DWT 
5.1.1 Specifikace implementace DWT 
Veškeré implementace byly vytvořeny jako konzolové aplikace. Mohou být 
spuštěny v případě C++ na jakékoliv platformě, pro kterou byly zkompilovány a 
v případě jazyku Java na jakékoliv platformě obsahující JVM (Java Virtual Machine).  
Jedná se tedy o spustitelné soubory s příponami .exe (C++) a archivy .jar (Java). 
Nastavení funkčnosti implementací se provádí pouze pomocí vstupních parametrů 
(argumentů), předávaných při spuštění jednotlivých programů. Při implementaci bylo 
využito objektově orientovaného programování (OOP). 
5.1.2 Vstupní parametry a jejich formát 
Pro správný běh programu jsou vyžadovány následující vstupní parametry: 
a) Vstupní soubor 
Název vstupního souboru pokud je uložen ve stejném adresáři jako právě 
spouštěná aplikace nebo jeho absolutní cesta pokud se nachází v adresáři jiném. 
Tento vstupní soubor musí obsahovat textovou reprezentaci jednotlivých 
koeficientů vstupního diskrétního signálu zapsaných tak, že jednotlivé koeficienty jsou 
odděleny mezerou a každý řádek tohoto vstupního textového souboru představuje 
příslušný řádek v matici vstupního diskrétního signálů. Jednotlivé koeficienty mohou 
být zapsány i jako desetinná čísla, ovšem jako oddělovač desetinných míst musí být 
použita tečka. Při zapisování desetinných čísel je možné využít i tzv. vědecký formát 
zápisu, kdy je zvlášť zapisována mantisa a exponent desetinného čísla a k 
jejich vzájemnému oddělení se používá znak „E“. K vytvoření vstupního souboru ve 
správném formátu ze souboru představujícího vstupní dvourozměrný diskrétní signál 
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(obrázky, fotky) lze využít m-file preved(vstupni_cesta, vystupni_cesta), 
jehož vstupní parametry jsou cesta k souboru představující obrazový signál a cesta 
k souboru představující výstupní textový soubor koeficientů. 
Z důvodu zjednodušení algoritmu je zpracováván signál reprezentující pouze 
stupně šedi o rozměrech libovolných mocnin čísla 2 pixelů. 
b) Výstupní soubor 
Výstupní soubor je parametr obdobný vstupnímu souboru. Udává cestu, kde 
bude vytvořen výstupní soubor se zadaným názvem. Formát výstupního souboru je 
stejný jako formát vstupního souboru a veškeré koeficienty jsou zapisovány ve 
vědeckém formátu desetinného čísla. 
c) Úroveň požadované dekompozice/rekonstrukce 
Tento parametr udává úroveň, do jaké se má provést dekompozice nebo 
rekonstrukce vstupního signálu. Zadává se ve formátu celého čísla a to tak, že pokud 
bude zadané číslo kladné, bude se provádět dekompozice vstupního signálu a při zadání 
záporného čísla, bude prováděna rekonstrukce vstupního signálu. Dekompozice nebo 
rekonstrukce je prováděna až do úrovně odpovídající absolutní hodnotě zadaného 
parametru. Pokud je absolutní hodnota zadaného parametru vetší něž úroveň možné 
dekompozice či rekonstrukce, provede se pouze do této maximální hodnoty. 
5.1.3 Výstupy implementace 
Výstupem implementace je matice koeficientů, vypočtených po provedení 
dekompozice nebo rekonstrukce do požadované úrovně. Tato matice je uložena do 
výstupního souboru ve formátu popsaném výše.  
5.1.4 Použitý datový typ 
Pro reprezentaci a veškerou práci s koeficienty je použit datový typ double. 
Jedná se o typ využívající plovoucí řádovou čárku a oproti datovému typu float má 
dvojitou přesnost. K zapsání čísla v datovém typu double je využito 8 bajtů, tedy 64 
bitů, kdy jeden bit plní funkci znaménkového bitu, 11 bitů je použito k vyjádření 
hodnoty exponentu a zbývajících 52 bitů představuje mantisu. 
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5.2 Konvoluční princip 
5.2.1 Obecný popis algoritmu 
Algoritmus je implementován přesně podle výše uvedeného teoretického 
principu. Vypočet prvků DWT je realizován pomocí separabilní transformace, přičemž 
je využito možnosti převedení transformace na filtraci pomocí kvadraturní banky 
zrcadlových filtrů QMF. Koeficienty impulsních charakteristik těchto číslicových filtrů 
jsou zapsány tabulce Tab. 4.1. Řešení okrajových stavů je zajištěno metodou 
symetrického prodloužení.  
5.2.2 Deklarační část 
V deklarační časti jsou definovány použité hlavičkové soubory, konstanty, 
globální proměnné, jednotlivé třídy a jejich metody. Program využívá ke své činnosti 
následující hlavičkové soubory: iostream, conio.h a math.h. Dále jsou zde 
definovány konstanty, představující koeficienty impulsních charakteristik jednotlivých 
filtrů, globální proměnné vstup_s a vystup_s, jenž jsou ukazateli na objekt typu 
FILE. A konečně jsou zde definovány třídy: imp_ch, mat_koef a mat_koef_rek. 
5.2.3 Třída imp_ch 
Třída imp_ch představuje číslicový filtr. V instanci této třídy jsou uloženy 
koeficienty impulsní charakteristiky příslušného číslicového filtru. Tato třída obsahuje 
proměnou delka celočíselného datového typu integer a  dále jednorozměrné pole 
hodnoty datového typu double. Konstruktor imp_ch(double *pole, int 
pocet_hodnot) provede inicializaci pole hodnoty, uloží do něj příslušný počet 
hodnot (definováno vstupním parametrem pocet_hodnot) ze vstupního parametru 
pole a nastaví proměnou delka (tridy imp_ch) tak, aby odpovídala počtu prvků 
v poli hodnoty. Funkce int get_delka() vrací počet prvků v poli hodnoty a funkce 
double get_data(int pozice) vrací hodnotu prvku na pozici definované pomocí 
vstupního parametru pozice. 
5.2.4 Třída mat_koef 
Třída mat_koef  představuje dvourozměrný diskrétní signál resp. její instance 
obsahuje matici koeficientů tohoto signálu. Jsou v ní definovány funkce potřebné 
k načtení, úpravám, rozložení do jednotlivých podmatic a vypsaní příslušného signálu. 
Obecně tedy definuje veškeré funkce potřebné k provedení DWT. 
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a) Složení třídy mat_koef 
Třída mat_koef je znázorněna na obrázku Obr. 5.1 
 
Obr. 5.1.  Třída mat_koef 
Z obrázku Obr. 5.1 je zřejmé, že v datové časti třídy mat_koef jsou 
zapouzdřeny, dvě proměnné datového typu integer p_r, p_s, sloužící k uchování 
počtu řádku a sloupců matice koeficientů. A dále ukazatel data, což je ukazatel na pole 
ukazatelů na datový typ double, který slouží k adresaci libovolného dvourozměrného 
pole s prvky typu double. V tomto poli jsou uloženy samotné koeficienty příslušné 
instance třídy mat_koef. Tyto proměnné se často označují jako atributy třídy. 
Třída dále obsahuje deklarace metod, které využívá. Lze je podle jejich funkce  
rozdělit do několika níže uvedených skupin. 
b) Konstruktory  a destruktor třídy mat_koef 
Třída mat_koef  obsahuje tři konstruktory a jeden destruktor.  
mat_koef() – jedná se o prázdný konstruktor 
mat_koef(int radky, int sloupce) – tento konstruktor inicializuje 
dvourozměrné pole data na velikost, udanou pomocí vstupních parametrů radky a 
sloupce, a nastaví proměnné p_r a p_s na příslušné hodnoty. 
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mat_koef(FILE * vstupni) – vstupním parametrem tohoto konstruktoru je 
objekt typu FILE, představující v C++ soubor. V konstruktoru se provede volání 
procedury nacti_ze_souboru(vstupni). Tato procedura bude popsána dále. 
~mat_koef() – destruktor třídy mat_koef provede dealokaci dvourozměrného 
pole data v paměti. 
c) „Getters and setters“ metody třídy mat_koef 
Protože atributy jsou z důvodu zapouzdření z vně třídy nepřístupné (bývají 
uvozeny klíčovými slovy private nebo protected), veškerá práce s nimi je 
realizována pomocí veřejných metod (klíčové slovo public) označovaných jako 
„getters and setters“. Z jejich názvu je zřejmé, že metody, označené jako „getters“, 
slouží k získání hodnoty atributu a naopak metody, označené „setters“, provádí 
nastavení atributu na požadovanou hodnotu. Tohoto principu je s výhodou využito při 
ošetřovaní okrajových stavů.  
int get_p_radku() – funkce vrátí počet řádků dvourozměrného pole data 
int get_p_sloupcu() – funkce vrátí počet sloupců dvourozměrného pole 
data 
double getHodn(int i,int j) – funkce vrátí hodnotu prvku v poli data 
na pozici dané vstupními parametry i,j, tedy hodnotu data[i][j]. Pokud hodnoty i, 
j ukazují na pozici mimo pole data, je vrácen prvek odpovídající symetrickému 
prodloužení tohoto pole. Takto jsou ošetřeny případné okrajové stavy při výpočtu DWT.  
void setHodn(int i, int j,double hodnota) – procedura nastaví 
hodnotu prvku v poli data na pozici, určenou vstupními parametry i, j, na hodnotu 
definovanou vstupním parametrem hodnota. 
d) Metody pro výpočet konvoluce 
Do další skupiny metod třídy mat_koef lze zařadit metody, používané při 
výpočtu konvoluce mezi koeficienty signálu a příslušné impulsní charakteristiky filtru. 
Jedná se nejdůležitější metody třídy, protože zajišťují samotnou diskrétní vlnkovou 
transformaci. 
double konv (int i, int j,imp_ch * imp_char, int smer) – tato 
funkce tvoří jádro vypočtu konvoluce. Vypočítá konvoluci prvku na pozici i, j (vstupní 
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parametry i,j) s koeficienty impulsní charakteristiky imp_char (vstupní parametr, 
ukazatel na instanci třídy imp_ch) ve směru sloupců nebo řádků. Zda se bude 
konvoluce provádět ve směru sloupců nebo řádků, záleží na vstupním parametru smer. 
V případě že jeho hodnota je nulová, bude konvoluce prováděna ve směru sloupců, a 
naopak pokud bude jeho hodnota různá od nuly, bude konvoluce prováděna ve směru 
řádků.  
Vlastní konvoluce je prováděna podle známého vztahu: 
 
mat_koef* sym_konv(imp_ch * imp_char,int smer, int offset) 
– funkce vypočítá konvoluci pro všechny prvky v poli data, které zůstanou po 
podvzorkování dvěma v zadaném směru, při použití zadané impulsní charakteristiky. 
Ukazatel na instanci třídy imp_ch, který definuje použitou impulsní charakteristiku, je 
opět vstupním parametrem funkce, obdobně jako parametr smer, určující směr 
provádění konvoluce tak, jak bylo popsáno výše. Posledním vstupním parametrem je 
offset, definující požadovaný posun signálu při provádění konvoluce. Pokud bude 
nulový, bude konvoluce počítána pro sudé vzorky, pokud bude nenulový, bude 
konvoluce počítána pro liché vzorky.  
Před prováděním výpočtu jednotlivých konvolucí voláním funkce double 
konv (int i, int j,imp_ch * imp_char, int smer) pro požadovaný prvek, 
je vytvořena nová instance třídy mat_koef a do této třídy jsou ukládány výsledky 
jednotlivých konvolucí, vypočtených pro příslušné prvky. Hodnoty v poli data instance 
třídy mat_koef, ze které byla volána funkce sym_konv, zůstávají nezměněny a 
samotná funkce sym_konv vrací ukazatel na nově vytvořenou instanci třídy mat_koef, 
která obsahuje v poli data hodnoty po vypočtení konvoluce a podvzorkování dvěma. 
e) Metody pro zpracování výsledků 
void sloz_vysledek(mat_koef * LL,mat_koef * HL,mat_koef * 
LH,mat_koef * HH) – procedura sloužící k sestavení výsledné matice ze čtyř 
podmatic LL, HL, LH a HH podle principu separabilní transformace viz. Obr. 3.1. 
Vstupními parametry jsou ukazatele na třídu mat_koef. 
∑
∞
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void vypis(FILE * vystupni) – procedura provede výpis pole data do 
souboru definovaného pomocí vstupního parametru vystupni, který je ukazatelem na 
objekt FILE. Hodnoty jsou uloženy v textové formě, s použitím vědeckého zápisu 
desetinného čísla tak, že vždy řádek matice tvoří řádek výstupního textového souboru a 
jednotlivé hodnoty jsou odděleny mezerou. 
void nacti_ze_souboru(FILE * vstupni) - Vstupním parametrem 
procedury je ukazatel na soubor. Tento soubor je otevřen a nejprve je zjištěn počet 
řádku vyhledáním počtu specifických znaků, které značí konec jednotlivých řádků 
(‘\n’). Zjištěný počet řádků je uložen do proměnné p_r. Dále je zjištěn počet sloupců 
tak, že jsou hledány bloky znaků, jiných než je znak pro mezeru, až do nalezení znaku 
pro ukončení řádku. Počet takto nalezených bloků, udává počet sloupců a je opět uložen 
po proměnné p_s. V dalším kroku se inicializuje pole data na rozměr daný hodnotami 
v proměnných p_r a p_s. Soubor je procházen od jeho počátku a pomocí funkce 
fscanf (vstup_s,"%E",&n) s uvedenými parametry, jsou jednotlivé koeficienty 
z textového souboru převedeny na datový typ double a následně uloženy na 
odpovídající místo ve dvourozměrném poli data. 
5.2.5 Třída mat_koef_rek 
Třída mat_koef_rek slouží, obdobně jako třída mat_koef, k reprezentaci 
dvourozměrného diskrétního signálu. Jsou v ní ovšem definovány metody potřebné 
k rekonstrukci původního signálu z koeficientů DWT, umožňuje tak provést zpětnou 
diskrétní vlnkovou transformaci (IDWT).  
a) Složení třídy mat_koef_rek 
Mat_koef_rek je dceřiná třída třídy mat_koef. Protože při dědění bylo 
použito klíčové slovo public a třída mat_koef neobsahuje žádné atributy či metody 
deklarované jako private, dědí třída mat_koef_rek veškeré atributy i metody třídy 
mat_koef. Třída mat_koef_rek tedy obsahuje stejné metody jako třída mat_koef a 
je zbytečné je zde znovu popisovat. Popsány budou pouze metody nové nebo přetížené. 
Přetížením metody se v tomto případě rozumí předeklarovaní metody zděděné 
z nadřazené třídy. Struktura třídy mat_koef_rek včetně zděděných metod a atributů 
z třídy mat_koef je zobrazena na obrázku 0. 
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Obr. 5.2. Třída mat_koef_rek 
b) Konstruktory a destruktor třídy mat_koef_rek 
Konstruktory ani destruktory se nedědí a proto je třeba je deklarovat znovu. 
Deklarace jsou stejné jako u třídy mat_koef. Navíc je deklarován nový konstruktor.  
mat_koef_rek (mat_koef_rek * A, mat_koef_rek * B, int smer, 
int offset) – Tento konstruktor slouží k vytvoření rekonstrukční matice ze dvou 
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podmatic zadaných ukazateli A, B, jenž jsou vstupními parametry konstruktoru.  
Jednotlivé koeficienty nově vzniknuvší matice jsou definovány jako součet dvou 
příslušných koeficientů podmatic A a B. Výsledek je poté nadvzorkován dvěma ve 
směru udaném vstupním parametrem smer s případným posunem definovaným 
vstupním parametrem offset. Způsob vyhodnocení parametrů smer a offset byl již 
popsán výše.  
c) Nové a přetížené metody třídy mat_koef_rek 
mat_koef_rek** rozloz_do_podmatic(int uroven,int smer) – 
Tato funkce provede rozložení rekonstrukční matice do čtyř podmatic (LL, HL, LH, 
HH) v požadované úrovni rekonstrukce, zadané pomocí vstupního parametru uroven, a 
jednotlivé matice jsou současně nadvzorkovány dvěma ve směru, určeném pomocí 
vstupního parametru smer. Výstupem funkce je ukazatel na pole ukazatelů na třídu 
mat_koef_rek, ve kterém jsou uloženy jednotlivé podmatice ve výše uvedeném 
pořadí, pokud rozložení nebylo možné je vrácena hodnota NULL.  
void sloz_vysledek(mat_koef_rek * L,mat_koef_rek * H,int 
uroven) – Procedura uloží výsledek po sečtení koeficientů podmatic L, H na místo 
odpovídající úrovni rekonstrukce zadané vstupním parametrem uroven. Podmatice L, H 
jsou opět určeny pomocí ukazatele na třídu mat_koef_rek. Tyto ukazatele jsou 
vstupními parametry procedury sloz_vysledek. 
void sym_konv(imp_ch * imp_char,int smer) – procedura sym_konv 
opět provádí symetrickou konvoluci jednotlivých vzorků matice voláním funkce 
konv(i,j,imp_char,smer) s koeficienty impulsní charakteristiky, zadané 
ukazatelem imp_char na třídu imp_ch, ve směru určeném vstupním parametrem 
smer. Oproti funkci sym_konv, která je metodou třídy mat_koef, neprovádí 
podvzorkování dvěma a nemá žádný výstup. Jsou měněny přímo vzorky matice instance 
třídy mat_koef_rek, která volala proceduru sym_konv. 
5.2.6 Funkce main 
Funkce int main(int argc, char* argv[]) obsahuje příkazy, které se 
budou provádět po spuštění aplikace z příkazové řádky a jsou jí předány parametry, se 
kterými byla tato aplikace spuštěna. Parametry jsou vloženy do pole řetězců argv a 
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počet předaných parametrů do proměnné argc. Každá konzolová aplikace v jazyku 
C/C++ musí obsahovat funkci main. 
a) Načtení a zpracování vstupních parametrů 
Po spuštění programu jsou nejdříve zpracovány vstupní parametry. Nejprve je 
testováno, zda byl zadán dostatečný počet vstupních parametrů, tedy nejméně tři. Pokud 
tomu tak není, je program ukončen s chybovou hláškou upozorňující na nedostatečný 
počet vstupních parametrů.  Při zadání požadovaného počtu vstupních parametrů dojde 
k otevření souboru vstupního pro čtení a vytvoření souboru výstupního pro zápis. 
Jestliže se otevření vstupního či vytvoření výstupního souboru z libovolného důvodu 
nezdaří, je vypsána odpovídající chybová hláška a program je následně ukončen. 
Poslední operací zpracování vstupních parametrů je převedení parametru udávajícího 
požadovanou úroveň dekompozice nebo rekonstrukce z řetězce do proměnné uroven, 
která je datového typu integer. Toto převedení je realizováno pomocí funkce 
atoi(). Pokud hodnotu z řetězce nebylo možné převést, je opět vypsána chybová 
hláška a program ukončen. 
V případě, že jsou bezchybně načteny a zpracovány vstupní parametry dojde 
k otestování proměnné uroven, zda je kladná a bude prováděna dekompozice nebo 
záporná a bude prováděna rekonstrukce vstupního signálu. Na základě tohoto testu je  
běh programu rozvětven do dekompoziční nebo rekonstrukční části. 
b) Dekompoziční část 
V této části programu je prováděna postupná dekompozice vstupního signálu, až 
do zadané nebo maximální možné úrovně. Vývojový diagram je uveden v příloze.  
Na počátku se vytvoří dvě instance třídy imp_ch, imp_h0 a imp_g0, 
představující dekompoziční filtry z banky filtrů QMF. Dále se vytvoří dvě instance třídy 
mat_koef a to vstup, při jehož vytvoření je použit konstruktor pro načtení hodnot ze 
vstupního souboru, a vystup, který je alokován na stejnou velikost jako vstup. 
Hodnota proměnné akt_uroven, určující aktuální úroveň dekompozice, je nastavena 
na nulu.  
V další časti je prováděna separabilní 2D transformace (viz. Obr. 3.1). Nejprve 
je vstupní signál vstup podroben transformaci ve směru sloupců, s použitím filtrů 
imp_h0 a imp_g0 s následným podvzorkování dvěma. Vše je zajištěno voláním funkce 
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sym_konv s příslušnými parametry. Získáváme tak podmatice L a H které jsou stejným 
způsobem transformovány, tentokrát ovšem ve směru řádků, a vznikají tak podmatice 
LL, HL, LH, HH. Tyto podmatice jsou pomocí funkce sloz_vysledek složeny na 
odpovídající místo v matici vystup. Je dealokována matice vstup a hodnota ukazatele 
vstup je nastavena tak, aby ukazovala na podmatici LL. Ostatní nepotřebné matice 
jsou dealokovány. V posledním kroku je ověřeno, zda již dekompozice nedosáhla 
maximální možné úrovně a pokud tomu tak není je celý proces ve smyčce while 
opakován dokud není dosaženo požadované dekompoziční úrovně. V opačném případě 
je cyklus ukončen.  
Po rozložení je výsledný signál v matici vystup zapsán do výstupního souboru, 
jsou dealokovány zbývající proměnné, uzavřeny soubory a program je následně 
ukončen. 
c) Rekonstrukční část 
Tato část provádí rekonstrukci signálu ze vstupních DWT koeficientů. Ty jsou 
uloženy ve vstupním textovém souboru. Vstupním parametrem úroveň rekonstrukce 
udáváme, z jaké úrovně dekompozice původního signálu byly DWT koeficienty 
vytvořeny. Pouze při zadání správné úrovně rekonstrukce, dojde k obnovení původního 
signálů. V opačném případě je rekonstrukce provedena, ale výsledkem nebude původní 
signál. Program není schopen tuto skutečnost detekovat, zaleží pouze na uživateli.   
Postup rekonstrukce je zobrazen na vývojovém diagramu v příloze. 
Obdobně jako u dekompoziční části je provedena nejdříve deklarace a 
inicializace potřebných proměnných. Jedná se opět o dvě instance třídy im_ch imp_h1 
a imp_g1, které představují rekonstrukční pár filtrů z banky QMF. Jejich impulsní 
charakteristiky jsou nastaveny na příslušné hodnoty s použitím konstant popsaných 
v 5.2.2. Dále je vytvořena instance třídy mat_koef_rek s názvem vstup při jejímž 
vytváření, je použit konstruktor pro naplnění hodnot matice ze vstupního textového 
souboru.  
Vlastní rekonstrukce probíhá opět ve smyčce cyklu while. Nejprve jsou 
z proměnné vstup pomocí fukce rozloz_do_podmatic vytvořeny podmatice LL, HL, 
LH a HH, odpovídající aktuální úrovni rekonstrukce. Tato úroveň je v prvním průběhu 
cyklem rovna požadované úrovni rekonstrukce uroven a v každém další průchodu je 
snižovaná. Pokud je příliš vysoká funkci rozloz_do_podmatic se nepodaří 
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podmatice vytvořit a vrátí hodnotu NULL. Tento stav je detekován, úroveň rekonstrukce 
snížena a vypočet  pokračuje dalším cyklem. V případě, že je vytvoření podmatic 
úspěšné, jsou vypočítány konvoluce všech podmatic ve směru řádků voláním funkce 
sym_konv. Následně jsou vytvořeny nové instance třídy mat_koef_rek s využitím 
konstruktoru vytvářejícího novou matici součtem hodnot ze dvou vstupních podmatic a 
následné nadvzorkování dvěma v zadaném směru. 
Tímto způsobem je z podmatic LL a HL vytvořena matice L a obdobně 
z podmatic LH a HH vzniká matice H. Obě nově vzniklé matice jsou filtrovány voláním 
funkce sym_konv, jejímž parametrem je impulsní charakteristika příslušného 
rekonstrukčního filtru. Filtrace je prováděna ve směru sloupců. Výsledek, který je roven 
součtu hodnot matic L a H, je uložen na příslušné místo do matice vstup. Obě operace 
realizuje funkce sloz_vysledek. Pokud již není rekonstrukce kompletní, je celý 
postup opakován, v opačném případě je obsah matice vstup vypsán do výstupního 
souboru, jsou dealokovány vytvořené proměnné a program ukončen. 
5.3 Lifting princip 
5.3.1 Obecný popis algoritmu 
Algoritmus je implementován přesně podle výše uvedených principů pro 
výpočet koeficientů DWT. Využívá systém postupných lifting kroků ukončených 
normalizačním krokem. Protože je zpracováván dvourozměrný diskrétní signál je opět 
využito principu separabilní transformace. 
Výsledný program má stejnou strukturu jako výše podrobně popsaný program 
využívající konvoluční princip. Z tohoto důvodu je zbytečné popisovat části společné 
pro oba programy znovu a budou popisovány pouze jejich odlišnosti. 
5.3.2 Deklarační část 
V deklarační časti jsou opět definovány použité hlavičkové soubory, konstanty, 
globální proměnné, jednotlivé třídy a jejich metody. Program využívá ke své činnosti 
následující hlavičkové soubory: iostream, conio.h a math.h. Dále jsou zde 
definovány konstanty, představující koeficienty lifting kroků (Tab. 4.2), globální 
proměnné vstup_s a vystup_s typu FILE. A konečně jsou zde definovány třídy: 
mat_koef a mat_koef_rek. 
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5.3.3 Třída mat_koef 
Třída mat_koef opět využívá při dekompozici vstupního signálu a její instance 
reprezentuje matici koeficientů. Její struktura je zobrazena na obrázku Obr. 5.3. Je 
zřejmé, že třída mat_koef je podobná se třídou mat_koef implementace využívající 
konvoluční princip výpočtu. Jedinými odlišnostmi mezi těmito třídami jsou právě 
metody, které jsou využívané pro výpočet koeficientů, tedy metody realizující samotnou 
DWT.  
 
Obr. 5.3. Třída mat_koef 
a) Metody pro výpočet koeficientů prvků DWT s využitím lifting principu 
void lifting_krok(mat_koef *a, double konstanta, int smer, 
int posun) – Tato procedura provede jeden lifting krok. Vstupním parametrem je 
matice koeficientů a představující posloupnost koeficientů, která se lifting krokem 
nemění. Dalším parametrem je konstanta, obsahující hodnotu příslušného lifting 
koeficientu (2.42)-(2.45). Výpočet je opět prováděn ve směru definovaném pomocí 
vstupního parametru smer. Posledním parametrem je posun. Pomocí tohoto parametrů 
je definováno, zda je posloupnost vzorku a posunuta v čase. Díky tomuto posunu je 
možné realizovat všechny čtyři lifting kroky pro výpočet koeficientů DWT s využitím 
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banky filtrů CDF9/7. Rovnice pro jednotlivé kroky jsou uvedeny pomocí vztahů  (2.50)-
(2.53). 
void normalizace(double konstanta,int typ) – tato procedura 
provádí, jak už je z jejího názvu zřejmé, normalizaci všech prvků matice. Samotná 
normalizace se provádí násobením nebo dělením příslušnou konstantou. Tato konstanta 
je zadána pomocí vstupního parametru konstanta a další vstupní parametr typ udává, 
jestli budou prvky konstantou násobeny nebo děleny. Pokud je jeho hodnota rovná nule, 
tak dojde k násobení, v opačném případě k dělení. Procedura tak realizuje rovnice 
(2.54)-(2.55). 
b) Metody pro rozkládání a skládání matic 
mat_koef** rozloz_do_podmatic(int uroven,int smer) – Funkce 
realizuje rozložení části matice na sudé a liché vzorky ve směru zadaném vstupním 
parametrem smer. Dalším parametrem je uroven, udává aktuální hodnotu 
dekompozice (rekonstrukce)  signálu a na základě této hodnoty je zpracovávána pouze 
příslušná část matice. Ukazatele na dílčí matice obsahující liché a sudé vzorky jsou 
vráceny v poli ukazatelů na třídu mat_koef. Ukazatel na toto pole je výstupem funkce. 
void sloz_vysledek(mat_koef * s,mat_koef * d,int smer) – 
Tato procedura provádí složení a následné uložení dvou dílčích matic na odpovídající 
místo v matici instance třídy mat_koef, ze které je procedura volána. Vstupními 
parametry jsou tedy dva ukazatele na třídu mat_koef představující dílčí matice a 
parametr smer určující v jakém směru budou dílčí matice složeny. 
5.3.4 Třída mat_koef_rek 
Instance třídy mat_koef_rek představuje matici koeficientů používanou 
k rekonstrukci signálu z koeficientů DWT. Je vytvořena děděním z třídy mat_koef a 
metody pro vypočet koeficientů DWT a rozkládání (skládání) matic jsou přetíženy. 
V deklaraci těchto metod jsou provedeny drobné úpravy tak, aby bylo možné provést 
rekonstrukci na místo dekompozice. Jejich struktura a funkce ovšem zůstává nezměněna 
a proto je zbytečné zabývat se jejich popisem. 
5.3.5 Funkce main 
Funkce main opět vychází z výše popsané funkce main v části popisující 
implementaci založené na principu konvoluce. Načtení a zpracování vstupních 
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parametrů je totožné a dál bude popsaná pouze dekompoziční a rekonstrukční 
část. 
a) Dekompoziční část 
Provádí dekompozici vstupního dvourozměrného diskrétního signálu na 
koeficienty DWT  požadované úrovně. Vývojový diagram je součástí příloh této práce. 
Na počátku je opět vytvořena instance třídy mat_koef vstup s využitím  
konstruktoru, který naplní třídu hodnotami ze vstupního textového souboru. Čítač 
aktuální úrovně dekompozice je vynulován a program dále pokračuje v cyklu while 
výpočtem jednotlivých úrovní dekompozice, dokud není dosaženo úrovně požadované 
nebo maximální možné. 
Transformace je prováděna nejprve ve směru sloupců a to tak, že jsou ze vstupní 
matice pomocí funkce rozloz_do_podmatic() vytvořeny dílčí matice s,d, 
obsahující sudé a liché posloupnosti koeficientů příslušné úrovně dekompozice. Na tyto 
matice jsou pak aplikovány jednotlivé lifting kroky s následnou normalizací. Poté jsou 
matice uloženy na odpovídající místo v matici vstup a celý postup je opakován 
ve směru řádků. Tak je vypočtena jedná úroveň dekompozice. Po zvýšení hodnoty 
čítače úrovně je celý proces opakován. 
Po rozložení do požadované či maximální možné úrovně, jsou výsledky zapsány 
do výstupního souboru, dealokovány vytvořené proměnné a program je ukončen. 
b) Rekonstrukční část 
Postup výpočtu v rekonstrukční části je znázorněn vývojovým diagramem v 
příloze. Struktura rekonstrukční části je podobná části dekompoziční, skládá se 
ze stejných bloků, avšak jejich pořadí je změněno. Nejprve se transformace provádí ve 
směru řádků. Z matice vstupního signálu jsou načteny dílčí matice sudých a lichých 
vzorků. Je provedena normalizace tak, že hodnoty, které byly v dekompoziční části 
normalizační konstantou násobeny, jsou děleny a obráceně. Následuje provedení lifting 
kroků v opačném pořadí. Výsledné dílčí matice jsou uloženy na odpovídající místo 
v matici vstup. Následuje stejná transformace ve směru sloupců. Tímto způsobem byla 
provedena jedna úroveň rekonstrukce. Celý postup se opakuje, až do plné rekonstrukce 
signálu. Výsledek je zapsán do výstupního souboru a program je ukončen.   
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6 IMPLEMENTACE DWT V JAVĚ 
V této kapitole bude stručně charakterizován programovací jazyk Java a dále 
implementace DWT v tomto jazyce vytvořená. 
6.1 Programovací jazyk Java 
6.1.1 Původ jazyka 
Java je objektově orientovaný programovací jazyk vytvořený firmou Sun 
Microsystem. Byl představen v roce 1995 a v roce 2007 uvolnila firma Sun zdrojové 
kódy Javy a ta je dále vyvíjena jako open source. 
6.1.2 Základní vlastnosti jazyka Java 
a) Jednoduchost  
Syntaxe je zjednodušenou verzí syntaxe jazyka C/C++. Odpadla většina 
konstrukcí, které způsobovaly programátorům problémy a na druhou stranu přibyla řada 
užitečných rozšíření. 
b) Objektově orientovaný 
Je striktně objektově orientovaný. S výjimkou osmi primitivních datových typů 
jsou všechny ostatní datové typy objektové. 
c) Interpretovaný 
Místo skutečného strojového kódu se vytváří pouze tzv. mezikód (bajtkód). 
Tento formát je nezávislý na architektuře počítače nebo zařízení. Program pak může 
pracovat na libovolném počítači nebo zařízení, který má k dispozici interpret Javy, tzv. 
virtuální stroj Javy - Java Virtual Machine (JVM). 
d) Robustnost 
Je určen pro psaní vysoce spolehlivého softwaru. Z tohoto důvodu neumožňuje 
některé programátorské konstrukce, které bývají častou příčinou chyb (např. správa 
paměti, příkaz goto, používání ukazatelů). Používá silnou typovou kontrolu a tak 
veškeré používané proměnné musí mít definovaný svůj datový typ. 
Správa paměti je realizována pomocí automatického Garbage collectoru, který 
automaticky vyhledává již nepoužívané části paměti a uvolňuje je pro další použití. 
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6.1.3 Výhody a nevýhody programovacího jazyka Java 
Hlavní výhodou programovacího jazyka Java je bezesporu jeho přenositelnost na 
libovolný systém vybavený platformou Java. Jedná se o širokou škálu systémů počínaje 
čipovými kartami (platforma JavaCard), přes mobilní telefony a různá zabudovaná 
zařízení (platforma Java ME), aplikace pro osobní počítače (platforma Java SE) až po 
rozsáhlé distribuované systémy pracující na řadě spolupracujících počítačů rozprostřené 
po celém světě (platforma Java EE). 
Nevýhodou je pomalejší start programů psaných v Javě, protože prostředí musí 
program nejprve přeložit a potom teprve spustit. Je však možnost využít mechanismů 
JIT a HotSpot, kdy se často prováděné nebo neefektivní části kódu přeloží do 
strojového kódu a program se zrychlí. Na zrychlení se také podílí nové přístupy ke 
správě paměti. Další nevýhodou projevující se hlavně u jednodušších programů je větší 
paměťová náročnost při běhu způsobená nutností mít v paměti celé běhové prostředí. 
6.2 Implementace DWT v Javě 
Aby bylo možné implementace DWT vytvořené v různých programovacích 
jazycích vzájemně porovnat, musí být algoritmy výpočtu DWT totožné. Vzhledem 
k tomu, že syntaxe jazyka Java vychází ze syntaxe C/C++, jsou implementace v Javě a 
C++ téměř stejné a je tedy zbytečné je opět popisovat. Jedinou odlišností je načtení 
vstupních hodnot z textového souboru a jejich opětovné uložení ovšem tyto odlišnosti 
nejsou z funkčního hlediska důležité. 
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7 SROVNÁNÍ IMPLEMENTACÍ DWT 
V PROGRAMOVACÍCH JAZYCÍCH C++ A JAVA 
7.1 Výpočetní náročnost DWT 
7.1.1 Asymptotická složitost DWT 
V souvislosti s analýzou výpočetní náročnosti libovolného algoritmu lze 
definovat pojmy asymptotická složitost a operační náročnost algoritmu.  
Asymptotická složitost se používá ke klasifikaci počítačových algoritmů. Určuje 
operační náročnost algoritmu tak, že zjišťuje jakým způsobem se bude chování 
algoritmu měnit v závislosti na změně velikosti vstupních dat. Asymptotickou složitost 
lze dále rozdělit na složitost časovou a prostorovou.  
Asymptotická složitost algoritmu A je řád růstu funkce f(n), která charakterizuje 
počet elementárních operací algoritmu A při zpracování dat o rozsahu n. K popisu je 
využívána omikron notace („velké O notace“) O=f(N), tato notace vyjadřuje řád 
maximální možné výpočetní náročnosti, tedy výpočetní náročnost algoritmu nikdy 
nepřesáhne řád funkce O.  
Měřením bylo zjištěno, že časová asymptotická složitost algoritmu DWT je 
lineární, tedy: 
Výsledky měření jsou zobrazeny v grafu na obrázku Obr. 7.1. Byla provedena 
dekompozice 2D diskrétního signálu představujícího stejnou fotografii v 255 odstínech 
šedi a osmi různých velikostech a z té vyplývajícího počtu vstupních koeficientů 
(vzorků). Jednalo se čtvercový obraz o se stranou o velikosti 16, 32, 64, 128, 256, 512, 
1024, 2048 pixelů. Počet zpracovaných vzorků se rovná druhé mocnině velikosti strany. 
Dekompozice byla provedena do první úrovně s použitím všech vytvořených a výše 
popsaných implementaci.  
Z grafu je zřetelná lineární závislost všech testovaných implementací. 
( )NO  (7.1) 
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Časová složitost výpočtu DWT
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Obr. 7.1. Časová složitost výpočtu DWT 
7.1.2 Časová složitost výpočtu DWT pomocí konvolučního principu 
Vypočet jedné úrovně dekompozice DWT pomocí konvolučního principu je 
realizován filtraci pomocí číslicových FIR filtrů (viz. Obr. 3.1). Pro filtraci FIR filtrem 
je potřeba pro každý vzorek vypočítat M operací součtu a M+1 operaci součinu, kde M 
je řád filtru. Můžeme tak vyjádřit počet operaci potřebných k provedení filtrace FIR 
filtrem. 
Pro vlnku CDF9/7 je řád dekompozičních FIR filtrů M=8 a N=6. Lze tedy 
vypočítat počet operaci potřebných k provedení jedné úrovně dekompozice vstupního 
dvourozměrného signálu. 
Po dosazení za M a N dostáváme 
( ) ( ) vzorkůpocetMvzorkůpocetMMPOFIR _12_1 ⋅+=⋅++=  (7.2) 
( ) vzorkůpocetNMPOkonvoluce _222 ⋅++=  (7.3) 
vzorkůpocetPOkonvoluce _30 ⋅=  (7.4) 
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7.1.3 Časová složitost výpočtu DWT pomocí lifting principu 
Koeficienty DWT jsou počítány pomocí rovnic (2.48-2.55). Z těchto rovnic je 
zřejmé, že po rozdělení vstupní posloupnosti na dvě dílčí posloupnosti obsahující sudé a 
liché vzorky, jsou na každou z těchto posloupností aplikovány dva lifting kroky a 
následná normalizace. Při výpočtu lifting kroku jsou pro každý vzorek provedeny dvě 
operace součtu a jedna operace součinu. Normalizace je realizována pomocí jedné 
operace součinu. Celkem se tedy jedná o 7 operací na každý vzorek. Z důvodu 
separabilní transformace 2D signálu je transformace prováděna dvakrát a to poprvé ve 
směru sloupců a podruhé ve směru řádku. Počet operací potřebných k výpočtu jedné 
úrovně DWT je: 
7.1.4 Porovnání časové složitosti konvolučního a lifting principu výpočtu DWT 
Ze vztahů (7.5) a (7.4) je zřejmé, že výpočet pomocí konvoluce by měl být 
časově náročnější o  
tedy výpočet pomocí lifting principu by měl být přibližně dvakrát rychlejší než 
výpočet pomocí konvoluce. To je ovšem hodnota čistě teoretická. Uvažují se pouze 
operace nutné k výpočtu DWT. V reálné implementaci je situace o mnoho složitější. 
 Aby byl výpočet realizovatelný, je nutné, samotný výpočet doplnit o metody  
zajišťující řízení tohoto výpočtu např. metody vstupu a výstupu, metody pro přesun 
jednotlivých vzorků v paměti (rozdělení a skládání matic). Teoretické vyjádření všech 
těchto operaci je nemožné a tak jedinou možností pro zjištění skutečné časové složitosti 
je provedení měření na vytvořených implementacích DWT.    
7.1.5 Skutečná časová složitost konvolučního principu výpočtu DWT 
Byl měřen čas, potřebný pro provedení jedné úrovně dekompozice vstupního 
dvourozměrného diskrétního obrazového signálu o velikostech 16 až 2048 pixelů, tento 
signál byl již popsán výše. Měření bylo prováděno porovnáním hodnoty systémového 
času resp. hodnoty čítače s vysokým rozlišením(High-Resolution Timer v MS 
Windows) před začátkem výpočtu koeficientů a hodnoty po dokončení výpočtu. Byl tak 
vzorkůpocetvzorkůpocetPOlifting _14_72 ⋅=⋅⋅=  (7.5) 
143,2
_14
_30
=
⋅
⋅
=
vzorkůpocet
vzorkůpocet
PO
PO
lifting
konvoluce
 
(7.6) 
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zjištěn čas potřebný pouze k výpočtu koeficientů DWT, protože pouze výpočet DWT je 
předmětem zkoumání této práce. 
Veškerá měření byla prováděna na počítači v následující konfiguraci: 
CPU: AMD Sempron 2800+ 64-bit 
 Frekvence: 1600 MHz 
 L1 Cache: 64kB + 64kB (instrukce + data) 
 L2 Cache: 256kB 
RAM:  1,5 GB DDR 
OS: Microsoft Windows XP x64 Service Pack 2 (version: 5.2 Build 3790) 
Veškerá měření byla prováděna v pěti opakováních, z těchto pěti hodnot byl 
spočítán průměr, směrodatná odchylka a relativní chyba. Naměřené hodnoty jsou 
uvedeny v tabulce Tab. 7.1.  
Konvoluce Dekompozice 
DWT C++ Java HotSpot Java 
Velikost Počet 
vzorků t [µs] 
Chyba 
[%] t [µs] 
Chyba 
[%] t [µs] 
Chyba 
[%] 
16 256 285,4 2,64 3517,26 4,38 4545,248 0,63 
32 1024 1077,8 6,09 6040,38 3,37 22663,52 7,58 
64 4096 4347,6 3,80 9491,63 5,05 81113,09 0,94 
128 16384 18168,6 0,61 25688,1 3,42 332823,2 1,07 
256 65536 71609,6 0,88 74329,8 1,34 1317585 0,25 
512 262144 295006 0,34 261170 0,43 4940227 0,08 
1024 1048576 1257809 1,10 991452 1,14 20114175 0,65 
2048 4194304 6711428 1,76 5521582 1,62 81476688 1,73 
Tab. 7.1. Časová složitost výpočtu DWT s využitím konvolučního 
principu 
Na první pohled je z tabulky naměřených hodnot patrné, že implementace 
vytvořená v Javě byla měřena různými způsoby. Poprvé byla měřena po zkompilování 
JVM s aktivovanou optimalizací zdrojového kódu pomocí funkce kompilátoru HotSpot. 
Tyto výsledky jsou označeny jako Java HotSpot. Podruhé byla při kompilaci 
optimalizace deaktivována a výsledky jsou označeny pouze slovem Java. Rozdíl mezi 
časovou složitosti zdrojového kódu zkompilovaného s optimalizaci HotSpot a bez 
optimalizace je velmi výrazný a bylo by chybou tuto důležitou skutečnost opomenout.  
Na obrázku Obr. 7.2 je znázorněn graf hodnot z tabulky Tab. 7.1. 
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Časová složitost výpočtu DWT - konvoluční princip
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Obr. 7.2. Časová složitost výpočtu DWT – konvoluční princip 
Z grafu je zjevné, že vypočet DWT v Javě je časově nejsložitější a naopak 
výpočet v C++ je časově méně náročný, v obou těchto případech je patrný lineární 
průběh. V případě Javy s optimalizaci HotSpot (dále pouze Java HotSpot) je patrné, že 
v oblastech nízkého počtu zpracovávaných vzorků je optimalizace méně účinná a 
časová složitost optimalizovaného zdrojového kódu se blíží časové složitosti kódu 
neoptimalizovaného. Se vzrůstajícím počtem zpracovávaných vzorku je optimalizace 
stále efektivnější a časová složitost výpočtu DWT je dokonce nižší něž u jazyka C++.  
7.1.6 Skutečná časová složitost lifting principu výpočtu DWT 
Měření bylo prováděno stejným způsobem jako v případě konvolučního principu 
výpočtu. Naměřené hodnoty jsou zapsány v tabulce Obr. 7.2. 
Lifting Dekompozice 
C++ Java HotSpot Java 
Velikost Počet 
vzorků t [µs] 
Chyba 
[%] t [µs] 
Chyba 
[%] t [µs] 
Chyba 
[%] 
16 256 141,2 1,87 2156,11 6,07 2057,563 8,71 
32 1024 484 10,23 5993,06 4,97 7865,541 6,30 
64 4096 2080 13,80 14238,3 2,61 29392,88 1,31 
128 16384 8362,6 6,74 38767,7 0,27 112099,2 0,22 
256 65536 36498,8 2,29 91974,6 1,27 454758,2 0,30 
512 262144 161258 0,90 220635 0,39 1887781 0,82 
1024 1048576 979873 2,39 1096618 0,29 7935197 0,27 
2048 4194304 4574561 1,34 5606645 3,88 81022390 0,29 
Tab. 7.2. Časová složitost výpočtu DWT s využitím lifting principu 
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Časová složitost výpočtu DWT - lifting princip
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Obr. 7.3. Časová složitost výpočtu DWT – lifting princip 
Z grafu (Obr. 7.3) je opět zřejmá lineární závislost časové složitosti výpočtu 
DWT na počtu zpracovávaných vzorků pro implementaci v C++ a v Javě bez 
optimalizace. V případě Javy HotSpot je zřetelná postupně se zvyšující účinnost 
optimalizace stejně jako u vypočtu DWT s využitím konvolučního principu. 
7.1.7 Porovnání skutečné časové složitosti konvolučního a lifting  principu 
výpočtu DWT  
Známe-li časovou složitost výpočtu DWT pomocí konvolučního a lifting 
principu, nezbývá, než je vzájemně porovnat a ověřit tak teoretickou hodnotu danou 
vztahem (7.6). 
Konvoluce / Lifting Dekompozice 
C++ Java HotSpot Java 
Velikost Počet vzorků Poměr Chyba [%] Poměr 
Chyba 
[%] Poměr 
Chyba 
[%] 
16 256 2,021 4,51 1,631 10,45 2,209 9,34 
32 1024 2,227 16,32 1,008 8,33 2,8814 13,88 
64 4096 2,09 17,60 0,667 7,67 2,7596 2,25 
128 16384 2,173 7,34 0,663 3,69 2,969 1,29 
256 65536 1,962 3,17 0,808 2,61 2,8973 0,56 
512 262144 1,829 1,24 1,184 0,82 2,6169 0,90 
1024 1048576 1,284 3,48 0,904 1,43 2,5348 0,92 
2048 4194304 1,467 3,10 0,985 5,50 1,0056 2,03 
Tab. 7.3. Porovnání konvolučního a lifting principu výpočtu DWT 
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Hodnoty, vypočtené jako poměr časové složitosti konvolučního a lifting 
principu, jsou zapsány v tabulce Tab. 7.3.  
V případě jazyka C++ se poměr mezi konvolučním a lifting principem pohybuje 
v rozmezí 2,2-1,5, tedy výpočet DWT pomocí lifting principu je přibližně dvakrát 
rychlejší než výpočet pomocí konvoluce, což je hodnota shodná s předpokládanou 
teoretickou. U implementací vytvořených v jazyce Java se tento poměr pohybuje kolem 
hodnoty 2,5. Tato hodnota je sice vyšší něž teoretická, avšak tato odlišnost není 
podstatná a lze tak obě hodnoty považovat za shodné. V posledním případě (Java 
HotSpot) je patrné použití optimalizace zdrojového kódu. Výsledný poměr časové 
složitosti konvolučního a lifting principu výpočtu DWT neodpovídá přepokládané 
hodnotě a dokonce je výpočet s využitím konvoluce rychlejší než při použití lifting 
principu. 
7.1.8 Porovnání skutečné časové složitosti výpočtu DWT v C++ a Javě 
Dále je možné porovnat časovou složitost výpočtu DWT jednotlivých 
implementací z hlediska programovacího jazyku, ve kterém byly vytvořeny. Získáme 
tak představu o tom, jaký programovací jazyk je vzhledem časové složitosti výpočtu 
DWT nejvhodnější. Vypočítané hodnoty jsou zapsány v tabulce Tab. 7.4. 
Java HotSpot / C++ Java / C++ Dekompozice 
Konvoluce Lifting Konvoluce Lifting 
Velikost Počet vzorků Poměr Chyba [%] Poměr 
Chyba 
[%] Poměr 
Chyba 
[%] Poměr 
Chyba 
[%] 
16 256 12,32 7,01 15,27 7,94 15,926 3,27 14,572 10,58 
32 1024 5,604 9,46 12,38 15,19 21,028 13,68 16,2511 16,52 
64 4096 2,183 8,85 6,845 16,41 18,657 4,75 14,1312 15,11 
128 16384 1,414 4,02 4,636 7,01 18,319 1,67 13,4048 6,96 
256 65536 1,038 2,22 2,52 3,56 18,4 1,13 12,4595 2,59 
512 262144 0,885 0,77 1,368 1,29 16,746 0,43 11,7066 1,72 
1024 1048576 0,788 2,24 1,119 2,67 15,991 1,75 8,09819 2,66 
2048 4194304 0,823 3,38 1,226 5,23 12,14 3,50 17,7115 1,64 
Tab. 7.4. Porovnání časové složitosti výpočtu DWT v C++ a Javě 
Hodnoty byly vypočteny jako poměr časové složitosti výpočtu DWT v Javě 
k C++. V případě Javy bez optimalizace byl výpočet DWT přibližně 18x pomalejší než 
v C++ s využitím konvolučního principu a 15x pomalejší v případě lifting principu. Při 
použití optimalizace HotSpot je v oblasti malého počtu zpracovávaných vzorků Java 
stále výrazně pomalejší (10-15x), avšak se vzrůstajícím počtem vzorků se při použití 
konvoluce stává Java dokonce rychlejší (cca 20%). V případě lifting principu se časová 
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složitost výpočtu DWT v Javě blíží C++, avšak stále je o zhruba 20% pomalejší. Byla 
testována i optimalizace zdrojového kódu v C++, ale snížení časové složitosti výpočtu 
nebylo patrné, a tak nejsou tyto výsledky v textu uvedeny. 
7.2 Prostorová složitost výpočtu DWT 
7.2.1 Asymptotická prostorová složitost výpočtu DWT 
Kromě časové složitosti výpočtu algoritmu definujeme složitost prostorovou, 
jedná se o množství potřebné paměti k činnosti algoritmu v závislosti na délce vstupních 
dat. Vstupní data jsou uložena v instanci třídy mat_koef a při samotnému výpočtu 
DWT jsou vytvářeny nové instance třídy mat_koef obsahující vypočtené koeficienty a 
jednotlivé podmatice. Množství využité paměti je vždy přímo úměrné délce vstupních 
dat (počtu zpracovávaných vzorků) a z toho důvodu je asymptotická prostorová 
složitost výpočtu DWT lineární. Asymptotickou prostorovou složitost výpočtu DWT lze 
zapsat s využitím velké O notace takto 
Měřením bylo ověřeno výše uvedené tvrzení a z grafu na obrázku Obr. 7.4 je 
zřejmá lineární závislost využité paměti na počtu vzorků vstupního diskrétního 
signálu.Tato závislost platí pro konvoluční i lifting princip výpočtu DWT. 
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Obr. 7.4. Prostorová složitost výpočtu DWT 
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7.2.2 Skutečná a minimální prostorová složitost výpočtu DWT 
Pro zjištění skutečné prostorové složitosti byly během výpočtu DWT sledovány 
požadavky k přidělení paměti a především k přidělení paměťového prostoru 
potřebného k uložení hodnoty datového typu double, tedy prostoru o velikosti 
násobků osmi bytů, protože právě datový typ double byl použit k reprezentaci 
vzorků vstupního signálu a koeficientů DWT. Takto zjištěné velikosti použité 
paměti jsou zapsány v tabulce Tab. 7.5. 
Dekompozice Paměť [kB] 
Velikost Počet vzorků Konvoluce Lifting 
16 256 8 6 
32 1024 32 24 
64 4096 128 96 
128 16384 512 384 
256 65536 2048 1536 
512 262144 8192 6144 
1024 1048576 32768 24576 
2048 4194304 131072 98304 
Tab. 7.5. Skutečná prostorová složitost výpočtu DWT 
K uložení jednoho koeficientu pomocí datového typu double je potřeba 8 bytů 
paměti, pro uložení 256ti koeficientů jsou tedy potřeba 2kB, avšak z tabulky Tab. 7.5 
vyplývá, že k výpočtu DWT je potřeba 8kB, což je čtyřikrát více. Tyto zvýšené 
paměťové nároky jsou způsobeny nevhodně vytvořenou implementací výpočtu DWT z 
hlediska prostorové složitosti. Při implementaci byl kladen zejména na přehlednost a 
jednoduchost výsledného výpočtu a kódu. Během výpočtu DWT jsou z matice vstup, 
obsahující vstupní signál vypočteny dvě matice L a H, které společně obsahují stejný 
počet prvků jako matice vstup a  zabírají paměťový prostor o stejné velikosti. 
Obdobně z matic L a H jsou vypočteny čtyři matice LL, HL, LH,  HH a ty jsou uloženy 
na příslušné místo v matici vystup. Současně jsou tedy vytvořeny čtyři matice o 2kB a 
celková prostorová složitost je tedy 8kB.  
Algoritmus lze upravit tak, aby po vypočtení matic L a H byly hodnoty dříve 
ukládané do matic LL, HL, LH, HH uloženy přímo na odpovídající místo do matice 
vstup. Existovali by tak současně pouze dvě matice o velikosti 2kB a celková 
prostorová složitost by byla 4kB. O této hodnotě lze hovořit jako o minimální 
prostorové složitosti konvolučního principu výpočtu DWT. 
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Obdobná situace nastává i při výpočtu DWT pomocí lifting principu. Skutečná 
prostorová složitost opět výrazně závisí na implementaci a tak je zbytečné popisovat 
tuto naměřenou hodnotu. Zajímavější je stanovení minimální prostorové složitosti 
výpočtu DWT. Tento výpočet pomocí konvolučního principu lze realizovat metodou in-
place, kdy jsou výsledky při provádění lifting kroku ukládány v paměti na místo 
jednoho z operandů, který již v dalším výpočtu nebude potřebný. Lze tak vytvořit 
implementaci, která by aplikovala jednotlivé lifting kroky přímo na vstupní koeficienty 
uložené v matici vstup, a po výpočtu by tato matice obsahovala pouze výsledné 
koeficienty DWT. Ovšem řízení takové výpočtu bude jistě náročnější a pravděpodobně 
by došlo k nárůstu časové složitosti, o kterou jde při výpočtu DWT především. 
 Minimální prostorová složitost konvolučního principu výpočtu DWT je tedy 
rovna paměti potřebné pro uložení vstupních vzorků a je oproti  minimální prostorové 
složitosti konvolučního principu výpočtu DWT poloviční. 
7.3 Srovnání obrazu 
7.3.1 Ukazatel PSNR 
Jednou z možností pro srovnání dvou obrazových signálu je ukazatel PSNR 
(Peak Signal to Noise Ratio), neboli špičkový odstup signálu od šumu. Výpočet 
hodnoty tohoto ukazatele vychází ze střední kvadratické chyby MSE [6] (Mean Squared 
Error) 
kde  m, n je horizontální a vertikální rozměr obrazu  
 I,K jsou porovnávané obrazy 
Pak hodnota PSNR je dána vztahem [6] 
kde MAXI je maximální možná hodnota pixelu 
 MSE je střední kvadratická chyba 
Hodnota ukazatele PSNR se udává v decibelech. 
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7.3.2 Hodnoty PSNR implementace DWT 
Pro výše popsané obrazové signály různých velikostí byly vypočítány hodnoty 
ukazatele PSNR mezi původním vstupním obrazovým signálem a obrazovým signálem 
vzniklým dekompozici a následnou rekonstrukcí do maximální možné úrovně. Byly 
testovány veškeré vytvořené implementace vždy ve dvou modifikacích. V první je 
k reprezentaci vstupních vzorků a koeficientů použit datový typ s plovoucí řádovou 
čárkou a dvojitou přesností, tedy double a v druhé modifikaci je použit datový typ 
s jednoduchou přesnosti float. Vypočtené hodnoty PSNR jsou zapsány v tabulce 
Tab. 7.6. 
C++ Java PSNR [dB] 
Konvoluce Lifting Konvoluce Lifting 
Velikost Počet vzorků Double Float Double Float Double Float Double Float 
16 256 152,262 132,058 152,261 132,058 226,361 137,987 303,664 128,903 
32 1024 160,391 132,042 160,388 132,042 224,177 135,359 300,889 128,045 
64 4096 153,195 131,691 153,193 131,691 222,408 135,053 299,243 126,437 
128 16384 162,194 131,276 162,196 131,276 220,922 132,975 301,095 125,602 
256 65536 159,935 129,99 159,935 129,99 219,637 134,285 299,982 124,619 
512 262144 159,233 131,286 159,231 131,286 218,702 132,039 299,525 123,788 
1024 1048576 151,793 130,411 151,794 130,411 217,683 132,992 299,767 123,855 
2048 4194304 152,005 130,433 152,007 130,433 216,759 129,957 298,98 124,538 
Tab. 7.6. Hodnoty PSNR 
Jelikož je DWT bezeztrátová transformace teoreticky by měli být obrazové 
signály před a po provedení dekompozice a zpětné rekonstrukce totožné. Střední 
kvadratická chyba by potom byla nulová a ukazatel PSNR by se blížil k nekonečnu. Ve 
skutečnosti nelze vyjádřit jakékoliv číslo s nekonečnou přesností a skutečná přesnost tak 
záleží na použitém datovém typu. Tímto způsobem je do výpočtu vnášena chyba, která 
se projeví odlišností původního a transformovaného obrazového signálu. 
V případě použití datového typu float se hodnoty PSNR pohybují v okolí 130 
dB pro všechny vytvořené implementace. Při použití datového typu double jsou 
hodnoty PSNR rozmanitější. U implementací vytvořených v C++ je hodnota PSNR 
přibližně 155dB a to pro konvoluční i lifting princip výpočtu DWT. Odlišná situace je 
v případě Javy, kde hodnota PSNR pro konvoluční princip výpočtu postupně klesá se 
zvyšujícím se počtem zpracovávaných vzorků od hodnoty 226dB až k hodnotě 216dB. 
Podobné to je v případě lifting principu výpočtu DWT pouze s tím rozdílem, že hodnoty 
klesají od 303dB k 298dB. Zajímavý je rozdíl mezi hodnotami PSNR v C++ a Javě, 
který je 66dB u konvolučního a 145dB v případě lifting principu.  
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Teoreticky by hodnoty PSNR v C++ a Javě měli být podobné, protože je použit 
stejný datový typ a zdrojový kód. Zjištěný rozdíl je ovšem velmi výrazný a příčina 
takového rozdílu nebyla objasněna. 
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8 ZÁVĚR 
Tato práce se zabývala diskrétní vlnkovou transformaci diskrétního signálu. 
V úvodu práce byla popsána teorie, potřebná k pochopení funkce diskrétní vlnkové 
transformace. Byly uvedeny podmínky pro vlastnosti mateřských vlnek a byla 
definována měřítková funkce, díky níž bylo možné rozložit libovolný signál na 
nekonečné množství vlnek, vytvořených pomocí různých koeficientů dilatace a 
translace z mateřské vlnky. 
Vzhledem k jejímu praktickému využití byla dále popsána dyadická diskrétní 
vlnková transformace a zejména její dvourozměrná verze, využívaná při zpracovávání 
obrazových signálů. Byl popsán způsob převodu diskrétní vlnkové transformace na 
filtraci pomocí banky kvadraturních zrcadlových filtrů a princip označovaný jako 
lifting. Bylo ukázáno, jak lze oba principy aplikovat na dvourozměrný signál se 
zaměřením na banku filtrů CDF 9/7.  
Jako součást této diplomové práce byly vytvořeny implementace diskrétní 
vlnkové transformace pro zpracování vstupního dvourozměrného signálu s použitím 
konvolučního a lifting principu výpočtu v programovacích jazycích Java a C++. Tyto 
implementace byly podrobně popsány a vzájemně porovnány z hledisky časové, 
prostorové složitosti výpočtu a kvality obrazu po provedené dekompozici obrazového 
signálu a jeho zpětné rekonstrukci. 
Porovnáním z hlediska časové složitosti výpočtu diskrétní vlnkové transformace 
bylo zjištěno, že výpočet pomocí lifting principu je přibližně dvakrát rychlejší než 
výpočet pomocí konvoluce. Tento poměr časové složitosti byl stejný u implementací 
vytvořených v C++ a Javě, avšak při použití optimalizace zdrojového kódu Java 
Hotspot je rozdíl mezi časovou složitostí vypočtu DWT s využitím konvolučního a 
lifting principu zanedbatelný a v některých případech byl konvoluční princip dokonce 
rychlejší než lifting. Dále bylo zjištěno, že časová složitost výpočtu DWT implementací 
v Javě je přibližně 15krát pomalejší než implementace v C++. V případě využití 
optimalizace Java HotSpot je časová složitost výpočtu DWT při zpracování většího 
počtu vstupních vzorků signálu srovnatelná s C++.  
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Porovnáním z hlediska prostorové složitosti výpočtu DWT bylo zjištěno,  že 
výpočet pomocí lifting principu má poloviční paměťové nároky než výpočet s použitím 
konvoluce a to jak v C++ tak v Javě.  
Při porovnání kvality obrazu před a po provedení dekompozice a následné 
rekonstrukce do maximální možné úrovně byl zjištěn poměrně výrazný pokles kvality 
obrazu v C++ vzhledem k Javě. Příčina tohoto poklesu kvality nebyla objasněna. 
Výsledkem diplomové práce je výběr nevhodnějšího způsobu výpočtu DWT a 
nejvhodnějšího programovacího jazyka k jeho implementaci. Ze zjištěných vlastností je 
nejvhodnějším způsobem výpočtu DWT lifting princip, který je oproti konvolučnímu 
principu méně časově i prostorově složitý. Při výběru nevhodnějšího programovacího 
jazyka k implementaci DWT je situace složitější. Použití Javy bez optimalizace je 
nevhodné vzhledem k pomalému výpočtu DWT. S optimalizací HotSpot je již čas 
potřebný k výpočtu DWT srovnatelný s C++, ale byl měřen pouze čas potřebný 
k samotnému výpočtu a není tak uvažován čas potřebný k zavedení JVM a překladu 
samotného kódu před spuštěním aplikace. Je-li implementace určena přímo pro 
konkrétní platformu tak nejlepší volbou je jazyk C++ v opačném případě je nevhodnější 
Java s optimalizací HotSpot. 
Vytvořené implementace v rámci této práce jsou funkční, avšak pro praktické 
využití nevhodné. V případě praktického využití by bylo nezbytné implementovaný 
výpočet DWT zefektivnit. Velmi vhodné by bylo využití technologie SIMD, která by 
výpočet výrazně zrychlila. Rozbor možných zefektivnění výpočtu DWT ovšem 
přesahuje rámec této práce. 
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Přílohy na CD 
 
- adresář Matlab obsahuje zdrojové kódy implementace DWT a skript pro 
převod obrazového signálu na vstupní textový soubor 
- adresář C++ obsahuje zdrojové a zkompilované (MS Windows) 
implementace DWT 
- adresář Java obsahuje zdrojové (Eclipse) a spustitelné archívy .jar 
implementace DWT 
- adresář Data obsahuje obrazové signály, na kterých byly vytvořené 
implementace testovány 
- adresář Text obsahuje elektronickou podobu tohoto textu 
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Příloha 1:  
Vývojový diagram dekompoziční části DWT v C++ využívající konvoluční princip 
Start
imp_ch *imp_h0 = new imp_ch(h0,9);
mp_ch *imp_g0 = new imp_ch(g0,7);
mat_koef *vstup = new mat_koef(vstup_s);
mat_koef *vystup = new mat_koef(vstup->get_p_radku(),vstup->get_p_sloupcu());
akt_uroven=0;
L=vstup->sym_konv(imp_h0,0,0);
H=vstup->sym_konv(imp_g0,0,1);
LL=L->sym_konv(imp_h0,1,0);
HL=L->sym_konv(imp_g0,1,1);
LH=H->sym_konv(imp_h0,1,0);
HH=H->sym_konv(imp_g0,1,1);
vystup->sloz_vysledek(LL,HL,LH,HH);
vstup=LL;
akt_uroven<uroven
akt_uroven++;
Je možno dále rozkládat?
Ano
vystup->vypis(vystup_s);
Ne
Dealokace proměnných
Konec
Ano
Ne
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Příloha 2:  
Vývojový diagram rekonstrukční části DWT v C++ využívající konvoluční princip 
Start
imp_ch *imp_g1 = new imp_ch(g1,9);
imp_ch *imp_h1 = new imp_ch(h1,7);
mat_koef_rek *vstup = new mat_koef_rek(vstup_s);
int akt_uroven=0;
uroven=-uroven;
mat_koef_rek **pole_d_matic;
pole_d_matic=vstup->rozloz_do_podmatic(uroven-akt_uroven,0);
LL=pole_d_matic[0];
HL=pole_d_matic[1];
LH=pole_d_matic[2];
HH=pole_d_matic[3];
mat_koef_rek *L = new mat_koef_rek(LL,HL,0,0);
mat_koef_rek *H = new mat_koef_rek(LH,HH,0,1);
L->sym_konv(imp_h1,0);
H->sym_konv(imp_g1,0);
akt_uroven<uroven
akt_uroven++;
vstup->vypis(vystup_s);
Dealokace proměnných
Konec
Ano
Ne
pole_d_matic==NULL
LL->sym_konv(imp_h1,1);
HL->sym_konv(imp_g1,1);
LH->sym_konv(imp_h1,1);
HH->sym_konv(imp_g1,1);
vstup->sloz_vysledek(L,H,uroven-akt_uroven);
Ne
Ano
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Příloha 3:  
Vývojový diagram dekompoziční části DWT v C++ využívající lifting princip 
Start
mat_koef *vstup = new mat_koef(vstup_s);
mat_koef **pole_r_matic;
int akt_uroven=0;
pole_r_matic=vstup->rozloz_do_podmatic(akt_uroven,0);
s=pole_r_matic[0];
d=pole_r_matic[1];
s->normalizace(lift_koef[4],0);
d->normalizace(lift_koef[4],1);
vstup->sloz_vysledek(s,d,0);
akt_uroven<uroven
akt_uroven++;
vstup->vypis(vystup_s);
Dealokace proměnných
Konec
Ano
Ne
pole_r_matic==NULL
d->lifting_krok(s,lift_koef[0],0,0);
s->lifting_krok(d,lift_koef[1],0,1);
d->lifting_krok(s,lift_koef[2],0,0);
s->lifting_krok(d,lift_koef[3],0,1);
pole_r_matic=vstup->rozloz_do_podmatic(akt_uroven,1);
Ne
Ano
s=pole_r_matic[0];
d=pole_r_matic[1];
d->lifting_krok(s,lift_koef[0],1,0);
s->lifting_krok(d,lift_koef[1],1,1);
d->lifting_krok(s,lift_koef[2],1,0);
s->lifting_krok(d,lift_koef[3],1,1);
s->normalizace(lift_koef[4],0);
d->normalizace(lift_koef[4],1);
vstup->sloz_vysledek(s,d,1);
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Příloha 4:  
Vývojový diagram rekonstrukční části DWT v C++ využívající lifting princip 
Start
mat_koef_rek *vstup;
vstup->nacti_ze_souboru(vstup_s);
mat_koef_rek **pole_r_matic;
uroven=-uroven;
int akt_uroven=1;
pole_r_matic=vstup->rozloz_do_podmatic(uroven-akt_uroven,1);
s=pole_r_matic[0];
d=pole_r_matic[1];
vstup->sloz_vysledek(s,d,1);
akt_uroven<uroven+1
akt_uroven++;
vstup->vypis(vystup_s);
Dealokace proměnných
Konec
Ano
Ne
pole_r_matic==NULL
s->lifting_krok(d,lift_koef[3],1,1);
d->lifting_krok(s,lift_koef[2],1,0);
s->lifting_krok(d,lift_koef[1],1,1);
d->lifting_krok(s,lift_koef[0],1,0);
pole_r_matic=vstup->rozloz_do_podmatic(uroven-akt_uroven,0);
Ne
Ano
s=pole_r_matic[0];
d=pole_r_matic[1];
vstup->sloz_vysledek(s,d,0);
s->normalizace(lift_koef[4],1);
d->normalizace(lift_koef[4],0);
s->lifting_krok(d,lift_koef[3],0,1);
d->lifting_krok(s,lift_koef[2],0,0);
s->lifting_krok(d,lift_koef[1],0,1);
d->lifting_krok(s,lift_koef[0],0,0);
s->normalizace(lift_koef[4],1);
d->normalizace(lift_koef[4],0);
akt_uroven++;
 
