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ABSTRACT 
 
 Document classification has been a classic problem in both machine learning and 
information retrieval.  One domain for document classification is automatic email routing.  
Given an email (a document), the system attempts to guess the location that the email should 
be routed to.  An automatic system would in theory be able to replace a person doing the job of 
sorting emails, which can save time and money.  However, incorrectly sorted emails would then 
need to be re-sorted manually, so it is important for the system to be accurate.   
 The Engineering IT department at the University of Illinois at Urbana-Champaign has a 
helpdesk that users can email with technical problems.  The IT department services the entire 
College of Engineering, encompassing many departments, so they need a way to sort emails 
based on which IT professional would be best suited to fixing a user’s problem.  Thus, this 
problem would be well suited for some type of document classification solution.  However, the 
helpdesk stands out from similar problems; the IT department already employs an email 
routing technique that is already quite accurate.  It becomes very obvious that a stand-alone 
document classification solution would be subpar, but perhaps combining it with the existing 
routing method would provide higher accuracy. 
 In this thesis, we explore ways to combine the classic document classification 
techniques with the existing routing strategy used by the helpdesk.  We test out different text-
based features, but we find that since the existing method is already very accurate, it is quite 
difficult to improve on.  
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Chapter 1: Introduction 
 
 With technology being so integrated into the world today, it is very important to be able 
to solve technology-related problems quickly and efficiently.  At the University of Illinois at 
Urbana-Champaign, the engineering department enlists the help of Information Technology (IT) 
professionals to help solve their problems.  Whenever a user has an issue, they can send an 
email to the IT helpdesk, where they can then get technical help. 
Because the engineering department is so large, it’s necessary to have a large IT team to 
help with problems, and have them do different jobs based on location and expertise.  Hence, 
when an email is received, it needs to be routed to the right person for the job.  With more 
efficient routing, the entire technical support process can be sped up.  Being able to do this step 
automatically with high accuracy would be very beneficial. 
The IT department currently has an automated system in place actually.  Emails are 
sorted based on who sent the email, using information such as which department they are from 
and whether they are faculty, staff, or other.  This rule-based method does quite well; it routes 
emails correctly about 75% of the time.  But the system doesn’t even use the contents of the 
email to decide how it gets routed!  With such a large piece of information overlooked, we 
wonder if we can do better. 
In this thesis, we explore using machine learning methods to attempt to increase 
accuracy of the system, by framing the problem as a document classification problem.  We try 
using 6 different types of features that have proven to be useful in other domains to test their 
effectiveness in sorting helpdesk emails.  We then combine our text-based classifier with the 
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existing rule-based system to attempt to make an even more accurate system.  Despite finding 
lackluster results, our findings should provide some insight to the problem and should be 
helpful to anyone looking into pursuing this problem further. 
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Chapter 2: Previous Work 
 
A common task in machine learning is to build a classifier for some data set [1].  Given 
an instance of data, the goal of a classifier is to decide which class that instance of data belongs 
to.  With machine learning, algorithms attempt to automatically construct the classifier by 
analyzing large amounts of similar data.  With supervised classification, there is a large amount 
of labeled data, examples where the correct class is already defined.  Based on patterns from 
the labeled data, the classifier then attempts to classify unlabeled data in a similar way.   
Classifiers can be grouped into two categories, binary classifiers and multi-class 
classifiers.  The goal of a binary classifier is simple, given an example, it should answer “true” 
(or some binary label) if the example meets certain criteria, and “false” otherwise.  Multiclass 
classification has the more difficult task of picking the correct class from several (more than 
two) options. 
Document classification is an example of a classification problem [2].  In this case, the 
domain is a collection of text documents which need to be categorized according to some 
criteria.  A library system might want to automatically group documents into one of several 
predefined subjects based on the content of the documents [3].  Spam filters in emails are 
binary classifiers that decide whether an incoming email is “spam” or “not spam” [4].  Other 
applications include automatic email routing, which involves sorting emails based on the 
contents [5].  Document classification can be applied to many different problems, and many 
techniques have been developed for this purpose. 
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 A great deal of work has been done developing document classification methods [6].  
There are several different techniques, all built upon different mathematical models.  Both 
generative models and discriminative models have been used successfully.  Generative models, 
like Naïve Bayes, rely on building a probabilistic model which can be used to assign a probability 
to a certain output.  In the case of document classification and other natural language 
processing (NLP) tasks, these require building a language model, a probabilistic model that says 
how likely a certain document, a sequence of words, is.  These models can range from very 
simple unigram models to much more complicated models with several latent variables.  
Discriminative models are not concerned with modeling all variables involved, but instead 
attempt to classify an example into a category directly based on features from the example.  
Similar to the underlying language model for generative models, feature selection for 
discriminative models can be very simplistic or can be exceedingly complex. 
However, the success of a particular technique often depends on how features are 
selected for a particular domain and the fine-tuning of certain parameters to optimize 
performance [7[.  A bag-of-words, or unigram, approach is often times the simplest approach, 
where a document is thought of as simply an unordered collection, a multiset, of all of the 
words in the document.  If different categories use some words more frequently than others, 
then the bag-of-words approach can find distinguishing words and use these to classify 
documents.  This approach clearly has many limitations though, since the meaning of a 
document is based on more than just a list of words that the document contains.  The order of 
the words in sentences clearly has an impact on the meaning of the sentence. 
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Document classification methods can be improved by increasing the complexity of the 
model.  Rather than using individual words, a unigram model, tuples of words appearing 
together, an n-gram model, can be used as features.  This provides some data about word order 
while keeping the problem tractable by maintaining independence assumptions.  Furthermore, 
more information can be used as features as well.  The length of the document can be relevant 
to how it should be classified.  Words can be broken up to include information about prefixes 
and suffixes.  Incorporating these features into a model can improve performance, as is seen for 
the Stanford Classifier in the classic 20 Newsgroups dataset [8] [9].  By carefully choosing 
features to use and tweaking parameters, many different classifiers all perform well on the 20 
newsgroups task [10] [11] [12] [13]. 
Within document classification, the specific task of email classification has been studied 
as well [4] [5] [14].  Some tasks require only binary classification, such as implementing a spam 
filter.  In this case, an email simply has to be labeled as spam or not spam.  In fact, the Text 
REtrieval Conference (TREC) has had tasks addressing this exact problem.  Automatic email 
routing is another email-based problem.  Routing is a multiclass classification problem though, 
since the goal is to route an email into one of several locations.  While work has been done on 
email classification systems before, email classification problems can vary greatly based on the 
domain, since different domains could have very different constraints based on the types of 
emails that need to be routed and the different classes that emails have to be sorted into.  
Thus, various domains can vary greatly in difficulty for automatic classifiers.    
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Chapter 3: Problem Overview 
 
Routing emails for the UIUC Engineering IT helpdesk is an instance of a document 
classification problem.  However, this domain is very different than other document 
classification problems.  Thus, it is very important to understand the problem before exploring 
possible methods to solve it. 
 
3.1. The Helpdesk Problem 
When the helpdesk receives an email, it gets sorted into one of 54 different queues.  
These queues are monitored by different IT professionals with different areas of expertise.  
Most departments have two or three main queues; there will typically be an administrative 
queue, a research queue, and sometimes an additional support queue as well.  The 
administrative queue often deals with problems such as printer problems, or if certain software 
isn’t working.  Research queues deal with very technical problems, such as when computers 
used for researching, including computer clusters have issues, or problems with software that is 
related to research.  Some problems are also simpler though, such as asking to give a specific 
computer access to some resource.  There might be additional support queue for simpler 
queries such as setting up websites; these queues are often student-monitored rather than 
monitored by a full-time IT professional. 
In addition to the two or three main queues per department, there are several special 
purpose queues.  Requesting access to certain rooms in Siebel Center via the E-lock system has 
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its own queue.  Application development, Linux development, and security incidents all have 
their own queues, to name a few. 
Sorting based off of message content is definitely possible, but it can be very difficult 
because of the similarity between some of the queues.  Some terms such as “cluster” are good 
indicators that an email should go into a research queue, and terms like “MechSE” are good 
indicators that an email belongs in one of the Mechanical Science and Engineering queues.  
Terms like these can help to identify several likely queues, but pinpointing the exact queue can 
be very difficult. 
 
3.2. The existing system. 
 As stated earlier, there is already a system in place to route helpdesk emails.  This is a 
rule-based system based on who sent the email, grouped by department and position at the 
university.  If a faculty member of a certain department sends an email to the helpdesk, it will 
automatically get sorted into that department’s research queue.  If a staff member from that 
department sends an email, it will be sorted into that department’s administrative queue.  If 
the department has an additional support queue, it may be used for graduate student emails.  
Undergraduates and people not recognized by the system all get sorted into a default queue. 
 Some queues are very specialized, and these queues might have dedicated email 
addresses from the help desk.  For example, the Multimedia and Educational Technologies 
queue has a separate email address from the standard help queue, allowing emails sent to this 
alternative address to get immediately directed there.  If an email is sent to a specialized 
address, the rule-based method described above is not used. 
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 3.3. The Dataset 
 The rule-based system is very effective at sorting queries.  When the rule-based method 
is applied, the email gets sorted to the correct location about 75% of the time.  This thesis will 
analyze two things.  First, it will test standard document classification approaches on this task, 
and measure how accurately emails can be sorted using those methods.  Then it will attempt to 
combine the two techniques to attempt to surpass the accuracy of either method alone. 
 To use supervised document classification techniques, we need labeled data to train our 
model on.  Thankfully, approximately 13,000 previous helpdesk emails have already been 
processed by the IT department.  In addition to the emails, there is also a log that keeps track of 
when an email was moved from queue to queue.  Upon arrival, an email is immediately moved 
from the default queue to a new queue based on the rule-based method.  From there, an IT 
professional will read the email, and could potentially re-queue the email if the email was not 
sent to the correct location, which could happen a number of times.  Eventually an email does 
not get moved anymore, presumably because it has reached the correct location.  Thus, we can 
treat the final queue as the correct queue and use that as the label for our supervised classifier.  
Table 1 gives 3 example email snippets, some of which required a manual queue change and 
some of which did not. 
Some emails can contain multiple problems, and could correctly belong in more than 
one queue.  When this problem arises, the first IT professional will solve the first problem, and 
then manually reroute the email to the correct queue so that the second problem can also be 
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solved.  This creates a problem though, since it would appear as if only the last queue was the 
correct queue.  Unfortunately, there is no way to identify when this is happening, so it creates 
some unavoidable noise in the data that we are training on. 
 Given the data, we can observe some interesting statistics about the existing system.  
Out of 13,708 documents in our data set, 10,171 (74.2%) were correctly sorted by the rule-
based classifier.  Of the remaining 3,537 emails, 3,077 (87.0%) of them needed to be rerouted 
exactly once.  The last 460 emails needed to be rerouted more than once.  This is either 
because the first person was unsure of where to send the email and chose the incorrect queue, 
or because the email contained multiple problems that were solved by different queues (or 
possibly even both).  In either case, we can look at this as an upper-bound for an automated 
system.  3.4% of the time, an email needed to be re-queued even after it was handled by a 
knowledgeable human.  Thus, no automated system can expect to surpass 96.6% accuracy. 
 
 3.4 Tables 
Table 1 - Three documents from the dataset.  Each example is broken up into 3 parts, the final queue, 
which is used as the label, the queue returned by the rule-based classifier, and the text of the email 
Final Queue after 
all manual sorting 
Queue returned by 
rule-based method 
Email text 
Queue #34 Queue #23 … i think my computer was blocked two days ago 
by MechSE… 
Queue #28 Queue #28 Hello,  We really need a better PC in 203 Loomis 
for students to use…. 
Queue #43 Queue #43 … I have your replacement monitor ready in 1129 
MEL… 
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Chapter 4: Methodology 
 
In order to begin this task, a document classification method must be chosen.  Rather 
than reinvent the wheel and build our own document classifier, it makes more sense to use a 
pre-built system and then fine-tune the feature selection for this particular domain.  To this 
end, the Stanford Classifier has many features that make it well-suited for this task.  The 
Stanford Classifier is a maximum entropy classifier that can be used as a general purpose 
classifier, taking in a wide variety of feature types.  However, it has been designed to work very 
well with NLP tasks.  Given a block of text, a user can specify what kind of features should be 
extracted from the text.  These include, but are not limited to, n-gram features for a specified 
value of n, features based on word shape and capitalization, and features based on prefixes and 
suffixes of terms.  This level of flexibility allows us to quickly compare features and find what is 
useful and what is not useful for this task. 
 
4.1 Document Classification without the Rule-Based Classifier 
Routing emails without using knowledge from the rule-based classifier is a 
straightforward classification problem.  We have 54 different classes and a string of text that 
we use to decide which class is correct.  The interesting part of this is feature selection.  As a 
baseline, we will start with a unigram model after converting each token to lower-case first.  
Then, our goal is to find what features might be useful with our dataset.  Choosing our features 
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here is what sets this dataset apart from other document classification data sets.  Features that 
may or may not be useful include: 
1. Including word n-grams 
2. Words using their original capitalization 
3. The approximate length of the documents 
4. Using prefix and suffix n-grams 
5. Word “shape”, based on capitalization, whether or not digits appear, and whether or 
not certain symbols appear 
6. The number of 3-digit and 4-digit numbers that appear in each document 
 
The features for 1 through 5 are automatically generated via the Stanford Parser.  More 
info on particular details can be found on their webpage for their 20 newsgroups example [8].  
Document lengths binned into categories, for this task, the cutoffs for bins were 50, 100, 200, 
and 400.  Feature extraction for the number of 3 and 4 digit numbers was done manually, but it 
was binned similar to document length, but the cutoffs were 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, <20, <50, 
and >=50. 
Some of these features will probably be very useful.  Since we are dealing with emails, it 
is very likely that there will be many names in the emails.  Since names are usually capitalized, 
having information about capitalization and word shape could prove to be very useful.  The 
number of 3-digit and 4-digit numbers in a document is a very domain specific feature.  It was 
chosen because of the observation that many emails contain course numbers (3 digits) and 
room numbers (3 or 4 digits, depending on the building).  Thus, while it would be an oddly 
specific feature to include in some domains, it could potentially be useful here. 
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4.2 Combining Document Classification with the Rule-Based Classifier 
Building a standalone document classifier is good for exploratory purposes and for 
helping us understand the domain better.  However, if we want to build a system that gets 
implemented by the IT department, it is important to use all information available to us to 
maximize performance.  Thus, we want to find an effective way to combine the information 
from the rule-based classifier with document classification methods. 
The most straightforward way to accomplish this is to simply make the output of the 
rule-based classifier a feature in our document classifier.  Since the Stanford Parser is a general 
purpose classifier, it allows us to include features other than just the text, so adding this extra 
feature is effortless.  And in theory this should be quite effective.  The classifier will see all of 
the features, and it will find that the output feature is extremely useful, giving it a very high 
weight.  But sometimes, if the document text strongly indicates that another queue would be 
more appropriate, the weight from those features would outweigh the rule-based feature, 
causing a different queue to be chosen.  And since the weights are all determined 
automatically, everything should work smoothly.  
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Chapter 5: Experimental Results 
 
In this chapter, we describe the experiment setup and analyze the results.  The goal of 
the analysis is to answer the following questions.  Which features work the best for this 
categorization task?  Can we tell why?  And in section 5.3, can we combine document 
classification with the existing classifier to surpass the accuracy of both of them? 
 
5.1. Construction of Data Set 
When testing the results, we broke up the dataset such that the first 90% is used to train 
and the last 10% is used to test our classifier.  This method is chosen, rather than some type of 
cross-validation, because in a real world application, new tickets would come from a later point 
in time than the tickets that we used to train our classifier.  Thus, it makes sense to impose a 
similar restriction on our testing.  This gives us 12,343 examples to train on and 1365 to test on.   
 
5.2. Document Classification without the Rule-Based Classifier 
First, we built a classifier to choose which queue to sort messages into, varying our 
feature selection to find which features were useful.  As we can see from Table 2, using the 
original capitalization did not provide any improvement over the baseline of entirely lowercase 
words.  All of the other features proved to be slightly useful though, bumping up accuracy a 
small amount. 
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However, when combining the seemingly effective methods together, we see that the 
accuracy drops down again.  This seems to indicate that the improvements from including the 
features were not significant. 
We can look at the output of our classifier to hopefully get some insight into our 
problem.  Table 3 has a list of the top features from the lowercase unigram model, along with 
their corresponding queue.  Interestingly, most of the top features are names!  These seem to 
be the names of IT professionals who support that specific department, which is a very good 
indicator of where the email should go then.  Other highly weighted features include building 
names, which also makes sense. 
Some queues might be more difficult than others.  In Table 4 and Table 5, we see the 
top 5 queues with the most traffic and the top 5 queues that our classifier did the best on.  The 
performance is alright, but not spectacular.  One possible reason is that queues with a lot of 
traffic could have a more diverse range of problems, making classification more difficult for 
them.  Interestingly, the queues that did the best were all relatively small queues.  One might 
assume that low traffic queues would do worse because they have fewer examples in the 
training data, but this shows that some of them can do quite well.  One possible explanation is 
that the emails are similar to each other.  If this is the case, it would make sense as to why they 
are seemingly unaffected by underrepresentation in the training data. 
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5.3 Combining Document Classification with the Rule-Based Classifier. 
Using the output from the rule-based classifier as a feature is the simplest way to 
incorporate that knowledge into our document classification system.  For testing this, it makes 
sense to have a different baseline; in order to test the effectiveness of incorporating text-based 
data into the system, it makes the most sense for the baseline to use no text-based features at 
all.  Instead, the baseline will be the standalone rule-based system, and we will add text-based 
features to that. 
However, as we see in Table 6, the results are really disappointing.  We see that adding 
text-based features significantly lowers the accuracy of the system!  Even more interestingly, 
more complex features perform even worse.  However, this can be explained due to drastic 
overfitting on the training data.  By making all of these different feature types, we are inflating 
the feature space into the thousands, or even millions when we combine all of the features 
types together.  Each document might have a thousand features, but 75% of the time, we only 
care about what one of them is, namely the output from the rule-based method.  But the 
classifier doesn’t know that that feature is that successful, so it will look for patterns with other 
features as well.  And when the classifier is supplied with thousands of features per document, 
it’s easy to stumble upon features that look promising on the training set but turn out to be 
suboptimal during testing.   
Like with the previous analysis, we can look at high-weight features and performance of 
specific queues to try to get an idea of what is going on.  The top 38 features are now the 
output of the rule-based classifier, which is what we should expect.  If the output of the rule-
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based classifier can tell us the right answer 75% of the time, it makes sense that those features 
are weighted the highest.  Non-rule-based features can be seen in Table 7.  A few of the top 
features have changed, but we still see the trend of people’s names appearing as highly 
weighted features.   
We can also look at the most popular queues and which queues were particularly 
accurate again, this time in table 8 and table 9.  While F1 measure went up across the board, 
some queues benefited from the new information more than others.  For example, the SPAM 
queue has nearly perfect precision and recall with assistance from the rule-based method.  The 
CS Research queue only had a small improvement when compared to the other queues.   The 
queues that were accurate changed drastically though.  With the addition of information from 
the rule-based classifier, some queues became very accurate.  SPAM ranks at the top of this list, 
but three others also have F1 measures above 0.9.  And these aren’t necessarily small queues 
anymore.  This just goes to show the power of the rule-based method. 
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5.4. Tables 
Table 2 - Classifying documents based solely on the contents of the email, comparing several different 
features 
Features Accuracy 
Lowercase unigrams (baseline) 0.535 
Lowercase and original capitalizations 0.533 
Prefix and suffix n-grams 0.543 
Word Shape 0.543 
Number of 3 and 4 digit numbers 0.541 
Document length 0.541 
prefix/suffix + word shape + 3&4 digit numbers + document length 0.538 
 
Table 3 - List of highest weight features for the lowercase unigram model 
Feature (word) Associated Label (queue) Weight 
jeremy CEE Administrative 3.61 
farso ISE Administrative 3.17 
gianni MechSE Research 3.10 
csl CSL Administrative 3.03 
becky Physics Administrative 2.88 
julie CS Administrative 2.84 
ews Engineering Workstations (EWS) 2.72 
mrl MRL Research 2.65 
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Table 4 - Accuracy of the 5 queues with the most emails 
Queue Number of emails Precision Recall F1 measure 
Infrastructure 160 0.598 0.456 0.518 
CS Research 134 0.672 0.536 0.536 
MechSE Admin 112 0.759 0.659 0.659 
Engr Admin 76 0.697 0.631 0.631 
SPAM 72 0.514 0.627 0.627 
 
Table 5- Accuracy of the 5 queues with the highest F1 measure 
Queue Number of emails Precision Recall F1 measure 
MRL Admin 8 0.857 0.75 0.8 
CEE Admin 16 0.732 0.833 0.779 
ESAS Admin 16 0.8 0.75 0.774 
BioE Admin 8 1 0.625 0.769 
Phys Research 13 0.818 0.692 0.75 
 
Table 6 - Combining the text classifier with the rule based classifier by using the output of the rule based 
classifier as a feature 
Features (in addition to output from rule based classifier) Accuracy 
No text features (baseline) 0.758 
Lowercase unigrams 0.738 
Lowercase and original capitalizations 0.708 
Prefix and suffix n-grams 0.683 
Word Shape 0.733 
Number of 3 and 4 digit numbers 0.740 
Document length 0.739 
prefix/suffix + word shape + 3&4 digit numbers + document length 0.678 
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Table 7 - List of highest weight features for the lowercase unigram model, not including the rule-based 
features.   
Feature (word) Associated Label (queue) Weight 
gianni MechSE Research 2.33 
ews Engineering Workstations 2.23 
csl CSL Administration 1.93 
access E-lock 1.87 
laurie MatSE Administration 1.83 
 
Table 8 - Accuracy of the 5 queues with the most emails when using the rule-based classifier as a feature 
Queue Number of emails Precision Recall F1 measure 
Infrastructure 160 0.81 0.638 0.713 
CS Research 134 0.578 0.806 0.673 
MechSE Admin 112 0.819 0.929 0.87 
Engr Admin 76 0.859 0.882 0.87 
SPAM 72 1 0.986 0.993 
 
Table 9 - Accuracy of the 5 queues with the highest F1 measure when using features from the 
rule-based classifier 
Queue Number of emails Precision Recall F1 measure 
SPAM 72 1 0.986 0.993 
Phys Admin 42 0.913 1 0.955 
CEE Admin 36 0.944 0.944 0.944 
CEE Research 19 0.9 0.947 0.923 
BioE Research 5 1 0.8 0.889 
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Chapter 6: Conclusion and Future Work 
 
 In the domain of automatic email routing for the Engineering IT helpdesk, document 
classification has proven to be quite difficult.  Classifying documents using only lowercase 
unigram features was somewhat effective.  However, including more features, features 
commonly used in document classification tasks, didn’t’ seem to help at all.  Further 
complicating matters is that there is already a classifier in place, and this classifier gets around 
75% accuracy!  Ideally, the two types of classifiers could be combined to achieve even greater 
routing accuracy, but that has proven to be difficult.  When trying to use the rule-based 
classifier as a feature along with text-based features, its importance is underestimated by the 
automatic document classifiers, and it is not given an appropriate amount of weight.  While 
there should be information available to us in the other features, how to use this information is 
elusive.   
 In order to improve over the rule-based method, it is clear that very specific methods 
would be needed.  Building a system that gives the rule-based method an artificially inflated 
weight would be a good starting point.  Due to the organization of the different queues, it may 
be possible to design some sort of hierarchical classifier that benefits from similarity between 
queues rather than being hurt by the similarity.  Or perhaps there is information that can be 
exploited in a different way.  While the methods discussed in this thesis did not have positive 
results, it should hopefully provide a solid starting point for someone looking into researching 
this further. 
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