Highly oxygenated organic molecules (HOMs) are formed from the oxidation of biogenic and anthropogenic gases and affect Earth's climate and air quality by their key role in particle formation and growth. While the formation of these molecules in the gas phase has been extensively studied, the complexity of organic aerosol (OA) and lack of suitable measurement techniques have hindered the investigation of their fate post-condensation, although further reactions have been proposed. We report here novel real-time measurements of these species in the particle phase, achieved using our recently developed extractive electrospray ionization time-of-flight mass spectrometer (EESI-TOF). Our results reveal that condensed-phase reactions rapidly alter OA composition and the contribution of HOMs to the particle mass. In consequence, the atmospheric fate of HOMs cannot be described solely in terms of volatility, but particle-phase reactions must be considered to describe HOM effects on the overall particle life cycle and global carbon budget.
INTRODUCTION
Atmospheric aerosols influence Earth's climate by scattering or absorbing solar radiation and by changing the physical properties of clouds (1) . The oxidation of organic gases such as -pinene, one of the globally dominating biogenic vapors, leads to the formation of oxygenated volatile organic compounds (OVOCs) with a broad volatility range (2) . Highly oxygenated organic molecules (HOMs) are a subset of OVOCs (3), characterized by substantially reduced saturation vapor pressures, which therefore play an important role in new particle formation and the growth of newly formed particles to cloud condensation nuclei (CCN) size (4) . From a thermodynamic perspective, HOM condensation would constitute an irreversible transfer of mass to the particle phase and represent a sink of gaseous organics if the chemistry governing HOM production and depletion were to occur predominantly in the gas phase. While the gas phase has been extensively studied in laboratory and field settings by various chemical ionization methods (5, 6) , real-time observations of particlephase HOMs at atmospheric concentrations remain limited by low time resolution, high detection limits, suboptimal ionization schemes, and/or thermal decomposition (7) (8) (9) , leading to reduced chemical resolution and/or substantial uncertainty in the particle composition. As a result, while further reactions in the particle phase have been proposed, their nature remains unclear (2, 10) . A number of studies have attempted to investigate particle-phase HOMs by using aerosol collection followed by offline chemical analyses. This approach provides detailed structural information and, in some cases, molecular identification but, due to low time resolution and/or reaction during sample transfer and storage (11) , leaves the role of rapid physicochemical processes highly uncertain. In particular, the effects and time scales of condensed-phase reactions affecting the overall particle life cycle and global carbon budget are poorly constrained (12) .
Here, we present real-time measurements of oxygenated particulate organics (including HOMs) that are not subject to thermal desorption, ionization-induced fragmentation, competitive ionization pathways, or separated sampling/analysis stages. This is achieved using a novel extractive electrospray ionization timeof-flight mass spectrometer (EESI-TOF) (13) , which couples soft ionization with high time resolution to provide quasi-molecular composition (i.e., molecular formula) of continuously sampled aerosol. No currently existing technique can combine true molecular identification with real-time particle-phase analysis; our work thus represents a substantial advance in the chemical resolution available to real-time systems, providing previously inaccessible compositional and kinetic data that both complements and contrasts with state-of-the-art offline analyses. Here, we investigate secondary organic aerosol (SOA) formed from the ozonolysis of a monoterpene (-pinene). Monoterpenes are among the most important SOA precursors in pristine regions of the world and are important even in anthropogenically influenced environments such as the southeastern United States and Central Europe (8, 14) . Our measurements reveal the particle phase to be a dynamic environment in which the chemical composition continuously evolves because of particle-phase decomposition of high-molecular weight HOMs. This implies that the atmospheric fate of HOMs cannot be described simply in terms of their volatility, but is also influenced by post-condensation reactions, affecting the contribution of HOMs to particulate mass, SOA composition, and volatility.
RESULTS
To discriminate between gas-phase production, condensation, and particle-phase reaction of HOMs from -pinene ozonolysis, three fast oxidation batch-mode experiments were conducted in the 27-m 3 Teflon chamber at the Paul Scherrer Institute. About 30 ppbv (parts per billion by volume) of -pinene was injected into a dark chamber kept at room temperature, 40 to 50% relative humidity (RH), and prefilled with excess ozone (~400 ppbv; table S1; see experiment 1), giving an -pinene:O 3 ratio consistent with conditions in the Finnish boreal forest (15-17).
These conditions enabled fast SOA formation and minimized the loss of oxidized vapors to the wall. The reaction mixture was kept undisturbed for the next 12 hours with dilution of 30 liters min −1 to maintain the volume of the chamber. The particle-phase composition was measured by the EESI-TOF (with 1-s time resolution) and a Filter Inlet for Gases and AEROsols (FIGAERO) iodide chemical ionization mass spectrometer (CIMS) with ~50-min time resolution (18) . A scanning mobility particle sizer (SMPS) was used to monitor the particle number size distribution and to calculate the total aerosol volume. Organic gases (-pinene and its oxidation products) were monitored continuously by a proton transfer reaction time-of-flight mass spectrometer (PTR-TOF-MS) and a nitrate chemical ionization time-of-flight mass spectrometer (CIMS), and intermittently by an iodide CIMS. All signals from the EESI-TOF are reported in terms of the mass flux of ions to the detector of the mass spectrometer (in attograms per second). All ions are detected as adducts with Na + , which, for simplicity, is removed from both the spectra and text (I − and NO 3 − are likewise removed for the respective CIMS techniques). All particle-phase data presented here are corrected for particle wall loss based on the decay of the particle number concentration. A detailed description of the wall loss correction, chamber, and experiment setup and a brief description of all instruments can be found in Materials and Methods. Figure 1A shows the EESI-TOF mass spectrum for experiment 1 (table S1), in which -pinene-derived SOA (~23 g m −3 ) was generated. The mass spectrum is an average of 30 s taken at the point of maximum aerosol mass. Both monomers (C 5 -C 10 ) and dimers (C 15 -C 20 ) are evident. The monomer region is dominated by C 10 and C 9 species, which make up 51% of the total signal. This spectrum is similar to the ambient mass spectrum shown in Fig. 1B , measured by the EESI-TOF during May 2017 field measurements in the boreal forest, conducted at the Station for Measuring Ecosystem-Atmosphere Relations (SMEAR II) in Hyytiälä, Finland ( fig. S1 ), where the OA is typically dominated by monoterpene oxidation products. We note that based on the investigations of the wind trajectories above the canopy ( fig. S2 ), the air mass can be influenced by the sawmill emissions, likely leading to terpene-dominated SOA (15, 17) . The ambient OA mass concentration was about 14 g m −3 , slightly lower than the chamber experiments, but similar patterns with molecular formulas C 5-10 H 10-18 O 3-10 in the monomer region and C 15-20 H 24-34 O 5-11 in the dimer region are observed for both chamber and ambient measurements. The overall spectral similarity is shown by a Pearson's R 2 value of 0.67 and a cosine similarity of 0.70; both these values are significantly higher than those obtained when comparing these spectra with ambient or laboratory spectra that are not terpene-related or correspond to mixed terpene/anthropogenic sources (see fig. S3 ). The main differences are the higher fraction of particle-phase oligomers in the chamber (~15% in Hyytiälä versus ~30% in chamber) and the presence of nitrogen-containing species in the ambient spectrum. The increased oligomer fraction in the chamber is consistent with recent findings showing that the particle-phase dimer fraction increases with the precursor concentration (19) , as well as with the absence of NO x in the chamber experiments, which suppresses gas-phase dimerization via the RO 2 · + RO 2 · pathway in favor of organonitrate, peroxynitrate, or alkoxy radical formation (20) , which are, in turn, consistent with the observation of nitrogencontaining species C 8-10 H 11-17 O 5-9 N at Hyytiälä. These organonitrates can alternatively be produced from the oxidation of monoterpenes by NO 3 · radicals, as these events were observed during early morning hours and were also reported in previous studies (21, 22) . Last, the dimer formation from -pinene may be more efficient than the ambient monoterpene ensemble due to structural differences, e.g., endocyclic position of the double bond (17) .
These differences between the smog chamber and ambient SOA are interesting; however, the salient feature of Fig. 1 is the extensive overlap of molecules measured in both the chamber and the field. Depending on concentration, ~80 to 88% of the signal in Hyytiälä corresponds to ions observed in our chamber study. The remaining signal is attributed primarily to organonitrates, as ~6 to 13% of the nonoverlapping signal comes from the nitrogen-containing ions discussed above, and ~4% from C 11 -C 14 molecules, which may be either small dimers or sesquiterpene products. The remaining signal constitutes less than 1%. Likewise, 65% of the total signal found in the chamber corresponds to ions identified in Hyytiälä, with only 2% of the signal attributed to monomers not found in Hyytiälä. For the reasons identified above, most differences occur in the dimer region; 28% of the nonoverlapping chamber signal is attributed to C 16 -C 20 dimers and 4% to C 11 -C 15 dimers. The strong similarity of the chamber mass spectrum to the Hyytiälä measurements (discussed above) and, to a lesser extent, to a factor related to monoterpene oxidation retrieved from source apportionment of OA in Zurich (23) suggests that the overall aerosol composition is likewise similar, and therefore, the reactive processes observed in the chamber are highly likely to occur also in the atmosphere. Establishing a quantitative relationship between reactions observed in the chamber and those in ambient air (where conditions also vary considerably) is, of course, very challenging, and not attempted here. Among other factors, the presence of NO x in the atmosphere (even at the Hyytiälä site) and/ or higher concentrations of HO 2 radicals compared to chamber S1 ). An expanded view of the oligomer region (300 to 500 m/z) is shown in the upper right corner. The signal is normalized to the maxima of the highest organic peaks observed (C 9 H 14 O 5 for Hyytiälä and C 9 H 14 O 4 for the chamber study). Corresponding mass defect plots for these two spectra are shown in fig. S2 .
experiments will alter the fate of the RO 2 radicals in the gas phase and therefore the particle-phase composition. Figure 2 (A and C) compares the time series of C 20 H 32 O 10 , C 17 H 28 O 9/10 , and C 10 H 16 O 8 in the gas phase measured by the nitrate CIMS (as well as -pinene from the PTR-TOF-MS) and particle phase measured by the EESI-TOF. In the gas phase ( Fig. 2A) , each of these three products (one monomer and two dimers) is formed directly after the -pinene injection and rapidly depletes to nearzero concentrations within ~20 min. This is consistent with their high carbon and oxygen numbers, and thus low volatilities, promoting rapid new particle formation and irreversible condensation onto preexisting surfaces (particles and chamber walls) (4). Similar behavior is seen for other gas-phase HOM dimers, as shown in fig. S3 . While these example molecules have approximately the same temporal patterns in the gas phase, their evolution in the particle phase is very different (Fig. 2C) . Specifically, the C 10 H 16 O 8 monomer and the C 20 H 32 O 10 dimer immediately partition into the particle phase, reach a maximum signal after 20 to 40 min, and then steadily decay. In contrast, the C 17 H 28 O 9 dimer peaks concurrently with the above compounds but decays more slowly, whereas C 16 H 24 O 8 reaches its maximum intensity only after ~3 hours and does not decay significantly thereafter. It should be noted that >90% of -pinene has reacted already after 1 hour. Therefore, the different particle-phase time trends suggest that particle-phase processes can substantially affect the formation and transformation of HOM species. Figure 2 (B and D) displays the time evolution of particulate dimers and monomers, respectively, represented as the summed signal of all ions with the same carbon number. Figure 2B shows a faster decay of dimers containing more carbon (especially C 20 molecules) than those with lower carbon number. This behavior cannot be explained by evaporation. The C 20 compounds in our study contain 6 to 15 oxygen atoms, corresponding to saturation vapor concentrations (C*) of about 10 −7 to 10 −15 g m −3 based on a group contribution method ( fig. S5 ) and comparable to a previous study (24) . These saturation vapor concentrations are too low for evaporation to be significant. Further, evaporation would be expected to yield the opposite trend from that observed, with the heavier C 20 molecules remaining longer in the particle phase. A similar trend is evident in the monomer region (C 6 -C 10 ; Fig. 2D ), with molecules containing more carbon atoms (especially C 10 compounds) decaying more rapidly in the particle phase than molecules with less carbon atoms. In this monomer region, the saturation vapor concentration of the molecules is estimated to be between 10 −4 and 10 3 g m −3 , and therefore, evaporation could affect the evolution of the more volatile species in the particle phase. However, like the dimers, evaporation would preferentially remove molecules with less carbon, thus actually acting in opposition to the observed trends. Further, within the very broad span of volatilities (logC* ~10 -15 to 10 3 g m −3 ) for the measured ions, we do not observe correlation between the signal remaining after 12 hours and the saturation vapor concentration ( fig. S6 ). Together, these observations exclude evaporation as a main removal process.
The signal of C 16 -C 17 compounds in Fig. 2B peaks, on average, 2 hours later than the C 20 compounds. On the basis of current knowledge, dimers can be formed in the gas phase via RO 2 · + RO 2 · chemistry or reactions between Criegee intermediates and carboxylic acids (25) . These reactions would happen immediately after the initiation of -pinene oxidation due to the high reactivity of both (A) -Pinene injection into the chamber (~35 ppbv) measured by the PTR-TOF-MS and gas-phase evolution of its oxidation products measured by the nitrate CIMS. The measured highly oxygenated molecules show fast production and immediate depletion from the gas phase due to their low volatility. (B) Time evolution of particle phase dimers, grouped by their carbon number. (C) Time evolution of three dimers and one monomer measured in the particle phase showing very distinct behavior despite similar saturation vapor concentrations. (D) Time evolution of particle phase monomers, grouped by their carbon number. All signals are normalized to the maximum signal recorded for the respective ion during the displayed period. All data are taken from experiment 1, except for -pinene, which is taken from experiment 2 (which has similar initial conditions; see table S1) due to nonavailable PTR-TOF-MS data.
Criegee and RO 2 ·, and these dimers with very low volatility are expected to partition to the particle directly after their gas-phase production. This is seen for most C 18-20 dimer species. However, the later time of signal maximum for C [16] [17] (2 to 3 hours) in the particle phase indicates that formation processes other than gas-phase oxidation play a substantial role. No further reactions in the gas phase are expected to occur after the consumption of -pinene because, by then, the OH· radicals, produced by the decomposition of carbonyl oxides formed via -pinene ozonolysis, are depleted. Also, none of the gas-phase species measured by the nitrate CIMS exhibit substantial delay in their maxima (see Fig. 2A and fig. S3 ). Therefore, we propose that these dimers are strongly affected by particle-phase chemistry, likely involving the combined effects of both accretion reactions (C 7-10 + C 7-10 ➔ C [14] [15] [16] [17] [18] [19] [20] ) and the decomposition of higher-molecular weight compounds (C 20 ➔ C [16] [17] [18] [19] . These reactions would then also contribute to the observed decays of C [8] [9] [10] and/or C 20 species.
Accretion reactions transform the mass from monomers to oligomers, yielding products with a higher number of carbon atoms and converting semivolatile molecules into higher-molecular weight compounds with lower saturation vapor concentrations. These reactions have been studied under laboratory conditions and suggested to play an important role in ambient environment (26) (27) (28) . Accretion reactions will increase the persistence of organic mass in the particle and enhance the growth rate to CCN-relevant sizes (29) . In our case, if accretion reactions contributed substantially to the monomer decay, then the dimer:monomer ratio would increase as the experiment progresses, and dimers would reach their maximum concentration later than the corresponding monomers. This ratio would be further increased by monomers of sufficiently high vapor concentrations repartitioning to the gas phase, resulting in net mass loss from the particles. However, the wall loss-corrected SOA mass peaks 1 hour after -pinene injection and thereafter shows only a slight decrease. Figure 3 shows the fractional contributions to the total EESI-TOF signal intensity for measured compounds classified as monomers (C 5 -C 10 ) or dimers (C 15 -C 20 ). Over the course of 12 hours, the dimer fraction increases only from 27 to ~35%. This relatively constant dimer:monomer ratio suggests that accretion reactions likely cannot explain the observed compositional changes and that these reactions are slow relative to the investigated experimental time scales. Alternatively, if dimer formation were to shift the gas/particle equilibrium of monomers, replenishing the particle-phase monomers and buffering the monomer:dimer ratio, a net increase of organic mass would result, instead of the decay of both monomers and dimers that is actually observed. Therefore, the observed dynamics are most likely due to the compounds' decomposition in the particle phase.
Further insights into the production and decomposition processes in the particle phase are obtained by the investigation of the temporal behavior of individual molecules. Figure 4 shows the mass defect plots [exact mass/charge ratio (m/z) minus nearest integer versus m/z] for all particle-phase ions, color-coded by the time of maximum signal (Fig. 4A) , decay rate after reaching the maximum signal (Fig. 4B) , and the fraction of signal remaining after 12 hours relative to maximum (Fig. 4C) ; decay rates and remaining signal are also reported for selected ions in table S2. Decay rates are determined from an exponential fit beginning after the ion reaches its maximum signal ( fig. S7 ). For reasons discussed later, most ion signals do not decay to zero; the exponential fit therefore includes a y offset (i.e., y = y 0 + Ae −kt ), and we define the half-life as the time required for the signal to decay to (y max -y o )/2. Symbol area denotes the square root of ion signal at the time of maximum total aerosol mass. Figure 4A exhibits the same general trends as discussed earlier in conjunction with Fig. 2 (i.e., consistent with particle-phase reactions yielding products with lower carbon number); however, substantial differences between specific ion groups are evident. The highly oxygenated C 8 H 12 O x , C 9 H 14 O x , and C 10 H 16-18 O x compounds appear first in the particle phase followed by less oxygenated C 8-10 H 12-16 O x , which is consistent with the partitioning behavior of these compounds, as the compounds' saturation vapor concentration increases with decreasing number of oxygen and more volatile compounds are expected to condense later. However, this trend contrasts with the trend of decreasing carbon number discussed above, suggesting that the monomer composition may be influenced by both partitioning and particle-phase decomposition reactions.
As shown in Fig. 4B −3 min −1 ) measured by spectrophotometric iodometry (2 hours after particle collection) (30) . Reactive oxygen species (ROS) such as peroxides are rapidly formed in the gas phase by autoxidation and comprise a substantial fraction of secondary aerosol mass (31, 32) . In a similar study focusing on the oxidation of limonene by ozone, a significant particle-phase decay was reported for C 10 H 16 O 4 , a major product of limonene ozonolysis (33) . However, some of limonene's oxygenated products (like C 10 H 16 O 4 ) still contain an intact exo C═C bond available for further reaction with ozone, which may also explain the observed particle-phase decrease of that species. In contrast, -pinene loses its single double bond in the first oxidation step; therefore, its oxygenated products do not further react with the excess ozone present in the chamber. The decay rates are also similar to the hypothesized decomposition rates for reversibly formed oligomers (defined as oligomers that decompose in response to heat or time, yielding volatile monomers) in the isothermal evaporation of -pinene SOA. This process was proposed by D'Ambro et al. (34) to explain the observed composition and volatility changes of the SOA particles with time. Oligomer decomposition and/or other volatility-increasing chemical reactions were suggested, controlling the early stages of the SOA evolution. The reported values for oligomer decomposition rates were between 6 × 10 −3 and 6 × 10 -4 min −1 (34) . The observed decay rates in our study and D'Ambro et al. (34) are in good agreement; however, our results strongly suggest fragmentation reactions of both monomers and dimers toward molecules with lower carbon number. We do not have supporting evidence for solely the decomposition of reversible oligomers into their volatile monomer species as the driving force of early SOA aging. As shown in Fig. 3 , we do not observe significant changes in the relative ratios of monomer versus dimer concentrations.
It is important to note that the decay stops or greatly slows down after ~6 to 7 hours depending on the species considered ( fig. S7) . One hypothesis for this could be a change in the physicochemical properties of the aerosol, such as increased viscosity due to particlephase reactions. The viscosity of -pinene SOA has been extensively studied, with a wide range of values obtained depending on experimental conditions. For example, the viscosity of an -pinene SOA system at ~40% RH lies in the range of ~10 5 to 10 7 Pa s −1 and can increase by orders of magnitude with atmospheric aging (35) . This corresponds to a semisolid phase state where certain reactions can be diffusion-limited, therefore potentially hindering bi-or multimolecular particle-phase reactions (whereas no effect is expected on unimolecular reactions). Although the diffusion of relevant organic molecules in -pinene SOA is poorly constrained, the diffusion of water molecules was shown to not be kinetically limited for atmosphericsized particles (36) , whereas the diffusion of NH 3 into -pinene SOA is limited below 30 to 40% RH (37) . The uncertainties in SOA diffusion coefficients prevent us from fully ruling out this effect; however, if the aerosol did become sufficiently viscous to shut down the particle-phase reactions, one would expect a simultaneous termination of the decay of all ions independent of their composition, which is not observed here (e.g., Fig. 2C ).
Another explanation for the termination of particle-phase decomposition reactions is the presence of isomers of different reactivity/stability in the particle. Once the reactive molecules are consumed, the particle-phase reactions would end. Similar conclusions can be made from Fig. 4C , where the fraction of the remaining signal after 12 hours is shown. The C 20 dimers and C 10 H 18 O x show the highest signal loss, corresponding to ~30 to 40% of their maximum . Mass defect plot of species detected by the EESI-TOF in the SOA produced by -pinene ozonolysis (experiment 1) color-coded by (A) time of the maximum signal of the respective particle-phase species, (B) individual decay rate of each species (dark gray markers correspond to ions that do not show any decay in the particle), and (C) fraction of remaining signal after 12 hours (after wall loss correction). Symbol areas are sized according to the square root of ion signal at the time when the maximum mass was reached in the chamber.
values. In contrast, no significant loss of C 16 or C 17 ions is observed. This observation shows that the particle-phase chemistry causes changes in the overall SOA composition over the time scale observed here.
The decay shown in Fig. 4 is ubiquitous throughout the spectrum, with a 20% decrease in signal occurring for 78% (71 of 91) of monomers and 56% (71 of 127) of dimers. Of the ions exhibiting this decay, 78% have half-lives of less than 120 min (87% of monomers and 69% of dimers), while 46% have half-lives of less than 60 min (58% of monomers and 35% of dimers). These time scales are similar to or faster than typical aerosol collection times for semicontinuous or offline measurement techniques, suggesting that substantial changes in composition may occur even while the aerosol is being collected. For example, the FIGAERO-I-CIMS particle module operated with a 40-min collection cycle followed by a 40-min desorption cycle, while recent attempts to assess aerosol peroxide content included collection times ranging from 45 min (38) to 15 to 18 hours (39) . In this latter case, SOA from -pinene ozonolysis was continuously generated in a flow tube and deposited on a filter; offline analysis indicated near-zero concentrations of large peroxides, which our results suggest is likely because of decomposition reactions on the filter. Further, most experiments relying on offline analyses use much longer delays between collection and analysis (although refrigeration of collected samples likely somewhat slows reaction). However, these rapid and ubiquitous reactions highlight the limitations of traditional offline techniques for the investigation of aerosol composition, reactions, and kinetics. Therefore, we exploit the previously unavailable real-time composition data from the EESI-TOF to obtain further insight into the potential mechanisms and atmospheric implications associated with these particle-phase reactions.
DISCUSSION
Several mechanisms have been proposed to explain the decay of secondary aerosol species. Zhang et al. (40) proposed decarboxylation of diacylperoxides, leading to the formation of new covalently bound ester accretion products. This reaction results in the loss of CO 2 , with a corresponding decrease of the O:C ratio. In the experiments presented here, the O:C ratio does not decrease sufficiently (from 0.54 to 0.51), as a loss of CO 2 ) and the fact that we do not expect large discrepancies in terms of sensitivity for these species, we conclude that this is likely not the major formation pathway of these esters. A recent study by Claflin et al. (42) revealed large discrepancies between the observed groups and those predicted by the Master Chemical Mechanism (MCM) based on the functional group analysis of -pinene SOA collected on filter samples. Specifically, peroxides, peroxyacids, aldehydes, and ketones were overpredicted, while esters and acids were larger than expected. Baeyer-Villiger reactions were suggested as a possible reaction pathway, where carboxylic acids and esters can be formed from the aforementioned species. This form of reaction seems to be more consistent with our observations and is discussed further below.
In Baeyer-Villiger reactions, a peroxyacid or hydroperoxide oxidizes a ketone or aldehyde to an ester or acid, respectively, while the peroxyacid or hydroperoxide is converted to an acid, alcohol, or ketone. The conversion of a hydroperoxide to a ketone yields a net loss of H 2 . This agrees with the trend observed in Fig. 5B , where the time evolution of C 10 monomers grouped by hydrogen number is shown. The monomers with the highest number of hydrogens peak first in the particle phase and decay faster than the less hydrogenated monomers. More specifically, the conversion of C 10 H 18 O x to a ketone through Baeyer-Villiger reaction would cause its decrease in signal and net loss of H 2 O generating a compound with the formula C 10 H 16 O x−1 and explain delayed peaks of the less hydrogenated species in the particle. In Fig. 5 (C and D) product molecules likely have other formation pathways in addition to the Baeyer-Villiger reaction). C 10 H 18 O x (x > 4) are mainly a product of OH· oxidation ( fig. S9 ) and, via the Baeyer-Villiger reaction, would not have an additional source, which might explain their faster decay and earliest peak in the particle relative to the other molecules. In addition, the observed kinetics for individual particle-phase oxygenated species are consistent with the Baeyer-Villiger reaction. Alvarez-Idaboy et al. (43) reported second-order rate constants of 0.108 and 19.2 M −1 min −1 (303 K) for the trifluoroacetic acidcatalyzed reaction in dichloromethane of trifluoroperacetic acid with propanone and cyclohexanone, respectively. Taking these rate constants as boundary conditions, the fastest decay rates observed in the current study (about 20 × 10 −3 min , correspond to 0.017 to 3.1% of the SOA mass. Although an imperfect model for the SOA system, these BaeyerVilliger kinetics are likely fast enough to explain the observed decay rates and roughly consistent with our observations.
The hydrolysis of esters, formed by the Baeyer-Villiger reactions, would further produce small volatile molecules (C 1 -C 3 ), which, despite their high volatility, have been found in aerosol filter samples (10) , consistent with the observed loss of carbon and the formation of lower carbon number molecules (C 7 -C 9 and C 16 -C 17 ) in the particle with increasing time (Fig. 2) . The evolution of small oxygenated molecules, released during these particle-phase reactions as decomposition byproducts, can also be observed in the gas phase. Figure 5E shows the time series of gas-phase formic acid (~3 to 4 ppbv) and propionic acid [~600 parts per trillion by volume (pptv)] for experiment 4. The maximum signal of these acids is observed well after -pinene is depleted in the gas phase and with substantial delay relative to both the nitrate CIMS HOMs in the gas phase and the peak of the particle mass. Formic acid and/or other low-molecular weight carbonyls/ketones have been reported previously during photooxidation experiments of monoterpenes, where these molecules were attributed to gas-phase photooxidation reactions (44, 45) . A more recent study observed a similar trend for small acids and carbonyls from the ozonolysis of limonene, where this was explained by secondary OH-mediated fragmentation of the limonene backbone (33) . However, the present study was conducted without lights, and the production of these acids cannot be explained solely by OH· chemistry, as their time scale is unaltered by the addition of an OH scavenger ( fig. S10) . Instead, the gas-phase acid trend is consistent with the decrease in carbon number for particle-phase monomers and dimers (Fig. 2, B and D) and thus is likely linked to particle-phase reactions.
Besides the abovementioned hydrolysis of esters, the Korcek mechanism could also explain these gas-phase observations. This mechanism involves the formation of a cyclic peroxide between a carbonyl and a hydroperoxide group, followed by the cleavage of the O─O and C─C bonds, leading to the formation of an acid and an aldehyde (46) . Carbonyl and hydroperoxide groups are ubiquitous in organic molecules formed through autoxidation, and the formation of cyclic peroxides (more specifically peroxyhemiacetals) has been reported previously (32) . These, apart from the Korcek mechanism, can be transformed further through different pathways (37) and cause the decomposition and lack of hydroperoxide-OOH moieties observed in the aged aerosol sample (10, 30, 39) . Although Korcek mechanism kinetics have not been studied at typical atmospheric temperatures, a decay rate of 2.7 × 10 −3 min −1 was observed at 393 K (46) . This falls in the range of the typical decay rates observed here, although direct comparisons are complicated by (i) the ~100 K higher temperatures in the laboratory experiment, which increases the reaction rate, and (ii) possible reactivity differences between the -pinene system studied here and the hexadecane system for which the Korcek mechanism kinetics have been studied. Our findings provide the first molecular-level evidence for intraparticle hydroperoxide decomposition reactions and confirm that these reactions occur very rapidly, altering the SOA composition. However, the absence of direct structural information hinders confirmation of the dominant chemical mechanisms and highlights the need for continued progress toward online molecular characterization of SOA. The experimental evidence discussed here demonstrates that particle-phase reactions have an important impact on the evolution of SOA. These reactions are likely driven by the consumption/ decomposition reactions of particle-phase ROS, such as hydroperoxides, peroxides, and peroxyacids, which are thought to be associated with adverse health effects of particulate matter (47) and thus of high interest. We measured their decays in the particle phase for the first time on a quasi-molecular level and observed lifetimes of about 30 to 150 min, consistent with previous findings on short-lived, nonspeciated ROS measured by acellular assays (30, 33) . Once the ROS species are consumed, no further significant changes of the SOA composition on the time scale of our experiments (~12 hours) are observed. This would mean substantially less ROS in aged air masses relative to the air masses with freshly formed SOA. It also highlights the importance of real-time measurements for the accurate measurement of ROS, as the reactions during and after sample collection affecting longer-time scale offline techniques may lead to an underestimate of ROS and its associated health effects. Likewise, experiments focusing on near-source ROS measurements may overestimate health effects unless ROS decomposition is accounted for. In our experiments, substantial decay is exhibited by the vast majority of measured ions, indicating that they include at least one ROS isomer. The rapidity and ubiquity of these reactions highlight the importance of real-time measurements for compositional and mechanistic studies (even without complete molecular identification), as the obtained kinetic parameters provide a crucial complement to traditional analyses focusing on structural identification.
Further, with aerosol aging, we observe the formation of small volatile carboxylic acids that partition irreversibly to the gas phase. Formic acid is the most prominent, with a yield of 5 to 7%. Note that in our experiments, formic acid is predominantly generated from intraparticle reactions given its strong temporal correlation with these processes, and to our knowledge, no mechanism for dark multigenerational gas-phase production of formic acid has been proposed. Large discrepancies between measured and modeled concentrations of formic acid are often reported, suggesting an underestimation of formic acid fluxes in models (48, 49) . Recent measurements in a boreal environment showed that the measured fluxes of formic acid are one order of magnitude higher than estimated from direct soil and vegetation emissions or from secondary production from terpene oxidation (50) . Here, we show that formic acid yields from particle-phase reactions are comparable to those from terpene oxidation in the gas phase [assumed to be ~10% in (51) ]. This signifies that this source may contribute another 10% of the total measured flux in the boreal forest. This hypothesis is based on the assumption that SOA from other terpene systems produces formic acid with the same yields, which should be verified in future studies. On a global scale, with 95 Tg year −1 of monoterpene emissions, we estimate that the particle processing of monoterpene SOA would lead to an additional source of formic acid of 4.7 to 6.6 Tg year −1 . This is comparable to the primary emissions of 3.5 Tg year −1 currently estimated by global models (e.g., MEGAN) (48) . This suggests that the contribution of intraparticle reactions to global formic acid concentrations may be substantial although the formic acid source proposed here is considerably smaller than the ~46 Tg year −1 of formic acid estimated to derive from unknown sources (49) . However, other SOA moieties containing peroxides or other labile molecules may follow similar chemical pathways. The estimates provided above should therefore be considered as a lower limit to the total formic acid production from HOM decomposition. Although these reactions may not fully explain the missing formic acid sources, their magnitude indicates that particle-phase reactions have implications not only for the SOA composition but also for the overall global budget of formic acid.
MATERIALS AND METHODS

Chamber and experimental description
The dark ozonolysis of -pinene was studied through a sequence of experiments performed in an environmental reaction chamber located at the Paul Scherrer Institute (50) . The chamber consists of a 27-m 3 bag made of fluorinated ethylene propylene in a temperaturecontrolled wooden enclosure maintained at 22°C. Clean air is provided by an air purifier (737-250 series, AADCO Instruments Inc.). The chamber was operated in batch mode with a minor dilution flow of purified air at ~30 liters min −1 to maintain the chamber volume despite continuous sampling by all instruments. Because of this extra dilution, the residence time in the chamber was 15 hours. Before each experiment, the chamber was cleaned by flushing pure air and water vapor to set it to 40 to 50% RH. Next, 400 ppbv of O 3 was injected and allowed to mix. Last, -pinene (5 l) was injected through a septum into a thermally isolated heated glass tube, which was subsequently flushed for 30 s by purified air into the chamber. Because the concentration of O 3 was in excess relative to -pinene, HOMs of low volatilities were rapidly formed, inducing new particle formation and growth by condensation of SOA. This rapidly increased the particle-phase condensational sink and reduced the loss of oxidized vapors to the chamber walls.
Wall loss correction
The mass measured by the SMPS and each EESI-TOF ion signal were corrected for wall loss using the dynamic wall loss rate (k wall ). k wall is based on the exponential decay of the particle number concentration, which has been corrected for coagulation following Eq. 1, where N corresponds to the particle number concentration and k coag corresponds to the coagulation coefficient. The equation was fitted near the end of the experiment, after particle production had ceased. No correction was applied for partitioning of semivolatile species to the chamber walls.
Extractive electrospray ionization time-of-flight mass spectromety The chemical composition of SOA was measured online with a novel EESI-TOF (13). The EESI-TOF consists of a homebuilt EESI inlet coupled to an atmospheric pressure interface time-of-flight mass spectrometer (Tofwerk AG). Particles are sampled at a flow rate of ~0.8 liters min −1 through an extruded carbon denuder into a plume of charged droplets generated by passing solvent through a conventional electrospray probe. The collision between sampled aerosol and produced electrospray droplets results in the extraction of the soluble components of the aerosol. The charged droplets are then gently evaporated, yielding ions via Coulomb explosion, which are then sampled directly into a mass spectrometer. The electrospray working solution consists of 1:1 water:methanol doped with 100 ppm NaI. Positive ion spectra are recorded at 1 Hz. For aerosol components, the NaI additive suppresses virtually all ionization pathways other than adduct formation with Na + . This contributes to an instrument response that is linear with mass for all ions and unaffected by a changing organic matrix. Figure S11 shows the total EESI-TOF signal as a function of SMPS mass and surface for a sample experiment, showing a tight linear correlation and indicating that the bulk EESI-TOF sensitivity does not significantly vary in response to the chemical evolution of the measured SOA. We report the EESI-TOF signal in terms of the mass flux of ions reaching the microchannel plate detector in the mass spectrometer. This is calculated as the product of the measured signal (ions per second) and the molecular weight of the respective ion (excluding the attached Na + ) and is reported in attograms per second. Aside from the Na + attachment, no formation of noncovalently bound adducts (e.g., noncovalent dimers) was observed. This was confirmed by comparison of the EESI-TOF mass spectra with chemical ionization instruments (FIGAERO-I-CIMS and nitrate CIMS described below) and by declustering scans performed by ramping the collision energy within the ion transfer optics.
Other instruments
Several other mass spectrometers and supporting instruments were used to monitor the gas-phase composition. The concentration of -pinene was measured with a PTR-TOF-MS (Ionicon Analytik) (52) . Oxidation products were measured with a nitrate CIMS (Airmodus) and a high-resolution time-of-flight iodide CIMS coupled to a filter inlet for aerosol and gases (FIGAERO-I-CIMS, Aerodyne Research Inc.) (18) . Both instruments measure the gas phase, with the nitrate CIMS preferentially detecting more highly oxygenated molecules, while the FIGAERO-I-CIMS additionally measures particle composition as discussed below. The nitrate CIMS was operated at a standard total flow of 30 liters min . After collection, organic molecules were desorbed by a flow of nitrogen that is gradually heated from room temperature to 200°C over the course of 40 min. The resulting signal as a function of desorption temperature (thermogram) was integrated to determine the total signal corresponding to a given ion across the entire collection period. The concentration of O 3 was measured with an Environics S300 ozone analyzer and a Monitor Labs 8810 ozone analyzer. The particle volume distribution was continuously monitored with an SMPS. For conversion to mass, an effective density of 1.2 g cm −3 was assumed.
Ambient measurements
Field measurements were performed at the SMEAR II station in Hyytiälä, Finland. The measurement site is located in the Finnish boreal forest, and particle nucleation and growth events strongly influenced by the monoterpene oxidation products are frequently observed (53) . The EESI-TOF was sampled from a permanent groundbased measurement container together with a quadrupole aerosol chemical speciation monitor (Q-ACSM; Aerodyne Research Inc.) and differential mobility particle sizer. These instruments were measured with 1-s, 3-min, and 30-min time resolution, respectively. Major ion signals from the EESI-TOF generally matched the time series of organic mass measured by the Q-ACSM (see fig. S1 ). This illustrates the linear performance of the instrument and the ability to reliably measure SOA components with high time resolution even at the low concentrations present in remote locations.
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