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Abstract
This thesis explores a novel method towards the analysis and understanding of DNA
or polyelectrolites in confinement, the General Geometry Ewald-like Method (GGEM).
Which is employee to avoid the great separation of time and length scales, commonly
encountered in biological or nano-technological systems. Coupled to the use of Brownian
dynamics simulation through the use of the Fokker-Plank equation and its link with
stochastic differential equations. An strategy for validating the solution of the Poisson
equation through GGEM using the images method is presented, where errors lower than
4 % were obtained. The behavior of confined macroions and DNA-flap systems is studied.
The macroions form ordered structures determined by confinement. In the DNA-flap
system, important in the nano-sequencing of DNA, We research flap dynamics within
a nanoslit and found that the flaps generate DNA stabilizing effect, due to the interaction
of the flap with the walls, which is more evident at higher flap lengths.
Resumen
Esta tesis explora un método novedoso para el análisis y la comprensión del ADN o
polielectrolitos en confinamiento, el método tipo Ewald de geometŕıa general (GGEM). El
cual se emplea para evitar la gran separación de escalas de tiempo y longitud, comúnmente
encontradas en los sistemas biológicos o nano-tecnológicos. Acoplado al uso de simulación
de dinámica Browniana a través de la ecuación de Fokker-Plank y su v́ınculo con las
ecuaciones diferenciales estocásticas. En este trabajo se presenta una estrategia para
la validación de la solución a la ecuación de Poisson por medio de GGEM utilizando
el método de las imágenes, donde se obtuvieron errores inferiores al 4 %. Se estudia
el comportamiento de sistemas confinados de macroiones y ADN-Flap. Los macroiones
forman estructuras ordenadas determinadas por el confinamiento. En el sistema ADN-Flap,
el cual es importante en la nano-secuenciación de ADN, investigamos la dinámica del flap
dentro de un nano-canal y encontramos que las solapas generan un efecto estabilizador en
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2.7.3. Método tipo Ewald de geometŕıa general (GGEM) . . . . . . . . . . . . . 17
2.7.3.1. Contribución de corto alcance . . . . . . . . . . . . . . . . . . . . . 20
2.7.3.2. Contribución de largo alcance . . . . . . . . . . . . . . . . . . . . . 22
2.7.3.3. Corrección por auto-interacción . . . . . . . . . . . . . . . . . . . . 24
iii
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Introducción
El comportamiento de una cadena de poĺımero, ADN en nuestro caso, y polielectrolitos
dentro de un espacio confinado es fundamental para muchos procesos naturales y
tecnológicos [1–8], y ha adquirido una renovada importancia debido a las nuevas tecnoloǵıas
y desarrollos para la manipulación de moléculas individuales en el análisis de ADN [9–11].
La capacidad de diseñar dispositivos a escala nanométrica [12, 13], han alimentado un
interés considerable en la estructura y dinámica del ADN[14–17]. Y el desarrollo de
métodos predictivos capaces de describir la conformación y el movimiento de la doble
hélice dentro de una geometŕıa confinada seŕıan de gran importancia para la concepción
y el diseño de estos dispositivos.
Además de todos los desaf́ıos experimentales que conlleva el diseño de nano-dispositivos
para secuenciar ADN, o conocer el comportamiento de macroiones en porcesos biólogicos,
las simulaciones también presentan grandes dificultades, debido a que el sistema
se encuentra fuera del equilibrio y además presenta interacciones de largo alcance
(hidrodinámicas y electrostáticas). Por fortuna, se han desarrollado métodos para incluir
las interacciones de largo alcance, como el método tipo Ewald de Geometŕıa General
[18, 19] (GGEM por sus siglas en ingles); este método está basado en el esquema de
solución empleado en las sumas de Ewald, y en condiciones periódicas es similar a la
aproximación conocida como PPPM [20] (Particle-Particle and Particle-Mesh) el cual al
ser de orden N, donde N es el número de part́ıculas que contiene el sistema, reduce el
tiempo de cálculo computacional en varios ordenes de magnitud.
En la búsqueda de desarrollar nano-dispositivos para secuencia ADN a alta resolución, los
cient́ıficos se han topado con la necesidad de conocer el comportamiento de las moléculas
de ADN en condiciones de nano-confinamiento, lo cual inherentemente nos lleva a plantear
1
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este proyecto de maestŕıa con el que buscamos contribuir a esta dificultad haciendo uso
de técnicas de simulación Browniana utilizando ecuaciones diferenciales estocásticas[21] y
metodos numéricos como las diferencias finitas [22] y métodos espectrales [23], para aśı
explorar la dinámica de este tipo de moléculas en nano-canales. El método a implementar
nos dará un acercamiento a la simulación de flujos electrocinéticos [24–26] en soluciones
poĺımericas confinadas, y servirá como una excelente herramienta teórica para analizar
varios tipos de fenómenos complejos referentes a la dinámica del ADN, en diferentes
geometŕıas y propiedades de superficie.
Existen diferentes descripciones moleculares del ADN que van desde los modelos
atomı́sticos [27–32] hasta modelos coarse-grain [33–38]. En nuestro caso, lo más apropiado
es utilizar modelos coarse-grain debido al tamaño del sistema, no obstante es de vital
importancia la selección apropiada de este tipo de modelo, puesto que este debe capturar
toda la f́ısica necesaria para una obtención exacta y eficiente de resultados.
Dada la dificultad del modelamiento de sistemas confinados, especialmente en el
aspecto electrostático, se propone extrapolar una técnica [39] desarrollada para
modelar interacciones hidrodinámicas, debido a que tanto éstas como las interacciones
electrostáticas decaen de igual forma como 1/r. Esta técnica permite solucionar sistemas
que se encuentran sometidos a confinamiento sin mayores dificultades matemáticas y
computacionales, aspecto que no es posible hacer con técnicas tradicionales como lo es
el método de Sumas de Ewald [40], caso particular de las sumas de Poisson, o otros
métodos derivados de éste como lo es Particule-Mesh [40], lo que hace necesario explorar y
adaptar nuevas herramientas que nos permitan dilucidar los aspectos teóricos de este tipo
de sistemas. Y aśı haciendo uso de las consideraciones anteriores e implementando todas las
herramientas matemáticas necesarias para representar adecuadamente la f́ısica del sistema,
se puede llegar a obtener todo el comportamiento dinámico de éste y de está manera lograr
aportar información vital para el diseño e implementación de nano-secuenciadores de ADN.
Sin embargo, aunque existen enfoques utilizados para acoplar la electrostática o la
hidrodinámica con dinámica browniana en condiciones de estado estacionario [41, 42]
o las soluciones de Poisson-Boltzmann [43, 44, 42, 45], estos no son válidos en nuestro
sistema, ya que los campos eléctricos son fuertes, lo cual acelera la dinámica del sistema
en comparación con los tiempos de relajación del poĺımero y los iones en solución. Por tanto
CAPÍTULO 1. INTRODUCCIÓN 3
es indispensable el uso del método GGEM para obtener de manera eficiente el potencial
electrostático y las velocidades del fluido. Para hallar el potencial electrostático φ(r) se
utiliza la ecuación de Poisson y dado que las paredes del sistema son aislantes es necesario
el uso de condiciones de frontera tipo Neumann, cuyo desarrollo y solución se presentan en
el capitulo 2 [46–48] del documento. La evolución de los segmentos de ADN o macroiones
se determina por medio de la ecuación de Fokker-Planck, la cual se puede representar
como un sistema de ecuaciones diferenciales estocásticas, cuyos fundamentos y metodos
de solución se presentan en el capitulo 3 [49–52, 21].
En el capitulo 4 nos centramos en la simulaciones realizadas a dos sistemas generales,
iniciando por macroiones confinados entre dos planos aislantes paralelos, una caracteŕıstica
importante de estas soluciones de macroiones es que se caracterizan por al menos dos
distintas escalas de longitud, determinada por el tamaño de los macroiones (con un orden
de hasta 10 nm en el caso de soluciones micelares iónicas) y el tamaño de las especies del
solvente primario (moléculas de agua y iones de sal, es decir, pocos Angstroms). dentro
de las macro-dispersiones coloidales tenemos, espumas, geles, emulsiones, etc.. En estos
sistemas por lo general se trata con un máximo de cuatro escalas de longitud distintas:
escala molecular (hasta 1 nm) que caracteriza a la especie del disolvente primario (agua
o electrolitos simples ); submicroscópico o nano escala (hasta 100 nm) que caracteriza
a nanopart́ıculas o agregados de surfactante llamados micelas; escala microscópica o
mesoscópica (hasta 100 µm) que abarca las goticas ĺıquidas o burbujas en sistemas de
emulsión y de espuma, aśı como otras suspensiones coloidales, y escala macroscópica (las
paredes del confinamiento, etc). aqúı nos centramos de las interacciones hasta la nano
escala, buscando conocer el comportamiento que tomam los macroiones al encontrarse
confinados.
Luego pasamos al estudio de ADN de doble hélice en nano-confinamiento el cual permita
organizar grandes moléculas de ADN, lo que lleva a esquemas de una sola molécula
destinados a la adquisición de la información secuencial. Estos esquemas pueden llegar
a convertirse en plataformas capaces de analizar genoma [53, 17, 54]. Se necesita un
conocimiento teórico del comportamiento f́ısico de estas moleculas de ADN confinado
para superar los estrictos requisitos experimentales de los dispositivos a nanoescala con
respecto a la fabricación, ubicación de la muestra, el etiquetado bioqúımico y la detección.
El desarrollo de sistemas de etiquetado enzimáticos que marcan secuencias espećıficas
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en las moléculas alargadas dentro de los dispositivos descritos como “nanoslit”, genera
aletas o “flaps” en posiciones espećıficas de la doble cadena de ADN. En conjunto, estos
desarrollos permiten enfocarse en sistemas moleculares confinados, los cuales podŕıan ser
escalables hasta permitir el análisis del genoma completo. Durante la última década, las
técnicas de nano y micro-fabricación han impulsado estos desarrollos, permitiendo a los
investigadores fabricar dispositivos dotados de geometŕıas complejas. Tradicionalmente
estas fabricaciones han utilizado obleas de silicio o cuarzo como una adaptación de
los sistemas microelectromecánicos [55]. En el presente estudio buscamos conocer el
comportamiento f́ısico de las moléculas de ADN marcadas por medio de flaps y como
estos inciden en la d́ınamica de la doble cadena dentro del nanoslit, el cual cuenta con




La electrostática describe los efectos causados por las cargas de fuentes fijas o campos
eléctricos estáticos en otras cargas, denominadas cargas de prueba. El concepto de
electrostática aplica cuando todas las cargas son estacionarias y la corriente es cero. Las
ecuaciones y condiciones de frontera de la electrostática se derivan de la ley de Gauss.
En nuestro caso particular estudiamos las cargas embebidas en una solución acuosa
(o solución electroĺıtica), estas cargas t́ıpicamente vienen de iones. A continuación
se presentan las ecuaciones fundamentales de la electrostática con especial énfasis en
soluciones acuosas con condiciones de frontera t́ıpicas en confinamiento.
2.1. Ecuaciones de Maxwell y la ecuación de continuidad
Puesto que este trabajo se ocupa de sistemas Coulombicos, que se basan en las fuerzas
electromagnéticas, es razonable comenzar por las ecuaciones de Maxwell.
∇ ·D = ρ (2.1)




∇×H = J + ∂D
∂t
(2.4)
Donde D = εE es el campo eléctrico, ρ es la densidad de carga eléctrica, ε es la
permitividad B = µH es el campo magnético, J es la densidad de corriente eléctrica
y µ es la permeabilidad. La ley de Gauss (de la electrostática) 2.1 es la más pertinente en
5
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nuestro caso y puede ser escrita como,
∇ ·E = ρ
ε
(2.5)
La carga total contenida en una región Ω ⊂ R3 puede ser una cantidad variable en el





donde rεΩ es la posición dentro del dominio y dv es el diferencial de volumen (dxdydz en































Al aplicar el teorema de la divergencia se obtiene,
∫∫∫
Ω






por lo cual llegamos a la ecuación de continuidad,
∇ · J(r, t) = d
dt
ρ(r, t) (2.11)
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2.2. Campo y potencial eléctrico
Considerando una carga puntual q, y la fuerza a la que esta sometida debido a la presencia
de otras cargas. Definimos el potencial eléctrico φ en un punto en el espacio tal que enerǵıa
potencial eléctrica de una carga puntual con respecto a una posición de referencia está dada
por qφ. Se define el campo eléctrico E de tal manera que la fuerza sobre una punto de
carga q viene dada por F = qE:
E = −∇φ (2.12)
2.3. Ecuación de Poisson
La ecuación de Poisson es una forma simplificada de la ley de Gauss la cual aplica si no
hay campos magnéticos variables en el tiempo. Como vimos anteriormente, la ley de Gauss
para la electricidad es,
∇ ·D = ρ (2.13)
Teniendo en cuenta que el campo eléctrico es irrotacional (∇ × E = 0) y que este es el
gradiente del potencial eléctrico (E = −∇φ), obtenemos la ecuación de Poisson:
−∇ · ε∇φ = ρ (2.14)
Para ε uniforme la ecuacion 2.43 puede ser reescrita como,
− ε∇2φ = ρ (2.15)
2.4. Condiciones de frontera electrostáticas
Para los sistemas electrostáticos (es decir, sistemas en los que todas las cargas son
estáticas), la ley de Gauss se puede aplicar a la frontera entre dos dominios para determinar
las condiciones de contorno para los componentes normal y tangencial del campo eléctrico.
Dada una interfaz con una carga por unidad de área dada por ρs, que separa dos dominios
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marcados 1 y 2 con permitividades de ε1 y ε2, respectivamente, la condición ĺımite para
la componente normal del campo eléctrico está dada por,
ε2E2 · n− ε1E1 · n = ρs (2.16)
La dirección del vector n va del dominio 1 al dominio 2. Una integral de ĺınea a través de
la frontera da la condición de contorno para cualquier componente tangencial del campo
eléctrico:
E1 · t = E2 · t (2.17)
esta ecuación se cumple para cualquier vector unitario tangente a la superficie t.
Generalmente estamos interesados en las condiciones de frontera del campo eléctrico para
un fluido débilmente conductor en contacto con una superficie sólida, ya sea una superficie
aislante (tal como un poĺımero o un vidrio) o una superficie conductora (tal como un
electrodo de metal).
Para una pared aislante como en nuestro caso que tiene una densidad de carga superficial
ρs, la ecuación 2.16 se simplifica debido a que el campo eléctrico en la pared aislante (E1)
normal a la superficie es aproximadamente cero. Por lo tanto la condición de frontera
normal es una relación entre la densidad de carga superficial y el gradiente del potencial






donde n es la coordenada normal a la superficie, que apunta hacia el ĺıquido débilmente
conductor. Para una pared conductora tal como un electrodo de metal, la superficie
metálica proporciona una condición de frontera de potencial constante:
φ = Vwall (2.19)
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2.5. Monopolos o cargas puntuales
El campo eléctrico de una carga puntual q es esféricamente simétrico al rededor de la
carga, es decir, la magnitud de E es constante en cualquier superficie esférica centrada en
la carga y está dirigido radialmente. Podemos utilizar esta simetŕıa para calcular el campo
de una carga puntual. ∫∫∫
Ω











La integral anterior se puede resolver utilizando el siguiente procedimiento. Al ser el
problema simétrico esféricamente, es apropiado utilizar un sistema de coordenadas esféricas
centrado en el punto de carga. sea r = (r, θ, ϕ), donde r ≥ 0 es la distancia radial,
0 ≤ θ ≤ π es el ángulo polar y 0 ≤ ϕ ≤ 2π es el ángulo azimutal. los vectores unitarios
correspondientes los llamamos ar,aθ y aϕ, y observamos que la margnitud de r es igual
a r. En estas coordenadas por simetŕıa esférica, E(r) = E(r)ar. Al definir un dominio

























Este resultado es de particular interés en nuestras simulaciones ya que las part́ıculas pueden
ser tratadas como cargas puntuales (individuales o sistemas de part́ıculas multicentrados).
El potencial correspondiente se puede conseguir mediante la integración a lo largo de
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para finalizar es importante notar que el campo eléctrico exterior a una distribución de
cargas simétrica esféricamente, es idéntico al de una carga puntual, según se puede mostrar
por la ley de Gauss. De modo que el potencial exterior a una distribución de cargas esférica
es idéntico al de una carga puntual.
2.6. Potencial eléctrico para sistemas de cargas puntuales
Dentro de las simulaciones en la mesoescala, se consideran potenciales debido tanto
a fuerzas débiles como a fuerzas fuertes, que son de corto alcance, como también los
potenciales eléctricos que son de largo alcance. Los potenciales de corto alcance se utilizan
solo para los efectos de las simulaciones, mas no se profundiza teóricamente en ellos dentro
de este trabajo, y nos limitamos a los potenciales eléctricos de largo alcance.
El potencial eléctrico producido por cualquier número de cargas puntuales en cualquier
punto del espacio, se puede calcular a partir de la expresión de carga puntual mediante su
simple suma, ya que el voltaje es una cantidad escalar. El potencial de una distribución de
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2.7. Sumas de Ewald
Un potencial de largo alcance se define como uno que no decae más rápido que r−d [20],
donde d es la dimensionalidad del sistema. Ejemplos son los potenciales de Coulomb y
dipolares proporcionales a r−1 y r−3 (en tres dimensiones), respectivamente. El efecto de
la fuerza de Coulomb para largas distancias se mantiene, por tanto en un caso como este
no podemos truncar la fuerza en un radio de corte. En su lugar nos encontramos con
el cálculo de las interacciones entre una part́ıcula y todas las imágenes periódicas. Esto
requerirá una gran potencia de cálculo, especialmente a medida que aumenta el número
de part́ıculas simuladas.
Calcular el potencial de un sistema periódico de cargas puntuales, es computacionalmente
imposible de resolver directamente puesto que un dominio infinito debe ser considerado.
Obviamente, podemos introducir un radio de corte, pero el cálculo sigue siendo
demasiado costoso. Se han desarrollado algunas técnicas para hacer frente a este
problema. Ellos incluyen la suma Ewald, métodos rápidos multipolares, métodos
part́ıcula-part́ıcula/part́ıcula-malla (PPPM), y el método de campo de reacción. El método
de las sumas Ewald, PPPM y el método de campo reacción trabajan dividiendo el
potencial. En las sumas de Ewald, un componente es debido a las cargas seleccionadas, y
se calcula en el espacio real, mientras que el otro componente es debido a una distribución
de carga de compensación y se calcula en el espacio de Fourier. El tiempo de cálculo de la
suma Ewald es de O(N2). El esquema PPPM calcula un componente del potencial como
interacciones de corto alcance entre part́ıculas. La contribución de largo alcance restante
se resuelve sobre una malla, por lo genera mediante la aplicación de transformadas rápidas
de Fourier. El esquema PPPM es O(NlogN) y funciona bien para sistemas grandes. El
método rápido multipolar es un algoritmo de árbol y funciona mediante la agrupación de
part́ıculas en grupos. Es O(N), y funciona mejor con sistemas grandes.
Las sumas Ewald [56] pretenden mejorar esto al dividir el problema en una parte de
corto alcance o local la cual converge rápidamente y una parte de largo alcance o global.
En la parte global, en la que la periodicidad se convierte en un problema, se pueden
utilizar solucionadores de periódicos. esta parte de largo alcance converge rápidamente en
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el dominio de frecuencias de fourier, de modo que métodos basados en la transformada de
Fourier son utilizados para esto.
Como hemos supuesto un sistema infinito, se debe seleccionar un radio de corte con el fin
de realizar los cálculos, el cual introduce errores de truncamiento al modelo. Aqúı es donde
las sumas de Ewald demuestran ser más eficaces, ya que están diseñadas para dividir el
problema en dos partes, ambas de las cuales decaen rápidamente, y aśı el sistema puede ser
truncado con mucho menos pérdida de precisión. Allen y Tildesley [57] critican el método
de Ewald dado que pone demasiado énfasis en la periodicidad del sistema que se está
modelando. El cálculo de la parte rećıproca de la suma Ewald también es caro. Sin embargo,
el uso de la suma Ewald con un parámetro de división óptima y transformadas rápidas
de Fourier (FFT) puede reducir el tiempo de cálculo de O(N2) hasta aproximadamente
O(NlogN), donde N es el número de part́ıculas en una caja de simulación.
2.7.1. Descomposición del potencial






y al extenderla periódicamente en el dominio a través del espacio real tridimencional R3







donde Z3 es el conjunto de todas las 3-tuplas de números naturales. La 2.25 se puede ser
dividido en interacciones de corto alcance y de largo alcance, de la siguente manera,
ρ(r) = ρca(r) + ρla(r) (2.26)
la interacción de corto alcance queda definida apropiadamente al introducir una función de
apantallamiento esférico. de forma tal que el potencial de cada carga puntual es anulado
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fuera de los ĺımites de esta función de apantallamiento. En primer lugar, se define una
función esféricamente simétrica normalizada %(r), es decir, %(r) es una función suave,
es acotada o decae rápidamente, es rotacionalmente simétrica con respecto al origen y∫∫∫ 3
R %(r)dv = 1 (en consecuencia, %(r) tiene unidades en el SI de m
−3).
Con %(r) podemos definir una distribución de carga con carga total q1 centrada en r1 tal
que ρ1(r) = q1%(r− r1). Podemos entonces expresar la interacción de corto alcance de la






qi [δ(|rn − ri|)− %(|rn − ri|)] (2.27)






qi%(|rn − ri|) (2.28)
Una función adecuada para %(r) es una distribucioń Gaussiana, puesto que esta decae





Esta Gaussiana genera una distribución de carga de compensación al rededor de un ion
i de ancho
√
2/α, la elección de α determinará el radio de corte para las interacciones
entre part́ıculas de tal forma que influye en el costo computacional y el error numérico. A
continuación vamos a evaluar las contribuciones al potencial eléctrico debido a ρca y ρla.
2.7.1.1. Contribución local
Mediante la solución de la ecuación de Poisson es posible obtener el campo de potencial
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Por simetŕıa, sabemos que φ(r) sólo depende de la magnitud r = |r|. En coordenadas




































































Ddnde erfc(z) = 1− erf(z), puesto que ĺımz→∞ erfc(z) = 1 podemos decir que φca es una
interacción de corto alcance.
2.7.1.2. Contribución global
Debido a que φla es de larga distancia, esta interacción no se puede calcular directamente
por una suma en el espacio real. La idea básica de las sumas de Ewald es transformarla
en una suma en el espacio rećıproco, dado que este potencial ya no es singular.
Al no excluir la contribución de ningun ion, φla es el potencial generado por una matriz







la cual es una función periódica, por lo que φla(r) tambien lo es. Por lo tanto, es posible
utilizar la transformada de Fourier para llevar a φla(r) al espacio rećıproco. Sean φ̂la(k) y
ρ̂la(k) las transformadas de Fourier de φla(r) y ρla(r), respectivamente.























la sumatoria se realiza sobre la malla rećıproca. El campo de potencial y la distribución





El cual al transformarlo al espacio rećıproco nos queda,




en primer lugar, se obtiene la transformada de Fourier de la densidad de carga. Al dividir
el resultado por k2 obtenemos la transformada de Fourier del potencial de largo alcance. El
potencial de largo alcance en el espacio real, se obtiene mediante la transformada inversa
de Fourier. Esto se describe en las siguientes expresiones:
































Donde k = |k| y
∫
R3 es la integral sobre todo el espacio tridimensional. En el proceso
anterior se uso el hecho que k es un vector reciproco y exp(−ik · nL) = 1. El potencial en

































El método descrito anteriormente se llama el método clásico se sumas de Ewald, cuyo coste
computacional escala como O(N
3
2 ) (con elección óptima de α para cada N).
2.7.2. Enfoques part́ıcula-malla para métodos tipo Ewald
El tiempo computacional necesario para una suma de Ewald óptima es del orden O(N1,5).
En muchas aplicaciones también se cuenta con interacciones de corto alcance. Para este tipo
de sistemas puede ser conveniente usar el mismo radio de corte para la suma del espacio
real en la suma de Ewald como para las interacciones de corto alcance. Sin embargo, un
radio de corte fijo conierte el en el espacio de Fourier en O(N2), lo que hace la suma Ewald
ineficiente para grandes sistemas. dado que sólo la parte del espacio rećıproco de la suma
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Ewald sufre este inconveniente seŕıa ventajoso tener un enfoque que maneje la parte de
Fourier de manera más eficiente. Varios esquemas para la solución de este problema se han
propuesto, todos ellos explotan el hecho de que la ecuación de Poisson se puede resolver de
manera más eficiente si las cargas son distribuidas en una malla. La eficiencia y exactitud
de los algoritmos basados en malla dependen en gran medida de la forma en que las cargas
se extrapolan a los puntos de la cuadŕıcula.
El primer esquema part́ıcula-malla para simulaciones moleculares fue desarrollado por
Hockney y Eastwood [20]. Las cargas de los sistemas se interpola a una cuadŕıcula
para llegar a una ecuación de Poisson discretizada. Para una cuadŕıcula regular esta
ecuación se puede resolver de manera eficiente utilizando la Transformada Rápida de
Fourier (FFT) [33], donde el tiempo computacional asociado escala como O(NlogN), N
indica el número de puntos en la transformada de Fourier discreta. En su implementación
más simple, el método part́ıcula-malla es rápido, pero no muy preciso. La técnica fue
mejorada posteriormente al dividir el cálculo en una contribución de corto alcance y
una de largo alcance, como se realiza en el método de Ewald, conocido como el método
part́ıcula-part́ıcula part́ıcula-malla. Aqúı la parte de corto alcance se calcula directamente
de las interacciones part́ıcula-part́ıcula, mientras que la técnica part́ıcula-malla se utiliza
para la contribución de largo alcance, logrando de esta manera soluciones rápidas y precisas
pero solo aplicables a sistemas completamente periódicos. Lo cual llevo al desarrollo del
meétodo tipo Ewald de geometŕıa general (GGEM), para lograr soluciones a sistemas
confinados o de geometrias complicadas, el cual discutimos en la siguiente sección.
2.7.3. Método tipo Ewald de geometŕıa general (GGEM)
Para dominios confinados, el método de las sumas de Ewald no es directamente aplicable.
Esto se consigue mediante la utilización del concepto del esquema PPPM, descomponiendo
el potencial en las contribuciones del espacio real y el espacio de Fourier como se vio en la
sección 2.7.1. la diferencia en el método GGEM [19], es que la contribución en el espacio
de Fourier se sustituye por una solución numérica eficiente utilizando métodos numéricos
estándar para la solución de la ecuación de Poisson en una geometŕıa general.
En nuestro caso se aplica el método GGEM, a soluciones electroĺıticas con macroiones
o cadenas de ADN en un espacio confinado en la coordenada z. El enfoque numérico
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utilizado para el potencial eléctrico global fue la transformada rápida de Fourier en las
dos direcciones periódicos (x y y) y diferencias finitas de segundo orden en la dirección
confinada z.
La electrostática del sistema esta gobernada por al ecuación de Poisson 2.43, usando
notación gaussiana.
∇2φ(r) = −4πρ(r) (2.43)







Que para el caso de paredes aislada o sin carga σs1 = σs2 = 0. Suponiendo un sistema
eléctricamente neutro (
∑N
i qi = 0), la contribución electrostática a la enerǵıa potencial de















‖ ri − rnj ‖
(2.47)
donde la sumatoria se hace para todas las part́ıculas j y sus n imágenes, excepto para
j = i si n = 0. La ecuación 2.47 no se debe emplear para realizar cálculos de enerǵıa
electrostática en simulaciones, puesto que esta ecuación es condicionalmente convergente
y además la velocidad de convergencia es muy lenta, debido a que la fuerza electrostática
es de largo alcance. Para solucionar este inconveniente el método de sumas de Ewald como
vimos anteriormente transforma esta suma que converge lenta y condicionalmente en dos
sumas que convergen rápidamente más un termino constante. En este método se considera
que la carga puntual qi, esta rodeada por una distribución de carga de igual magnitud y
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de signo contrario como se muestra en la Figura 2.1b, esta distribución de carga se toma








Figura 2.1. Distribuciones de cargas en la suma de Ewald. (a) Cargas puntuales originales. (b)
Cargas puntuales y distribución apantallante. (c) distribución de carga compensadora




De esta forma se apantalla la interacción entre cargas vecinas (Figura 2.1b) . Estas
iteraciones apantalladas son de corto alcance, por lo tanto la contribución al potencial
se cálcula sumando la contribución de todas las part́ıculas en la celda central con sus
respectivas imágenes en el espacio real. Ahora como las iteraciones de interés son las
cargas puntuales y no la suma de Gaussianas y cargas puntuales, se compensa sumado
distribuciones de carga idénticas pero de signo contrario (Figura 2.1c), de modo que se
recupera la distribución de cargas puntuales ( Figura 2.1a). El potencial de la distribución
compensadora es calculado utilizando los métodos númericos que mejor se ajusten de
tal forma que la solución converja rápidamente, como veremos en la sección siguiente.
Finalmente la suma en el espacio reciproco de Fourier contiene el termino de auto
interacción debido a la interacción entre la carga puntual y la distribución de carga
compensadora, este termino debe ser sustráıdo pero es fácil de evaluar por que es constante.
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donde r es el vector posición, e es la carga elemental del electrón, zi es la valencia de los
N iones discretos y δ es la función delta de Dirac. Ahora la ecuación 2.49 que corresponde
a la densidad de carga se puede separar en dos términos, la contribución local y global,




















Con r2 = |r − ri|2 y el parametro α se determinará más adelante para nuestro caso
particular por consideraciones de eficiencia computacional.
2.7.3.1. Contribución de corto alcance
Combinando la ecuación de Poisson con las ecuaciones 2.50a y 2.51 se obtiene la expresión












exp(−α2|r− ri|2)︸ ︷︷ ︸
φcaII
 (2.52)
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Separando el termino φcaI y φ
ca
II para una carga puntual se tiene:





















Recordando que r2 = |r − ri|2 y tomando como condición de frontera φcaII = 0 cuando
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Para la implementación numérica la primera ecuación del conjunto de ecuaciones 2.59 se
calcula solo entre part́ıculas cargadas discretas vecinas, para las dos ecuaciones restantes
se debe calcular la contribución a los nodos de la malla.
2.7.3.2. Contribución de largo alcance
La contribución de largo alcance del potencia esta dado por la ecuación de Poisson con la
densidad de carga global (Ecuación 2.50b).
∇2φla(r) = −4πρla(r) (2.60)
La ecuación de Poisson para N particulas cargadas en un coordenadas cartecianas se
reescribe como,
−∇2φla(x, y, z) = 4πρla(x, y, z) (2.61)
utilizamos la transformada de Fourier para llevar a φla(x, y, z) al espacio rećıproco en







φla(x, y, z)e−ikxxe−ikyydydx (2.62)






ρla(x, y, z)e−ikxxe−ikyydydx (2.63)
La integral es sobre las longitudes Lx y Ly de la caja de simulación. La transformada
inversa de Fourier es:






















































= 4πρ̂(k, z) (2.68)
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Con σs1 = σs2 = 0 para el caso de paredes aisladas. El problema de valores en la frontera
anterior se resuelve mediante el método de diferencias finitas (DFs) utilizando el algoritmo
de Thomas para matrices tridiagnales como veremos en el siguiente caṕıtulo.
2.7.3.3. Corrección por auto-interacción
Finalmente es necesario adicionar un termino de corrección, debido a que el método
de suma en el espacio reciproco de Fourier considera la interacción de la distribución
compensadora con si misma, para esto se toma la ecuación 2.60 y se toma el limite r → 0
con lo que se optiene:







Las ecuaciones diferenciales estocásticos se utilizan para aproximar la realidad, éstas se
introducen porque los sistemas son demasiado complejos para ser descrito en detalle,
o simplemente porque una descripción detallada es demasiado dif́ıcil de manejar. El
aspecto estocástico se introduce para modelar conocimiento incompleto. En lugar de
describir una situación con todo detalle (un estado micro) uno describe posibles situaciones,
caracterizadas por alguna variable “Coarse Grain” que define un estado macro.
El ejemplo más famoso de una ecuación diferencial estocástica es la ecuación de Langevin
que describe el movimiento irregular de una part́ıcula browniana. El movimiento browniano
de una part́ıcula es el resultado de las colisiones con el gran número de moléculas
de disolvente que lo rodean. En el mundo determinista ideales de la repetición de un
experimento con condiciones iniciales idénticas daŕıa exactamente la misma situación
final. Esto requeriŕıa una especificación completa de las condiciones iniciales de todas
las moléculas de disolvente circundantes. En un experimento, sin embargo, cuando una
part́ıcula browniana se libera repetidamente en un fluido, la trayectoria de la part́ıcula
será diferente cada vez. Incluso si impone una condición inicial idéntica a la part́ıcula
browniana en los diferentes experimentos, las condiciones iniciales de las moléculas de
disolvente están fuera del control del experimentador. Las variables que no se pueden
controlar de forma experimental por lo general no vale la pena modelarlas en detalle. Una
buena descripción ’promedio’ es preferible en este caso.
En lugar de describir todas las moléculas de fluido es una práctica común introducir
una fuerza browniano estocástica. Ninguna de las part́ıculas brownianas se mueven a lo
largo de exactamente la misma trayectoria que la part́ıcula original determinista. Sin
embargo, el modelado estocástico se puede considerar exitoso si después de promediar
25
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sobre muchos de estas trayectorias t́ıpicas, valores de cantidades medias, tales como
el desplazamiento cuadrático medio en función del tiempo, coinciden con los valores
determinados experimentalmente.
El método de simulación Dinámica browniana permite resolver numéricamente las
llamadas ecuaciones diferenciales estocásticas. Una variable estocástica representa toda
una gama de valores posibles todos con una medida de probabilidad asociada a la misma.
La variable estocástica es todo un objeto abstracto. Una forma natural de pensar en
ello es en términos de eventos. Estos son los valores que la variable puede obtener.
Para representar con precisión una variable estocástica muchas de estos eventos tienen
que ser considerados al mismo tiempo. El conjunto de eventos se conoce comúnmente
como ensamble. En un sentido estricto este término denota todas los eventos posibles.
En un sentido más informal se utiliza a menudo el conjunto de eventos para aproximar
una variable estocástica. Si el ensamble se obtiene por ”muestrear”la distribución de
probabilidad de la variable estocástica, los valores esperados de las funciones de la
variable estocástica pueden calcularse estad́ısticamente promediando sobre los eventos.
Este procedimiento de promediado se llama promedio de ensamble.
En simulaciones de dinámica browniana se lleva a cabo la evolución temporal de las eventos
individuales de la variable estocástica. Esta evolución en el tiempo se describe por una
ecuación diferencial estocástica. En cada paso de tiempo hay muchas formas posibles para
que un evento evolucione (todas con una cierta probabilidad). Sólo uno de los posibles
incrementos de tiempo es escogido. Esto se realiza de tal manera que la distribución
de probabilidad sea muestreada correctamente. F́ısicamente las cantidades relevantes se
obtienen por un promedio sobre el ensamble.
La transición de una descripción detallada determinista a un modelo estocástico que
disminuye el número de restricciones, se puede realizar siempre y cuando exista una
diferencia en las escalas de tiempo. Cuando esta diferencia es lo suficientemente grande,
la dinámica a escalas de tiempo grandes se separa de la dinámica a escalas de tiempo
pequeñas. En las simulaciones computacionales con una amplia gama de escalas de tiempo
se requiere una gran cantidad de tiempo de computo para solucionar tanto la menor escala
temporal como la mayor. Cuando la dinámica rápida del proceso se sustituye por un
proceso estocástico las escalas de tiempo pequeñas no tienen que ser resueltas y el tiempo
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de computo requerido disminuirá dramáticamente. Por ejemplo, un código de dinámica
molecular muy avanzado, que simula algunos átomos y sus interacciones, puede calcular
un intervalo de tiempo de alrededor de 1µs. Una razón importante de esto es que las
escalas de tiempo que corresponden con las frecuencias moleculares son muy pequeñas y
deben ser resueltas. En f́ısica de polimeros las escalas de tiempo relevantes pueden llegar
a ser del orden de segundos o incluso más.
En el enfoque convencional de la teoŕıa cinética, la dinámica de part́ıculas ubicadas en
el campo de flujo de solvente homogéneo v(r, t) = v0(t) + χ(t) · r es representada por
una ecuación de difusión para la densidad de probabilidad en el espacio de configuración,

























Donde ζ es el coeficiente de fricción de las part́ıculas, y F representa la fuerza potencial
sobre las part́ıculas.
La ecuación de difusión 3.1 es de la forma de la ecuación de Fokker-Planck la cual se
analiza posteriormente. El vector de configuración x corresponde a un vector columna
3N-dimensional en el que se encuentran todas las componentes espaciales de los vectores
3N-dimensionales rn con n = 1, 2, ..., N . La matriz de difusión esta dada por una matriz
diagonal 3Nx3N con componentes 2kBTζ en la diagonal principal. la ecuación anterior
como se deduce en secciones subsiguientes, la podemos sustituir por su correspondiente














En la ecuación 3.2 rn, n = 1, 2, ..., N representa una variable aleatoria dependiente del
tiempo, y cada uno de los N procesos independientesen Wn(t) es un proceso de Wiener
en tres dimensiones, por lo que en total nos contamos con una colección de 3N procesos
de Wiener independientes unidimensionales.
A continuación se introducirán los principios básicos del cálculo estocástico. dando énfasis a
la interpretación de Itō de ecuaciones diferenciales estocásticas. Se muestra que este punto
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de vista ofrece una interpretación valiosa para los propósitos de modelado. La sección sobre
los conceptos básicos de ecuaciones diferenciales estocásticas termina con la discusión de
la relación entre las ecuaciones diferenciales estocásticas y su equivalencia con la ecuación
de Fokker-Planck. luego se presentan los métodos numéricos necesarios para simular las
ecuaciones diferenciales estocásticas.
3.1. Fundamentos de ecuaciones diferenciales estocásticas
Las ecuaciones diferenciales estocásticas enmarcan una gran clase de ecuaciones que van
desde ecuaciones estocásticas casi totalmente determinista hasta ecuaciones estocásticas
sin ninguna correlación temporal. En nuestro caso se estudian ecuaciones diferenciales
estocásticas donde un incremento de tiempo infinitesimal de una variable se compone de
un incremento determinista más una contribución estocástica sin ninguna correlación con
todas las anteriores.
iniciamos discutiendo las variables de Gauss debido a su gran importancia para la teoŕıa de
ecuaciones diferenciales estocásticas, puesto que al sumar muchas variables estocásticas no
correlacionadas, se obtiene una variable estocástica que tiene una distribución gaussiana.
Luego se trata el proceso de Wiener, el cual se explica en la sección 3.1.2. Conocer el
proceso de Wiener y sus propiedades es suficiente para desarrollar el cálculo de ecuaciones
diferenciales estocásticas. Un solo evento de un proceso de Wiener es continuo, pero su
derivada no esta definida, por lo cual el cálculo diferencial ordinario no se puede aplicar.
Sin embargo, sólo se necesita una ligera generalización para obtener un cálculo válido para
ecuaciones diferenciales estocásticas. Esta generalización se conoce como el cálculo de Itō.
Para describir un proceso estocástico correctamente, debe seleccionarse una interpretación
a la ecuación. Dos de las interpretaciones más comunes son la interpretación Itō y la
interpretación Stratonovich. La interpretación Itō es más práctica para realizar cálculos y la
interpretación Stratonovich apela más a la intuición f́ısica. La interpretación Stratonovich
es más útil para los propósitos de modelado.
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3.1.1. Distribución Gaussiana
La distribución Gaussiana o normal es una de las distribuciones de probabilidad más
importantes. La aparición frecuente de la distribución gaussiana es debido al teorema
del ĺımite central. Cuando se suman muchas variables estocásticas independientes, con la
misma varianza, la variable resultante se distribuye normalmente.
A continuación vamos a demostrar el aspecto de la distribución gaussiana para el caso de
una variable G, que es la suma de N variables estocásticas independientes Ui todos con
varianza 〈U2〉 y media cero. El teorema del ĺımite central es un poco más general, pues
este permite que exista algo de dependencia entre las variables estocásticas.







Dado que el valor esperado de la función caracteŕıstica exp(ikG) es una transformada de




usando una transformada de Fourier, la función caracteŕıstica se utiliza para obtener la
densidad de probabilidad. Sustituyendo la Ecuación 3.3 en el lado izquierdo de la ecuación
3.4, obtenemos, hasta primer orden en la variable pequeña N − 1,
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donde hemos utilizado el hecho de que las Ui son independientes. En la expansión de Taylor
no se genera el término de segundo orden porque este término es proporcional a la media






















la cual es una distribución normal con varianza 1.
3.1.2. El proceso de Wiener
El proceso de Wiener W (t) es una variable Gaussiana dependiente del tiempo. Para
intervalos de tiempo que no se solapan posiblemente de diferentes longitudes ∆ti los
incrementos del proceso ∆Wi = W (ti + ∆ti)−W (ti), no están correlacionados.
〈∆Wi∆Wj〉 = δij∆ti (3.7)
La parte principal del proceso de Wiener es la independencia estad́ıstica de los intervalos de
tiempo los cuales no se solapan. El hecho de que el proceso de Wiener sea gaussiano es una
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consecuencia de esto, como es demostrado en la sección anterior. De acuerdo con la Ec 3.7 el
incremento de tiempo de un proceso de Wiener escala como ∆W ∝
√
∆t, (〈(∆W 2〉 = ∆t)
Esto implica que el proceso de Wiener no es diferenciable, ya que ∆W∆t diverge puesto que
∆t −→ 0.
3.1.3. Ecuación diferencial estocástica
A continucación se muestra la forma general de una ecuación diferencial estocástica,
dXt = A(t,Xt)dt+ B(t,Xt) · dWt (3.8)
En el caso del movimiento de una part́ıcula browniana X denota la posición, A representa
el término determinista,por ejemplo, el causado por la fuerzas electricas, el tensor B es
llamado el tensor de difusión que junto con dWt en el segundo termino representa el
movimiento Browniano y es llamado el termino estocástico.
la ecuación anterior no puede ser escrita como una ecuación diferencial ordinaria debido
a que el proceso de Wiener no es diferenciable. De hecho la ecuación 3.8 es una relación







B(X(t′)) · dW(t′) (3.9)
cuando se trata de las integrales que contienen el incremento Wiener hay algunas
consideraciones que se deben tener en cuenta dada la naturaleza estocástica del proceso de
Wiener. Por lo tanto consideramos en primer lugar la definición de la integral estocástica













G(ti)(W (ti + ∆t)−W (ti))
(3.10)
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donde t − t0 = N∆t. Esta es la interpretación de Itō, en esta definición el integrando
G(t) es evaluado al inicio de cada incremento de tiempo. Para modelar sistemas f́ısicos,
procesos estocásticos comoG(t) no anticipan la evolución futura de las variables totalmente
aleatorias. lo cual implica que G en el tiempo ti no está correlacionado con ningún
incremento futuro del proceso de Wiener. por tanto G(ti)(W (ti + ∆ti) − W (ti)) = 0 y




G(t)dW(t′)〉 = 0 (3.11)
Evaluando el integrando en la suma de Riemann Ecuación 3.10 en una posición diferente
t∗, con ti < t
∗ < ti + ∆t dará un resultado diferente a la suma. Esto significa que una
integral estocástica (o una ecuación diferencial estocástica), depende de la interpretación
que se halla utilizado, aunque por lo general se utiliza la interpretación de Itō.
Ahora pasemos a cómo calcular sumas de Riemann para los que el integrando no se evalúa
al inicio de cada intervalo de tiempo. Supongamos que G es función de una variable
estocástica X(t), relacionada a un proceso de Wiener por medio de una ecuación diferencial
estocástica como la ecuación 3.8 Con G(X(t)) vamos a realizar una integral estocástica
utilizando el mismo proceso de Wiener, donde los términos individuales en la suma de
Riemann serán de la forma,
G(X(t′))(W (ti + ∆ti)−W (ti)) (3.12)
Donde ti < t
′ < ti+∆ti. G(X(t)) tiene que ser expandida hasta el primer orden en X(t)−
X(ti). Este primer término de orden tendrá una contribución proporcional a W (t)−W (ti).
Debido a que se multiplica por W (ti+∆ti)−W (ti) lo cual dará lugar a un término O(∆t)
en la suma de Riemann 3.12.
la contribución adicional cuando ∆t → 0 se puede obtiener por un camino diferente a la
interpretación de Itō, el cual formalmente se escribe como,
∫
f(t′)dW 2(t′) (3.13)
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La premisa más importante en el cálculo de las ecuaciones diferenciales estocásticas es
que,
dW2(t) = dt (3.14)
Lo cual conlleva a que se pueda realizar esta sustitución en la integral 3.13, sin influir
en el resultado final. La prueba de la identidad se obtiene mediante un cálculo del valor
esperado de la diferencia entre la expresión original y la expresión obtenida mediante la







































donde hemos utilizado que ∆W 2 = ∆t y ∆W 4 = 3∆t2, lo cual es un resultado estándar
para las variables gaussianas con media cero: 〈G4〉 = 3〈G2〉2. Aśı, en el ĺımite ∆t → 0 la
diferencia desaparece, lo que demuestra la validez de la sustitución de la ecuación 3.14 en
la integral estocástica.
3.1.4. Cálculo de Itō
Si nos fijamos en el diferencial de una función f(X) de la variable estocástica X,
obedeciendo la ecuación 3.8, podemos hacer uso de la regla de la cadena que se
aplica a ecuaciones diferenciales ordinarias, puesto que los incrementos estocásticos
son proporcionales a ∆t, para lograr una expresión correcta hasta primer orden en el
paso temporal esta función se debe expandir hasta segundo orden en los incrementos
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estocásticos, como vemos a continuación.
∆f = ∆X∇f + 1
2
∆X∆X : ∇2f +O(∆X3)
= A · ∇f∆t+ (BT · ∇f) ·∆W + 1
2





A · ∇f + 1
2
(B ·BT ) : ∇2f
]




En la expreción anterior se realiza la sustitución ∆W∆W = δ∆t, donde δ es un tensor
unitario. El error que se introduce con esto es O(∆t
3
2 ) y por lo tanto se va a cero cuando
∆t→ 0.




A · ∇f + 1
2
(B ·BT ) : ∇2f
]
dt+ (BT · ∇f) · dW (3.17)
La expresión anterior obtenida mediante la regla de la cadena es comunmente conocida
como la fórmula de Itō.
El vector B · dW es una variable gaussiana con media cero. Lo cual da lugar a que el
segundo momento, dado por 〈(B · dW)(B · dW)〉 = dt, determine la estad́ıstica completa
y por lo tanto toda la f́ısica. Este segundo momento es proporcional al tensor de difusión,




(B ·BT ) (3.18)
al ser D un tensor simétrico definido positivo cuadrado existe una gran cantidad de
información repetida en B. Esta caracteristica conlleva a que no haya sentido f́ısico en
utilizar un vector de procesos de Weiner con una dimensión mayor a la dimensión de X,
ademas si B es cuadrada, aunque no sea definida positiva y simétrica, una gran parte de
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en donde se resalta la relación entre B y el tensor de difusión. Aunque en una
implementación numérica es probable que no sea beneficioso utilizar una forma positiva
simétrica para B, y es necesario buscar formas alternativas de realizar este calculo.
3.1.5. La Ecuacion de Fokker-Planck
Las ecuaciones probabiĺısticas de Fokker-Planck son equivalentes a las ecuaciones
diferenciales estocásticas. Para mostrar la equivalencia entre la ecuación de Fokker-Planck
y una ecuación diferencial estocástica usamos la siguiente expresión para la densidad de
probabilidad,
p(x, t) = 〈δ(X(t)− x)〉 (3.20)
Donde la evolución temporal de X(t) viene dada por la ecuacion 3.8 y δ es la función delta.
Consideremos ahora un diferencial del tiempo donde la coordenada x se mantiene fija.
Realizamos una expansión en dX en el lado derecho de la ecuación 3.20. como se discutió










〈∂X · ∇Xδ(X(t)− x) +
1
2




〈−∂X · ∇xδ(X(t)− x) +
1
2





−∇x · 〈∂Xδ(X(t)− x)〉+
1
2
∇2x : 〈∂2Xδ(X(t)− x)〉
]
= −∇x · 〈A(X)δ(X(t)− x)〉+
1
2
∇2x : 〈BT ·Bδ(X(t)− x)〉
= −∇x · [A(X)p(x, t)] +
1
2
∇2x : [D(x)p(x, t)]
(3.21)
el vector A y el tensor B corresponden a los coeficientes estándar en la ecuación diferencial
estocástica de Itō 3.8. Aśı la ecuación 3.21 proporciona el enlace entre la ecuación
estocástica 3.8 y la correspondiente ecuación de Fokker-Planck.
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3.2. Métodos de aproximación numérica
Una variable estocástica consta de dos atributos principales, a saber, todos los posibles
eventos y el peso estad́ıstico conectado a estos eventos, es decir, la medida de probabilidad.
Las ecuaciones diferenciales estocásticas y la ecuación de Fokker-Planck son sólo dos
posibles representaciones de la evolución temporal de un proceso estocástico. En una
ecuación diferencial estocástica se realiza un seguimiento a los eventos individuales, el
evento evoluciona y el peso estad́ıstico es fijo. En la formulación de Fokker-Planck una
función de densidad de probabilidad se utiliza para dar la medida de probabilidad asociada
con cualquier evento dado. En un sentido, los eventos se utilizan como etiquetas. Esto
significa que los eventos son fijos y los pesos estad́ısticos asociados evolucionan.
Una razón práctica para explorar diferentes representaciones de un proceso estocástico es
que en su mayoŕıa requieren diferentes métodos de discretización numérica y por lo tanto la
naturaleza de los errores de discretización será diferente para diferentes representaciones.
En el caso de las ecuaciones diferenciales estocásticas, sólo un número finito de eventos
puede ser considerado, lo que producirá un error de discretización temporal. El error
estad́ıstico disminuirá con el inverso de la ráız cuadrada del número de eventos. Cuando
discretizamos una ecuación de Fokker-Planck un error de discretización asociado tanto al
espacio como al tiempo debe ser considerado. El error de discretización espacial en general
será proporcional a alguna potencia del espaciado de la malla. Para obtener resultados
precisos, los espaciamientos de la malla deben ser bastante pequeños. En un espacio
dimensional alto esto resulta en un número muy grande de puntos de discretización. Para
cálculos de dinámica Browniana, los tiempos computacionales aumentan linealmente con
el número de variables de estado.
Como se señaló anteriormente, la dinámica browniano es una técnica para resolver
numéricamente las ecuaciones diferenciales estocásticas. En este método se simula la
evolución temporal de los eventos individuales de una variable estocástica. Donde
cantidades promediadas se pueden determinar en cualquier instante de tiempo al promediar
estad́ısticamente sobre un gran número de eventos independientes. La discretización de las
ecuaciones diferenciales estocásticas para el uso en los códigos de dinámica Browniana
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puede llegar a ser tan sencilla o complicada según si se desea primer orden u órdenes
superiores de precisión.
3.2.1. Método de Euler
La simulación numérica de primer orden por medio de una discretización de Euler
hacia adelante de una ecuación diferencial Itō-estocástica es sencilla, ya que la ecuación
diferencial Itō-estocástica está definida como el ĺımite de una discretización de Euler
hacia adelante con ∆t → 0. Supongamos que estamos interesados en la solución X =
(Xt)t∈T , T = [0, tmax], de la ecuación diferencial Itō-estocástica multicomponente dada en
3.8. Con una condición inicial X0 con d componentes, la cual es independiente del proceso
de Wiener d-dimensional W = Xt)t∈T . La solución X está definida en el mismo espacio de
probabilidad en el que X0 y W se definen. Los componentes del vector d-dimensional A y
de la matriz dxd B se supone que son funciones medibles en TxRd. Para una determinada
partición 0 = t0 < t1... < tn−1 < tn = tmax del rango de tiempo T = [0, tmax], el esquema
de Euler viene dado por,
Yj+1 = Yj + A(Yj , tj)(tj+1 − tj) + B(Yj , tj) · (Wtj+1 −Wtj ) (3.22)
para j = 0, 1, ..., n − 1, donde el valor inicial es Y0 = X0. Desde luego, esperamos que,
para cualquier j, el vector de variables aleatorias Yj generado por este esquema iterativo
constituya una aproximación a Xtj . La ecuación 3.22 es llamada la ecuación de diferencias
estocástica asociada a la ecuación diferencial 3.8.
En el esquema de Euler 3.22 se supone que la matriz de coeficientes B puede ser evaluada
en la configuración inicial Y en el intervalo [tj , tj+l] en lugar de en una configuración que
dependa del tiempo. Durante un intervalo de tiempo de tamaño ∆t, las configuraciones
dependientes del tiempo difieren de la configuración inicial por un término estocástico de
orden (∆t)
1
2 , y por tanto también el coeficiente B. a ráız de esto el orden es 1/2 para
coeficientes B dependientes de la configuración. En el caso de ruido aditivo, un orden
superior de convergencia se puede obtener. En condiciones de suavidad y crecimiento
adecuados el esquema de Euler converge débilmente con orden igual a 1. Tanto el orden
de convergencia fuerte igual a 1/2 como el orden de convergencia débil igual a 1 están
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formulados rigurosamente para el esquema de Euler en el libro de Kloeden and Platen
[58].
El esquema de Euler puede ser simplificado mediante la sustitución de los incrementos
Gaussianos ∆Wj por variables aleatorias con momentos similares. El único requisito es
que la solución de la distribución de probabilidad se pueda aproximar al orden deseado de
∆t. Para el esquema de Euler de primer orden, las desviaciones ocurren sólo en el segundo
orden del paso de tiempo y todos los componentes de ∆Wj deben ser variables aleatorias
X con valores reales independientes que cumplan las siguientes tres condiciones para los
momentos,
|〈X〉| ≤ c(∆tj)2∣∣〈X2〉 −∆tj∣∣ ≤ c(∆tj)2∣∣〈X3〉∣∣ ≤ c(∆tj)2
(3.23)
Donde c es una constante. Aśı como para los incrementos del proceso de Wiener, las
variables aleatorias utilizadas en los diferentes pasos tiemporales j también deben ser
independientes. Dos posibilidades son: variables aleatorias X distribuidas en dos puntos
tomando los valores (∆t)
1
2 con una probabilidad de 1/2, o X = (12∆t)
1
2 (Y − 12)
donde la distribución de la variable aleatoria Y es uniforme en [0,1]. En nuestras
simulaciones usamos una variable uniformemente distribuida obtenida por un generador
pseudo-aleatorio propuesto por Park and Miller [59].
3.2.2. Simulación de dinámica Browniana
La integración numérica de ecuaciones diferenciales estocásticas conduce a las simulaciones
de dinámica Browniana. Para una determinada partición 0 = t0 < t1... < tn−1 < tn = tmax
del rango de tiempo T = [0, tmax], el esquema de Euler para la ecuación 3.2 es,
rn(tj+1) = rn(tj) +
[










con ∆tj = tj+1 − tj y ∆Wn,j = Wn(tj+1) −Wn(tj). para la dinámica de polimeros
tenemos que el ruido es aditivo, por tanto el orden de convergencia débil y fuerte es 1.
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Por lo general para el caso anterior uno está interesado en soluciones débiles. La solución
expĺıcita de 3.24 muestra que las propiedades a encontrar dependen sólo del primer y
segundo momento de ∆Wn,j , y que las demas caracteŕısticas de la distribución de las
variables aleatorias no tienen efecto alguno. Para (∆t) fijo, se ha encontrado que los errores
de discretización relativos se desvanecen cuando N → ∞. En resumen, la simulación de
dinámica Browniana se puede llevar a cabo siempre y cuando podamos generar las variables
aleatorias requeridas en el equipo de cómputo.
4
Aspectos numéricos y computacionales
El diagrama en la Figura 4.1 muestra el algoritmo para solucionar sistemas de part́ıculas
cargadas dentro de un dominio rectangular confinado en el eje z mediante dos planos
paralelos, y con condiciones periódicas en las direcciones x y y.
A partir de la posición de las part́ıculas se calculan las fuerzas entre pares, las cuales
pueden ser de volumen excluido (ecuación de Lennard-Jonnes), estructurales (enlaces,
diedros, etc) y electrostáticas, siendo estas últimas el punto focal de nuestro método. Para
esto utilizamos el método GGEM, descrito en la sección 2.7.3. Iniciamos calculando
la contribución local al potencial y al campo electrostático por medio de las ecuaciones
dadas en 2.59. Luego, para hallar la contribución global se discretiza el dominio y se
calcula la ecuación 2.50b en los puntos de la malla, para emular la densidad de carga
en el dominio discreto, y usando la transformada rápida de Fourier (FFT) se lleva al
espacio rećıproco en los ejes x y y. Para el eje z resolvemos la ecuación diferencial 2.68 con
sus respectivas condiciones de frontera por medio de un esquema de diferencias finitas.
Hallando de esta forma la contribución global en el espacio rećıproco, la cual llevamos
al espacio real mediante la transformada rápida de Fourier inversa (iFFT) en cada nodo
de la malla. Por interpolación ésta se adiciona a la posición de cada part́ıcula. La fuerza
electrostática sobre cada part́ıcula es entonces la resultante de sumar ambas contribuciones
al campo y multiplicarlas por la carga de cada una de ellas. Procedemos a sumarla a las
demás fuerzas para alimentar la ecuación 3.24 y aśı realizar la evolución temporal del
sistema (sección 3.2.2). A continuación, se explican cada paso con más detalle.
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Figura 4.1. Algoritmo
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4.1. Selección del parámetro α
La selección de un α adecuado no es una tarea simple y existen muchos trabajos [60]
dedicados solo a realizar análisis de error y de tiempo de cómputo para la selección de
este parámetro en sistemas simples (sales fundidas, soluciones iónicas). Esto se debe a que
α determina la longitud del radio de corte rc, que en muchos casos está definido por la
complejidad del campo de potencial que rige la estructura molecular, en este caso la del
adn. Además, siempre debe ser seleccionado de tal forma que rc ≤ L/2 y es conveniente
que este radio de corte se use también para el cálculo de las demás fuerzas que intervienen
en el sistema, de tal forma que no sea crucial encontrar un valor de α óptimo [40]. Por otra
parte, influye tanto en el costo computacional de las contribuciones globales como locales.,
para nuestro caso se selecciona basado en la heuŕıstica del sistema mediante los trabajos
realizados por Hernández-Ortiz, et al. [19, 39].
4.2. Discretización del dominio
La caja de simulación se discretiza mediante una malla. Las intersecciones de las ĺıneas que
constituyen la malla son denominadas nodos y es en donde se calcula la solución numérica.






Figura 4.2. Discretización de la caja de simulación.
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donde los números enteros positivos Mx y My son iguales y Lx = Ly son las longitud del
dominio en los ejes x y y respectivamente. Para hallar ∆z utilizamos la expresión anterior
con Mz = 2Mx y la respectiva longitud Lz. En la Figura 4.2 vemos el dominio discreto.
Luego se calcula la ecuación 2.50b en los puntos de nodo de la malla, para esto hallamos
el nodo más cercano a cada part́ıcula y a partir de este nos movemos en los ejes x, y y z
para adicionar el respectivo valor. la Figura 4.3 nos muestra una representación de esta
asignación en un plano xy.
Figura 4.3. Asignación de la Gaussiana a la malla.
4.3. DFT, FFT y FFTW
Esta sección trata de la Transformada Discreta de Fourier (DFT, por sus siglas en inglés) y







N k = 0, . . . , N − 1. (4.2)






ρla(xi, yj , zk)e
−ikxxie−ikyyj (4.3)
la evaluación directa de esa fórmula requiere O(N2) operaciones aritméticas. Mediante
un algoritmo FFT se puede obtener el mismo resultado con sólo O(NlogN) operaciones.
La idea que permite esta optimización es la descomponer la transformada en otras más
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simples y éstas a su vez hasta llegar a transformadas de 2 elementos donde k puede tomar
los valores 0 y 1. Una vez resueltas las transformadas más simples hay que agruparlas
en otras de nivel superior que deben resolverse nuevamente, este procedimiento se repite
hasta llegar al nivel inicial. Al final de este proceso, los resultados deben reordenarse.
Para hallar la DFT (ecuacion 4.3) utilizamos el algoritmo FFTW [61]. FFTW tiene
extensiones para libreŕıas de paralelización como npthread, OpenMP y MPI y es
ampliamente considerada como la mejor solución para este tipo de problemas. El enfoque
general para el establecimiento y la ejecución de una transformación es:
• Asignar memoria para el vector a transformar. Los vectores de entrada y salida deben
solaparse completamente puesto que solapamientos parciales daŕıan lugar a errores.
• Crear un plan para la ejecución de la transformación. Esto es realizado por FFTW
al llamar la rutina fftw plan *().
• Llenar el vector de entrada. Esto debe realizar después de que se creó el plan.
• Ejecutar la transformación.
• Destruir el plan.
• Liberar memoria.
Dado que la transformada discreta de Fourier inversa es análoga a la transformada discreta
de Fourier, con distinto signo en el exponente y un factor 1/n, cualquier algoritmo FFT
puede ser fácilmente adaptado para el cálculo de la transformada inversa. Por lo general,
tenemos que: xn = IDFT{Xk} = 1N (DFT {Xk
∗})∗, lo cual también se realiza utilizando
FFTW.
4.4. Diferencias finitas y Metodo de Thomas
Para obtener una solución numérica del problema 2.68, procedemos como sigue: Hallamos
en cada nodo interior zi, la estimación de la segunda derivada en z mediante un esquema
CAPÍTULO 4. ASPECTOS NUMÉRICOS Y COMPUTACIONALES 45




φ̂lai+1 − 2φ̂lai + φ̂lai−1
∆z2
(4.4)
para i = 1, ...,Mz, que junto a la descretización de las condiciones de frontera tipo
Neumman dadas en 2.70 y 2.71, obtenemos el siguiente esquema numérico:
−φ̂la(i−1) + (2 +K2∆z2)φ̂lai − φ̂la(i+1) = ρ̂lai∆z2
φ̂la2 − φ̂la1 = ˆBC1∆z
φ̂la(N−1) − φ̂laN = ˆBC2∆z
(4.5)
Donde ˆBC1 y ˆBC2 representan las condiciones de frontera en el espacio de Fourier. Este
esquema conduce al siguiente sistema de M2 ecuaciones, el cual dado que se ajusta a
un sistema tridiagonal (Figura 4.4) se soluciona utilizando el algoritmo de Thomas para
matrices tridiagonales [62].
Figura 4.4. Sistema tridiagonal.
El algoritmo de Thomas realiza un barrido directo modificando los coeficientes de la
siguiente manera,
y
por medio de sustitución hacia atrás se obtiene la solución.
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como respuesta al procedimiento anterior encontramos φ̂la(k, z), y realizando una
transformada de Fourier inversa como se explica en la sección 4.3 encontramos φla en
cada punto de la malla.
4.5. Interpolación a la part́ıcula
El esquema de interpolación seleccionado es el polinomio interpolante de Lagrange, para
este caso especifico se tomo un polinomio interpolante de grado 2, por lo que es necesario




Figura 4.5. Esquematización de la interpolación de Lagrange basada en 3 nodos.
Recordemos que, dado un conjunto de k + 1 puntos (x0, y0), . . . , (xk, yk), donde todos



















· · · x− xk
xj − xk
(4.7)
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4.6. Validación y análisis de error
La precisión del método GGEM como función del parámetro de apantallamiento α y
tamaño de malla ∆x, ha sido estudiada por Zhang, et al, [63] para la ecuación de Stokes
periódica. en donde se determina una cota superior para el parámetro α, α < 0,8∆x y un
ĺımite inferior relacionado con la restricción de que el radio de corte Rc =
4
α debe ser
menor a la mitad del tamaño de la caja. En el presente trabajo se define el error como la
norma L2 de la diferencia entre los resultados obtenidos mediante el método GGEM y el
método de las imágenes,
‖E‖2 = ‖φGGEM − φMI‖2 (4.8)
4.6.1. Método de las imágenes
El método de las imágenes se basa en el Teorema de unicidad del potencial, por tanto,
dada una distribución de cargas o densidades de carga iniciales, si podemos encontrar una
distribución alternativa en todo el espacio más sencilla de resolver en la región de interés
que verifique la igualdad de la ecuación de Poisson/Laplace en dicha región para ambas
distribuciones, y que verifique también la igualdad del valor del potencial en las superficies
de contorno, puede reducirse la distribución inicial a la solución encontrada.
Este método aprovecha que el efecto que realiza un plano aislante sobre una carga puntual,
es equivalente a tener una imagen de igual carga a igual distancia del plano en el lado
opuesto [64], como se muestra en la figura 4.6, dado que en nuestro caso tenemos 2 planos
paralelos se genera un efecto de imágenes espejo, por tanto se realizaron 200 imágenes.














Figura 4.6. a) Esquema del método de las imágenes entre una carga puntual y un plano aislante.
b) Esquema del nano-canal utilizado para calcular el error del método, con 2 cargas
contrarias en 3 diferentes zonas del canal.
4.6.2. Error en el potencial





















Figura 4.7. Error en el potencial a medida que disminuye el tamaño de malla, para las zonas
presentadas en el esquema 4.6 b).
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4.6.3. Error en la fuerza























Figura 4.8. Error en la fuerza a medida que disminuye el tamaño de malla, para las zonas
presentadas en el esquema 4.6 b).
Tanto para el potencial eléctrico como para la fuerza se hallaron errores aceptables
inferiores al 5 %, como era de esperarse el error cerca de las paredes aumenta esto debido
a que la aproximación en las condiciones de frontera es un orden de exactitud inferior.
5
Simulaciones Computacionales
Para este proyecto se llevaron a cabo simulaciones Brownianas con el fin proporcionar
una visualización del comportamiento en confinamiento de soluciones polielectroĺıticas
de macroiones y cadenas de ADN. Lo cual requiere un conocimiento en códigos de
programación, los cuales se implementaron utilizando el lenguaje FORTRAN 90. El
software Visual Molecular Dynamics (VMD) [65] se utilizó para producir los diagramas
de las estructuras de los sistemas que se incluyen en esta sección, las gráficas de datos se
realizaron utilizando el software libre GNUplot. Finalmente, puesto que los archivos de
salida del código original por cuestiones de ahorro en el tiempo de cálculo no estaban en el
formato requerido, se creo un programa de postprocesamiento para convertir los archivos
de salida de las simulaciónes, de tipo binario, a un formato que pueda ser representado
gráficamente compatible con los softwares utilizados. Los diagramas de esta sección sólo
muestran una caja de simulación; recordemos que se trata de un sistema de cajas contiguas
en las coordenadas x y y, las cuales muestran un comportamiento idéntico.
5.1. Simulación de macroiones confinados
Los macroiones o coloides cargados, hacen parte de un gran número de sustancias
qúımicas y productos de consumo ampliamente utilizados en la ciencia de materiales,
la electrónica, aśı como en la vida cotidiana. Otros de los ejemplos importante de la
presencia de macroiones son los sistemas biológicos, donde sustancias importantes exhiben
un comportamiento polielectroĺıtico; tales como, protéınas globulares, polisacáridos y
ácidos nucleicos. En el presente trabajo estamos interesados en la simulación de macroiones
confinados y como se generan capas estructuradas de macroiones entre superficies
macroscópicas.
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La estratificación, La formación de capas de part́ıculas en el eje de confinamiento, es una
manifestación de las fuerzas estructurales no tradicionales que actúan entre las part́ıculas y
las superficies de confinamiento, lo que conlleva a la formación de peĺıculas de macroiones
como una forma natural de tratar con este tipo de fuerzas en dispersiones coloidales. El
fenómeno de estratificación de macroiones o nanocoloides ha recibido mucha atención, ya
que ofrece un nuevo mecanismo para estabilizar dispersiones coloidales. Por otra parte,
las observaciones experimentales de un orden establecido en algunos sistemas biológicos
[66], ha propiciado que se le preste aún mayor interés a este fenómeno. La presencia de
transiciones de orden-desorden por encima de una cierta concentración en estos sistemas
se atribuye exclusivamente al hecho de que los macroiones están encerrados en un entorno
restringido, es decir, están confinados.
Desde la perspectiva del modelamiento teórico, los coloides dispersos en una solución
electroĺıtica representan un sistema complejo regulado por la interacción de fuerzas
estructurales y efectos electrostáticos de largo alcance que actúan en diferentes escalas de
longitud. Una poderosa herramienta para estudiar este tipo de sistemas es la simulación
computacional. El propósito de esta sección es implementar simulaciones computacionales
para el modelado de soluciones electroĺıticas con macroiones confinados y aśı adquirir un
mayor conocimiento de la naturaleza de los procesos que ocurren al interior de sistemas
coloidales complejos. Lo que nos lleva a conclusiones sobre la naturaleza f́ısica y estructural
de macroiones entre planos paralelos. Para afrontar este problema realizamos simulaciones
de dinámica Browniana.
Las propiedades de cualquier sistema f́ısico se determinan en buena medida por las fuerzas
entre pares que actúan entre los constituyentes del sistema. La interacción entre dos
macroiones en una solución electroĺıtica está dominada por las fuerzas electrostáticas y
de solvatación [67]. Las fuerzas electrostáticas son determinados por el número de cargas
transportadas por los macroiones y por la concentración del electrólito de soporte. Las
fuerzas de solvatación son promovidas por el solvente molecular. Los efectos electrostáticos
en soluciones electroĺıticas con macroiones se describen muy bien modelando los iones de
forma expĺıcita, considerando el solvente polar como un fondo dieléctrico continuo.
Utilizamos un modelo de grano grueso “coarse grain” para representar una solución
electroĺıtica que contiene Nm macroiones. Los macroiones se describen como esferas de
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Lennard-Jonnes (LJ) cargadas, donde cada esfera tiene una carga qm y un radio Rm. Los
iones en solución también se describen como esferas LJ cargadas. En los cálculos, usamos
Nc y Na para denotar el número de cationes y aniones, mientras que qa y qc denota las
cargas del catión y el anión, respectivamente. Adoptamos σ como el diámetro de los iones
en solución.
Usamos la técnica de simulación de dinámica Browniana como se explica en la sección
3.2.2 para estudiar un sistema representado por un canal con dos paredes paralelas al plano
xy, el cual se puede considerar un conjunto canónico (NVT) [40]. Los efectos del solvente,
en nuestro caso agua, se toman en cuenta impĺıcitamente a trav´́es de su permitividad
dieléctrica y el movimiento browniano. Se consideraron los macroiones, y los iones de sal
hidrof́ılicos, donde las interacciones para el potencial eléctrico estan expresadas para el
par ij, donde i y j denota un macroión, un catión o un anión, por








denota la longitud Bjerrum, donde ε0 es la permitividad del vaćıo
y εr es la permitividad relativa del solvente y e es la carga elemental, las cuales se solucionan
utilizando el método GGEM que se muestra en la sección 2.7.3 para condiciones de
frontera tipo Neumman, las cuales representan una pared aislante.
Además de la interacción electrostática, un potencial LJ-truncado desplazado se utiliza














+ ε para r ≤ 2
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Donde ε es la profundidad del potencial o parámetro de enerǵıa y σij es el parámetro de
longitud entre las part́ıculas i y j. σij =
(σi+σj)
2 , σa = σc, σm = 5σa. Donde σa, σc, σm son
los parámetros de longitud entre aniones, cationes y macroiones, respectivamente.
Los sistemas a modelar constan de 25 macroiones de diámetro 5 nm, los cuales fueron
confinados en una caja rectangular, con 2 paredes paralelas al plano xy tal que la separación
CAPÍTULO 5. SIMULACIONES COMPUTACIONALES 53
entre éstas es de 10, 15, 20 nm, y condiciones de frontera periódicas en las coordenadas x y
y. Las simulaciones se llevaron a cabo bajo una temperatura T de 300 K con una longitud
de Bjerrum de 6.962 Å. Otros parámetros son los siguientes: εa = εc = kBT , εm = 5kBT . El




. En nuestras simulaciones, se investiga
la interacción entre macroiones para relaciones de carga 1:1, 2:1 y 3:1 entre los cationes
y aniones respectivamente, es decir, qc = 1, 2 o 3 y qa = −1. La concentración de aniones
se utiliza para representar la concentración de la sal, la cual vaŕıa desde 20 hasta 60
mM para todas las relaciones de carga, estas concentraciones corresponden a un valor de
Na de 108 a 1700. La carga de macroiones se establece como qm = 10. En este trabajo,
tenemos la intención de explorar el efecto de la sal y el confinamiento en el comportamiento
de los macrioines. Las simulaciones comenzaron desde configuraciones iniciales generadas
aleatoriamente, las cuales se realizaron hasta alcanzar 5 tiempos de difusión de un ion en
la caja para la equilibración y luego 100 tiempos de difusión de un ion en la caja para la
producción, con un paso de tiempo adaptativo.
Figura 5.1. Representación gráfica del sistema.
5.1.1. Función de distribución radial
En esta sección nos centramos en la función de distribución radial (FDR), que describe
cómo las part́ıculas en un sistema se ordenan radialmente alrededor de las otras. la FDR da
información sobre la estructura promedio de sistemas moleculares o coloidales tales como
los que tratamos en el presente trabajo, también es vital en la termodinámica debido a
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que algunas cantidades termodinámicas macroscópicas se pueden calcular utilizandola, por
ejemplo la presión y la enerǵıa. La FDR es una función de la distancia radial r, como se
muestra en la ecuación 5.3.
g(r) =





Esta función se realiza sobre un diferencial de z, por tanto por tanto V = LxLy∆Lz,
〈n(r, r + ∆r)〉 representa el numero de part́ıculas que hay en una capa dr y N el número
total de part́ıculas presentes en V. Aunque nuestro interés principal está en las propiedades
de macroiones confinados, nuestro primer objetivo en cada simulación fue establecer
el equilibrio. Después de que se alcanza el equilibrio, monitorizamos las tendencias en
la estructura de los macroiones dentro del área de confinamiento. Esta estructura se

















5 nm 5 nm
Figura 5.2. Función de distribución radial macroión-macroion para una sistema de cargas 1 : 1 a
diferentes concentraciones de sal en un confinamiento de 15 nm.
Influencia de la concentración: La Figura 5.2 muestra la FDR entre los macroiones,
denotada como gm(r), para concentraciones de sal de 40, 50 y 60 mM, a una relación de
carga 1:1. Para las tres concentraciones se evidencian dos picos. En la concentración de 40
mM el pico principal se encuentra al rededor de r ≈ 6,5σa, y el segundo pico en r ≈ 12,4σa.
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Con el aumento de la concentración de sal las alturas de los picos decrecen lo que está
en concordacia con el trabajo de Jang et. al. [68], realizado para un caso completamente
periódico, aunque se nota que el primer pico es mucho más agudo, lo que se puede deber a
la falta de movilidad en el eje z. esta FDR exhibe la forma que es t́ıpica para una función
de distribución radial de dos dimensiones (2D), puesto que refleja una tendencia a que los
macroiones generen una superficie formando un orden hexagonal a lo largo de la pared de
confinamiento. El orden hexagonal 2D dentro de las monocapas puede ser mejorado por
un aumento tanto en la concentración en volumen de los macroiones como por un aumento





















5 nm 1 nm
Figura 5.3. Función de distribución radial macroión-anión para una sistema de cargas 1+ : 1− a
diferentes concentraciones de sal en un confinamiento de 15 nm.
La Figura 5.3 presenta la FDR entre los macroiones y los aniones, denotada como gma(r),
para el mismo caso anterior. Para las tres concentraciones vemos que el pico principal se
encuentra al rededor de r = 3,8σa, mientras que la Figura 5.4, la cual muestra la FDR entre
los macroiones y los aniones gmc(r), presenta el pico principal al rededor de r = 4,7σa,
lo que da a entender que existe una doble capa eléctrica al rededor de los macroiones.
Las part́ıculas más pequeñas (1 nm) actúan para suavizar las interacciones de pares, y en
consecuencia debilitan la correlación entre las part́ıculas más grandes. Lo cual podemos
interpretar como una mejora en el apantallamiento de los coloides cargados.




















5 nm 1 nm
Figura 5.4. Función de distribución radial macroión-catión para una sistema de cargas 1+ : 1− a
diferentes concentraciones de sal en un confinamiento de 15 nm y 25 macroiones.
Influencia de la relación entre cargas: A continuación vemos las funciones de
distribución radial para una concentracion de 40 mM y un confinamiento de 15 nm, a
relaciónes de carga 1:1, 2:1 y 3:1. con lo cual exploramos el efecto de la valencia positiva
en la interacción de los macroiones con los iones en solución y con ellos mismos. La Figura
5.5 muestra la funció gm(r), (macroión - macroión) a diferentes valencias, donde podemos
ver que los picos principales de las tres curvas se encuentran en r ≈ 6,5σa, el cual decae
levemente a medida que aumenta la valencia del catión, lo que da a enteder que aunque
hay una influencia por parte de la carga del catión en la interacción entre macroiones ésta
no es significativa en valencias ≤ 3.

















5 nm 5 nm
Figura 5.5. Función de distribución radial macroion-macroión para diferentes relaciones de carga





















5 nm 1 nm
Figura 5.6. Función de distribución radial catión-macroión para diferentes relaciones de carga a
una concentración de 40mM en un confinamiento de 15 nm.
La Figura 5.6 muestra la función gmc(r) para diferentes relaciones de carga, en donde
para los tres casos vemos que el pico principal se encuentra al rededor de r = 4,7σa,
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sin embargo, la altura del pico cae de 1.7 en la solución trivalente a 1.4 en la solución
divalente y finalmente a 1.15 en la solución monovalente. Esto indica que la interacción
entre los cationes y el macroión depende en gran medida de la valencia. Con el aumento de
la valencia del catión, la competencia entre los macroiones y los cationes por los aniones
en solución en busca de minimizar su entroṕıa se vuelve más fuerte, lo cual los obliga a
estar más en contacto, es decir, la unión de cationes de alta valencia es más fuerte que con
los cationes de baja valencia. por el contrario la Figura 5.7 que muestra la FDR entre los
macroiones y los aniones gma(r) presenta el pico principal al rededor de r = 3,8σa, el cual
decae con el aumento con la valencia del catión, sin embargo, en r = 5,5σa aparece un
segundo pico, el cual muestra que los aniones no alcanzan a llegar al macroion debido a
la ubicación que toman los cationes con respecto del macroión, esto reafirma el hecho que




















5 nm 1 nm
Figura 5.7. Función de distribución radial anión-macroión para diferentes relaciones de carga a
una concentración de 40mM en un confinamiento de 15 nm.
Influencia del confinamiento: La FDR que presenta la Figura 5.8 muestra la función
gm(r) para una concentración de 40 mM, a una relación de carga 1:1, a confinamientos
de 10, 15, 20 nm. Para las tres concentraciones se evidencian dos picos, vemos que el
principal decae drásticamente al disminuir el confinamiento, esto entra en concordacia con
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lo señalado al comienzo de esta sección, los macroiones forman estructuras 2D al estar en
confinamiento, lo cual se evidencia mucho más al disminuir la distancia entre paredes. En la
Figura 5.8, la posición del primer máximo para un confinamiento de 20 nm se encuentra en
r = 6,2σa, la cual se desplaza hacia la derecha a medida que disminuye el confinamiento,
esta diferencia de la función de distribución radial al aumentar el confinamiento de la
suspensión se puede atribuir a una ruptura en la simetŕıa 3D que tienen este tipo de
sistemas en condiciones periódicas, pues al ser más restrictiva la movilidad en el eje z los
macroiones forman una capa bidimensional más rigida, y al estar abligados a interactuar
en un mismo plano encuentran el equilibrio a una distacia mayor, esto también explica la
disminución en la intensidad del pico, pues esta restricción de movilidad imposibilita el


















5 nm 5 nm
Figura 5.8. Función de distribución radial macroión-macroión para diferentes confinamientos a
una relación de cargas 1+ : 1− y una concentración de 40mM.






















5 nm 1 nm
Figura 5.9. Función de distribución radial anión-macroión para diferentes confinamientos a una
relación de cargas 1+ : 1− y una concentración de 40mM.
La Figura 5.9 presenta la FDR entre los macroiones y los aniones denotada como gma(r)
para el mismo sistema anterior. Vemos que en este caso ocurre lo contrario a medida que
aumenta el confinamiento, el pico principal se incrementa, pues al aumentar la restricción
en el eje z, los aniones de menor tamaño que el macroion, estan obligados a interactuar en
mayor medida con éste. La Figura 5.10. muestra la FDR entre los macroiones y los cationes
en la cual el pico principal disminuye al desminuir el confinamiento, incluso para el caso
de 20 nm la RDF no sobrepasa el valor de uno, lo que da a entender que la interacción
repulsiva prima.






















5 nm 1 nm
Figura 5.10. Función de distribución radial catión-macroión para diferentes confinamientos a una
relación de cargas 1+ : 1− y una concentración de 40mM.
5.1.2. Distribución de densidad
A continuación analizamos los perfiles de densidad (comportamiento de la densidad a lo
largo del eje confinado z) para los macroiones, aniones y cationes, Figuras 5.11, 5.12, 5.13,
respectivamente. Para el caso de los macroiones se reafirma que éstos tienden a formar una
capa bidimensional en el centro del confinamiento, lo cual es más evidente en la Figura
5.11 c), donde al aumentar el confinamiento el pico se hace mucho más estrecho y al
disminuirlo los macroiones tienden a formar varias capas o a esparcirse homogéneamente
por el canal, la Figura 5.11 b) muestra que esta capa bidimensional se consolida un poco
más al aumentar la concentración de los iones en solución, lo cual también se aprecia en
sus respectivas FDR como vimos previamente.
Para el caso de los aniones, las Figuras 5.12 en general nos indican que aunque los aniones
tienden a esparcirse a tráves de todo el espacio, estos se ubican preferiblemente entre los
macroiones y la pared para los confinamientos de 10 y 15 nm y relaciones de carga 1:1,
generando cuatro capas principalmente, dos junto a las paredes del confinamiento y dos
junto a la capa de macroiones ubicada en el centro del canal (Figura 5.12 c). Para los
casos de relaciones de carga mayores, 2:1 y 3:1, estos se ubican entre la pared y la capa


















































Lz = 10 nm
Lz = 15 nm




Figura 5.11. Perfiles de densidad de los macroiones. a) para concentraciones de 40, 50, 60 mM,
con confinamientos de 15 nm y una relación de carga 1:1. b) para relaciones de carga
1:1, 2:1, 3:1, con una concentración de 40 mM y unconfinamientos de 15 nm. c) para
confinamientos de 10, 15, 20 nm, con una concentración de 40 mM y una relación
de carga 1:1.
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de macroiones, formando solo dos capas principales Figura (5.12 a). Esto se debe a que al
aumentar la valencia de los cationes su número disminuye, haciendo que la interacción de
repulsión entre los aniones y la pared sea mucho más fuerte lo que hace que se alejen de
ella. Para el caso de un confinamiento de 20 nm las capas de aniones se ubican de forma
un poco más homogénea en el centro del canal, se aprecian al rededor de 3 picos, como
consecuencia directa del aumento del mismo comportamiento en los macroiones.
De la Figura 5.13 observamos que los cationes forman claramente dos capas para todos
los casos, en los espacios dajados por los aniones entre la capa de macroiones ubicada en
el centro del canal y la pared, de todo lo anterior calaramente podemos concluir que tanto
los macroiones como los cationes y aniones forman una estratificación ordenada por capas
a lo largo de eje z, iniciando por una capa de macroiones en el centro, luego entre 1 y 2
capas de aniones, lo cual depende de la distancia entre paredes y las relaciones de carga,
y una capa de cationes entre la pared y la capa de macroiones generalmente ubicada a
igual distancia de ambas, esto ocurre de forma simétrica en ambas mitades de la caja a
lo largo del confinamiento, confirmando aśı una estratificación por capas inducida por el
confinamiento.

























































Lz = 10 nm
Lz = 15 nm




Figura 5.12. Perfiles de densidad de los aniones. a) para concentraciones de 40, 50, 60 mM, con
confinamientos de 15 nm y una relación de carga 1:1. b) para relaciones de carga
1:1, 2:1, 3:1, con una concentración de 40 mM y un confinamiento de 15 nm. c) para
confinamientos de 10, 15, 20 nm, con una concentración de 40 mM y una relación
de carga 1:1.
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Lz = 15 nm




Figura 5.13. Perfiles de densidad de los cationes. a) para concentraciones de 40, 50, 60 mM, con
confinamientos de 15 nm y una relación de carga 1:1. b) para relaciones de carga
1:1, 2:1, 3:1, con una concentración de 40 mM y unconfinamientos de 15 nm. c) para
confinamientos de 10, 15, 20 nm, con una concentración de 40 mM y una relación
de carga 1:1.
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5.1.3. Desplazamiento cuadrático medio
También estamos interesados en el comportamiento dinámico de macroiones en soluciones
de monovalente, bivalente y trivalente, para lo cual calculamos el coeficiente de difusión,









Donde 〈[r(t)− r(0)]2〉 es el desplazamiento cuadrático medio (DCM) de una part́ıcula
















Figura 5.14. Desplazamiento cuadratico medio para una concentración de 40mM y un
confinamiento de 15 nm a diferentes relaciones de carga.
Graficamos el DCM de los macroiones para los casos monovalente, bivalente y trivalente
como podemos observar en la figura 5.14. Las part́ıculas presentan un comportamiento
difusivo en el equilibrio al ser proporcionales a t. Se encontró que el DCM disminuye
con el aumento de la valencia de iones de sal debido al aumento de la interacción
electrostática, la Figura 5.15 nos muestra los coeficientes de difusión respectivos, donde
también vemos como estos disminuyen al aumentar la valencia de catión. Estos resultados
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se deben a que la difusión es fuertemente afectada por las interacciones repulsivas entre
las part́ıculas, las cuales se incrementan al aumentar la valencia de catión, especialmente
con los macroiones. Dado que la difusión depende mucho más de la naturaleza de las
fuerzas interparticulares que las propiedades estructurales, donde el arrastre electrostático
ocasiona que el coeficiente de difusión de los macroiones D sea mucho menor comparado














Figura 5.15. Coeficiente de difusión del macroion en función de la valencia del catión. Donde
D0 =
kBT
ζ , kB es la constante de Boltzmann, T es la temperatura, y ζ = 6πηR es
el coeficiente de fricción de Stokes para una esfera con radio R y η es la viscosidad
de la fluido, esta expresión es conocida como la relación Stokes-Einstein.
La figura 5.16 nos muestra el coeficiente de difusión a 40, 50, 60 mM, donde no hay un
cambio significativo del coeficiente para el rango de concentraciones en el cual se realizaron
las simulaciones, en concordancia con los resultados obtenidos por Yang et al. [68].















Figura 5.16. Coeficiente de difusión en función de la concentración.
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5.2. Simulación de ADN con flaps confinado
En este trabajo en particular, estamos interesados en como las superficies de confinamiento
pueden afectar la geometŕıa local y la conformación del ADN. Uno podŕıa imaginar que
debido al confinamiento el ADN se encuentre con su eje helicoidal paralelo a la superficie,
o que podŕıa inducir distorsiones graves a la geometŕıa de la doble hélice expuesta por
Watson-Crick [69].
Para estudiar el abanico de posibilidades se han realizado simulaciones de dinámica
molecular de una cadena doble de ADN interactuando con una superficie [70, 71]. Los
aspectos técnicos de simulaciones cerca de superficies no son triviales, sobre todo en
lo referente a obtener condiciones de frontera fiables. Aunque la dinámica molecular
proporciona una imagen cuantitativa de los gradientes de sal y estructuras de ADN cerca de
las superficies, ésta es altamente costosa computacionalmente, lo que no permite modelar
fenómenos que ocurren a escalas temporales altas. Esto nos lleva a buscar un modelo de
menor resolución, pero que a su vez de cuenta de caracteŕısticas fundamentales del ADN
como los son: los surcos mayores y menores, la secuencia y que represente adecuadamente
la longitud de persistencia.
El modelo 3SPN.1 [38] representa el ADN utilizando tres sitios de interacción por cada
nucleótido, en éste el solvente se tiene en cuenta de forma impĺıcita a través de la constante
dieléctrica del medio. El campo de fuerza incluye una atracción débil inducida por el
solvente, lo que ayuda a mediar la renaturalización del ADN, este modelo cumple con
varios principios clave; es fácil de entender y aplicar, reduce el número de sitios necesarios
para representar un nucleótido y aśı aliviar demandas computacionales permitiendo la
simulación de moléculas largas o sistemas concentrados en escalas de tiempo largas,
predecir fenómenos f́ısicos fundamentales, incluyendo la especificidad de las bases, los
efectos de la concentración de sal sobre la estabilidad del dúplex, y la longitud de
persistencia caracteŕısticamente larga del ADN de doble cadena. Permite simulaciones
a escala micrométrica con una resolución a nivel de nanómetros, facilitando de este modo
investigaciones del ADN en sistemas tales como cápsidas virales, complejos ADN/histonas,
y microarreglos de ADN.
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El campo de fuerza de modelo 3SPN.1 se divide en contribuciones enlazantes y no
enlazantes. Tres interacciones enlazantes hacen parte del campo de fuerza, las cuales son





[k1(di − d0i) + k2(di − d0i)] (5.5)
Donde Ubond describe las interacciones de enlace covalente, utilizando k1 y k2 como
constantes de enlace, junto con di y d0i como las separaciones instantáneas y de equilibrio






(θi − θ0i)2 (5.6)
La flexión molecular se realiza a través Ubend (ecuación 5.6), con una constante de
flexión kθ, junto con θi y θ0i como los ángulos entre enlaces instantáneos y de equilibrio,




kφ [1− cos(φi − φ0i)] (5.7)
las interacciones de torsión están representados a través Utors(ecuación 5.7, con una
constante de torque kφ, donde φi representa el ángulo diedro instantáneo y φ0i el ángulo
diedro en equilibrio, para el i-ésimo torque en el conjunto de Ntors torques.
Las interacciones de pares no enlazantes se describen a través de cinco contribuciones
















La interacción de apilamiento entre bases es un efecto intracadena, que se tiene en
cuenta a través de Ustck, que actúa de manera uniforme (es decir, con una sola escala
de enerǵıa) en todos los pares de contacto nativos, Nstck. En este contexto, un contacto
nativo se define como una interacción sitio a sitio de una misma cadena y todos los sitios
intracatenarios encontrados dentro de un radio de corte de 9 Å, ésta se representa mediante
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un potencial tipico LJ, y modela la fuerte atracción hidrofóbica entre los nucleótidos

















Ubase representa el enlace de hidrógeno que se produce entre todos los pares de bases
complementarias Nbase que no participan en Ustck. Cada i- ésimo par de bases, el cual
se caracteriza por la separación rij entre los sitios de una misma cadena o de cadenas




y las longitudes caracteŕısticas σbiε(σAT , σGC). Un par de bases complementarias se















+ ε para r ≤ rcort
0 para r > rcort
(5.10)
Las interacciones que se producen entre los Nnnat pares de contacto no nativos (incluyendo
pares de bases coincidentes) se asignan a Unnat. Ésta es una interacción de volumen excluido
puramente repulsiva, caracterizada por una única escala de enerǵıa ε. Como tal, Unnat
imparte una penalidad de energética al sistema cuando la separación entre part́ıculas rij
esté por debajo de un radio de corte rcort. En el caso de pares de bases no coincidentes,





εs [1− exp−α(rij − rs)]2 − εs (5.11)
La contribución inducida por el solvente, Usolv, representa (impĺıcitamente) los efectos de
muchos cuerpos asociados con la disposición de agua durante la desnaturalización reversible
de ADN. Esta contribución se modela a través de una interacción tipo Morse caracterizada
por una escala de enerǵıa εs y una separación entre part́ıculas rij , donde el rango espacial
del potencial está controlado por la longitud α−1, con un enerǵıa potencial mı́nima ubicada
en rs.
Por ultimo las contribuciones electrostáticas, a diferencia del modelo 3SPN.1 donde
se calculan utilizando la teoŕıa de Debye-Huckel, se calculan utilizando el método
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de GGEM confinado con condiciones de frontera tipo Neumman (pared aislante),
siguiendo el procedimiento explicado en la sección 2.7.3, y representan las interacciones
fosfatos-fosfatos, fosfatos-iones y iones-iones ubicados en la caja de simulación.



















σij depende del par ij A
σAT 2.9002 A
σCG 2.8694 A
σ0 (desfase) 1,0 ∗ 2−
1
6 A
σ0 (otro caso) 6,86 ∗ 2−
1
6 A
El conjunto de parámetros que entran en el campo de fuerza 3SPN.1 se resume en la Tabla
5.1. Los detalles relativos a la geometŕıa molecular del modelo y limitaciones adicionales
utilizadas en la formulación original se puede encontrar en [36, 38].
En las simulaciones llevadas a cabo en este trabajo exploramos la dinámica de aletas o flaps
de ADN de cadena simple, los cuales sirven como marcadores detectables electrónicamente,
añadidos a una molécula de ADN de doble cadena dentro de una geometŕıa de
confinamiento “nanoslit”, utilizando simulación de dinámica browniana la cual emplea el
modelo de ADN 3SPN.1 previamente descrito para establecer consideraciones preliminares
del comportamiento f́ısico de una cadena de ADN con sus respectivos flaps dentro de un
dispositivo de nanosecuencia [13].
Tamaños de flaps de 25, 50 y 100 pares de bases (pb) fueron modelados en torno a una
cadena de ADN de 300 pb, la cual se ubicó dentro de una caja de simulación con un
confinamiento de 10 nm en el eje z, y 116 nm en los ejes x y y (periódicos). Se realizaron
1000000 de pasos de equilibración, y luego se realizaron 5000000 de pasos de producción
con un paso temporal de 0.002 picosegundos, para un tiempo total de producción de 10
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nanosegundos. se tuvieron en cuenta iones expĺıcitos con relaciones de carga catión:anión
1:1, 2:1, 3:1, para una concentraciónón de 10mM, donde el número de part́ıculas vaŕıa
entre 2492 y 3038.
La cadena de ADN principal corresponde a una fracción de 300 pb del gen “Homo sapiens
leucina rica repetida que contiene el pseudogén 3C” (LRRC3C), el cual consta de 693 pb.
Cuya sequencia es dada en la Tabla 5.2. Para la formación del flap se siguió el procedimiento
experimental [53], utilizando una enzima de corte comercial (Nt.BbvCI, New England
Biolabs Inc.) cuya secuencia es 5’...CCTCAGC...3’, la cual realiza el corte entre las bases
CT, luego de esto el flap se construye con la secuencia complementaria a la secuencia del
ADN principal.
Tabla 5.2. Secuencia del gen LRRC3C
ACTTGTGAAG GAGGCAGTGG ATCTCCAGAG CCCAGCAGCA GGGAGGCTAC TTTCCGGGAG
AGGGCAGCAG CACAGGAGAA GGCCCTGCCG CCTACAGGGG TCCTACTCCA CTCCGGGACC
CTGCCCATCT GTGGCCATCC TCCCACCAGC AGCCTGTCAC CTCCCATCCC TCCCGCTGGT
GACAGGCACC GGGGTACCGT GCCCAGCCCC CGGGCACCTC CACAGGGCTG CCATGTGGCA
GAGGAAGCCG GTGAACTGAC GCTTGGCTGC AGCCAGGCAG GCCTAAGCTC TGTTGCCCCG
CCGCATCCCA GCTACACCCA CAGGCCTGGA TGCCAACCAG CTGGCGTCAG TGCCCGCGGT
GCCTTCCAGC ACCCGCCTGT CCTGGAGGAG CTGCACCTGT CCCCTAATAT CTTCACCCGC
CTCTTAGGGG CAGCCTTCTC GGCCCTGGCG TGCATGGTGC ACCACCTCCA CCTCTCTGAA
AAGCTGGCCT GGGTGCCCGT GGAGGCCTTC GTGGGGCTGC AGATCCAAGT GAACCAATCC
GCCAACCCGT GAAACTGGGA CTGTGCCCTC CAGGGAGTGC TCAGGCTGGT GAGGCTGGCG
CCGGGCACCA GGACAGGCAT CGTGTGTGAC CCCAGAACCC GACCAGACCT CGGTGGGGCA
GGAGCTCCTG CCGCTGGCAG GGGAGGAAGA GCTGTGTGGG TCGGGGCAGG GCCCAGAGGA
GCACCAAGGT GGCCCCTGCC GTTGAGGGGT GGCTGACCTG GTGCATTATG TATGGTAGAA
CCGAGATGAA ACCTGGCGCA CCCTCAAGCG GCCCCTGTTG CCAGTGCACC CAGAGGATGA
CTCCACCCTC AGCACAGTGG TCTAAGGGTG CTCCTGGGGC CACACCACAC ACTCCTCCTC
CTACGCCCTC TCCCTTCCTC TGACCCCCCG CCTTCTCCCT TCCTCTGACC CCCTCGGCTT
CCT
5.2.1. Radio de giro del flap
La Figura 5.17 muestra la conformación inicial de la molécula de ADN con 300 pb y
un flap con 100 b. En las Figuras 5.18a, 5.18b y 5.18c, vemos los sistemas luego de 10
ns para las relaciones 1:1, 2:1 y 3:1 respectivamente. A continuación, inspeccionamos
las conformaciones del flap mediante el análisis del radio de giro 〈R2g〉
1
2 para los casos,
monovalente, bivalente y trivalente a una concentración de 10 mM, el cual se presenta en
la figura 5.19. Claramente vemos que la valencia del contraion afecta la condensación de
flap, puesto que la relación entre 〈R2g〉
1
2 y la longitud del flap fL, disminuye a medida que
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aumenta la valencia del contraión, como lo muestran también los resultados obtenidos por
[72].
Esto se debe a que al aumentar la valencia del catión, las contribuciones electrostáticas
de repulsión disminuyen con una menor cantidad de iones, y a su vez las interacciones de
corto alcance se hacen más relevantes, pues la carga se apantalla, generando que la rigidez
del flap disminuya, y el comportamiento de éste sea similar a una cadena libremente
articulada, permitiendo aśı que la cadena se enrolle sobre si misma. También, se debe al
hecho que mientras sea menor la valencia existen mayores costos entrópicos, ya que hay
más iones en solución.
Figura 5.17. Representación de la comformación inicial de sistema con un flap de 100 b y una
relación de cargas 1:1.







Figura 5.18. Representación de los sistemas simulados luego de 10 ns para relaciones de carga a)
1:1, b) 2:1 y c) 3:1.
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Las interacciones de Coulomb pueden dominar las interacciones entrópicas, dado que las
interacciones de Coulomb producen estructuras más compactas ya que el sistema intenta
obtener una estructura de carga ordenada. La fuerza de la interacción de Coulomb entre
el ADN y los contraiones aumenta mediante el aumento de la valencia del contraión. De
hecho, es bien sabido que el ADN forma estructuras toroidales en presencia de contraiones
con valencias z ≥ 3 [73]. Este efecto es puramente electrostático y no depende de la

















Figura 5.19. Radio de giro del flap para diferentes relaciones de carga a una concentración de
10mM.
En la Figura 5.20 observamos la evolución del radio de giro por 10 ns, vemos que éste se
estabiliza en los tres casos a partir de 5 ns, por tanto tomamos el tiempo de producción a
partir de este punto. De esta gráfica notamos que el radio de giro a medida que aumenta
la longitud del flap aumenta, lo que nos da a entender que el flap tiene un comportamiento
más rigido en el modelo 3SPN.1, en concordancia con lo estipulado por Hinckley et al.
[74]. La longitud de persistencia del ssDNA (cadena simple) que conforman los flaps es
subestimada. Esto es debido a que las interacciones tipo-Go para modelar el apilamiento
de bases restringe el rango de las posibles conformaciones que podŕıan tomar dentro de un
modelo “Coarse grain”.

















Figura 5.20. Radio de giro del flap para diferentes relaciones de carga a una concentración de
10mM.
5.2.2. Ángulo del flap
Para analizar el comportamiento estructural del flap dentro del nanoslit, definimos los
ángulos β y α que representan el ángulo entre el flap y la cadena principal de ADN, y el
ángulo entre el flap y el eje z, respectivamente. El ángulo β lo calculamos utilizando un
vector entre el punto de acople del flap con la cadena principal y el centro de masa del flap,
que podemos denominar vector caracteŕıstico del flap, y otro vector que va desde el mismo
punto de acople y uno de los extremos de la cadena principal de ADN. Para calcular el
ángulo α utilizamos el vector caracteŕıstico del flap y el vector [0, 0, 1].
β
α
Figura 5.21. Representación angulos α (flap - eje z) y β (flap - ADN).
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La Figura 5.22, nos muestra el comportamiento del ángulo α a lo largo de 10 ns, para
las diferentes longitudes del flap donde vemos como la movilidad de éste se hace más
restrictiva a medida que aumenta la longitud del flap, estabilizando el ángulo al rededor
de 90 grados, esto se debe a que el aumento en el número de nucleotidos hace que el radio
de giro se incremente, generando un mayor interacción con las paredes del confinamiento.
Por lo cual podemos concluir que los flap de ADN controlan la rotación de la cadena de


















Figura 5.22. Ángulo entre el vector caracteŕıstico del flap con respecto al eje z a diferentes
longitudes del flap.
El ángulo β presenta al igual que en el caso anterior una estabilización al aumentar el
tamaño del flap como se observa en la Figura 5.23, esto se debe a un disminución de la
movilidad de la cadena del flap tanto por las condiciones de confinamiento impuestas, como
por un aumento del volumen excluido del flap al incrementar su longitud, el cual también
se estabiliza al rededor de 90 grados con respecto la cadena principal, aunque presenta
una mayor desviación para tamaños del flap pequeños, lo que muestra un acercamiento
mayor entre el flap y la cadena principal de ADN. Para el ángulo α (Figura 5.24) podemos
concluir que la valencia de los iones en solución no tiene una incidencia importante en la
ubicación del flap a lo largo del confinamiento.

















Figura 5.23. Ángulo entre el vector caracteŕıstico del flap con respecto a la cadena principal de

















Figura 5.24. Ángulo entre el vector caracteristico del flap con respecto al eje z a diferentes
relaciones de carga a una concentración de 10mM para un flap de 100 bases.
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La Tabla 5.3 presenta el promedio y la desviación estandar para los ángulos α y β, en el
tiempo de producción determinado.
Tabla 5.3. Promedio (A) y desviación estandar (σ) para los ángulos α y β entre 5 y 10 ns
b-qa:qc Aα σα Aβ σβ
25-1:1 57.24 9.13 128.96 4.48
50-1:1 90.20 6.00 89.79 6.82
100-1:1 87.44 1.00 87.66 2.55
100-2:1 92.21 1.06 92.20 0.71
100-3:1 94.70 1.90 93.50 5.05
5.2.3. Perfiles de densidad
De las Figuras 5.25 podemos evidenciar que el confinamiento obliga tanto a la molécula
de ADN como al flap a ubicarse a igual distancia de las paredes, en z = Lz2 , donde lz es las
distancia entre paredes para este caso 10 nm, Figuras 5.25 a) y 5.25 b), de igual forma los
iones en solución migran hacia el centro del confinamiento, como lo muestra la Figura 5.25
c), al ubicarse al rededor de la cadena principal como los predicen los resultados obtenidos
por [75]. reafirmando aśı los resultado obtenidos para el angulo α, donde vemos que el flap
se ubica principalmente en el medio del canal.

































































Figura 5.25. Perfil de densidad de los diferentes sistemas estudiados a una concentración de
10mM. las figuras a), b) y c) son los perfiles de densidad del flap, cadena de ADN y




Con el método descrito aqúı, es posible realizar simulaciones eficientes de los sistemas
de fluidos complejos confinados dando cuenta de las interacciones electrostáticas tanto
entre part́ıculas como con las paredes. Este método es de gran utilidad en una amplia
variedad de situaciones dentro de la f́ısica de sistemas poliméricos y coloidales tanto
en micro como en nano-dispositivos. Muchas situaciones reales en f́ısica de polimeros o
sistemas coloidales se encuentran confinadas. Con el presente trabajo vemos como modelos
termodinámicos, con una reducción “coarse grain” adecuada, proporcionan información
acertada. Donde las herramientas principales de lo métodos númericos nos permiten llegar
a soluciones de ecuaciones complejas con un orden de aproximación alto, lo cual nos permite
desarrollar enfoques teóricos que superen las limitaciones generadas por la diferencias en
las escalas de longitud y de tiempo. La mayoŕıa de estas situaciones implican sistemas con
macro-entidades, iones, solventes, o todos ellos.
Sobre la base de simulaciones de dinámica Browniana, propiedades de las soluciones
acuosas que contienen macroiones, contraiones y cooiones se han determinado para los
modelos que implican representaciones de los macroiones cargados, se han considerado
modelos discretos incluyendo cargas puntuales y se utilizaron las condiciones de contorno
adecuadas para modelar paredes aislantes. Los datos de las simulaciones computacionales
discutidos en este trabajo para el caso de macroiones en solución donde el potencial
energético incluye tanto las fuerzas electrostáticas y de volumen excluido. Muestran como
con el confinamiento los macroiones forman capas paralelas a las superficies, éstas están
bien estructuradas y representan un conjunto casi bidimensional de macroiones. Esto
mejora con un aumento en la concentración de iones en solución y con el aumento del
confinamiento. Este fenómeno de la estructuración de las part́ıculas en las suspensiones
de macroiones confinados es un efecto combinado de la repulsión electrostática entre
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macroiones y la interacción de volumen excluido entre macroiones y la paredes del
confinamiento. Las fuerzas electrostáticas mejoran la estratificación de los macroiones
mientras que las fuerzas de volumen excluido contribuyen a la formación de las monocapas
bidimensionales y a la estructuración en capas. La información extráıda de estas
simulaciones es particularmente útil en la comprensión de los principales mecanismos
f́ısicos de suspensiones coloidales en confinamiento. Las funciones de distribución radiales
obtenidas para las part́ıculas dentro de un nanocanal evidencian un comportamiento
estructurado en capas 2D, orden que existe de por si en la naturaleza. Para el caso de
diferentes distancias de confinamiento en las funciónes de distribución radial se puede
observar como en los macroiones el comportamiento de las capas pierde su rigidez a medida
que esta distancia aumenta, acercándose a los casos totalmente periódicos.
Los recientes avances en diseño y fabricación de dispositivos de microfluidos en una escala
de longitud sub-micrométrica exige una buena comprensión de la estática y la dinámica
de los polielectrolitos (ADN) en confinamiento, donde la conformación de las cadenas de
ADN y los flaps se empieza a ver restringida por las paredes, mostrando aśı desviaciones
del equilibrio, con una mayor reducción del tamaño del dispositivo, el polielectrolito se
vuelve extremadamente restringido y las propiedades estáticas y dinámicas se someten
a cambios significativos. Los resultados indican que, en condiciones de confinamiento
las interacciones electrostáticas y de volumen excluido entre poĺımeros y la pared del
confinamiento generan que el poĺımero se ubique en el centro del canal. En particular,
las interacciones electrostáticas y la influencia de la carga de los iones tienen un efecto
significativo en el radio de giro del flap, ADN de cadena simple, pero aunque éste tiende a
enrollarse en mayor medida sobre si mismo al aumentar la valencia del catión, vemos que
las restricciones impuestas por el confinamiento generan una estabilización en la rotación
de la cadena principal de ADN y una ubicación del flap de 90 grados tanto en relación con
la cadena principal cono con el eje de confinamiento, esto nos lleva a concluir que los flaps
generan un efecto de estabilización de ADN, que podŕıamos denominar ADN estabilizado
por “alas”, las cuales controlan la rotación y la difusión de éste.
En general vemos como los métodos númericos desempeñan un papel vital tanto en el
área biotecnológica como en la ciencia de materiales, permitiendo llegar a soluciones de
modelos complejos y aśı sortear las barreras principales a las que nos enfrentamos en
simulaciones tanto en la nano como en la mesoescala, especialmente cuando las diferencias
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en la escala de longitud puede ser de cuatro o cinco órdenes de magnitud y en mucha
mayor medida en escala de tiempo donde las diferencia puede ser de once o doce órdenes
de magnitud. Por tanto los modelos “coarse-grain” combinados con métodos estocásticos
y el uso apropiado de métodos númericos, nos llevan a obtener técnicas de simulación que
se ajusten adecuadamente a sistemas donde interactuen macromoléculas con part́ıculas en
la escala atómica.
6.1. Productos
• Art́ıculo 1: “About the salt model in confined-overcrowded charged systems:
discrete vs continuum”. (Second autor). Soft Matter (to be submitted).
• Art́ıculo 2: “Electrostatic Wings: Confined DNA topology manipulation”. (First
Autor). PRL (to be submitted).
6.2. Trabajos futuros
Aunque el método descrito en este trabajo permite realizar simulaciones con grandes
diferencias en la escala temporal y espacial, está limitado por el tamaño de los sistemas que
se pueden representar. Para simular sistemas similares al genoma humano, con condiciones
de concentración de sal fisiológica alrededor de 100mM, se requiere lograr una descripción
en la escala micrométrica con alta resolución. La implementación de nuestro método para
estos sistemas requeriŕıan tiempos de cálculo computacional excesivamente grandes, es
decir, la simulación de microsegundos tardaŕıa alrededor de años.
Es menester entonces formular una combinación de modelos provenientes de descripciones
en el medio continuo con mecánica estad́ıstica. Esto a su vez, conlleva a la búsqueda de
soluciones eficientes para la evolución de part́ıculas discretas que representen tanto las
macromoleculas como un medio continuo que tenga en cuenta el solvente y los iones que
aportan en la enerǵıa electrostática del sistema. Lo anterior se podia lograr unificando
el método GGEM con la ecuación de Nerst-Planck, la cual describe los mecanismos
de difusión y migración electrostática para sistemas dinámicos en el medio continuo.
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Actualmente, este método está siendo desarrollado dentro del grupo de investigación a
cargo del director del presente proyecto.
También es preciso notar que en este trabajo no se tuvieron en cuenta interacciones
hidrodinámicas, al ser de largo alcance se pueden modelar utilizando el método GGEM,
puesto que sobrepasaban los objetivos del proyecto. [39].
Dado que el modelo 3SPN.1 sobrestima la longitud de persitencia del ADN de cadena
simple, para corregir esto se desarrolló el modelo 3SPN.2 [74]. En el momento nos
encontramos desarrollando el código y realizando simulaciones iniciales con el modelo
3SPN.2, con los cual buscamos resultados más precisos del comportamiento del flap dentro
del nano canal.
Figura 6.1. Esquema de un nano-cilindro de ADN.
La Figura 6.1 muestra un acercamiento inicial en la simulación de nanotubos de ADN,
los cuales pueden ser fabricados experimentalmente mediante auto-ensamblaje [76] y
que finalmente podŕıan ser aplicados a nanomáquinas de ADN, como nano-motores,
nano-pinzas, etc. [6, 12].
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Figura 6.2. Modelo Coarse Grain para la espemidina.
También proyectamos que nuestra metodoloǵıa para el estudio de ADN confinado puede
ser de utilidad para encontrar formas de manipular las cadenas para propósitos biomédicos.
Por ejemplo, encontrar un método simple para plegar largas moléculas de ADN en formas
tridimensionales arbitrarias permitiŕıa conocer y desarrollar estrategias de terapia genética.
Para esto seŕıa necesario estudiar el comportamiento de cadenas de ADN al modificar su
estructura mediante ”flaps”, poliamidas (Figura 6.2) y campos externos (electrostáticos
e hidrodinámicos) mediante simulaciones moleculares en la mesoscala, como el método
aqui descrito, y finalmente generar una estrategia computacional de ensamble para dirigir
futuros diseños experimentales.
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