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Abstract
We consider a simple model for active random walk with general temporal correlations, and
investigate the shape of the probability distribution function of the displacement during a short
time interval. We find that under certain conditions the distribution is non-monotonic and we show
analytically and numerically that the existence of the non-monotonicity is governed by the walker’s
tendency to move forward, while the correlations between the timing of its active motion control
the magnitude and shape of the non-monotonicity. In particular, we find that in a homogeneous
system such non-monotonicity can occur only if the persistence is strong enough.
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I. INTRODUCTION
The active and passive motion of biological cells and of their components is a complicated
out of equilibrium process, which occurs due to many factors, most of them still far from
being well understood [1–6]. This motion has been investigated both at the single-body
level [7–13] and at the many-body level [14–30]. The motions of individual cells or bacteria
are modeled in various ways, which include correlations between the motions of a walker at
different times. One of the most common models, motivated by experimental observations
[31], is run and tumble motion [8–10, 25], in which the walker moves in a straight line for
some time, and then abruptly changes its direction. A twitching motion [26] or motion with
a self aligning director [27] is captured by a one-step memory term, i.e. the velocity at each
step depends on the velocity in the previous step but not on longer term memory. Correlated
random walks are also used in other biological processes [32], such as DNA motors [33] and
eye movements [34], as well as in various fields such as polymer chains [35], animal movement
[36], scattering in disordered media [37], artificial microswimmers [38, 39], and motion in
ordered media [40, 41]. The origin of the active motion does not have to be the walker itself.
It may also come from structural changes in the surrounding medium [42–45].
In simple Markovian random walks there are no correlations between the motions of the
walker at different times. The motion of active walkers, on the other hand, can be correlated
in either space or time (or both). Spatial correlations, i.e. the correlations between the
direction of motion at subsequent points in time, are modeled by persistent motion, in
which the walker prefers to continue moving in the same direction as before (or in the
opposite direction in the case of anti-persistence). This preference could be either discrete,
as in the persistent random walk model [46], or continuous, as in the Orenstein-Uhlenbeck
process [47]. Temporal correlations, i.e. correlations between the time intervals between
direction changes, are modeled by non-Poissonian distributed running times, such as in the
continuous time random walk model [48] or in Levy walks [49] and Levy flights [50].
In simple random walks, the probability distribution function (PDF) of the displacements,
or the van-Hove distribution function, is Gaussian [51]. In many models of active matter,
although the PDF might not be Gaussian, it is observed to still be monotonically decreasing
with the magnitude of the displacement [52–57]. However, there are cases in which the PDF
is not monotonic and exhibits peaks, such as an active particle inside a harmonic potential
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well [58, 59], or an aging Levy walk [60]. In the overdamped limit, this is related to peaks
that may appear in the velocity distribution due to biological activity [61]. We are not aware
of any experimental results or other theoretical works which found such non-monotonicity.
In this paper we consider a simple model for active random walk and show that in a
homogeneous system, such non-monotonic behaviour is not affected at all by temporal cor-
relations, and it exists only if spatial correlations are positive and strong enough. Temporal
correlations do affect the magnitude and the shape of the non-monotonicity, however. We
also derive in this paper an explicit expression for the displacement PDF for general temporal
correlations and a simple realization of the spatial correlations.
Our results may be used to understand the microscopic processes underlying the over-
all observed random walk. At long times many of the details of the random motion are
averaged out, but they are present in the short time behaviour. Using our results, and
expanding the simple model we present here, one may look for non-monotonicity; or, if such
non-monotonicity is not observed at short times, this implies a bound on the orientational
correlations. By looking for peaks in the displacement distribution in experiments, one
may obtain information about the directional correlations of the particles. Moreover, the
heights and the separation of the peaks give further insight into the underlying microscopic
processes.
The remainder of the paper is organized as follows. In Section II we introduce our model,
and in Section III we solve for the displacement PDF in it. Section IV contains our proof
that the non-monotonicity may appear only if the persistence is positive, and Section V
summarizes the paper.
II. MODEL
We consider a particle moving in d dimensions and are interested in the probability density
Pr (~r, τ) that during a time interval τ its displacement was ~r. We model the movement of the
particle as a sum of two independent processes, a discrete process representing the active or
biological stochastic motion, and a continuous process representing the contact of the particle
with its thermal environment. Assuming that: 1) the thermal process is isotropic, 2) the
directional correlations in the active motion are always relative to the current direction, and
3) the initial condition is isotropic, then when averaging over multiple particles their motion
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is isotropic, i.e. Pr = Pr (r, τ) depends only on the magnitude r = |~r| of the displacement.
The probability Pr (~r, τ) is given by the following convolution of these two sources of
fluctuation
Pr (~r, τ) =
∫
Pd (~r
′, τ)Pc (~r − ~r′, τ) d~r′, (1)
where Pd (~r, τ) is the probability that the displacement of the particle due to the discrete
process after time τ is ~r, and Pc (~r, τ) is analogously defined for the continuous process. For
simplicity, we assume that the continuous process is Gaussian,
Pc (~r, τ) = Kd exp
(
− r
2
2α2(τ)
)
, (2)
with the normalization factor Kd in d dimensions given by
Kd =
1
2d/2−1αdΓ
(
d
2
)
Ωd
, (3)
where Ωd is the surface area of a d-dimensional hypersphere, and α
2(τ) = 〈r2(τ)〉 is the mean
squared displacement of the particle during a time interval τ , solely due to the continuous
process. Note that the dependence of α2 on the time interval τ could be non-trivial, and not
necessarily diffusive. We describe here our model in terms of general spatial dimensionality
d, but later on we will concentrate on the case d = 3.
For the discrete process, the time intervals between hops, the distance of each hop and
their direction could have any distribution, and can all be correlated in some fashion. In
general, the probability Pd (~r, τ) is given by
Pd (~r, τ) =
∞∑
n=0
Pn (~r, τ) , (4)
where Pn (~r, τ) is the probability density that the particle performed n hops during the time
interval τ and that it moved a total distance ~r due to these n hops. Assuming that the
time intervals between hops is independent of the details of the hops (i.e. their length and
direction), Eq. (4) may be written as
Pd (~r, τ) =
∞∑
n=0
qn (τ) pn (~r) , (5)
where qn (τ) is the probability that the particle performed n hops until time τ , and pn (~r)
is the probability that the particle moved a total distance ~r in these hops given that it
4
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FIG. 1: Schematic illustration of the model showing a sequence of discrete hops. In the last step
the walker reached the position marked in dark gray. In the next step, with probability γf it will
perform another step of the same magnitude and in the same direction (orange), with probability
γb it will retrace its last step (blue) and with probability γ0 it will move a random distance drawn
from the distribution s (`) in a random direction (green).
performed n hops. Obviously, since the dynamics are isotropic Pr and pn depend only on
the magnitude r = |~r| of the displacement, and not on the direction of ~r, but we still
keep the notation ~r to emphasize that these are probability densities with respect to the
d-dimensional vector ~r and not with respect to the scalar r.
We will assume a simple persistent random walk model for the probability pn (~r), as
schematically shown in Fig. 1. At each hop, the particle performs with probability γ0 ≡
1 − γf − γb an uncorrelated hop and moves in a random direction a distance ` which is
drawn from some given distribution s(`). With probability γf the particle moves forward
and repeats its previous hop (same direction and same magnitude), and with probability γb
it moves back, namely it performs the exact opposite of its previous hop (opposite direction
and same magnitude).
In reality, directional correlations are not necessarily sharp as in our model. Namely, if
the particle persists in its direction of motion between two subsequent hops, this need not
imply that the directions of these two hops are exactly equal. We could extend our work
to situations in which there is some general probability distribution function to change the
direction of motion by an arbitrary angle. Similarly, the magnitudes of correlated hops are
not necessarily identical, and we could allow the length of the hop to be random also if the
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particle hops in the same direction. However, in this paper we would like to concentrate
on the simplest possible version of our model in order to obtain analytical results which
remain qualitatively true even in more general cases. In particular, as we will show below,
a non-monotonic behaviour of the PDF indicates positive directional correlations.
III. DERIVATION OF THE DISPLACEMENT DISTRIBUTION
In this section we derive the PDF of the displacements. We start by simplifying the
convolution representation of the total displacement, Eq. (1), for a Gaussian continuous
process and a general discrete process. Next, we consider our simple model for the discrete
process, still with general step size distribution and general temporal correlations. Lastly,
we choose several specific step size distributions and temporal correlations, in order to
demonstrate our results.
A. PDF of the total displacement for general discrete processes
Combining Eqs. (1-3) yields
Pr (~r, τ) =
1
2d/2−1αdΓ
(
d
2
)
Ωd
∫
Pd (~r
′, τ) exp
(
−(~r − ~r
′)2
2α2
)
d~r′. (6)
Assuming that Pd is isotropic, integrating over the angles yields
Pr (~r, τ) =
1
2d/2−1αd−2Γ
(
d
2
) ∫ Pd (~r′, τ) r′d−2
r
exp
(
−(r
2 + r′2)
2α2
)
sinh
(
rr′
α2
)
dr′. (7)
We now define the Fourier transform of Pd (~r, τ),
Pd
(
~k, τ
)
=
∫
d~rei
~k·~rP˜d (~r, τ) . (8)
Inverting the Fourier transform and integrating over the angles yields
Pd (~r, τ) =
Ωd
(2pi)d
∫
dkkd−1 sinc (kr) P˜d
(
~k, τ
)
. (9)
Combining Eqs. (7) and (9) yields
Pr (~r, τ) =
Ωd
23d/2−1pidαd−2rΓ
(
d
2
)×
×
∫
P˜d
(
~k, τ
)
kd−2r′d−3 sin(kr′) exp
(
−(r
2 + r′2)
2α2
)
sinh
(
rr′
α2
)
dr′dk. (10)
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Integrating over r′ yields
Pr (~r, τ) =
Ω(d) exp
(
− r2
2α2
)
2d+1pid (d− 2) ir ×∫ ∞
0
dkPd
(
~k, τ
)
kd−2
{
1F1
[
d
2
− 1, 1
2
,−(α
2k − ir)2
2α2
]
− 1F1
[
d
2
− 1, 1
2
,−(α
2k + ir)
2
2α2
]}
,
(11)
where 1F1 is the confluent hypergeometric function [62]. For d = 3, Eq. (11) reduces to
Pr (~r, τ) =
1
2pi2r
∫ ∞
0
dkPd
(
~k, τ
)
k sin (kr) exp
(
−α
2k2
2
)
. (12)
For d = 1 or d = 2, Eq. (11) is not valid, since its derivation includes integration over
variables that exist only in d ≥ 3. However, it is straightforward to check that for d = 1,
the equivalent result to Eq. (11) is
Pr (r, τ) =
1
pi
∫ ∞
0
e−α
2k2/2 cos (kr) P˜d (k, τ) dk, (13)
and for d = 2 the equivalent result is
Pr (~r, τ) =
1
2piα
exp
(
− r
2
2α2
)∫ ∞
0
dkPd
(
~k, τ
)∫ ∞
0
dxe−x
2/2I0
(xr
α
)
J0 (αkx) . (14)
Therefore, for any stochastic process that can be decomposed into a Gaussian continuous
process and an active discrete process, by knowing the distribution of the discrete process,
Pd (~r, τ), we can perform its Fourier transform and substitute Pd
(
~k, τ
)
in Eq. (11) to obtain
Pr (~r, τ). We will now obtain Pd for our specific simple model for the discrete dynamics, and
for it we will calculate Pr.
B. The Fourier transform of the model specific discrete process
We now consider our specific model for the discrete process, as outlined in Section II.
We do not yet specify the step size distribution s (`) and the temporal correlations encoded
in qn(τ). Separating the spatial and temporal correlations of the discrete process as in Eq.
(5), we now write the probability that the particle moved a distance ~r given it performed n
hops, pn (~r), as an integral over all the possible lengths and directions of the last hop n that
the particle performed and which brought it to ~r,
pn (~r) =
∫
d`drˆpn,`rˆ (~r) , (15)
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where pn,`rˆ (~r) is the probability density (in ~r, ` and rˆ) that the particle is located at ~r after
n hops and that in the last hop it moved a distance ` in direction rˆ. Clearly pn,`rˆ (~r) includes
in it the probability distribution for the direction and magnitude of the previous steps. For
our model it obeys the following recursion relation
pn+1,`rˆ (~r) = γ0
s (`)
Ωd
∫
d`′drˆ′pn,`′rˆ′ (~r − `rˆ) + γfpn,`rˆ (~r − `rˆ) + γbpn,−`rˆ (~r − `rˆ) . (16)
The first term represents the case that hop n + 1 was chosen with a random length with
probability density s (`) and in a random direction in d dimensions with a uniform azimuthal
probability density 1
Ωd
, the second term represents the case that hop n + 1 was identical in
direction and length to hop n, and the third term represents the case that hop n + 1 was
the exact opposite of hop n. The integration variables `′ and rˆ′ in the first term are the
magnitude and direction of hop n.
Given Eqs. (11,12), to proceed with the solution we introduce the Fourier transform of
pn,`rˆ (~r),
p˜n,`rˆ
(
~k
)
=
∫
d~rei
~k·~rpn,`rˆ (~r) ,
pn,`rˆ (~r) =
1
(2pi)d
∫
d~ke−i
~k·~rp˜n,`rˆ
(
~k
)
, (17)
Substituting this in the recursion relation (16) yields
p˜n+1,`rˆ
(
~k
)
=
=
∫
d~rei
~k·~r
[
γ0
s (`)
Ωd
· 1
(2pi)d
∫
d`′drˆ′d~k′e−i
~k′·(~r−`rˆ)p˜n,`′rˆ′
(
~k′
)
+γf
1
(2pi)d
∫
d~k′e−i
~k′·(~r−`rˆ)p˜n,`rˆ
(
~k′
)
+ γb
1
(2pi)d
∫
d~k′e−i
~k′·(~r−`rˆ)p˜n,−`rˆ
(
~k′
)]
= γ0
s (`)
Ωd
∫
d`′drˆ′d~k′ei
~k′·`rˆp˜n,`′rˆ′
(
~k′
)
δ
(
~k − ~k′
)
+ γf
∫
d~k′ei
~k′·`rˆp˜n,`rˆ
(
~k′
)
δ
(
~k − ~k′
)
+ γb
∫
d~k′ei
~k′·`rˆp˜n,−`rˆ
(
~k′
)
δ
(
~k − ~k′
)
= γ0
s (`)
Ωd
∫
d`′drˆ′ei
~k·`rˆp˜n,`′rˆ′
(
~k
)
+ γfe
i~k·`rˆp˜n,`rˆ
(
~k
)
+ γbe
i~k·`rˆp˜n,−`rˆ
(
~k
)
, (18)
where the first equality is substitution of (16) and (17), in the second equality we integrated
over ~r, and in the third equality we integrated over ~k′.
This may be written in operator form as∣∣∣p˜n+1 (~k)〉 = (γ0M0 + γfMf + γbMb) ∣∣∣p˜n (~k)〉 , (19)
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where
∣∣∣p˜n (~k)〉 is an infinite-dimensional vector whose entries are p˜n,`rˆ, and the linear op-
erators M0,Mf and Mb are defined by the following matrix elements
[M0]`rˆ,`′rˆ′ =
s (`)
Ωd
ei
~k·`rˆ,
[Mf ]`rˆ,`′rˆ′ = ei
~k·`rˆδ (`− `′) δ (rˆ − rˆ′) ,
[Mb]`rˆ,`′rˆ′ = ei
~k·`rˆδ (`− `′) δ (rˆ + rˆ′) . (20)
Note that
∣∣∣p˜n (~k)〉 is related to p˜n (~k) by the Fourier transform of Eq. (15), or equivalently
in bra-ket notation
p˜n
(
~k
)
= 〈1| p˜n
(
~k
)〉
. (21)
Thus the evolution of the distribution with the number of hops may be written as∣∣∣p˜n (~k)〉 = (γ0M0 + γfMf + γbMb)n−1 ∣∣∣p˜1 (~k)〉 . (22)
We find the distribution
∣∣∣p˜1 (~k)〉 after the first hop by
p˜1,`rˆ
(
~k
)
=
∫
d~rei
~k·~rp1,`rˆ (~r) =
s(`)
Ωd
∫
d~rei
~k·~rδ (~r − `rˆ) = s(`)
Ωd
ei
~k·`rˆ. (23)
Integrating over all possible lengths ` and directions rˆ of hop n we obtain
p˜1
(
~k
)
=
∫
d`drˆp˜1,`rˆ
(
~k
)
=
∫
d`drˆ
s(`)
Ωd
ei
~k·`rˆ =
∫
d`s(`)sinc(k`) ≡ f(k), (24)
where in the last equality we introduce the function f(k), which is a transform of the single
step size distribution s(`). We note that this function is symmetric, f(k) = f(−k). Using
the relations
M0
∣∣∣p˜1 (m~k)〉 = f(mk) ∣∣∣p˜1 (~k)〉 ,
Mf
∣∣∣p˜1 (m~k)〉 = ∣∣∣p˜1 [(1 +m)~k]〉 ,
Mb
∣∣∣p˜1 (m~k)〉 = ∣∣∣p˜1 [(1−m)~k]〉 ,〈
1|p˜1
(
m~k
)〉
= f(mk), (25)
it is a matter of straightforward algebra to find the value of
p˜n
(
~k
)
=
∫
d`drˆp˜n,`rˆ
(
~k
)
= 〈1| (γ0M0 + γfMf + γbMb)n−1
∣∣∣p˜1 (~k)〉 , (26)
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for any finite n. The evaluation can be simplified by noting that the operators satisfy
M2b = 1,
MfMbMf =Mb,
M0MbM0 =M0,
M0MbMf =M0,
MfMbM0 =M0, (27)
where 1 is the identity operator. For small values of n, Eq. (26) yields
p˜0
(
~k
)
= 1,
p˜1
(
~k
)
= f1,
p˜2
(
~k
)
= γ0f
2
1 + γff2 + γb,
p˜3
(
~k
)
= γ20f
3
1 + 2γ0γff1f2 + γ
2
ff3 + γb (2− γb) f1,
p˜4
(
~k
)
= γ30f
4
1 + 3γ
2
0γff
2
1 f2 + γ0γ
2
f
(
2f1f3 + f
2
2
)
+ γ3ff4+
+ γbγ0 (3 + γf − γb) f 21 + 2γfγbf2 + γb
(
γb + γ
2
f
)
,
p˜5
(
~k
)
= γ40f
5
1 + 4γ
3
0γff
3
1 f2 + 3γ
2
0γ
2
ff1
(
f1f3 + f
2
2
)
+
+ 2γ0γ
3
f (f1f4 + f2f3) + γ
4
ff5 + γb
[
γb + 2 (1− γb)
(
γb + γ
2
f
)]
f1+
+ γbγ
2
0 (4 + 2γf − γb) f 31 + 2γfγbγ0 (3 + γf ) f1f2 + γbγ2f (2 + γb) f3, (28)
where we used for brevity fn ≡ f(nk).
Physically, γ0 is the probability that the particle performs an uncorrelated hop. In real
space, we get
pn (~r) =
1
(2pi)d
∫
d~ke−i
~k·~rp˜n
(
~k
)
=
Ωd
(2pi)d
∫
dkp˜n
(
~k
)
kd−1sinc(kr). (29)
Note that p˜n
(
~k
)
depends only on k and pn (~r) depends only on r, however we write their
arguments as ~k and ~r to emphasize that these are probability densities with respect to the
vectors ~k and ~r. For n = 0, 1 we get
p0 (~r) =
δ(r)
Ωdrd−1
,
p1 (~r) =
s(r)
Ωdrd−1
. (30)
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These results can also be obtained by noting that for n = 0 the particle does not move, and
thus its displacement must be zero, while for n = 1 it performs one move with a step size
distribution s (`).
Since every time the particle performs a backward move it effectively cancels its previous
hop, the probability that the particle moved a distance ~r given that it performed n hops, nb
of which were backwards, is propotional to the probability that it moved a distance ~r given
that it performed n− 2nb hops without backward hops, and thus p˜n
(
~k
)
for a general value
of γb may be written as a linear combination of p˜n
(
~k
)
for γb = 0,
p˜n
(
~k, γb
)
=
bn2 c∑
m=0
Am,n (γb) p˜n−2m
(
~k, 0
)
, (31)
where An,m(γb) are some constants. Trivially, for γb = 0 we have Am,n = δm,0. Therefore,
by linearity, we find that Eq. (5) for a finite value of γb may be written as
Pd (~r, τ, γb) =
∞∑
n=0
q˜n (τ) pn (~r, γb = 0) , (32)
where q˜n are linear combinations of the original qn’s. This means that a system with a finite
γb behaves the same as a system with γb = 0 but with different time correlations. Therefore,
for general temporal correlations it is sufficient to discuss only the case γb = 0. In the limit
γb = 0 we can find an explicit expression for Eq. (26)
p˜n
(
~k
)
= 〈1| [γ0M0 + γfMf ]n−1
∣∣∣p˜1 (~k)〉 =
=
n∑
M=1
γM−10 γ
n−M
f
n∑
m1=1
...
n∑
mM=1
δn,
∑M
i=1mi
M∏
i=1
f (mik) . (33)
In conclusion, the required stages to evaluate the PDF of the displacements, Pr, in our
model for a given distribution of step length s (`) and temporal correlations encoded in qn,
are: 1) calculate the function f(k) using Eq. (24), 2) calculate the Fourier transform of the
discrete distribution given n steps p˜n
(
~k
)
using Eq. (26), 3) evaluate the Fourier transform
of the discrete distribution Pd
(
~k
)
using the Fourier transform of Eq. (5), and 4) calculate
the convolution of the discrete and continuous processes using Eq. (11).
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C. Specific distributions
In this section we show how Pr behaves for several specific choices of the step size distri-
bution and of the temporal and orientational correlations. We consider three types of step
size distributions, s(`), and three types of temporal correlations, encoded in qn, and examine
all nine combinations. The three different distributions that we consider for the step size
are: 1) a Dirac delta distribution
sD (`) = δ (`− a) , (34)
2) a modified Gaussian distribution
sG (`) =
(
`
a
)2ν
e−ν`
2/a2 2ν
ν+1/2
aΓ
(
ν + 1
2
) , (35)
which in the limit ν →∞ converges to the Dirac distribution, and 3) a Cauchy distribution
sC (`) =
4a`2
pi (`2 + a2)2
. (36)
For all three distributions the most likely step size is a. The mean step size for the three
distributions is
〈`〉D =
∫ ∞
0
`sD (`) d` = a,
〈`〉G =
∫ ∞
0
`sG (`) d` = a
√
νΓ (ν)
Γ
(
ν + 1
2
) ,
〈`〉C =
∫ ∞
0
`sC (`) d` =∞, (37)
and the variance of the step size for the three distributions is
σ2D =
〈
`2
〉
D
− 〈`〉2D = 0,
σ2G =
〈
`2
〉
G
− 〈`〉2G = a2
(
1 +
1
2ν
− νΓ
2 (ν)
Γ2
(
ν + 1
2
)) ,
σ2C =
〈
`2
〉
C
− 〈`〉2C =∞. (38)
We note that for large ν the asymptotic expansions of the prefactors for the mean and
variance of the modified Gaussian distribution are given by
√
νΓ (ν)
Γ
(
ν + 1
2
) = 1 + 1
8ν
+O
(
ν−2
)
,
1 +
1
2ν
− νΓ
2 (ν)
Γ2
(
ν + 1
2
) = 1
4ν
+O
(
ν−2
)
. (39)
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FIG. 2: The step size distribution s(`) for the modified Gaussian Eq. (35) and the Cauchy Eq.
(36) distributions, all with most likely step size a = 1.
The Dirac distribution is a natural simplistic choice. The modified Gaussian distribution
is numerically almost indistinguishable from a shifted Gaussian with the same mean and
variance, with the advantage that many of the calculations are analytically tractable. It is
a representative of general distributions with a single peak and finite variance. From Eqs.
(37-39) we see that for ν  1 the mean over standard deviation of the Gaussian distribution
is
〈`〉G
σG
= 2
√
ν. The modified Gaussian is a good approximation for every such distribution
for which this ratio is large enough. The Cauchy distribution is a simple representative of
heavy tail distributions, which are rather common in biological processes [9, 10, 12, 53, 63–
67]. The modified Gaussian distribution for ν = 4, 10, 40 and a = 1, and the Cauchy
distribution with a = 1 are shown in Fig. 2. The function f(k) defined in Eq. (24) for these
three distributions is
fD(k) = sinc (ak) ,
fG(k) = 1F1
(
ν +
1
2
,
3
2
,−a
2k2
4ν
)
,
fC(k) = e
−ak. (40)
In the modified Gaussian distribution, we find that for integer values of ν
fG(k) =
(−1)ν−1 (ν − 1)!√νe−a2k2/4νH2ν−1
(
ak
2
√
ν
)
ak (2ν − 1)! , (41)
where H are the Hermite polynomials [68].
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For the Cauchy distribution we find that when γb = 0 then
p˜Cn (k) = e
−nak, (42)
for any value of γf , and thus p
C
n (r) is
pCn (r) =
(d− 2)!
r
[
r2 + (na)2
](d+1)/2×{[
(na)2 − r2] sin [(d+ 1) cot−1 (na
r
)]
− 2nar · cos
[
(d+ 1) cot−1
(na
r
)]}
. (43)
By including the continuous process, we find that in three dimensional systems [see Eqs. (5)
and (12)],
pˆCn (r) =
1
2pi2r
∫ ∞
0
dke−nakk sin(kr)e−
α2k2
2 =
=
e−
r2−n2a2
2α2
4
√
2ipi3/2α3r
{
(−na+ ir) e−inarα2
[
1 + Erf
(−na+ ir√
2α
)]
−
− (−na− ir) e inarα2
[
1 + Erf
(−na− ir√
2α
)]}
, (44)
with Erf(z) being the error function [69] defined by
Erf(z) =
2√
pi
∫ z
0
e−t
2
dt. (45)
The three types of temporal correlations that we consider are modeled by three possible
distributions qn: 1) Poissonian
qPoisn (τ) =
τne−τ
n!
, (46)
2) binomial
qbinn (τ) =
 τ
n
 pn (1− p)τ−n , (47)
with p = 0.6, and 3) geometric
qgeon (τ) = τ
−1 (1− τ−1)n . (48)
In the Poissonian distribution there are no temporal correlations between the hops. The
main qualitative difference between the binomial and the geometric distribution is that for
the geometric distribution ∂q
geo
n
∂n
< 0 always, i.e. more steps are always less likely, while in
14
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FIG. 3: The PDF of the walker’s displacement P (r) as a function of r for different distributions in
three dimensional systems with a Poissonian distribution of qn. We set γb = 0, a = 1 and α = 0.1
throughout.
the binomial distribution the most likely number of steps is finite. Physically, the geometric
distribution corresponds to the case where the waiting time between hops grows with time,
while the binomial distribution corresponds to the case where only a finite maximal number
of steps is allowed at any time interval. In all cases we chose the parameters so that on
average the walker performs three discrete steps during the time interval τ , i.e.
〈n〉 =
∞∑
n=0
nqn = 3. (49)
D. Numerical Results
We evaluated all the expressions above in order to get P (r). We start by comparing the
different step size distributions without temporal correlations. The corresponding results
are shown in Fig. 3. As expected, the Cauchy distribution shows no peaks in Pr(r). For
the Gaussian and the Dirac distributions, we find that the peaks, when they are seen, are
located at integer multiples of a and are more pronounced as the step size distribution is
more narrow.
We now consider the effect of different temporal correlations and of varying the persistence
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γf , see Fig. 4. We find that the peaks are more pronounced as the probability to move
forward γf is larger. For the Poissonian waiting time distribution we find that the height of
the peaks decreases exponentially with the displacement, while for the other distributions it
does not even necessarily decrease, as shown in the example plotted in Fig. 5.
In conclusion, if peaks are found in a PDF, one should look at several factors. The
distance between peaks is the mean size of the discrete step. The height of the peaks
correlate with higher values of γf . The width of the peak at r = 0 is mostly due to the
continuous process. The width of the peaks is determined by a combination of the continuous
process and the variance of the discrete step size distribution. Except for the Dirac delta step
size distribution, the width of the peaks increases for larger displacements, and thus only a
finite number of peaks is visible. The relative height of the peaks gives information about
the temporal correlations. If the heights decrease exponentially with the displacement, then
there are no temporal correlations. A faster-than-exponential decrease in the relative height,
as in the geometric distribution, is related to negative temporal correlations, i.e. tendency
to have fewer moves. Extreme cases, such as that shown in Fig. 5 are related to a higher
probability of having many moves.
IV. NO PEAKS WITHOUT ORIENTATIONAL CORRELATIONS
Here we will show that Pr (r, τ) has at most one peak if there are no positive orientational
correlations, i.e. γf = 0. If γf = 0, then by Eqs. (26) and (28) we find that p˜n(k) may be
written as
p˜n(k) =
n∑
m=0
cmp˜
0
m(k), (50)
where p˜0m(k) is the value of p˜m(k) at γb = 0, and cm are non-negative coefficients whose
exact value is immaterial for the arguments presented in this section.
The continuous Gaussian process, Eq. (2), can only smear the peaks, if they exist, and
thus we may consider only the case α = 0. Hence, in order to show that Pr(r) has at most
one peak, it is enough to show that p1(r) has one peak and that pn≥2(r) are non-increasing
functions of r. Furthermore, from the same reasoning, it is enough to consider the step size
distribution s(`) = δ (`− a), since for any other step size distribution peaks, if they exist,
will be more smeared.
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FIG. 4: The PDF of the walker’s displacement P (r) as a function of r for different distributions
in three dimensional systems. The first three rows correspond to a modified Gaussian distributed
step size, Eq. (35), with different values of ν and γf as noted in each panel, the fourth row shows
the results for the Dirac delta step size distribution, Eq. (34), with different values of γf , and
the last panel shows the results for the Cauchy distribution, Eq. (36), for which the value of γf
is immaterial. Each line corresponds to a different temporal distribution according to the legend.
The dot-dashed black line, which appears only in the top row, is the displacement distribution of
the continuous process alone, Eq. (2). We set γb = 0, a = 1 and α = 0.1 throughout.
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FIG. 5: The distribution Pr(r) as a function of r for the binomial distribution at τ = 4 with p = 0.95
and a Dirac delta step size distribution. The other parameters are a = 1, α = 0.1, γb = 0, γf = 0.8.
First, let us consider p1(r), which using Eq. (30) and the Dirac distribution, is given by
p1(r) =
δ (`− a)
Ωdrd−1
. (51)
It obviously has a single peak at r = a, and is zero elsewhere.
For n ≥ 2, we start from Eq. (16), and note that in the case γf = 0 there is no memory,
such that
pn+1(r) =
∫
d`drˆpn+1,`rˆ (~r) =
∫
d`drˆ
δ(`− a)
Ωd
∫
d`′drˆ′pn,`′rˆ′ (|~r − `rˆ|) =
=
∫
d`drˆ
δ(`− a)
Ωd
pn
(√
r2 + `2 − 2`~r · rˆ
)
. (52)
Performing the integral over `, and writing the integral over rˆ as an integral over the d− 1
angles yields
pn+1(r) =
1
Ωd
∫
d~φd−2 sin θdθpn
(√
r2 + a2 − 2ar cos θ
)
, (53)
where d~φd−2 contains all the other d − 2 angles except for θ. Performing the integral over
~φd−2 and changing the integration variable from θ to r′ =
√
r2 + a2 − 2ar cos θ yields
pn+1(r) =
1
2a
∫ r+a
|r−a|
r′
r
pn (r
′) dr′. (54)
We now use Eq. (54) twice, such that
pn+2(r) =
1
4a2
∫ r+a
|r−a|
r′
r
dr′
∫ r′+a
|r′−a|
r′′
r′
pn (r
′′) dr′′. (55)
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We now prove by induction on n that pn(r) is a non-increasing function of r. For n = 2 and
n = 3 we can explicitly calculate pn(r)
p2(r) =
1
2Ωdad−1r
Θ (2a− r) ,
p3(r) =
1
2Ωda3
[
Θ (a− r) + Θ (r − a) Θ (3a− r) 3a− r
2r
]
, (56)
which are non-increasing functions of r. For n ≥ 4 we consider three different cases: r > 2a,
2a > r > a, and a > r.
A. r > 2a
If r > 2a, we first note that |r − a| > 0, and thus in the whole integration range over r′
in Eq. (55) r′ > r − a > a. Therefore, |r′ − a| > 0 as well. Hence, Eq. (55) may be written
as
pn+2(r) =
1
4a2
∫ r+a
r−a
dr′
∫ r′+a
r′−a
dr′′
r′′
r
pn (r
′′) dr′′. (57)
Changing the order of integration yields
pn+2(r) =
1
4a2
[∫ r
r−2a
dr′′
∫ r′′+a
r−a
dr′ +
∫ r+2a
r
dr′′
∫ r+a
r′′−a
dr′
]
r′′
r
pn (r
′′) dr′′. (58)
Performing the integrals over r′ yields
pn+2(r) =
1
4a2
[∫ r
r−2a
dr′′ (r′′ − r + 2a) +
∫ r+2a
r
dr′′ (r − r′′ + 2a)
]
r′′
r
pn (r
′′) dr′′. (59)
The derivative with respect to r is
∂pn+2(r)
∂r
= − 1
4a2r2
[∫ r
r−2a
dr′′ (r′′ + 2a) +
∫ r+2a
r
dr′′ (−r′′ + 2a)
]
r′′pn (r′′) dr′′. (60)
In the second integral we change the integration variable to r′′ − 2a such that
∂pn+2(r)
∂r
= − 1
4a2r2
∫ r
r−2a
dr′′ (r′′ + 2a) r′′ [pn(r′′)− pn(r′′ + 2a)] . (61)
Since pn(r) is a non-increasing function of r by the induction assumption, the integrand is
non-negative, and thus the derivative of pn+2(r) is non-positive as required.
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B. 2a > r > a
In this case, we find that Eq. (55) reads
pn+2(r) =
1
4a2
[∫ r+a
a
dr′
∫ r′+a
r′−a
dr′′ +
∫ a
r−a
dr′
∫ r′+a
a−r
dr′′
]
r′′
r
pn (r
′′) . (62)
Changing the order of integration yields
pn+2(r) =
1
4a2
[∫ 2a−r
0
dr′′
∫ r′′+a
a−r′′
dr′ +
∫ r
2a−r
dr′′
∫ r′′+a
r−a
dr′ +
∫ r+2a
r
dr′′
∫ r+a
r′′−a
dr′
]
r′′
r
pn (r
′′) . (63)
Performing the integrals over r′ yields
pn+2(r) =
1
4a2
[∫ 2a−r
0
dr′′2r′′ +
∫ r
2a−r
dr′′ (r′′ − r + 2a) +
∫ r+2a
r
dr′′ (r − r′′ + 2a)
]
r′′
r
pn (r
′′) . (64)
The derivative with respect to r is
∂pn+2(r)
∂r
=
− 1
4a2r2
[∫ 2a−r
0
dr′′2r′′ +
∫ r
2a−r
dr′′ (r′′ + 2a) +
∫ r+2a
r
dr′′ (−r′′ + 2a)
]
r′′pn (r′′) . (65)
In the third integral we change the integration variable to r′′ − 2a such that
∂pn+2(r)
∂r
=
− 1
4a2r2
{
2
∫ 2a−r
0
dr′′r′′2pn(r′′) +
∫ r
2a−r
dr′′ (r′′ + 2a) r′′ [pn (r′′)− pn (r′′ + 2a)]
}
. (66)
As before, the integrand is positive, and thus pn+2(r) is a non-increasing function of r.
C. r < a
In this last case we find that Eq. (55) reads
pn+2(r) =
1
4a2
[∫ r+a
a
dr′
∫ r′+a
r′−a
dr′′ +
∫ a
a−r
dr′
∫ r′+a
a−r′
dr′′
]
r′′
r
pn (r
′′) . (67)
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Changing the order of integration yields
pn+2(r) =
1
4a2
[∫ r
0
dr′′
∫ a+r′′
a−r′′
dr′ +
∫ 2a−r
r
dr′′
∫ r+a
a−r
dr′ +
∫ r+2a
2a−r
dr′′
∫ r+a
r′′−a
dr′
]
r′′
r
pn (r
′′) .
(68)
Integrating over r′ yields
pn+2(r) =
1
4a2
[
2
∫ r
0
dr′′r′′ + 2r
∫ 2a−r
r
dr′′ +
∫ r+2a
2a−r
dr′′ (r − r′′ + 2a)
]
r′′
r
pn (r
′′) . (69)
The derivative is
∂pn+2(r)
∂r
= − 1
4a2r2
[
2
∫ r
0
dr′′r′′ +
∫ r+2a
2a−r
dr′′ (−r′′ + 2a)
]
r′′pn (r′′) =
= − 1
4a2r2
[
2
∫ r
0
dr′′r′′ +
∫ r+2a
2a
dr′′ (−r′′ + 2a) +
∫ 2a
2a−r
dr′′ (−r′′ + 2a)
]
r′′pn (r′′) . (70)
In the third integral we change the integration variable to r′′−2a, and in the fourth integral
we change it to 2a− r′′ such that
∂pn+2(r)
∂r
=
= − 1
4a2r2
∫ r
0
dr′′
[
2r′′2pn(r)− r′′ (r′′ + 2a) pn (r′′ + 2a) + r′′ (2a− r′′) pn (2a− r′′)
]
=
= − 1
4a2r2
∫ r
0
dr′′
{
r′′2 [pn(r)− pn (r′′ + 2a) + pn(r)− pn (2a− r′′)] +
+2ar′′ [pn (2a− r′′)− pn (2a+ r′′)]} . (71)
Since r′′ < r < a we find that 2a− r′′ > r and thus the integrand is positive, and as before
the derivative is non-positive.
In conclusion, we proved that if γf = 0, i.e. there are no positive directional correlations,
there can be at most one peak in the displacement distribution. Therefore, if there is
more than one peak in the displacement distribution, this implies the existence of positive
directional correlations.
V. SUMMARY
In this paper we analyzed the motion of a single random walker with a specific type of
persistence and external Gaussian noise. At each step it either moves in the exact same
fashion (distance and direction) as in its previous move, makes the exact opposite move,
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or moves in a random direction. The timing of the different steps could be correlated. We
derived an exact expression for the PDF of the walker’s location for general time-correlations
and general step-length distribution.
We explicitly evaluated the PDF for three types of step-length distributions and three
types of time-correlations. We found that under certain conditions the PDF exhibits peaks
at specific displacements, and that these peaks are more pronounced for narrower step-
length distributions and higher persistence, i.e. propensity to continue in the same direction
as before. The heights of these peaks decrease exponentially with the displacement if there
are no correlations between the timing of the steps, but if correlations exist the height of
the peaks could even increase with the displacement.
Furthermore, we showed analytically that a necessary condition for the appearance of
these peaks is a positive persistence, regardless of the time-correlations. Although our
model is rather simplistic, we believe that this conclusion can be generalized. Namely, if the
PDF exhibits peaks at various values of the displacement then the particle is persistent, i.e.
it has a positive velocity autocorrelation.
One way to expand this work would be to consider a more realistic type of persistence,
such as an Orenstein-Uhlenbeck process or Levy walks. Investigating more thoroughly the
effect of the temporal correlations on the relative height of the peaks would also be an
interesting avenue of research.
Our results may be used to understand the microscopic processes underlying the over-
all observed random walk. At long times many of the details of the random motion are
averaged out, but they are present in the short time behaviour. Using our results, and
expanding the simple model we present here, one may look for non-monotonicity; or, if such
non-monotonicity is not observed at short times, this implies a bound on the orientational
correlations. By looking for peaks in the displacement distribution in experiments, one may
obtain data about the directional correlations of the particles. Moreover, the heights and
the separation of the peaks give further insight into the underlying microscopic processes.
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