By a transformation of metric using the first eigenfunction, we obtain lower bounds for all eigenvalues of Schrödinger operator with the Neumann boundary condition. Global estimates for first eigenfunction are needed and this is achieved by the Moser iteration technique.
Introduction.

Let (M m , ds
2 ) be an m-dimensional compact Riemannian manifold with metric ds 2 and ∂M = ∅ be the boundary of M. Let ∆ be the Laplacian operator associated to ds 2 on M then we define on M a Schrödinger operator by
where q(x) ∈ C 2 (M ). In this paper, we consider the following Neumann eigenvalue problem:
It is well known that the sets of eigenvalues {η k } can be arranged in a nondecreasing order of magnitude as follows:
When q ≡ 0 in (1), the lower estimate of η 1 corresponds to the important Poincaré inequality. Analogously, for nontrivial q, it is interesting to find a lower bound for the gap of η 2 − η 1 , or η k − η 1 in terms of the geometrical quantities of M and the potential function q. Since the boundary ∂M, in general, is not a zero level set of the first eigenfunction, one needs some convexity assumptions on ∂M in order to obtain a positive lower estimate for the first Neumann eigenvalue (cf. Cheeger's example in [C] ). These eigenvalue problems have been studied by a long list of authors. We will simply refer the reader to Buser [B] , Cheeger [C] [Cn1] , [W] for the choice of R). Then the gap Γ k of k-th Neumann eigenvalues η k and
for all k = 2, 3, . . . and some constant α 1 depending on m, K, H, R, d and ω(q) .
Remark. Note that only the C 0 norm, instead of the C 2 norm, of the potential function q is needed to obtain the estimates. It is different from that when one employs gradient estimates and maximum principle type argument (cf. [Cn2] ).
Preliminaries.
Let (M m , g) ), centered at q ∈ M with radius
It is proved independently in [Cn1] and [M] , (also see [W] 
α and R are positive constants less than 1, d = diameter of M, [W] proves that the following Neumann type of Sobolev inequality
This proves the corollary.
Applying the above Sobolev inequality (3) and the estimate on the first Neumann eigenvalue of Laplacian in the Moser iteration scheme, we get a global Harnack inequality for the first Neumann eigenfunction of Schrödinger operator.
Theorem 4. Let M be as in Theorem 1. Assume that u(x) is a first Neumann eigenfunction on M satisfying
where
, and it can be explicitly computed.
Proof. By modifying arguments in [L4] , it suffices to prove the following two lemmas.
Lemma 1. Let M, u be as in the theorem. For any k > 0, there exists a positive constant
Integrating by parts and using the boundary condition, the right hand side yields
The Sobolev inequality (3) implies that
which is equivalent to
Let us choose a sequence of a i such that
Applying (6) to a = a i and iterating the inequality, we conclude that
On the other hand, we have
Therefore, letting i → ∞, we conclude that
The product can be estimated by using the fact that
and the fact that
We have proved that
for a ≥ 1, or equivalently, for k ≥ 2. For those values k < 2, we begin with the case k = 2. In that case, the inequality takes the form
Iterating the inequality yields
Letting i → ∞, the term
Hence, (8) implies that
This proves our lemma. 
Proof. The function u −1 satisfies that
By applying Lemma 1 to u −1 , we have
Clearly, the lemma follows if we can estimate the product
from above for some value of k > 0. To achieve this, let us consider the function v = β + log u
Integrating and using the boundary condition of u, we deduce that
. (12) However, the estimate of the first Neumann eigenvalue and the choice of β implies that
Hence, we have
Applying the Schwarz inequality, we also have
. (14) Multiplying |v| 2a−2 to (11) for a ≥ 2, and integrating by parts yields
Using (12) and the inequality
becomes
By setting a = 2 and combining with (13), we have
Hence combining with (16), we have
Using Schwarz inequality, we also deduce that
Combining this with (16), we conclude that
Using the inequality
Hence, applying Sobolev inequality (3),
we conclude that
Consider the sequence
Applying the inequality to a i , we have
Iterating this by running i = 0, · · · , l gives
Using the equality
, and the fact that
For each integer j ≥ 4, let l be such that 4µ l < j < 4µ l+1 . Using the Hölder inequality and the estimate (19), we get
Combining this with (13), (14), (17) and (18), we have
However, using Stirling's inequality j j < j! e j , we conclude that
Therefore, by choosing k < α 8 (α
, the infinite series converges and we obtain the estimate 
This implies that
Proof of Theorem 1.
In this section, we shall utilize Harnack inequality to prove our Theorem 1. Let u k , be the k-th eigenfunction with eigenvalues η k , for the Equation (1).
and h = log u 1 , we get that
We consider a new metric ds Proof. Using M u 2 1 dv = 1 and the Harnack inequality, we can get 1
However the semi-group property (28) of G implies that −G (x, x, t) (G(x, x, t) )
