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Abstract
The Sturm-Liouville problems introduced by Jacques Charles Francois Sturm and
Joseph Liouville in the 19th century are very important in applied mathematics. Sin-
gular Sturm-Liouville problems and two physical problems are discussed. The two
physical problems are solved using two methods: Exact and asymptotic solutions.
Also, the Sturm-Liouville problem’s are classified using the Weyl-Kodaira Theorem.
A general transformation of a third order differential equation is introduced. Oscil-
lation and non-oscillation theorems on an infinite interval for a third order differential
equation are stated. New versions of these theorems are introduced for the special
cases and examples are given to illustrate them. Finally, a canonical third order
differential equation is discussed.
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Chapter 1
Introduction
The purpose of this thesis is to transform second and third order differential equations
from a finite singularity into an infinite singularity.
In chapter 2, a second order differential equation, to which a general transformation
is applied, is introduced. Three special cases with a finite singularity are considered
and transformed into an infinite singularity by the variable change method.
In chapter 3, three asymptotic theorems on an infinite interval are introduced.
In chapter 4, two physical problems are considered: Vibrations of a Circular Mem-
brane and Torsional Waves of an Elastic Rod. In the first section, the physical
problems are solved by finding their exact solutions. The Weyl-Kodaira theorem is
applied to classify the exact solutions by showing square integrability with respect
to the weight function. In the second section, the two physical problems are trans-
formed from a finite singularity to an infinite singularity before the three asymptotic
theorems in chapter 3 can be used to find their asymptotic solutions.
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In chapter 5, a third order differential equation is introduced to which a general
transformation is applied. Two of the special cases in chapter 2 with finite singularity
are considered and transformed into an infinite singularity by the variable change
method. Oscillation and non-oscillation theorems for third order differential equations
with a singularity at infinity are stated. By application of the transformation theory,
new versions of these theorems are obtained for a singularity at zero and examples
are given to illustrate them.
In chapter 6, a general form of third order differential equation is considered. A
general change of independent and dependent variable is made. It is proved the
equation is transformed into an equation of the same type and explicit formulas are
given to the transformed coefficients.
2
Chapter 2
2nd Order Differential Equations
In this chapter we consider the second order differential equation,
d2y(x)
dx2
+ p1(x)
dy
dx
+ p2(x)y(x) = 0, x ∈ X (2.0.1)
where X is an interval.
First we change the variables of (2.0.1) by introducing a general transformation.
Second the middle term of the transformed equation is removed. Finally, three spe-
cial cases with a finite singularity, say at 0, are considered and transformed into a
singularity at infinity by the variable change method. One of the purposes of the
transformation theory is to apply known results for a singularity at infinity to derive
new results to a singularity at zero.
In order to change the variables of (2.0.1), we need to introduce the general transfor-
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mation,
y(x) = µ(x)z(t), t = f(x) (2.0.2)
with f : X → T, monotone and µ(x) > 0. Note that µ(x) and f ′(x) are never zero on
X.
Denote γ(x) ≡ f ′(x) = dt
dx
.
Differentiating (2.0.2) with respect to x we get
y′(x) = µ′(x)z(t) + γ(x)µ(x)z˙(t), (2.0.3)
where ′ = d
dx
and ˙ = d
dt
.
Differentiating (2.0.3) with respect to x and simplifying we get
y′′(x) = µ′′(x)z(t) + 2γ(x)µ′(x)z˙(t) + γ′(x)µ(x)z˙(t) + γ2(x)µ(x)z¨(t). (2.0.4)
Substituting (2.0.3) and (2.0.4) into the second order differential equation (2.0.1) and
simplifying we obtain
z¨(t) +
(
2γ(x)µ′(x) + γ′(x)µ(x) + p1(x)γ(x)µ(x)
γ2(x)µ(x)
)
z˙(t)+(
µ′′(x) + p1(x)µ′(x) + p2(x)µ(x)
γ2(x)µ(x)
)
z(t) = 0.
(2.0.5)
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To remove the middle term of the above equation (2.0.5), let f(x) = x and hence
γ(x) = f ′(x) = 1. Substituting f(x) into (2.0.5) and simplifying we obtain
z¨(t) +
(
2µ′(x) + p1(x)µ(x)
µ(x)
)
z˙(t) +
(
µ′′(x) + p1(x)µ′(x) + p2(x)µ(x)
µ(x)
)
z(t) = 0.
(2.0.6)
Since we want to remove the middle term of (2.0.6) then we choose µ(x) to set the
coefficient of the middle term of the above equation to be equal to zero, i.e,
µ′(x) +
p1(x)
2
µ(x) = 0 where µ(x) = µ(0) exp
(
−
∫
p1(x)
2
dx
)
The middle term can be removed assume in (2.0.1) that p1(x) = 0 and p2(x) = p(x)
such that equation (2.0.1) becomes
y′′(x) + p(x)y(x) = 0, (2.0.7)
If 2γ(x)µ′(x) +γ′(x)µ(x) = 0, and p1(x) = 0 then there will be no middle term in the
transformation of equation (2.0.7) which is
z¨(t) +
(
µ′′(x) + p(x)µ(x)
γ2(x)µ(x)
)
z(t) = 0.
We now consider three special cases for equation (2.0.7) which will applied later.
CASE 1: t = f(x) = 1
x
, µ(x) = x where x ∈ (0, a].
Using the general transformation (2.0.2) we have y(x) = xz(t), and by (2.0.4) we
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obtain y′′(x) = 1
x3
z¨(t). Substituting y(x) = xz(t) and y′′(x) = 1
x3
z¨(t) into (2.0.7) and
simplifying we get
z¨(t) +
p(1
t
)
t4
z(t) = 0, t ∈ [1/a,∞). (2.0.8)
CASE 2: t = −ln(x) µ(x) = x1/2 where x ∈ (0, a].
Hence by the general transformation (2.0.2) we get y(x) = x1/2z(t) and by (2.0.4)
we obtain y′′(x) = x−3/2
(
z¨(t)− 1
4
z(t)
)
. Substituting y(x) and y′′(x) into (2.0.7) and
simplifying we get
z¨(t) +
(
p(e−t)
e2t
− 1
4
)
z(t) = 0, t ∈ [−ln(a),∞). (2.0.9)
CASE 3: t = ln(x) µ(x) = x1/2 where x ∈ [a,∞].
The general transformation (2.0.2) gives us y(x) = x1/2z(t) and by (2.0.4) we have
y′′(x) = x−3/2
(
z¨(t)− 1
4
z(t)
)
. By substitution of y(x) and y′′(x) into (2.0.7) and some
simplification we obtain the same equation as above (2.0.9) but t ∈ [ln(a),∞).
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Chapter 3
Asymptotic Theorems
In this chapter we state three asymptotic theorems on [a,∞). These theorems can
be used in Chapter 4 to find the asymptotic solutions of the two physical problems.
Asymptotic Theorems on [a,∞) for w¨(t) +Q(t)w(t) = 0
The first theorem is from Coddington and Levinson [3], page 92.
Theorem 3.0.1. Let A be a constant matrix with characteristic roots µj, j = 1, . . . , n,
all of which are distinct. Let the matrix V be differentiable and satisfy
∫ ∞
0
|V ′(t)| dt <∞,
and let V (t)→ 0 as t→∞. Let the matrix R be integrable and let
∫ ∞
0
|R(t)| dt <∞.
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Let the roots of det(A+ V (t)− λI) = 0 be denoted by λj(t), j = 1, . . . , n. Clearly, by
reordering the µj if necessary, limt→∞ λj(t) = µj. For a given k, let
Dkj(t) = Re(λk(t)− λj(t))
Suppose all j, 1 ≤ j ≤ n, fall into one of two classes I1 and I2, where j ∈ I1 if∫ t
0
Dkj(τ) dτ →∞ as t→∞ and
∫ t2
t1
Dkj(τ) dτ > −K (0 ≤ t1 ≤ t2)
j ∈ I2 if
∫ t2
t1
Dkj(τ)dτ < K (0 ≤ t1 ≤ t2) where k is fixed and where K is a constant.
Let pk be a characteristic vector of A associated with µk, so that
Apk = µkpk.
Then there is a solution φk(t) of x
′ = (A+ V (t) +R(t))x and a t0, 0 ≤ t0 <∞, such
that
lim
t→∞
φk(t)exp
[
−
∫ t
t0
λk(τ) dτ
]
= pk.
Theorem 3.0.2. (Ghizzetti’s Theorem) [4],page 92. Let
z′′(t) + a(t)z′(t) + b(t)z(t) = 0, c < t <∞. (3.0.1)
Suppose
∫∞
c
|a(t)| dt < ∞ and ∫∞
c
t|b(t)| dt < ∞. Then there are two independent
solutions z0and z1 of (3.0.1) such that
• z0(t)→ 1, tz′0(t)→ 0 as t→∞ and
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• z1(t)
t
→ 1, z′1(t)→ 1 as t→∞
For the following theorem we consider the second-order equation,
(p(t)w′(t))′ ± q(t)w(t) = 0, with q(t) > 0 on [a,∞). (3.0.2)
Theorem 3.0.3. [5] Suppose that
(
q
p
)1/2
does not belong to L(a,∞) and that each
of [( q
p
)−1/2 p
′
p
]′, [( q
p
)−1/2 q
′
q
]′, [( q
p
)−1/2(p
′
p
)2] and [( q
p
)−1/2( q
′
q
)2] ∈ L(a,∞).
Then there is a fundamental matrix W for W ′ = AW such that as t→∞, Qˆ(t)W (t)E(t)→
L where
A =
 0 1/p
∓q 0
 , Qˆ =
 q1/4 0
0 q−1/4
 ,
L =
 1 1
µ1 µ2
 , E(t) =
 exp[−µ1
∫ t
a
( q
p
)1/2] 0
0 exp[−µ2
∫ t
a
( q
p
)1/2]

and µ1, µ2 are the eigenvalues of w
′′(t)± qw(t) = 0.
Remark: The following corollary simplifies the hypothesis of Theorem 3 for the
special case p ≡ 1.
Corollary: [5]
If p ≡ 1 and [q−3/2q′′] ∈ L(a,∞), then the hypothesis of Theorem 3 is satisfied.
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Chapter 4
Physical Problems
In this chapter, we start by defining singular Sturm-Liouville problems and then
consider two physical problems: Vibrations of a circular membrane, and torsional
waves of an elastic rod. In section 4.2, we solve the two physical problems by finding
their exact solutions. Second, we use the Weyl Kodaira Theorem to classify their
solutions by testing square integrability with respect to the weight function. In section
4.3, we find the asymptotic solutions of these problems by first transforming their
equations from a finite singularity to an infinite singularity. Second, we find the
asymptotic solutions by applying the asymptotic theorems in Chapter 5.
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4.1 Singular Sturm-Liouville Problems
A Sturm-Liouville problem
− d
dx
(
p(x)
du
dx
)
+ q(x)u = λw(x)u (4.1.1)
is singular if at least one of the following occurs on the interval (a, b),
1. either a or b (or both) are infinite.
2. p(a) = 0 or p(b) = 0 (or both).
3.
∫ b
a
(
1
p
+ |q|+ w
)
dx = +∞.
We assume that p(x), p′(x), q(x), and w(x) are continuous on the open interval a <
x < b with p(x) > 0 and w(x) > 0.
Example 4.1.1. Is the following problem singular?
−y′′ = λy, 0 < x <∞, y(0) = 0 (4.1.2)
The problem (4.1.2) is singular because of its interval (0,∞).
Example 4.1.2. Is the following problem singular?
y′′ +
(
1 + λx
x
)
y = 0, 0 < x < 2, y(0) = 0, y(2) = 0 (4.1.3)
11
Note that p(x) = 1, ω(x) = 1 and q(x) = 1
x
, where q(x) is not continuous at x = 0
and also q(x) is undefined at x = 0. Thus problem (4.1.3) is singular because q(x)
violates the third condition.
Theorem 4.1.1. (Weyl-Kodaira) [7] For either endpoint and for any nonreal λ there
is at least one nonzero solution of (4.1.1) that is square-integrable at that endpoint.
There are two cases:
1. Limit Circle: All solutions of (4.1.1) are square-integrable at the endpoint for
all λ.
2. Limit Point: Just one nonzero solution is square-integrable at the endpoint for
all non-real λ .
4.2 Two Physical Problems
In this section we derive two physical problems for which exact representations can
be formed for their solutions. In the next section we show how to obtain asymptotic
solutions of these two equations to get basic information on how the solutions behave
near the singular point. The asymptotic methods are also applicable where exact
solutions cannot be found.
4.2.1 Vibrations of a Circular Membrane
Consider the physical problem for the vibrations of a circular membrane. The partial
differential equation for a circular membrane (a drumhead) is modelled with the two
12
dimensional wave equation in polar coordinates due to the circular geometry of the
drumhead;
∂2u
∂t2
= c2
(
∂2u
∂r2
+
1
r
∂u
∂r
+
1
r2
∂2u
∂θ2
)
(4.2.1)
where c2 = τ
ρ
, τ = tension, ρ = density, and c= wave speed.
Consider a circular membrane with radius 1. Note that that our solutions depend
only on radius r and time t. In other words, we assume that our solution does not
depend on θ, and hence uθ = 0. Therefore, equation (4.2.1) becomes
∂2u
∂t2
= c2
(
∂2u
∂r2
+
1
r
∂u
∂r
)
, (4.2.2)
where 0 < r ≤ 1 and t > 0. Since the membrane is clamped at the circumference, we
have the boundary condition
u(1, t) = 0, t ≥ 0. (4.2.3)
Also, we have an implicit boundary condition where r = 0. Note that r = 0 is a
singular point of equation (4.2.2) which gives us the implicit condition
R(r) is finite as r → 0+ (4.2.4)
for the radial component R(r) of the wave equation in polar form.
We can solve the boundary value problem (4.2.2)- (4.2.4) using the separation of
variables method. We summarize some of the calculations of [8] and hence by the
method of separation of variables we arrive at the Sturm-Liouville equation for the
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circular membrane:
−(rR′(r))′ = λρ(r)rR(r), 0 < r ≤ 1 (4.2.5)
Let the density be ρ(r) = rm. Hence equation (4.2.5) becomes
−(rR′(r))′ = λrm+1R(r), 0 < r ≤ 1 (4.2.6)
In order to classify the Sturm-Liouville problem using the Weyl-Kodaira theorem we
first need to find the general solution of equation (4.2.6). Since the Limit Circle and
Limit Point classifications are independent of λ, we can choose different values of λ.
Suppose that λ = 0; hence equation (4.2.6) becomes
−(rR′)′ = 0. (4.2.7)
Integrating both sides of equation (4.2.7) with respect to r, we get
R(r) = C ln |r|+D. (4.2.8)
We define
R1(r) = ln |r| and R2(r) = 1.
The next step is to determine if R1(r) and R2(r) are square integrable with respect
to the weight function ω(r), where ω(r) = rm+1.
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First, we determine if R1(r) is square integrable with respect to the weight function.
∫ 1
0
R21(r)ω(r) dr =
∫ 1
0
(ln r)2rm+1 dr.
This integral can be evaluated exactly [8] yielding
∫ 1
0
R21(r)ω(r) dr =
∫ 1
0
(ln r)2rm+1 dr
=

2
(m+2)3
when m > −2,
∞ when m ≤ −2.
(4.2.9)
We conclude that R1 is square integrable when m > −2, and it is not square integrable
when m ≤ −2.
Now we determine if R2(r) is square integrable.
∫ 1
0
R22(r)ω(r) dr =
∫ 1
0
rm+1 dr
= − lim
r→0+
r2+m − 1
2 +m
=

1
m+2
when m > −2,
∞ when m ≤ −2.
Hence, R2(r) is square integrable when m > −2, and it is not square integrable when
m ≤ −2. Applying the Weyl-Kodaira theorem we obtain a Limit Circle classification
when m > −2.
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4.2.2 Torsional Waves of an Elastic Rod
We now introduce the second physical problem: Torsional Waves of an Elastic Rod.
Generally, torsion can be thought of as a twisting of an elastic body. In particular,
torsion is the force that acts on the elastic cylinder when the two ends of the cylinder
are twisted in opposite directions or if one end is turned while the other is held fixed.
One can derive the partial differential equation for the torsion of a cylinder from
the equations of elasticity in cylindrical polar coordinates; with the assumptions that
there are no body forces and that the shear modulus of the circular rod depend only
on the radius. One can use the separation of variables method to arrive at a singular
Sturm-Liouville problem [8]. Finally, the singular Sturm-Liouville problem for the
torsion of a cylinder is introduced and the Weyl Kodaira theorem is used to classify
it.
Consider,
− d
dr
(
r3µ(r)
dR
dr
)
+ γ2r3µ(r)R(r) = ρω2r3R(r) (4.2.10)
with boundary conditions R′(1) = 0
In order to apply the Weyl-Kodaira theorem, we need to find the solution of the
Sturm-Liouville equation (4.2.10). Assume that the shear modulus µ(r) = αrm.
Hence the singular Sturm-Liouville equation (4.2.10) becomes
− d
dr
(
αr3+m
dR
dr
)
+ γ2αr3+mR(r) = ρω2r3R(r). (4.2.11)
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Note that the Limit Point and Limit Circle classifications are independent of ω. To
find the general solution of (4.2.11), we let ω = 0 and R(r) = fr−1−
m
2 .
Differentiating R(r), we get
dR
dr
= f ′r−1−
m
2 +
(
−1− m
2
)
r−2−
m
2 f. (4.2.12)
Substitute ω = 0, R(r), and (4.2.12) into equation (4.2.11) to obtain
− d
dr
[
αr3+m
(
f ′r−1−
m
2 +
(
−1− m
2
)
r−2−
m
2
)]
+ γ2αr3+mfr−1−
m
2 = 0. (4.2.13)
Dividing by α and differentiating the first term with respect to r of equation (4.2.13)
yields
(
2 +
m
2
)
r1+
m
2 f ′ + r2+
m
2 f ′′ + (−1− m
2
)r1+
m
2 f ′ − (1 + m
2
)2r
m
2 f − γ2r2+m2 f = 0.
After some algebraic manipulations we arrive at the Bessel equation
r2f ′′ + rf ′ + f
(
−γ2r2 − (1 + m
2
)2
)
= 0. (4.2.14)
At this point, we will reduce equation (4.2.14) by change of variables. Let z =√−γ2r2 = iγr, dz = iγdr and let f(r) = f ( z
iγ
)
= F (z). From chain rule, f ′(r) =
F ′(z)dz
dr
= iγF ′(z); likewise, f ′′(r) = (iγ)2F ′′(z). Substituting into equation (4.2.14)
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we obtain a Bessel equation of order (1 + m
2
) :
z2F ′′(z) + zF ′(z) + F (z)
(
z2 − (1 + m
2
)2
)
= 0.
Therefore, the general solution of (4.2.11) is
R(r) = C1r
−1− 1
2
mJ1+ 1
2
m(iγr) + C2r
−1− 1
2
mY1+ 1
2
m(iγr), (4.2.15)
where Jp(r), Yp(r) are Bessel functions of the first and second kind.
We define
R1(r) = C1r
−1− 1
2
mJ1+ 1
2
m(iγr) (4.2.16)
and
R2(r) = C2r
−1− 1
2
mY1+ 1
2
m(iγr). (4.2.17)
In order to check the classification of this problem we need to use the Weyl-Kodaira
Theorem. We need to determine if R1(r) and R2(r) are square-integrable with respect
to the weight function ω(r) = r3.
We begin by testing if R1(r) is square integrable.
∫ 1
0
(R1(r))
2r3 dr =
∫ 1
0
(
r−1−
1
2
mJ1+ 1
2
m(iγr)
)2
r3 dr =
∫ 1
0
r1−mJ2
1+ 1
2
m
(iγr) dr
Note that Jp(ir) = i
pIp(r), where Ip(r) is the modified Bessel function of the first
kind. Hence,
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∫ 1
0
r1−m
(
i1+
1
2
mI1+ 1
2
m(γr)
)2
dr = −
∫ 1
0
r1−mimI2
1+ 1
2
m
(γr) dr.
Using the substitution z = γr and dz = γdr, then
∫ 1
0
(R1(r))
2r3 dr = −imγm−2
∫ γ
0
z1−mI2
1+ 1
2
m
(z) dz
= −imγm−2
∫ γ
0
z1−m
 ∞∑
k=0
(
z
2
)2k+ 1
2
m
k!Γ(k + 2 + 1
2
m)
2 dz
= −imγm−2
∫ 1
0
 ∞∑
k=0
(
z
2
)2k+ 1
2
k!Γ(k + 2 + 1
2
m)
2 dz. (4.2.18)
It can be shown that the series in (4.2.18) is uniformly convergent [8]. Thus, we
obtain
∫ 1
0
(R1(r))
2r3 dr = −imγm−2
∫ γ
0
 ∞∑
k=0
(
z
2
)2k+ 1
2
k!Γ(k + 2 + 1
2
m)
2 dz <∞
Therefore R1(r) is square-integrable, for all m.
Now we need to check if R2(r) is square-integrable with respect to the weight function
ω(r) = r3.
∫ 1
0
(R2(r))
2r3 dr =
∫ 1
0
(
r−1−
1
2
mY1+ 1
2
m(iγr)
)2
r3 dr =
∫ 1
0
r1−mY 2
1+ 1
2
m
(iγr) dr.
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Note that Yp(ir) = i
pKp(r), where Kp(r) is the modified Bessel function of the second
kind. Hence,
∫ 1
0
r1−m
(
i1+
1
2
mK1+ 1
2
m(γr)
)2
dr = −
∫ 1
0
r1−mimK2
1+ 1
2
m
(γr) dr.
Using the substitution z = γr, then dz = γdr, and so
∫ 1
0
(R2(r))
2r3 dr = −imγm−2
∫ γ
0
z1−mK2
1+ 1
2
m
(z) dz. (4.2.19)
Since Kp(z) =
pi
2 sin ppi
(I−p(z)− Ip(z)) , and p = 1 + 12m then 4.2.19 becomes
−imγm−2
(
pi
2 sin(1 + 1
2
m)pi
)2 ∫ γ
0
z1−m
(
I−1− 1
2
m(z)− I1+ 1
2
m(z)
)2
dz
The following results are worked out in [8] by means of examining the series expres-
sions for Kp(z).
CASE 1: Assume that m ≥ 0.
In this case, ∫ 1
0
(R2(r))
2r3 dr =∞
and hence R2(r) is not square integrable.
CASE 2: Assume that m < 0.
In this case, ∫ 1
0
(R2(r))
2r3 dr <∞,
20
and therefore R2(r) is square integrable.
Thus by Weyl-Kodaira Theorem we obtain a Limit Circle classification for case 1,
and a Limit Point classification for case 2.
In the next section we obtain asymptotic solutions of (4.2.6) and (4.2.10) for all values
of m. The Limit Point - Limit Circle classifications are obtained.
4.3 Asymptotic Solutions of the Physical
Problems
In the previous section two singular Sturm Liouville problems were classified by find-
ing their general solutions and by using the Weyl-Kodaira Theorem. In this section
the same singular problems are used to get their asymptotic solutions. In order to
get their asymptotic solutions we first need to transform the two equations from a
finite singularity to an infinite singularity. Second, we remove the second term of
the transformed equation. Third, we transform the transformed equation without
the middle term to a perturbation of a constant coefficient equation. Finally the
asymptotic theorems in Chapter 3 can be used to find the asymptotic solutions. Note
that the asymptotic solutions can provide us with the basic information on how the
solutions behave near the singular point.
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4.3.1 Asymptotic Solutions of the Vibrations of a Circular
Membrane
Recall the singular Sturm-Liouville equation for the vibrations of a circular membrane,
−(rR′(r))′ = λrm+1R(r),
R′′(r) +
1
r
R′(r) + λrmR(r) = 0, 0 < r ≤ 1. (4.3.1)
We remove the middle term of (4.3.1), by letting R(r) = r−1/2z(r). The first derivative
of R(r) is
R′(r) =
1
r1/2
z′(r)− 1
2r3/2
z(r)
and the second derivative is
R′′(r) =
1
r1/2
z′′(r)− 1
r3/2
z′(r) +
3
4r5/2
z(r).
Substituting R(r) and its derivatives into (4.3.1) and simplifying we obtain
z′′(r) +
(
1
4r2
+ λrm
)
z(r) = 0, 0 < r ≤ 1 (4.3.2)
Next we want to transform (4.3.2) to a perturbation of a constant coefficient equation.
This will enable us to apply the asymptotic theorems of chapter 2. One can do that
in two different ways.
Method 1: Let z(r) = µ(r)w(t), where t = − ln r, and µ(r) = r1/2.
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We now differentiate z(r) twice and we get
z′′(r) =
1
r3/2
w¨(t)− 1
4r3/2
w(t), . =
d
dt
.
Substituting z(r) and z′′(r) into (4.3.2) we get
w¨(t) + λrm+2w(t) = 0
w¨(t) + λe−t(m+2)w(t) = 0, 0 ≤ t <∞. (4.3.3)
Method 2:
Method 2 requires two steps in order to transform (4.3.2) to perturbation of constant
coefficients.
First Step:
Transform (4.3.2) by letting z(r) = 1
x
y(x), x = 1
r
. Note that 0 < r ≤ 1 and 1 ≤ x <
∞. Differentiating z(r) twice we get
z′′(r) =
1
r3
y(x)
and substituting into (4.3.2) we obtain
y′′(x) +
(
r2
4
+ λrm+4
)
y(x) = 0, (4.3.4)
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Second Step:
Transform (4.3.4) to a perturbation of a constant coefficient equation. Let y(x) =
µ(x)w(t), t = ln(x) and µ(x) = x1/2. We again differentiate y(x) twice and we get
y′′(x) =
1
x3/2
w¨(t)− 1
4x3/2
w(t).
Substituting into (4.3.4) and simplifying we obtain
w¨(t) + λe−t(m+2)w(t) = 0,
which is the same equation as (4.3.3). Note that in our problem we will use the first
method.
Recall the transformed differential equations:
w¨(t) + λrm+2w(t) = 0
w¨(t) + λe−t(m+2)w(t) = 0, 0 ≤ t <∞.
CASE 1A: m = −2, λ = 0
Since m = −2 and λ = 0 then equation (4.3.3) becomes w¨(t) = 0. In this case it is
easy to find the general solution of w¨(t) = 0 which is w(t) = At + B. Note that A
and B are constants. We now can classify the above problem by letting w1(t) = At
and w2(t) = B and testing if the two solutions are square integrable with respect to
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the weight function, ω¯(t) = 1.
Hence, ∫ ∞
0
|w1(t)|21 dt =
∫ ∞
0
A2t2 dt =∞.
Note that
∫ ∞
0
|w1(t)|21 dt =
∫ ∞
0
A2t2 dt =
∫ 1
0
A2(ln(r))2
r
dr =
∫ 1
0
(R1(r))
2
r
dr =∞,
since w(t) = r−1/2z(r) and t = − ln(r).
Similarly for w2(t) = B,
∫ ∞
0
|w2(t)|21 dt =
∫ ∞
0
B2 dt =∞ =
∫ 1
0
B2r−1 dr =
∫ 1
0
|R2(r)|2r−1 dr.
Therefore in this case we have a Limit Point classification.
CASE 1B: m = −2, λ 6= 0
Substituting m = −2 and λ 6= 0 into (4.3.3) we obtain
w¨(t) + λw(t) = 0, 0 ≤ t <∞. (4.3.5)
The general solution of (4.3.5) is
w(t) = Aet
√−λ +Be−t
√−λ, if λ < 0 (4.3.6)
w(t) = A cos
√
λt+B sin
√
λt, if λ > 0. (4.3.7)
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One can show that one solution of (4.3.5) for λ < 0 is square integrable with respect
to the weight function, ω¯(t) = 1. Let w1(t) = Ae
t
√−λ and w2(t) = Be−t
√−λ.
Thus, we obtain
∫ ∞
0
|w1(t)|21 dt =
∫ ∞
0
A2e2t
√−λ dt =∞ because of exponential growth.
One can transform w1(t) back to R1(r) by letting w1(t) = z1(r)r
−1/2 and t = − ln r ⇔
r = e−t.
Therefore,
∫ ∞
0
|w1(t)|21dt =
∫ ∞
0
A2e2t
√−λdt =∞ =
∫ 1
0
A2r−2
√−λ−1dr =
∫ 1
0
|R1(r)|2r−1dr =∞
Similarly for w2(t) :
∫ ∞
0
|w2(t)|21 dt =
∫ ∞
0
B2e−2t
√−λ dt =
∫ 1
0
B2r2
√−λ−1 dr =
∫ 1
0
|R2(r)|2r−1 dr <∞,
because of exponential decay.
In a similar way one can show (4.3.7) is not square integrable with respect to the
weight function.
We can conclude that for case 1B with λ 6= 0 we have a Limit Point classification.
CASE 2: m > −2
Recall the second order differential equation (4.3.3), w¨(t)+λe−t(m+2)w(t) = 0. In this
case we cannot find the general solution of (4.3.3), so we will apply the Ghizzetti’s
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Theorem to get the asymptotic solutions of (4.3.3).
Recall the Ghizzetti’s Theorem:
Theorem 4.3.1. Consider the second order differential equation
z′′(t) + a(t)z′(t) + b(t)z(t) = 0, c < t <∞ (4.3.8)
Suppose
∫∞
c
|a(t)| dt < ∞ and ∫∞
c
t|b(t)| dt < ∞. Then there are two independent
solutions z0 and z1 of (4.3.8) such that
• z0(t)→ 1, tz′0(t)→ 0 as t→∞ and
• z1(t)
t
→ 1, z′1(t)→ 1 as t→∞.
We now apply Ghizzetti’s Theorem on (4.3.3). First we check the assumptions of
theorem (4.3.1)
Since a(t) = 0 then ∫ ∞
0
|a(t)| dt =
∫ ∞
0
0 dt <∞.
Since b(t) = λe−t(m+2) then
∫ ∞
0
t|b(t)| dt =
∫ ∞
0
tλe−t(m+2) <∞ if m+ 2 > 0.
Hence the assumptions of theorem (4.3.1) are satisfied and then
w0(t) = r
−1/2z0(r) = r−1/2r1/2R0(r) = R0(r)→ 1, as r → 0,
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and
w1(t)
t
=
r−1/2z1(r)
− ln r = −
R1(r)
ln r
→ 1 as r → 0.
Therefore,
R0(r) = (1 + o(1))
R1(r) = − ln r(1 + o(1)).
We now need to determine square integrability of R0(r) and R1(r) with respect to
the weight function ω¯(t) = e−t(m+2). Hence,
∫ ∞
0
|w0(t)|2e−t(m+2) dt =
∫ ∞
0
(1 + o(1))2e−t(m+2) <∞
because of exponential decay.
We can transform w0(t) back to R0(r) with w0(t) = r
−1/2z0(r), z0(r) = r1/2R0(r) and
t = − ln r.
Thus, ∫ ∞
0
|w0(t)|2e−t(m+2) dt =
∫ 1
0
|R0(r)|2rm+1 dr <∞.
Similarly for R1(r):
∫ ∞
0
|w1(t)|2e−t(m+2) =
∫ ∞
0
t2e−t(m+2) =
∫ 1
0
|R1(r)|2rm+1 dr <∞.
Therefore for case 2 with m > −2 we obtain a Limit Circle classification.
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CASE 3: m < −2
Recall Theorem 3.0.3: Consider the second-order equation,
(pw′(t))′ ± qw(t) = 0, with q > 0 on [a,∞). (4.3.9)
Theorem 4.3.2. Suppose that
(
q
p
)1/2
does not belong to L(a,∞) and that each of
[( q
p
)−1/2 p
′
p
]′, [( q
p
)−1/2 q
′
q
]′, [( q
p
)−1/2(p
′
p
)2] and [( q
p
)−1/2( q
′
q
)2] ∈ L(a,∞). Then there is a
fundamental matrix W for W ′ = AW such that as t→∞, Qˆ(t)W (t)E(t)→ L where
A =
 0 1/p
∓q 0
 , Qˆ =
 q1/4 0
0 q−1/4
 ,
L =
 1 1
µ1 µ2
 , E(t) =
 exp[−µ1
∫ t
a
( q
p
)1/2] 0
0 exp[−µ2
∫ t
a
( q
p
)1/2]

and µ1, µ2 are the eigenvalues of µ
2 ± 1 = 0.
Remark: The following corollary simplifies the hypothesis of Theorem 4.3.2 for the
special case p ≡ 1.
Corollary:
If p ≡ 1 and [q−3/2q′′] ∈ L(a,∞), then the hypothesis of Theorem 4.3.2 is satisfied.
Note that in our problem p ≡ 1, q(t) = λe−t(m+2) and hence we can use the above
corollary.
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Hence,
∫ ∞
0
(q−3/2q′′)1/2 dt =
∫ ∞
0
(λe−t(m+2)(λe−t(m+2))′′)1/2 dt
=
∫ ∞
0
λ−1/4(m+ 2)et(m+2)/4 dt
< ∞ since m < −2 (exponential decay)
Therefore the hypothesis of Theorem 4.3.2 is satisfied by corollary and hence we can
apply Theorem 4.3.2 on (4.3.3) with m < −2. Thus Qˆ(t)W (t)E(t) → L as t → ∞.
Hence,
Qˆ(t)W (t)E(t) =
 q1/4 0
0 q−1/4
 ·
 w1 w2
w′1 w
′
2
 ·
 e−µ1Q(t) 0
0 e−µ2Q(t)

=
 (1 + o1(t)) (1 + o2(t))
(µ1 + o3(t)) (µ2 + o4(t))

Since Qˆ(t) and E(t) are nonsingular matrices then we can solve for W (t). Thus,
W =
 w1 w2
w′1 w
′
2
 =
 eµ1Q(t)q−1/4(1 + o1(t)) eµ2Q(t)q−1/4(1 + o2(t))
eµ1Q(t)q1/4(µ1 + o3(t)) e
µ2Q(t)q1/4(µ2 + o4(t))

where q(t) = λe−t(m+2), Q(t) =
∫ t
a
(q(s))1/2 ds, and µ1, µ2 are the eigenvalues of
µ2 ± 1 = 0.
Subcase 3.1: m < −2 and λ > 0
30
Note that µ1 = i and µ2 = −i. For our problem we just consider w1(t) and w2(t) :
w1(t) = e
iQ(t)q−1/4(1 + o1(t)) = (1 + o1(t))(λe−t(m+2))−1/4ei
∫ t
a(λe
−s(m+2))1/2
w2(t) = e
−iQ(t)q−1/4(1 + o2(t)) = (1 + o1(t))(λe−t(m+2))−1/4e−i
∫ t
a(λe
−s(m+2))1/2 .
We let,
wˆ1(t) =
w1(t) + w2(t)
2
= q−1/4(cosQ(t) + o(t))
because we just want to work with the real solutions of our problem.
wˆ1(t) = λ
−1/4et(m+2)/4
(
cos
[
− 2
√
λ
m+ 2
(
e−t(m+2)/2 − e−a(m+2)/2)]+ o(t))
Note that Q(t) =
∫ t
a
(q(s))1/2 ds =
∫ t
a
(λe−s(m+2))1/2 ds = ∞ as t → ∞, because of
exponential growth (m+ 2 < 0).
Since cosQ(t) is bounded as t→∞ and et(m+2)/4 → 0 as t→∞ then
wˆ1(t)→ 0 as t→∞
We now can transform wˆ1(t) back to Rˆ1(r) by z(r) = r
1/2w(t), R(r) = r−1/2z(r) and
r = e−t. Thus,
Rˆ1(r) = λ
−1/4r−(m+2)/4
(
cos
[
− 2
√
λ
m+ 2
(r(m+2)/2 − e−a(m+2)/2)
]
+ o(r)
)
,
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and
Rˆ1(r)→ 0 as r → 0.
One can show the lack of square integrability for w1(t) with respect to the weight
function ω¯(t) = e−t(m+2) :
∫ ∞
0
|w1(t)|2ω¯(t) dt =
∫ ∞
0
|eiQ(t)|2|λ−1/4et(m+2)/4(1 + o(t))|2e−t(m+2) dt
= λ−1/2
∫ ∞
0
e−t(m+2)/2(1 + o(t))2 dt
= ∞ since m+ 2 < 0.
Transforming back to R1(r) we have
∫ ∞
0
|w1(t)|2ω¯(t) dt =
∫ 1
0
|R1(r)|2rm+1 dr =∞.
Similarly for
wˆ2(t) =
w1(t)− w2(t)
2i
= q−1/4(sinQ(t) + o(t))
Therefore, wˆ2(t)→ 0 as t→∞ and
Rˆ2(r) = λ
−1/4r−(m+2)/4
(
sin
[
−2√λ
m+ 2
(
r(m+2)/2 − e−a(m+2)/2)]+ o(r)) ,
and Rˆ2(r)→ 0, as r → 0.
Note that since we show that one of the solutions is infinite then we do not need to
test square integrability for w2(t) to determine the classification. Thus for subcase
32
3.1 with m < −2 and λ > 0 we have a Limit Point classification.
Subcase 3.2: m < −2 and λ < 0
In this subcase we again use theorem 4.3.2. We already show that the assumptions
of Theorem 4.3.2 are satisfied and hence Qˆ(t)W (t)E(t)→ L. So,
W =
 w1 w2
w′1 w
′
2
 =
 eµ1Q(t)q−1/4(1 + o1(t)) eµ2Q(t)q−1/4(1 + o2(t))
eµ1Q(t)q1/4(µ1 + o3(t)) e
µ2Q(t)q1/4(µ2 + o4(t))

where q(t) = −λe−t(m+2), Q(t) = ∫ t
a
(q(s))1/2 ds, and µ1, µ2 are the eigenvalues of
µ2 − 1 = 0. So µ1 = 1 and µ2 = −1.
Consider w1(t) and w2(t),
w1(t) = (1 + o1(t))q
−1/4eQ(t) = (1 + o1(t))(|λ|e−t(m+2))−1/4e
∫ t
a |λ|1/2e−s(m+2)/2 ds
and
w2(t) = (1 + o2(t))q
−1/4e−Q(t) = (1 + o2(t))(|λ|e−t(m+2))−1/4e−
∫ t
a |λ|1/2e−s(m+2)/2 ds.
Now as t→∞ we have
w1(t)→∞ and w2(t)→ 0,
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and as r → 0 we get
R1(r)→∞ and R2(r)→ 0.
One can show square integrability as in subcase 3.1. Therefore for subcase 3.2 we
have a Limit Point classification.
4.3.2 Asymptotic Solutions for the Torsional Waves of an
Elastic Rod
We now find the asymptotic solutions for the second physical problem: Torsional
waves of an elastic rod. Consider the second order differential equation
R′′(r) +
3 +m
r
R′(r) +
(
λ
rm
− c
)
R(r) = 0, 0 < r ≤ 1. (4.3.10)
One can remove the middle term of (4.3.10) by letting R(r) = r−(3+m)/2z(r). The first
derivative of R(r) is
R′(r) = r−(3+m)/2z′(r)− (3 +m)
2
r−(5+m)/2z(r)
and the second derivative is
R′′(r) = r−(3+m)/2z′′(r)− (3 +m)r−(5+m)/2z′(r) + 3 +m
2
5 +m
2
r−(7+m)/2z(r).
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Substituting R(r) and its derivatives into (4.3.10) and simplifying we obtain
z′′(r) +
[(
λ
rm
− c
)
− (m+ 3)(m+ 1)
4r2
]
z(r) = 0, 0 < r ≤ 1. (4.3.11)
We continue with the transformation of (4.3.11) to a perturbation of constant coef-
ficients equation. So we let z(r) = r1/2w(t), t = − ln r. Differentiating z(r) twice we
get
z′′(r) = r−3/2w¨(t)− r
−3/2
4
w(t), . =
d
dt
,
substituting into (4.3.11) and simplifying we obtain
w¨(t) +
(
−m
2 + 4m+ 4
4
+ λet(m−2) − ce−2t
)
w(t) = 0, 0 ≤ t <∞. (4.3.12)
We now want to find the asymptotic solutions of (4.3.12) for all m. In order to find
the asymptotic solutions we need to consider three cases.
CASE 1: m < 2
For this case we need to apply Theorem 3.0.1. First we show that the assumptions
of Theorem 3.0.1 are satisfied, however in order to do that we consider two subcases.
Subcase 1.1: m < 2 and C = m
2+4m+4
4
< 0
Assumptions of Theorem 3.0.1:
• Let A be a constant matrix with characteristic distinct roots µ1, µ2, and A = 0 1
C 0
 . The eigenvalues of A are µ = ±√C. Since C < 0 then µ1 = i√−C
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and µ2 = −i
√−C.
• Let the matrix V be differentiable and satisfy ∫∞
0
|V ′(t)|dt <∞ and let V (t)→
0 as t→∞.
Since V (t) = 0 then the above assumptions for the matrix V are satisfied.
• Let the matrix S be integrable and let ∫∞
0
|S(t)| dt <∞.
∫ ∞
0
|S(t)| dt =
∫ ∞
0
|λet(m−2) − ce−2t| dt
< ∞
since both exponentials are decaying.
• Let the roots of det(A+ V (t)− λ˜E) = 0 be denoted by λ˜j(t), j = 1, 2. Clearly,
by reordering the µj if necessary, limt→∞ λ˜j(t) = µj. So,
det(A+ V (t)− λ˜E) = det
 −λ˜ 1
C −λ˜
 = λ˜2 − C = 0⇔ λ˜ = ±i√−C.
Thus the eigenvalues of A+ V (t) are λ˜1 = i
√−C and λ˜2 = −i
√−C. Note that
limt→∞ λ˜1(t) = limt→∞ i
√−C = i√−C and limt→∞ λ˜2(t) = limt→∞−i
√−C =
−i√−C
• For a given k, let Dkj(t) = Re(λ˜k(t)− λ˜j(t)). Suppose all j, 1 ≤ j ≤ n fall into
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one of two classes I1 and I2, where
j ∈ I1 if
∫ t
0
Dkj(τ) dτ →∞ as t→∞,∫ t2
t1
Dkj(τ) dτ > −K(0 ≤ t1 ≤ t2),
and j ∈ I2 if
∫ t2
t1
Dkj(τ) dτ < K, (0 ≤ t1 ≤ t2)
where k is fixed and K is a constant. Since the eigenvalues λ˜1, λ˜2 are complex
then Dkj(t) = 0 and hence
∫ t2
t1
0 dτ < K.
• Let pk be a characteristic vector of A associated with µk, so that
Apk = µkpk.
The eigenvectors of A are p1 = [1, i
√−C]T and p2 = [1,−i
√−C]T . with µ1 =
i
√−C and µ2 = −i
√−C respectively.
Since all the assumptions of Theorem 3.0.1 are satisfied then there is a solution of
(4.3.12) and a t0, such that (0 ≤ t0 <∞) and
lim
t→∞
φk(t)exp
[
−
∫ t
t0
λ˜k(τ) dτ
]
= pk,
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which implies
 w1(t)
w˙1(t)
 exp(−∫ t
t0
λ˜1(τ) dτ
)
→ p1 =
 1
i
√−C

and  w2(t)
w˙2(t)
 exp(−∫ t
t0
λ˜2(τ) dτ
)
→ p2 =
 1
−i√−C
 .
In our problem we consider w1(t) and w2(t). Rewriting w1(t) and w2(t) we get
w1(t) = (1 + o(1)) exp
(
i
∫ t
t0
√−C dτ
)
= (1 + o(1)) exp
(
i
√−C(t− t0)
)
and
w2(t) = (1 + o(1)) exp
(
−i
∫ t
t0
√−C dτ
)
= (1 + o(1)) exp
(
−i√−C(t− t0)
)
.
We now consider only the real solutions of our problem. So we let
w˜1(t) =
w1(t) + w2(t)
2
= cos (
√−C(t− t0)) + o(1).
Therefore w˜1(t) is oscillating as t → ∞. One can transform w˜1(t) back to R1(r) by
letting w˜1(t) = r
−1/2z1(r) and z1(r) = r(3+m)/2R1(r) where t = − ln r. Thus
R1(r) = r
−(m+2)/2
[
cos (
√−C(− ln r − t0)) + o(1)
]
→ 0, as r → 0.
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One can show that w1(t) and w2(t) are square integrable with respect to the weight
function and also use the same transformation as before to show that R1(r) and R2(r)
are square integrable:
∫ ∞
0
|w1(t)|2et(m−2) dt =
∫ ∞
0
|(1 + o(1))ei
√−C(t−t0)|2et(m−2) dt
=
∫ ∞
0
(1 + o(1))et(m−2) dt
< ∞ because of exponential decay.
Transforming back to R1(r) we have
∫ ∞
0
|w1(t)|2et(m−2) dt =
∫ 1
0
r3|R1(r)|2 dr <∞.
The same procedure applies for w2(t):
∫ ∞
0
|w2(t)|2et(m−2) dt =
∫ 1
0
r3|R2(r)|2 dr <∞.
Therefore for subcase 1.1 with m < 2 and C < 0 we can conclude a Limit Circle
classification.
Subcase 1.2: m < 2 and C = m
2+4m+4
4
> 0
We again need to show that the assumptions of Theorem 3.0.1 are satisfied.
• Let A be a constant matrix with characteristic distinct roots µ1, µ2, and A = 0 1
C 0
 . The eigenvalues of A are µ = ±√C. Since C > 0 then µ1 = √C
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and µ2 = −
√
C.
• Let the matrix V be differentiable and satisfy ∫∞
0
|V ′(t)|dt <∞ and let V (t)→
0 as t→∞.
V (t) = 0 and hence the above assumptions for the matrix V are satisfied since
V is just the zero matrix.
• Let the matrix S be integrable and let ∫∞
0
|S(t)| dt <∞.
∫ ∞
0
|S(t)| dt =
∫ ∞
0
|λet(m−2) − ce−2t| dt
< ∞, since both exponentials are decaying
• Let the roots of det(A+ V (t)− λ˜E) = 0 be denoted by λ˜j(t), j = 1, 2. Clearly,
by reordering the µj if necessary, limt→∞ λ˜j(t) = µj. So,
det(A+ V (t)− λ˜E) = det
 −λ˜ 1
C −λ˜
 = λ˜2 − C = 0⇔ λ˜ = ±√C.
Thus the eigenvalues of A + V (t) are λ˜1 =
√
C and λ˜2 = −
√−C. Note that
limt→∞ λ˜1(t) = limt→∞
√
C =
√
C and limt→∞ λ˜2(t) = limt→∞−
√
C = −√C
• For a given k, let Dkj(t) = Re(λ˜k(t)− λ˜j(t)). Suppose all j, 1 ≤ j ≤ n fall into
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one of two classes I1 and I2, where
j ∈ I1 if
∫ t
0
Dkj(τ) dτ →∞ as t→∞,∫ t2
t1
Dkj(τ) dτ > −K(0 ≤ t1 ≤ t2),
and j ∈ I2 if
∫ t2
t1
Dkj(τ) dτ < K, (0 ≤ t1 ≤ t2)
where k is fixed and K is a constant. So for k = 1 and j = 1 we have D11(t) =
R(λ˜1(τ) − λ˜1(τ)) = R(
√
C − √C) = 0 and hence j ∈ I2 since
∫ t2
t1
0 dτ < K.
Note that the same condition is true for j = k = 2.
For k = 1 and j = 2 we have D12(t) = R(
√
C +
√
C) = 2
√
C. Thus j ∈ I1
since
∫ t
0
D12(τ) dτ = −2
∫ t
0
√
C dτ = ∞ as t → ∞ Also note that for k = 2
and j = 1. we have j ∈ I1.
• Let pk be a characteristic vector of A associated with µk, so that
Apk = µkpk.
The eigenvectors of A are p1 = [1,
√
C]T and p2 = [1,−
√
C]T . with µ1 =
√
C
and µ2 = −
√
C, respectively.
Since all the assumptions of Theorem 3.0.1 are satisfied then there is a solution of
(4.3.12) and a t0, such that (0 ≤ t0 <∞) and
lim
t→∞
φk(t)exp
[
−
∫ t
t0
λ˜k(τ) dτ
]
= pk,
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which implies
w1(t) = (1 + o(1)) exp
(∫ t
t0
√
C dτ
)
= (1 + o(1)) exp (
√
C(t− t0)) as t→∞
and
w2(t) = (1 + o(1)) exp
(
−
∫ t
t0
√
C dτ
)
= (1 + o(1)) exp (−
√
C(t− t0)) as t→∞.
One can transform w1(t) and w2(t) back to R1(r) and R2(r) using the same transfor-
mation as in special case 1.1. We now show square integrability for w1(t) and w2(t)
with respect to the weight function. Thus for w1(t) we have
∫ ∞
0
|w1(t)|2et(m−2) dt = e2
√
Ct0
∫ ∞
0
(1 + o(1))e−2
√
Ctet(m−2) dt
< ∞, because of exponential decay.
and for w2(t) we find
∫ ∞
0
|w2(t)|2et(m−2) dt = e−2
√
Ct0
∫ ∞
0
(1 + o(1))e2
√
Ctet(m−2) dt
=

<∞ if m < 0, because of exponential decay
=∞ if m > 0, because of exponential growth
=∞ if m = 0, asymptotically constant.
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Note that m < 0 since m− 2 + 2√C = m− 2 + 2(
√
(m+2)2
4
) < 0⇔ m < 0.
The same procedure applies for square integrability of R1(r) and R2(r). The classifi-
cation of this case is Limit Circle if m < 0 and Limit Point if m ≥ 0.
CASE 2: m = 2
Subcase 2.1: m = 2 and λ− 7
2
= 0
Since m = 2 and λ− 7
2
= 0 then equation (4.3.12) becomes
w¨(t)− ce−2tw(t) = 0. (4.3.13)
In order to find the asymptotic solutions of (4.3.13) we apply the Ghizzetti’s Theorem
3.0.2. First, we show that the assumptions of Theorem 3.0.2 are satisfied. Since
a(t) = 0 then
∫∞
0
|a(t)| <∞, and since b(t) = −ce−2t then
∫ ∞
0
t|b(t)| dt = |c|
∫ ∞
0
te−2t dt <∞,
by integration by parts and the exponential is decaying. Hence, all the assumptions
are satisfied and then there are two independent solutions w0(t) and w1(t) of (4.3.13)
such that
• w0(t) = r−1/2z0(r) = r−1/2r5/2R0(r) = r2R0(r)→ 1 as r → 0, and
• w1(t)
t
= r
2R1(r)
− ln r → 1 as r → 0.
Clearly,
∫∞
0
|w0(t)|2 dt =∞ so the Limit Point classification holds.
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Subcase 2.2 m = 2 and λ− 7
2
6= 0
Substituting m = 2 and λ− 7
2
6= 0 into equation (4.3.12) we obtain
w¨(t) +
(
λ− 7
2
− ce−2t
)
w(t) = 0. (4.3.14)
We find the asymptotic solutions of (4.3.14) by applying Theorem 3.0.1, but first we
need to show that the assumptions of Theorem 3.0.1 hold. In order to do that we
consider two subsubcases.
Subsubcase 2.2.1: λ < 7
2
Consider the following assumptions of Theorem 3.0.1
1. Let the matrix A =
 0 1
−λ+ 7
2
0
 with distinct characteristic roots µ1 =
√
7
2
− λ and µ2 = −
√
7
2
− λ.
2. Let the matrix V (t) = 0 which is differentiable and clearly satisfies
∫∞
0
|V ′(t)|dt <
∞. Also, V (t)→ 0 as t→∞.
3. Let the matrix S = −ce−2t
 0 0
1 0
 be integrable.
Obviously,
∫∞
0
|S(t)| dt = −c ∫∞
0
e−2t dt <∞ since the exponential is decaying.
4. Let A+ V (t) =
 0 1
7
2
− λ 0
 with characteristic roots λ˜1 = √72 − λ and λ˜2 =
−
√
7
2
− λ
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This case is like subcase 1.2 and similar calculations yield solutions w1(t), w2(t) such
that
lim
t→∞
w1(t) exp
(
−
∫ t
t0
λ˜1(τ) dτ
)
= lim
t→∞
w1(t) exp
(
−(t− t0)
√
7
2
− λ
)
= 1
and
lim
t→∞
w2(t) exp
(
−
∫ t
t0
λ˜2(τ) dτ
)
= lim
t→∞
w2(t) exp
(
(t− t0)
√
7
2
− λ
)
= 1.
One can transform w1(t) and w2(t) back to R1(r) and R2(r) respectively. Thus,
lim
t→∞
w1(t) exp
(
−(t− t0)
√
7
2
− λ
)
= exp
(
t0
√
7
2
− λ
)
lim
r→0
R1(r)r
3+
√
7
2
−λ = 1
and
lim
t→∞
w2(t) exp
(
(t− t0)
√
7
2
− λ
)
= exp
(
−t0
√
7
2
− λ
)
lim
r→0
R2(r)r
3−
√
7
2
−λ = 1.
In the end, we can show square integrability for w1(t) and w2(t) with respect to the
weight function. So,
∫ ∞
0
|w1(t)|2 · 1 dt =
∫ ∞
0
(1 + o(1)) exp
(
2(t− t0)
√
7
2
− λ
)
dt =∞
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and
∫ ∞
0
|w2(t)|2 · 1 dt =
∫ ∞
0
(1 + o(1)) exp
(
−2(t− t0)
√
7
2
− λ
)
dt <∞.
We conclude with a Limit Point classification for m = 2 and λ < 7
2
.
Subsubcase 2.2.2: λ > 7
2
In this case we use Theorem 3.0.1 again in order to find the asymptotic solutions of
(4.3.14). Following the same procedure as in subsubcase 2.2.1 one can show that the
same assumptions of Theorem 3.0.1 hold. Note that the eigenvalues of A are µ1 =
i
√
λ− 7
2
, µ2 = −i
√
λ− 7
2
and the associated eigenvectors are p1 = [1, i
√−C]T , p2 =
[1,−i√−C]T respectively, where C = 7
2
− λ. Also the eigenvalues of A + V (t) are
λ˜ = ±i
√
λ− 7
2
. Therefore by Theorem 3.0.1 we get
w1(t) = (1 + o(1)) exp
(
−i√−C(t− t0)
)
and
w2(t) = (1 + o(1)) exp
(
i
√−C(t− t0)
)
.
We now consider
w˜1(t) =
w1(t) + w2(t)
2
= cos(
√−C(t− t0)) + o(1)
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and
w˜2(t) =
w1(t) + w2(t)
2i
= sin(
√−C(t− t0)) + o(1),
because we only want real solutions. One can show that square integrability fails for
w1(t) and w2(t) as before so a Limit Point classification is obtained. Therefore for
m = 2, λ > 7
2
or λ < 7
2
we obtain a Limit Point classification. Finally, we consider
the third case with m > 2.
CASE 3: m > 2
In order to find the asymptotic solutions of (4.3.12) for m > 2 we need to apply
Theorem 3.0.3. Since p = 1 and q(t) = −1
4
(m2 + 4m + 2) − ce−2t + λet(m−2) then
we can use the corollary of Theorem 3.0.3 to show that the assumptions of Theorem
3.0.3 are satisfied. Note that the sign of q(t) for large t is determined by λ. So we
need to show
∫∞
0
|q−3/2q′′| dt <∞. Note that
q′′(t) = et(m−2)[λ(m− 2)2 + o(1)]
and
q−3/2(t)q′′(t) = (o(1) + λ)−3/2(o(1) + λ(m− 2)2)e−t(m−2)/2 → 0, as t→∞.
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Therefore,
∫∞
0
|q−3/2q′′| dt < ∞ since e−t(m−2)/2 is a decaying exponential, and the
hypothesis of Theorem 3.0.3 holds. Then Qˆ(t)W (t)E(t)→ L as t→∞, where
Qˆ(t)W (t)E(t) =
 |q|1/4 0
0 |q|−1/4
 ·
 w1 w2
w′1 w
′
2
 ·
 e−µ1Q(t) 0
0 e−µ2Q(t)

=
 (1 + o1(t)) (1 + o2(t))
(µ1 + o3(t)) (µ2 + o4(t))
 .
Since Qˆ(t) and E(t) are nonsingular matrices then we solve for W (t), where
W =
 w1 w2
w′1 w
′
2
 =
 eµ1Q(t)|q|−1/4(1 + o1(t)) eµ2Q(t)|q|−1/4(1 + o2(t))
eµ1Q(t)|q|1/4(µ1 + o3(t)) eµ2Q(t)|q|1/4(µ2 + o4(t))

and q(t) = −1
4
(m2 + 4m+ 2)− ce−2t + λet(m−2), Q(t) = ∫ t
0
|q(s)|1/2 ds, and µ1, µ2 are
the eigenvalues of µ2 ± 1 = 0. Note that ” + ” is for λ > 0 and ”− ” is for λ < 0.
Subcase 3.1: m > 2 and λ < 0
Consider
w1(t) = e
µ1Q(t)|q|−1/4(1 + o1(t))
and
w2(t) = e
µ2Q(t)|q|−1/4(1 + o2(t)),
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where µ1 = 1, µ2 = −1. Note that
Q(t) =
∫ t
0
|q(s)|1/2 ds
=
∫ t
0
(
−1
4
(m2 + 4m+ 2)− ce−2s + λes(m−2)
)1/2
ds
=
∫ t
0
(
(o(1) + λ)es(m−2)
)1/2
= ∞ because of exponential growth,
and
(q(t))−1/4 =
(
−1
4
(m2 + 4m+ 2)− ce−2t + λet(m−2)
)−1/4
=
(
(o(1) + λ)et(m−2)
)−1/4
→ 0 as t→∞ since the exponential is decaying.
Thus,
w1(t) = e
µ1Q(t)q−1/4(1 + o1(t))→∞ as t→∞.
Similarly,
w2(t) = e
µ2Q(t)|q|−1/4(1 + o2(t))→ 0 as t→∞.
One can show that square integrability fails for w1(t) and holds for w2(t) as in previous
cases. So for subcase 3.2 we obtain a Limit Point classification.
Subcase 3.2: m > 2 and λ > 0
Consider w1(t) and w2(t) with µ1 = i, µ2 = −i respectively. Since we want to work
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only with real solutions we consider
w˜1(t) =
w1(t) + w2(t)
2
=
(
(o(1) + λ)et(m−2)
)−1/4
[cos(Q(t)) + o(1)] ,
and
w˜2(t) =
w1(t)− w2(t)
2i
=
(
(o(1) + λ)et(m−2)
)−1/4
[sin(Q(t)) + o(t)] .
Hence
w˜1(t)→ 0 as t→∞
and
w˜2(t)→ 0 as t→∞.
Testing square integrability with respect to the weight function et(m−2) gives us a
Limit Point classification since neither w1 nor w2 is square integrable.
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Chapter 5
3rd Order Differential Equations
5.1 General Transformation for a 3rd Order
Differential Equation
In this section, we begin with the general transformation of the third order differential
equation,
y′′′(x) + p1(x)y′′(x) + p2(x)y′(x) + p3(x)y(x) = 0. (5.1.1)
Continuing with the removal of the second term of the transformed differential equa-
tion, we consider two special cases with a finite singularity at 0, and transform 0 into
an infinite singularity.
Consider the general transformation,
y(x) = µ(x)z(t), t = f(x) (5.1.2)
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with f : X → T ,monotone and µ(x) > 0. Note that µ(x) and f ′(x) are never zero on
X.
Denote γ(x) ≡ f ′(x) = dt
dx
.
The first, second and third derivatives of (5.1.2) with respect to x are
y′(x) = µ′(x)z(t) + γ(x)µ(x)z˙(t), (5.1.3)
where ′ = d
dx
and ˙ = d
dt
,
y′′(x) = γ2(x)µ(x)z¨(t) + 2γ(x)µ′(x)z˙(t) + γ′(x)µ(x)z˙(t) + µ′′(x)z(t), (5.1.4)
and
y′′′(x) = µγ3
...
z + 3µγγ′z¨ + 3µ′γ2z¨ + 3µ′′γz˙ + 3µ′γ′z˙ + µγ′′z˙ + µ′′′z, (5.1.5)
Substituting (5.1.3) - (5.1.5) into (5.1.2) and simplifying we obtain
...
z +
(
3µγγ′ + 3µ′γ2 + p1µγ2
) z¨
µγ3
+ (3µ′′γ + 3µ′γ′)
z˙
µγ3
+
(µγ′′ + 2p1µ′γ + p1µγ′ + p2µγ)
z˙
µγ3
+ (µ′′′ + p1µ′′ + p2µ′ + p3µ)
z
µγ3
= 0,
(5.1.6)
The second term of (5.1.6) can be removed if p1 = 0 and µγ = constant. For example,
we assume that p1 = 0 and hereafter we require 3µγγ
′ + 3µ′γ2 = 0⇒ 3γ(µγ)′ = 0⇒
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(µγ)′ = 0⇒ µγ = constant. Therefore equation (5.1.6) with p1 = 0 becomes
...
z +
1
µγ3
(3µ′′γ + 3µ′γ′ + µγ′′ + p2µγ) z˙ +
1
µγ3
(µ′′′ + p2µ′ + p3µ) z = 0, (5.1.7)
We next consider two special cases for the transformation of the third order differential
equation.
Special Case 1: Let t = 1
x
, µ(x) = x2, and γ(x) = − 1
x2
.
Differentiating µ(x), γ(x) and substituting into (5.1.7) we get
...
z (t) + b(t)z˙(t) + c(t)z(t) = 0, 1 < t <∞, (5.1.8)
where b(t) = p2(1/t)
t4
and c(t) = −2p2(1/t)
t5
− p3(1/t)
t6
.
Hence, letting B(x) = p2(x), C(x) = p3(x),
b(t) =
B(1/t)
t4
= x4B(x)
and
c(t) = −2B(1/t)
t5
− C(1/t)
t6
= −2x5B(x)− x6C(x).
Special Case 2: t = − lnx, µ(x) = x, γ(x) = − 1
x
Again we differentiate µ(x) and γ(x), we substitute into (5.1.7) and simplify we obtain
...
z (t) + b(t)z˙(t) + c(t)z(t) = 0, 1 < t <∞, (5.1.9)
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where b(t) = p2(e
−t)e−2t − 1 and c(t) = −p2(e−t)e−2t − p3(e−t)e−3t. Note that we let
p2(x) = B(x) and p3(x) = C(x)
Furthermore,
b(t) = e−2tB(e−t)− 1 = x2B(x)− 1
and
c(t) = −e−2tB(e−t)− e−3tC(e−t) = −x2B(x)− x3C(x).
5.2 Theorems for 3rd Order Differential Equations
In this section the definitions for oscillatory and non-oscillatory solutions and equa-
tions are introduced. Further, some known theorems of oscillation and nonoscillation
criteria for third order differential equations are stated which have a singularity at
infinity. By applying transformation theory we derive new theorems of oscillation and
nonoscillation criteria for a singularity at zero. The transformations of special case 1
and special case 2 are used to derive the new theorems. Also, examples are given to
illustrate the new theorems.
Consider the third order differential equation
y′′′(x) + A(x)y′′(x) +B(x)y′(x) + C(x)y(x) = 0, 0 < x ≤ 1 (5.2.1)
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where A, B, and C are real-valued continuous functions in (0, 1]. If A(x) = 0 then
the differential equation (5.2.1) becomes
y′′′(x) +B(x)y′(x) + C(x)y(x) = 0 (5.2.2)
Remark: The second derivative term in (5.2.1) can always be removed by the trans-
formation y(x) = u(x) exp
(−1
3
∫ x
0
A(t) dt
)
.
Definitions:
1. A solution of (5.2.1) is called oscillatory if and only if it has an infinite number
of zeros in (0, 1] and non-oscillatory otherwise.
2. Equation (5.2.1) is said to be oscillatory if and only if it has at least one (non-
trivial) oscillatory solution.
3. Equation (5.2.1) is said to be non-oscillatory if and only if all of its solutions
are non-oscillatory. Also, (5.2.1) is called disconjugate if and only if it has no
(nontrivial) solution with more than two zeros in (0, 1].
Remark: There always exists a solution with zeros at two arbitrary points.
We now state the oscillation and non-oscillation theorems for the third order differ-
ential equations
...
z (t) + b(t)z˙(t) + c(t)z(t) = 0, 1 < t <∞, (5.2.3)
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and
y′′′(x) +B(x)y′(x) + C(x)y(x) = 0, 0 < x < 1. (5.2.4)
The first oscillation theorem with a singularity at infinity is
Theorem 5.2.1. (Hanan) [9] Equation (5.2.3) is oscillatory if b(t) ∈ C1, 2c(t) > b˙(t)
(1 < t <∞), and
lim
t→∞
inf t2b(t) > p, lim
t→∞
inf t3c(t) > −p
for some p > 1.
Using the transformation of special case 1 we can show that a version of Theorem 5.2.1
holds with singularity at zero. In this case we consider (5.2.4) which is oscillatory if
b(t) =
B(1/t)
t4
= x4B(x)⇒ B(x) ∈ C1,
2c(t) > b˙(t) where c(t) = −2t−5B(1/t)− t−6C(1/t) = −2x5B(x)− x6C(x),
and b˙(t) = −t−6B′(1/t)− 4t−5B(1/t) = −x6B′(x)− 4x5B(x).
Thus, 2c(t) > b˙(t)⇔
2(−2x5B(x)− x6C(x)) > −x6B′(x)− 4x5B(x)⇔ 2C(x) < B′(x).
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Also, note that
lim
t→∞
inf t2b(t) = lim
x→0
inf x2B(x) > p, and
lim
t→∞
inf t3c(t) = − lim
t→∞
sup−t3c(t) > −p
⇔ lim
x→0
sup (2x2B(x) + x3C(x)) < p.
Hence we obtain a new oscillation theorem with singularity at zero.
Theorem 5.2.2. Equation (5.2.4) is oscillatory if B(x) ∈ C1, 2C(x) < B′(x),
(0 < x < 1), and
lim
x→0
inf x2B(x) > p, lim
x→0
sup (2x2B(x) + x3C(x)) < p
for some number p > 1.
Example 5.2.1. This example illustrates Theorem 5.2.2. Let B(x) = αxβ and
C(x) = γxδ. We now show that the assumptions of Theorem 5.2.2 are satisfied. First
note that B(x) = αxβ ∈ C1, since it is just a power function. Consider the following
conditions
1. 2C(x) < B′(x) ⇔ 2γxδ < αβxβ−1,
2. limx→0 inf x2B(x) > p ⇔ limx→0 αxβ+2 > p,
3. limx→0 sup (2x2B(x) + x3C(x)) < p ⇔ limx→0 2αxβ+2 + γxδ+3 < p
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Condition 2 holds if 
β = −2 and α > p, or
β < −2 and α > 0.
Note that if β > −2 then limx→0 αxβ+2 = 0 < p. This implies that condition 2 does
not hold for β > −2 because p > 1.
Conditions 1 and 2 hold if

β = −2, δ = −3, α > p, and γ < −α, or
β < −2, δ = β − 1, α > 0, and 2γ < αβ, or
β < −2, δ < β − 1, α > 0, and γ < 0.
Conditions 1,2, 3 hold if

β = −2, δ = −3, α > p, and γ < −α, or
β = −2, δ < −3, α > p and γ < 0, or
β < −2, δ = β − 1, α > 0, 2γ < αβ, and 2α + γ < 0, or
β < −2, δ < β − 1, δ < −3 α > 0, and γ < 0.
Thus Theorem 5.2.2 holds if

β = −2, α > p, δ = −3, and γ < −α, or
β = −2, α > p, δ < −3, and γ < 0,
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or if 
β < −2, α > 0, δ = β − 1, 2γ < αβ, and 2α + γ < 0, or
β < −2, α > 0, δ < β − 1 γ < 0, and δ < −3.
Following the same procedure as in Theorem 5.2.2 we can obtain a new oscillation
theorem for special case 2. So,
b(t) = e−2tB(e−t)
= x2B(x)− 1,
c(t) = −e−2tB(e−t)− e−3tC(e−t),
= −x2B(x)− x3C(x),
b˙(t) = e−3tB′(e−t)− 2e−2tB(e−t),
= −x3B′(x)− 2x2B(x),
t2b(t) = (lnx)2(x2B(x)− 1),
t3c(t) = (lnx)3(−x2B(x)− x3C(x)).
Theorem 5.2.3. Equation (5.2.4) is oscillatory if B(x) ∈ C1, 2C(x) < B′(x),
(0 < x < 1), and
lim
x→0
inf (ln x)2(x2B(x)− 1) > p, lim
x→0
supx2(lnx)3(B(x) + xC(x)) < p
for some number p > 1.
Theorem 5.2.4. (Hanan) [9] Suppose b(t) ∈ C1 and 2c(t) > b˙(t), (1 < t < ∞).
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Then equation (5.2.3) is oscillatory if there exists a number p satisfying 0 < p < 1
such that
lim
t→∞
inf t2b(t) > p, lim
t→∞
inf t3c(t) > 2
(
1− p
3
)3/2
− p
and nonoscillatory if there exists a number p, (0 < p < 1), such that
lim
t→∞
sup t2b(t) < p, lim
t→∞
sup t3c(t) < 2
(
1− p
3
)3/2
− p.
Using the same calculations as in Theorem 5.2.1, we can show that a version of
Theorem 5.2.4 holds with singularity at zero.
Theorem 5.2.5. Suppose B(x) ∈ C1 and 2C(x) < B′(x) (0 < x < 1). Then equation
(5.2.4) is oscillatory if there exists a p satisfying 0 < p < 1 such that
lim
x→0
inf x2B(x) > p, lim
x→0
sup 2x2B(x) + x3C(x) < p−
(
1− p
3
)3/2
,
and nonoscillatory if there exists a number p, (0 < p < 1) such that
lim
x→0
supx2B(x) < p, lim
x→0
inf 2x2B(x) + x3C(x) > p−
(
1− p
3
)3/2
.
Also theorem 5.2.4 holds with singularity at 0 for special case 2.
Theorem 5.2.6. Suppose (x2B(x)− 1) ∈ C1 and 2C(x) < B′(x) (0 < x < 1). Then
60
equation (5.2.4) is oscillatory if there exists a p satisfying 0 < p < 1 such that
lim
x→0
inf (ln x)2(x2B(x)− 1) > p, lim
x→0
sup
(−x2(lnx)3(B(x) + xC(x))) < p−(1− p
3
)3/2
,
and nonoscillatory if there exists a number p, (0 < p < 1) such that
lim
x→0
sup (lnx)2(x2B(x)− 1) < p, lim
x→0
inf
(−x2(lnx)3(B(x) + xC(x))) > p−(1− p
3
)3/2
.
Theorem 5.2.7. (Hanan) [9] If c(t) has constant sign , then
...
z (t) + c(t)z(t) = 0, is
oscillatory if
lim
t→∞
inf t3|c(t)| > 2
3
√
3
and nonoscillatory if
lim
t→∞
sup t3|c(t)| < 2
3
√
3
.
Theorem 5.2.7 holds with singularity at zero only for special case 1. So by the
transformation of special case 1 we have
t3|c(t)| = x−3| − x6C(x)| = x3|C(x)|.
Theorem 5.2.8. If C(x) has constant sign, then y′′′(x) +C(x)y(x) = 0 is oscillatory
if
lim
x→0
inf x3|C(x)| > 2
3
√
3
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and nonoscillatory if
lim
x→0
supx3|C(x)| < 2
3
√
3
.
We proceed with an example that illustrates Theorem 5.2.8.
Example 5.2.2. Let y′′′(x)+C(x)y(x) = 0 where C(x) = γxδ. Note that −x6C(x) =
−γxδ+6 has a constant sign. Then y′′′(x) + γxδy(x) = 0 is oscillatory if
lim
x→0
inf x3|C(x)| = lim
x→0
|xδ+3C(x)|
>
2
3
√
3
, if δ + 3 < 0, γ 6= 0 or
lim
x→0
inf x3|C(x)| = lim
x→0
|xδ+3C(x)|
= lim
x→0
inf |γ|
>
2
3
√
3
, if δ + 3 = 0, |γ| > 2
3
√
3
and nonoscillatory if
lim
x→0
supx3|C(x)| = lim
x→0
sup |γxδ+3|
<
2
3
√
3
if δ + 3 > 0, or
lim
x→0
sup |γxδ+3| = lim
x→0
sup |γ|
<
2
3
√
3
if δ + 3 = 0, |γ| < 2
3
√
3
.
We now state the next theorem with singularity at infinity.
Theorem 5.2.9. (Kondrat’ev - Lazer) [9] Equation (5.2.3) is oscillatory if b(t) ≤ 0,
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c(t) > 0 (0 < t <∞) and if there exists a number a > 0 such that
∫ ∞
a
[
c(t)− 2
3
√
3
(−b(t))3/2
]
dt =∞.
We show that a version of Theorem 5.2.9 holds with singularity at zero using the
transformation of special case 1. So,
b(t) = x4B(x),
c(t) = −2x5B(x)− x6C(x).
We take c(t) > 0; Hence −2x5B(x)− x6C(x) > 0⇔ 2B(x) + xC(x) < 0. Also,
∫ ∞
a
[
c(t)− 2
3
√
3
(−b(t))3/2
]
dt = ∞∫ 0
1/a
[
−2x5B(x)− x6C(x)− 2
3
√
3
(−x4B(x))3/2
]
(−x−2) dx = ∞∫ 1/a
0
[
−x3(2B(x) + xC(x))− 2x
4
3
√
3
(−B(x))3/2
]
dx = ∞
Theorem 5.2.10. Equation (5.2.4) is oscillatory if B(x) ≤ 0, 2B(x) + xC(x) < 0
(0 < x < 1) and if there exists a number a > 0 such that
∫ 1/a
0
[
−x3(2B(x) + xC(x))− 2x
4
3
√
3
(−B(x))3/2
]
dx =∞.
The following example illustrates Theorem 5.2.10
Example 5.2.3. Let B(x) = αxβ and C(x) = γxδ. One can show that the assump-
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tions of Theorem 5.2.10 are satisfied. Consider the following conditions:
1. B(x) = αxβ ≤ 0
2. 2B(x) + xC(x) = 2αxβ + γxδ+1 < 0
3.
∫ 1/a
0
[
x3(2αxβ + γxδ+1) + 2x
4
3
√
3
(−αxβ)3/2
]
dx
=
∫ 1/a
0
[
2αxβ+3 + γxδ+4 + 2(−α)
3/2
3
√
3
x(3β+8)/2
]
dx
= −∞
Condition 1 holds if α ≤ 0.
Conditions 1 and 2 hold if 
γ < 0 or
γ = 0, α < 0
or if
γ > 0, α < 0

β < δ + 1 or
β + δ + 1 α < γ.
Conditions 1, 2 and 3 hold if
α = 0,
γ
δ + 5
< 0, or
α < 0

β = δ + 1, 2α
β+4
+ γ
δ+5
< 0, β + 4 < 3
2
β + 5 ⇔ −2 < β, or
β < δ + 1, 2α
β+4
< 0, β + 4 < 3
2
β + 5 ⇔ −2 < β.
The next theorem is for special case 2 with singularity at zero. One can follow the
same procedure as in Theorem 5.2.10 to show that Theorem 5.2.9 holds for special
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case 2. Note that
b(t) = x2B(x)− 1,
c(t) = −x2(B(x) + xC(x))
Also,
∫ ∞
a
[
c(t)− 2
3
√
3
(−b(t))3/2
]
dt = ∞∫ 0
e−a
[
−x2B(x)− x3C(x)− 2
3
√
3
(−x2B(x) + 1)3/2
]
(−x−1) dx = ∞∫ e−a
0
[
−xB(x)− x2C(x)− 2
3x
√
3
(1− x2B(x))3/2
]
dx = ∞.
Theorem 5.2.11. Equation (5.2.4) is oscillatory if (x2B(x)−1) ≤ 0, B(x)+xC(x) <
0 (0 < x < 1) and if there exists a number a such that
∫ e−a
0
[
−xB(x)− x2C(x)− 2
3x
√
3
(1− x2B(x))3/2
]
dx =∞.
The next theorem with singularity at infinity is
Theorem 5.2.12. (Gregusˇ) [9] Suppose b(t) ∈ C1, b(t) ≤ 0, c(t) > 0 and 2c(t) ≥ b˙(t)
with equality occurring only at isolated points (1 < t < ∞). If equation (5.2.3) has
one oscillatory solution, then all solutions of (5.2.3) are oscillatory except constant
multiples of one nonvanishing solution z1(t); furthermore z1(t) tends to a finite limit
as t→∞.
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Applying special case 1, with
b(t) = x4B(x),
c(t) = −2x5B(x)− x6C(x),
b˙(t) = −x6B′(x)− 4x5B(x),
z1(t) =
y1(x)
x2
.
yields the following theorem.
Theorem 5.2.13. Suppose B(x) ∈ C1, B(x) ≤ 0, 2B(x) + xC(x) < 0, and 2C(x) ≤
B′(x) with equality occurring only at isolated points (0 < x < 1). If equation (5.2.4)
has one oscillatory solution, then all solutions of (5.2.4) are oscillatory except con-
stant multiples of one nonvanishing solution y1(x); furthermore
y1(x)
x2
tends to a finite
limit as x→ 0.
This next example considers Theorem 5.2.13 with power coefficients.
Example 5.2.4. Let B(x) = αxβ and C(x) = γxδ. Note that B(x) ∈ C1. We
continue by showing that the assumptions of Theorem 5.2.13 are satisfied. Consider
the following conditions:
1. αxβ ≤ 0,
2. 2αxβ + γxδ+1 < 0,
3. 2γxδ ≤ αβxβ−1 ⇔ 2γ ≤ αβxβ−1−δ
66
Conditions 1, 2 and 3 hold if α = 0, γ < 0 and also if
α < 0

β − 1− δ < 0, β < 0, or (β = 0, γ ≤ 0)
β − 1− δ > 0, γ < 0, or (β ≤ 0, γ = 0)
β − 1− δ = 0, γ < −2α, 2γ ≤ αβ.
Theorem 5.2.12 holds for special case 2 as well.
Theorem 5.2.14. Suppose x2B(x) − 1 ∈ C1, x2B(x) ≤ 1, B(x) + xC(x) < 0, and
2C(x) ≤ B′(x) with equality occurring only at isolated points (0 < x < 1). If equation
(5.2.4) has one oscillatory solution, then all solutions of (5.2.4) are oscillatory except
constant multiples of one nonvanishing solution y1(x); furthermore
y1(x)
x2
tends to a
finite limit as x→ 0.
Example 5.2.5. This example is an illustration of Theorem 5.2.14. Let B(x) = αxβ
and C(x) = γxδ. We now want to show that the assumptions of Theorem 5.2.14 are
satisfied. Clearly (x2B(x) − 1) = (αxβ+2 − 1) ∈ C1. We consider the following three
conditions,
1. αxβ+2 ≤ 1
2. αxβ + γxδ+1 < 0⇔ α < −γxδ+1−β
3. 2γxδ ≤ αβxβ−1 ⇔ 2γ ≤ αβxβ−1−δ.
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Condition 1 holds if 
α ≤ 0, or
α > 0, β + 2 > 0 or
β + 2 = 0, 0 < α ≤ 1.
Condition 2 holds if

δ + 1− β > 0, α < 0, or
δ + 1− β > 0, α = 0, γ ≤ 0
δ + 1− β < 0, γ < 0, or
δ + 1− β < 0, α < 0, γ = 0
δ + 1− β = 0, α < −γ, or
δ + 1− β = 0, 2γ ≤ αβ.
Condition 3 holds if

δ + 1− β > 0, γ < 0, or
δ + 1− β > 0, γ = 0, α = 0
δ + 1− β < 0, αβ > 0, or
δ + 1− β < 0, αβ = 0, γ ≤ 0
δ + 1− β = 0, 2γ ≤ αβ.
Since all the assumptions of Theorem 5.2.14 are satisfied then the conclusion of the
theorem holds.
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Theorem 5.2.15. (Lazer) [9] Suppose c(t) ∈ C2, b(t) ≤ 0, c(t) > 0 and
2b(t)
c(t)
+
[
1
c(t)
]..
≤ 0, 0 < t <∞.
Then the conclusion of theorem (5.2.12) is valid.
We again use the transformations for special case 1 to show that a version of Theorem
5.2.15 holds with singularity at zero.
Note that for special case 1
2b(t)
c(t)
+
[
1
c(t)
]..
≤ 0⇔ −2B(x)
2xB(x) + x2C(x)
+
[
− 1
2x5B(x) + x6C(x)
]..
≤ 0,
where
[
1
c(t)
]..
=
[
1
c(t)
]′′
(−x2)−2 − 2x
[
1
c(t)
]′
.
Theorem 5.2.16. Suppose −x5(2B(x) + xC(x)) ∈ C2, B(x) ≤ 0, 2B(x) + xC(x) <
0⇔, and
−2B(x)
2xB(x) + x2C(x)
+
[
− 1
2x5B(x) + x6C(x)
]..
≤ 0, (0 < x < 1).
Then the conclusion of Theorem 5.2.13 is valid.
Theorem 5.2.17. (Sˇvec - Villari) [9] If b(t) ≡ 0, c(t) > 0, and (5.2.3) has one
oscillatory solution, then every nonoscillatory solution tends to zero as t→∞.
Theorem 5.2.18. If B(x) ≡ 0, C(x) < 0, and y′′′(x) + C(x)y(x) = 0 has one
oscillatory solution, then every nonoscillatory solution tends to zero as x→ 0.
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Example 5.2.6. Let C(x) = γxδ. Note that γxδ < 0 if γ < 0. If the assumptions
of Theorem 5.2.18 are satisfied then every nonoscillatory solution tends to zero as
x→ 0, that is y(x)
x2
→ 0 or y(x) = o(1)x2, if y′′′(x) + C(x)y(x) = 0 has an oscillatory
solution. Let C(x) = − 6
x3
. Substituting C(x) into y′′′(x) + C(x)y(x) = 0 we have
y′′′(x)− 6
x3
y(x) = 0. (5.2.5)
We can solve (5.2.5) by letting y(x) = xσ. Differentiating y(x) three times we get
y′′′(x) = σ(σ−1)(σ−2)xσ−3. Substituting y(x) and y′′′(x) into (5.2.5) and simplifying
we obtain σ3 − 3σ2 + 2σ − 6 = 0. Solving the third degree polynomial we get σ =
3, σ = ±i√2. Hence, the three linearly independent real valued solutions of (5.2.5)
are
y1(x) = x
3, y2(x) = cos(
√
2 lnx) and y3(x) = sin(
√
2 lnx).
Therefore, (5.2.5) has two oscillatory solutions, i.e. y2(x), y3(x), and one nonoscilla-
tory solution y1(x) so that
y1(x)
x2
tends to zero as x→ 0.
Theorem 5.2.19. If x2B(x)−1 ≡ 0, C(x) < − 1
x3
and y′′′(x)+B(x)y′(x)+C(x)y(x) =
0 has one oscillatory solution, then every nonoscillatory solution tends to zero as
x→ 0.
Example 5.2.7. This example illustrates Theorem 5.2.19. Let B(x) = 1/x2 and
C(x) = γxδ. We now need to show that the assumptions of Theorem 5.2.19 hold.
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Consider the condition
γxδ < −x−3 ⇔ γ < −x−3−δ.
The above condition holds if

δ = −3, γ < −1, or
δ < −3, γ < 0.
Note that if δ > −3 the condition does not hold because it is impossible to find a
condition on γ.
Theorem 5.2.20. (Lazer) [9] Suppose b(t) ≤ 0, c(t) > 0(0 < t <∞) and ∫∞
a
t2c(t)dt =
∞ for some a > 0. Then if (5.2.3) has one oscillatory solution, every nonoscillatory
solution tends to zero as t→∞.
Theorem 5.2.20 leads to the following two theorems.
Theorem 5.2.21. Suppose B(x) ≤ 0, 2B(x) + xC(x) < 0 (0 < x < 1) and
∫ 1/a
0
(
2xB(x) + x2C(x)
)
dx = −∞
for some a > 0. Then if (5.2.4) has one oscillatory solution, every nonoscillatory
solution tends to zero as x→ 0.
The following example illustrates Theorem 5.2.21.
Example 5.2.8. Let B(x) = α
x2
and C(x) = β
x3
. Clearly, B(x) = α
x2
≤ 0 if α ≤ 0,
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and 2B(x) + xC(x) < 0 if 2α < −β. Since 2α + β < 0 then
∫ 1/a
0
(
2xB(x) + x2C(x)
)
dx = (2α + β)
∫ 1/a
0
1
x
dx
= (2α + β) lnx|1/a0 = −∞.
Theorem 5.2.22. Suppose x2B(x) ≤ 1, B(x) + xC(x) < 0 (0 < x < 1) and
∫ e−a
0
(
(lnx)2(xB(x) + x2C(x))
)
dx = −∞
for some a > 0. Then if (5.2.4) has one oscillatory solution, every nonoscillatory
solution tends to zero as x→ 0.
Theorem 5.2.23. (Lazer) [9] If b(t) ∈ C1, b(t) ≤ 0, c(t) < b˙(t) and
∫ ∞
a
b˙(t)− c(t)− 2
3
√
3
(−b(t))3/2 dt = 0
has two linearly independent oscillatory solutions.
A version of Theorem 5.2.23 holds with singularity at 0 for special case 1 and
special case 2.
Theorem 5.2.24. If B(x) ∈ C1, B(x) ≤ 0, xC(x) > 2B(x) + xB′(x) and
∫ 1/a
0
[
x3(xC(x)− 2B(x)− xB′(x)) + 2x
4
3
√
3
(−B(x))3/2
]
dx =∞
for some a > 0 then equation (5.2.4) has two linearly independent oscillatory solu-
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tions.
Theorem 5.2.25. If (x2B(x)− 1) ∈ C1, x2B(x) ≤ 1, xC(x) > B(x) + xB′(x) and
∫ e−a
0
[
x(xC(x)−B(x)− xB′(x)) + 2x
−1
3
√
3
(1− x2B(x))3/2
]
dx =∞
for some a > 0 then equation (5.2.4) has two linearly independent oscillatory solu-
tions.
Theorem 5.2.26. (Jones, G.) [6] If 2c(t) − b˙(t) is of constant sign having only
isolated zeros, then equation (5.2.3) is oscillatory whenever
z¨(t) +
b(t)
4
z(t) = 0
is oscillatory.
Note that for special case 1, we have
2c(t)− b˙(t) = 2(−2x5B(x)− x6C(x))− (−x6B′(x)− 4x5B(x))
= x6(B′(x)− 2C(x)),
so that a version of Theorem 5.2.26 with singularity at 0 is:
Theorem 5.2.27. Consider equation (5.2.4). If B′(x) − 2C(x) is of constant sign
having only isolated zeros, then equation (5.2.4) is oscillatory whenever y′′(x) +
1
4
x4B(x)y(x) = 0 is oscillatory.
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Example 5.2.9. Let B(x) = 4c
x6
with c > 1
4
and C(x) be any function such that
C(x) ≥ 0. Then
x6(B′(x)− 2C(x)) = x6(−24cx−7 − 2C(x)) = −24cx−1 − 2x6C(x)
is of constant sign. Substituting B(x) = 4c
x6
into y′′(x) + 1
4
x4B(x)y(x) = 0 and
simplifying we get an oscillatory Euler differential equation
y′′(x) +
c
x2
(x) = 0. (5.2.6)
One can solve (5.2.6) by letting y(x) = xσ. Differentiating y(x) twice we have y′′(x) =
σ(σ−1)xσ−2. Substituting y(x) and its second derivative into the differential equation
(5.2.6) and simplifying we obtain σ2−σ+c = 0. Solving the quadratic equation we get
σ = 1±
√
1−4c
2
. Since c > 1
4
then σ = 1±i
√
4c−1
2
. Therefore, the two linearly independent
real valued solutions of (5.2.6) are
y1(x) = x
1/2 cos β lnx, and y2(x) = x
1/2 sin β lnx
where β =
√
4c− 12. Note that y1(x) and y2(x) oscillate ”infinitely rapidly” near the
origin as x→ 0.
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For special case 2, we have
2c(t)− b˙(t) = 2(−x2B(x)− x3C(x))− (−x3B′(x)− 2x2B(x))
= x3(B′(x)− 2C(x)),
so that a version of Theorem 5.2.26 with singularity at 0 is:
Theorem 5.2.28. If B′(x)−2C(x) is of constant sign having only isolated zeros, then
equation (5.2.4) is oscillatory whenever y′′(x) + 1
4
(x2B(x)− 1)y(x) = 0 is oscillatory.
75
Chapter 6
Canonical 3rd Order Differential
Equations
In this chapter we introduce a general third order differential equation considered by
Barrett [1]. We show that the general transformation of Chapter 5 can be used to
transform Barrett’s equation into one of the same form. The third order canonical
form of Barrett is
L[y] = {r2[(r1y′(x))′ + q1y(x)]}′ + q2(r1y′(x)) = 0 (6.0.1)
where r1, r2 > 0 , q1, q2 ∈ C(I), I = (0, 1).
Remark: The differential equation (6.0.1) is more general than (5.1.1). This can be
shown by the following Lemma from Barrett [1].
Lemma 5.1 [1]
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Any classical third order equation
y′′′(x) + p1(x)y′′(x) + p2(x)y′(x) + p3(x)y(x) = 0; pi ∈ C(I),
can be expressed in the canonical form (6.0.1) since it is equivalent to
(s(x)y′′(x))′ + s(x)p2(x)y′(x) + s(x)p3(x)y(x) = 0; s = e
∫
p1 ,
and
[
s(x)y′′(x) +
(∫
s(x)p3(x)
)
y(x)
]′
+
[
s(x)p2(x)−
∫
s(x)p3(x)
]
y′(x) = 0,
where r1(x) = 1, r2(x) = s(x), q1(x) =
∫
s(x)p3(x) dx, and q2(x) = s(x)p2(x) −∫
s(x)p3(x) dx.
Let y[1] = r1y
′ and y[2] = r2[(r1y′)′ + q1y] = r2[(y[1])′ + q1y].
Hence the equation (6.0.1) is equivalent to a special case of the first order vector-
matrix equation:
Y ′ = A(x)Y, A(x) = (aij(x)), aij ∈ C(I).
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Thus, 
y
y[1]
y[2]

′
=

0 1/r1 0
−q1 0 1/r2
0 −q2 0


y
y[1]
y[2]

We now want to transform equation (6.0.1) by using the general transformation of
chapter 5 .
Let y(x) = µ(x)z(t), t = f(x), f ′(x) = γ(x). We seek r˜1, r˜2, q˜1, q˜2 so that L[y] = 0 if
and only if
L˜[z] = {r˜2[(r˜1z˙)· + q˜1z]}· + q˜2r˜1z˙ = 0. (6.0.2)
Equation (6.0.2) will have the same matrix form as Y with z[1] = r˜1z˙, z
[2] = r˜2[(r˜1z˙)
·+
q˜1z]. We expect a linear relation
Y = FZ, Z = [z, z[1], z[2]]T , F (x) = (fij(x)), fij ∈ C(I).
It is clear that F11 = µ, F12 = F13 = F23 = 0. We differentiate y(x) = µ(x)z(t) and
we get y′(x) = µ′(x)z(t) + µ(x)γ(x)z˙(t). Multiplying y′(x) by r1 we obtain
r1y
′ = r1µ′(x)z(t) + r1µ(x)γ(x)z˙(t).
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We should take F21 = r1µ
′ since y[1] = r1y′ = F21z + F22z[1]. We will try to construct
F with F22 = 1 and determine F31, F32, F33 labelled a, b, c. Thus,

y
y[1]
y[2]
 =

µ 0 0
r1µ
′ 1 0
a b c


z
z[1]
z[2]
 .
Since Y = FZ then Y ′ = F ′Z + FZ˙γ = AY = AFZ.
Therefore, Z˙ = 1
γ
F−1[AF − F ′]Z = A˜Z,
where we have calculated
F−1 =

1
µ
0 0
−r1µ′
µ
1 0
r1µ′b−a
µc
− b
c
1
c
 .
From
A =

0 1
r1
0
−q1 0 1r2
0 −q2 0
 , F =

µ 0 0
r1µ
′ 1 0
a b c
 ,
we have
A˜ =

0 1/r˜1 0
−q˜1 0 1/r˜2
0 −q˜2 0
 , and F
′ =

µ′ 0 0
(r1µ
′)′ 0 0
a′ b′ c′
 .
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Note that Z˙ = [z˙, z˙[1], z˙[2]]T , Z = [z, z[1], z[2]]T and Z˙ = A˜Z. We now compute A˜ =
1
γ
F−1[AF − F ′] to be

0 1
γr1µ
0
1
γ
(
−q1µ− (r1µ′)′ + ar2
)
b
γr2
− µ′
γµ
c
γr2
1
γc
[
b
(
q1µ− ar2 + (r1µ′)′
)
− q2r1µ′ − a′
]
1
γc
(
bµ′
µ
− a
r1µ
− b2
r2
− q2 − b′
)
− b
γr2
− c′
γc
 .
GENERAL CASE:
In this case we want to find a, b, c so A˜ has the required structure and compute
r˜1, r˜2, q˜1, q˜2. We begin by renaming the above matrix; B =

0 1
γr1µ
0
1
γ
(
−q1µ− (r1µ′)′ + ar2
)
b
γr2
− µ′
γµ
c
γr2
1
γc
[
b
(
q1µ− ar2 + (r1µ′)′
)
− q2r1µ′ − a′
]
1
γc
(
bµ′
µ
− a
r1µ
− b2
r2
− q2 − b′
)
− b
γr2
− c′
γc
 .
Recall we seek A˜ =

0 1/r˜1 0
−q˜1 0 1/r˜2
0 −q˜2 0
 .
In order to find a, b, c and compute r˜1, r˜2, q˜1, q˜2 we need to show that matrix B has
the same structure with matrix A˜.
The matrix B has the same structure with matrix A˜ if
a˜11 = b11 ←→ 0 = 0
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a˜12 = b12 ←→ 1
r˜1
=
1
γµr1
←→ r˜1 = γµr1
a˜13 = b13 ←→ 0 = 0
a˜22 = b22 ←→ − µ
′
γµ
+
b
γr2
= 0←→ b = r2µ
′
µ
a˜23 = b23 ←→ 1
r˜2
=
c
γr2
←→ r˜2 = γr2
c
.
One can find c by considering
a˜33 = b33 ←→ b
r2
= −c
′
c
.
Thus c = 1
µ
and r˜2 = γµr2.
From a˜31 = b31 we have
1
γc
[
b
(
q1µ− a
r2
+ (r1µ
′)′
)
− q2r1µ′ − a′
]
= 0.
Multiplying both sides by γc, substituting b = r2µ
′
µ
into the above equation and
simplifying we get
(aµ)′ = r2q1µ′µ− r1q2µ′µ+ r2µ′(r1µ′)′.
Integrating both sides of the above equation we can solve for a. Hence
a =
1
µ
∫
(µ′µ(r2q1 − r1q2) + r2µ′(r1µ′)′) dx.
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From a˜21 = b21 we have
−q˜1 = 1
γ
[
−q1µ+ a
r2
− (r1µ′)′
]
.
Substituting a into the above equation and simplifying we get
−q˜1 = 1
γ
[
−q1µ− (r1µ′)′ + 1
µr2
∫
(µ′µ(r2q1 − r1q2) + r2µ′(r1µ′)′) dx
]
.
Finally, from the last entries a˜32 = b32 we have
−q˜2 = 1
γc
(
µ′b
µ
− a
r1µ
− b
2
r2
− q2 − b′
)
.
We now substitute a, b, b′ into the above equation and after long calculations we get
−q˜2 = 1
γ
[
r2(µ
′)2
µ
− (r2µ′)′ − q2µ− 1
r1µ
∫
(µ′µ(r2q1 − r1q2) + r2µ′(r1µ′)′) dx
]
.
Summarizing,
a =
1
µ
∫
(µ′µ(r2q1 − r1q2) + r2µ′(r1µ′)′) dx
b =
r2µ
′
µ
c =
1
µ
(6.0.3)
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r˜1 = γµr1
−q˜1 = 1
γ
[
−q1µ− (r1µ′)′ + 1
µr2
∫
(µ′µ(r2q1 − r1q2) + r2µ′(r1µ′)′) dx
]
−q˜2 = 1
γ
[
r2(µ
′)2
µ
− (r2µ′)′ − q2µ− 1
r1µ
∫
(µ′µ(r2q1 − r1q2) + r2µ′(r1µ′)′) dx
]
r˜2 = γµr2 (6.0.4)
SPECIAL CASE: Self-Adjoint
If the equation (6.0.1) is self-adjoint, that is r1 = r2 and q1 = q2, then (6.0.1) becomes
L[y] = {r1 [(r1y′)′ + q1y]}′ + q1(r1y′) = 0. (6.0.5)
Following the same procedure as in general case one can find a, b, c and compute
r˜1, r˜2, q˜1, q˜2 for the special case. From the general case we have
a =
1
µ
∫
(µ′µ(r2q1 − r1q2) + r2µ′(r1µ′)′) dx
b =
r2µ
′
µ
c =
1
µ
r˜1 = γµr1
r˜2 = γµr2
−q˜1 = 1
γ
[
−q1µ− (r1µ′)′ + 1
µr2
∫
(µ′µ(r2q1 − r1q2) + r2µ′(r1µ′)′) dx
]
−q˜2 = 1
γ
[
r2(µ
′)2
µ
− (r2µ′)′ − q2µ− 1
r1µ
∫
(µ′µ(r2q1 − r1q2) + r2µ′(r1µ′)′) dx
]
.
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Since r1 = r2 and q1 = q2 then the above equations become
a =
1
µ
∫
r1µ
′(r1µ′)′ dx =
(r1µ
′)2
2µ
+
k
µ
b =
r1µ
′
µ
c =
1
µ
r˜1 = γµr1
r˜2 = γµr2
−q˜1 = 1
γ
[
−q1µ− (r1µ′)′ + 1
µr2
∫
r1µ
′(r1µ′)′ dx
]
=
1
γ
[
−q1µ− (r1µ′)′ + 1
µr2
(
(r1µ
′)2
2
+ k
)]
−q˜2 = 1
γ
[
r2(µ
′)2
µ
− (r2µ′)′ − q2µ− 1
r1µ
∫
r2µ
′(r2µ′)′ dx
]
=
1
γ
[
r2(µ
′)2
µ
− (r2µ′)′ − q2µ− 1
r1µ
(
(r2µ
′)2
2
+ k
)]
,
where k is a constant. Therefore the transformed system Z˙ = A˜Z with Z˙ =
[z˙, z˙[1], z˙[2]]T and Z = [z, z[1], z[2]]T is

0 1
γµr1
0
1
γ
(
r1(µ′)2
2µ
− (r1µ′)′ − q1µ+ kr2µ
)
0 1
γµr2
0 1
γ
(
r2(µ′)2
2µ
− (r2µ′)′ − q1µ− kr1µ
)
0
 .
Note that the transformed system is also self-adjoint if we choose k = 0.
General Subcase 1:
In this case we use the general transformation of chapter 5 but let µ(x) = x2 and
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t = 1/x. Note that 0 < x < 1 and 1 < t < ∞. We again want to find a, b, c
and compute r˜1, r˜2, q˜1, q˜2. Since a, b, c are known from the general case then we just
substitute µ(x) = x2 into (6.0.3) and we simplify,
a =
1
x2
∫ (
2x3(r2q1 − r1q2) + 2xr2(2xr1)′
)
dx
b =
2r2
x
c =
1
x2
.
Similarly for r˜1, r˜2, q˜1, q˜2, we have
r˜1(t) = −r1(x)
r˜2(t) = −r2(x)
−q˜1(t) = q1(x)x4 + x2(2xr1(x))′
− 1
r2(x)
∫ (
2x3(r2(x)q1(x)− r1(x)q2(x)) + 2xr2(x)(2xr1(x))′
)
dx
−q˜2(t) = q2(x)x4 + x2(2xr2(x))′ − 4x2r2(x)
+
1
r1(x)
∫ 1
x
(
2x3(r2(x)q1(x)− r1(x)q2(x)) + 2xr2(x)(2xr1(x))′
)
dx.
Special Subcase 1: Self-Adjoint
In the previous case we found a, b, c and r˜1, r˜2, q˜1, q˜2 when y(x) = x
2z(1/x). In this
case we consider the same transformation as in the previous case but let r1 = r2 and
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q1 = q2 :
a = 2r21 +
k
x2
b =
2r1
x
c =
1
x2
r˜1(t) = −r1(x)
r˜2(t) = −r2(x)
−q˜1(t) = q1(x)x4 + x2(2xr1(x))′ − 1
r2(x)
[
2(xr1(x))
2 + k
]
−q˜2(t) = q2(x)x4 + x2(2xr2(x))′ − 4x2r2(x) + 1
r1(x)
[
2(xr2(x))
2 + k
]
.
Therefore, the transformed system is also self adjoint if we choose k = 0. General
Subcase 2:
Let y(x) = µ(x)z(t) where µ(x) = x and t = − ln(x). Note that 0 < x < 1 and
1 < t < ∞. Following the same procedure as in general subcase 1 we can get a, b, c
and r˜1, r˜2, q˜1, q˜2. Hence,
a =
1
x
∫
[x(r2q1 − r1q2) + r2r′1] dx
b =
r2
x
c =
1
x
.
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Recall that Z˙ = A˜Z with Z˙ = [z˙, z˙[1], z˙[2]]T , Z = [z, z[1], z[2]]T and
A =

0 1/r˜1 0
−q˜1 0 1/r˜2
0 −q˜2 0
 .
Thus,
r˜1(t) = −r1(x)
r˜2(t) = −r2(x)
−q˜1(t) = x2q1(x) + xr′1(x)−
1
r2(x)
∫
[x(r2(x)q1(x)− r1(x)q2(x)) + r2(x)r′1(x)] dx
−q˜2(t) = q2(x)x2 − r2(x) + xr′2(x) +
1
r1(x)
∫
[x(r2(x)q1(x)− r1(x)q2(x)) + r2(x)r′1(x)] dx.
Special Subcase 2: Self-Adjoint
In this case we consider a, b, c and r˜1, r˜2, q˜1, q˜2 from the general subcase 2. Let r1 = r2
and q1 = q2. Applying this condition into a, b, c of the previous case we get
a =
1
2x
(
r21 + 2k
)
b =
r1
x
c =
1
x
.
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We also apply the same condition into r˜1, r˜2, q˜1, q˜2 :
r˜1(t) = −r1(x)
r˜2(t) = −r2(x)
−q˜1(t) = x2q1(x) + xr′1(x)−
1
2r2(x)
(
r21(x) + 2k
)
−q˜2(t) = x2q2(x)− r2(x) + xr′2(x) +
1
2r1(x)
(
r22(x) + 2k
)
.
Therefore, the transformed system is also self adjoint if we choose k = 0.
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