Abstract. Let G = SL(V ), where V is a vector space of dimension n over an algebraically closed field K of characteristic two. Any non-trivial self-dual irreducible KG-module W admits a non-degenerate G-invariant alternating bilinear form, thus giving a representation f : G → Sp(W ). In the case where W is irreducible of highest weight ̟ 1 + ̟ n−1 , we determine for every unipotent element u ∈ G the conjugacy class of f (u) in Sp(W ). We give a similar description in the case where G = Sp(V ) and W is irreducible of highest weight ̟ 2 . As a part of our results, we describe the conjugacy classes of unipotent elements of Sp(V 1 ) ⊗ Sp(V 2 ) in Sp(V 1 ⊗ V 2 ).
Introduction
Let G be a simple algebraic group over an algebraically closed field K of characteristic p > 0, and let f : G → SL(W ) be a non-trivial rational irreducible representation. In previous work [Kor] , some special cases of the following problem were solved. Problem 1.1. Let u ∈ G be a unipotent element. What is the Jordan normal form of f (u)?
There are relatively few cases where a complete answer to Problem 1.1 is known. Computations done by Lawther [Law95, Law98] give an answer in most cases where G is simple of exceptional type and W is either minimal-dimensional or the adjoint module. Consider the case where G is a simple classical group (SL(V ), Sp(V ), or SO(V )). For almost all irreducible representations f with dim W ≤ (rank G) 3 /8 (see [Lüb01, Theorem 5 .1]), the main results of [Kor] solve Problem 1.1 in the case where p is good for G.
In this paper we will extend the results of [Kor] to the case where p is bad for G, but our main concern will be a somewhat more general problem in characteristic two. Suppose from now on that p = 2, and suppose that W is self-dual. By Fong's lemma [Fon74] , there exists a non-degenerate G-invariant alternating bilinear form b on W , which is unique up to scalar multiples. Thus we may consider f as a representation f : G → Sp(W, b). In the main results of this paper, we give a solution to the following problem in some special cases. We note here that while in odd characteristic it is true that the Jordan normal form of u ∈ Sp(W, b) determines the conjugacy class of u in Sp(W, b) [Ger61, Proposition 2 of Chapter II], this no longer holds in characteristic two. Although knowing the Jordan normal form of f (u) is essential in the solution of Problem 1.2, one also needs specific information about the action of u on W with respect to the bilinear form b. Throughout we will describe the conjugacy class of u in Sp(W, b) using the Hesselink normal form described in [Hes79] . In Section 6, we describe the Hesselink normal form (Theorem 6.4) and other useful results concerning the unipotent conjugacy classes of Sp(W, b).
One basic motivation for considering Problem 1.1 and Problem 1.2 is in the problem of determining the fusion of unipotent classes in maximal subgroups of simple algebraic groups. That is, for a simple algebraic group Y and a maximal subgroup X < Y , what is the Y -conjugacy class of each unipotent element u ∈ X? Here solutions to Problem 1.1 and Problem 1.2 provide answers in the case where Y is of classical type and X is an irreducible simple subgroup.
Solutions of Problem 1.1 in specific cases have found applications in various contexts, see for example [Law95] , [Law09, Section 3] , and [TZ02] . It seems that so far there are very few results on Problem 1.2 in the literature, although some computations are contained in the PhD thesis of the present author. In this paper, we solve Problem 1.2 in the smallest cases where the answer is not known. As an application of our results, in the final section of this paper we classify some simple subgroups of Sp(V, b) that contain distinguished unipotent elements.
Let λ be the highest weight in W . As the main result of this paper, we will solve Problem 1.2 in the following cases:
• G = SL(V ) and λ = ̟ 1 + ̟ n−1 , where n = dim V (Theorem 10.3).
• G = Sp(V, b) and λ = ̟ 2 (Theorem 11.4). Note that for the case G = SL(V ) and λ = ̟ 1 + ̟ n−1 , the Jordan normal form of f (u) is described in [Kor, Theorem 6 .1]. The description is given in terms of the Jordan normal form of u on V ⊗ V * , which is known (Theorem 4.1). One can show that V ⊗ V * admits a non-zero alternating G-invariant bilinear form b V which is unique up to scalar multiples, and furthermore b V is non-degenerate if and only if dim V is even -see Section 8. In Theorem 10.3, we describe the Hesselink normal form of f (u) in Sp(W, b), and when dim V is even, the Hesselink normal form of the image of u in Sp(V ⊗ V * , b V ). In the case where G = Sp(V, b) and λ = ̟ 2 , the irreducible KG-module W occurs as the unique non-trivial composition factor of ∧ 2 (V ). Analogously to the case with SL(V ), it turns out that ∧ 2 (V ) admits a non-zero G-invariant alternating bilinear form a V which is unique up to scalar multiples, and furthermore a V is nondegenerate if and only if dim V /2 is even -see Section 9. Theorem 11.4 describes the Hesselink normal form of f (u) in Sp(W, b), and when dim V /2 is even, the Hesselink normal form of the image of u in Sp(∧ 2 (V ), a V ). Our description is given in terms of the Jordan normal form of u on ∧ 2 (V ), which can be computed with a formula due to Gow and Laffey [GL06] . We discuss results concerning the Jordan normal form of u on ∧ 2 (V ) in Section 4. As part of our main result for G = Sp(V, b), we will also have to resolve the following problem. Here b 1 ⊗b 2 is the usual product form on V 1 ⊗V 2 given by b 1 and b 2 , see Definition 5.7. We will give a complete solution to Problem 1.3 in Section 7.
Remark 1.4. Let G = Sp(V, b), where dim V > 4. In characteristic two, we always have SO(V, q) < G, where q is a quadratic form on V such that q(v + w) + q(v) + q(w) = b(v, w) for all v, w ∈ V . It follows for example from [Sei87, Theorem 4.1] that the restriction of the irreducible KG-module with highest weight ̟ 2 to SO(V, q) remains irreducible. Furthermore, the unipotent conjugacy classes of SO(V, q) can be described in terms of unipotent conjugacy classes of G [LS12, Proposition 6.22]. Thus from our main result for G = Sp(V, b) (Theorem 11.4), it is straightforward to deduce the corresponding result for SO(V, q).
Notation
We fix the following notation and terminology. Throughout the text, let K be an algebraically closed field. We will always assume that K has characteristic two. For an integer n ∈ Z, we will denote the element n · 1 K of K by n, and it will be clear from the context when n is considered as an element of K.
For a K-vector space V and non-negative integer n, we use the notation V n for the direct sum V ⊕ · · · ⊕ V , where V occurs n times. Note that V 0 = 0. Let u be a generator of a cyclic 2-group of order q. There exist exactly q indecomposable K[u]-modules up to isomorphism, which we label by V 1 , . . ., V q , where dim V i = i and u acts on V i as a full i × i Jordan block. For convenience of notation, we denote V 0 = 0. Any non-zero K[u]-module V has a decomposition V ∼ = V Throughout the text G will always denote a group. If a KG-module V has a filtration V = V 1 ⊃ V 2 ⊃ · · · ⊃ V t ⊃ V t+1 = 0 with soc(V /V i+1 ) = V i /V i+1 ∼ = W i for all 1 ≤ i ≤ t, we will denote this by V = W 1 |W 2 | · · · |W t . Let G be a group and H < G a subgroup. We denote the restriction of a KG-module V to H by Res G H (V ). For a KH-module W , the induced module of W from H to G is Ind Suppose that G is a simple algebraic group over K, for example G = SL(V ) or G = Sp(V, b). We fix a maximal torus T of G with character group X(T ), and a base ∆ = {α 1 , . . . , α ℓ } for the root system of G, where ℓ = rank G. Here we use the standard Bourbaki labeling of the simple roots α i , as given in [Hum72, 11.4, p. 58] . We denote the dominant weights with respect to ∆ by X(T ) + , and the fundamental dominant weight corresponding to α i is denoted by ̟ i . For a dominant weight λ ∈ X(T ) + , we denote the rational irreducible KG-module with highest weight λ by L G (λ).
For non-negative integers a and b we denote by a b the usual binomial coefficient, using the convention that a b = 0 if a < b. We denote by ν 2 the 2-adic valuation on the integers, so ν 2 (a) is the largest integer k ≥ 0 such that 2 k divides a.
Preliminaries
In this section, we list some preliminary results needed in the paper. All of the results in this section are well known, and furthermore the results and their proofs generalize to arbitrary characteristic p > 0. We begin with some basic results about unipotent linear maps.
Lemma 3.1. Let u be a generator of a cyclic 2-group of order q, and 2 α ≤ q. For an integer 0 < n ≤ q, write n = a2 α + r for 0 ≤ r < 2 α . Then
Proof. Let e 1 , . . ., e n be a basis of V n such that ue 1 = e 1 and ue i = e i + e i−1 for all 1 < i ≤ n. Set e j = 0 for j ≤ 0 and j > n. Now (u − 1) k e i = e i−k for all k ≥ 1 and i > 0. Since (u − 1)
α . From this the lemma follows.
Lemma 3.2 ([Kor, Lemma 3.3]). Let u ∈ GL(V ) be unipotent and denote
Let m ≥ 1 be such that Ker X m−1 ⊆ W and Ker X m ⊆ W . Then:
Lemma 3.3. Let u ∈ GL(V ) be unipotent and denote
Proof. It is clear that Im
spaces, so we conclude that rank X The following results are used to construct the irreducible representations that we consider in our main results.
Lemma 3.4 ([McN98, Proposition 4.6.10]). Let G = SL(V ), where dim V = n for some n ≥ 2. Then as KG-modules, we have
, where dim V = 2n for some n ≥ 2. Then as KG-modules, we have
Decomposition of tensor products and exterior squares
In this section, we give results on the decomposition of tensor products and exterior squares of unipotent linear maps. Throughout, we let u be a generator of a cyclic 2-group of order q > 1, and denote the indecomposable K[u]-modules by V 1 , . . ., V q as defined in Section 2. A recursive algorithm for calculating the decomposition of V m ⊗ V n into indecomposable summands is given by the following theorem, see for example [Gre62, (2.5a)] and [GL06, Lemma 1] for a proof.
Theorem 4.1. Let 0 < m ≤ n ≤ q and 2 α ≤ n < 2 α+1 . Then the following statements hold:
Taking tensor products of K[u]-modules is an additive functor, so using Theorem 4.1 one can decompose any tensor product of two K[u]-modules into indecomposable summands.
Lemma 4.2. Let 0 < m ≤ n ≤ q be odd integers and
Proof. We prove the lemma by induction on n. The case n = 1 is obvious. Suppose then that 0 < m ≤ n are odd integers and n > 1. Let α > 0 be such that 2 α < n < 2 α+1 . If m + n > 2 α+1 , by Theorem 4.1 (i)
so the claim follows by applying induction on the tensor product V 2 α+1 −n ⊗V 2 α+1 −m . The other possibility is that m + n ≤ 2 α+1 , in which case by Theorem 4.1 (iii) we have
Thus the claim follows by applying induction on V m ⊗ V 2 α+1 −n .
Remark 4.3. One can also describe the unique odd Jordan block size of Lemma 4.2 explicitly. Let 0 < m ≤ n ≤ q be odd integers. Write m = t i=0 a i 2 i and n = t i=0 b i 2 i , where a i , b i ∈ {0, 1} for all 0 ≤ i ≤ t. We shall omit the proof from this paper, but one can show that the unique odd Jordan block size in
Example 4.4. To give an example of Theorem 4.1 in a small case, consider V m ⊗ V n for m = 3. This particular example will also be useful later (Example 7.7). In any case, with Theorem 4.1 it is easy to show that for all n ≥ 3,
It also clear from this decomposition that the conclusion of Lemma 4.2 holds in this case.
As in [GPX15, p. 231], we define the consecutive-ones binary expansion of an integer n > 0 to be the alternating sum n =
i+1 2 ei such that e 1 > · · · > e k ≥ 0 and k is minimal. This expansion can be calculated as follows. Grouping together the blocks of consecutive ones in the binary expansion of n, we write n =
bi , and the consecutive-ones binary expansion of n is given by
For example, we have consecutive-ones binary expansions 3 = 2 2 − 2 0 , 4 = 2 2 , 5 = 2 3 − 2 2 + 2 0 , and 6 = 2 3 − 2 1 . Note that e k−1 > e k + 1 for any consecutive-ones binary expansion with k > 1.
We shall need the following result from [GPX15] , where for 0 < n ≤ q the decomposition of V n ⊗ V n was described explicitly in terms of the consecutive-ones binary expansion of n. (−1) i+1 2 ei be the consecutive-ones binary expansion of n, where
where d k = 2 e k , and
We finish this section by discussing some results on the decomposition of ∧ 2 (V n ). The following recursive description of ∧ 2 (V n ) is due to Gow and Laffey [GL06] .
Theorem 4.6 ([GL06, Theorem 2]). Suppose that q/2 < n ≤ q. Then
Example 4.7. Applying Theorem 4.6 with n = q = 2 α , it is immediate that
-modules, this decomposition gives the following result.
With Lemma 4.8, Theorem 4.6, and Theorem 4.1, we can compute the decomposition of ∧ 2 (V ) for any K[u]-module V efficiently. Next we consider some results on the multiplicities of the Jordan block sizes in ∧ 2 (V 2n ).
Lemma 4.9. Let 0 < n ≤ q/2 and set α = ν 2 (n). Then the smallest Jordan block size in ∧ 2 (V 2n ) is 2 α , occurring with multiplicity one.
Proof. By induction on n. In the case n = 1, the claim holds since ∧ 2 (V 2n ) = ∧ 2 (V 2 ) = V 1 . Suppose then n > 1 and that the claim holds for all 0 < n ′ < n. Without loss of generality, we can assume that q/2 < 2n ≤ q. If 2n = q, then the claim follows from Example 4.7. Suppose that q/2 < 2n < q. Then
by Theorem 4.6. Now ν 2 ((q − 2n)/2) = ν 2 (n) = α since q > 2 α+1 , so by induction the smallest Jordan block size in ∧ 2 (V q−2n ) is 2 α , occurring with multiplicity one. Furthermore, we have q > 3q/2−2n > q/2 ≥ 2 α , so the result follows from (4.1).
Lemma 4.10. Let 0 < n ≤ q/2. Then every Jordan block size in ∧ 2 (V 2n ) has odd multiplicity.
Proof. By induction on n. The steps of the proof are essentially the same as in the proof of Lemma 4.9, so we omit the details.
Lemma 4.11. Let n > 0 and suppose that all Jordan block sizes in ∧ 2 (V 2n ) have multiplicity at most 2. Then n ∈ {1, 2, 3, 5}.
Proof. For n = 4, an easy calculation with Theorem 4.6 shows that
8 . Thus we may assume n > 4 for what follows. Let q be a power of 2 such that q/2 < 2n ≤ q. Suppose that all Jordan block sizes in ∧ 2 (V 2n ) have multiplicity at most 2. Then by Lemma 4.10 each Jordan block size in ∧ 2 (V 2n ) has multiplicity one. By Theorem 4.6, we have
. Now q/4 < q/2 − 2 < q/2, so applying Theorem 4.6 we get
, and therefore q/4 − 3 ≤ 1, giving q ≤ 16. Since n > 4 and q/2 < 2n ≤ q, it follows that q = 16. In this case 2n = q/2 + 2 = 10, so n = 5.
Modules equipped with a bilinear form
Let G be a group. It is an elementary fact in representation theory that the GL(V )-conjugacy classes of homomorphisms G → GL(V ) are in bijection with the isomorphism classes of KG-module structures on V . Similarly, it is convenient to study the conjugacy classes of subgroups of Sp(V, b) in terms of modules equipped with a non-degenerate alternating bilinear form. In later sections of this paper, this will be useful for us when describing the conjugacy class of a unipotent element u ∈ Sp(V, b).
For some generalities on modules equipped with a bilinear form, see for example [Wil77] , [QSSS76] , and [Mur16] . We give the basic definitions and results needed in this paper in what follows. 
Definition 5.3. Let (V, b) be a bilinear KG-module and W a KG-submodule of V . We denote (W, b) := (W, b| W ×W ). Furthermore, if W is totally singular with respect to b, then we set (
Definition 5.4. The orthogonal direct sum of two bilinear KG-modules (V, b) and
In the context of bilinear KG-modules, for n ≥ 0 we will use (V, b)
Definition 5.5. We call a bilinear KG-module (V, b) orthogonally indecomposable, if V = 0 and whenever V = V 1 ⊥ V 2 for two KG-submodules V 1 and V 2 , we have Definition 5.7. The tensor product of bilinear KG-modules (V, b) and (
We will also need to consider induction and restriction of bilinear KG-modules, as defined for example in [GW95, Lemma, p. 1242], see also [Mur16, Section 4].
for all g 1 , g 2 ∈ G and ℓ 1 , ℓ 2 ∈ L.
as bilinear KG-modules.
Proof. The corresponding result for KG-modules is a basic result [Alp86, Lemma 5 (5), p. 57], and one can see that the map θ : Ind
ℓ ∈ L, and w ∈ W , is an isomorphism of KG-modules. A straightforward check shows that θ is also an isometry with respect to the bilinear forms on Ind
Definition 5.11. Let M be a KG-module. The paired module associated with M is the bilinear KG-module (M ⊕ M * , a), where
Note that the paired module associated with a KG-module M is always a nondegenerate alternating bilinear KG-module. 
Then it is straightforward to see that the map w + w
is the paired module associated with W .
The following two lemmas are easy consequences of Lemma 5.12.
Lemma 5.13. Let (V, b) be a paired KG-module. Then for any bilinear KG-module
Lemma 5.14. Let H < G and let
Unipotent classes in Sp(V )
Throughout this section, we denote by u a generator of a cyclic 2-group of order q > 1, and denote by X the element u − 1 of K [u] . For the symplectic groups Sp(V, b), the conjugacy classes of unipotent elements of order at most q correspond to the isomorphism classes of non-degenerate alternating K[u]-modules. This is the basic approach taken in [Hes79] , where Hesselink classifies the unipotent conjugacy classes of Sp(V, b) in terms of orthogonally indecomposable bilinear K[u]-modules. We give an explicit construction of these modules in the following definitions. 
]). Up to isomorphism, the orthogonally indecomposable non-degenerate alternating bilinear
As a consequence of Theorem 6.3, each non-degenerate alternating bilinear K[u]-module has the following normal form, which we will call the Hesselink normal form.
the Jordan block sizes of u on V , and for
There exists a unique sequence W 1 , . . ., W t of non-degenerate alternating bilinear
It is clear that the conjugacy class of a unipotent element u ∈ Sp(V, b) is determined by the Hesselink normal form of u on (V, b).
Remark 6.5. There is also a distinguished normal form defined in [LS12, p. 61], which is different from the Hesselink normal form and useful for describing centralizers of unipotent elements in Sp(V, b). Translating between these two normal forms is straightforward, using the fact that V (2d)
In this paper, we will only use the Hesselink normal form.
Following [Spa82, 2.6, p. 20], we make the following definition.
It turns out that the Hesselink normal form of u ∈ Sp(V, b) is determined by the Jordan normal form of u and the values of ε V,b on the Jordan block sizes of u. This is a well known result which is stated in [Spa82, 2.6, p. 20]. Since our main results rely on Theorem 6.7, we will give a proof of Theorem 6.7 using the Hesselink normal form. First we need a few lemmas which will also be useful later for the computation of ε V,b for various bilinear K[u]-modules (V, b).
Lemma 6.8. Suppose that u ∈ SL(V ), let b be a u-invariant alternating bilinear form on V , not necessarily non-degenerate. Let d > 0 be an integer. Then:
Lemme II.6.10 a), pg. 99], which gives (ii).
For claim (iii), using (i) repeatedly we find that
is an easy consequence of (iii).
The following statements are equivalent:
is even, and V (d) occurs as an orthogonal direct summand of V . (iii) d is even, and for any decomposition
Proof. We first show that (i) and (ii) are equivalent. Suppose that b(
It follows from Lemma 6.8 (i) -(ii) that the matrix of b| W ×W with respect to the basis v, Xv, . . . , X d−1 v is of the form
Conversely, suppose that d is even and
v is a basis of W , and the matrix of b| W ×W with respect to this basis is as in (6.1), with λ = b(X d−1 v, v). Thus we must have b(X d−1 v, v) = 0 since W is a non-degenerate subspace. We conclude then that (i) and (ii) are equivalent.
It is obvious that (iii) implies (ii). Next we will show that (i) implies (iii), which will complete the proof. Suppose that (i) holds, and let v ∈ V be such that
Thus b(X d−1 w i , w i ) = 0 for some 1 ≤ i ≤ t. From the equivalence of (i) and (ii), it follows that d is even and (
By Lemma 6.9, in Theorem 6.4 we have
Then the following statements hold: Let G = SL(V ) and set n = dim V . In one of our main results, Theorem 10.3, we describe the Hesselink normal form of any unipotent element u ∈ G on the irreducible KG-module L G (̟ 1 + ̟ n−1 ). In the proof, we make use of the fact that up to scalar multiples there is a unique non-zero alternating bilinear form on V ⊗ V * , and an isomorphism
. A natural approach then is to first consider the action of u on V ⊗ V * and use it to deduce information about the action of u on v ⊥ / v . For this we need the following general lemma, which will also be useful in the proof of our main result concerning Hesselink normal forms on L G (̟ 2 ) for G = Sp(V, b) (Theorem 11.4).
The following statements hold:
Proof. Since b is non-degenerate, we have v
-modules. Then with Lemma 3.2 and Lemma 3.3, we conclude that for all d ≥ 0, we have Ker
, we first consider the description of λ ′ . By (i) and Lemma
-modules, where µ(d) ≥ 0 are given as follows:
Furthermore, by (6.3) and (6.2) the following hold:
Now combining Lemma 3.2, statements (6.4) -(6.6), and the description of µ(d) above, it follows easily that λ ′ is given as described in (ii) -(iv). This completes the proof of the claims for λ ′ . For the rest of the proof we will consider the claims about ε and ε
Thus it follows from (6.7) and Lemma 6.8 (iv) that ε
This proves (ii), so we will assume for the rest of the proof that m > 1.
We have Im X ⊆ v ⊥ , and Ker
by Lemma 6.8 (ii). It follows then from (6.8) and Lemma 6.8 (iv) that ε
So far we have shown that ε
as claimed by (iii) and (iv). For d = m − 2, m − 1, m, we will consider the two cases (iii) and (iv) separately.
by (6.8), it follows from Lemma 6.8 (iv) that ε ′ (m − 1) = ε(m − 1). If m > 2, with Lemma 6.8 (i) we get
.
In . This completes the proof of (iv) and the lemma.
We finish this section by describing the induction and restriction of orthogonally indecomposable bilinear K[u]-modules. First we need a small lemma, which will also be useful later.
Lemma 6.12. Let (Z, b) be a non-degenerate alternating bilinear K[u]-module. Then the following statements are equivalent:
Proof. The equivalence of (i) and (ii) is given by Lemma 5.12. We show that (ii) implies (iii). Let Z = W ⊕W ′ be a totally singular decomposition, where W and
Lemma 6.8 (iv). Since W and W ′ are totally singular, it follows that b(
Next we show that (iii) implies (i). If (iii) holds, then (Z, b) does not have any orthogonal direct summands of the form V (m) by Lemma 6.9. It follows from Theorem 6.3 that (Z,
For the last statement of the lemma, suppose that Z = W ⊕ W ′ as in (ii) and
As in the previous paragraph, as a bilinear K[u]-module (Z, b) decomposes into an orthogonal direct sum involving only summands of the form W (d), so we must have
Lemma 6.13. Let α > 0 be such that 2 α ≤ q and let 0 < d ≤ q/2 α . Then:
(ii) Ind
where we define W (0) = 0.
Proof. For (i), note that Ind
By Lemma 5.14 the induced module Ind
-module, so (ii) follows from Lemma 6.12 and the fact that Ind
For claim (iv), note that the case α = 1 is the same as (iii). For α > 1, we prove by induction on α that Res
by induction. On the other hand Res
we conclude that Res
Next consider the case where 2 α ∤ d. We show first that Res u u 2 α (V (2d)) is a paired module. To this end, let 0 ≤ β < α be such that 2
we have already shown that Res
follows from (iii) that Res
α + 2r, so by Lemma 3.1
and (iv) follows from Lemma 6.12.
Tensor products of bilinear K[u]-modules
We keep the setup of the previous section, so let u be a generator of a cyclic 2-group of order q > 1 and denote X = u − 1.
In this section, we describe how to decompose tensor products of non-degenerate alternating bilinear K[u]-modules into orthogonally indecomposable summands. Clearly, it suffices to do this for the orthogonally indecomposable bilinear K[u]-modules, which (up to isomorphism) are of the form V (2d) or W (d) for some integer d > 0 (Theorem 6.3). For tensor products with W (d), the following proposition is an easy consequence of Lemma 5.13 and Lemma 6.12.
Here Proposition 7.1 describes the tensor products
which can be calculated with Theorem 4.1.
For the rest of this section, we will consider the decomposition of V (2d) ⊗ V (2d ′ ) into orthogonally indecomposable summands, and Theorem 7.4 gives a complete answer in terms of the decomposition of V 2d ⊗ V 2d ′ . We begin with a series of lemmas that deal with the case where d and d ′ are odd.
Lemma 7.2. Let 0 < ℓ ≤ q be an odd integer. Then there exists a non-degenerate alternating u-invariant bilinear form a on Ind
is a totally singular decomposition with respect to a.
Proof. Consider first V = (V (2ℓ), b) with a basis e 1 , . . ., e 2ℓ such that b(e i , e j ) = 1 if i + j = 2ℓ + 1 and 0 otherwise, and with the action of u on the e i as in Definition 6.2.
Let W = e 2 , e 4 , . . . , e 2ℓ . Then W is u 2 -invariant, since u 2 e 2i = e 2i + e 2i−2 + · · · + e 2 for 2 ≤ 2i ≤ ℓ + 1 and u 2 e 2i = e 2i + e 2i−2 for ℓ + 3 ≤ 2i ≤ 2ℓ. Furthermore, we claim that W ∩ u(W ) = 0. To this end, note that W ∩ u(W ) is u-invariant since u 2 (W ) ⊆ W . On the other hand, there are no non-zero u-fixed points in W ∩ u(W ) since there are none in W , so we must have W ∩ u(W ) = 0.
Therefore V = W ⊕ u(W ) and this is a totally singular decomposition. We have W ∼ = V ℓ as u 2 -modules, so it follows from a basic property of induced modules [Alp86, Proof of Lemma 4, pp. 56-57] that there exists an isomorphism ϕ : Ind
Now we can define a non-degenerate u-invariant alternating bilinear form a on Ind
Proof. It will suffice to prove the lemma for (Ind
a and a ′ are as in Lemma 7.2. Now Ind
for all g ∈ u , x ∈ V ℓ , and y ∈ V k . It is straightforward to see that θ is an injective map of K[u]-modules.
We claim that W = Im θ is a non-degenerate subspace of Ind 
where W ′ is the orthogonal complement to W with respect to b. 
With the lemmas above, we can now prove the main result of this section.
Theorem 7.4. Let 0 < ℓ, k ≤ q/2. Then:
and as a bilinear
for some integers 0 < d 1 < · · · < d t and k i > 0, which proves (i). We note here that (i) follows also from [GPX16, Theorem 5]. For (ii), we assume without loss of generality that
) by Lemma 6.13 (i), so it follows with Lemma 5.10 that
2) is a paired module by Lemma 5.13 and Lemma 5.14, which combined with Lemma 6.12 gives (ii). Next we consider (iii), so suppose that α = ν 2 (ℓ) = ν 2 (k), and write ℓ = 2 α ℓ ′ , k = 2 α k ′ , where ℓ ′ , k ′ are odd integers. Similarly to (7.1), we see that
as K[u]-modules. By Lemma 4.2 the tensor product V ℓ ′ ⊗ V k ′ has a unique Jordan block of odd size d ′ , occurring with multiplicity 1. Hence we conclude from (7.3) that ν 2 (d j ) = α for a unique j, and
We will now proceed to show that V (2d i ) occurs as an orthogonal direct summand of V (2ℓ) ⊗ V (2k) if and only if i = j, which will complete the proof of (iii) and the theorem. First note that
is paired module by Lemma 6.13 (iv) and Lemma 5.13. On the other hand, by Lemma 6.13 (iv) we have Res
What remains is to show that V (2d j ) occurs as an orthogonal direct summand of V (2ℓ) ⊗ V (2k). For this, first note that Res
2 α by Lemma 6.13 (iv). Thus by Lemma 5.10
Example 7.6. For 1 < k ≤ q/2, it is well known that
by Theorem 7.4.
Example 7.7. For 2 < k ≤ q/2, similarly to Examples 7.5 and Example 7.6, from (7.1) and the decomposition of V 3 ⊗V k (Example 4.4) one finds using Theorem 7.4 that
8. An alternating bilinear form on V ⊗ V * Let V be a finite-dimensional vector space over K with n = dim V and set G = SL(V ). The purpose of this section is to describe a non-zero alternating Ginvariant bilinear form on V ⊗V * explicitly, and to give some of its basic properties. Fix a basis e 1 , . . ., e n of V and the corresponding dual basis e * 1 , . . ., e * n of V * , so e * i (e j ) = δ i,j for all 1 ≤ i, j ≤ n. There is a natural bilinear formb V on V ⊗ V * defined bŷ
for all v, v ′ ∈ V and f, f ′ ∈ V * . A straightforward calculation shows thatb V is a non-degenerate G-invariant symmetric bilinear form. Note thatb V (e i ⊗e * i , e i ⊗e * i ) = 1 for all 1 ≤ i ≤ n, sob V is not alternating. However, as in [Kor18, Lemma 4.1], one can useb V to define an alternating bilinear form on V ⊗ V * . Let
It is well known that the choice of γ V does not depend on the choice of the basis (e i ), and furthermore γ V spans the fixed point space of G on V ⊗ V * , see for example [Kor, Lemma 3.7] .
We have a morphism of G-modules
for all x, y ∈ V ⊗ V * is a G-invariant bilinear form on V ⊗ V * . For calculations, it is useful to note that
for all 1 ≤ i, j ≤ n. Furthermore, for i = j b V (e i ⊗ e * j , e i0 ⊗ e * j0 ) = 1, if i = j 0 and j = i 0 . 0, otherwise.
We will now make some basic observations about b V .
Lemma 8.1. The following statements hold:
(i) The bilinear form b V is alternating.
(ii) If n is even, then rad b V = 0 and Ker
Proof. For (i), first note that b V is symmetric sinceb V is. It is easy to verify that b V (x, x) = 0 for all basis elements x = e i ⊗ e * j , so b V is alternating. The bilinear formb V is non-degenerate, so rad b V = Ker τ . Clearly Ker τ ⊆ γ V , and τ (γ V ) = γ V + ψ V (γ V )γ V = (n + 1)γ V . Thus γ V ∈ Ker τ if and only if n is odd, from which the claims about rad b V in (ii) and (iii) follow. For other claim in (ii), note that Ker ψ V ⊆ γ V ⊥ . If n is even, then γ V ⊥ = V ⊗ V * and so equality holds since both subspaces have codimension one. The other claim in (iii) follows since γ V ∈ Ker ψ V when n is odd.
Since γ V spans the unique 1-dimensional G-submodule of V ⊗ V * , claim (iv) follows easily from (ii), (iii), and Lemma 3.4. Proof. It will suffice to show that V ⊗ V * has a unique G-invariant alternating bilinear form up to a scalar multiple. If n is even, this follows from [Kor18, Lemma 4.2]. If n is odd, it follows from Lemma 3.4 that
is a morphism of G-modules, where G acts trivially on K. The map f must vanish on W since W is a non-trivial irreducible KG-module, and furthermore f vanishes on γ V since b is alternating. Thus f is zero, which means that γ V ∈ rad b. Now the claim follows, since W is irreducible and thus has a unique G-invariant bilinear form up to a scalar multiple.
9. An alternating bilinear form on ∧ 2 (V )
Let b be a non-degenerate alternating bilinear form on a vector space V over K with dim V = 2n. Set G = Sp(V, b). This section is analogous to the previous one, and we will be concerned with a non-zero alternating G-invariant bilinear form on ∧ 2 (V ) and its basic properties.
for all v 1 , v 2 , w 1 , w 2 ∈ V . The bilinear formâ V is a non-degenerate G-invariant symmetric bilinear form. Nowâ V is not alternating, but as in Section 8, with a small modification we can construct a G-invariant alternating bilinear form. Fix a basis e 1 , . . ., e 2n of V such that b(e i , e j ) = 1 if i+j = 2n+1 and b(e i , e j ) = 0 otherwise. Define
It follows from [DB10, 3.4] that β V does not depend on the choice of the basis (e i ), and thus it is fixed by the action of Sp(V, b) on ∧ 2 (V ). Furthermore, it is clear from Lemma 3.5 that β V is the unique Sp(V, b)-fixed point in ∧ 2 (V ), up to scalar multiples.
We have a morphism of G-modules ϕ V :
Then σ is a morphism of G-modules, and so a V defined by
for all x, y ∈ ∧ 2 (V ) is a G-invariant bilinear form on ∧ 2 (V ).
Lemma 9.1. The following statements hold:
Proof. Same as Lemma 8.1. 
Hesselink normal forms on V ⊗ V *
Let V be a vector space over K with n = dim V . Set G = SL(V ). Recall (Lemma 8.2) that we have an alternating G-invariant bilinear form b V on V ⊗ V * which is unique up to scalar multiples. By Lemma 8.1, the bilinear form b V induces a non-
Furthermore, the bilinear form b V is non-degenerate if and only if n is even (Lemma 8.1), in which case we also get a representation
. In this section, we prove Theorem 10.3, which determines for each unipotent element u ∈ G the Hesselink normal form of f (u). When n is even, Theorem 10.3 also describes the Hesselink normal form of f ′ (u). We state the Hesselink normal forms in terms of the Jordan normal form of u on V ⊗ V * , which one can calculate using Theorem 4.1.
We will first need two lemmas, and to setup their statements we fix a basis e 1 , . . ., e n of V and the corresponding dual basis e * 1 , . . ., e * n of V * . For convenience of notation, we set e i = 0 and e * i = 0 for all i ≤ 0 and i > n. Let u ∈ G be a unipotent Jordan block with respect to the basis (e i ), that is,
for all 1 ≤ i ≤ n. As usual, we denote by X the element u − 1 of K [u] .
Let α > 0 be such that 2 α ≤ n < 2 α+1 . For all 1 ≤ β ≤ α + 1 and 2
The key lemma in this section is the following.
Lemma 10.1. Let 1 ≤ β ≤ α + 1 and write n = k2 β + r, where 0 ≤ r < 2 β . Then for all 2 β−1 + 1 ≤ i ≤ 2 β :
for all j ≥ 0. Now by [Kor, (5 
for all j ≥ −1. Note that q −1 = 0 since e i−2 β = 0. Therefore
where m ≥ 0 is maximal such that i + m2 β ≤ n. β−1 + (k + 1)2 β > n, which is equivalent to r < i + 2 β−1 , and this always holds since i > 2 β−1 . We have shown that q m = 0 if and only if 0 ≤ r < i − 2 β−1 or r ≥ i, which together with (10.3) completes the proof of (i).
For (ii) and (iii), we proceed to calculate We show next that (10.5) equals
We divide the proof of (10.6) into two cases.
Case 1: Suppose that β = 1.
In this case (10.5) equals Case 2: Suppose that β > 1.
In this case, by [Kor, Lemma 5.1 (ii)] we have e i−2 β−1 +j2 β ⊗X 2 β −1 e * i−2 β−1 +j2 β equal to a sum of some basis elements e i−2 β−1 +j2 β ⊗ e * j ′ such that j ′ ≥ i + 2
Here j ′ > i + j2 β since β > 1, so we conclude that e i−2 β−1 +j2 β ⊗ X 
where (10.8) is given by [Kor, Lemma 5.1 (ii)]. This completes the proof of (10.6).
We have shown that
⊥ . From this we conclude that
β ≤n 1 which equals k if r < i and k + 1 if r ≥ i, proving (ii) and (iii).
Proof. Suppose that V n ⊗ V n has a Jordan block of size 2 β . By Theorem 4.5, this means that 2 β occurs in the consecutive-ones binary-expansion of n. Equivalently, either (a) 2 β occurs in the binary expansion of n and 2 β−1 does not; or (b) 2
occurs in the binary expansion of n and 2 β does not. If (a) holds, then n = k2 β + r, where 0 ≤ r < 2 β−1 and k is odd. By Lemma 10.1 (i) and (ii), for any r + 2 With Lemma 10.2, we will be able to prove the main result in this section. In the following theorem and its proof, for G = SL(V ) with n = dim V , we identify
Theorem 10.3. Let G = SL(V ), where dim V = n for some n ≥ 2. Let u ∈ G be unipotent and
and 
Furthermore, the values of ε and ε ′ are given as follows:
Proof. Here the description of λ
To setup the notation, let V = W 1 ⊕ · · · ⊕ W t such that W r are u-invariant and W r ∼ = V dr for all 1 ≤ r ≤ t. For each r, choose a basis (e ⊥ , so this also shows that ε ′ (d) = 1 in this case. For (v) and (vi), we proceed to calculate ε ′ . Suppose first that 2 ∤ n. Then γ V ∈ rad b V by Lemma 8.1 (iii), so γ V ⊥ / γ V = V / γ V . In this case it is clear that ε ′ (d) = ε(d) for all d ≥ 1, as claimed. We assume next that 2 | n, so now b V is non-degenerate and γ V ⊥ = Ker ψ V by Lemma 8.1 (ii). By [Kor, (6 
In the case where α = 0, it follows from Lemma 6.11 (ii) that
, proving the theorem in this case. Assume then for the rest of the proof that α > 0.
Note that ε
To this end, pick some 1 ≤ r ≤ t such that ν 2 (d r ) = α. Then 2 α occurs in the consecutive-ones binary expansion of d r , so ε(2 α ) = ε ′ (2 α ) = 1 as shown at the end of the proof of (iv). In the case where α = 1, it follows that
Thus we can assume α > 1 for the rest of the proof.
So far we have shown that
as is claimed by (v) and (vi). For ε(2 α − 2) and ε ′ (2 α − 2), note that by [Kor, Lemma 4 .3] the smallest Jordan block size of u in V ⊗ V * is 2 α . Thus u has no Jordan blocks of size 2 α − 2 in V ⊗ V * , and so ε(2 α − 2) = 0 by Lemma 6.9. If (iii)(b) holds, then 2 α − 2 occurs in L G (̟ 1 + ̟ n−1 ) with multiplicity one, so ε ′ (2 α − 2) = 1 by Lemma 6.10 (ii). If (iii)(b) does not hold, then u has no Jordan blocks of size 2 α − 2 on L G (̟ 1 + ̟ n−1 ), and so ε ′ (2 α − 2) = 0.
Example 10.4. In Table 1 , we illustrate Theorem 10.3 for 2 ≤ n ≤ 7. In the second column we use notation (d
In the third and second columns, we use notation as in Theorem 6.7. That is, for an alternating bilinear 
( 11. Hesselink normal forms on ∧ 2 (V )
Let b be a non-degenerate alternating bilinear form on a vector space V over K of dimension 2n. Set G = Sp(V, b). We recall the following which is analogous to the setup of the previous section. By Lemma 9.2, we have an alternating G-invariant bilinear form a V on ∧ 2 (V ) which is unique up to scalar multiples. By Lemma 9.1, the bilinear form a V induces a non-degenerate G-invariant bilinear form on
. Furthermore, by Lemma 9.1 the bilinear form a V is non-degenerate if and only if n is even, in which case we get a representation
The main result of this section is Theorem 11.4, which describes for each unipotent element u ∈ G the Hesselink normal form of f (u), and when n is even, the Hesselink normal form of f ′ (u). We begin with some observations in case where u ∈ Sp(V, b) and (V, b) ∼ = V (2n) or (V, b) ∼ = W (n) as bilinear K[u]-modules. Let n ≥ 2 and consider (V, b) = V (2n) with a basis e 1 , . . ., e 2n as in Definition 6.2. That is, we define b(e i , e j ) = 1 if i + j = 2n + 1 and 0 otherwise. Furthermore, the action of u on the e i is given by ue 1 = e 1 , ue i = e i + e i−1 + · · · + e 1 for all 2 ≤ i ≤ n + 1,
Throughout we will denote e j = 0 for all j ≤ 0 and j > n. Suppose that 2 α | n, where α ≥ 0. We define
Proof. We first note that X
It is clear from the definition that (u − 1)e i = ue i−1 for all 1 ≤ i ≤ n + 1. Thus (u − 1) k e i = u k e i−k for all k ≥ 1 and 1 ≤ i ≤ n + 1. With k = 2 α−1 , we see that X 
for all 1 ≤ i ≤ n. Applying (11.3) and (11.4) on (11.2), we see that
where collecting the terms of the form e i ∧ v, we get (11.5)
first the case where 0 ≤ r i < 2 α−1 . Then t
if j is even, and
2 if j is odd. Hence if j > 1 is even, then s j = s j+1 , which implies that j≥1 s j = s 1 . Now t (α)
α . Thus we conclude that (11.5) equals
as claimed.
Proof. If α = 0, the claim follows since δ α = δ 0 = β V . If α > 0, then 2 α − 1 = 0≤β≤α−1 2 β , so the claim follows using Proposition 11.1.
, where n > 0. Assume that 2 α | n, where α ≥ 0. Then:
Proof. For (i), we first consider the case where (V, b) ∼ = V (2n). Take a basis e 1 , . . ., e 2n as above and δ α as in (11.1). Then X 2 α −1 δ α = β V by Corollary 11.2. For the summands in (11.2), for 1 ≤ i ≤ n we have ϕ V (e i ∧ e 2n−2 α t Fix a basis e 1 , . . ., e n , f 1 , . . ., f n of V such that the subspaces A = e 1 , . . . , e n and B = f 1 , . . . , f n are u-invariant and totally singular, and b(e i , f j ) = δ i,j . With a suitable choice of basis, we also arrange ue 1 = e 1 and ue i = e i + e i−1 for all 1 < i ≤ n. Then B ∼ = A * , with an isomorphism of K[u]-modules defined by f i → e * i . Recall that ∧ 2 (V ) decomposes as
By the proof of Lemma 9.3, we have (A∧B, a V ) ∼ = (A⊗A * , b A ), with an isomorphism of bilinear K[u]-modules given by e i ∧ f j → e i ⊗ e * j . Thus by [Kor, Corollary 5 .5], with δ = 1≤i≤2 α 0≤j≤n/2 α −1
α , this completes the proof of (i).
Claim (ii) is obvious in the case where α = 0. If α > 0, then n is even and Ker ϕ V = β V ⊥ . In this case (ii) follows from (i) and Lemma 6.11 (i). For (iii), suppose that α = ν 2 (n). If δ is as in (i), then δ ∈ Ker X 2 α ∧ 2 (V ) since β V is a fixed point. Since ϕ V (δ) = n/2 α = 0, claim (iii) follows. In the case where V ∼ = V (2n), claim (iv) follows from Lemma 6.9, since the smallest Jordan block size of u on ∧ 2 (V ) is 2 ν2(n) (Lemma 4.9). Consider then (iv) in the case where V ∼ = W (n), and let V = A ⊕ B as in the proof of (i) above.
is a paired module (Lemma 9.3). Furthermore, by Lemma 6.9 we get a V (X 2 (V ) be as in (i). Now 2 ∤ n 2 α , so δ ∈ β V ⊥ and from Lemma 6.11 and Lemma 4.9 we conclude that u has no Jordan blocks of size 2
Ker ϕV by Lemma 6.9. For (vi), suppose that (V, b) ∼ = W (n) and let V = A ⊕ B as in the proof of (i) above. For 2 α−1 + 1 ≤ i ≤ 2 α , define We will now be able to prove the main result in this section. In the following theorem and its proof, for
. This is justified by Lemma 9.1 (iv).
Theorem 11.4. Let G = Sp(V, b), where dim V = 2n for some n ≥ 2. Let u ∈ G be unipotent and 
, and:
It is easy to see that
We will next describe the values of λ ′ in the case where 2 | n, using Lemma 6.11. Note that in this case β V ⊥ = Ker ϕ V (Lemma 9.1 (ii)). We will first show that
= 0 by Lemma 6.8 (iv). Thus by Lemma 6.9, there is a Jordan block of size d in A r ∧ B r ∼ = V dr ⊗ V dr . Now it follows from Theorem 4.5 that d = 2 β for some 2 β > 1 occurring in the consecutive-ones binary expansion of d r , so (iv)(a) holds.
If v ∈ ∧ 2 (W r ) for some t + 1 ≤ r ≤ t + s, then by Lemma 6.9 there is a Jordan block of size d in ∧ 2 (W r ) ∼ = ∧ 2 (V 2dr ). In other words, case (iv)(b) holds. Suppose that v ∈ W r ∧ W r ′ for some 1 ≤ r < r
is a paired module, and thus so is (W r ∧W r ′ , a V ) ∼ = W (d r )⊗ (W r ′ , a V ) (Lemma 5.13). But in that case a V (X d−1 v, v) = 0 by Lemma 6.12, so we must have
. By Theorem 7.4 and Lemma 6.9, the fact that
In other words, we are in case (iv)(c).
For the converse of (iv), we consider (iv)(a) -(iv)(c). 
Hence V (2d) is an orthogonal direct summand of (W r ∧ W r ′ , a V ) by Theorem 7.4, and so it follows from Lemma 6.9 that a V (X d−1 v, v) = 0 for some v ∈ Ker X d Wr ∧W r ′ . Thus ε(d) = 1, which completes the proof of (iv).
Next we calculate ε ′ and prove claims (v) and (vi). If 2 ∤ n, then ∧ 2 (V ) = Ker ϕ V ⊕ β V , where Ker ϕ V ∼ = L G (̟ 2 ) and β V ∈ rad a V (Lemma 9.1). In this case it is clear that ε Lemma 6.11 (ii) . This completes the proof of (v), so we will consider (vi) and suppose for the rest of the proof that 2 | n and α > 0.
Combining (11.7), (11.8), and Lemma 6.11 (iii) -(iv), we see that ε
α , 2 α − 2, as is claimed by (vi). We prove (vi)(a) next, that is, we show that ε(2 α ) = 1. Let 1 ≤ r ≤ t + s be such that ν 2 (d r ) = α. If 1 ≤ r ≤ t, then 2 α > 1 occurs in the consecutive-ones binary expansion of d r , and thus ε(2 α ) = 1 by (iv)(b). If t + 1 ≤ r ≤ t + s, then 2 α > 1 occurs as the smallest Jordan block size in ∧ 2 (V 2dr ) (Lemma 4.9), and so ε(2 α ) = 1 by (iv)(a). For (vi)(b), suppose first that ν 2 (d r ) = α for some 1 ≤ r ≤ t. By Lemma 11.3, there exists v ∈ Ker ϕ Wr such that X 
is a paired module (Lemma 5.13), and so a V (X 2 α −1 z r,r ′ , z r,r ′ ) = 0 by Lemma 6.12.
α −1 z r,r ′ , z r,r ′ ) = 0 by Lemma 6.9. Hence by Lemma 6.8 (iv) we get
which equals zero by (11.10). This completes the proof of (vi)(b).
What remains is to prove (vi)(c) and
⊥ by (11.9) and thus ε ′ (2 α − 2) = ε(2 α − 2) = 0 by Lemma 6.11 (iii). Similarly, if 2 ∤ n 2 α , then δ ∈ β V ⊥ by (11.9) and thus ε ′ (2 α − 2) = 1 by Lemma 6.11 (iv). This completes the proof of (vi) and the theorem.
Example 11.5. In Table 2 , we illustrate Theorem 11.4 for 2 ≤ n ≤ 8. Table 2 illustrate all possible cases of (iv) -(vi) in Theorem 11.4. For example, in the entry (4 1 ) for n = 2, we have ε(2 α ) = 1, but ε ′ (2 α ) = 0 since u has no Jordan blocks of size 2 α on L G (̟ 2 ) in this case (Lemma 6.9). Similarly ε ′ (2 α − 2) = 1, but ε(2 α − 2) = 0. These cases of (vi) can occur even if u has Jordan blocks of size 2 α in L G (̟ 2 ) or if u has Jordan blocks of size 2 α − 2 on ∧ 2 (V ). For example, in the entry (4 3 1 ) for n = 6, we have ε(2 α ) = 1 and ε ′ (2 α ) = 0. In the entry (4 2 0 ) for n = 4, we have ε(2 α − 2) = 0 and ε ′ (2 α − 2) = 1. Table 2 . 
Overgroups of distinguished unipotent elements
Let G be a simple algebraic group over K. One approach towards understanding the subgroup structure of G is to classify subgroups by the elements that they contain. See for example the survey [Sax98] for some results in this direction and their applications. To give a specific example, all connected reductive subgroups containing a regular unipotent element of G are known by the results in [SS97, TZ13] . Overgroups of regular unipotent elements were studied further in [GM14, Section 3], motivated by an application to the inverse Galois problem.
In the PhD thesis of the present author, the main result classifies all maximal closed connected subgroups G that contain a distinguished unipotent element, in any characteristic p > 0. (A unipotent element of G is distinguished, if its centralizer in G does not contain a non-trivial torus.)
In this section, we keep our assumption that char K = 2, and apply our main results to classify some subgroups of Sp(V, b) that contain distinguished unipotent elements. The results of Proposition 12.4, Proposition 12.5, and Proposition 12.7 below appeared first in the PhD thesis of the present author. However, using our results we are able to give proofs which are shorter and do not rely on many caseby-case calculations.
The following definition is convenient for describing distinguished unipotent elements in Sp(V, b). We shall need the following easy lemma, after which we will be able to prove the main results of this section. We have e k > 0 since n is even. Thus if k > 1, then d k−1 = 2 e k−1 − 2 e k +1 ≥ 2 e k +1 > 2, contradiction. Hence k = 1, so n = 2 e1 . Since d 1 = 2 e1 , we must have n = 2, as claimed by Proposition 12.3.
For Proposition 12.4, suppose that u acts on (L G (̟ 1 + ̟ n−1 ), b V ) as a distinguished unipotent element. Since ν 2 (n) = e k , by Theorem 10.3 we have d k ≤ 3 and d i ≤ 2 for all 1 ≤ i < k. If e k > 1, then d k = 2 e k ≥ 4, contradiction. Thus e k ≤ 1. Suppose that e k = 1. If k > 1, then it follows from e k−1 > e k + 1 that d k−1 = 2 e k−1 − 2 e k +1 ≥ 4, contradiction. Thus k = 1, and so n = 2 e1 = 2. Consider next e k = 0. Then d k−1 = 2 e k−1 − 2 ≤ 2 implies that e k−1 ≤ 2. But e k−1 > e k + 1, which forces e k−1 = 2. If k = 2, then n = 2 2 − 2 0 = 3. Suppose then that k > 2. In this case d k−2 = 2 e k−2 − 6 ≤ 2, so we must have e k−2 = 3. If k = 3, then this gives n = 2 3 − 2 2 + 2 0 = 5. Finally if k > 3, then d k−3 = 2 e k−3 − 9 ≥ 7, contradiction. Suppose first that (V, b) ∼ = V (2n). If n ≥ 2 is odd, then V 1 occurs in ∧ 2 (V 2n ) with multiplicity one by Lemma 4.9. Thus if u acts on (L G (̟ 2 ), a V ) as a distinguished unipotent element, then each Jordan block size in ∧ 2 (V 2n ) has multiplicity at most 2, and thus n ∈ {2, 3, 5} by Lemma 4.11. Suppose next that n is even, and let α = ν 2 (n). By Lemma 4.9 and Theorem 11.4, as K[u]-modules ∧ 2 (V ) ∼ = V 2 α ⊕ W and L G (̟ 2 ) ∼ = V 2 α −2 ⊕ W , where W has no Jordan blocks of size 2 α . Therefore if u acts on (∧ 2 (V ), a V ) or (L G (̟ 2 ), a V ) as a distinguished unipotent element, then each Jordan block size in ∧ 2 (V 2n ) has multiplicity at most 2, and so n = 2 by Lemma 4.11.
Next we consider the other possibility, which is that n is even and (V, b) ∼ = V (2) ⊥ V (2n − 2). By Lemma 4.9, as K[u]-modules ∧ 2 (V 2n−2 ) ∼ = V 1 ⊕ W , where W has no Jordan blocks of size 1. Hence (12.1) Thus if u acts on (L G (̟ 2 ), a V ) as a distinguished unipotent element, each Jordan block size in ∧ 2 (V 2n−2 ) ∼ = V 1 ⊕W has multiplicity at most two, and so n ∈ {2, 3, 4, 6} by Lemma 4.11. Here n = 3 is ruled out since we are assuming that n is even. For n = 4, a calculation with Theorem 4.6 shows that L G (̟ 2 ) ∼ = V We still need to check that in the cases listed u does indeed act as a distinguished unipotent element. To this end, a straightforward computation with Theorem 4.6 and Theorem 11.4 shows the following.
• If n = 2 and (V, b) ∼ = V (4), then (∧ 2 (V ), a V ) ∼ = V (2) ⊥ V (4). This completes the proof Proposition 12.6 and Proposition 12.7.
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