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7Resumo
Este trabalho compara e avalia a precisa˜o de quatro avaliadores do tipo Naive Bayes
baseados na distribuic¸a˜o Exponencial. Os resultados obtidos foram analisados de acordo
com o Acerto Percentual, o Coeficiente Kappa, sua variaˆncia e o Tempo Computacional
de cada me´todo. Para analisar a performance dos me´todos foram geradas dois conjuntos
de amostras denominadas Amostras para Treinamento e Teste, que possuem dados de 1 a
4 dimenso˜es com quatro classes de desempenho distintas. Para a amostra de treinamento
foi gerada 16 amostras com 10000 observac¸o˜es cada e para amostra de teste foram geradas
16 amostras cada uma com 30000 observac¸o˜es. Como resultados obteve-se que o Me´todo
de Avaliac¸a˜o de treinamento na Rede Fuzzy Exponencial Naive Bayes (MATRENB) foi
significativamente melhor que os demais. Em relac¸a˜o ao tempo computacional o MA-
TRENB conseguiu avaliar dados que seguem uma Distribuic¸a˜o Exponencial, com quatro
dimenso˜es, com um baixo custo computacional. Vale ressaltar, que a partir de treˆs ou
mais dimenso˜es a maioria dos avaliadores conseguiram obter um percentual de acertos,
com um grau de concordaˆncia moderado, de acordo com o coeficiente Kappa.
Palavras-Chaves: Avaliac¸a˜o de Treinamento, Redes Naive Bayes, Distribuic¸a˜o
Exponencial.
8Abstract
This paper compares and evaluates the precision of four evaluators of Naive Bayes
based on the Exponentional Distribution. The acquired results were analysed according
to the percentage of correct classification, the coefficient Kappa, its variance and the
time of CPU consumed for each method. To analyse the performance of the methods,
two groups of samples called training and testing samples, each having data from 1 to 4
dimensions with four different classes of performance. For the training samples with 10.000
observations were created for each and for the test samples were generated 16 samples
with 30.000 observations. As result, the Method of Assessment and Training in the Fuzzy
Exponentional Naive Bayes Network was significally better than the others. In relation
to the time of CPU consumed, MATRENB managed to evaluate data that followed the
Exponential Distribution, with four dimensions, therefore is a low computational cost
application. It is worth to mention that from three or more dimensions most of the
evaluators managed to acquire a percentual hits, with a moderate degree of substancial
agreement, according to the Kappa coefficient.
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Cap´ıtulo 1
Introduc¸a˜o
O advento da Realidade Virtual (RV) trouxe novas possibilidades de aplicac¸o˜es
para diversos campos da cieˆncia ale´m da computac¸a˜o, como na a´rea da Estat´ıstica, F´ı-
sica, Cieˆncias Cognitivas, Matema´tica, Design, entre outras (MORAES; MACHADO,
2010b). Em 1991, Rheingold (RHEINGOLD, 1991) publicou um dos primeiros traba-
lhos abordando essa nova tecnologia revoluciona´ria chamada de RV. Essa nova tecnologia
se refere a ambientes artificias criados por computadores e dispositivos eletroˆnicos, que
incluem recursos imersivos e interativos. Esses ambientes permitem aos usua´rios fazer
parte das simulac¸o˜es virtuais, com seus sentidos explorados por meio de dispositivos de
interac¸a˜o (RHEINGOLD, 1991). Um foco importante da RV e´ sua utilizac¸a˜o para fins
de treinamento para tarefas que envolvem riscos na sua execuc¸a˜o real, como por exemplo
na a´rea da aviac¸a˜o comercial (MORAES; MACHADO, 2014), cirurgias me´dicas (HAR-
DERS, 2008), indu´stria petrol´ıfera (BURDEA; COIFFET, 2003) entre outras . Nesses
sistemas, o usua´rio esta´ imerso em um mundo virtual para realizar treinamento realista
com interac¸o˜es realistas.
No entanto e´ importante avaliar o treinamento dos usua´rios e conhecer suas ha-
bilidades, visando corrigir seus erros e aprimorar seus reflexos, condic¸o˜es psicolo´gicas e
destreza, para a realizac¸a˜o da tarefa real (MORAES; MACHADO, 2009a). Esse mo-
nitoramento das ac¸o˜es do usua´rio e´ suportado por algum tipo de me´todo de avaliac¸a˜o.
Basicamente, existem dois me´todos de avaliac¸a˜o a forma off-line e a on-line. A forma
off-line e´ muito utilizada na a´rea me´dica, em que a avaliac¸a˜o e´ feita por um ou mais
especialistas e se baseiam na ana´lise de gravac¸o˜es em v´ıdeo (MACHADO et al., 2000).
Uma desvantagem desse me´todo e´ que o tempo de resposta da avaliac¸a˜o na˜o e´
2imediato e como consequeˆncia o usua´rio pode esquecer os detalhes do procedimento. No
entanto a avaliac¸a˜o on-line possui um tempo de resposta imediato inferior de 1 segundo,
por observac¸a˜o, que e´ o tempo ma´ximo permitido para um bom avaliador on-line. Logo,
como vantagem apo´s o te´rmino da simulac¸a˜o o usua´rio pode identificar seus erros e corrigi-
los no pro´ximo treinamento (MORAES; MACHADO, 2010b).
A avaliac¸a˜o de treinamento on-line vem sendo muito utilizada no campo da cieˆn-
cia, entre elas te´cnicas envolvendo avaliadores estat´ısticos utilizando redes probabilistas,
redes possibilistas, Lo´gica Fuzzy, agregados a simuladores baseados em RV (MORAES;
MACHADO, 2010b; MORAES; MACHADO, 2012; MORAES; MACHADO, 2004; MO-
RAES; MACHADO, 2009a).
Em geral, os avaliadores estat´ısticos possuem desempenho diretamente relacionado
a`s distribuic¸o˜es estat´ısticas para as quais eles foram delineados (MORAES; MACHADO,
2016). Outros me´todos foram delineados sem levar em considerac¸a˜o a distribuic¸a˜o esta-
t´ıstica dos dados, como por exemplo as redes neurais (BISHOP, 2007). Alguns desses
me´todos podem obter bons resultados para diferentes distribuic¸o˜es, mas podem ser ina-
dequados para outras (MORAES, 2013) (FERREIRA et al., 2014).
Na literatura, diversos trabalhos foram propostos usando diferentes aplicac¸o˜es para
a distribuic¸a˜o Exponencial: como em Controle Estat´ıstico de Qualidade (CAETANO;
LOUZADA-NETO, 2007), na a´rea de Meteorologia (DUAN et al., 1998) (CATALUNHA
et al., 2002), na a´rea de classificac¸a˜o (RODRIGUES et al., 2016) (MORAES; MACHADO,
2016) entre outros.
Dados provenientes da distribuic¸a˜o Exponencial sa˜o tradicionalmente dif´ıceis de
avaliar. O forte formato assime´trico dessa distribuic¸a˜o propicia grandes intersecc¸o˜es entre
as diversas classes, causando esse problema (MORAES; MACHADO, 2016) (RODRI-
GUES et al., 2016). Mesmo avaliadores que possuem bons resultados para dados pro-
venientes de distribuic¸o˜es da famı´lia exponencial, como o Fuzzy Gaussian Naive Bayes
(FGNB) (FERREIRA et al., 2014) na˜o foram capazes de proporcionar bons resultados
para essa distribuic¸a˜o. Durante as interac¸o˜es do usua´rio com o simulador diversas varia´-
veis sa˜o monitoradas ao mesmo tempo. Logo, e´ pertinente que o avaliador possa mensurar
a contagem do tempo de cada interac¸a˜o, atrave´s de um avaliador com base na distribuic¸a˜o
Exponencial.
Neste trabalho foi estudado e implementado quatro me´todos de avaliac¸a˜o para
3treinamento on-line para Redes Bayesianas, baseadas na distribuic¸a˜o Exponencial. Os
resultados da avaliac¸a˜o foram analisados e comparados no que diz respeito a precisa˜o e
performance dos avaliadores e segundo aos coeficientes de concordaˆncia: Acerto Percen-
tual, Kappa e sua variaˆncia e o Tempo Computacional.
Este trabalho foi estruturado da seguinte maneira: no Cap´ıtulo 2, esta˜o apresen-
tados o Objetivo Geral e os Objetivos Espec´ıficos desse trabalho. O Cap´ıtulo 3 apresenta
o Referencial Teo´rico, que aborda temas como Realidade Virtual, Avaliac¸a˜o de Treina-
mento, Me´todos de Avaliac¸a˜o e Coeficientes de Concordaˆncia. O Cap´ıtulo 4 apresenta os
materiais utilizados para se atingir o propo´sito dessa pesquisa, como gerac¸a˜o das amostras
para treinamento e teste e a simulac¸a˜o. No Cap´ıtulo 5 esta˜o apresentados os Resultados




• Comparar diferentes avaliadores baseado na Rede Naive Bayes, avaliar seus desem-
penhos em classificar dados que seguem uma distribuic¸a˜o Exponencial.
Objetivos Espec´ıficos:
• Realizar uma implementac¸a˜o computacional dos Me´todos de Avaliac¸a˜o de Trei-
namento para a Rede Naive Bayes, Rede Exponencial Naive Bayes, Rede Fuzzy
Exponencial Naive Bayes e Rede Naive Bayes Exponencial com Paraˆmetros Fuzzy.
• Mensurar o desempenho dos avaliadores atrave´s de medidas estat´ısticas.
• Analisar o desempenho dos avaliadores quanto ao tempo computacional.
Cap´ıtulo 3
Referencial teo´rico
3.1 Sistemas de Treinamento em Realidade Virtual
A Realidade Virtual (RV) refere-se a sistemas em tempo real modelados por com-
putac¸a˜o gra´fica que permitem a interac¸a˜o do usua´rio com o ambiente virtual (BURDEA;
COIFFET, 2003). Pesquisadores e desenvolvedores de software sempre tentam defin´ı-la
com base nas suas pro´prias experieˆncias, gerando diversas definic¸o˜es na literatura. O
termo RV pode ser definido como uma cieˆncia que une o conhecimento de diversas a´reas,
como informa´tica, eletroˆnica, f´ısica e cognic¸a˜o, ao lado de outros, a fim de oferecer siste-
mas adicionais que integram caracter´ısticas de imersa˜o e de interatividade para simular
ambientes reais (MORAES; MACHADO, 2010b).
Na pra´tica, a RV permite que o usua´rio observe e navegue em um mundo tridimen-
sional (3D) em tempo real com seis ou mais graus de liberdade (NETTO et al., 2002).
Para isso, exigi-se a capacidade do software de definir e a do hadware de reconhecer mo-
vimentos como para frente/para tra´s, acima/abaixo, esquerda/direita, inclinac¸a˜o para
cima/para baixo, angulac¸a˜o a` esquerda/a` direita e rotac¸a˜o a` esquerda/a` direita. Para su-
portar esse tipo de interac¸a˜o do usua´rio com o mundo virtual, pode-se utilizar dispositivos
na˜o convencionais, como luvas de dados chamadas datagloves, capacetes de visualizac¸a˜o
e controle. Entretanto, esses dispositivos possuem suas limitac¸o˜es, como por exemplo: o
capacete e´ restrito apenas a visualizac¸a˜o e algumas luvas de dados so´ e´ poss´ıvel sentir
o objeto mas na˜o e´ poss´ıvel exercer nenhuma forc¸a sobre ele (MORAES; MACHADO,
2010b).
Ale´m destes, existem os chamados dispositivos ha´pticos, cuja func¸a˜o e´ estimular
6sensac¸o˜es com o tato, como a tensa˜o muscular e a temperatura, esses dispositivos sa˜o u´teis
em simulac¸o˜es que na˜o exige informac¸a˜o visual. Um exemplo de um dispositivo ha´ptico
e´ o Phantom Omni, onde sua tecnologia fornece ao usua´rio uma realimentac¸a˜o f´ısica,
tornando-se poss´ıvel sentir, tocar e exercer forc¸a sobre um objeto, uma caracter´ıstica que
os dispositivos na˜o convencionais oferecem (MORAES; MACHADO, 2012).
O uso desse dispositivo proporciona ao usua´rio a impressa˜o de que a aplicac¸a˜o esta´
funcionando em um mundo 3D real. Esse dispositivo pode ser utilizado para avaliac¸o˜es
de treinamento baseado em RV (MORAES; MACHADO, 2012).
Uma vantagem de se utilizar RV para treinamento e´ a possibilidade de monitorar
as ac¸o˜es do usua´rios e a capacidade do sistema armazenar os dados de entrada e sa´ıda
(MORAES; MACHADO, 2010a). Ale´m disso, os dados coletados no treinamento em RV
podem ser utilizados para avaliar o desempenho do usua´rio e permitir que eles identifiquem
seus erros e melhorem suas habilidades, na˜o havendo desgaste do material e o treinamento
podera´ ser realizado quantas vezes forem necessa´rias (MORAES; MACHADO, 2009a).
3.2 Avaliac¸a˜o de Treinamento
Os primeiros trabalhos na a´rea de avaliac¸a˜o de treinamento foram propostos por
Dinsmore et al. (1997) que utilizou um questiona´rio para avaliar os usua´rios de um am-
biente em RV para identificar tumores subcutaˆneos, esse questiona´rio continha questo˜es
relacionadas ao diagno´stico do tumor. Paralelamente, va´rios grupos de pesquisadores
desenvolveram me´todos para avaliar as habilidades ciru´rgicas. Posteriormente, va´rias me-
todologias foram propostas para efetuar essa avaliac¸a˜o (MACHADO et al., 2000; WEBS-
TER et al., 2001; MORAES; MACHADO, 2004; WEISS et al., 2004; BASDOGAN et al.,
2004).
A avaliac¸a˜o de treinamento deve monitorar os movimentos e ac¸o˜es do usua´rio sobre
o ambiente virtual e fornecer um feedback sobre seu desempenho na simulac¸a˜o (MORAES;
MACHADO, 2012). Estes se constituem em paraˆmetros que possibilitam saber se o usua´-
rio realizou o treinamento com o desempenho necessa´rio para se executar a tarefa real.
O sistema precisa coletar informac¸o˜es sobre a posic¸a˜o espacial relativa do usua´rio como:
forc¸as, torque, resisteˆncias, velocidades, acelerac¸o˜es, posic¸a˜o de visualizac¸a˜o e etc. (MO-
RAES; MACHADO, 2008). As interac¸o˜es entre o simulador e o usua´rio sa˜o monitoradas
7e as informac¸o˜es sa˜o enviadas ao avaliador que as analisa e emite um relato´rio sobre o
desempenho do usua´rio ao final do treinamento. A avaliac¸a˜o e´ realizada comparando os
paraˆmetros definidos por um ou mais especialistas com os paraˆmetros obtidos durante o
treinamento do usua´rio.
Um sistema de treinamento em RV e´ formado por 3 subsistemas: gerac¸a˜o das
imagens, interac¸a˜o usua´rio/ma´quina e a avaliac¸a˜o. Como qualquer subsistema de um
simulador, a visualizac¸a˜o, interac¸a˜o e avaliac¸a˜o devem funcionar num mesmo sistema
computacional, a simulac¸a˜o deve sempre garantir o tempo real de execuc¸a˜o (MORAES;
MACHADO, 2009b). Assim, um subsistema de avaliac¸a˜o devera´ fornecer uma medida de
adequabilidade sobre o desempenho do usua´rio.
Entretanto, va´rios treinamentos na˜o podem ser simplesmente classificados como
bons ou ruins devido a complexidade que cada treinamento apresenta. A existeˆncia de
uma ferramenta de avaliac¸a˜o de treinamento acoplada a um simulador virtual e´ de extrema
importaˆncia para prover uma melhora no desempenho e na avaliac¸a˜o do usua´rio (SANTOS
et al., 2010). A Figura 3.1 apresenta uma arquitetura gene´rica de um sistema baseado
em RV (SANTOS, 2010), vale ressaltar que o simulador de treinamento em RV e o seu
subsistema de avaliac¸a˜o sa˜o interdependentes, pore´m agem de forma simultaˆneas. As
interac¸o˜es entre o usua´rio e o simulador sa˜o monitoradas e as informac¸o˜es sa˜o enviadas
ao seu subsistema de avaliac¸a˜o que as analisa e emite um relato´rio sobre o desempenho
do usua´rio.
Figura 3.1: Arquitetura gene´rica de um sistema de avaliac¸a˜o de treinamento baseado em
realidade virtual (SANTOS, 2010).
8O subsistema de avaliac¸a˜o deve funcionar sem comprometer o desempenho do si-
mulador e o seu grau de realismo, pois simuladores muito realistas tendem a demandar
um alto custo computacional, (MORAES; MACHADO, 2009b). Na pesquisa de subsis-
temas de avaliac¸a˜o para treinamentos complexos, como cirurgias me´dicas (HARDERS,
2008), nos quais e´ necessa´rio monitorar um grande nu´mero de varia´veis simultaneamente
e´ dependente de quatro fatores: a) complexidade computacional do ambiente virtual; b)
complexidade computacional do me´todo de avaliac¸a˜o; c) acura´cia do me´todo e d) o sis-
tema computacional dispon´ıvel para executar o ambiente para treinamento e o subsistema
de avaliac¸a˜o (SANTOS et al., 2010).
O me´todo de avaliac¸a˜o de treinamento pode ser classificado em duas formas: a
forma de off-line tradicional que usava as informac¸o˜es coletadas durante o procedimento
para uma avaliac¸a˜o posterior podendo ser computadorizada ou na˜o e a forma on-line,
na qual a avaliac¸a˜o e´ realizada imediatamente ao te´rmino da simulac¸a˜o, com um tempo
de resposta impercept´ıvel para quem opera o sistema (MORAES; MACHADO, 2009b)
(MORAES; MACHADO, 2012) (SANTOS et al., 2010).
3.3 Avaliac¸a˜o on-line e off-line
A primeira proposta de avaliac¸a˜o de treinamento on-line em sistemas em RV foi
apresentada por Machado et al. (2000), esse sistema era baseado em lo´gica booleana que
comparava os diagno´sticos fornecidos pelos usua´rios com os armazenados pelo sistema.
Entretanto, os primeiros computadores do tipo PC na˜o foram capazes de executar si-
multaneamente ambientes virtuais, simuladores e sistemas de avaliac¸a˜o on-line quando
va´rias varia´veis de interac¸a˜o foram monitoradas. A avaliac¸a˜o de treinamento e´ conside-
rada on-line quando ela oferece ao usua´rio um tempo de resposta imediato como citado
anteriormente, o usua´rio na˜o corre o risco de perder informac¸o˜es sobre o treinamento.
Uma das vantagens de se utilizar a avaliac¸a˜o de treinamento on-line e´ a de emissa˜o de
relato´rios te´cnicos sobre o desempenho do usua´rio. Uma habilidade muito importante
agregada ao simulador, pois esse tipo de avaliac¸a˜o permite que o utilizador aumente ou
diminua seu grau de dificuldade de acordo com suas necessidades.
Por outro lado, em uma avaliac¸a˜o de treinamento off-line o tempo de resposta e´
percept´ıvel pelo usua´rio (MORAES; MACHADO, 2012). Na a´rea me´dica, a avaliac¸a˜o
9de treinamento era realizada posteriormente por me´dicos especialistas onde se baseavam-
se em ana´lise feita em cima de gravac¸o˜es de v´ıdeos. Essa avaliac¸a˜o caracteriza a forma
off-line. Uma grande desvantagem desse me´todo e´ o tempo de espera dos resultados
da avaliac¸a˜o feita posteriormente podendo durar ate´ semanas de acordo com o grau de
dificuldade do treinamento. O usua´rio recebera´ um relato´rio sobre seu desempenho dias
apo´s a realizac¸a˜o do treinamento e as lembranc¸as dos detalhes podem ser perdidas.
Recentemente, va´rias metodologias foram apresentadas utilizando sistemas de ava-
liac¸a˜o on-line para procedimentos ciru´rgicos utilizando: ma´xima Verossimilhanc¸a (MO-
RAES; MACHADO, 2005), redes bayesianas (MORAES; MACHADO, 2013) (MORAES;
MACHADO, 2007), redes possibilistas (MORAES; MACHADO, 2014) (MORAES; MA-
CHADO, 2009b) e me´todos estat´ısticos Fuzzy (FERREIRA et al., 2014)(MORAES; MA-
CHADO, 2012) (MORAES; MACHADO, 2004), entre outros. Machado e Moraes (2006)
propuseram uma metodologia embasada em sistemas especialistas baseados em lo´gica
Fuzzy para um sistema de avaliac¸a˜o on-line acoplado a um simulador de exame ginecolo´-
gico.
O exame ginecolo´gico e´ considerado um dos mais importantes para a sau´de da
mulher, atrave´s dele e´ poss´ıvel identificar doenc¸as como: caˆncer do colo do u´tero, Herpes
e HPV (ROBBINS et al., 2001). Esse exame e´ dividido em cinco etapas: a Anamnese,
consiste em coletar os dados de identificac¸a˜o do paciente (idade, sexo, nu´mero de filhos),
suas queixas e seu histo´rico me´dico; o Exame das Mama, nessa etapa e´ poss´ıvel identificar
a presenc¸a de no´dulos; o Exame do Abdmoˆmen, essa etapa consiste na inspec¸a˜o (descric¸a˜o
do tecido gorduroso e presenc¸a de cicatrizes), palpac¸a˜o superficial (identificac¸a˜o de a´reas
doloridas) e a palpac¸a˜o profunda (identificac¸a˜o de tumores ginecolo´gicos e verificac¸a˜o do
bac¸o e f´ıgado). A quarta etapa e´ o Exame dos O´rga˜os Genitais Externos, onde e´ realizada
a inspec¸a˜o esta´tica, dinaˆmica e palpac¸a˜o do aˆnus, o me´dico estuda a distribuic¸a˜o dos peˆlos,
pesquisa alterac¸o˜es anatoˆmicas, averigua os mu´sculos levantadores do aˆnus, entre outras
caracter´ısticas. A u´ltima etapa e´ a inspec¸a˜o dos o´rga˜os genitais internos do paciente,
no qual e´ realizado o exame especular e ta´til, observa-se as paredes vaginais, o conteu´do
vaginal e as caracter´ısticas do colo do u´tero (ROBBINS et al., 2001).
O Sistema Interativo para Treinamento em Exame Ginecolo´gico (Siteg), e´ um
exemplo de um sistema para treinamento em RV, no qual permite identificar atrave´s
da simulac¸a˜o doenc¸as relacionadas ao colo u´tero (SANTOS, 2010). O desenvolvimento do
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Siteg e´ oriundo das dificuldades que esta˜o relacionadas a realizac¸a˜o do exame ginecolo´gico
real, onde suas particularidades dificultam seu treinamento nas universidades. Como por
exemplo, o constrangimento do paciente na realizac¸a˜o do exame em hospitais universita´rios
a´s vistas dos estudantes e a dificuldade do me´dico residente identificar por meios de
fotografias diversos tipos de patologias sem a inspec¸a˜o ta´til no paciente.
O Siteg proporciona ao usua´rio a realizac¸a˜o do exame genecolo´gico virtual onde
riscos aos pacientes e problemas e´ticos associados a utilizac¸a˜o de cobaias sa˜o desconsi-
derados, permitindo a emissa˜o de um relato´rio sobre o desempenho do usua´rio ao final
da simulac¸a˜o. Devido a` restric¸o˜es impostas por um n´ıvel aceita´vel de complexidade com-
putacional, as atividades simuladas pelo Siteg deve fornecer situac¸o˜es suficientes para
transmissa˜o de conhecimento para o aluno-usua´rio.
O Siteg apresenta as seguintes etapas do exame ginecolo´gico: Anamnese, Exame
dos o´rga˜os Genitais Externos (Inspec¸a˜o Esta´tica), Exame dos o´rga˜os Genitais Internos
(Exame Especular e Ta´til). Devido ao grande nu´meros de patologias que podem ser iden-
tificadas pelo exame ginecolo´gico, para a simulac¸a˜o escolheu-se as doenc¸as Herpes e HPV,
devido ao fato de suas ocorreˆncias estarem ligadas ao caˆncer do colo do u´tero. No Siteg,
essas patologias sa˜o encontradas em diferentes esta´gios e permitem o usua´rio conhecer e
experimentar va´rias situac¸o˜es. A Figura 3.2 apresenta as interac¸o˜es que ocorrem no Siteg
com o usua´rio.
O tempo do exame ginecolo´gico nas diferentes fases de execuc¸a˜o do treinamento
sa˜o varia´veis de avaliac¸a˜o que seguem uma distribuic¸a˜o Exponencial, como por exemplo:
tempo do exame visual, o tempo de realizac¸a˜o do exame ta´til, o tempo de coleta do material
para o exame laboratorial e o tempo total de realizac¸a˜o do exame ginecolo´gico. Essas
varia´veis podem ser associadas ao me´todo de avaliac¸a˜o utilizado no simulador (SANTOS,
2010) e permitem auxiliar na diferenciac¸a˜o do usua´rio e seu n´ıvel de treinamento.
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Figura 3.2: Diagrama de casos de uso do Siteg (SANTOS, 2010).
3.4 Conjunto Fuzzy e Cortes-α
Zadeh (1965) introduziu um novo conceito sobre conjuntos, onde seus elementos
na˜o constituem um conjunto no sentido matema´tico usual, o qual denominou de Conjuntos
Fuzzy. Sua aplicac¸a˜o vem da incerteza sobre os elementos que o compo˜e e da necessidade
de uma quantificac¸a˜o dessa incerteza que e´ dado por um “grau de pertineˆncia”. Formal-
mente segue-se a definic¸a˜o (ZADEH, 1965).
Definic¸a˜o 1. Seja X um espac¸o de pontos em Rn com n ≥ 1, um elemento
gene´rico de X denotado por x. Um conjunto Fuzzy de A em X e´ caracterizado por uma
func¸a˜o de pertineˆncia µA(x) que associa cada ponto em X a um nu´mero real no intervalo
de [0, 1], o qual representa para x o seu grau de pertineˆncia em A (ZADEH, 1965).
E´ interessante escrever os elementos que pertencem a um conjunto Fuzzy com seu
grau de pertineˆncia, da mesma forma os nu´meros Fuzzy podem ser expressos usando-os,
em ambos casos podemos utilizar cortes-α (ZADEH, 1965). Os cortes-α (ou α-cortes)
sa˜o cortes feitos em nu´meros Fuzzy produzindo nu´meros regulares (na˜o Fuzzy), seu uso
facilita as operac¸o˜es matema´ticas com nu´meros Fuzzy. Segue-se a definic¸a˜o.
Definic¸a˜o 2. Um conjunto Fuzzy A com func¸a˜o de pertineˆncia de µA(x), pode
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ser expresso pelo conjunto de seus cortes-α, denotados por Aα, como (ZADEH, 1965):
Aα = {x ∈ X|µA(x) ≥ α}. (3.1)
A func¸a˜o de pertineˆncia do conjunto Fuzzy A pode ser representada em termos de




em que µAα = 1, se x ∈ A ou µAα = 0 para outros casos.
Devido a` incerteza sobre os elementos que pertencem a um conjunto Fuzzy, os
nu´meros Fuzzy tambe´m devem refletir essa incerteza sobre os elementos que os compo˜e.
Na literatura existe va´rios formatos de nu´meros Fuzzy mas devido a` manutenc¸a˜o de sua
forma ao realizar operac¸o˜es matema´ticas os nu´meros Fuzzy trapezoidais e triangulares sa˜o
mais utilizados (BUCKLEY, 2005).
3.5 Nu´meros Fuzzy e Aritme´tica Fuzzy
Definic¸a˜o 3. Um nu´mero Fuzzy pode ser composto por uma forma geome´trica
convexa, onde a mais usual e´ a forma triangular. Um nu´mero triangular Fuzzy M¯ e´
representado por treˆs nu´meros reais a, b, c de forma que a ≤ b ≤ c onde [a, c] e´ a base do
triangulo e b e´ o ve´rtice superior, cujo valor de pertineˆncia e´ o ma´ximo.
Assim, Buckley (2005) define um nu´mero Fuzzy em func¸a˜o dos seus cortes-α como:
M¯[α] = [m1(α),m2(α)], com m1(α) ≤ m2(α). (3.3)
para todo α, 0 ≤ α 6 1.
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Figura 3.3: Nu´meros Fuzzy Triaˆngular M .
Assim como o conjunto de nu´meros reais o conjunto de nu´meros Fuzzy tambe´m
possui operac¸o˜es aritme´ticas Fuzzy ba´sicas (adic¸a˜o, subtrac¸a˜o, multiplicac¸a˜o e divisa˜o) que
foram necessa´rias para a implementac¸a˜o desses novos avaliadores. Sejam dois nu´meros
Fuzzy M¯ e N¯ e admita que seus cortes−α sa˜o fechados e limitados nos intervalos M¯[α] =
[m1(α),m2(α)],N¯[α] = [n1(α), n2(α)]. Enta˜o, se O¯ = M¯ + N¯ temos (BUCKLEY, 2005)
O¯[α] = M¯[α] + M¯[α] (3.4)
= [m1(α) + n1(α),m2(α) + n2(α)]
Definindo O¯ = M¯ − N¯ para todo α sin[0, 1]
O¯[α] = M¯[α] − N¯[α] (3.5)
= [m1(α)− n2(α),m2(α)− n1(α)]
para todo α no intervalo [0, 1]. No caso da multiplicac¸a˜o, ou seja, para O¯ = M¯N¯ , temos
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(BUCKLEY, 2005)
O¯[α] = M¯[α]N¯[α] = [δ, β], (3.6)
em que
δ = min{m1n1,m1n2,m2n1,m22} (3.7)
e
β = ma´x{m1n1,m1n2,m2n1,m2n2}. (3.8)
para o corte− α definido. Quando O¯ = M¯/N¯ temos:






desde que zero na˜o pertence ao N¯[α] para todo α (BUCKLEY, 2005).
3.6 Probabilidade Cla´ssica
Definic¸a˜o 4. Seja o espac¸o de probabilidade definido por (Rn, P,B), onde B e´
o conjunto de todos os subconjuntos poss´ıveis do espac¸o amostral em Rn; e P e´ uma
medida de probabilidade mensurada no Rn. Seja A um evento em B, a probabilidade de






Em 1968, Zadeh introduziu uma medida de probabilidade para eventos Fuzzy (ZA-
DEH, 1968). Definic¸a˜o 5. Seja F em B um evento Fuzzy com uma func¸a˜o de pertineˆncia
µF : R








µF (x)dP = E(µF ). (3.11)
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A probabilidade de um evento Fuzzy e´ a esperanc¸a matema´tica, tambe´m conhecido
como o valor esperado da sua func¸a˜o de pertineˆncia (ZADEH, 1968). A Equac¸a˜o (3.11)




µF (x)P (x)dx. (3.12)
3.8 Probabilidade Buckley
Buckley (2005) define probabilidade Fuzzy para um evento C em B, em que os
paraˆmetros sa˜o nu´meros Fuzzy triangulares ou trapezoidal. Esses paraˆmetros sa˜o utili-
zados para descrever a incerteza do verdadeiro valor de um paraˆmetro espec´ıfico. Como
produto dessa definic¸a˜o as distribuic¸o˜es de probabilidade podem ser generalizadas e seus
paraˆmetros estimados por nu´meros Fuzzy.
Definic¸a˜o 6. Seja X em Rn uma varia´vel aleato´ria crisp (na˜o Fuzzy) com den-
sidade de probabilidade D, cuja a func¸a˜o de pertineˆncia e´ dada por fx(C, θ), onde θ e´
vetor de paraˆmetros para esta func¸a˜o densidade de probabilidade com θ = {θ1, θ2, . . . , }.




fx(C, θ)dx|θ ∈ θf [α]} (3.13)
onde 0 ≤ α ≤ 1, θf sa˜o nu´meros Fuzzy e θf [α] seus respectivos cortes − α definidos por
(3.3).
Como o vetor de paraˆmetros θ e´ desconhecido, uma maneira de estima´-los e´ usando
Intervalos de Confianc¸a (IC), variando-se os n´ıveis de confianc¸a (BUCKLEY, 2005).
3.9 Distribuic¸a˜o Exponencial com Paraˆmetros Fuzzy
A distribuic¸a˜o Exponencial com Paraˆmetros Fuzzy pode ser generalizada por (3.13)
onde seu paraˆmetro λ¯ sera´ um nu´mero Fuzzy, que pode ser calculado por meio de um IC
utilizando o n´ıvel de significaˆncia β que corresponde a cada cortes − α de λ¯. O n´ıvel
de significaˆncia β e´ a probabilidade calculada a partir de uma normal (0, 1) ja´ que para
um n suficientemente grande podemos aproximar a distribuic¸a˜o Exponencial usual pela
distribuic¸a˜o Normal.
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Para 0 < β ≤ 1, para efeitos computacionais sera´ utilizado 0, 01 ≤ β ≤ 1. O ca´lculo a ser










n− zβ/2 ] (3.14)
onde X¯ sera´ a me´dia de cada amostra utilizada no estudo. Portanto, a distribuic¸a˜o
Exponencial Fuzzy sera´ expressa por:
fx(x, λ¯) = λ¯ exp(−λ¯x), (3.15)
onde λ¯ ∈ λ¯[α] (BUCKLEY, 2005).
3.10 Me´todo de Avaliac¸a˜o de Treinamento baseado
na Rede Naive Bayes
Avaliadores Naive Bayes (NB) sa˜o conhecidos por serem simples, mas produzi-
rem resultados satisfato´rios. Sa˜o baseados no teorema de Bayes, tomando-se a suposic¸a˜o
Naive (ingeˆnuo) de que as varia´veis aleato´rias que descrevem suas caracter´ısticas sa˜o inde-
pendentes entre si. Por apresentar fa´cil implementac¸a˜o, precisa˜o e rapidez, os avaliadores
NB sa˜o aplicados em diversas a´reas da literatura (FRANK et al., 2002).
Definic¸a˜o 7. Seja M o total de classes num espac¸o de decisa˜o Ω={1, . . . ,M}
e X uma varia´vel aleato´ria que descreve n caracter´ısticas distintas definidas por X =
{X1, X2, . . . , Xn} e ωi, i ∈ Ω e´ uma classe no espac¸o de decisa˜o para o vetor de X
(MORAES; MACHADO, 2012). Assim, a probabilidade X ser atribu´ıdo a classe ωi, pode
ser estimada a partir do Teorema de Bayes, simplificado pela hipo´tese Naive Bayes como:
P (ωi|X) = P (X|ωi)P (ωi)
P (X)
=
P (X1, X2, . . . , Xn|ωi)P (ωi)
P (X)
. (3.16)
O ca´lculo da Equac¸a˜o (3.17) apresenta uma grande complexidade a` medida que se in-
crementa um nu´mero k de varia´veis. Logo assumindo a hipo´tese NB, temos que todo
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Xk e´ condicionalmente independente de todas as outras caracter´ısticas Xi, para todo
k 6= l ≤ n e o avaliador podera´ classificar os dados para quais na˜o estava treinado (RA-
MONIA; SEBASTIANI, 2001). Assim, a menos de um fator de escala S do que depende
de X1, X2, . . . , Xn a Equac¸a˜o (3.16) pode ser escrita por (MORAES; MACHADO, 2012):






onde P(*) e´ a probabilidade cla´ssica dada na Equac¸a˜o (3.10).
Logo, a regra de avaliac¸a˜o para o Me´todo de Avaliac¸a˜o de Treinamento baseado
na Rede Naive Bayes (MATRNB) e´ dada por (MORAES; MACHADO, 2012):
X ∈ ωi, se P (ωi|X1, X2, . . . , Xn) > P (ωj|X1, X2, . . . , Xn) (3.18)
para todo i 6= j.
3.11 Me´todo de avaliac¸a˜o de Treinamento Baseado
na Rede Exponencial Naive Bayes
A partir da Equac¸a˜o (3.17) e´ poss´ıvel assumir distribuic¸a˜o Exponencial para cada
Xi onde (MORAES; MACHADO, 2016):
P (Xk = x|ωi) = λki exp(−λkiXk), (3.19)
onde o paraˆmetro λki e´ a me´dia da varia´vel Xk, para uma amostra de dados D numa
classe i (FELLER, 1971).
A partir da Equac¸a˜o (3.17) e´ poss´ıvel utilizar o logaritmo a fim de reduzir a com-
plexidade computacional na fo´rmula da distribuic¸a˜o Exponencial na Equac¸a˜o (3.19), subs-
tituindo as multiplicac¸o˜es por adic¸o˜es, temos que:









onde g e´ a func¸a˜o de avaliac¸a˜o, S e´ um fator de escala e P (Xk|ωi) e´ dada por (3.19).
Logo, podemos reescrever log[P (Xk|ωi)] na Equac¸a˜o 3.20:
log[P (Xk|ωi)] = log[ λki exp(−λkiXk)] = log(λki)− λkiXk, (3.21)
A regra de avaliac¸a˜o para o Me´todo de Avaliac¸a˜o de Treinamento Baseado na Rede
Exponencial Naive Bayes (MATRENB) e´ dado por:
X ∈ ωi, se g(ωi|X1, X2, . . . , Xn) > g(ωj|X1, X2, . . . , Xn) (3.22)
para todo i 6= j com a func¸a˜o g dada pela Equac¸a˜o (3.20).
3.12 Me´todo de Avaliac¸a˜o de Treinamento baseado
na Rede Fuzzy Exponencial Naive Bayes
A partir da Equac¸a˜o (3.12) pode-se assumir que X1, X2, . . . , Xn sa˜o varia´veis Fuzzy
(KLIR; BO, 2008) e para cada func¸a˜o de pertineˆncia µωi(Xk) e´ va´lido que k ≤ n. Logo,
com base na probabilidade de eventos Fuzzy (ZADEH, 1968) dado pela Equac¸a˜o (3.12) o
Me´todo de Avaliac¸a˜o de Treinamento baseado na Rede Fuzzy Exponencial Naive Bayes
(MATRFENB) e´ dado por (MORAES; MACHADO, 2012):








onde gf e´ a func¸a˜o de avaliac¸a˜o, Sf e´ um novo fator de escala e log[P (Xk|ωi)] e´ dado pela
Equac¸a˜o (3.21).
Entretanto, como Sf e´ um fator de escala na˜o e´ necessa´rio ser calculado nesse
processo de maximizac¸a˜o. Assim, a partir das Equac¸o˜es (3.23) e (3.21) temos que:
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gf (ωi|X1, X2, . . . , Xn) = log[P(ωi)] +
n∑
k=1
log[µωi(Xk)] + log(λKi)− [λkiXk] (3.24)
Finalmente, a regra de avaliac¸a˜o para MATRFENB e´ dado por:
X ∈ ωi, se gf (ωi|X1, X2, . . . , Xn) > gf (ωj|X1, X2, . . . , Xn) (3.25)
para todo i 6= j com a func¸a˜o gf dada pela Equac¸a˜o (3.24).
3.13 Me´todo de Avaliac¸a˜o de Treinamento Baseado
na Rede Naive Bayes Exponencial com Paraˆ-
metros Fuzzy
A partir da Segunda Generalizac¸a˜o do Naive Bayes (SGNB) proposta por Moraes
(2015), sendo p a probabilidade cujo paraˆmetro e´ Fuzzy, na Equac¸a˜o (3.13) e S um fator
de escala, pode-se utiliza´-la para reescrever a Equac¸a˜o (3.17) como:






Como no processo de avaliac¸a˜o na˜o se utiliza as integrais, mas o ca´lculo diretamente
sobre as densidades (DUDA et al., 2000). Assim, pela SGNB dada pela Equac¸a˜o (3.26)
temos:
X ∈ ωi, se p(ωi|X1, X2, . . . , Xn) > p(ωj|X1, X2, . . . , Xn) (3.27)
para todo i 6= j com i e j ∈ Ω e cujos ca´lculos sa˜o realizados usando-se a Equac¸a˜o (3.26).
A partir da Equac¸a˜o (3.26) e´ poss´ıvel assumir a distribuic¸a˜o Exponencial Fuzzy
para X e computar seu paraˆmetro Fuzzy λ¯, ou seja, sua me´dia (RODRIGUES et al.,
2016). Por fim, aplicando o logaritmo, a func¸a˜o de avaliac¸a˜o gp e´ definida por:
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Como Sp e´ um fator de escala, na˜o e´ necessa´rio ser calculado nesse processo de
maximizac¸a˜o. Logo, aplicando (3.15) em (3.28), obtemos:




onde gp e´ a func¸a˜o de avaliac¸a˜o para o Me´todo de Avaliac¸a˜o de Treinamento Baseado na
Rede Naive Bayes Exponencial com Paraˆmetros Fuzzy (MATRNBEPF) e λ¯k e´ estimado
pela Equac¸a˜o (3.15).
A regra de avaliac¸a˜o do MATRNBEPF e´ dada por (RODRIGUES et al., 2016):
X ∈ ωi, se gp(ωi|X1, X2, . . . , Xn) > gp(ωj|X1, X2, . . . , Xn), (3.30)
para todo i 6= j com i e j ∈ Ω.
3.14 Coeficientes de Concordaˆncia
3.14.1 Acerto Percentual
O Acerto Percentual e´ calculado atrave´s de uma matriz de Confusa˜o, a qual e´
obtida apo´s o te´rmino da execuc¸a˜o do me´todo. A sua estrutura e´ semelhante quando sa˜o
avaliadas quatro classes de desempenho (Tabela 3.1) em que as linhas sa˜o as classes de
desempenho reais e as colunas as classes de desempenho obtidas. Os resultados presentes
na diagonal principal da Matriz de Confusa˜o representam os dados que foram avaliados
corretamente, ja´ os demais correspondem aos termos que foram avaliados incorretamente.














j=1 nij e´ a soma de todos os
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Tabela 3.1: Matriz de Confusa˜o.
classes de desempenho classes de desempenho obtidas (cˆ)
reais (c) 1 2 3 4
1 n11 n12 n13 n14
2 n21 n22 n23 n24
3 n31 n32 n33 n34
4 n41 n42 n43 n44
elementos da matriz e o M e´ o total de classes (MORAES; MACHADO, 2014).
3.14.2 Coeficiente Kappa
O Coeficiente Kappa foi proposto por Cohen (1960), e´ uma medida robusta ponde-
rada que leva em conta os acertos e erros de acordo com a Matriz de Confusa˜o (MORAES;
MACHADO, 2014). Esse coeficiente e´ expresso por:
K =
(P0 − Pc)
(1− Pc) , (3.32)
onde P0 =
∑M
i=1(nii)/N , Pc =
∑M
i=1(ni+n+i)/N
2, onde nii e´ o total da diagonal principal
da Matriz de Confusa˜o; ni+ e´ o total da linha i na Matriz de Confusa˜o; n+i e´ o total da
coluna da mesma matriz; M e´ o total de classes de desempenho na matriz e N e´ o nu´mero
total de deciso˜es presentes na matriz.





2(1− P0) + 2P0Pc − θ1
N(1− Pc)3 (3.33)
+
(1− P0) + θ2 − 4P 2c
N(1− Pc)4 .











Este coeficiente e´ comumente utilizado para termos de avaliac¸a˜o de treinamento
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(DUDA et al., 2000). A partir dele pode-se distinguir em que situac¸a˜o se encontra a
concordaˆncia das avaliac¸o˜es em relac¸a˜o a um sistema de refereˆncia. De acordo com Landis
e Koch (1977), o coeficiente Kappa podem ser interpretado atrave´s da Tabela 3.2.
Tabela 3.2: Interpretac¸a˜o do coeficiente Kappa.
Coeficiente Kappa Grau de Concordaˆncia





0,81-1,00 Concordaˆncia Quase perfeita
Atrave´s de testes de hipo´teses e´ poss´ıvel avaliar estatisticamente a diferenc¸a entre
os coeficientes Kappa para os demais avaliadores presentes nesse estudo. Proposto por







∼ Normal(0, 1). (3.36)
Com hipo´tese nula de H0 = K1 −K2 = 0 e hipo´tese alternativa de H1 = K1 −K2 6= 0.
Logo, rejeitamos a hipo´tese nula se |Zc| > Zα/2, em que Zα/2 e´ o quantil da distribuic¸a˜o
Normal (0, 1) .
Cap´ıtulo 4
Materiais
Recentemente foram propostos me´todos de classificac¸a˜o utilizando a Rede Naive
Bayes em conjunto com a distribuic¸a˜o Exponencial (RODRIGUES et al., 2016) (MO-
RAES; MACHADO, 2016). No entanto, esses classificadores na˜o foram propostos para
fins de Avaliac¸a˜o de Treinamento. Esse trabalho propo˜e-se utiliza´-los desta forma, pore´m
na˜o foi realizada uma comparac¸a˜o entre esses me´todos. Assim, houve a necessidade de
utilizar simulac¸o˜es de Monte Carlo (GENTLE, 2005) para gerar dois conjuntos de amos-
tras que seguem a distribuic¸a˜o Exponencial. Essas amostras denominam-se Amostras para
o Treinamento e Amostras para Teste e serviram de base para os resultados obtidos com
o MATRNB, MATRENB, MATRFENB e MATRNBEPF.
4.1 Amostras Para Treinamento e Teste
As Amostras para Treinamento servem para estimar os paraˆmetros que na pra´tica
tambe´m podem ser fornecidas por um ou mais especialistas. Para o conjunto de amostras
de treinamento foram geradas 16 amostras com 30000 observac¸o˜es, pore´m as 20000 pri-
meiras foram descartadas para evitar flutuac¸o˜es nos dados (GENTLE, 2005). O estudo
utilizou apenas as 10000 u´ltimas observac¸o˜es com dados de 1 a 4 dimenso˜es, sendo as
dimenso˜es as varia´veis relacionadas as diferentes fases do exame ginecolo´gico.
O segundo bloco de amostras sa˜o denominadas como Amostras para Teste que
sa˜o as amostras sobre as quais sa˜o realizadas as avaliac¸o˜es. Para esse conjunto de amos-
tras foram geradas 16 amostras com 50000 observac¸o˜es cada, pore´m as 20000 primeiras




Para conseguir o resultado almejado nesse estudo, foi necessa´rio adquirir algumas
te´cnicas referentes a a´rea de computac¸a˜o, os dois conjuntos de amostras (treinamento e
teste) foram geradas e validadas com o aux´ılio do software R (TEAM, 2014) e processadas
por meio de programas em linguagem C.
4.1.1 Simulac¸a˜o
Como citado anteriormente foram geradas amostras para a distribuic¸a˜o estat´ıstica
Exponencial onde utilizou-se o software R. Para a distribuic¸a˜o Exponencial utiliza-se
a seguinte notac¸a˜o X ∼ Exp(λ) e seus paraˆmetros para a gerac¸a˜o das amostras sa˜o
encontrados na Tabela 4.1.
Tabela 4.1: Paraˆmetros da distribuic¸a˜o Exponencial.
Exponencial Classe 1 Classe 2 Classe 3 Classe 4
X ∼ Exp(λ)
Dimensa˜o 1 0,2 0,08 0,04 0,01
Dimensa˜o 2 0,3 0,03 0,02 0,003
Dimensa˜o 3 0,4 0,07 0,04 0,02
Dimensa˜o 4 0,2 0,07 0,04 0,03
Os dois blocos de amostras (treinamento e teste) sa˜o divididos em classes de de-
sempenho e dimenso˜es, onde as classes de desempenho sa˜o os poss´ıveis resultados do
procedimento ou seja, os ro´tulos que os dados va˜o receber. As dimenso˜es sa˜o as varia´veis
que foram escolhidas. Para quantificar o desempenho dos avaliadores MATRNB, MA-
TRENB, MATRFENB e MATRNBEPF, na gerac¸a˜o das amostras, todas as classes de
desempenho foram forc¸adas a ter uma intersec¸a˜o entre si de no mı´nimo 20%, a fim de
que pudesse verificar a acura´cia dos me´todos em avaliar valores interseccionados. Para
a execuc¸a˜o do me´todo, foi variado o nu´mero de dimenso˜es e armazenado em uma Ma-
triz de Confusa˜o. Os resultados foram analisados de acordo com os acertos percentuais,
coeficiente Kappa, sua variaˆncia e o tempo computacional.
Cap´ıtulo 5
Resultados e Discussa˜o
Neste cap´ıtulo esta˜o descritos os resultados obtidos nesse estudo, utilizando os
avaliadores MATRNB, MATRENB, MATRFENB e MATRNBEPF. As amostras de trei-
namento e de teste foram geradas a partir da metodologia descrita anteriormente. A
Figura 5.1 representa os histogramas que foram obtidos a partir dos dados gerados para
a distribuic¸a˜o Exponencial segundo os paraˆmetros na Tabela 4.1.
Assim, temos os conjuntos de amostras (treinamento e teste), em que as primei-
ras quatro linhas dos histogramas na Figura 5.1 representam as amostras de treinamento
(amarelo), as quatro linhas seguintes sa˜o as amostras de testes (verde). As linhas sa˜o
as dimenso˜es estudas e as colunas sa˜o as classes. No processo de avaliac¸a˜o foi utilizado
um computador, com processador Intel Core(TM) I3-3217U CPU 1.80GHz, com uma
memo´ria RAM de 4GB. O tempo me´dio de execuc¸a˜o para a avaliac¸a˜o das 120000 ob-
servac¸o˜es, considerando os quatros me´todos foram: com uma dimensa˜o 13, 47, com duas
dimenso˜es 16, 35 segundos, com treˆs dimenso˜es 19, 31 segundos e com quatro dimenso˜es
21, 90, segundos.
As sesso˜es 5.1, 5.2, 5.3 e 5.4 apresentamos os resultados para os MATRNB, MA-
TRENB, MATRFENB e MATRNBEPF, de acordo com o acerto percentual, coeficiente
Kappa, sua variaˆncia e tempo computacional. A sessa˜o 5.5 apresenta uma comparac¸a˜o
dos avaliadores segundo o percentual de acerto e o tempo computacional.
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Figura 5.1: Amostra aleato´ria da distribuic¸a˜o Exponencial (linhas sa˜o as dimenso˜es e
colunas sa˜o as classes de desempenho)
.
5.1 Me´todo de Avaliac¸a˜o de Treinamento baseado na
Rede Naive Bayes
Na avaliac¸a˜o dos dados de teste que seguem a distribuic¸a˜o Exponencial utilizando o
MATRNB foram encontrados os seguintes resultados para os coeficientes de concordaˆncia,
utilizando uma dimensa˜o, temos que o acerto percentual foi de 27, 15%. Na mesma dimen-
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sa˜o o coeficiente Kappa obtido foi de 2, 87% e sua variaˆncia no valor de 8, 52× 10−6, com
um grau de concordaˆncia pequeno de acordo com a Tabela 3.2. O tempo computacional
gasto pelo MATRNB para essa dimensa˜o foi de 7, 47 segundos, para avaliar 120000 ob-
servac¸o˜es.
Utilizando duas dimenso˜es o acerto percentual foi de 27, 35%, ou seja, o me´todo
avaliou 32820 observac¸o˜es corretamente. O coeficiente Kappa para essa mesma dimensa˜o
foi de 3, 14% e uma variaˆncia de 7, 65× 10−6, obtendo um grau de concordaˆncia pequeno,
como definido na Tabela 3.2. Com treˆs dimenso˜es o acerto percentual foi de 27, 34%.
O coeficiente Kappa encontrado foi de 3, 13% e sua variaˆncia no valor de 7, 18 × 10−6,
com um grau de concordaˆncia considerado pequeno, dentro do intervalo de [0, 00; 0, 20]
na Tabela 3.2.
Para quatro dimenso˜es o acerto percentual na Matriz de Confusa˜o na Tabela 5.2 foi
de 27, 15%, com 87420 avaliadas incorretamente. O coeficiente Kappa foi de 2, 86% e sua
variaˆncia de 7, 52×10−6. O tempo de execuc¸a˜o para essa dimensa˜o foi de 17, 90 segundos.
Ao analisar o desempenho do avaliador MATRNB podemos notar que o me´todo avalia
dados com distribuic¸a˜o Exponencial com um grau de concordaˆncia pequeno, com uma ou
mais dimenso˜es de acordo com o coeficiente Kappa na Tabela 3.2.
Tabela 5.1: Matriz de Confusa˜o com quatro dimenso˜es para o MATRNB.
classes de desempenho classes de desempenho obtidas (cˆ)
reais (c) 1 2 3 4
1 29980 7 9 4
2 27814 2167 13 6
3 23656 6230 111 3
4 10894 15483 3301 322
5.2 Me´todo de avaliac¸a˜o de Treinamento Baseado na
Rede Exponencial Naive Bayes
Na avaliac¸a˜o para dados com distribuic¸a˜o Exponencial utilizando o MATRENB
com uma dimensa˜o o acerto percentual foi de 51, 17%. Analisando a mesma dimensa˜o, o
coeficiente Kappa encontrado foi de 34, 90% e sua variaˆncia de 3, 68× 10−6 obtendo uma
grau de concordaˆncia regular, ou seja no intervalo de [0, 21; 0, 40] na Tabela 3.2.
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Com duas dimenso˜es o acerto percentual foi de 69, 18%. O coeficiente Kappa obtido
foi de 58, 91%, com um grau de concordaˆncia moderado de acordo com a Tabela 3.2, a
variaˆncia encontrada foi de 3, 12× 10−6. O tempo computacional gasto pelo MATRENB
foi de 9, 51 segundos, para duas dimenso˜es. Para treˆs dimenso˜es o acerto percentual foi
de 73, 91%. O coeficiente Kappa encontrado foi de 65, 21% e sua variaˆncia no valor de
2, 84×10−6, que podemos avaliar atrave´s da Tabela 3.2 como uma avaliac¸a˜o considera´vel.
Com quatro dimenso˜es o me´todo avaliou 91220 observac¸o˜es corretamente segundo
a Tabela 5.2, resultando em um acerto percentual de 76, 01%. O grau de concordaˆncia
obtido atrave´s da Tabela 3.2 e´ considera´vel, pois o valor do coeficiente Kappa de 68, 02%
esta´ no intervalo de [0, 61; 0, 80], a variaˆncia encontrada foi de 2, 69 × 10−6. Para quatro
dimenso˜es o tempo de execuc¸a˜o foi de 14, 96 segundos. Ao analisar o desempenho do
avaliador MATRENB podemos notar que a partir de treˆs dimenso˜es o me´todo avalia os
dados com um grau de concordaˆncia considera´vel de acordo com o coeficiente Kappa
(Tabela 3.2).
Tabela 5.2: Matriz de Confusa˜o com quatro dimenso˜es para o MATRENB.
classes de desempenho classes de desempenho obtidas (cˆ)
reais (c) 1 2 3 4
1 28791 1206 3 0
2 2689 20252 6946 113
3 589 9892 17093 2426
4 16 564 4336 25084
5.3 Me´todo de Avaliac¸a˜o de Treinamento baseado na
Rede Fuzzy Exponencial Naive Bayes
Para o MATRFENB foi observado que para a primeira dimensa˜o o acerto percen-
tual foi de 46, 23%. O coeficiente Kappa foi de 28, 31% e sua variaˆncia de 3, 60 × 10−6,
resultando em um grau de concordaˆncia regular de acordo com a Tabela 3.2.
Utilizando duas dimenso˜es o acerto percentual foi de 58, 72%. Para essa mesma
dimensa˜o o coeficiente Kappa foi de 44, 96%, no intervalo de [0, 42; 0, 60], tendo o resultado
avaliado como moderado, segundo a Tabela 3.2, com variaˆncia de 3, 49× 10−6. Com treˆs
dimenso˜es o MATRFENB avaliou 48696 observac¸o˜es incorretamente tendo um acerto
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percentual de 59, 42%. O coeficiente Kappa encontrado foi de 45, 90% e sua variaˆncia de
3, 47× 10−6, obtendo um grau de concordaˆncia moderado na Tabela 3.2.
Para quatro dimenso˜es o acerto percentual foi de 58, 15%, que corresponde a 69780
observac¸o˜es avaliadas corretamente, de acordo com a Tabela 5.3. O coeficiente Kappa
foi de 44, 20% e sua variaˆncia de 3, 50 × 10−6, obtendo um grau de concordaˆncia mode-
rado (Tabela 3.2). E´ poss´ıvel observar que o MATRFENB avalia dados com distribuic¸a˜o
Exponencial com grau moderado de acordo com o coeficiente Kappa a partir de duas
dimenso˜es, com um tempo computacional acima de 10, 18 segundos.
Tabela 5.3: Matriz de Confusa˜o com quatro dimenso˜es para o MATRFENB.
classes de desempenho classes de desempenho obtidas (cˆ)
reais (c) 1 2 3 4
1 18800 10218 982 0
2 1419 8458 16796 3327
3 838 2511 1389 12761
4 187 81 1099 28633
5.4 Me´todo de Avaliac¸a˜o de Treinamento Baseado na
Rede Naive Bayes Exponencial com Paraˆmetros
Fuzzy
Na avaliac¸a˜o utilizando o MATRNBEPF foi obtido os seguintes resultados, para a
primeira dimensa˜o, ou seja ao avaliar a primeira linha em amarelo na Figura 5.1 o acerto
percentual foi de 51, 17%. O coeficiente Kappa 34, 90% e sua variaˆncia de 3, 68 × 10−6,
obtendo um grau de concordaˆncia regular (Tabela 3.2).
Com duas dimenso˜es o acerto percentual foi de 69, 18%, o coeficiente Kappa de
58, 91%, com um grau de concordaˆncia moderado [0, 42; 0, 60] na Tabela 3.2 e uma va-
riaˆncia no valor de 3, 12 × 10−6. Para treˆs dimenso˜es o acerto percentual obtido foi de
72, 83%, o coeficiente Kappa de 63, 78% e sua variaˆncia de 2, 91× 10−6, com um grau de
concordaˆncia considera´vel (Tabela 3.2).
Avaliando quatro dimenso˜es o MATRNBEPF obteve um acerto percentual de
72, 99% que corresponde a` 87588 observac¸o˜es avaliadas corretamente, segundo a Tabela
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5.4. O resultado e´ considerado moderado de acordo com a Tabela 3.2, com um coeficiente
Kappa de 63, 98% e sua variaˆncia de 2, 90 × 10−6. E´ poss´ıvel notar que a partir de treˆs
dimenso˜es ou mais o MATRNBEPF e´ capaz de avaliar dados que seguem uma distribuic¸a˜o
Exponencial com um grau de concordaˆncia moderado de acordo com o coeficiente Kappa.
Tabela 5.4: Matriz de Confusa˜o com quatro dimenso˜es para o MATRNBEPF.
classes de desempenho classes de desempenho obtidas (cˆ)
reais (c) 1 2 3 4
1 27808 2156 36 0
2 3011 19765 7084 140
3 733 11122 14885 3260
4 19 1105 3744 25132
5.5 Comparac¸a˜o entre os avaliadores
Como citado anteriormente, foram usadas as amostras de treino para estimar os
paraˆmetros utilizados pelos avaliadores e em seguida foram usadas as amostras de teste
para avaliar o desempenho dos me´todos. Uma maneira simplificada de conhecer a qua-
lidade dos resultados obtidos com a avaliac¸a˜o com os MATRNB, MATRENB, MATR-
FENB e MATRNBEPF e´ a comparac¸a˜o utilizando os coeficientes de concordaˆncia. De
modo geral, MATRENB foi significativamente melhor que os MATRNB, MATRFENB e
MATRNBEPF, avaliando dados com distribuic¸a˜o Exponencial em 14, 96 segundos, com
quatro dimenso˜es.
Comparando os resultados do MATRENB com os outros treˆs avaliadores descritos
nesse trabalho temos que o MATRNBEPF apresentou desempenho semelhante ao MA-
TRENB com uma, duas e treˆs dimenso˜es (Tabelas 5.5, 5.6 e 5.7). Para quatro dimenso˜es
a diferenc¸a do MATRENB para o MATRNBEPF foi de 4, 04% de acordo com o coeficiente
Kappa Tabela 5.8, o que pode ser verificado tambe´m atrave´s dos acertos percentuais na
Figura 5.2.
Essa diferenc¸a e´ confirmada atrave´s do teste de hipo´tese que fixando um n´ıvel de
significaˆncia de 5%, rejeitamos a hipo´tese nula (K1−K2 = 0), ou seja existe diferenc¸a entre
os coeficientes Kappa do avaliador MATRENB para o MATRNBEPF, analisando quatro
dimenso˜es. Embora o percentual de acerto dos avaliadores MATRENB e MATRNBEPF
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sejam semelhantes, a diferenc¸a dos tempos computacionais quando comparado por di-
menso˜es chega a 24, 22 segundos, com quatro dimenso˜es, sendo o MATRENB mais ra´pido
Tabela 5.9.
Ao comparar o desempenho dos avaliadores MATRNB e MATRFENB, temos que
para todas as dimenso˜es estudadas o MATRFENB possui uma taxa de acerto superior
ao MATRNB (Tabelas 5.5, 5.6, 5.7 e 5.8). A Figura 5.2 apresenta essa diferenc¸a, que e´
confirmada por meio do teste de hipo´tese, com um n´ıvel de significaˆncia de 5%, rejeitou
a hipo´tese nula (K1 −K2 = 0) de que os coeficientes Kappa sa˜o iguais, para uma, duas,
treˆs e quatro dimenso˜es.
Em relac¸a˜o aos tempos de execuc¸a˜o o MATRFENB e´ mais ra´pido que o MA-
TRNB, em todas as dimenso˜es estudadas Tabela 5.9. Com quatro dimenso˜es a diferenc¸a
percentual dos avaliadores MATRNB e MATRFENB para o MATRENB foram 65, 16% e
23, 82% (Tabela 5.8), respectivamente, tomando como refereˆncia o coeficiente Kappa.
Analisando os avaliadores MATRFENB e MATRNBEPF, nos quais foram incre-
mentadas a informac¸a˜o Fuzzy (Sesso˜es 3.12 e 3.13) temos que para todas as dimenso˜es, o
coeficiente Kappa para o MATRNBEPF foi maior que o MATRFENB (Tabelas 5.5, 5.6,
5.7 e 5.8). Por meio do teste para diferenc¸a dos coeficientes Kappa, com 5% de signifi-
caˆncia, foi poss´ıvel constatar que existe diferenc¸a entre os coeficientes do MATRNBEPF
par o MATRFENB, pois a hipo´tese nula foi rejeitada. Entretanto, nas quatro dimenso˜es
o MATRNBEPF obteve um maior tempo computacional Tabela 5.9.
Com uma dimensa˜o Tabela 5.6 o desempenho dos avaliadores alcanc¸aram um per-
centual de acerto menor que as demais dimenso˜es analisadas. Esses resultados sa˜o es-
perados para a primeira dimensa˜o pois se analisa apenas uma caracter´ıstica dos dados.
Na pra´tica quanto mais dimenso˜es forem analisadas, espera-se melhores resultados com a
avaliac¸a˜o (MORAES; MACHADO, 2012) (MORAES; MACHADO, 2014). O percentual
de acerto para o MATRNB foi o menor valor encontrado para todas as dimenso˜es anali-
sadas, quando comparado com os me´todos MATRENB, MATRFENB e MATRNBEPF.
E´ poss´ıvel observar tambe´m que com o incremento de dimenso˜es o percentual de acerto
aumenta para a maioria dos avaliadores.
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Tabela 5.5: Comparac¸a˜o entre os avaliadores para a primeira dimensa˜o.
Avaliadores Acerto Coeficiente Variaˆncia
Percentual Kappa
MATRNB 27, 15% 2, 87% 8, 52× 10−6
MATRENB 51, 17% 34, 90% 3, 68× 10−6
MATRFENB 46, 23% 28, 31% 3, 60× 10−6
MATRNBEPF 51, 17% 34, 90% 3, 68× 10−6
Tabela 5.6: Comparac¸a˜o entre os avaliadores para primeira e segunda dimenso˜es.
Avaliadores Acerto Coeficiente Variaˆncia
Percentual Kappa
MATRNB 27, 35% 3, 14% 7, 65× 10−6
MATRENB 69, 18% 58, 91% 3, 12× 10−6
MATRFENB 58, 72% 44, 96% 3, 49× 10−6
MATRNBEPF 69, 18% 58, 91% 3, 12× 10−6
Tabela 5.7: Comparac¸a˜o entre os avaliadores para primeira, segunda e terceira dimenso˜es.
Avaliadores Acerto Coeficiente Variaˆncia
Percentual Kappa
MATRNB 27, 34% 3, 13% 7, 18× 10−6
MATRENB 73, 91% 65, 21% 2, 84× 10−6
MATRFENB 59, 42% 45, 90% 3, 47× 10−6
MATRNBEPF 72, 83% 63, 78% 2, 91× 10−6
Tabela 5.8: Comparac¸a˜o entre os avaliadores para todas as quatro dimenso˜es.
Avaliadores Acerto Coeficiente Variaˆncia
Percentual Kappa
MATRNB 27, 15% 2, 86% 7, 52× 10−6
MATRENB 76, 01% 68, 02% 2, 69× 10−6
MATRFENB 58, 15% 44, 20% 3, 50× 10−6
MATRNBEPF 72, 99% 63, 98% 2, 90× 10−6
Tabela 5.9: Tempo Computacional por me´todos e dimensa˜o, em segundos.
MATRNB MATRENB MATRFENB MATRNBEPF
Dimensa˜o 1 7, 47 6, 84 6, 88 32, 69
Dimensa˜o 2 10, 86 9, 51 10, 18 34, 86
Dimensa˜o 3 14, 46 12, 37 12, 68 37, 73
Dimensa˜o 4 17, 90 14, 96 15, 76 39, 16
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Figura 5.2: Comparac¸a˜o entre os avaliadores de acordo com o Acerto Percentual por
dimensa˜o.
A Figura 5.3 resume a precisa˜o de cada me´todo por meio de Coeficiente Kappa
(lado esquerdo) e o desempenho computacional usando o Tempo da CPU (lado direito).
E´ poss´ıvel observar que o MATRNB apresentou a menor precisa˜o e o maior tempo com-
putacional quando comparado com os me´todos MATRENB e MATRFENB. O me´todo
MATRNBEPF apresentou uma boa precisa˜o de acordo com o coeficiente Kappa, pore´m
seu tempo computacional foi o maior entre todos os avaliadores estudados. Por outro
lado, o MATRENB forneceu a maior precisa˜o com menor tempo computacional.
Figura 5.3: Comparac¸a˜o entre os me´todos avaliac¸a˜o de acordo com o Coeficiente Kappa
e o Tempo Computacional para quatro dimenso˜es.
Cap´ıtulo 6
Conclusa˜o
Como resultado desse trabalho foi apresentada uma comparac¸a˜o entre os avaliado-
res MATRNB, MATRENB, MATRFENB e MATRNBEPF, utilizando como paraˆmetros
coeficientes de concordaˆncia e o tempo computacional. Para cada avaliador foram utili-
zados dados com quatro dimenso˜es e avaliados segundo quatro classes de desempenho.
Para a primeira dimensa˜o, todos os me´todos obtiveram resultados espu´rios. Possi-
velmente isso se deve a` grande intersecc¸a˜o dos dados simulados entre as classes de desem-
penho. A partir de duas dimenso˜es os resultados alcanc¸am melhores graus de concordaˆncia
de acordo com o coeficiente Kappa. Com treˆs ou mais dimenso˜es, a maioria dos avaliado-
res fornece um grau de concordaˆncia moderado, para os dados simulados da distribuic¸a˜o
Exponencial. Com quatro dimenso˜es o MATRENB obteve um resultado considera´vel
de acordo com o coeficiente Kappa. Em relac¸a˜o ao tempo computacional o MATRENB
conseguiu avaliar dados com baixa complexidade computacional para todas as dimenso˜es
analisadas.
O me´todo MATRNBEPF possui um percentual de acerto semelhante ao MA-
TRENB para as treˆs primeiras dimenso˜es sendo confirmado atrave´s do teste de hipo´tese
para diferenc¸a dos coeficientes Kappa. Entretanto, esse o MATRNBEPF possui o maior
tempo de CPU observado nesse estudo. O MATRNB obteve o menor percentual de acerto
para todas as dimenso˜es analisadas quando comparadas com o desempenho dos outros treˆs
avaliadores estudados.
Em relac¸a˜o ao simulador do exame ginecolo´gico (Siteg), temos que de acordo com
os resultados obtidos nesse trabalho o melhor me´todo de avaliac¸a˜o para modelar os tempos
de execuc¸a˜o presentes nas diferentes fases do simulador e´ o MATRENB que apresentou a
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melhor performance e precisa˜o dentre todas as dimenso˜es analisadas.
Como poss´ıveis trabalhos futuros podemos sugerir:
• avaliar o desempenho desses me´todos utilizando outras distribuic¸o˜es Estat´ısticas;
• incluir outras metodologias na comparac¸a˜o de desempenho utilizando esses dados;
• incluir um maior nu´mero de dimenso˜es e avaliar performance dos me´todos citados
acima;
• a utilizac¸a˜o de me´todos de correc¸a˜o de vie´s para o paraˆmetro da distribuic¸a˜o Expo-
nencial.
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