ABSTRACT Multilevel thresholding has got more attention in the field of image segmentation recently. However, it is still challenging and complicated for color image segmentation in many applications. To mitigate the above conditions, a novel multilevel thresholding algorithm consists of two innovative strategies is proposed on the basis of moth-flame optimization (MFO) to develop the SAMFO-TH algorithm. On one hand, a creative self-adaptive inertia weight scheme is used to enhance both the exploration and exploitation, on the other hand, a newly proposed thresholding (TH) heuristic is embedded into MFO to improve the global performance in multilevel thresholding. To find the optimal threshold values of an image, Otsu's variance, and Kapur's entropy criteria are employed as fitness functions. The experiments have been performed on ten color images including six natural images and four satellite images at different threshold levels with a comparison of other eight meta-heuristic algorithms: multi-verse optimizer (MVO), whale optimization algorithm (WOA), standard MFO, and so on. The experimental results are presented in terms of computational time (CPU time), mean value to reach (MVTR), standard deviation (STD), mean square error (MSE), peak signal to noise ratio (PSNR), structural similarity (SSIM), feature similarity (FSIM), probability rand index (PRI), the variation of information (VoI), and threshold value distortion (TVD). The results demonstrate that the proposed SAMFO-TH outperforms other competitive algorithms and has superiority concerning stability, accuracy, and convergence rate, which can be applied to practical engineering problems.
I. INTRODUCTION
Image segmentation can be considered as the process of dividing an image into several distinct regions with homogeneous characteristics in terms of gray level intensity, texture structure, position information, etc. It is often the crucial preprocessing stage in image analysis, object recognition and computer vision, which plays a vital role in various applications such as agricultural, medical examination, industrial production, fault diagnosis, and geographical detection [1] - [2] . Most of the image segmentation methods are based on similarity and discontinuity, while thresholding is a major technique under similarity-based approaches. Thresholding holds a popular position among all existing segmentation methods with respect to simplicity, robustness, and accuracy, which can be classified into two categories: bi-level
The associate editor coordinating the review of this manuscript and approving it for publication was Bilal Alatas. and multilevel [3] . Bi-level thresholding partitions an image into strictly two classes, whereas multilevel thresholding separates an image into more than two classes. Although bi-level thresholding can solve the segmentation of simple images involving only two main grey levels, it has trouble in complicated and high-grade images. Therefore, multilevel thresholding technique is employed in most real-world applications. However, the prime restriction in multilevel thresholding is time-consuming, then are accuracy, stability and so on. To determine the exact threshold values, two types of techniques named parametric and nonparametric are used broadly [4] . In parametric techniques, some statistical parameters should be estimated that have a heavy dependence on initial conditions, hence are hard to be applied. In nonparametric techniques, thresholds are determined by calculating some criteria such as Otsu's between-class variance and a few entropy-based functions, Otsu's method [5] and Kapur's method [6] are widely used among these criteria.
Color images contain three components (Red, Green, and Blue) and each pixel embeds dissimilar color constituents [7] , so the segmentation of color images becomes more challenging and complicated when compared to gray-scale images. Furthermore, the complexity of computation improves exponentially as the threshold level increases in conventional Otsu's and Kapur's measures. Consequently, it is necessary to search the optimal thresholds with the help of intelligent optimization algorithms through maximizing the between-class variance of the gray histogram in Otsu's and the histogram entropy in Kapur' s. According to the No-Free-Lunch (NFL) theorem [8] , there is no algorithm for solving all optimization problems. It suggests that an optimization algorithm may perform well in one type of problems and fail to solve a different kind of problems; thus it is still essential to create and modify new algorithms.
Meta-heuristic algorithms are used to search the optimal solutions to optimization problems. In general, they are inspired by nature among aspects of biology, physics, and mimicking ethology. A large number of swarmbased algorithms have been proposed, and the efficiencies are demonstrated in the literature. For example, particle swarm optimization (PSO) [9] , ant colony optimization (ACO) [10] , bacteria foraging optimization (BFO) [11] , artificial bee colony algorithm (ABC) [12] , grey wolf optimizer (GWO) [13] , moth-flame optimization (MFO) [14] , social spider algorithm (SSA) [15] , firefly algorithm (FA) [16] , whale optimization algorithm (WOA) [17] , sine cosine algorithm (SCA) [18] , krill herd optimization (KHO) [19] , bat optimization (BA) [20] , flower pollination algorithm (FPA) [21] , multi-verse optimizer (MVO) [22] . Besides, several algorithms and modified algorithms have been used in multilevel thresholding field. For instance, Chen et al. [23] proposed an improved firefly algorithm (IFA) to segment multilevel images and compared with PSO, differential evolution optimization (DE), and standard FA, which concluded that better performance of IFA in this field. Agarwal et al. [24] used SSA based bi-modal and multi-modal thresholding for gray-scale images in both Kapur's and Otsu's functions; the results showed that SSA outperforms PSO in threshold values and computational time. Akay et al. [25] conducted a study on ABC and PSO for multilevel thresholding, experiments were based on both Kapur's and Otsu's, and results represented that ABC performs better than PSO in higher threshold levels. Khairuzzaman and Chaudhury [26] applied GWO for image segmentation experiments on benchmark images, and it was compared with BFO and PSO, experimental results suggested that GWO is more stable and yields solutions of higher quality. Aziz et al. [27] tried to solve multilevel thresholding image segmentation problems using WOA and MFO algorithms, experiments on gray-scale images with Otsu's method indicated the good performance of them. Nevertheless, studies mentioned above only focus on gray-scale images to some degree and do not extend to color images. Moreover, color satellite images include the features of poor resolution, complex background, and fuzzy boundaries [28] , which are more difficult than natural color images. In this paper, a new approach is proposed for color image segmentation problems, and it has exhibited a superb performance aiming at satellite images from experimental results.
Moth-flame optimization (MFO) algorithm is a novel algorithm proposed by Mirjalili [14] , which has performed good abilities in several applications. Nonetheless, MFO still has weaknesses of falling into local optimum and long convergence rate when dealing with high-dimensional and multimodal problems. In this study, two strategies are embedded into the MFO algorithm to develop a new algorithm named self-adaptive moth-flame optimization TH heuristic (SAMFO-TH) for multilevel thresholding color image segmentation. On the one hand, an original self-adaptive inertia weight is created and added into updating formula of moths, which enhances both the exploration and exploitation throughout the whole search process. On the other hand, a new TH heuristic [29] is integrated with MFO dedicated to multilevel thresholding area, which improves pristine performance in many aspects. The newly proposed algorithm is tested on ten color images including natural images and satellite images and compared with competitive algorithms: MVO, WOA, FPA, SCA, ACO, PSO, ABC, and MFO. The segmented images are evaluated concerning ten metrics, which validate the superiority of SAMFO-TH.
The rest of this paper is organized as follows: in section II, the definitions and the formulas of Otsu's and Kapur's functions are introduced. In section III, the description of the MFO algorithm is elaborated. In section IV, two adopted strategies are explained and illustrated. In section V, the experimental environment is reported. In section VI, the experimental results and discussions are provided and analyzed. Finally, a brief conclusion of this paper and future works are drawn in section VII.
II. MULTILEVEL THRESHOLDING
The process of multilevel thresholding color image segmentation is to find more than two optimal thresholds to segment three components (red, green and blue) respectively. The task of an optimization problem is to search the extreme values which optimize the fitness function in the restricted space [30] . Considering the multilevel thresholding problem as an optimization problem to analyze and the optimal threshold vector is obtained by optimizing the objective function. Otsu's between-class variance and Kapur's entropy criterion are the two most widely used thresholding techniques. Therefore, the objective functions based on these two techniques for meta-heuristic algorithms have been adopted in this paper. The following subsections describe Otsu's between-class variance and Kapur's entropy functions in brief.
A. OTSU's BETWEEN-CLASS VARIANCE
In the RGB image, each color component consists of P pixels and L number of gray levels. The obtained thresholds are Assuming that K − 1 thresholds constitute the threshold vector T = [t 1 , t 2 , · · · , t K −1 ] to split an image into K classes:
where f i is the frequency of gray level i. Then, the probability of a gray level i can be represented as follows:
For every class C k , the cumulative probability ω k and average gray level µ k in every region can be defined as:
The between-class variance function can be expressed as:
where µ T is the average gray intensity of the image. Therefore, the optimal threshold vector is as follows:
Maximizing the Otsu's function [5] in Eq. (4) and the corresponding solutions are optimal thresholds.
B. KAPUR's ENTROPY CRITERION
Kapur's entropy criterion [6] search the optimal threshold vector by maximizing the entropy of segmented classes which used the concept of Shannon. Shannon function [31] elaborates that the information content of an event is inversely proportional to its occurrence probability. Then Kapur assumed that an image is entirely represented by its grey level histogram and defined the image's entropy.
Assuming that K − 1 thresholds form the threshold vector T = [t 1 , t 2 , · · · , t K −1 ]to split an image into K classes, and mathematical formulas are as follows:
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where H j represents the entropy value of j th region in the image, ω j represents the probability of j th region. Also, the optimal threshold vector is obtained analogously as follows:
With the increasing number of the threshold level, the computational time will grow exponentially. Accordingly, traditional Otsu's and Kapur's methods cannot apply in real multi-threshold engineering problems. To overcome the above drawback, Otsu's and Kapur's based on meta-heuristic algorithms are suitable for this field.
III. MOTH-FLAME OPTIMIZATION (MFO)
Moth-Flame Optimization [14] is a novel meta-heuristic intelligent algorithm mimicking the navigation behavior of moths in nature. Moths have their particular navigation methods in night; they utilize a mechanism called transverse orientation to fly in a straight line at a fixed angle relative to the moon. Fig.1 shows the behavior of moths through transverse orientation in the dark. However, moths are usually disturbed and tricked by artificial lights such as flames, if moths still rely on transverse orientation, they will fly spirally towards flames. Fig.2 shows the conceptual model of a spiral fly. Since a flame is much closer compared to the moon, it is helpless for moths to maintain a fixed angle.
People can always acquire inspirations from nature, MFO algorithm has attracted wide attention from scholars globally due to its few parameters and robust searching ability. In the MFO, the variables are the position of moths in the space, moths change their position vectors to fly in hyperdimensional space. In addition, moths and flames are both VOLUME 7, 2019 solutions to the problem. The difference between them lies in the diverse ways of iteration and update. Moths are actual search individuals searching in space, whereas flames are the best location for moths obtained so far.
Mathematical models are established in the following. A logarithmic spiral is defined as the main update mechanism of moths in the MFO algorithm:
where M i indicates the i th moth, F j indicates the j th flame, D i = |F j − M i | indicates the distance between the i th moth and the j th flame, b is a constant to define the shape of the logarithmic spiral, θ is a random value in the range of [−1,1], and * is a constituent-by-constituent multiplication.
As can be seen in Eq. (8), the spiral flying path of moths is simulated, and the position of a moth in each iteration is related to a flame. The parameter θ defines how close the moth's next position is to the flame. θ = −1 represents the closest position to the flame, and θ = 1 represents the farthest. Fig.3 shows the position of a moth and a flame according to different θ on the curve.
Equation (8) only requires the process of moths flying towards the flame, so it is easy to cause the MFO algorithm to converge fast and fall into local optimum. To avoid the above situation, each moth is forced to update its position using only one flame. In each iteration, the flames are sorted based on the fitness values of moths. Therefore, the first moth always updates its position with respect to the best flame, whereas the last moth updates relatively to the worst one. According to this mechanism, MFO can effectively avoid falling into local optimum to some extent.
To improve the search efficiency of the optimal solution, an adaptive mechanism is proposed for the number of flames in Eq. (9) . As the number of iterations increases, the final flame is the optimal global solution.
where N is the maximum number of flames, t is the current number of iteration, T is the maximum number of iterations.
IV. PROPOSED ALGORITHM
Although the MFO algorithm can handle low-dimensional problems excellently, it has difficulties in solving high-dimensional and multi-modal problems. In order to enhance the performance of the MFO algorithm, two strategies are embedded in MFO. For one thing, a creative self-adaptive weight scheme is proposed improving the exploration and exploitation of the whole, and for another, a dedicated heuristic named as thresholding (TH) heuristic is incorporated with MFO heuristic aiming at the problem of multi-threshold image segmentation. According to the above improvements and innovations, this paper proposes VOLUME 7, 2019 Self-adaptive Moth-flame TH (SAMFO-TH) algorithm for multilevel thresholding segmentation.
A. SELF-ADAPTIVE INERTIA WEIGHT
Reference to other mature swarm-based algorithms such as PSO, inertia weight (ω) has a significant impact on the search mechanism of the population. The algorithm has a strong ability in exploration when ω is high, whereas the algorithm is more efficient in exploitation when ω is low. Compared to traditional linear inertia weight, a new mathematical formula is as follows:
where t is the current number of iteration, T is the maximum number of iterations, a and b are adjustable constants.
Applying this inertia weight to updating formula of moths as follows:
The inertia weight can significantly improve the search ability of MFO and escape from the local optima. This strategy enhances not only the intensification of the algorithm but also the diversification. Intensification attempts to search around the present best solutions, whereas diversification refers to the global ability of the algorithm. Due to the application of inertia weight, self-adaptive mothflame optimization (SAMFO) potentially outperforms the MFO algorithm.
To Fig.4 shows the curve of Eq. (10), the red line is the final inertia weight while the blue line is the conventional linear inertia weight. As can be seen, the proposed strategy can keep stable for a long time at both beginning and the end of iterations, which makes moths achieve better results in global optimization in the early stage and local optimization in the later stage.
B. TH HEURISTIC
In order to solve the problem of local stagnation in optimization, a TH heuristic is proposed by Bohat [29] in 2019 and pseudo-code is presented in Algorithm 1 as follows:
Here, K is the number of thresholds, M best is the present best solution, MF is the movement factor that decreases exponentially as follows:
where ceil is the round operation in Matlab, t is the current number of iteration, T is the maximum number of iterations, G 0 is the initial value of MF, a 0 is the coefficient by which MF will decrease. The TH heuristic obtains the best solution and applies the movement factor MF to each dimension of the solution. In initial iterations, a high MF is provided for exploration in the search space, in the later iterations, MF is decreased exponentially to exploit optima efficiently. From Bohat's experiments, a 0 = 13 and G 0 = 40 are the values for best performance of TH heuristic. Although different algorithms have their own way for intensification and diversification in the problem of multilevel thresholding, they lack to properly intensify every threshold value. However, TH heuristic attempt to provide exhaustive intensification to each dimension of optima. In this way, algorithms with TH heuristic strategy will enhance the accuracy and efficiency in the search process.
C. SAMFO-TH ALGORITHM
Above two strategies are combined with MFO to develop a new approach named SAMFO-TH for multi-threshold color 
V. EXPERIMENTAL ENVIRONMENT
This section introduces the environment of the experiments for the proposed approach. The description of color test images including Berkeley images and Satellite images is introduced firstly, then the parameters settings for each algorithm are illustrated briefly, and a series of quality metrics are used to evaluate the performance of different algorithms.
A. BENCHMARK IMAGES
The proposed algorithms are tested on ten color images taken from USC-SIPI and Berkeley segmentation data set (BSDS500). Ten test images and their histograms in three components are presented in Fig.6 
B. EXPERIMENTAL SETTINGS
When applied to solve specific problems, different meta-heuristic algorithms have different optimization performances due to their strategies and mathematical formulas [32] . Therefore, comparative analysis between the proposed algorithm SAMFO-TH and other different optimization algorithms such as MVO [22] , WOA [17] , FPA [21] , SCA [18] , ACO [10] , PSO [9] , ABC [12] and MFO [14] is necessary. For a fair comparison, all algorithms used in this paper have the same number of maximum iterations (set to 500), and all the initial size of the population is set to 25, other specific parameters that provided best computational outcomes of each algorithm are present in Table 1 .
The experiments are conducted on test images with both the lower thresholds: 4, 6, 8, 10 and higher thresholds: 16, 20, 24. The reason for selecting these thresholds is to measure the performance in both low and high dimensional multilevel thresholding problems. Since optimization algorithms All the algorithms are programmed in Matlab R2016a and implemented on ''Windows 7-64 bit with AMD A10-8700P processor and RAM of 8GB'' environment.
C. SEGMENTED IMAGE QUALITY METRICS
To evaluate the quality of segmented images under different algorithms at selected threshold levels, several metrics are utilized as follows: 1) COMPUTATIONAL TIME (CPU TIME) The index measures the convergence rate of each algorithm. The algorithm is more efficient when the time (in seconds) is shorter.
2) MEAN VALUE TO REACH (MVTR)
The index is calculated by Eq.(4) in Otsu's method or Eq.(6) in Kapur's entropy. It indicates the robustness of the algorithm in searching the optimal threshold vector.
3
) STANDARD DEVIATION (STD)
The index measures the variation from average, and lower values of STD indicate the algorithm is more stable. In this paper, the STD of fitness values in all algorithms are computed.
4) PEAK SIGNAL TO NOISE RATIO (PSNR)
The index measures the difference between the original image and the segmented image and refers to the quality of the reconstructed image. Higher values of PSNR indicate the segmented image has a better effect. The PSNR is defined as follows [33] :
5) MEAN SQUARE ERROR (MSE)
The index measures the average of the square of the error. Lower values of MSE indicate towards good segmentation quality of the image. The MSE is defined as follows:
where M and N represent the size of the image, x is the original image, y is the segmented image.
6) STRUCTURAL SIMILARITY (SSIM)
The index is used to measure the similarity between the original image and the segmented image which is in the range of [−1,1]. Higher values of SSIM indicate better performance. The SSIM is defined as follows [34] :
where µ x and µ y are the mean intensity of the original image and the segmented image, σ x and σ y are the standard deviation of the original image and the segmented image, σ xy is the covariance of the original image and the segmented image. The FSIM is defined as follows [36] , and the Matlab code for calculation of FSIM is taken from https://www4.comp.polyu. edu.hk/∼cslzhang/IQA/ FSIM/FSIM.htm.
8) PROBABILITY RAND INDEX (PRI)
The index calculates a connection between the segmented image and the ground truth. Higher values of PRI indicate better performance [37] - [38] .
9) VARIATION OF INFORMATION (VOI)
The index measures the amount of randomness in one segment which cannot be explained by another. Lower values of VoI indicate better performance [37] - [38] . The Matlab code for calculation of PRI and VoI are taken from https://people.eecs.berkeley.edu/∼yang/software/lossy_ segmentation/ 10) THRESHOLD VALUE DISTORTION (TVD) The index measures the reliability of different algorithms, and a lower TVD indicates higher reliability [39] - [40] . The TVD is computed as follows. 
VI. RESULTS AND DISCUSSIONS
In this section, the segmented images using both Otsu's and Kapur's are presented firstly. Then, the discussion and explanation about metrics values results are described. Finally, a statistical analysis is performed to exhibit the superiority of the proposed approach. Figures.7-9 display the segmented results of Berkeley images using Otsu's method. As can be seen from these images, MVO and WOA can handle the task in lower thresh-VOLUME 7, 2019 old levels, but they have terrible performances in high threshold levels, for example, they appear color distortion in Test 1 of K = 24, Test 6 of K = 20 and 24. Also, SCA and PSO show bad abilities in Test 4, the water's color is worse than SAMFO-TH, MVO, WOA, ABC, and MFO. ACO and ABC also perform badly in Test 6. Figs.10-11 display the segmented results of difficult satellite images. It is clear to see that MVO cannot finish the work in high threshold levels, WOA and FPA also perform badly in Satellite 1 and 2 which mean they have poor abilities in real engineering applications. In other words, MVO, WOA, and MFO can only accomplish simple images tasks, but they have difficulties in handling VOLUME 7, 2019 satellite images. However, SAMFO-TH finishes all works excellently and has better stability.
Figures.12-14 are the segmented results of Berkeley images using Kapur's entropy. It can obtain a similar conclusion that the segmentation performance can be arranged as ACO < SCA < PSO, ABC < FPA < MFO, MVO, WOA, SAMFO-TH. Unlike the results of satellite images in Otsu's method, Kapur's method gets 100% success rate (SR) in satellite images among all the algorithms, it seems that Kapur's achieve better than Otsu's on the whole. Tables 2-18 . 
1) MVTR AND STD
Owing to the stochastic behavior of meta-heuristic algorithms, all data are gained at an average of 30 times. First of all, the proposed algorithm is compared with other algorithms on the basis of mean and STD of fitness function values. Lower STD values indicate higher stability, whereas 44126 VOLUME 7, 2019 higher MVTR values indicate higher accuracy. Analyzing from data results in Table 2 , 3, 4, and 9 about Otsu's, it can draw a conclusion that SCA, ACO, and PSO have worse performances generally, they cannot calculate the fitness values in satellite images mostly. SAMFO-TH has a little superiority in Berkeley images, but it performs excellently VOLUME 7, 2019 Algorithm 1 Pseudo-Code of TH-Heuristic j = 1;
in Satellite images when compared with MVO, WOA, and MFO. Although MVO and WOA have good stabilities in Berkeley images, they cannot always segment well in satellite images. Additionally, comparing SAMFO-TH and MFO carefully, SAMFO-TH has better performance in terms of stability and accuracy.
The values of MVTR and STD about Kapur's are presented in Table 9 , 10, 11, and 12. All algorithms can obtain fitness values which also demonstrate Kapur's has a better ability than Otsu's. It is clear to find that SAMFO-TH has higher values in the average of fitness especially in the segmentation of satellite images revealing higher accuracy of the proposed algorithm. Also, the values of STD with SAMFO-TH in satellite images are also much lower than other algorithms, which exhibit higher stability of SAMFO-TH and it can handle multilevel thresholding problems. 
2) PSNR AND MSE
The results of PSNR and MSE in Otsu's and Kapur's are in Table 5 and Table 13 be abnormal. The performance of SAMFO-TH in Kapur's is superior; it can also conclude that segmentation quality improves as the threshold level increases in normal conditions. Besides, PSNR and MSE values of Kapur's are much better and regular than Otsu's in general suggesting Otsu's has worse segmentation ability than Kapur's. All in all, the proposed algorithm is promising.
3) SSIM AND FSIM
The values of SSIM and FSIM are in Table 6 of Otsu's  and Table 14 indicate better and accurate segmentation. It is evident to find that SAMFO-TH has better values in both lower and higher threshold levels. Also, the values of SSIM and FSIM improve analogously on the increasing threshold levels.
4) PRI AND VOI
PRI and VoI are two specific metrics in image segmentation field, and the results of them are presented in Table 7 and quality segmentation. It can be observed that SAMFO-TH gain best values in these two indices most often, which exhibit the superiority and robustness of SAMFO-TH.
5) CPU TIME AND TVD
Another important index result of CPU Time is shown in Table 8 . SAMFO-TH is a little inferior to MVO and WOA in Otsu's function, the reason after analysis is that they have too fast convergence speed to search the optimum. Nevertheless, SAMFO-TH has more fast convergence rate than MFO demonstrating proposed strategies are effective. Moreover, the result of Kapur's is a little different from Otsu's function. The computation time of SAMFO-TH has decreased significantly in Kapur's method; the convergence speed is faster than MVO, WOA, and MFO mostly. And for a clearer presentation of convergence speed about these algorithms, the convergence curves are shown in Figs. 27-30. From what have been discussed above, SAMFO-TH outperforms other selected meta-heuristic algorithms and has a robust capability in multi-threshold color image segmentation especially in satellite images. 
C. ANOVA TEST
A statistical test known as ''the analysis of variance'' (ANOVA) test has been performed at 5% significance level to evaluate the significant difference between the proposed algorithm and other meta-heuristic algorithms. In the experiments, SAMFO-TH is regarded as the control group and is compared with MVO, WOA, FPA, SCA, ACO, PSO, and MFO in terms of CPU Time, PSNR, SSIM, FSIM, PRI, and VoI. The null hypothesis is constructed as: there is no significant difference between these algorithms, whereas the alternative hypothesis is assumed as there is a significant difference between these algorithms. The p-value is produced by the ANOVA test and a value of p < 0.05 indicates that the null hypothesis can be rejected at 5% significant level. The results of the ANOVA test in Otsu's and Kapur's are presented in Table 19 and Table 20 .
As can be observed from the ANOVA test, the results suggest that there is a significant difference between these eight algorithms in most of the cases. The statistical significance demonstrates the experimental results have not occurred by chance and SAMFO-TH outperforms other competitive algorithms for multilevel thresholding field.
VII. CONCLUSION
In this paper, multilevel thresholding for color image segmentation has been considered as the optimization problem in which Otsu's between class variance and Kapur's entropy criteria have been employed as objective functions. To improve the segmentation ability and make it more practical in real engineering problems, a novel algorithm named SAMFO-TH is developed from MFO. A creative self-adaptive inertia weight and a newly proposed TH heuristic are embedded into standard MFO algorithm. SAMFO-TH is tested on ten color images including natural images and satellite images using both Otsu's and Kapur's methods at different threshold levels (K = 4, 6, 8, 10, 16, 20, and 24) . In addition, the proposed approach is compared with other well-known algorithms: MVO, WOA, FPA, SCA, ACO, PSO, ABC, and MFO. The performance of the proposed approach is evaluated through CPU Time, MVTR, STD, PSNR, MSE, SSIM, FSIM, PRI, VoI, and TVD. The experimental results reveal that SAMFO-TH has superiority concerning stability, accuracy, efficiency, and convergence rate; and SAMFO-TH based Kapur's entropy outperforms Otsu's. Moreover, SAMFO-TH has robust progress in comparison with MFO. The ANOVA test results also suggest that SAMFO-TH has a significant difference between selected competitive algorithms.
In the future, the study on higher numbers of thresholds is essential, and SAMFO-TH can attempt to solve other aspects images such as medical images, geological images, etc. Furthermore, the merits of SAMFO-TH can be investigated using Tsallis entropy, Renyi's entropy, cross entropy, fuzzy entropy for multilevel thresholding.
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