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Abstract— Engineering a system with the explicit goal of 
steering its emergent behavior is a relatively new human 
endeavor, and demands new ways of thinking about how we 
model system of systems (SoS) behavior.  This paper discusses 
the definition of a system with an eye towards steering its 
emergent behaviors, frames negative emergent behaviors as those 
to be suppressed by engineering design, suggests that human 
designers are themselves an example of positive emergence, and 
explains five SoS modeling concepts that are foundational to 
engineering emergence.  Examples and illustrations are provided 
to make the concepts tangible.  The paper concludes with a 
summary and future work. 
Keywords—Engineering emergence; system behavior; system of 
systems; formal models; executable models; abstraction; 
refinement 
I. SYSTEMS 
The concept of a system is notoriously difficult to describe 
both concisely and precisely enough to use in formal modeling 
of a system.   For example, consider the following definitions 
for the term “system:” 
• “A system is a construct or collection of different elements 
that together produce results not obtainable by the 
elements alone. The elements, or parts, can include people, 
hardware, software, facilities, policies, and documents; 
that is, all things required to produce systems-level results. 
The results include system level qualities, properties, 
characteristics, functions, behavior and performance. The 
value added by the system as a whole, beyond that 
contributed independently by the parts, is primarily created 
by the relationship among the parts; that is, how they are 
interconnected.” [1] 
•  “A system is a set of entities and their relationships, whose 
functionality is greater than the sum of the individual 
entities.” [2] 
To expect a model of a system to contain emergent 
behaviors of that system, the model itself must exhibit the 
properties described in these definitions: 
• “functionality is greater than the sum of the individual 
entities” [1] 
• “elements that together produce results not obtainable by 
the elements alone” [2] 
It is no accident that these phrases are conceptual and 
somewhat vague in nature; the word choices expose the very 
frontier of systems and SoS engineering today, including the 
desire to steer emergent behaviors within SoS, by design 
[3].  At the current point in time, our understanding of how 
such “functionality” or “results” are produced in a system or 
SoS is limited, but growing with the help of new approaches 
and tools for reasoning about systems.  The first definition 
gives a hint about where to focus our engineering efforts for 
emergence: “the relationship among the parts; that is, how they 
are interconnected.” As argued in this paper, emergence is a 
product of the interactions among systems, as well as a product 
of lack of interactions among systems.  Before getting into a 
discussion of concepts that make system models more useful 
for studying emergent behaviors, it is helpful to consider our 
place, as humans doing SoS engineering, in the grand scheme 
of things. 
II. EMERGENCE IN SYSTEMS 
Emergence in systems has been characterized as “positive” 
or “negative” [4].  Stakeholders desire their designed systems 
to exhibit “positive” emergent behaviors, and to suppress or 
exclude “negative” emergent behaviors.  When emergent 
behavior is defined as all behaviors permitted to arise from the 
set of interactions among systems or their components, the 
engineering emergence problem becomes one of engineering 
interactions.  In other words, relaxing or restricting control 
over the interactions is the key to steering emergent behavior.   
If the possible behaviors of a system are not controlled with 
any natural or engineered constraints, it is likely that given 
enough repetition and time, the system will eventually perform 
every one of its possible behaviors.  This idea is implicit in 
Murphy’s famous law:  "If there are two or more ways to do 
something, and one of those ways can result in a catastrophe, 
then someone will do it" [5].  Experience has shown that 
interactions among and within people and technology give rise 
to many possible combinations of behaviors, some positive, 
and some negative.  These positive and negative behaviors 
become more difficult to predict as the numbers of systems and 
possible system behaviors increase, which is why SoS are 
home to so many of them. 
Nature contains the best examples of positive emergent 
behaviors.  This is not surprising, since Nature has had a 
sufficient amount of time to find behavior combinations that 
work well – so well in fact, that we often experience wonder 
and appreciation of the elegant features possessed by the many 
things of the natural world that predated our arrival.  Point of 
view, when talking in terms of positive and negative, matters.  
For example, positive emergence in a living thing or things 
may promote its survival, while negative emergence in a living 
thing or things may promote its extinction.  In the context of 
the whole of Nature, after generating many living and 
nonliving instances of physical embodiments of behavior, 
some of these behaviors and their corresponding forms caused 
Nature to thrive (and so these might be characterized as 
positive emergence for Nature), while others did not help to 
advance or impeded forward development (combinations that 
might be characterized as negative emergence for Nature). A 
milieu of constant pruning and purging of negative behaviors 
has resulted in many positive behaviors that are today’s 
observable artifacts of this process.  The timescale over which 
this process executes in Nature is almost unimaginably long, 
yet, the complex cognitive machinery within each of us is itself 
a product of Nature, pruned and purged to the point where we 
may now experience an awareness of the role we play in 
Nature’s evolutionary journey. We have matured to a point 
where we can begin to contemplate the idea that our own 
biological processors may very well be Nature’s latest 
prototype, for better or for worse, for expediting its own 
development. 
Human beings have a superb ability for memory retention, 
pattern detection, and analysis as compared with other makings 
of Nature.  We are sentient and, in general, sensitive to changes 
in our natural environment.  We have the capacity to make 
observations, think about our own thinking, design, and create 
our own products and processes.  Those of us who identify as 
systems and SoS engineers aim to bring positive behaviors to 
human-designed systems and purge them of negative behaviors 
(positive and negative being relative to defined values).  The 
tasks ahead will define ways to detect, classify, predict and 
control emergent behaviors to steer designs toward goals, with 
responsibility and ethics that give consideration to how the 
engineered behaviors impact the larger system containing 
them.  
Giving good attention to certain new and familiar modeling 
concepts will expedite humanity’s efforts to engineer 
emergence in systems under design.  The following section 
summarizes some fundamental concepts for engineering 
emergence observed by the author over her past seven years of 
behavior modeling research, and distilled from the examples of 
emergent behavior discoveries in the models described in [6].  
III. FUNDAMENTAL CONCEPTS FOR ENGINEERING EMERGENCE 
The following concepts and associated principles are tools 
on the journey towards understanding how to capture, in 
models, the essence of what makes a system a system, and 
therefore allow more emergent behaviors to appear in more of 
our system models, where their discovery is less costly than 
real manifestation in the actual system. 
A. Separate Behaviors and Interactions 
The first and most fundamental tenet for engineering 
emergence is that of behavior, since it is ultimately a system’s 
behavior that is, in human-designed systems, central to 
stakeholder satisfaction.  The first hurdle that usually needs to 
be overcome in having a discussion about behavior is the 
common association of behavior and the social sciences.  A 
broader definition of behavior is one that applies not only to 
people and organizations, but also to other biological life, 
technology, physical phenomena in the natural environment, 
and anything that can be defined in terms of sequential, 
concurrent, alternate, optional, or iterating events. Behavior is 
the way in which a system or one of its components acts on its 
own accord and in response to stimuli via interaction with 
other systems or components.  Fig. 1 illustrates a User and a 
System interacting in a basic authentication sequence. 
Fig. 1. The System under design interacts with a User requesting access to 
the System.  If credentials are valid, the System grants access to the User; if 
credentials are invalid, the System denies access to the User. Diagram created 
using Microsoft Visio. 
A contemporary challenge is exposing undesired 
behaviors and interactions early enough in design to restrict or 
entirely suppress their presentation in the production system.  It 
is easy enough to draw diagrams such as Fig. 1 to describe 
desired system behaviors, and even account for different 
possible alternatives.  The harder part is conceiving of all 
possible alternative behaviors, including all ways in which 
desired sequences can be disrupted.  The situation normal and 
off-normal use case scenarios that are abundant in common 
practice still provide insufficient coverage of possible system 
behaviors.  To steer system behaviors, we need more than a 
superficial knowledge about how we want the system to 
behave under known conditions.  We need to expose 
combinations of events that no one thought about in advance, 
and this task requires a fundamental shift in how we structure 
our system behavior models. 
 For undesired behaviors and interactions to be exposed 
along with desired ones, system behaviors must be modeled 
separately from system interactions, to make room for a fuller 
description of each system’s behavior.  Successful application 
of this concept in exposing unwanted emergent behaviors in 
four different system domains has recently been published in 
[6], which contains complete examples and the corresponding 
requirements discovered as a result of employing this and the 
other concepts presented in this paper.  For the purposes of 
illustration, consider Fig. 2, which shows the same systems that 
appear in Fig. 1, but which represents the activities of each 
system in boxes and contains some logic about the ordering of 
the activities. System interactions are encoded as horizontal 
arrows that cut across the swim lanes.   
 
 
Fig. 2. User behaviors are in the left swim lane, System behaviors are in the 
right swim lane, and precedence dependencies between respective activities of 
the User and of the System are encoded as horizontal arrows that cut across 
swim lanes (interactions). Diagram created using Microsoft Visio. 
Now, consider the horizontal arrows representing the 
system interactions as constraints on independent system 
models that could be included or excluded at will, as in Fig. 3.  
The interactions at the bottom of this figure are treated more 
like constraints to prune unwanted behaviors that emerge out 
of system models viewed in a SoS context (the User and 
System in this case). If these constraints are removed, more 
behavior combinations can be observed: User accesses the 
System after being granted access (valid), User accesses the 
System after being denied access (invalid and unwanted, but 
what may be exception cases?), User re-enters credentials 
after being granted access (invalid or valid? under what 
conditions could this be necessary?), and User re-enters 
credentials after being denied access (valid).  The potentially 
invalid behaviors exposed provoke the review team to think 
through scenarios that they potentially never considered, 
because they were implicitly suppressed in the original model 
(Fig. 2).  Constraint omission is typically how the most 
interesting behaviors emerge using this approach. 
 
 
Fig. 3. User behaviors, System behaviors, and User-System interaction 
constraints are logically separated. Diagrams created using Microsoft Visio. 
Separation of concerns is a well-known design principle 
used here to structure a system model such that the behavior of 
each component in a system, or system in a SoS, has its own 
behavior specification. Interactions among those components 
or systems are a separate set of constraints, which are imposed 
on the behavior models to drive the decisions or selections 
made in each separate behavior model.  The result is the 
emergent behavior of the system:  all behaviors that are 
permitted, subject to the constraints.  The following definition 
of a SoS even implies that system tasks should be modeled 
separately:  “…independent and task-oriented systems… 
integrated into a larger systems construct” [7].  For SoS 
modeling approaches to support independent and integrated 
system behavior per this definition, behavior and interactions 
must be modeled separately, then integrated to cause the 
emergent behaviors to manifest – at least the number of 
emergent behaviors that can be exposed through logical 
modeling.  Many of the very emergent behaviors we hope to 
discover are masked by the current approaches to SoS 
modeling because most of the current approaches over-
constrain the models, submerging all behaviors except those 
that we know we want to see.  The conundrum of knowing our 
system likely contains emergent behaviors, but not knowing 
what they are until we see examples of them occurring in the 
system, is alleviated using separation of behaviors and 
interactions in SoS models. 
It is also important to emphasize that this concept includes 
the practice of clearly assigning behaviors to separate systems 
or physical components, rather than defining a blended mix of 
behaviors performed by different systems as Fig. 4 illustrates. 
Using a process model that blends behaviors of different 
systems into one flow leaves the description vulnerable to 
misinterpretation and doubt about which systems are 
performing which activities.  For this reason, manual 
development of blended actor flow charts should be avoided.  
If the view provides value, it is better to be automatically 
generated using automated tools. 
 
Fig. 4. This “blended system” model combines behaviors from different 
systems into one process model, leaving the specification vulnerable to 
misinterpretation and uncertainty about which systems perform which 
activities.  Diagram created using Microsoft Visio. 
In Section 1 of this paper, there was a claim that 
emergence is a product of the interactions among systems, as 




Assigning behaviors to specific systems is necessary to identify 
the interactions among the behaviors in the separate systems.  
Identifying the interactions between systems, in turn, is crucial 
to revealing behaviors that emerge from the presence or 
absence of interactions.  It is therefore paramount to be clear 
and unambiguous about system functional and physical 
boundaries so that events contained within a system are clearly 
partitioned from events that are external to it, but drive its 
behavior.   Behaviors specified as belonging to their respective 
system enable interactions among the activities composing the 
behaviors to precisely identify how systems interact and under 
what conditions (Fig. 2).  A model of each system along with 
the interactions it has with other systems also provides the 
foundation for SoS requirements. 
B. Model System Behaviors and Environment Behaviors 
A system should always be considered in the context of 
the environment of other systems with which it operates, as 
suggested in [8], illustrated in Figs. 1 and 2, and as commonly 
practiced in well-structured modeling efforts.  What is not 
commonly practiced, however, is the modeling of the 
environment-systems’ behaviors in as much detail as modeling 
the system-under-design’s behaviors.  A system, and even a 
SoS, operates in a certain environment that has behavior of its 
own, provoking interactions with the system and causing 
system responses.   To increase the likelihood of exposing 
emergent behaviors in the system-under-design, the behavior 
of the environment in which the system operates must also be 
described in as much detail as possible.  To accomplish this, a 
SoS modeler must ask, “What could be occurring in the 
system’s environment concurrent with the system’s planned 
behaviors?”  Fig. 5 shows how to extend the example in Fig. 3 
with additional possible behaviors.  Applying this concept does 
not guarantee that errors of omission will not still be made, but 
this same limitation afflicts all models due to the nature of a 
model being an inexact representation of reality.  The objective 
is to try to gain as complete a picture as possible of potential 
behaviors in the system’s environment. 
 
Fig. 5. Extending the User’s model (the System’s environment) with 
additional possible User behaviors prompts an idea for a new activity in the 
System to terminate a session if a User “walks away” or otherwise ceases 
interaction with the System.  This interaction is an example of one requiring a 
timing attribute.  Diagrams created using Microsoft Visio. 
Modeling a system in the context of an abstract 
environment is usually not sufficient; far more possible system 
interactions may be mapped out by modeling the behavior of 
each system in the environment interacting with one another. 
Although abstraction has useful applications (see Section E), 
attention to detail in the modeling of system and environment 
behaviors has a higher potential to expose many more 
interaction issues and tacit assumptions pertaining to the 
system or SoS operation in a larger construct. 
For human-designed systems, dry running anticipated 
behaviors and interactions through modeling reduces the risk 
of undesired behaviors and interactions manifesting during 
system operation.  The simple behaviors and interactions of 
Fig. 1, Fig. 2, and even Fig. 5 are easy enough to process 
manually (this is why they were chosen to illustrate the first 
two concepts), but document-based methods quickly succumb 
to the complexities of larger and more complicated SoS.  For 
this reason, the next concept focuses on the need for automated 
tools that are specifically designed for describing system and 
environment behaviors and interactions. 
C. Formalize Models for Automatic Execution 
Modeling the behavior of components of complex natural 
and technological systems and SoS increases human 
understanding of overall system behavior.  For any system that 
has more than just a few possible behaviors and interactions 
[9], however, humans need to augment their biological 
processors with synthetic processors (i.e., automated tools) for 
assistance with describing, inspecting, reasoning about, taking 
action on, and preserving designs and design decisions.  A 
formal and executable model enables nontrivial designs to be 
dry-run early in the lifecycle, when changes to architectural 
decisions are the least expensive. A formal model is 
systematic, makes use of logical operators to describe 
behavior, and leaves no room for different interpretations.  
Formalization of a description of system behavior helps to 
expose errors in and remove ambiguity from the informal 
description.  A formal structure makes models machine-
readable and executable for computation and simulation.  
Executing a formal model helps humans test and debug the 
logic of the model and of the design, using automation to 
unravel the behaviors and interactions out over a timeline (e.g., 
discrete event simulation), alone or with informative attributes 
such as activity duration, probability of occurrence, cost, 
resource utilization, and other parameters of interest.  Models 
that are not formal or executable rely on humans to spot baked-
in assumptions in them without automated support; however, it 
is often difficult to recognize assumptions through the limited 
view in which the assumptions were made – an instance of 
Albert Einstein’s saying of “problems cannot be solved by the 
same level of thinking that created them.”  Having the 
capability to automatically turn a model over in different ways 
to view behaviors and interactions, from different angles and 
over time, has proven to be useful in the exposure of not only 
modeling errors, but genuinely unexpected emergent behaviors 
that otherwise may not have been identified until they occurred 
in the actual system [6].   
The behaviors in Fig. 3 have been formalized for 
execution in Fig. 6.   
 
 
Fig. 6. The behaviors in Fig. 3 (minus an informal feedback loop) have been 
integrated into this executable model, created using Innoslate.  The top branch 
captures the User behaviors, the bottom branch captures the System 
behaviors, and the green parallelograms capture the interaction constraints.  
The SYNC block is used to allow the simulation to continue once any of its 
preceding branches completes. 
This model may be executed to manually generate a 
timeline for each possible outcome (discrete event simulation), 
or to automatically select outcomes based on probability 
attributes (Monte Carlo simulation).  Since specifying a 
required transition from Re-enter credentials to Provide 
credentials would deadlock the simulation, some modelers 
might add an “optional” gray parallelogram, however, these are 
ignored by the simulator.  Formal logic is needed to execute 
this feedback loop in simulation. Fig. 7 shows a sample set of 
simulation results for the model in Fig. 6.  The Total Time and 
Gantt Chart show results for a discrete event run, the statistics 
under Status show that the total average duration over 100 runs 
for the entire sequence, and the Time Tree Map gives a visual 
indication of the relative durations for each activity in the 
model (3.04 seconds for Verify credentials, for example). 
 
Fig. 7. User and System behaviors are executed in discrete event simulation 
(top) to verify their integrated behavior and interaction logic, then in Monte 
Carlo simulation (bottom) to gain additional insight into how assigned activity 
durations affect the length of the overall sequence. 
As SoS models grow in size and complexity, automated 
tools with built in simulators become essential for verifying 
and validating behavior logic in a reasonable amount of time.  
Humans are prone to making mistakes when manually 
processing large amounts of information, which leads to the 
next concept about deciding which tasks are best suited to be 
done by a human, and which should be done by an automated 
tool. 
D. Properly Allocate Each Task to a Human or to a Machine 
We have seen in the concepts earlier presented that the 
manner in which we model system behaviors impacts the 
expression or suppression of emergent behaviors.  Many of 
today’s SoS behavior modeling methods, including the 
expression in Fig. 6, inadvertently constrain the modeled 
behavior to a small subset of possible behaviors [10] [11].  
This unintentional but popular practice of over-constraining 
models is a result of inefficient human/machine task 
allocation.  First among automated tools to be used for 
behavior modeling were drawing tools, which enabled humans 
to articulate desired behaviors in standard notations.  Now that 
automated tools are maturing with simulation capability, 
investment of human capital needs to shift from drawing as 
many diagrams as time and budget permit to specifying the 
general behavior rules and then reviewing and inspecting 
automatically generated diagrams for errors and invalid 
behaviors.  The paradigm shift to make here is to focus the 
human modeler’s time on activities related to behavior 
specification and instance validation, and delegate the scenario 
generation in between these activities to automated computing 
devices that can cost-effectively compute through all the use 
case scenario permutations with superior speed, accuracy, 
comprehensiveness, and cost efficiency.  Describing system-
level behaviors and interactions and then validating that they 
meet expectations in a SoS construct is an appropriate use of 
the human intellect, while generation of many SoS-level use 
case scenarios by merging human-specified behaviors and 
interactions is a better task for a machine [12].  Humans, once 
relieved of the manual labor of SoS-level use case scenario 
generation, will have more time to use their native talents for 
analytical and creative thinking and reasoning to specify more 
alternative behaviors for the interacting system components, 
which, before the new automated tools, they had not sufficient 
time to do. After the SoS scenarios are automatically 
generated, the human inspects them for verification and 
validation issues [6], using biological pattern detection skills 
not possessed by the automated computing device.  With new 
automation, modeling tasks must be re-evaluated for their 
suitability for accomplishment by a human or by a machine, 
and reassigned accordingly.  Humans are notoriously difficult 
creatures when it comes to changing long-standing habits, but 
if we want to see unexpected behaviors start to emerge in the 
modeling environment, we must bring ourselves to reconsider 
and implement an effective partitioning of modeling tasks, 
even if it means sharing some jobs we are particularly attached 
to with the automated tools now available.  
Fig. 8 illustrates an example of the model from Fig. 3 
rewritten as a Monterey Phoenix model [6][10][11][12] (left), 
 
 
followed by automatic generation of scenarios (center), 
followed by inspection of the generated scenarios (right).  
Here, the informal feedback loop from Fig. 3 is described in a 
way that enables the model to be executed in simulation, using 
the optional loop (* invalid Reenter_credentials *) and 
constraining the loop to occur only after access is denied.  If 
an equivalent graphical expression for an optional loop in the 
graphical languages of SysML, SDL, or LML that works with 
simulation exists, the author was unsuccessful in finding it. 
 
 
Fig. 8. Monterey Phoenix enables separate behavior and interaction 
specifications (left), and generates SoS scenarios automatically (center), 
providing humans with more behavior combinations to inspect (right).  The 
SoS scenario shown on the right is one of six possible scenarios when the 
model is run at scope 3 (up to 3 loop iterations).  See [8][9] for syntax key. 
E. Use Abstraction and Refinement to Manage Large Models 
Employing the concepts of abstraction and refinement 
gives all of the previous concepts depth of application for 
different aspects and levels of detail in a design.  Hierarchies of 
components can be used to tease out corresponding hierarchies 
of behaviors, in order to partition large models into smaller, 
more manageable chunks, each of which pose no challenge too 
insurmountable for a human to process.   Use of abstraction, or 
generalization of the detailed inner-workings, is a strategy long 
used by architects to keep the model contents well-grouped and 
manageable.  High level system models ignore many of the 
implementation details, such as specific hardware components 
and software algorithms, in order to bring attention to the 
general architecture of the design ahead of solution details, in 
which investing too much time before the general architecture 
is deemed sound is risky business.  Stepwise refinement is a 
process of gradually elaborating on the high level model, and is 
a strategy for maintaining an orderly model with clear 
delineations between design levels. The higher up a component 
or activity appears in the hierarchy, the more abstract it is.  The 
lower level components and activities are more refined. It 
makes sense to carefully model, verify, and validate SoS 
designs at a high level before refining to the next level, 
preferably with the use of automated tools. 
In lieu of a figure, here is a brief discussion of the 
application of abstraction and refinement to the content of the 
Fig. 6 model, which will become too busy to comfortably read 
as more activities and actors are added to it, as in Fig. 5.  The 
contents of the top branch can be moved to its own diagram, 
and likewise for the bottom branch.  Each separate diagram 
would then only show one side of the interaction constraints 
(green parallelograms). The same technique can be practiced in 
Monterey Phoenix and other languages to bundle activities 
belonging to each system onto separate diagrams, providing 
more space to expand the model.  Decomposition can continue 
to be used in this manner to elaborate on some behaviors in 
more detail on lower level diagrams. 
IV.  SUMMARY 
This paper provided and illustrated five SoS modeling 
concepts, which were distilled from recent modeling efforts [8] 
that have exposed emergent behaviors in system models from 
different domains.  SoS engineers interested in exposing 
emergent behaviors in their own system models should be 
diligent about employing these recommended practices: 
Separate behaviors and interactions, model system behaviors 
and environment behaviors, formalize models for automatic 
execution, properly allocate each task to a human or to a 
machine, and use abstraction and refinement to manage large 
models.  The next steps in this research are to develop 
necessary extensions or profiles for graphical languages such 
as SysML and LML to overcome limitations that prevent 
emergent behaviors from presenting when these diagrams are 
simulated, and to map these graphical languages to the 
Monterey Phoenix event grammar, which enables automatic, 
exhaustive generation of SoS scenarios up to a specified scope. 
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