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１はじめに
ニューラルネットワーク（ＮＮ：ZVb"'zz/jVb伽0戒）は訓練信号から結合荷重を学習する
ことができ，さまざまな問題に適用されている。これは，システムに対する諸条件，ある
いは特性に関する総合`情報を結合重みに記憶させることで所定の期待出力を得るものである。
ニューラルネットワークの教師なし学習における－手法として,自己生成ニューラルネッ
トワーク(SＧＮＮ：Ｍ/２Ｃｅ"c、が，zgWb"Ｍ１Ｖｍ(ﾉＭｂ)が提案されている［１]。ＳＧＮＮは，
訓練信号から自己生成ニューラル木(ＳＧＮＴ：ＳｂがＧＢ"e〃/,ZgjVb勿刎Ｔ"Cs）を構成する
ことにより学習を行う。
本研究では，ＳＧＮＴの構成法と，そのアルゴリズムの有効`性につき，一般に広く知られ
ているＳＯＮＮ（比がO'QgZZ"jZj'ＺｇＭ"γZz/ZVb/z(Ｍ;）［２］から考えられたＬＶＱ（Leα”ｊ"９
J/１２伽γＱｚ‘cz"施α肋"）とベンチマーク問題であるモンクの問題［３］を使用して比較検討
する。
２ＳＧＮＴの構成法
ＳＧＮＴは訓練信号が提示されるごとにニューロンを自己生成し,全訓練信号が提示され
た後，階層型構造のニューラル木を構成する。よって従来のＳＯＭなどのように何度も訓
練信号を提示して学習を行う必要がなく，各パラメータの初期設定なども一切不要である。
構成は従来のＮＮとまったく異なっている。従来のＮＮは研究者達が経験や勘に基づ
き個別にネットワークの構成を設定しているのが現状である。ネットワークの構成は，メ
モリ（記憶領域)，処理時間，学習収束効率などに大きく影響を及ぼし，諸設定は大変煩わ
しい作業である。それに対してＳＧＮＴは学習の段階で自動的にネットワークを構成する
ため，訓練信号を与えてやるだけでよい。
以下，ＳＧＮＴの構成法を説明するために，まずＳＧＮＴ特有のニューロンの構造を示す。
次に，訓練信号が提示されると共にニューロンを自己生成し，ニューラル木を構成してい
くＳＧＮＴ学習法の諸定義と，疑似Ｃ言語によるアルゴリズムを示す。最後に，簡単な実
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例を用いて，ＳＧＮＴの学習・テストの流れを示す。
２．１ニューロンの構造
ＳＧＮＴ内の各ニューロンは次の情報を保持している。
・ネットワーク中のニューロンの数
・ニューロン間の相互連結
．重みベクトル
ニューロンは訓練信号が入る時に生成され，全訓練信号が提示されるまで各ニューロン
を結合し，ＳＧＮＴを構成する。
２．２ＳＧＮＴ学習法
ＳＧＮＴ学習法に関連する定義を以下に与える。
定義１：実例ｅｆは属性の実数ベクトルである。ここで，ｅｉ＝〈ｃｚｉｌ,…，α吻>・
定義２：ニューロン〃jは整列された対〈PZi,Ｇ＞を持つ｡ここでVEiはニューロンの実数
重みベクトル：WUi＝〈雌,…，胸>，Ｇは〃jの子ニューロンの集合である。
定義３：ＳＧＮＴは以下に与えるアルゴリズムにより訓練実例の集合から自動的に生成さ
れたニューロンの木〈{"j},{ﾑ}>である。
定義４：ニューロン集合{"j)中の1つのニューロン〃為は任意のノに対してロノ("Ｍｆ)≦
α("j,ｅｉ)ならば,実例Ｃｆに対する勝者ニューロンとなる｡ここでα("j,ｅｆ)はニ
ューロン〃jと実例ａとの距離である。
距離測度として，以下に示すユークリッド距離測度(助cJiZ/bα〃伽伽Ce池eczs"”）を用
いる。
,/i二１，．百(1)α("j,ａ)＝
ＳＧＮＴアルゴリズムは，階層クラスタリングアルゴリズムである。以下に疑似Ｃ言語で
アルゴリズムを示す。
アルゴリズム（SGNT生成・訓練）：
入力：
１．訓練実例集合Ｅ＝{a),ノー１，…,ｊＶｏ
２・しきい値５二０．
３．実例・ニューロン中の各属性・重みに対する距離測度。
出力：Ｅから生成されたＳＧＮＴ･
方法：
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copy(root,ｅＯ)；
for(ｉ＝１，ｊ＝１；ｉ＜Ｎ；i++）｛
minimumDistance＝distance(ex,root)；
winner＝oldWinner＝root；
minimumDistance＝test(ei,root)；
ｉｆ(minimumDistance＞ど）（
ｉｆ(leaf(winner)）｛
copy(nj,winner)；
connect(nj,winner)；
Ｊ＋＋；
｝
copy(nj,ｅｉ)；
connect(nj,winner)；
］＋＋；
）
update(winner,ｅｉ)；
｝
各関数の定義を以下に示す。
１．copy(n,ｅ）：ニューロン〃を創作し，ｅから〃に実例・ニューロン中の属性・重み
をコピーする。
２．distance(e,、）：実例ｅとニューロン〃間の距離を返す。
３．test(e,subRoot）：実例ｅに対するsubRootにより根付いた現在のＳＧＮＴ･ｓｕｂ－
ＳＧＮＴ中の勝者ニューロンを探索し，勝者ニューロンとｅ間の距離を返す。
４．leaf(、）：ニューロン〃が現在のＳＧＮＴ中の葉ニューロンであるかどうかを調べる。
子ニューロンをまったく持たないＳＧＮＴのニューロンを葉ニューロンと呼ぶ。
５．connect(〃0,〃,）：〃，の子ニューロンとして〃oを作り，ニューロン〃oと〃,を接続
する。
６．update(〃ｉ,ａ､+,）：(2)式の更新規則により，属性ベクトルｅ魔+,によりニューロンル
の重みベクトルを更新する。
…="Ｍ☆(…-伽） (2)
(2)式において恥,‘は，/個目の実例が〃jによって覆われたとき，言い換えると〃jの子
孫になったときの〃jのﾉ6番目の重みである。またα‘+,,魔は，ｊ＋1個目の実例におけるん番
目の属性を表す｡この式は利得項が1/(ｊ＋1)であるときの標準ＳＯＮＮの更新規則である。
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ＳＧＮＴとＳＯＮＮとの違いは，前者が１回の学習で勝者ユニットのみを更新するのに対し
て，後者が実例が葉となった枝をつたい，先祖ニューロンを根まで更新することである。
これは，ニューロンにより覆われる全実例の重みの平均を作ることである。
ＳＯＮＮは何度も入力パターンを提示して学習を行うが，ＳＧＮＴは１回全実例を提示す
るだけでニューラル木を構成する。冗長な作業が省かれ，ＳＯＮＮのようなパラメータの設
定も一切必要ない。
２．３ＳＧＮＴの学習・テスト例
ＳＧＮＴを構成するための学習と構築後のＳＧＮＴを用いたテストの簡単な例を次に示す。
例１：四つの－次元訓練実例データＣｌ＝１，ｅ２＝２，ｅ３＝３，ｅ４＝４を考える｡なお,ど＝
０とする。ＳＧＮＴの生成は次のようになる。
１．Ｇ１は根としてニューロン〃oにコピーされる。よって〃００＝１となる。
２""は．．により1+＝(2-1)=L5に更新される｡"･の子として"!と"2が生成さ
れる。ここでZU1o＝１，〃20＝２となる。（図１ａ）
３Ｍ亀により１５+÷(3-L5)=2に更新される｡("MＭ２}の中で勝者ﾆｭｰ･
ンを求める。ｑ'(e3,〃o)＝1.5(Z(ﾉ００更新前)，α(e3,〃1)＝２，α(e3伽)＝１であるから，
極が勝者ﾆｭｰﾛﾝとなる｡したがって川"は2+吉(3-2)=25に更新される｡"，
と〃4が〃2の子として生成される。ここで，zu3o＝２，zu4o＝３である。（図１ｂ）
４e4は""を2+÷(4-2)-25にⅡ…5+÷(4-25)=3に,"`oを3+会(４
－３)＝3.5に更新する。そして〃5と〃6が〃4の子として生成され，ZU5o＝３，〃6o＝４
となる。（図１ｃ）
図１において，円内の数値はニューロン番号であり，左側の数値は重み，右側の数値は
ニューロンの所持する葉（実例）の数を表す。
ニューラル木が生成された後，それをテスト実例を分類するために使うことができる。
図１ｃにおいて,テスト実例データ３．１を持つとする。まずはじめに{"Ｍ１,〃2}の中で〃２
が勝者ニューロンとして発見される。次に{"2,〃Mz4)において，〃2が再び勝者ニューロン
として発見される。探索はここで停止して，全体的な勝者ニューロンは〃2となる。
ｂａ． Ｃ、① ① ①
① ① ① ① ① ①１ １ １ １
① ① ① の１
① ① １
図１例１におけるネットワークの生成
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３ＬＶＱ
ＬＶＱは，代表的なＳＯＮＮであるＳＯＭ（Ｍ/､Ｏ'gzz"〃,zgMzp）の応用として，Ｔ，
Kohonenにより提案された教師あり学習法である［２]ｏＬＶＱの目的は任意のベクトルｘ
がクラスｃ1,...,0のいずれに属するかを決定するパターン認識のためのコードブック(、,，
肌…，、k}を学習することである。コードブックの各コードベクトルはいずれのクラスを
表現するか，あらかじめ決めてある。ＬＶＱでは，あるデータｘがどのクラスに属するか
を識別するために多数あるコードベクトル(、1,,2,...,,k}の中でJcにユークリット距離
の最も近い、Iを求め，、Iの属するクラスを苑のクラスと判定する。そのようなコードブ
ックを形成するために，各クラスごとにあらかじめ複数個のコードベクトルを用意し，競
合学習の原理で学習して移動させる。
図２にＬＶＱによるクラス判定の例を示す。図２では，斜線の引いてある５個のコード
ベクトルを学習後のクラス１のコードベクトル，残りの５個を同じく学習後のクラス２の
コードベクトルとするとき,入力ベクトルJcに最も類似したコードベクトルがｍ４であれば，
苑はクラス１であると判定される様子を示したものである。
学習の方法の違いにより，ＬＶＱ１，ＬＶＱ２，ＬＶＱ３と呼ばれる３種類の方法が提案され
ている。本研究では，ＬＶＱｌを用いた。以下にＬＶＱ１の学習法について述べる。
３．１ＬＶＱ１
与えられたベクトルｘ(/)に最も近いコードベクトルを学習する。ｃを勝者のコードベク
トル番号，すなわち
ｃ＝argmjn(||Ｗ)－ｍ‘(t)||｝ (3)
とするとき
》二 一ヶクラス１と判定／▼Ｘ
図２ＬＶＱによるクラス判定
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図３ＬＶＱ１による学習の様子
Ｍ+D|:；蝋ｵﾆﾆｶﾞｪ
ﾘﾙ(/＋1)＝〃Ｗ),/がｃ以外のとき
(4)
(5)
により学習するのがＬＶＱ１と命名された学習方法である。(4)式のα(t)はＯと１の間（通
常は0.1以下）の値をとる学習係数とよばれる実数で，学習回数に対して単調減少させる。
図３にＬＶＱ１による学習の様子を示す｡図中○で示した点はクラス１に属するコードベ
クトル，●で示した点はクラス２に属する点である。⑭で示したｘはクラスｌの点とする
と,学習は,Jcに最も近いコードベクトルのクラスにより図に示すように２通りの場合が起
こる。
４モンクの問題
モンクの問題［３］は六つの異なる属性を持つロボットの分類問題で，各属性の要素の
組み合わせにより，三種類の問題がある。
各属性の要素を表１に示す。
・問題Ｍ：（頭の形＝体の形）または（ジャケットの色＝赤)。432個の全パターン中，
訓練入力信号として124個がランダムに選ばれている。雑音は入っていない。
・問題脇：６つの属性中２つが最初の要素の値を持つ。432個の全パターン中，訓練入
力信号として169個がランダムに選ばれている。雑音は入っていない。
・問題雌：（ジャケットの色が緑で剣を持っている）または（ジャケットの色が青では
なく体の形が入角でない)。432個の全パターン中，122個がランダムに選ばれている。
訓練入力信号中に５％の誤分類を含む。
各問題の難易度を比較すると,－次のオーダーである雌が学習するのに最も容易である。
次に，Ｍ１は（頭の形＝体の形）の部分を学習するために二次のオーダーの関係があるので
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表１モンクの問題の六つの属`性値
表２認識率
三雲戸＝
少し難しい。そして，最も難しいのは/Ｍ２である。雌はあらゆる実例も正しいクラスに属
しているかどうかを示すために，六つの全属性値を試さなければならない。
本研究では，ＳＧＮＴとＬＶＱにより各問題に対する認識率を求めた。なお，ＬＶｚＱにお
いて，コードブックベクトルの数は10個とし，初期学習係数αを００３として学習回数ごと
に単調減少させた。また，学習回数は100回とした｡各アルゴリズムの実装はＣ言語で行い，
計算機はＳｕｎ４/20Ｈ（CPUmicroSPARCII200MHz)を使用した。
５結果
表２に，モンクの問題に対するＳＧＮＴとＳＯＮＮの応用であるＬＶＱによる認識率を
示す。表２より，ＳＧＮＴは，従来のＬＶＱに比べて，すべての問題に対して優れているこ
とがわかる。また，学習の段階で全訓練入力信号を１回提示するだけでＳＧＮＴは自動的
にネットワークを生成するのでＬＶＱのように何度も入力信号を提示する必要がないため，
効率的なアルゴリズムであるといえる。
６おわりに
本研究では，ＳＧＮＴの構成法と認識特性において，ベンチマーク問題であるモンクの問
題を用いて，ＬＶＱと比較した。結果，学習段階の自己生成特性の有効`性，テスト段階の認
識特』性共に優れていることが確認できた。
学習段階において,ＳＧＮＴはニューラル木の根から訓練信号と比較し,その最短のニュー
ロンの下に新たに葉を構成する。そのとき，ニューロンに関係する枝と結合しているニュ
ーロンと比較していくため,ＬＶＱのように全コードブックベクトルと比較することよりも
効率的であるといえる。しかし，ＳＧＮＴの訓練実例の数が増大した場合，木の巨大化や〆
jrl：頭の形已丸， 四角，八角
jr2：体の形已丸, 四角，八角
jr3：笑っているｅはい，いいえ
jr4：持っているｅ剣，風船，旗
ｒ５：ジャケットの色Ｅ赤，黄，緑，青
jr6：ネクタイをしているＥはい，いいえ
学習法 /Mｉ 脇 /Vｂ
SＧＮＴ 81.0％ 70.4％ 83.3％
LＶＱ 73.8％ 59.5％ 72.0％
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モリ不足になる可能性がある。より効率的なニューラル木を構成するために，木の最適化
や枝打ちなどが提案されている［ｌ]・
テストの段階においても,ＬＶＱは全コードブックベクトルに対して探索しなければなら
ないため，Ｏ(")なのだが，ＳＧＮＴは木構造なので探索するのにＯ(log〃)でよい。
ＳＧＮＴは自己生成特`性により，ニューロンを生成して複雑な問題に対応するネットワー
クを構成する｡我々が手作業で行っていたネットワークを設定するための苦労は減少する。
構成されたニューラル木は各問題に対し,常に優れた分類を行うことが可能である｡ＳＧＮＴ
の利点を用いて，様々な認識問題，情報圧縮，情報検索システムなどに利用可能であると
思われる。
参考文献
[１］Ｗ・ＸＷｅｎ,Ａ・Jennings,ＨＬｉｕ：Ｌ“”"ga1Vb"、ノＴ'勺Ce,InProc・IJCNN'92,Beijing,China
（1992)．
[２］TKohonen：比がO）gzz"jzi"ｇ/MtZPs,Springer-Verlag,Berlin（1995)．
[３］ＳＴｈｒｕｎｅｔａｌ：Ｔｈｅ/ＷＭＦｓ加伽”s:ＡＰＣﾉﾌﾞb""α"CBCC”αｿ､Ｍ２０／α倣花"/伽加"ｇα妙
冗仇加s・Tech､ReportCMU-CS-91-197,CarnegieMellonUniversity（1991)．
ニューラルネットにおける自己生成学習特性について 261
TheLearningPerformance
ofSelf-GeneratingNeuralNetwork
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Self-generatingneuralnetworks(SＧＮＮ）areproposedasoneoftheunsupervised
learningmethodswhichconceptisdevelopedfromself-organizingneuralnetwork
(ＳＯＮＮ)byKohonenSGNNconstructself-generatingneuraltrees(ＳＧＮＴ)automati‐
callybytrainingOntheotherhand,learningvectorquantization(LVQ)technique
ismostwidlyusedassupervisedlearningmethodandisgenerallyacceptedLVQis
alsoconsidereｄｔｏｂｅｔｈｅｅｘｔｅｎｓｉｏｎｏｆＳＯＮＮ，anditmustbeprovidedthecodebook
vectorintrainingsets
lnthispaper,ｗｅｍａｋｅａｃｏｍｐａｒｉｓｏｎｂｅｔｗｅｅｎＳＧＮＮｗｉthLVQInordertoevaluate
theperformanｃｅｏｆＳＧＮＮ,weadopttherecognitionrateasperformancecriteriafor
theMONK'sprobremswhichisgivenasstandardbenchmarkset・Ｔｈｅｒｅsultof
comparisonshowsthatSGNNiｓｓｕｐｅｒｉｏｒｔｏＬＶＱｉｎｖｉｅｗｐｏｉｎｔｓｏｆｔｈesimplicityof
networkdesign,andbetterclassification．
