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Tehnike kombiniranja napovedi
pri strojnem učenju ansamblov
Povzetek
Ideja strojnega učenja ansamblov je zgraditi napovedni model z združevanjem
večih modelov, kar pripomore k manjšanju napovedne napake. Ena ključnih kom-
ponent ansambla je funkcija za kombiniranje napovedi osnovnih modelov. V diplom-
skem delu obravnavamo dva tipa funkcij za kombiniranje napovedi klasifikacijskih
modelov. Prvi je večinsko glasovanje, kjer vsi osnovni modeli enako prispevajo k
napovedi ansambla. Drugi pa je uteževanje prispevka osnovnih modelov na osnovi
njihove zmogljivosti. Ti dve funkciji kombiniranja implementiramo v programskem
jeziku R in ju primerjamo na izbrani podatkovni množici.
Techniques for combining predictions
in machine learning ensembles
Abstract
Machine learning of ensembles aims at reducing the predictive error by integrating
multiple models into a single one. One of the key components of algorithms for
ensemble learning is combining predictions of the base models. In the thesis, we
take a closer look at two functions for combining predictions. The first is majority
voting, where all the base models contribute equally to the ensemble prediction.
The other is performance weighting, where the contribution of a base model to
the ensemble prediction is proportional to the model performance. Combination
functions are also implemented in R and tested on a selected data set.
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1. Uvod
Strojno učenje je veja raziskav umetne inteligence, ki je od osemdesetih let na-
prej pridobila na veljavi. Pristope strojnega učenja vedno pogosteje srečujemo na
primer v industriji, bančništvu, medicini in so osnova raznih raziskav na tehničnih
področjih. Strojno učenje uporabljamo za analizo velike količine podatkov oziroma
takrat, ko iz podatkov brez uporabe računalnikov ne vidimo vzorca, ki bi nam kori-
stil pri njihovem razvrščanju. Osnovna naloga nadzorovanega strojnega učenja je iz
učne množice podatkov zgraditi model, ki na osnovi vrednosti spremenljivk iz učne
množice čim bolj točno napove vrednosti izbrane ciljne spremenljivke. Tako nau-
čeni model pa se kasneje uporablja za napovedovanje vrednosti ciljne spremenljivke
primerov, ki niso bili vključeni v učni množici.
Ko izbiramo model, si želimo najti kar se da točnega – takega, ki bi se pri na-
povedovanju ciljne spremenljivke za nove primere čim manjkrat zmotil. Naš cilj je
torej najti model, ki na testnih primerih (primeri, ki niso bili uporabljeni za učenje
modela) doseže čim manjšo napovedno napako. Za izbiro pravega modela imamo
na voljo veliko algoritmov strojnega učenja, ki se vsak na svoj način spopadajo
z zmanjševanjem napovedne napake. Splošen pristop za zmanjševanje napovedne
napake modelov pa so ansambli. Pri ansamblih namesto enega zgradimo množico
napovednih modelov, ansambelsko napoved pa dobimo s kombiniranjem napovedi
modelov iz te množice.
Cilj diplomskega dela je pregled in empirični preizkus izbranih tehnik za kombini-
ranje napovedi modelov v ansamblu. Empirični preizkus je izveden s standardnimi
tehnikami za primerjalno vrednotenje napovednih modelov. Iz podane podatkovne
množice naučimo ansamble naključnih gozdov z različno nastavljenimi parametri in
ovrednotimo njihove testne napake. Na osnovi primerjalne analize tako ovrednote-
nih testnih napak lahko sklepamo, katere tehnike za kombiniranje napovedi delujejo
najbolj optimalno v smislu manjšanja napovedne napake.
Prvi del diplomske naloge opiše teoretično ozadje ansamblov. V drugem poglavju
se seznanimo s strojnim učenjem, uvedemo primerno notacijo, pogledamo si naloge
strojnega učenja, vpeljemo pojem napovedne napake in podamo njeno dekompozicijo
na pristranskost in varianco. V tretjem poglavju preidemo na ansamble. Natanč-
neje opišemo in pokažemo, zakaj z njihovo uporabo manjšamo varianco, torej tudi
napovedno napako. Pogledamo si ogrodje ansambla in delitev na odvisne in neod-
visne metode za homogene ansamble. V četrtem poglavju se seznanimo s tehnikami
kombiniranja napovedi ansamblov.
Drugi del je namenjen empiričnemu preizkusu in primerjavi tehnik za kombi-
niranje napovedi ansamblov. V petem poglavju se najprej seznanimo z orodji in
knjižnico, ki jih bomo uporabljali za analizo, potem pa na podlagi konkretne po-
datkovne množice implementirane tehnike za različne parametre še preizkušamo in
analiziramo napovedne napake dobljenih modelov. V šestem poglavju so navedene
funkcije, ki jih uporabljamo pri poskusu in primerjavi.
Glavni vir te diplomske naloge je članek [1], notacija pa je po večini prirejena po
učbeniku [2] (tudi [5] in [6]) in po predavanjih mentorja. Slike in grafi, pri katerih
viri niso navedeni, so prav tako povzeti po predavanjih mentorja (vir [9]).
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2. Uvod v strojno učenje
Sistemi strojnega učenja se avtomatsko učijo programov iz podatkov. Ti programi
so sposobni optimizirati svoje delovanje na podlagi preteklih izračunov. Pravimo,
da se učijo iz izkušenj. Praviloma se z večanjem izkušenj optimizira tudi njihovo
delovanje. Do sedaj pojma optimalnosti delovanja nismo formalno opredelili, zato
podajamo bolj natančno definicijo strojnega učenja, ki jo prevedemo na nalogo kla-
sifikacije. Uvedemo tudi nekaj osnovnih definicij in pojem napovedne napake.
Definicija 2.1. Strojno učenje je veja umetne inteligence. Preučuje algoritme, ki se
učijo izvajati nalogo T (ang. task) iz izkušenj prejšnjih izvajanj E (ang. experience)
in pri tem izboljšujejo svojo uspešnost izvajanja naloge, kot jo definira mera P (ang.
performance).
Ko algoritme uporabljamo za analizo podatkov, pogosto rešujemo nalogo razvr-
ščanja podatkov v razrede (klasifikacijo). V tem primeru pravimo, da so T, E in P
iz definicije 2.1:
• naloga T je razvrščanje oz. klasifikacija primerov v razrede (rezultat učenja
se imenuje klasifikator),
• izkušnje E so učni primeri,
• mera uspešnosti P pa je točnost razvrščanja oz. delež pravilno razvrščenih
testnih primerov, ki jih algoritem ni uporabljal med učenjem.
2.1. Podatkovne množice in naloge strojnega učenja. Ta podrazdelek je na-
menjen uvedbi pojmov in notacije, ki jo bomo uporabljali skozi celotno delo. Se-
znanimo se tudi z nalogami strojnega učenja in delitvijo učenja na nadzorovano in
nenadzorovano. Notacija je prirejena po učbeniku [2] in po predavanjih mentorja.
Definicija 2.2. Napovedna spremenljivka Xi, rečemo ji tudi vhodna spremenljivka
ali atribut, ima zalogo vrednosti Di. Ločimo dva tipa napovednih spremenljivk:
• Xi je numerična (kvantitativna) spremenljivka, če velja Di ⊆ R.
• Xi je diskretna (kvalitativna) spremenljivka, če je Di končna množica (obi-
čajno neurejenih) možnih vrednosti.
Ciljno (izhodno) spremenljivko označimo z Y , njena zaloga vrednosti pa je DY .
Opomba 2.3. Vhodni podatki so lahko med seboj odvisni ali pa neodvisni, zato
imenovanje neodvisne spremenljivke ni primerno.
Napovedne (vhodne) spremenljivke v podatkovni množici so urejene v p-terici
X = (X1, . . . , Xp).
Definicija 2.4. Elemente podatkovne množice imenujemo primeri in jih označimo
z e. Za nadzorovano učenje velja: e ∈ E, kjer je E = D1 × D2 × · · · × Dp × DY oz.
e = (x, y) = (x1, x2, . . . , xp, y), kjer je xi ∈ Di in y ∈ DY .
Definicija 2.5. Podatkovna množica S je podmnožica univerzalne množice vseh
možnih primerov E, S ⊆ E. Velikost podatkovne množice je število primerov |S|,
njeno dimenzijo pa definiramo kot število napovednih spremenljivk p.
Opomba 2.6 (k definiciji 2.4). Formalno definicijo za primer e pri nenadzorovanem
učenju izpustimo, saj se bomo v tej diplomski nalogi ukvarjali le z nadzorovanim
učenjem. Opišimo le glavno razliko med nadzorovanim in nenadzorovanim strojnim
učenjem, ki se kaže v prisotnosti oz. odsotnosti ciljnih atributov.
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Pri nadzorovanem učenju želimo na podlagi napovednih in ciljnih spremenljivk
dobiti funkcijo f(X) = Y , kjer je funkcija f pravi napovedni model m. Ker pravega
modela ne moremo dobiti, se mu z izbiro m̂ želimo čim bolj približati.
Za razliko od nadzorovanega pri nenadzorovanem učenju ni ciljnih atributov, na
podlagi katerih bi se lahko algoritem učil. Tukaj na podlagi podane učne množice
algoritem vrne vzorce, tj. množice podobnih primerov ali pa vrednosti spremenljivk,
ki se pogosto pojavljajo skupaj (prikazano na sliki 1).
Slika 1. Nalogi nadzorovanega in nenadzorovanega učenja.
Opomba 2.7. Množico učnih primerov S iz definicije 2.5 lahko zapišemo tudi v
(bolj pregledni) matrični obliki, kjer xji označuje vrednost spremenljivke Xi pri j-
tem primeru podatkovne množice. Opisano matriko označimo s SX in je velikosti




x11 x12 . . . x1p
x21 x22 . . . x2p
... ... . . . ...








V tem primeru vsaka vrstica matrike predstavlja posamezen primer, stolpec pa
podatke iz vseh primerov, ki opisujejo isto lastnost. Matriko SX in vektor SY za-
pišimo še v obliki tabele, saj imamo podatkovne množice tako prikazane tudi v
programu R.
X1 X2 . . . Xp
e1 x11 x21 . . . x1p
e2 x21 x22 . . . x2p
... ... ... . . . ...






Kako izgleda podatkovna množica, uvožena v R, je prikazano v primeru 2.8.
Primer 2.8. V podatkovnih tabelah je prikaz napovedi kvalitete belega in rdečega
vina na podlagi 11 atributov. Podatki so pridobljeni iz strani [7] in so iz leta 2009.
Kvaliteta vina je določena v skladu z naslednjimi atributi:
• vsebnost fiksnih kislin
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• vsebnost hlapljivih kislin
• vsebnost citronske kisline
• vrebnost preostalih sladkorjev
• vsebnost kloridov
• vsebnost prostega žveplovega dioksida





Izhodni podatek je torej kvaliteta vina, ki se določi glede na zgornje atribute s
celoštevilskimi vrednostmi med 0 in 10. Podatkovna množica za rdeče vino vsebuje
1599, za belo vino pa 4898 primerov. V tabelah na slikah 2 in 3 je prikazanih prvih
20 primerov. ♢
Slika 2. Podatkovna tabela s podatki o belih vinih.
Slika 3. Podatkovna tabela s podatki o rdečih vinih.
Definicija 2.9. Model m je funkcija, ki za podane vrednosti x vhodnih spremenljivk
napove vrednost y ciljne spremenljivke. Torej m je preslikava m : D1 × · · · × Dp →
DY .
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Ker povsem točnega modela ne moremo dobiti, se mu z uporabo strojnega učenja
želimo čim bolj približati.
Definicija 2.10. Model m̂ je funkcija, ki jo dobimo kot rezultat strojnega učenja.
Je približek pravemu modelu m. Zgrajen je s pomočjo algoritma strojnega učenja
A, ki deluje na učni množici Sučna, torej lahko zapišemo A(Sučna) = m̂.
Definicija 2.11. Napoved modela m̂, ki ji lahko rečemo tudi ocenjena oz. napovedna
vrednost, dobimo kot m̂(x1, . . . , xp) = m̂(x) in jo označimo z ŷ.
Opomba 2.12. V primeru klasifikacije lahko model napove verjetnostno porazde-
litev P (Y = c | x) za vsak c ∈ DY . V tem primeru napoved modela označimo s p in
ne z ŷ.
Na osnovi tipa ciljne spremenljivke v učni množici ločimo dve nalogi nadzorova-
nega strojnega učenja. Če je ciljna spremenljivka numerična, potem imamo opravka
z regresijo, sicer pa s klasifikacijo. V diplomskem delu se bomo osredotočili na na-
logo klasifikacije, ki jo ponazarja slika 4. Podano imamo množico učnih primerov,
s pomočjo katere zgradimo model oz. klasifikator, ki bo kasneje označeval nove pri-
mere iz testne množice, ki jih algoritem ni uporabljal za gradnjo klasifikatorja.
Slika 4. Shema reševanja naloge razvrščanja (klasifikacije) primerov
s strojnim učenjem.
V praksi ne želimo zgolj poiskati modela, ki se najbolj prilega podatkom iz učne
množice, temveč takšnega, ki na podlagi poljubnih podatkov izven učne množice
vrača čim boljše napovedi. Na osnovi podane učne množice Sučna želimo torej najti
točen in splošno veljaven model m. Točen model doseže minimalno napako (ma-
ksimalno točnost) na množici Sučna, splošno veljaven pa doseže majhne napake na
poljubni podatkovni množici S. Vprašanje je, kako izbrati klasifikator oz. splošno
veljaven model, ki bo uvrščal nove primere, kot prikazuje slika 4.
2.2. Napaka in točnost modelov, komponente napovedne napake. Osnova
strojnega učenja je merjenje napovedne napake. Pri izbiri dobrega modela oz. klasifi-
katorja za uvrščanje podatkov je potrebno upoštevati napovedno napako, na podlagi
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katere potem izberemo tisti model, katerega napaka je najmanjša. V tem podpo-
glavju definiramo funkcijo izgube in napovedno napako. Konkretno si pogledamo
dekompozicijo napovedne napake in kako jo lahko zmanjšamo.
Definicija 2.13. Funkcija izgube L : DY × DY → R+0 meri napako napovedi za
podan primer e = (x, y). Če je ŷ = m̂(x) napoved modela za primer x, potem je
običajna funkcija izgube:
• kvadratna izguba LSE(y, ŷ) = (y − ŷ)2 (pri regresiji),
• izguba 0-1 L01(y, ŷ) = I(y ̸= ŷ) (pri klasifikaciji), kjer je I indikator, ki je
enak 1, če je napoved različna od prave vrednosti, in 0 sicer.
Ponavadi nas zanima celotna napaka, torej napaka za vse primere podatkovne
množice (napaka modela).
Definicija 2.14. Napovedno napako Err na podatkovni množici definiramo kot pov-
prečno vrednost funkcije izgube modela m na primerih iz podatkovne množice S.
Zapišemo:






Opomba 2.15. Napovedna napaka za nalogo klasifikacije ima vrednost vedno med
0 in 1, saj gre za delež primerov iz S, za katere klasifikacijski model poda napačno
napoved. V primeru klasifikacijskih modelov lahko zato opazujemo tudi njihovo
točnost, ki jo dobimo kot Acc(m, S) = 1 − Err(m, S).
Opomba 2.16. Za potrebe dokazov bomo v tej diplomski nalogi zaradi poenosta-
vitve vedno uporabljali kvadratno napako.
Trditev 2.17. Napovedno napako modela m̂ na primeru x0 lahko razčlenimo v tri
komponente in je enaka
σ2ϵ + (E [m̂(x0)] − m(x0))
2 + Var (m̂(x0)) .
Opomba 2.18 (k trditvi 2.17). Prva komponenta napovedne napake izhaja iz po-
datkovnega šuma in na njega učni algoritem nima vpliva. Drugi člen meri pri-
stranskost algoritma za strojno učenje – to je njegovo zmožnost, da model približa
učnim podatkom. Tretji člen meri varianco napovedi modelov, naučenih iz različnih
podatkovnih množic.
Opomba 2.19 (k trditvi 2.17). Trditev obravnava napoved modela m̂(x0) kot slu-
čajno spremenljivko, čeprav je model m̂ determinističen. Razlog za tako obravnavo
je v tem, da se trditev nanaša na stabilnost (ali občutljivost oz. varianco) napo-
vedi ob spreminjajoči se podatkovni množici S, ki jo uporabimo za strojno učenje
modela m̂. Ker je izbira podatkovne množice izven naše kontrole, obravnavamo
napoved m̂(x0) (in model m̂) kot slučajno spremenljivko. Zato za napoved modela
uporabimo pričakovano vrednost E[m̂(x0)], varianca Var(m̂(x0)) pa posredno meri
občutljivost napovedi na spremembo učne množice, kot je nakazano v opombi 2.18.
Dokaz. Izračunajmo napako Err v točki x0. Naj bo m pravi model in naj velja
Y = m(X) + ϵ,
kjer z ϵ označimo podatkovni šum, ki se (lahko) pojavi pri merjenju podatkov. Zanj
predpostavimo
E [ϵ] = 0 in Var (ϵ) = σ2ϵ .
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Preko strojnega učenja pridemo do modela m̂, ki je približek za m. Tedaj velja
Ŷ = m̂(X).
Opomnimo, da so vse pričakovane vrednosti računane na osnovi porazdelitve napo-
vedi različnih modelov, ki so naučeni iz različnih učnih množic. Računamo:
Err(x0) = E
[
























+ 2 · E [m(xo) · ϵ] + E(ϵ2)





+ 2 · E [m(xo)] · E [ϵ] + E(ϵ2)
+ E [m̂(x0)]2 + Var (m̂(x0)) − 2 · m(x0) · E [m̂(x0)]
= m(x0)2 + σ2ϵ + E [m̂(x0)]
2 + Var (m̂(x0)) − 2 · m(x0) · E [m̂(x0)]
= σ2ϵ + (E [m̂(x0)] − m(x0))
2 + Var (m̂(x0))
= σ2ϵ + pristranskost2 + varianca,
kjer smo upoštevali determinističnost modela m. Pri izračunu E [Y · m̂(x0) | X = x0]
smo upoštevali neodvisnost Y in m̂(x0), pri izračunu E [m̂(x0)2] smo uporabili for-
mulo za varianco, pri E [m(xo) · ϵ] pa smo upoštevali, da podatkovni šum ϵ ni odvisen
od modela, ampak od merjenja podatkov. □
Pri razvoju algoritmov za strojno učenje se trudimo zmanjšati tako pristranskost
kot varianco napovednih modelov. Pristranskost modelov lahko zmanjšamo tako,
da algoritem obravnava širok nabor kompleksnih modelov, ki se lahko zelo prilago-
dijo učnim podatkom. A taki kompleksni modeli imajo visoko varianco, saj majhne
spremembe učne množice lahko povzročijo veliko spremembo modela. V takih si-
tuacijah, ko se učimo kompleksne napovedne modele, tipično pride do pojava pre-
prileganja (overfitting). Po drugi strani, ko želimo zmanjšati varianco, vzamemo
enostavne modele. Ti se s spreminjanjem učne množice ne spremenijo dosti, a se
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učnim podatkom ne približajo dovolj, kar pomeni, da imajo enostavni modeli vi-
soko pristranskost. Pri učenju enostavnih napovednih modelov praviloma pride do
pojava podprileganja (underfitting). Razmerje med pristranskostjo in varianco ter
preprileganjem in podprileganjem je prikazano na sliki 5.
Slika 5. Razmerje med pristranskostjo in varianco modelov na eni
ter preprileganjem in podprileganjem na drugi strani.
Primer 2.20. Opisana situacija je zelo nazorna v primeru linearnih in oscilatornih
modelov. Ker ima oscilatorni model več prostih parametrov, lahko dosežemo, da
se bolje prilega podatkom. Prostor oscilatornih modelov je torej večji od linearnih,
posledično pa je večji tudi prostor sprejemljivih oscilatornih modelov (na sliki 6 so
sprejemljivi modeli obarvani z rdečo). ♢
Slika 6. Pristranskost in varianca v prostoru linearnih in oscilatornih modelov.
Videli smo, da ni enostavno hkrati poskrbeti za nizko pristranskost in nizko vari-
anco. Zato tipično iščemo kompromis med njima, ki ga ponazarja slika 7.
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Slika 7. Kompromis med pristranskostjo in varianco napovednega modela.
3. Ansambelske metode
Različni algoritmi strojnega učenja na različne načine poskušajo najti kompromis
med pristranskostjo in varianco. Univerzalen pristop zmanjševanja napake oz. gra-
dnje dobrega klasifikatorja (klasifikatorja z visoko točnostjo razvrščanja) pa sloni
na gradnji ansamblov, tj. na uporabi mnogoterih modelov. Namesto, da bi algori-
tem strojnega učenja zgradil en model iz učnih podatkov, jih zgradi več (mnogo) in
nato njihove napovedi razvrstitve povpreči. Povprečenje zmanjša varianco klasifi-
kacijskih modelov, kar vpliva tudi na manjšanje napake (in s tem večanje točnosti)
razvrščanja. S kombiniranjem večih hipotez torej upamo, da bomo manjkrat narobe
klasificirali nove primere. Temu pristopu rečemo strojno učenje ansamblov.
Naj bo CM : DY × DY × · · · × DY  
T
→ DY funkcija kombiniranja napovedi. Po-
dajmo sedaj še formalno definicijo ansambla s pomočjo kombinacijske funkcije.
Definicija 3.1. Ansambel M je skupina modelov mt za t = 1, . . . , T , za katerega
velja M(x) = CM (m1(x), . . . , mT (x)). Modelu mt rečemo tudi komponenta oz.
sestavina ansambla.
Ker je strojno učenje ansamblov relativno širok pojem, podajamo dve splošni
delitvi ansamblov.
3.1. Homogeni in heterogeni ansambli. Glede na način učenja komponent an-
samblov jih delimo na homogene in heterogene.
Za homogene ansamble velja, da so vse komponente naučene z istim algoritmom
strojnega učenja, ki pa se vedno uči iz drugačne učne množice (učno množico vzor-
čimo). Za nehomogene ansamble velja, da so komponente naučene z različnimi
algoritmi, ki se učijo vedno iz iste učne množice.
Opomba 3.2. V tej diplomski nalogi bodo vsi ansambli homogeni. Več o hetero-
genih ansamblih je v članku [1].
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Homogene ansamble lahko naprej delimo tudi glede na to, kako učno množico
vzorčimo.
3.2. Odvisne in neodvisne ansambelske metode. V tem podpoglavju si pogle-
damo delitev na odvisne in neodvisne ansambelske metode (povzeto po članku [1]
in učbeniku [3]). Pri vsaki metodi si pogledamo še primera in dva najbolj znana
algoritma ter njuni izboljšavi (povzeto po člankih [1] in [4]).
3.2.1. Odvisne ansambelske metode. Pri odvisnih ansambelskih metodah učno mno-
žico vzorčimo tako, da je izhod vsakega posameznega klasifikatorja uporabljen za
konstrukcijo naslednjega. Tako lahko znanje iz prejšnjih postopkov izkoristimo za
naslednje. Opisan postopek je prikazan na sliki 8.
Slika 8. Shema delovanja odvisnih ansambelskih metod, povzeta po
članku [1].
Primer odvisne ansambelske metode je krepitev ali pospeševanje (ang. boosting).
Ideja te metode je uteževanje učnih primerov glede na njihovo težavnost. V prvem
koraku algoritem strojnega učenja zgradi model na učnih primerih, ki imajo vsi utež
enako 1,0. Model potem napove ciljno spremenljivko za vse učne primere. Primerom
s pravilno napovedjo zmanjša utež in primerom z napačno napovedjo utež poveča.
Na koncu koraka uteži še normalizira, tako da je vsota uteži vseh učnih primerov
enaka njihovemu številu. V naslednjem koraku algoritem obravnava učne primere z
večjo utežjo. Postopek se ponavlja doker napaka ne postane dovolj majhna ali pa
prevelika. Napovedi s preveliko napako zavrže, saj ne prispevajo koristnega znanja.
Prav tako zavrže napovedi s premajhno napako, ker so najpogosteje preveč prila-
gojene učni množici (overfitting). Tako je zgenerirano urejeno zaporedje napovedi.
Pri napovedovanju se uporabijo vse napovedi, ki jih utežimo s točnostjo na podlagi
utežene učne množice, na kateri so bile zgenerirane.
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Eden najbolj znanih algoritmov krepitve ali pospeševanja je AdaBoost algoritem.
Ideja tega algoritma je – kot pri pospeševanju – da se koncentrira na težje primere.
Psevdo-koda AdaBoost algoritma je dostopna v članku [1].
3.2.2. Neodvisne ansambelske metode. Pri neodvisnih ansambelskih metodah iz po-
dane učne množice podatkov skonstruiramo več množic, kar prikazuje slika 9.
Slika 9. Shema delovanja neodvisnih ansambelskih metod, povzeta
po članku [1].
Primer neodvisne ansambelske metode je vrečenje (ang. bagging). Beseda ba-
gging izhaja iz angleškega izraza bootstrap aggregating. Bootstrap je metoda za
razmnoževanje učnih primerov, kadar jih za učenje nimamo dovolj. Pri vrečenju
pa generiramo serijo različnih učnih množic. Če ima množica n primerov, potem
vsakič n krat naključno izberemo primer (z vračanjem). To pomeni, da se lahko
isti učni primer v tako generirani učni množici večkrat ponovi, nekateri učni primeri
pa se lahko sploh ne pojavijo. Verjetnost, da se primer v tako generirani množici





. Iz tega sledi, da verjetnost narašča z naraščajočim
n. V limiti, ko gre n proti neskončno, dobimo vrednost 1
e
(zaokrožimo na 0,368), kar
je torej zgornja meja za omenjeno verjetnost. Nad vsako tako generirano množico
poženemo učni algoritem, ki vrne napoved za vsako množico. Te napovedi potem
uporabimo za kombinirano napoved.
Poglejmo si psevdo-kodo algoritma bagging, povzeto po članku [1].
Vhod: A (algoritem strojnega učenja), T (št. iteracij), Sučna (učna množica), µ (podmn. primerov)
Izhod: mt, ; t = 1, ..., T
1 t <- 1
2 dokler t < T :
3 St <- množica primerov µ iz Sučna
4 mt <- A(St)
5 t <- t + 1
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Naprednejša metoda od metode vrečenja so naključni gozdovi (ang. random fo-
rest). Ker je naključni gozd sestavljen iz več posameznih odločitvenih dreves, si
poglejmo najprej zgradbo in delovanje odločitvenega drevesa.
Odločitveno drevo (ang. decision tree) (na sliki 10) je zgrajeno iz korena in notra-
njih ter končnih vozlišč. V korenskem in vsakem notranjem vozlišču drevo testira
vrednost izbrane napovedne spremenljivke Xi, končno vozlišče pa poda napoved
ciljne spremenljivke Y . Glede na izid na vsakem notranjem vozlišču drevo razve-
jamo tako, da leva veja določa uspešen, desna pa neuspešen izid testa. Dokler smo v
notranjem vozlišču postopek rekurzivno ponavljamo in potem vrednost v končnem
vozlišču uporabimo za napoved.
Slika 10. Prikaz napovedi odločitvenega drevesa.
Slika 11. Prikaz napovedi naključnega gozda s tremi odločitvenimi drevesi.
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Algoritem naključnih gozdov je v veliki meri podoben algoritmu vrečenja. Množice
generiramo enako kot pri vrečenju, le da naključni gozd pred vsako izbiro testa v
drevesu – namesto da izbira med vsemi napovednimi spremenljivkami – izbere test
med manjšim naključno izbranim vzorcem napovednih spremenljivk. Velikost vzorca
napovednih spremenljivk je parameter metode z uporabniško določeno vrednostjo
(v nadaljevanju je to parameter mtry). Napoved naključnega gozda je prikazana na
sliki 11.
3.3. Kako homogeni ansambli zmanjšujejo varianco? Zgoraj smo izračunali,
da je napovedna napaka za model m̂ zgrajena iz treh komponent:
• varianca šuma: σ2ϵ
• pristranskost: (E [m̂(x0)] − m(x0))2
• varianca: Var (m̂(x0))
Kako pa je pri napovedni napaki ansambla M̂?











E [m̂(x0)] − m(x0)
)2
.
Opomba 3.4 (k trditvi 3.3). Trditev nam pove, da se pristranskost z gradnjo an-
samblov ohrani.




, upoštevamo homogenost ansambla in dejstvo, da





























= E [m̂(x0)] .











E [m̂(x0)] − m(x0)
)2
. □











· Var (m̂(x0)) ,
kjer z ρ(x0) označimo korelacijo med napovedmi posameznih dreves v gozdu.
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v trditvi je faktor zmanjše-
vanja variance homogenega ansambla, T pa je število modelov v ansamblu.
Opomba 3.7 (k trditvi 3.5). Trditev nam pove, da se varianca z gradnjo ansambla
zniža.





































































+ (T 2 − T ) · Ei ̸=j [m̂i(x0) · m̂j(x0)]
= (∗∗)
Zapišimo definicijo korelacije za i ̸= j, ki jo označimo z ρ. Korelacijo poenostavimo





(m̂i(x0) − E [mi(x0)]) · (m̂j(x0) − E [m̂j(x0)])
]
√




m̂i(x0)·m̂j(x0)−E [m̂i(x0)]·m̂j(x0)−E [m̂j(x0)]·m̂i(x0)+E [m̂i(x0)]·E [m̂j(x0)]
]
Var (m̂(x0))
= E [m̂i(x0) · m̂j(x0)] − E [m̂i(x0)] · E [m̂j(x0)] − E [m̂j(x0)] · E [m̂i(x0)]Var (m̂(x0))
+ E [m̂i(x0)] · E [m̂j(x0)]Var (m̂(x0))
= E [m̂i(x0) · m̂j(x0)] − E [m̂(x0)]
2
Var (m̂(x0))
⇒ Ei ̸=j [m̂i(x0) · m̂j(x0)] = ρ(x0) · Var (m̂(x0)) + E [m̂(x0)]2
Lahko nadaljujemo (∗∗):




+ (T 2 − T ) ·
(
ρ(x0) · Var (m̂(x0)) + E [m̂(x0)]2
)































Trditev je s tem dokazana. □
Primer 3.8. Vzemimo podatkovno množico o kvaliteti belega vina in na njen poka-
žimo, da je model, naučen z ansambelsko metodo, res bolj točen od delovanja enega
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algoritma strojnega učenja na tej množici. Z model_1 označimo model, naučen z od-
ločitvenim drevesom, z model_2 pa model, naučen z ansambelsko metodo naključnih
gozdov. Parametre v funkcijah za učenje pustimo privzete. Učno in testno množico
razdelimo v razmerju 80 : 20. Dobimo rezultat (zaokrožena na 4 decimalna mesta
natančno):
[1] "Napaka modela_1 je enaka: 0.4762."
[2] "Napaka modela_2 je enaka: 0.3177." ♢
4. Tehnike kombiniranja
Ko imamo ansambel že zgrajen in ko že poznamo napovedi posameznih klasifika-
torjev, bi jih radi ustrezno združili. V tem poglavju podamo pregled štirih najbolj
splošnih tehnik kombiniranja, kjer sta dve neuteženi in dve uteženi tehniki. Tehnike
in formule so prirejene po članku [1], ki ponuja tudi kratek pregled nekaterih ostalih
tehnik.
Navedimo nekaj osnovnih oznak, ki jih bomo uporabljali v formulah. Ansambelski
model bomo označevali z M , posamezni model v ansamblu pa z mt, kjer bo število
vseh modelov v ansamblu enako T . Napoved modela t bomo označili z ŷ(t), če
pa bo napoved verjetnostna, bomo uporabili oznako p(t). Napako modela t bomo
označevali z ϵt (glej definicijo 2.14) in težo modela t z αt.
4.1. Neutežene tehnike.
4.1.1. Večinsko glasovanje. Pri večinskem glasovanju primer razvrstimo v razred, ki
pridobi najvišje število glasov, to je t. i. najpogostejši glas. Ta tehnika je poznana
tudi pod imenom plurality vote ali pa basic ensemble method. Matematično lahko
shemo zapišemo kot




kjer je I indikatorska funkcija, ki ima vrednost 1, če je argument resničen, in 0 sicer,
funkcija arg maxc∈DY pa vrne vrednost argumenta c, za katero ima vsota iz zgornje
formule maksimalno vrednost.
4.1.2. Vsota porazdelitev. Ideja je povzeti pogojni verjetnostni vektor, ki je dobljen
iz vsakega klasifikatorja. Razred je izbran glede na najvišjo vrednost v celotnem
vektorju. Matematično to lahko zapišemo kot
(4) M(X) = arg maxc∈DY
T∑
t=1
p(t)(Y = c | X),
kjer je p(t) verjetnostna napoved ansambelskega modela mt.
4.2. Utežene tehnike. Utežene tehnike so koristne predvsem, kadar po izvedbi
strojnega učenja dobimo primerljive rezultate. Pri kombiniranju uteženih klasifika-
torjev dodelimo klasifikatorju moč, ki je sorazmerna z njegovo težo. Ta teža je lahko
fiksna ali pa dinamično določena za specifičen primer, ki ga je potrebno razvrstiti.
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4.2.1. Uteževanje na osnovi zmogljivosti. Ideja je podobna kot pri enačbi (3), le da
so klasifikatorji tukaj obteženi. Zapišemo:
(5) M(X) = arg maxc∈DY
T∑
t=1
αt · I(mt(X) = c),




t=1 (1 − ϵt)
.
Tukaj je ϵt faktor normalizacije, ki označuje napako t-tega modela v ansamblu.
4.2.2. Bayesovo uteževanje. Utež, povezana z vsakim klasifikatorjem, je zadnja ver-
jetnost klasifikatorja.
(7) M(X) = arg maxc∈DY
T∑
t=1
P (mt | Sučna) · p(t)(Y = c | X),
kjer P (mt | Sučna) pomeni verjetnost, da je model mt podan pravilno glede na učno
množico Sučna. Ocena P (mt | Sučna) je odvisna od načina podajanja ansambelskega
modela.
5. Implementacija tehnik kombiniranja
Drugi del diplomske naloge je namenjen implementaciji nekaterih osnovnih kom-
binacijskih tehnik v programskem jeziku R na podatkovni množici o kvaliteti belega
vina, ki je prikazana v primeru 2.8. Implementacija se nahaja na koncu diplomske
naloge v poglavju 6.
5.1. Opis metode in parametrov. Delamo klasifikacijo kvalitete belega vina. Za
učenje modela uporabimo metodo naključnih gozdov, katere knjižnica je dostopna
na [8]. Primeri so razdeljeni na učno in testno množico v razmerju 80 : 20. Za
namene testiranja sta kalibrirana dva parametra:
• ntree, ki pove, koliko odločitvenih dreves je v naključnem gozdu,
• mtry, ki pove, kako velik je vzorec naključno izbranih napovednih spremen-
ljivk za izbiro testa v drevesu.
Za parameter ntree vzamemo vrednosti 10, 100, 500, 1000 in za parameter mtry vza-
memo 2, 5 in privzeto vrednost, ki jo poda funkcija za učenje modela.
5.2. Implementirani tehniki in izračun napake. Implementirani sta po ena
neutežena (večinsko glasovanje) in ena utežena tehnika (uteževanje na osnovi zmo-
gljivosti), ki sta opisani v poglavjih 4.1.1 in 4.2.1. Napoved pri večinskem glasovanju
dobimo tako, da vrnemo vrednost ciljne spremenljivke z največ glasovi, kjer glas ve-
dno šteje 1. Pri uteževanju na osnovi zmogljivosti je podobno, le da je glasovanje
uteženo. Namesto 1 glasu – torej vrednostim ciljnih spremenljivk – prištevamo uteži.
Uteži so izračunane s pomočjo ocene napake OOB, ki jo imenujemo ocena na-
pake izven vreče (ang. out of bag). Napaka OOB je način ocenjevanja napovedne
napake, kjer za napoved na podanem primeru kombiniramo le napovedi dreves, na-
učenih iz vzorcev učne množice, ki ne vsebujejo podanega primera. Napaka OOB
20
nam omogoča ocenjevanje napovedne napake ansambla na testnih primerih brez raz-
delitve podane podatkovne množice na učno in testno. Za lažjo predstavo navedimo
primer.
Primer 5.1. Denimo, da je na spodnji sliki prva generirana učna množica s pomočjo
metode vrečenja (naključen izbor primerov iz celotne učne množice).
Slika 12. Prva generirana učna množica z metodo vrečenja.
Denimo, da za učenje prvega odločitvenega drevesa vzamemo vzorec prvih 5 pri-
merov iz tako generirane učne množice. Vredno je omeniti, da je tudi izbor teh 5
primerov naključen, a smo v tem primeru zaradi enostavnejše predstave vzeli kar
prvih 5 primerov.
Slika 13. Vzorec primerov za učenje prvega odločitvenega drevesa.
Spodnja dva primera, ki nista bila izbrana v vzorec za učenje odločitvenega dre-
vesa, imenujemo vzorec OOB za prvo odločitveno drevo.
Slika 14. OOB vzorec za prvo odločitveno drevo.
Tako bo prvo drevo pri ocenjevanju napake OOB prispevalo napovedi le za ta dva
primera iz vzorca OOB. Torej napovedi prvega drevesa iz ansambla ne bodo upo-
števane pri računanju ansambelske napovedi OOB za primere označene na sliki 13,
bodo pa upoštevani pri računanju ansambelske napovedi OOB za primere označene
na sliki 14. Enako bo tudi z vsemi drugimi drevesi iz ansambla – prispevala bodo le
k ansambelskim napovedim OOB za tiste primere, ki sodijo v njihove OOB vzorce.
♢
5.3. Analiza rezultatov in primerjava napake. Napaka napovedi tehnik kom-
biniranja je izračunana z izgubo 0 − 1, ki je definirana v definiciji 2.13. Za množico,
katere napako ocenjujemo, torej preštejemo, koliko primerov je bilo napačno razvr-
ščenih.
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V tabelah 1, 2 in 3 so prikazane napake, dobljene s tremi različnimi tehnikami.
Najprej so prikazani podatki za napovedi z vgrajeno funkcijo za vračanje neute-
ženih napovedi predict, potem še za večinsko glasovanje (neuteženo) in za
uteževanje na osnovi zmogljivosti (uteženo). Podatki so prikazani tudi na
grafih na slikah 15, 16 in 17.
Parametri Učna napaka Testna napaka
ntree = 10, mtry = 2 0,0143 0,3429
ntree = 10, mtry = 5 0,0125 0,3663
ntree = 10, mtry = privzeto 0,0145 0,3612
ntree = 100, mtry = 2 0,0000 0,3184
ntree = 100, mtry = 5 0,0000 0,3194
ntree = 100, mtry = privzeto 0,0000 0,3225
ntree = 500, mtry = 2 0,0000 0,3112
ntree = 500, mtry = 5 0,0000 0,3143
ntree = 500, mtry = privzeto 0,0000 0,3133
ntree = 1000, mtry = 2 0,0000 0,3102
ntree = 1000, mtry = 5 0,0000 0,3122
ntree = 1000, mtry = privzeto 0,0000 0,3143
Tabela 1. Primerjava napovednih napak na učni in testni množici za
naključne gozdove, ki kombinirajo napovedi s tehniko, ki je vgrajena
v knjižnici RandomForest.
Slika 15. Grafična primerjava napovednih napak na testni množici
za naključne gozdove, ki kombinirajo napovedi s tehniko, ki je vgrajena
v knjižnici RandomForest.
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Parametri Učna napaka Testna napaka
ntree = 10, mtry = 2 0,0130 0,3398
ntree = 10, mtry = 5 0,0112 0,3663
ntree = 10, mtry = privzeto 0,0153 0,3520
ntree = 100, mtry = 2 0,0000 0,3204
ntree = 100, mtry = 5 0,0000 0,3204
ntree = 100, mtry = privzeto 0,0000 0,3255
ntree = 500, mtry = 2 0,0000 0,3112
ntree = 500, mtry = 5 0,0000 0,3143
ntree = 500, mtry = privzeto 0,0000 0,3133
ntree = 1000, mtry = 2 0,0000 0,3102
ntree = 1000, mtry = 5 0,0000 0,3122
ntree = 1000, mtry = privzeto 0,0000 0,3143
Tabela 2. Primerjava napovednih napak na učni in testni množici
za naključne gozdove, ki kombinirajo napovedi s tehniko večinskega
glasovanja.
Slika 16. Grafična primerjava napovednih napak na testni množici
za naključne gozdove, ki kombinirajo napovedi s tehniko večinskega
glasovanja.
Iz primerjave rezultatov, predstavljenih v tabelah 1 in 2 (in na slikah 15 in 16),
lahko sklepamo, da so rezultati, ki jih dobimo z vgrajeno tehniko kombiniranja in
z večinskim glasovanjem, zelo podobni. To ne preseneča, ker je vgrajena tehnika
v knjižnici RandomForest ravno tehnika večinskega glasovanja. Rezultat torej tudi
potrjuje pravilnost predstavljene implementacije večinskega glasovanja. Do majh-
nih razlik pride le zaradi naključnosti algoritma za učenje ansambla in tehnike za
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kombiniranje. Slednja bo v primeru, ko več razredov sprejme enako število glasov,
naključno izbrala in napovedala enega izmed njih.
Parametri Učna napaka Testna napaka
ntree = 10, mtry = 2 0,0117 0,3306
ntree = 10, mtry = 5 0,0123 0,3602
ntree = 10, mtry = privzeto 0,0138 0,3561
ntree = 100, mtry = 2 0,0000 0,3194
ntree = 100, mtry = 5 0,0000 0,3194
ntree = 100, mtry = privzeto 0,0000 0,3245
ntree = 500, mtry = 2 0,0000 0,3112
ntree = 500, mtry = 5 0,0000 0,3143
ntree = 500, mtry = privzeto 0,0000 0,3133
ntree = 1000, mtry = 2 0,0000 0,3102
ntree = 1000, mtry = 5 0,0000 0,3122
ntree = 1000, mtry = privzeto 0,0000 0,3143
Tabela 3. Primerjava napovednih napak na testni množici za na-
ključne gozdove, ki kombinirajo napovedi s tehniko uteževanja na
osnovi zmogljivosti.
Slika 17. Grafična primerjava napovednih napak na testni množici
za naključne gozdove, ki kombinirajo napovedi s tehniko uteževanja
na osnovi zmogljivosti.
Iz grafov je lepo razvidno, da se napaka z večanjem števila dreves (praviloma)
manjša. To, da se napaka s številom dreves manjša seveda ne pomeni, da je določitev
parametra mtry nepomembna. Zavedati se moramo, da je idealno število dreves v
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gozdu potrebno iskati vzporedno s parametrom mtry, ki skupaj z izbranim številom
dreves vrne najboljše napovedi.
Videti je, da je izbira parametra mtry = 2 za izbrano podatkovno množico v
vseh primerih števila dreves najboljša izbira. To se lepo vidi tudi na vseh grafih na
slikah 15, 16 in 17, saj je modra črta, ki označuje spreminjanje napake za omenjen
parameter, vedno najnižja – model, za katerega določimo parameter mtry = 2, ima
torej vedno najmanjšo napovedno napako.
Nadalje lahko opazimo, da z večanjem števila dreves v gozdu dosežemo, da je
učna napaka enaka 0. Po eni strani je to posledica zmanjševanja variance, saj lahko
pričakujemo, da večanje števila modelov T v ansamblu ugodno vpliva na zmanjše-
vanje napake (po trditvi 3.5). Po drugi strani pa lahko zmanjševanje učne napake
nakazuje na preprileganje učnim podatkom (po sliki 7). Ker pa se hkrati zmanjšuje
tudi testna napaka, v tem primeru (kljub večanju kompleksnosti ansambla) ne pride
do preprileganja.
Naredimo še primerjavo med obema implementiranima tehnikama, torej med ne-
uteženo in uteženo. Opazimo, da so rezultati, dobljeni z uteževanjem, zelo podobni
tistim, ki so dobljeni s tehniko večinskega glasovanja (prikazano na grafih na slikah
18, 19, 20). Velja torej podobno kot prej – kljub uteževanju napovedi modelov na
osnovi njihove zmogljivosti, kar poveča kompleksnost ansambla, ne pride do prepri-
leganja.
Slika 18. Testne napake pri parametru mtry = 2.
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Slika 19. Testne napake pri parametru mtry = 5.
Slika 20. Testne napake pri parametru mtry = privzeta vrednost.
Na podlagi rezultatov testov lahko zaključimo, da je napaka najmanjša za kom-
binacijo parametrov ntree = 1000 in mtry = 2. Napaka je enaka za vse tri pre-
izkušane tehnike – vgrajeno in obe implementirani. Pri tej izbiri parametrov torej
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ni pomembno, katero izmed teh treh tehnik kombiniranja izberemo za napovedi na
podatkovni množici o belih vinih.
6. Priloga
1 # #########################################
2 ### IMPLEMENTACIJA TEHNIK KOMBINIRANJA ###
3 # #########################################
4
5 # Uvoz knjiznic
6
7 library (caret)
8 library ( randomForest )
9 library ( lattice )










20 # - podatkovna mnozica
21 # - naucen model
22 # - napovedi izbrane mnozice
23 # - ciljna spremenljivka
24 # - stevilka primera (j)
25 # IZHOD:
26 # - vrednost izhodne spremenljivke ( razred ) z najvec
27 # glasovi
28 ###
29 vecinsko _ glasovanje _j <- function (podatki , model ,
30 napovedi , cilj , j) {
31 razredi <- levels (cilj)
32 glasovi <- rep (0, length ( razredi ))
33
34 for (i in 1 : model$ntree) {
35 razred <- napovedi $ individual [j ,][i]
36
37 # pogledamo , kateremu izmed vseh razredov je enak
38 # izbrani razred
39 indeks _ enakega _ razreda <- match(razred , razredi )
40 # tistemu , ki mu je enak , pristejemo 1 glas
41 glasovi [ indeks _ enakega _ razreda ] <-




45 # izberemo razred z najvec glasovi
46 indeks _ najvecje _teze <- which.max( glasovi )





52 # - podatkovna mnozica
53 # - naucen model
54 # - izbrana mnozica ( testna ali ucna)
55 # - ciljna spremenljivka
56 # IZHOD:
57 # - vektor z neutezenimi napovedmi vecinskega glasovanja
58 ###
59 vecinsko _ glasovanje <- function (podatki , model , mnozica ,
60 cilj) {
61 napovedi <- predict (model , mnozica , type = "class ",
62 predict .all = TRUE)
63 dolzina _ mnozice <- nrow( mnozica )
64 neutezene _ napovedi <- c()
65 # za vsak primer j izracunamo razred z najvec
66 # glasovi in ga shranimo v vektor z neutezenimi
67 # napovedmi
68 for (j in 1 : dolzina _ mnozice ) {
69 napoved <- vecinsko _ glasovanje _j(podatki , model ,
70 napovedi , cilj , j)
71 neutezene _ napovedi <- c( neutezene _napovedi ,
72 napoved )
73 }









83 # - naucen model
84 # - stevilka odlocitvenega drevesa v gozdu (i)
85 # IZHOD:
86 # - teza i-tega klasifikatorja , oz. teza i-tega
87 # odlocitvenega drevesa v gozdu
88 #
89 # Teza je izracunana s pomocjo napake OOB
90 #
91 # Ce i ne podamo , vrne vektor s tezami vseh




95 teza_ klasifikatorja <- function (model , i) {
96 napaka _vsota <- sum(model$err.rate[,’OOB ’])
97 tocnost _vsota <- model$ntree - napaka _vsota
98 napaka _i <- model$err.rate[,’OOB ’][i]
99 tocnost _i <- 1 - napaka _i






106 # - podatkovna mnozica
107 # - naucen model
108 # - napovedi izbrane mnozice
109 # - ciljna spremenljivka
110 # - stevilka primera (j)
111 # IZHOD:
112 # - vrednost izhodne spremenljivke ( razred ) z najvec
113 # glasovi
114 ###
115 utezevanje _na_ osnovi _ zmogljivosti _j <- function (podatki ,
116 model , napovedi , cilj , j) {
117 razredi <- levels (cilj)
118 teze_ razredov <- rep (0, length ( razredi ))
119
120 for (i in 1 : model$ntree) {
121 razred <- napovedi $ individual [j ,][i]
122 teza <- teza_ klasifikatorja (model , i)
123
124 # pogledamo , kateremu izmed vseh razredov je
125 # enak izbrani tip
126 indeks _ enakega _ razreda <- match(razred , razredi )
127 # tistemu , ki mu je enak , povecamo tezo
128 teze_ razredov [ indeks _ enakega _ razreda ] <- teze_
129 razredov [ indeks _ enakega _ razreda ] + teza
130 }
131
132 # izberemo razred z najvecjo tezo
133 indeks _ najvecje _teze <- which.max(teze_ razredov )





139 # - podatkovna mnozica
140 # - naucen model
141 # - izbrana mnozica ( testna ali ucna)
142 # - ciljna spremenljivka
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143 # IZHOD:
144 # - vektor z utezenimi napovedmi
145 ###
146 utezevanje _na_ osnovi _ zmogljivosti <- function (podatki ,
147 model , mnozica , cilj) {
148 napovedi <- predict (model , mnozica , type = "class ",
149 predict .all = TRUE)
150 dolzina _ mnozice <- nrow( mnozica )
151 utezene _ napovedi <- c()
152 # za vsak primer j izracunamo razred z najvecjo
153 # utezjo in ga shranimo v vektor z utezenimi
154 # napovedmi
155 for (j in 1 : dolzina _ mnozice ) {
156 napoved _z_ utezjo <- utezevanje _na_ osnovi _
157 zmogljivosti _j(podatki , model , napovedi ,
158 cilj , j)
159 utezene _ napovedi <- c( utezene _napovedi ,
160 napoved _z_ utezjo )
161 }
162 utezene _ napovedi
163 }
Slovar strokovnih izrazov







boosting krepitev ali pospeševanje
bagging vrečenje
decision tree odločitveno drevo
random forest naključni gozd
majority voting večinsko glasovanje
performance weighting uteževanje na osnovi zmogljivosti
distribution summation vsota porazdelitev
Bayesian combination Bayesova kombinacijska metoda
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