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Abstract
We introduce a general framework for enforcing local or global inequality constraints in high-order
time-stepping methods for a scalar hyperbolic conservation law. The proposed methodology blends
an arbitrary Runge-Kutta scheme and a bound-preserving (BP) first-order approximation using two
kinds of limiting techniques. The first one is a predictor-corrector method that belongs to the family of
flux-corrected transport (FCT) algorithms. The second approach constrains the antidiffusive part of a
high-order target scheme using a new globalized monolithic convex (GMC) limiter. The flux-corrected
approximations are BP under the time step restriction of the forward Euler method in the explicit
case and without any time step restrictions in the implicit case. The FCT and GMC limiters can be
applied to antidiffusive fluxes of intermediate RK stages and/or of the final solution update. Stagewise
limiting ensures the BP property of intermediate cell averages. If the calculation of high-order fluxes
involves polynomial reconstructions from BP data, these reconstructions can be constrained using a
slope limiter to correct unacceptable input. The BP property of the final solution is guaranteed for all
flux-corrected methods. Numerical studies are performed for one-dimensional test problems discretized
in space using explicit weighted essentially nonoscillatory (WENO) finite volume schemes.
Keywords: hyperbolic conservation laws; positivity-preserving schemes; SSP Runge-Kutta time
stepping; flux-corrected transport; monolithic convex limiting
1. Introduction
High-resolution numerical schemes for hyperbolic conservation laws are commonly equipped with
mechanisms that guarantee preservation of local and/or global bounds. Second-order approximations
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can be constrained to satisfy a maximum principle, e.g., using flux-corrected transport (FCT) algo-
rithms [3, 37] or total variation diminishing (TVD) limiters [15, 16]. Higher-order schemes that satisfy
a maximum principle can be obtained, for instance, using weighted essentially nonoscillatory (WENO)
reconstructions with an additional limiter [35, 39] or Bernstein finite elements [34]. If the space dis-
cretization is positivity-preserving (PP) or local extremum diminishing (LED), this property carries
over to the fully discrete scheme if time discretization is performed using a strong stability preserving
(SSP) Runge-Kutta method [8, 9]. However, explicit time integrators of this kind are at most fourth-
order accurate. Implicit SSP-RK schemes are at most sixth-order accurate and only the backward
Euler method is provably bound-preserving for arbitrarily large time steps [8].
The general framework of spatially partitioned Runge-Kutta (SPRK) methods [17, 19] makes it
possible to blend the weights of different time discretizations in an adaptive manner. Following the
design of bound-preserving (BP) limiters for space discretizations, the weights of a flux-based SPRK
method [19] or blending functions of a partition of unity finite element method (PUFEM) [30] can be
chosen to enforce inequality constraints. The weights of the SPRK scheme proposed in [1] are defined
using a WENO smoothness indicator which reduces the magnitude of undershoots/overshoots but does
not ensure positivity preservation. Examples of LED limiters for high-order time discretizations can be
found in [1, 5, 7, 31, 34]. Perhaps the simplest approaches to limiting in time are predictor-corrector
algorithms based on the FCT methodology. They have already proven their worth in the context of
multistep methods [31], Runge-Kutta time discretizations [34], and space-time finite element schemes
[7]. A common drawback of FCT algorithms is the lack of a well-defined semi-discrete problem and
the associated issue of convergence in the steady-state limit.
In this paper, we consider two families of flux correction schemes that make it possible to guarantee
bound preservation with arbitrary-order Runge-Kutta time discretizations. The first approach under
investigation is based on the FCT algorithm proposed in [34]. The second approach is a new globalized
monolithic convex (GMC) limiter, the derivation of which is based on the methodology developed in
[24]. In contrast to FCT, the corresponding semi-discrete problem is well defined and its BP property
is preserved at each stage of an SSP-RK or extrapolated Euler Runge-Kutta (ExE-RK) method [20].
A comparative study of flux-corrected high-resolution schemes is performed for explicit WENO space
discretizations of 1D test problems.
The rest of the manuscript is organized as follows. In Section 2, we introduce the new GMC flux
limiter in the context of a high-order space discretization. In Section 3, we use the FCT and GMC
approaches to constrain numerical fluxes in high-order Runge-Kutta time discretizations of the semi-
discrete problem. In Section 4, we constrain each stage of the RK method to preserve the admissible
range of cell averages. We also explore the possibility of slope limiting for bound-violating high-
order reconstructions. In Section 5, we perform numerical experiments for one-dimensional linear and
nonlinear problems. Some preliminary conclusions are drawn in Section 6.
In the description of our general-purpose limiters for high-order Runge-Kutta methods, we focus
on reconstruction-based finite volume schemes but the same methodology can be used to constrain
continuous and discontinuous finite element approximations (cf. [24, 34, 39]). The details of high-order
space and time discretizations that we use in our numerical examples are provided in Appendix B.
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2. Flux-limited space discretization
Let us first present a new approach to monolithic convex limiting in the context of a general
high-order finite volume approximation to a hyperbolic conservation law of the form
∂u
∂t
+∇ · f(u) = 0 in Ω ⊂ Rd, d ∈ {1, 2, 3}. (1)
For simplicity, we assume that the domain Ω is a hyperrectangle and prescribe periodic boundary
conditions on ∂Ω. The initial condition is given by
u(·, 0) = u0 in Ω. (2)
We discretize Ω using a mesh consisting of Nh computational cells Ki, i = 1, . . . , Nh. The unit
outward normal nij is constant on each face Sij = ∂Ki ∩ ∂Kj of the boundary ∂Ki =
⋃
j∈Ni Sij . The
set Ni contains the indices of von Neumann neighbors of cell i, i.e., the indices of cells Kj 6=i such
that |∂Ki ∩ ∂Kj | > 0. A spatially varying numerical flux across the edge or face Sij is denoted by
H(uˆi(x), uˆj(x),nij), where uˆi(x) and uˆj(x) are traces of polynomial reconstructions in Ki and Kj ,
respectively, evaluated at x ∈ Sij . Henceforth, for simplicity in the notation, we omit the spatial
dependence of uˆ.
Using the divergence theorem and approximating the flux f · nij across Sij by a suitably chosen
numerical flux H(·, ·,nij), we obtain a system of ordinary differential equations
|Ki|dui
dt
= −
∑
j∈Ni
∫
Sij
H(uˆi, uˆj ,nij) ds, i ∈ {1, . . . , Nh} (3)
for the cell averages ui. The general form of the Lax-Friedrichs flux across Sij is
H(uˆi, uˆj ,nij) = nij · f(uˆj) + f(uˆi)
2
− 1
2
λij(uˆj − uˆi), (4)
where λij is a positive upper bound for the wave speed of the Riemann problem associated with face
Sij . In the local Lax-Friedrichs (LLF) method, λij is a local upper bound. In the classical LF method,
the same global upper bound λij = λ is taken for all faces.
The first-order LLF scheme uses the cell averages uˆi = ui and uˆj = uj in (4). The formula for
H(ui, uj ,nij) can be derived by assuming that the Riemann solution has the structure shown in Fig. 1.
This structure implies that the intermediate state (herein referred to as the bar state) is given by
u¯Lij =
uj + ui
2
− nij · f(uj)− f(ui)
2λij
. (5)
Using the mean value theorem, it is easy to show that [24]
min{ui, uj} ≤ u¯Lij ≤ max{ui, uj}. (6)
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Figure 1: Structure of the Lax-Friedrichs approximate Riemann solution. The left and right states are the cell averages
ui, uj , while the middle state is u¯Lij . The discontinuities separating these states travel at speeds ±λij .
For a high-order LLF flux H(uˆi, uˆj ,nij), the semi-discrete scheme (3) can be written as
|Ki|dui
dt
=
∑
j∈Ni
|Sij |λij(u¯Lij − ui) +
∑
j∈Ni
Fij =
∑
j∈Ni
|Sij |λij(u¯Hij − ui), (7)
where |Sij | is the face area, u¯Lij is the low-order bar states defined by (5) and
u¯Hij = u¯
L
ij +
Fij
|Sij |λij (8)
are high-order (superscript H) bar states depending on the antidiffusive fluxes
Fij =
∫
Sij
[H(ui, uj ,nij)−H(uˆi, uˆj ,nij)] ds. (9)
The last expression in (7) represents the right-hand side of (3) as a sum of jumps across each wave in
the Riemann solution multiplied by the corresponding approximate wave speeds. This representation
is often referred to as the fluctuation form of the finite volume scheme [32].
Let Vi denote the integer set containing the index of cell Ki and all cells that have a common vertex
with Ki. Choose the (local or global) bounds umaxi and u
min
i such that
umaxi ≥ max
j∈Vi
uj , u
min
i ≤ min
j∈Vi
uj . (10)
Then we have ui, uj ∈ [umini , umaxi ]; it follows from (6) that u¯Lij ∈ [umini , umaxi ].
In contrast to the low-order bar states u¯Lij , their high-order counterparts u¯
H
ij are not necessarily in
the range [umini , u
max
i ] of admissible values. Replacing (8) with
u¯∗ij = u¯
L
ij +
F ∗ij
|Sij |λij , (11)
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where F ∗ij is a bound-preserving (BP) approximation to Fij such that
|Sij |λij(umini − u¯Lij) ≤ F ∗ij ≤ |Sij |λij(umaxi − u¯Lij), (12)
the monolithic convex (MC) limiting methodology proposed in [24] ensures that u¯∗ij ∈ [umini , umaxi ]
whenever u¯Lij ∈ [umini , umaxi ]. Introducing the scaling factor
di =
∑
j∈Ni
|Sij |λij , (13)
the flux-corrected semi-discrete scheme can be written as
|Ki|dui
dt
=
∑
j∈Ni
|Sij |λij(u¯∗ij − ui) = di(u¯∗i − ui), (14)
where
u¯∗i =
1
di
∑
j∈Ni
|Sij |λij u¯∗ij (15)
is a convex combination of the values u¯∗ij (with i fixed and j ∈ Ni). Since u¯∗ij ∈ [umini , umaxi ] by (11)
and (12), we have u¯∗i ∈ [umini , umaxi ]. This shows that the semi-discrete scheme is bound preserving.
In Section 3, we show that the BP property of (14) is guaranteed under the milder restriction that
(1 + γ)(umini − ui) ≤ u¯∗i − ui ≤ (1 + γ)(umaxi − ui) (16)
for some γ ≥ 0. Sufficient conditions for the validity of (16) are formulated in the following theorem.
Theorem 1 (Semi-discrete BP property of the GMC limiter). Let F ∗ij be fluxes satisfying
Q−i := di(u
min
i − u¯Li ) + γdi(umini − ui) ≤
∑
j∈Ni
F ∗ij ≤ di(umaxi − u¯Li ) + γdi(umaxi − ui) =: Q+i , (17)
where γ ≥ 0 is a scaling parameter and
u¯Li = ui −
1
di
∑
j∈Ni
|Sij |H(ui, uj ,nij) = 1
di
∑
j∈Ni
|Sij |λij u¯Lij . (18)
Then the intermediate state u¯∗i defined by (15) satisfies (16).
Proof. The BP property of the low-order bar states u¯Lij ∈ [umini , umaxi ] carries over to the convex
combination u¯Li defined by (18). Substituting (11) into (15), we find that
u¯∗i = u¯
L
i +
1
di
∑
j∈Ni
F ∗ij (19)
and invoke estimates (17) which prove the validity of the inequality constraints (16).
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The MC limiter proposed in [24] enforces (17) with γ = 0 by using the limited fluxes
F ∗ij =

min
{
Fij , |Sij |λij min {umaxi − u¯Lij , u¯Lji − uminj }
}
if Fij > 0,
max
{
Fij , |Sij |λij max{umini − u¯Lij , u¯Lji − umaxj }
}
otherwise.
(20)
The derivation of this limiting formula is based on (12). These limiters satisfy umini ≤ u¯∗i ≤ umaxi ,
which is more restrictive than (16) with γ > 0. In this work we favor the milder restriction (16) to
improve accuracy, as we demonstrate in Section 5.1. More traditional flux-corrected transport (FCT)
schemes impose an upper bound Q+i on the sum of positive fluxes and a lower bound Q
−
i on the sum
of negative ones. Adopting this limiting strategy, we constrain the fluxes Fij defined by (9) to satisfy
(17) using the following globalized monolithic convex (GMC) limiting strategy:
1. Calculate the sums of positive and negative antidiffusive fluxes
P+i =
∑
j∈Ni
max{0, Fij}, P−i =
∑
j∈Ni
min{0, Fij}. (21)
2. Use the sums P±i and the bounds Q
±
i defined by (17) to calculate
R+i = min
{
1,
P+i
Q+i
}
, R−i = min
{
1,
P−i
Q−i
}
. (22)
3. Calculate the limited antidiffusive fluxes F ∗ij = αijFij , where
αij =

min{R+i , R−j } if Fij > 0,
1 if Fij = 0,
min{R−i , R+j } if Fij < 0.
(23)
This limiter is based on Zalesak’s FCT algorithm [37] but the bounds Q±i are defined in a way which
makes our approach readily applicable to general time discretizations and steady state problems.
In Section 3, we use FCT and GMC limiting techniques to perform flux correction for high-order
discretizations in space and time. The limiters to be presented are designed to guarantee mass con-
servation and the BP property for cell averages obtained at the final stage of a general Runge-Kutta
method. The option of flux/slope limiting at intermediate stages is discussed in Section 4.
3. Flux limited space and time discretization via Runge-Kutta methods
Let us discretize (7) in time using an explicit Runge-Kutta method. The case of an implicit
time discretization will be considered in a forthcoming publication. To ensure that a fully discrete
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explicit scheme produces cell averages in the range [umini , u
max
i ], we decompose it into a sequence of
flux-corrected forward Euler (FE) steps. The first-order FE-LLF approximation is given by
uFEi = u
n
i −
∆t
|Ki|
∑
j∈Ni
|Sij |HFEij = uni +
∆t
|Ki|
∑
j∈Ni
|Sij |λij(u¯Lij − ui), (24)
where
HFEij =
1
|Sij |
∫
Sij
H(uni , u
n
j ,nij) ds. (25)
This scheme is bound-preserving for time steps satisfying the CFL-like condition [10, 24, 26]
∆t
|Ki|
∑
j∈Ni
|Sij |λij ≤ 1. (26)
A high-order Runge-Kutta time discretization of the semi-discrete problem (7) yields
uRKi = u
n
i −
∆t
|Ki|
∑
j∈Ni
|Sij |HRKij = uFEi +
∆t
|Ki|
∑
j∈Ni
Fij , (27)
where HRKij is a linear combination of the face-averaged high-order LLF fluxes
H
(m)
ij =
1
|Sij |
∫
Sij
H(yˆ
(m)
i , yˆ
(m)
j ,nij) ds, m = 1, . . . ,M (28)
corresponding to high-order reconstructions yˆ(m)i at M ≥ 2 stages (see Section 4) and
Fij = |Sij |(HFEij −HRKij ) (29)
are the antidiffusive fluxes of the final update which requires limiting to ensure that un+1i ∈ [umini , umaxi ].
3.1. Space and time flux limiting for RK methods
Multiplying the fluxes Fij = −Fji by correction factors αij = αji, we consider the nonlinear blend
un+1i = u
n
i +
∆t
|Ki|
∑
j∈Ni
|Sij |
[
αijH
RK
ij + (1− αij)HFEij
]
= uFEi +
∆t
|Ki|
∑
j∈Ni
αijFij (30)
of the RK and FE approximations which correspond to αij ≡ 1 and αij ≡ 0, respectively. The convex
combination of RK and FE fluxes is BP if the definition of αij guarantees that
umini ≤ un+1i ≤ umaxi . (31)
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Zalesak’s FCT method preserves the BP property of the low-order predictor uFEi by using algorithm
(21)–(23) to calculate correction factors αij such that the limited fluxes F ∗ij = αijFij satisfy
Q−,FCTi :=
|Ki|
∆t
(umini − uFEi ) ≤
∑
j∈Ni
F ∗ij ≤
|Ki|
∆t
(umaxi − uFEi ) =: Q+,FCTi . (32)
A potential drawback of the FCT flux limiting strategy is the dependence of R±i and αij on ∆t. See,
for example, [27, 33] for a review of FCT-like fractional-step limiters and the underlying theory.
Using the GMC criterion (17) to define the bounds Q±,GMCi for algorithm (21)–(23), we propose
an alternative definition of αij . The GMC formula provides the BP property (31) under a time step
restriction which depends on the scaling factor γ ≥ 0 and reduces to (26) for γ = 0.
Theorem 2 (Fully discrete BP property of the GMC limiter). Let un+1i be defined by (30), where
uni ∈ [umini , umaxi ] for i = 1, . . . , Nh. Calculate the correction factors αij using algorithm (21)–(23) with
Q±i defined by (17). Then u
n+1
i ∈ [umini , umaxi ] for time steps ∆t satisfying
νi := (1 + γ)
∆t
|Ki|di ≤ 1. (33)
Proof. For ui := uni we have u
FE
i = ui +
∆t
|Ki|di(u¯
L
i − ui), where u¯Li is defined by (18). Substituting this
representation of uFEi into (30), we write u
GMC
i := u
n+1
i in the form
uGMCi = ui +
∆t
|Ki|
di(u¯Li − ui) + ∑
j∈Ni
F ∗ij
 = ui + ∆t|Ki|di(u¯∗i − ui),
where u¯∗i is defined by (19) and satisfies (16). It follows that
ui + (1 + γ)
∆t
|Ki|di(u
min
i − ui) ≤ uGMCi ≤ ui + (1 + γ)
∆t
|Ki|di(u
max
i − ui),
or, equivalently,
(1− νi)ui + νiumini ≤ uGMCi ≤ (1− νi)ui + νiumaxi .
Since νi ∈ (0, 1] under the time step restriction (33) and ui ∈ [umini , umaxi ] by assumption, these
estimates imply the BP property of the flux-corrected approximation un+1i = u
GMC
i .
Remark 1. Update (30) is mass conservative in the sense that
∑Nh
i=1 |Ki|un+1i =
∑Nh
i=1 |Ki|uni because
the correction factors satisfy the symmetry condition αij = αji and the fluxes sum to zero.
Remark 2. Unlike FCT-like predictor-corrector approaches, GMC limiters produce correction factors
αij that do not depend on ∆t. As a result, GMC limiting leads to well-posed nonlinear discrete
problems and does not inhibit convergence to steady-state solutions.
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4. Flux limiting for intermediate RK stages
For a Runge-Kutta method with M stages, the numerical fluxes HRKij of the unconstrained high-
order scheme (27) can be written
HRKij =
M∑
m=1
bmHij(yˆ
(m)), Hij(v) =
1
|Sij |
∫
Sij
H(vi, vj ,nij) ds. (34)
The stage value cell averages y(m)i ≈ ui(tn + cm∆t) that are used to reconstruct the point values yˆ for
calculation of H(m)ij are defined by y
(1)
i = u
n
i and (assuming the RK method is explicit)
y
(m)
i = u
n
i −
∆t
|Ki|
∑
j∈Ni
|Sij |
m−1∑
s=1
amsHij(yˆ
(s)), m = 2, . . . ,M. (35)
Note that the intermediate cell averages y(2)i , . . . , y
(M)
i are generally not BP even for the low-order
LLF scheme, i.e., in the case yˆ(m)i ≡ y(m)i . However, the BP property of the semi-discrete scheme is
preserved at each intermediate stage if each stage can be written as a convex combination of forward
Euler steps (for instance, if the RK method is strong stability preserving).
For the purpose of limiting in time to ensure stagewise bound preservation, it is useful to distinguish
between three classes of RK methods. To facilitate their definition, let
X(µ) = (I + µA)−1,
where A is the matrix of coefficients appearing in the RK stage equations, and let e denote the vector
of length M with all entries equal to unity.
1. Strong stability preserving (SSP) Runge-Kutta methods: for these methods, it is possible to write
each stage y(1)i , . . . , y
(M)
i and the new solution u
n+1 as a convex combination of forward Euler
steps. The resulting full discretization is BP if FCT or GMC limiting is performed in space; no
limiting is required in time. The maximal order of such SSP-RK time integrators is 4 in the
explicit case and 6 in the implicit case [8]. For comparison with the next class of methods, we
note that SSP methods satisfy the entrywise inequalities
AX(µ) ≥ 0 AX(µ)e ≤ e, (36)
as well as
bTX(µ) ≥ 0 bTX(µ)e ≤ 1, (37)
with µ > 0 equal to the SSP coefficient of the method.
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2. Next we consider the larger class of methods that satisfy (36) for some µ > 0 but not necessarily
(37). This includes all SSP methods, but also many other methods. For these methods, bound
preservation can be achieved by limiting the intermediate stages only in space, and then using time
limiting for the new solution update. Whereas explicit SSP methods are subject to a maximum
order of four, explicit methods in this class can be of arbitrarily high order. This can be seen
by noting that this class includes extrapolation methods based on the explicit Euler method (see
e.g. [14, Section II.9]), which can be constructed to have any desired order of accuracy. We make
use of the latter class of methods in our numerical tests in Section 5, and recall details of their
implementation in Algorithm 1 and Table 1.
3. Finally, for a general Runge-Kutta method, the m-th stage can be written as
y
(m)
i = y
n
i −
cm∆t
|Ki|
∑
j∈Ni
|Sij |Hij(yn) + ∆t|Ki|
∑
j∈Ni
|Sij |(cmHij(yn)−HRK,(m)ij )︸ ︷︷ ︸
= F
(m)
ij
, (38)
where
H
RK,(m)
ij =
m−1∑
s=1
amsHij(yˆ
(s)).
The flux correction F (m)ij can be limited as in Section 3 with the GMC bounds Q
±
i scaled by cm.
Stagewise limiting guarantees the BP property of the cell averages y(m)i . If the calculation of
H
RK,(m)
ij requires the BP property of the high-order reconstructions yˆ
(m)
i : Ki → R, it can easily be
enforced using slope limiting to blend a reconstructed polynomial yˆ(m)i and a BP cell average as follows:
• If an intermediate cell average yi is BP w.r.t. [ymini , ymaxi ], then there exists θi ∈ [0, 1] such that
yˆ∗i (xp) := yi + θi(yˆi(xp)− yi) ∈ [ymini , ymaxi ] (39)
at each quadrature point xp ∈ ∂Ki at which the value of yˆ∗i (xp) is required for calculation of Hij .
Adapting the Barth-Jespersen formula [2] to this setting, we define the correction factor
θi = min
p

min
{
1,
ymaxi −yi
yˆi(xp)−yi
}
if yˆi(xp) > ymaxi ,
1 if yˆi(xp) ∈ [ymini , ymaxi ],
min
{
1,
ymini −yi
yˆi(xp)−yi
}
if yˆi(xp) < ymini .
(40)
We remark that IDP slope limiters of this kind were used, e.g., by Zhang and Shu [38, 39] in the
context of positivity-preserving WENO-DG schemes combined with SSP-RK time discretizations.
• If the intermediate cell averages are not BP because the RK method does not satisfy (36) or the
flux limiter for H(m)ij is deactivated, slope limiting can be performed using the BP cell average u
n
i
instead of yi in (39) and (40). The conservation properties of the limited scheme are not affected
by the use of yˆ∗i (xp) := u
n
i + θi(yˆi(xp)− uni ) for calculation of Hij or even by pointwise limiting
of yˆi(xp) at the quadrature points.
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Algorithm 1 Explicit Euler extrapolation (Ex-Euler) for dudt = F (u)
y(1) := un
m := 1
for s = 1→ S do
m := m+ 1
y(m) := un + ∆ts F (u
n)
for k = 2→ s− 1 do
m := m+ 1
y(m) := y(m−1) + ∆ts F (y
(m−1))
end for
end for
M := m
un+1 := un +∆t
∑M
m=1 bmF (y
(m))
Order Weights [b1, . . . , bM ]
2 [0, 1]
3 [0,−2, 3/2, 3/2]
4 [0, 2,−9/2,−9/2, 8/3, 8/3, 8/3]
5 [0,−4/3, 27/4, 27/4,−32/3,−32/3,−32/3, 125/24, 125/24, 125/24, 125/24]
Table 1: Weights for extrapolation methods, to be used in Algorithm 1.
5. Numerical examples
In this section, we present a series of numerical experiments to demonstrate the behavior and
properties of the methods under investigation. We start by investigating the accuracy properties of the
semi-discretization of a nonlinear problem using the GMC space limiters from Section 2. Afterward,
we use different limiting strategies to solve multiple time-dependent problems.
Unless otherwise mentioned, we use a fifth-order WENO [35] spatial discretization. In all the
experiments, we consider a uniform mesh with Nh cells. Given the one dimensional domain Ω, we let
∆x = |Ω|/Nh denote the mesh size. For the time-dependent problems, unless otherwise mentioned, we
use the time step size ∆t = 0.4∆x/(1+γ), where γ ≥ 0 is the parameter in (16). In all the experiments,
we consider global bounds; i.e.,
umini = u
min := min
x
u(x, t = 0),
umaxi = u
max := max
x
u(x, t = 0),
for i = 1, . . . , Nh, and report
δ = min{δ−, δ+}, (41)
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where
δ− = min
t
min
i=1,...,Nh
ui(t)− umin, δ+ = min
t
min
i=1,...,Nh
umax − ui(t).
Note that δ ≥ 0 for any BP numerical solution. If the exact solution is available, we report the L1
error
E1(t
n) = ∆x
Nh∑
i=1
|u˜ni − uexact(xi, tn)|,
and the corresponding Experimental Order of Convergence (EOC). Here u˜i is a fifth-order polynomial
reconstruction, evaluated at the middle of each cell, given by
u˜i =
1
1920
(9ui−2 − 116ui−1 + 2134ui − 116ui+1 + 9ui+2) .
Explicit Runge-Kutta methods
For the time-dependent problems, we consider one explicit Runge-Kutta method from each of the
classes described in the previous section:
• SSP54: a fourth-order strong stability preserving method.
• ExE-RK5: a fifth-order extrapolated Euler Runge-Kutta method.
• RK76: a sixth-order Runge-Kutta method.
See details of these time integration methods in Appendix A.
Limiting strategies
In this work we introduced the global monolithic convex (GMC) limiters. These limiters can be
applied in space, as in Section 2, or in space and time, as in Section 3. The space and time limiters
can be applied at every stage and/or during the RK update.
As discussed above, for SSP methods, bound preservation can be obtained with only limiting in
space. For the extrapolation methods, stagewise bound preservation requires not only limiting in
space for each stage but also limiting in space and time for the computation of un+1. For general RK
methods, we can apply the limiters in space and time during the RK update, as in Section 3, or obtain
a stagewise BP scheme, as in Section 4. We therefore test the following limiting strategies:
• SSP54-GMC: SSP54 with space GMC limiters at each stage.
• ExE-RK5-GMC: ExE-RK5 with space GMC limiters at each stage and space and time limiters
during the RK update.
• RK76-GMC: RK76 with space and time GMC limiters only during the RK update.
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• Sw-RK76-GMC: RK76 with space and time GMC limiters at each stage and during the RK
update. Contrary to RK76-GMC, this scheme is stagewise BP.
For all the numerical experiments, we consider SSP54-GMC and RK76-GMC. The main concern
using the stagewise BP schemes is the preservation of the high-order convergence rates. For this reason,
we consider ExE-RK5-GMC and Sw-RK76-GMC only for the experiments related to convergence to
smooth solutions. The results (not shown here) with the stagewise BP schemes for the rest of the
numerical experiments are qualitatively similar to those delivered by SSP54-GMC and RK76-GMC.
The code to reproduce the numerical experiments in this manuscript is available in https://
github.com/manuel-quezada/BP_Lim_for_RK_Methods.
5.1. Convergence of a semi-discretization based on GMC limiters
In this section, we test the convergence properties of the space GMC limiters from Section 2. To
this end, we consider the one-dimensional conservation law
∂u
∂t
+
∂f(u)
∂x
= 0 in Ω = (0, 1), (42)
where f(u) is the flux function. Consider the i-th cell with center at xi. The time derivative of the
exact cell average is given by
|Ki|dui
dt
= −
∫ xi+∆x/2
xi−∆x/2
∂f(u)
∂x
dx = − [f(u(xi +∆x/2))− f(u(xi −∆x/2))] =: Fi(u). (43)
We now obtain the semi-discretization of (42) via a 5th-order WENO scheme. Doing so, we get
|Ki|du
WENO
i
dt
= − [H(uˆ−i , uˆ+i−1,nii−1) +H(uˆ+i , uˆ−i+1,nii+1)] =: FWENOi (u), (44)
where H(·, ·, ·) is the flux given by (4), uˆ−i and uˆ+i are the WENO reconstructions evaluated at the left
and right faces of cell i, respectively, and similarly for uˆ+i−1 and uˆ
−
i+1. Here nii−1 = −1 and nii+1 = 1.
Let us now apply the GMC limiters from Section 2 to obtain the BP semi-discretization
|Ki|du
GMC
i
dt
= di(u¯
∗
i − ui) =: FGMCi (u), (45)
see the aforementioned section for details.
In the following numerical experiment, we consider u(x) = exp
[−100(x− 0.5)2] and the nonlinear
flux function f(u) = u2/2. For this problem, we use
λi+1/2 = max{uni , uni+1, uˆni (xi+1/2), uˆni+1(xi+1/2)}.
In Table 2, we report the L1-errors
EWENO1 = ∆x
∑
i
|Fi(u)− FWENOi (u)|,
EGMC1 = ∆x
∑
i
|Fi(u)− FGMCi (u)|,
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and the EOC for the WENO and the GMC semi-discretizations. We consider multiple values of the
GMC parameter γ ≥ 0 and achieve the optimal convergence rates for the larger values of γ.
Nh E
WENO
1 rate EGMC1 , γ = 0 rate EGMC1 , γ = 0.5 rate EGMC1 , γ = 1 rate
25 1.35e-03 – 1.35e-03 – 1.35e-03 – 1.35e-03 –
50 6.82e-05 4.30 5.12e-04 1.40 6.82e-05 4.30 6.82e-05 4.30
100 1.04e-06 6.04 6.60e-05 2.95 1.04e-06 6.04 1.04e-06 6.04
200 1.53e-08 6.08 8.30e-06 2.99 1.53e-08 6.08 1.53e-08 6.08
400 2.29e-10 6.06 1.04e-06 3.00 2.29e-10 6.06 2.29e-10 6.06
800 3.48e-12 6.04 1.30e-07 3.00 3.48e-12 6.04 3.48e-12 6.04
1600 5.36e-14 6.02 1.63e-08 3.00 5.36e-14 6.02 5.36e-14 6.02
Table 2: Grid convergence study for the semi-discretization based on WENO and GMC limiters with different values of
γ ≥ 0. We consider a nonlinear flux function, given by f(u) = u2/2.
5.2. Linear advection
We begin the numerical study of time-dependent problems with the one-dimensional linear advec-
tion equation
∂u
∂t
+ a
∂u
∂x
= 0 in Ω = (0, 1), (46)
with constant velocity a = 1. The initial condition is given by the smooth function
u0(x) = exp[−100(x− 0.5)2]. (47)
In this case, we use λi+1/2 = 1, ∀i. We solve the problem up to the final time t = 1. The results of
a grid convergence study are shown in Table 3 using SSP54-GMC, ExE-RK5-GMC, RK76-GMC and
Sw-RK76-GMC. For each method, we first verify that the baseline method (without limiting) delivers
the expected convergence rates. Not applying the limiters leads to violations of the bounds, which
is evident by the presence of δ < 0. For this particular problem, the only method that delivers the
full accuracy with γ = 0 is RK76-GMC, which applies the limiters only once per time step. Although
RK76-GMC is the least dissipative of the schemes, it does not deliver optimal convergence rates with
γ = 0 in general, as we demonstrate in the next section. With all BP schemes, we recover the full
accuracy when γ = 1.
Let us now consider the initial data given by [12]
u(x, 0) =

e−300(2x−0.3)2 if |2x− 0.3| ≤ 0.25,
1 if |2x− 0.9| ≤ 0.2,√
1− (2x−1.60.2 )2 if |2x− 1.6| ≤ 0.2,
0 otherwise.
(48)
We solve this problem up to t = 1 and t = 100. For this problem, we consider only the SSP54-GMC
and RK76-GMC (with γ = 1) methods; see the results in Fig. 2. Not applying the limiters leads to
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SSP54 with no lim. SSP54-GMC, γ = 0 SSP54-GMC, γ = 1
Nh E1 rate δ E1 rate δ E1 rate δ
25 2.43e-02 – -2.00e-05 2.43e-02 – 1.28e-10 2.43e-02 – 7.58e-11
50 2.30e-03 3.40 -3.26e-08 2.41e-03 3.34 2.03e-11 2.29e-03 3.40 4.95e-12
100 1.22e-04 4.24 -6.45e-11 1.37e-04 4.13 5.64e-12 1.22e-04 4.23 1.07e-12
200 4.22e-06 4.85 1.65e-11 1.35e-05 3.34 1.65e-11 4.22e-06 4.85 1.65e-11
400 1.35e-07 4.97 1.51e-11 1.89e-06 2.84 1.51e-11 1.35e-07 4.97 1.51e-11
800 4.24e-09 4.99 1.45e-11 2.89e-07 2.71 1.45e-11 4.24e-09 4.99 1.45e-11
1600 2.17e-10 4.29 1.42e-11 4.48e-08 2.69 1.42e-11 2.15e-10 4.30 1.42e-11
(a) SSP54 and SSP54-GMC
ExE-RK5 with no lim. ExE-RK5-GMC, γ = 0 ExE-RK5-GMC, γ = 1
Nh E1 rate δ E1 rate δ E1 rate δ
25 2.43e-02 – -2.00e-05 2.43e-02 – 1.23e-10 2.43e-02 – 1.51e-11
50 2.29e-03 3.40 -3.26e-08 2.37e-03 3.35 1.95e-11 2.29e-03 3.40 4.91e-12
100 1.22e-04 4.23 -6.47e-11 1.33e-04 4.16 5.51e-12 1.22e-04 4.23 6.82e-13
200 4.22e-06 4.85 1.65e-11 1.05e-05 3.66 1.65e-11 4.22e-06 4.85 1.65e-11
400 1.35e-07 4.97 1.51e-11 1.50e-06 2.80 1.51e-11 1.35e-07 4.97 1.51e-11
800 4.23e-09 4.99 1.45e-11 2.41e-07 2.64 1.45e-11 4.24e-09 4.99 1.45e-11
1600 1.33e-10 5.00 1.42e-11 3.83e-08 2.66 1.42e-11 1.33e-10 5.00 1.42e-11
(b) ExE-RK5 and ExE-RK5-GMC
RK76 with no lim. RK76-GMC, γ = 0 RK76-GMC, γ = 1
Nh E1 rate δ E1 rate δ E1 rate δ
25 2.43e-02 – -2.00e-05 2.43e-02 – 3.37e-11 2.43e-02 – 6.73e-12
50 2.29e-03 3.40 -3.26e-08 2.29e-03 3.40 4.73e-12 2.29e-03 3.40 4.04e-13
100 1.22e-04 4.23 -6.48e-11 1.22e-04 4.23 7.03e-13 1.22e-04 4.23 1.00e-13
200 4.22e-06 4.85 1.65e-11 4.22e-06 4.85 1.65e-11 4.22e-06 4.85 1.65e-11
400 1.35e-07 4.97 1.51e-11 1.35e-07 4.97 1.51e-11 1.35e-07 4.97 1.51e-11
800 4.23e-09 4.99 1.45e-11 4.23e-09 4.99 1.45e-11 4.24e-09 4.99 1.45e-11
1600 1.32e-10 5.00 1.42e-11 1.32e-10 5.00 1.42e-11 1.33e-10 5.00 1.42e-11
(c) RK76 and RK76-GMC
Sw-RK76-GMC, γ = 0 Sw-RK76-GMC, γ = 1
Nh E1 rate δ E1 rate δ
25 2.43e-02 – 3.37e-11 2.43e-02 – 6.73e-12
50 2.30e-03 3.40 4.79e-12 2.29e-03 3.40 4.28e-13
100 1.22e-04 4.24 6.25e-13 1.22e-04 4.23 1.24e-13
200 5.40e-06 4.50 1.65e-11 4.22e-06 4.85 1.65e-11
400 5.86e-07 3.20 1.51e-11 1.35e-07 4.97 1.51e-11
800 8.37e-08 2.81 1.45e-11 4.24e-09 4.99 1.45e-11
1600 1.29e-08 2.70 1.42e-11 1.33e-10 5.00 1.42e-11
(d) Sw-RK76-GMC
Table 3: Grid convergence study for the linear advection problem (46) with smooth initial data (47).
visible violations of the bounds. Both BP schemes guarantee the solution is within bounds without
affecting the accuracy elsewhere.
15
SSP54: δ = −4.97× 10−6
SSP54-GMC: δ = −1.11× 10−15
(a) SSP54 and SSP54-GMC at t = 1
SSP54: δ = −1.32× 10−2
SSP54-GMC: δ = −4.44× 10−16
(b) SSP54 and SSP54-GMC at t = 100
RK76: δ = −4.97× 10−6
RK76-GMC: δ = −1.11× 10−15
(c) RK76 and RK76-GMC at t = 1
RK76: δ = −1.32× 10−2
RK76-GMC: δ = −1.11× 10−15
(d) RK76 and RK76-GMC at t = 100
Figure 2: Linear advection problem (46) with non-smooth initial data (48). We consider SSP54-GMC and RK76-GMC
and their non-BP counterparts. The numerical solution without and with the limiters are shown in solid blue and dashed
red, respectively. The exact solution is shown in dashed gray. In all the simulations we consider Nh = 200 degrees of
freedom.
5.3. Burgers equation
To study the numerical behavior of the methods under investigation in the context of nonlinear
hyperbolic problems, we consider the one-dimensional inviscid Burgers equation
∂u
∂t
+
∂
∂x
(
u2
2
)
= 0 in Ω = (0, 2pi). (49)
Following Kurganov and Tadmor [23], we use the smooth initial condition
u(x, 0) = 0.5 + sinx. (50)
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For this problem, we use
λi+1/2 = max{uni , uni+1, uˆni (xi+1/2), uˆni+1(xi+1/2)}.
The entropy solution of this initial value problem develops a shock at the critical time Tc = 1. For
t < Tc, the smooth exact solution is defined by the nonlinear equation u(x, t) = 0.5 + sin(x− u(x, t)t),
which can be derived using the method of characteristics.
The results of a grid convergence study for SSP54-GMC, ExE-RK5-GMC, RK76-GMC and Sw-
RK76-GMC are summarized in Table 4. As a reference, we also present the results for all the schemes
without the limiters. The errors and convergence rates correspond to the pre-shock time T = 0.5.
None of the BP schemes delivers the expected full accuracy when γ = 0. If γ = 1, we obtain the
full accuracy with SSP54-GMC, RK76-GMC and Sw-RK76-GMC. The optimal convergence rates with
ExE-RK5-GMC can be recovered for larger values of γ (e.g., with γ = 2). To study the ability of the
schemes to capture the shock that forms at t = Tc, we ran simulations up to the post-shock time T = 2.
The results are presented in Fig. 3. For this problem we consider only SSP54-GMC and RK76-GMC
and, as a reference, the non-limited version of the methods.
SSP54: δ = 1.64× 10−4
SSP54-GMC: δ = 1.64× 10−4
(a) SSP54 and SSP54-GMC
RK76: δ = 1.64× 10−4
RK76-GMC: δ = 1.64× 10−4
(b) RK76 and RK76-GMC
Figure 3: Nonlinear Burgers problem (49) with smooth initial data (50). We show the numerical solution and the exact
solution at t = 2 in red dots and dashed gray lines, respectively. In all the simulations we consider Nh = 100 degrees of
freedom.
5.4. One-dimensional KPP problem
In the last test, we follow [22] and solve the hyperbolic conservation law
∂u
∂t
+
∂f(u)
∂x
= 0 in Ω = (0, 1), (51a)
with the nonconvex flux function
f(u) =
{
1
4u(1− u), if u < 12 ,
1
2u(u− 1) + 316 , if 12 ≤ u.
(51b)
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SSP54 with no lim. SSP54-GMC, γ = 0 SSP54-GMC, γ = 1
Nh E1 rate δ E1 rate δ E1 rate δ
25 2.01e-03 – 2.72e-03 5.90e-03 0.00e+00 3.17e-03 2.08e-03 0.00e+00 2.70e-03
50 1.12e-04 4.16 6.62e-04 7.51e-04 2.97e+00 9.67e-04 1.16e-04 4.17e+00 6.62e-04
100 4.70e-06 4.58 1.84e-04 1.13e-04 2.73e+00 2.75e-04 4.81e-06 4.59e+00 1.64e-04
200 2.12e-07 4.47 4.60e-05 1.62e-05 2.80e+00 6.89e-05 2.16e-07 4.48e+00 4.11e-05
400 1.05e-08 4.34 1.15e-05 2.40e-06 2.76e+00 1.72e-05 1.07e-08 4.34e+00 1.03e-05
800 6.29e-10 4.06 2.58e-06 3.68e-07 2.70e+00 4.31e-06 6.16e-10 4.11e+00 2.57e-06
(a) SSP54 and SSP54-GMC
ExE-RK5 with no lim. ExE-RK5-GMC, γ = 0 ExE-RK5-GMC, γ = 1 ExE-RK5-GMC, γ = 2
Nh E1 rate δ E1 rate δ E1 rate δ E1 rate δ
25 2.04e-03 – 2.72e-03 6.66e-03 – 6.76e-04 2.08e-03 – 2.70e-03 2.10e-03 – 2.65e-03
50 1.14e-04 4.16 6.62e-04 5.69e-04 3.55 9.68e-04 1.14e-04 4.20 6.62e-04 1.16e-04 4.17 6.59e-04
100 4.79e-06 4.57 1.84e-04 1.22e-04 2.22 6.73e-05 4.26e-06 4.74 1.64e-04 4.82e-06 4.59 1.67e-04
200 2.16e-07 4.47 4.60e-05 1.81e-05 2.75 1.51e-05 3.42e-07 3.64 4.01e-05 2.16e-07 4.48 4.17e-05
400 1.06e-08 4.34 1.15e-05 2.57e-06 2.82 3.67e-06 3.47e-08 3.30 1.00e-05 1.06e-08 4.35 1.04e-05
800 5.62e-10 4.24 2.58e-06 3.63e-07 2.83 9.11e-07 5.33e-09 2.70 2.43e-06 5.62e-10 4.24 2.58e-06
(b) ExE-RK5 and ExE-RK5-GMC
RK76 with no lim. RK76-GMC, γ = 0 RK76-GMC, γ = 1
Nh E1 rate δ E1 rate δ E1 rate δ
25 2.04e-03 – 2.72e-03 2.63e-03 – 2.77e-03 2.08e-03 – 2.70e-03
50 1.14e-04 4.16 6.62e-04 2.05e-04 3.68 6.69e-04 1.16e-04 4.17 6.62e-04
100 4.79e-06 4.57 1.84e-04 1.95e-05 3.40 1.84e-04 4.82e-06 4.59 1.64e-04
200 2.16e-07 4.47 4.60e-05 2.48e-06 2.98 4.60e-05 2.16e-07 4.48 4.11e-05
400 1.06e-08 4.34 1.15e-05 3.66e-07 2.76 1.15e-05 1.06e-08 4.35 1.03e-05
800 5.62e-10 4.24 2.58e-06 5.61e-08 2.71 2.58e-06 5.62e-10 4.24 2.57e-06
(c) RK76 and RK76-GMC
Sw-RK76-GMC, γ = 0 Sw-RK76-GMC, γ = 1
Nh E1 rate δ E1 rate δ
25 2.64e-03 – 2.68e-03 2.08e-03 – 2.70e-03
50 2.39e-04 3.47 6.43e-04 1.16e-04 4.17 6.62e-04
100 2.58e-05 3.21 1.75e-04 4.82e-06 4.59 1.64e-04
200 3.81e-06 2.76 4.37e-05 2.16e-07 4.48 4.11e-05
400 5.91e-07 2.69 1.09e-05 1.06e-08 4.35 1.03e-05
800 8.91e-08 2.73 2.73e-06 5.62e-10 4.24 2.57e-06
(d) Sw-RK76-GMC
Table 4: Nonlinear Burgers problem (49) with smooth initial data (50).
For the initial condition, we use [6]
u(x, 0) =
{
0, if x ∈ [0, 0.35],
1, if x ∈ (0.35, 1]. (52)
We use λi+1/2 = 1, ∀i. As remarked in [22], many second- and higher-order schemes produce solutions
that do not converge to the entropy solution. Let us consider a fifth-order method based on the
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polynomial reconstructions
uˆ−i+1/2 =
1
60
(−3ui−2 + 27ui−1 + 47ui − 13ui+1 + 2ui+2), (53a)
uˆ+i+1/2 =
1
60
(2ui−2 − 13ui−1 + 47ui + 27ui+1 − 3ui+2), (53b)
at the interface Si+1/2. For this problem, we use the 6-th order RK76 method. The numerical solution
for different refinement levels is shown in Figure 4a. Additionally, we perform a convergence study
and summarize the results in Table 5a. Clearly, this numerical method fails to converge to the entropy
solution. Applying any of the limiters presented in this work does not fix this problem. However, using
the WENO spatial discretization with the RK76 time discretization leads to the entropy solution, see
Figure 4b and Table 5b. To remove the small over and undershoots generated by WENO with RK76,
we apply the GMC limiters. In particular, we consider SSP54-GMC and RK76-GMC and show the
solutions in figures 4c and 4d, respectively. The results of the corresponding convergence tests are
summarized in Tables 5c and 5d, respectively.
Nh E1 rate δ
100 2.22e-02 – -1.33e-01
200 2.04e-02 0.118 -1.34e-01
400 1.48e-02 0.463 -1.34e-01
800 1.44e-02 0.041 -1.34e-01
1600 1.40e-02 0.040 -1.34e-01
(a) RK76 with 5th-order poly. recon-
struction (53)
Nh E1 rate δ
100 2.84e-02 – -3.57e-09
200 1.28e-02 1.15 -4.30e-09
400 7.29e-03 8.10 -3.62e-09
800 3.80e-03 9.38 -4.89e-09
1600 1.98e-03 9.42 -5.34e-09
(b) RK76 with WENO
Nh E1 rate δ
100 2.84e-02 – -1.11e-15
200 1.28e-02 1.15 -1.09e-14
400 7.29e-03 0.81 -1.13e-14
800 3.80e-03 0.93 -5.62e-14
1600 1.98e-03 0.94 -5.80e-14
(c) SSP54-GMC
Nh E1 rate δ
100 2.84e-02 – -1.11e-15
200 1.28e-02 1.15 -1.18e-14
400 7.29e-03 0.81 -1.07e-14
800 3.80e-03 0.93 -5.31e-14
1600 1.98e-03 0.94 -5.31e-14
(d) RK76-GMC
Table 5: Grid convergence study for the nonlinear problem (51) with non-smooth data (52).
6. Conclusions
The presented flux limiting approaches are applicable to a wide range of space discretizations
combined with high-order (explicit or implicit) Runge-Kutta time discretizations. As a promising
alternative to FCT, we introduced GMC limiters for application to the numerical fluxes of finite
volume schemes. As shown in [25, 28, 29], monolithic convex limiting in space makes it possible to
enforce semi-discrete entropy stability conditions in addition to maximum principles. Moreover, the
GMC limiting strategy is well-suited to implicit time discretizations and steady state problems which
we will study in detail in a forthcoming publication.
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(a) RK76 with 5th-order poly. reconstruction (53) (b) RK76 with WENO spatial discretization
(c) SSP54-GMC (d) RK76-GMC
Figure 4: Nonlinear problem (51) with non-smooth initial data (52). For each method, we show the numerical solution
for multiple refinement levels and the exact solution (in dashed gray) at t = 1.
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Appendix A. High-order non-limited RK methods
In this appendix, we provide details of the three high-order explicit baseline RK methods that we
use in Section 5 to solve
dui
dt
= Fi(uˆ) := −
∑
j∈Ni
|Sij |Hij(uˆ). (A.1)
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Appendix A.1. Fourth-order strong stability preserving RK (SSP54) method
The strong stability preserving RK method that we consider in this work is the 4th-order method
proposed in [21] and [36]. Its intermediate stages are as follows:
y(1) = un + 0.391752226571890∆tF (un),
y(2) = 0.444370493651235un + 0.555629506348765y(1) + 0.368410593050371∆tF (y(1)),
y(3) = 0.620101851488403un + 0.379898148511597y(2) + 0.251891774271694∆tF (y(2)),
y(4) = 0.178079954393132un + 0.821920045606868y(3) + 0.544974750228521∆tF (y(3)),
y(5) = 0.517231671970585y(2) + 0.096059710526147y(3) + 0.063692468666290∆tF (y(3))
+ 0.386708617503269y(4) + 0.226007483236906∆tF (y(4)).
Note that each stage is a convex combination of Euler steps. Therefore, if F (·) is a BP spatial
discretization and un is BP, then each stage is BP under appropriate time step restrictions. The RK
update is given by un+1 = y(5). Hence, if the stages are BP, un+1 is BP and no extra limiting is needed.
Appendix A.2. Fifth-order extrapolated Euler RK (ExE-RK5) method
The Butcher tableau of the 5th-order extrapolated Euler RK method is given by
0 0
1/2 1/2 0
1/3 1/3 0 0
2/3 1/3 0 1/3 0
1/4 1/4 0 0 0 0
1/2 1/4 0 0 0 1/4 0
3/4 1/4 0 0 0 1/4 1/4 0
1/5 1/5 0 0 0 0 0 0 0
2/5 1/5 0 0 0 0 0 0 1/5 0
3/5 1/5 0 0 0 0 0 0 1/5 1/5 0
4/5 1/5 0 0 0 0 0 0 1/5 1/5 1/5 0
0 -4/3 27/4 27/4 -32/3 -32/3 -32/3 125/24 125/24 125/24 125/24.
(A.2)
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The intermediate stages (written in Shu-Osher and Butcher form) are as follows:
y(1) = un ≈u(tn),
y(2) = y(1) +
1
2
∆tF (y(1)) ≈u(tn +∆t/2),
y(3) = y(1) +
1
3
∆tF (y(1)) ≈u(tn +∆t/3),
y(4) = y(3) +
1
3
∆tF (y(3)) = y(1) +
∆t
3
[F (y(1)) + F (y(3))] ≈u(tn + 2∆t/3),
y(5) = y(1) +
1
4
∆tF (y(1)) ≈u(tn +∆t/4),
y(6) = y(5) +
1
4
∆tF (y(5)) = y(1) +
∆t
4
[F (y(1)) + F (y(5))] ≈u(tn +∆t/2),
y(7) = y(6) +
1
4
∆tF (y(6)) = y(1) +
∆t
4
[F (y(1)) + F (y(5)) + F (y(6))] ≈u(tn + 3∆t/4),
y(8) = y(1) +
1
5
∆tF (y(1)) ≈u(tn +∆t/5),
y(9) = y(8) +
1
5
∆tF (y(8)) = y(1) +
∆t
5
[F (y(1)) + F (y(8))] ≈u(tn + 2∆t/5),
y(10) = y(9) +
1
5
∆tF (y(9)) = y(1) +
∆t
5
[F (y(1)) + F (y(8)) + F (y(9))] ≈u(tn + 3∆t/5),
y(11) = y(10) +
1
5
∆tF (y(10)) = y(1) +
∆t
5
[F (y(1)) + F (y(8)) + F (y(9)) + F (y(10))] ≈u(tn + 4∆t/5).
Note that if F (·) is a BP spatial discretization and un is BP, then each stage of this ExE-RK
method is BP under appropriate time step restrictions. The approximations y(1), y(2), y(3), y(5) and
y(8) are BP because they correspond to forward Euler updates of un. The remaining stages are BP
since y(m) is a forward Euler update of a BP approximation y(r) for some r ∈ {1, . . . ,m− 1}.
The Aitken-Neville interpolation yields the temporally 5th-order approximation
uRK =
1
24
[
y(1) +∆tF (y(1))
]
− 8
3
[
y(2) +
1
2
∆tF (y(2))
]
+
81
4
[
y(4) +
1
3
∆tF (y(4))
]
− 128
3
[
y(7) +
1
4
∆tF (y(7))
]
+
625
24
[
y(11) +
1
5
∆tF (y(11))
]
.
Note that this Euler extrapolation method combines S = 5 first-order approximations of un+1. Since
this combination is not convex, uRK is not necessarily BP even if y(1), . . . , y(11) are BP. To enforce the
BP property, we perform flux limiting using the Butcher form representation
uRK = un +∆t
[
− 4
3
F (y(2)) +
27
4
F (y(3)) +
27
4
F (y(4))− 32
3
F (y(5))− 32
3
F (y(6))− 32
3
F (y(7))
+
125
24
F (y(8)) +
125
24
F (y(9)) +
125
24
F (y(10) +
125
24
F (y(11))
]
(A.3)
of the final solution and limiters designed in Section 3 for such updates.
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Appendix A.3. Sixth-order RK (RK76) method
This high-order Runge-Kutta method, proposed in [4], consists of seven stages and has the following
Butcher tableau:
0 0
1/3 1/3 0
2/3 0 2/3 0
1/3 1/12 1/3 -1/12 0
1/2 -1/16 9/8 -3/16 -3/8 0
1/2 0 9/8 -3/8 -3/4 1/2 0
1 9/44 -9/11 63/44 18/11 0 -16/11 0
11/120 0 27/40 27/40 -4/15 -4/15 11/120.
(A.4)
The intermediate stages of this method are not Euler steps. Therefore, if we require them to be BP we
must apply the space and time limiters from Section 3 at each stage. To guarantee that the solution
is BP, we must apply the same type of limiters during the RK update.
Appendix B. Flux-limited methods in 1D
In this appendix, we provide details of flux-corrected RK methods for one-dimensional hyperbolic
conservation laws of the form ∂u∂t +
∂f(u)
∂x = 0. Although the underlying low-order and high-order
approximations are of little interest per se, we present their one-dimensional formulations as well. We
assume the mesh is uniform and, therefore, the mesh size |Ki| = ∆x is constant.
Appendix B.1. The low-order method
In one space dimension, the common interface Sij of control volumes with indices i and j = i + 1
is the point xi+1/2 = 12(xi + xi+1). The 1D version of the FE-LLF approximation (24) is given by
uFEi = u
n
i −
∆t
∆x
[HFEi+1/2 −HFEi−1/2], (B.1)
where
HFEi+1/2 =
1
2
[f(uni ) + f(u
n
i+1)]−
1
2
λi+1/2(u
n
i+1 − uni )
is the first-order numerical flux and λi+1/2 is an upper bound for the wave speed of the Riemann
problem associated with the states uni and u
n
i+1. Using the low-order bar states (5)
u¯Li+1/2 =
uni + u
n
i+1
2
− f(u
n
i+1)− f(uni )
2λi+1/2
,
u¯Li−1/2 =
uni + u
n
i−1
2
+
f(uni−1)− f(uni )
2λi−1/2
,
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we rewrite (B.1) as follows:
uFEi = u
n
i +
∆t
∆x
[λi+1/2(u¯
L
i+1/2 − uni ) + λi−1/2(u¯Li−1/2 − uni )].
This representation proves that the method is bound-preserving (BP) with respect to the local bounds
umaxi = max{uni−1, uni , uni+1} and umini = min{uni−1, uni , uni+1}, provided
∆t ≤ ∆x
λi+1/2 + λi−1/2
. (B.2)
However, the method is only first-order accurate in space and time.
Appendix B.2. The baseline high-order method
As remarked in the introduction, the presented flux limiters can be applied to different high-
order discretizations in space and time. In the numerical experiments of Section 5, we used a fifth-
order WENO spatial discretization combined with explicit high-order Runge-Kutta methods. The
corresponding sequence of solution updates is defined by the Butcher tableau
0
c2 a21
c3 a31 a32
...
...
. . .
cM aM1 aM2 . . . aMM−1
b1 b2 . . . bMM−1 bM .
(B.3)
The unlimited form of an explicit Runge-Kutta method (with a WENO discretization) is given by
uRKi = u
n
i −
∆t
∆x
[HRKi+1/2 −HRKi−1/2], HRKi+1/2 =
M∑
m=1
bmH
(m)
i+1/2, (B.4)
whereM is the number of stages of the RK method, bm are the Butcher weights of the final RK update
and H(m)i+1/2 = H
(
yˆ
(m)
i , yˆ
(m)
i+1
)
is the high-order WENO flux across the interface xi+1/2 evaluated at
the m-th stage of the RK method. Here yˆ(m)i and yˆ
(m)
i+1 are the WENO reconstructions from cells i
and i + 1, respectively, evaluated at xi+1/2. These WENO reconstructions are obtained from the cell
averages y(m)i of the m-th stage approximation, which are calculated as follows:
y
(m)
i = u
n
i −
∆t
∆x
m−1∑
s=1
ams
(
H
(s)
i+1/2 −H
(s)
i−1/2
)
, (B.5)
where ams, s = 1, . . . ,m− 1 are the coefficients of the m-th row in the Butcher tableau (B.3). Method
(B.4) is high-order in space and time. In particular, we combine a fifth-order WENO spatial discretiza-
tion with the three explicit RK methods in Appendix A. The use of WENO numerical fluxes produces
a solution which is typically (almost) non-oscillatory. However, this solution is not BP in general.
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Appendix B.3. Space GMC limiters in 1D
In this appendix we present the GMC space limiters from Section 2 applied to a 1D high-order semi-
discretization. These space limiters are used in Section 5 for each intermediate stage of the methods
SSP54-GMC and ExE-RK5-GMC.
The high-order semi-discretization is given by
∆x
dui
dt
= −
(
Hni+1/2 −Hni−1/2
)
, (B.6)
where Hni+1/2 = H(uˆ
n
i , uˆ
n
i+1) is the high-order WENO flux across the interface xi+1/2. Here uˆ
n
i and
uˆni+1 are WENO reconstructions from cells i and i + 1, respectively, evaluated at xi+1/2. Using the
low-order fluxes from Appendix B.1, we rewrite (B.6) as follows:
∆x
dui
dt
= −
(
HFEi+1/2 −HFEi−1/2
)
+ Fi+1/2 − Fi−1/2 (B.7)
where Fi+1/2 is the flux correction at the interfaces xi+1/2, and similarly for Fi−1/2. The GMC limiters
constrain the flux correction Fi+1/2 via αi+1/2Fi+1/2, where the correction factors αi+1/2 are calculated
as follows:
P+i = max{0, Fi+1/2}+ max{0,−Fi−1/2}, P−i = min{0, Fi+1/2}+ min{0,−Fi−1/2}, (B.8a)
R±i =
1 if P
±
i = 0,
min
{
1,
Q±i
P±i
}
if |P±i | > 0,
αi+1/2 =
{
min{R+i , R−i+1} if Fi+1/2 > 0,
min{R−i , R+i+1} if Fi+1/2 ≤ 0.
(B.8b)
The GMC bounds are defined by
Q+i = di(u
max
i − u¯Li ) + γ(umaxi − uni ), Q−i = di(umini − u¯Li ) + γdi(umini − uni ), (B.8c)
where γ ≥ 0 is a user defined parameter and
di = λi+1/2 + λi−1/2, u¯Li =
1
di
(λi+1/2u¯
L
i+1/2 + λi−1/2u¯
L
i−1/2).
Appendix B.4. Space and time GMC limiting in 1D
In this appendix we present the GMC space and time limiters from Section 3 applied to the 1D
high-order discretization (B.4). This type of space and time limiters are used in Section 5 with ExE-
RK5-GMC (during the RK update), RK76-GMC (during the RK update) and Sw-RK76-GMC (during
the stages and the RK update).
We first need to rewrite the high-order solution (B.4) as follows:
uRKi = u
n
i −
∆t
∆x
(
HRKi+1/2 −HRKi−1/2
)
= uni −
∆t
∆x
(
HFEi+1/2 −HFEi−1/2
)
+
∆t
∆x
(
FRKi+1/2 − FRKi+1/2
)
,
where FRKi+1/2 = H
FE
i+1/2 − HRKi+1/2 is the flux correction. The GMC limiters constrain FRKi+1/2 via
αi+1/2F
RK
i+1/2 where αi+1/2 is given by (B.8) with F
RK
i+1/2 instead of Fi+1/2.
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Remark 3 (Using FCT limiters instead). The FCT version of the space and time limiters uses
(B.1) to define the bounds Q±i as follows:
Q+i =
∆x
∆t
(umaxi − uFEi ), Q−i =
∆x
∆t
(umini − uFEi ).
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