Pulsar search with timing observation is very computationally expensive and data volume will be enormous with the next generation telescopes such as SKA. We develop artificial neural networks (ANNs), one of machine learning methods, for efficient selection of pulsar candidates from radio continuum surveys, which are much cheaper than timing observation. With observed quantities such as radio fluxes, sky position and compactness as inputs, our ANNs output the probability that the object is a pulsar. We demonstrate ANNs based on existing survey data by TIFR GMRT Sky Survey and NRAO VLA Sky Survey and test their performance. The ANNs work quite well and the false positive rate is 0.16% at best. Finally, we apply the ANN to unidentified radio sources and obtain 32,583 pulsar candidates. More information such as polarization will narrow the candidates down further.
INTRODUCTION
Pulsars are rapidly-rotating neutron stars with ultrastrong magnetic fields that emit weak radio beams from their magnetic poles which can be seen as pulses with extremely stable periods. They are used as tools in a wide range of physical experiments: lowfrequency gravitational wave detection by regular monitoring of time-of-arrival of pulses known as pulsar timing array (Foster & Backer 1990; Manchester et al. 2012; Jenet et al. 2009; Kramer & Champion 2013) , test of gravitational theory (Kramer et al. 2006; Berti et al. 2015) , nuclear physics inside neutron stars (Lattimer & Prakash 2004) , studies of the galactic interstellar medium (ISM) and magnetic fields (Han et al. 2004; Schnizeler 2012) , etc. Since the discovery of the pulsar in 1968 (Hewish et al. 1968) , many pulsar surveys have been performed for a half century (Manchester et al. 2001; Cordes et al. 2006 ) and currently about 2,500 pulsars were found.
However, pulsar searching with timing measurements is computationally expensive since we need to resolve narrow pulses with high time resolution. In the future, an exceedingly large number of pulsars are expected to be discovered with the Square Kilometre Array (SKA) (Keane et al. ⋆ E-mail: 178d9005@st.kumamoto-u.ac.jp 2015) , and accordingly data volume will be enormous. Therefore, selection of pulsar candidates from radio continuum survey, which is much cheaper and commensal with other sciences, will be useful to reduce the number of objects to perform timing measurements. Recently, pulsar candidate selection with the spectral index and compactness Maan et al. 2018) and with the variance images (Dai et al. 2016 ) has been studied, and Frail et al. (2018) has found five new pulsars from Fermi Large Area Telescope unassociated sources.
In this work, we apply artificial neural networks (ANNs) to selection of pulsar candidates from radio continuum survey data. ANN is one of the machine learning methods, which is inspired by human brain structure. Recently, machine learning including ANNs has been studied and applied in the field of astronomy. Some representative examples include morphological classification of galaxies (Storrie-Lombardi et al. 1992; Naim et al. 1995; Folkes, Lahav & Maddox 1996; Banerji et al. 2010) , detection and parameter estimation of gravitational waves with the multiple interferometers (George & Huerta 2018) , improvement in the the accuracy of estimates of photometric redshifts with spectroscopic and photometric data of galaxies (Collister & Lahav 2004; Vanzella et al. 2004; Samui & Samui Pal 2017) , and extraction of astrophysical parameters from the power spectrum of 21cm-line from the epoch of reionization (Shimabukuro & Semelin 2017) .
We construct ANNs which output the probability that an observed object is a pulsar from several quantities obtained from radio continuum surveys such as flux, spectral index, sky position and compactness. The ANNs are trained with known pulsars and non-pulsar objects and thus this approach is categorized as supervised machine learning. Specifically, we construct our ANNs using data from the TIFR GMRT Sky Survey (TGSS; Intema et al. (2017) ) and NRAO VLA Sky Survey (NVSS; Condon et al. (1998) ) and demonstrate how precisely our ANNs select pulsar candidates.
There are several previous works on selection of pulsar candidates with the ANN approach (Eatough et al. 2010; Morello et al. 2014; Guo et al. 2017) . These works utilize quantities from timing measurements, such as the pulse profile, signal-to-noise ratio (SNR), width, and chi-square of fit to the theoretical dispersion measure-SNR curve, and ANNs are supposed to judge if the signal is from a pulsar or terrestrial radio frequency interference. On the other hand, our ANNs is to pick up pulsar candidates from the continuum surveys without timing measurements. Timing measurements are necessary for these candidates to be identified as pulsars or not. Therefore, our application is in a different phase of pulsar searching from the previous works.
The outline of this paper is as follows. In section 2, we introduce the source catalogs used for our ANNs or as unidentified pulsar candidates. In section 3, we represent the architecture and training method of ANNs, and in section 4, describe features used as inputs of ANNs and how to apply ANNs to selection of pulsar candidates. In section 5, we test performance of trained networks, try to interpret their interiors and apply them to the unidentified objects. We give a summary and discussion in section 6.
RADIO SOURCE CATALOG
In this paper, we construct ANNs using a radio source catalog developed by Gasperin et al. (2018) . The catalog consists of radio sources cross-matched between TGSS and NVSS described below.
TGSS ADR1 -The TIFR GMRT Sky Survey (Intema et al. 2017 ) is a radio continuum survey at 147 MHz carried out with the Giant Metrewave Radio Telescope (GMRT). This survey covers the north sky of δ = −53 • visible from the GMRT (90 per cent of the celestial sphere). The resolution of this survey is 25 ′′ and the median rms noise is 3.5 mJy beam −1 . The overall astrometric accuracy is better than 2 ′′ in RA and Dec, while the flux density accuracy is estimated to be ∼ 10 per cent for most of the survey area. The higher resolution of GMRT, combined with the data reduction strategy that down-weights the short baselines, reduced both the sensitivity of TGSS to extended emission as well as the presence of artefacts along the galactic plane due to bright, extended sources. The largest detectable angular scale in TGSS is of order a few arcmin.
NVSS -The NRAO VLA Sky Survey (Condon et al. 1998 ) is a radio continuum survey at 1.4 GHz carried out with the Very Large Array (VLA). This survey covers the sky north of δ = −40 • (82 per cent of the celestial sphere). The survey was made with the Very Large Array (VLA) in D and DnC configurations in full polarization. However, for this work we used only Stokes I images. The resolution is 45 ′′ and the background rms noise is nearly uniform at 0.45 mJy beam −1 . The overall astrometric accuracy is better than 1 ′′ in RA and Dec. Due to the compactness of the VLA configuration used, the surface brightness of extended sources is fairly well reconstructed up to scales of ∼ 16 ′ . At the same time, extended and unmodeled surface brightness from the galactic plane lower the fidelity of images at low galactic latitude.
In Gasperin et al. (2018) , radio sources are crossmatched and objects with a separation less than 15 ′′ are regarded as the same object. Besides these cross-matched sources, we use radio sources detected by only the TGSS as well. This is because pulsars with steep spectra could be dimmer than the detection limit of the NVSS and appear only in the TGSS catalog. For these sources, we allocate the upper bound on the NVSS flux and spectral index. Hereafter, we call these objects ("S", "M" and "U" in Gasperin et al. (2018) ) the "Gasperin catalog" and it has 470,052 sources.
In order to construct ANNs, we need training data set with radio sources which are already known to be pulsars or non-pulsars. To extract pulsars from the Gasperin catalog, we cross-match it with the ATNF pulsar catalogue (Manchester et al. 2005) and 127 sources are identified as pulsars. Then, the Gasperin catalog is further cross-matched with the Million Quasar (MILLIQUAS) catalog (Flesch 2015) which consists of various types of radio point sources such as AGN, quasars and BL Lac objects, and Seyfert galaxies (radio galaxies) which are mainly observed by the SDSS (Abolfathi et al. 2018) . As a result, 13,166 sources are cross-matched and then identified as non-pulsars. Fig. 1 shows the celestial distribution of the identified pulsars and non-pulsars in the galactic coordinate. The distribution of pulsars and non-pulsars are highly biased reflecting the survey region of the TGSS, NVSS and MILLIQUAS. Despite the bias of the survey region, we use these data sets as they are since unbiased data are currently unavailable. Fig. 2 shows the scatter plot of the TGSS and NVSS fluxes. We can see that pulsars have smaller NVSS flux than TGSS flux compared with non-pulsars and many of pulsars are not observed by the NVSS. This means that pulsars have steeper spectra, which can be confirmed in Fig. 3 which represents the histogram of spectral index. In these figures, pulsars and non-pulsars are clearly separated and these quantities will be useful to select pulsar candidates (Maan et al. 2018 ). Fig.  4 shows the histogram of compactness. Although the distribution looks very similar for pulsars and non-pulsars, they can give some useful information when combined with other quantities.
ARTIFICIAL NEURAL NETWORKS
ANN is one of machine learning methods, which is a mathematical model inspired by human brain and has reccently been attracting much attention. The purpose of ANN is to construct a suitable network, or optimize the network parameters with training data set (x i , t k ) where x i and t k are the input and correct output, respectively. In our case, x i represents observed quantities which characterize a radio source such as flux, spectral index, sky position and compactness, while t k is unity/zero for a pulsar/non-pulsar, respectively. In this section, we describe the network architecture and the process of optimizing the network parameters (the training process) briefly.
ANN Architectures
We consider ANNs which consist of three layers: the input, hidden and output layers. Each layer has neurons which are described as x i , y j and z k , respectively. Here, a neuron is the basic element of an ANN which generates one output from multiple inputs. An output from a neuron in the hidden layer, y j , is written as
where u j is given by a linear combination of the input x i and weight w
(1) ij and the bias b
(1) j as,
Here, f (x) is the activation function and we adopt the sigmoid function, which is used commonly in the field of ANNs, given by
In the output layer, an output z k is written as
where v k is given by a linear combination of the output from the hidden layer y j and weight w as,
We adopt the softmax function as the activation function in the output layer in this paper
which is commonly used for classification problems. In our case, the value of z k for k = 1 and 2 represents the probability that the source is a pulsar and non-pulsar, respectively. Here we note that, although our network includes only one hidden layer, any functional form could be approximated as long as non-linear functions are used as the activation functions and the hidden layer consists of a sufficient number of neurons. This fact is known as the universal approximation theorem (Cybenko 1989; Hornik 1991) .
Training
Appropriate values of the network parameters (the weights and biases) are searched by minimizing the loss function (or the cost function) and this process is called "training". The loss function characterizes difference between z k obtained from the network and the correct value t k . In the classification problem, the cross entropy error is often used and defined as
where n = 1, · · · , N is the number of training data. In the process of training, we need to avoid "overfitting", where a network is too fitted for training data. There are several methods to suppress overfitting, and we adopt the weight decay method for our ANNs. The weight decay is a method that imposes a penalty on the weights. In this work, the loss function is given by the sum of the cross entropy error and the sum of the squared weights
where λ is a hyper parameter called the "weight decay term" representing the weight of the penalty and is determined by the cross-validation explained in subsection 4.2. The network parameters are optimized by the "Momentum" method described as follows. First, let ξ(t) = (w (1)
(2) k (t)) be the network parameters at t-th step of training. In the next step t + 1, they are updated as
where, η and µ are the learning rate and friction coefficient, which are fixed to 0.01 and 0.9, respectively. These two are also hyper parameters, so that they could be determined by the cross-validation as λ. However, they affect only the efficiency of the training and not the performance of the network. Further, the number of training steps is also a hyper parameter and too many steps tend to induce overfitting. Thus, in addition to λ, we optimize the number of training steps by the cross-validation fixing η and µ. Here, the initial values of v(t) and ξ(t) are set to v(0) = 0 and random values with normal distribution of zero mean and standard deviation of 0.1, respectively. We evaluate the derivative of the loss function in Eq.(9) by the backpropagation algorithm (Rumelhart et al. 1986 ), which is a very computationally efficient method. The training process is summarized as follows:
(i) Initialize the network parameters (w
(ii) Compute output z k with Eqs. (1) - (6), and then the loss function (8).
(iii) Compute the derivative of the loss function with respect to the weights, and update the network parameters according to Eqs. (9) and (10).
(iv) Go back to (ii) and iterate the number of times determined by the cross-validation.
IMPLEMENTATION OF ANNS FOR
PULSAR CANDIDATE SELECTION
Input parameters
In this paper, we consider the following 7 quantities as the inputs: We consider this as an alternative to (B), because pulsars are located near the galactic plane in the sky so that |b| rather than b may be more useful.
(D) Logarithmic TGSS total flux [mJy] normalized so that the mean value is 0 and standard deviation is 0.5.
(E) Logarithmic NVSS total flux [mJy] normalized in the same way as (D). Here, objects below the detection limit of the NVSS are given the value of upper limit of 2.5 mJy.
(F) Spectral index α normalized in the same way as (D). This is an alternative to (D) and (E) and is physically more meaningful. Assuming the spectral energy distribution is power-law, α can be calculated from the two fluxes. Note that a few pulsars have spectral energy distribution which breaks down at a few MHz (Bilous et al. 2016; Murphy et al. 2017) . 
where S total , S peak and σ l are the total flux, peak flux and local rms noise of the TGSS.
Then, four sets of the above quantities are taken as input parameters: where Case 1 is our fiducial set and uses original quantities, rather than derived quantities such as (C) and (F). We set the number of neurons in the hidden layer as twice that of the input layer. Thus, the input, hidden and output layers have 5, 10 and 2 neurons for Cases 1 and 3, and 4, 8 and 2 neurons for Cases 2 and 4, respectively.
Cross Validation and Performance Test
In order to construct ANNs, we need to fix the values of hyper-parameters: the weight decay term λ and the number of training steps. The determination of hyper-parameters is a common issue in machine learning and we adopt a process called "cross-validation" (Eatough et al. 2010 ). First, a subset is selected randomly from the whole data (x i , t k ). Here the size of the subset is typically 10% of the whole data. The subset and remainder are called validation data and training data, respectively. Then, for a fixed value of λ, ANN is trained with the training data. At each step of training, the ANN is applied to the validation data and the cross entropy error is calculated between the correct value of t k and the output from the ANN. The cross entropy error tends to decrease at first but eventually turns to increase after a large number of training steps, which indicates overfitting. Thus, it is reasonable to choose the number of steps with which the cross entropy error is minimum. We repeat this process varying the value of λ and choose both λ and the number of steps comparing the minima of the cross entropy error. We vary the value of λ in the range of its −10 ≤ log 10 λ ≤ −2 and consider the case of λ = 0 as well. Finally, the ANN is trained once again with all data and hyper-parameters determined in the above way. The resultant ANN is now ready to be applied to an unidentified radio source to judge if it is likely to be a pulsar or not. It should be noted that timing observation is necessary to confirm whether the pulsar candidate is really a pulsar or not.
In this paper, we will not only apply our ANNs to unidentified sources but demonstrate the performance of our methodology. To do the performance test as well as cross validation, we need to divide the data into three subsets: training data, validation data and test data. In our performance test, we first construct ANNs with training and validation data in the above way, and then the ANNs are applied to the test data. We repeat this process 100 times changing the choice of validation and test data and the performance is statistically checked.
As we stated in section 2, 127 pulsars and 13,166 nonpulsars were identified and they can be used as training, validation and test data. Although ANNs are expected to perform better with more training data, we limit the number of non-pulsars due to the computational cost. We use 1,000 non-pulsars for training but we try cases with 200, 500 and 2,000 non-pulsars as well to see the effect of the number of non-pulsars. The numbers of pulsars and non-pulsars in training, validation and test data are summarized in Table  1 .
RESULTS

Performance Test
First, we show the results of performance tests of our ANNs. Fig. 5 represents the hyper-parameters determined by the cross validation for Case 1. Although the distribution of hyper-parameters seems diverge, the numbers of training steps are chosen between 10 5 and 10 6 for most of the 100 realizations, while the weight decay term λ tends to be less than 10 −4 .
Next, we show results of test of trained networks. The outputs of our ANNs are the probabilities of the pulsar z 1 and non-pulsar object z 2 , where the sum of them is normalized to unity. Fig. 6 shows the histogram of z 1 of the test data obtained from the trained ANNs for Case 1. As can be seen, the value of z 1 is almost zero or unity for most objects. It should be noted that very few non-pulsar objects are classified as pulsars, while relatively large number of pulsars are classifed as non-pulsars.
Then, we evaluate the quality of the trained ANNs with true positive and false positive rates regarding objects with z 1 ≥ 0.9 as pulsar candidates. Considering pulsars are minor in the whole population of radio sources, the smallness of the false positive is crucial for ANNs to be useful. The true positive and false positive rates for the fiducial and variant ANNs are shown in Table 2 . Fixing the number of non-pulsar training data to 1,000, Case 3 has the smallest false positive rate, while it is the largest for Case 2. Although the true positive rates for Case 2 and 3 are the largest and smallest, respectively, the difference is relatively small and, considering the importance of the false positive rate discussed above, Case 3 would be the best ANN of the four. It can also be seen from the comparison of the four cases that the absolute value of galactic latitude is a better input than the galactic latitude itself, while individual fluxes of TGSS and NVSS are better than spectral index. Finally, comparing Case 1 with different number of non-pulsar training data, it is seen that its increase results in smaller false positive rate. 
Interpretation of Weights
In this subsection, we try to interpret the behavior of the weights and understand the interior of the trained ANNs by neglecting activation functions. In this approximation, an output from the hidden layer Eq. (2) is given by
and therefore, we obtain
by instituting Eq. (12) to Eq.(5). Here, a ∼ 0.2 is the coefficient of the linear function, and w ik is the matrix multiplication of the weights between the input and hidden layers w (1) ij and the ones between the hidden and output layers w
Here, we ignore the bias b j since we focus on the behavior of the weights in the networks. We can sum up the weights with respect to the hidden layer and the input layer is connected with the output layer directly by approximating the sigmoid function as the linear one. In the following, we study behavior of this w ik . Fig. 7 shows the mean and standard deviation of w i1 over the trained networks for each Case of the inputs. The difference of w i1 and w i2 is just a sign, so that hereafter we refer to only behavior of w i1 . The weight of the longitude w 11 for every Case is consistent with 0, which implies this weight is not significant for the selection. On the other hand, the weights of the latitude are also consistent with 0 for the Cases 1, 2 and 4, but their valiances are larger than the longitude's one, this means the latitude is important and must be selected around 0 for a pulsar since pulsars locate mainly on the Galactic plane. The negative and positive fluxes of the TGSS and NVSS indicate that an object which is bright and dark in the TGSS and NVSS tends to be selected as a pulsar. This behavior is compatible with the fact that an object with a steep spectrum tends to be selected as a pulsar appeared in Fig. 7 . The weight of the compactness is consistent with 0, but looks slightly effective of the selection even if the compactnesses of the pulsar and non-pulsar objects look almost same. This might imply the trained ANNs detect invisible correlation with other parameters.
Missed Objects
In this subsection, we show features of the missed objects, which the missed pulsars and non-pulsar objects mean that each of the validation data have z 1 < 0.9 and z 1 ≥ 0.9. Fig. 8 shows the distribution of the missed pulsars and non-pulsar objects in the galactic coordinate. The thick symbols in Figs. 8 and 9 represent objects been missed a few times. Although most of pulsars locate in the Galactic plane, the missed ones distribute roughly uniformly, that means pulsars at high latitudes tend to be missed. Although the non-pulsar objects locate in the upper right area of Fig. 1 , however, the missed ones do not appear in that area. It means that the bias by the SDSS survey area could cause bias for the positions of pulsar candidates. Fig. 9 shows the scatter plot of the logarithmic TGSS and NVSS fluxes of the missed objects. The missed nonpulsar objects are out of the main part of the non-pulsar objects population, but the missed pulsars look similar to the pulsar distribution in Fig. 2 .
Applying ANNs to unidentified objects
We apply our trained ANNs to the unidentified objects in the Gasperin catalog. In this application, we adopt the network of the Case 1. We chose training and test data randomly, determine the hyper parameters by the cross-validation mentioned in subsection 4.2 and train the network with those hyper parameters, and then apply the trained network to the unidentified objects. With using this trained network, we obtain 32,583 pulsar candidates with z 1 ≥ 0.999 and show 77 of them with z 1 = 1 in Figs. 10 and 11 and Table. A1. Fig. 10 shows the distributions of the known pulsars which are same in Fig. 1 and 77 pulsar candidates in the sky. The candidate distribution is biased toward the region where is opposite to the non-observed area. These candidates have z 1 = 1, so that this result means that the bias by the survey areas influences over whether z 1 could be 1 or not. Fig. 11 shows the logarithmic TGSS and NVSS fluxes of the known pulsars and 77 candidates. The fluxes of TGSS and NVSS of pulsar candidates are a little brighter and darker than them of the known ones. This result is understood from Figs. 7 and 9, where Fig. 9 reveals that some pulsars with low TGSS fluxes are mistaken as the non-pulsar objects even if they have low NVSS fluxes. The candidate and missed pulsar distributions do not overlap each other. We checked that our candidates include newly found pulsars and the candidates in Frail et al. (2018) ; Maan et al. (2018) , and found that our candidate crossmatch all of candidates in Maan et al. (2018) , while only three of five new pulsars and four of five candidates in Frail et al. (2018) are included in our candidates. Although all of candidates in Maan et al. (2018) are cross-matched with our candidates, one of missed pulsars in Frail et al. (2018) has a very steep spectrum and locates in the galac- Figure 9 . Scatter plot of the logarithmic TGSS and NVSS fluxes of the "missed" pulsars and non-pulsar objects described by the red crosses and black circles.
tic center. Other candidates of ours should also be verified whether they are pulsars or not through timing observation, but that is the beyond the scope of this paper.
SUMMARY AND DISCUSSION
We developed artificial neural networks (ANNs) for efficient selection of pulsar candidates from continuum surveys, adopting cross validation to determine hyper-parameters. From the input quantities such as radio fluxes, sky posi- Figure 10 . Distribution of the the known pulsars and 77 candidates with z 1 = 1 described by the red crosses and black dots in the galactic coordinate. tion and compactness, ANNs were constructed to output the probability that the object is a pulsar. We demonstrated ANNs based on existing survey data by TGSS and NVSS and tested their performance varying the input parameters and the number of training data. Finally, we obtained pulsar candidates by applying a trained ANN to unidentified radio sources. In order to evaluate our trained network, we utilized the ratio of the validation data with z 1 ≥ 0.9 to all of them. As a result of training, test using the validation data indicates that the false positive, which is the probability that an nonpulsar object is regarded mistakenly as the pulsar, is very low of less than 1%. However, the number of pulsar candidates with z 1 ≥ 0.999 obtained from the unidentified objects in the Gasperin catalog is over 30,000, where it should be about 1,000 even if all of the unidentified objects are the non-pulsar objects according to our test. Further, the distribution in the sky of 77 candidates with z 1 = 1 is biased because of the limited survey area.
In this work, we use objects in the Gasperin catalog cross-matched with the ATNF pulsar catalogue and MILLI-QUAS catalog as training data of the pulsar and nonpulsar objects. While, using simulated features of the pulsar, quasar, Seyfert galaxies, etc. as training data and testing with observation data would be useful since the bias caused by a survey area is no longer problem. It should be studied in the future.
Other observable quantities such as the rotation measure and polarization fraction could be useful as inputs. We did not adopted them because the number of radio sources with them are currently very limited. If we can have a sufficient number of samples with them as it is expected in future large surveys, they will make ANNs more effective and narrow the pulsar candidates down further. Table A1 : Right ascension, declination, Galactic longitude and latitude, fluxes of TGSS and NVSS, spectral index α and compactness C of pulsar candidates with z 1 = 1.0. This paper has been typeset from a T E X/L A T E X file prepared by the author.
