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Abstract
One of the fundamental tasks in the study of dynamical systems is the discrimination between
regular and chaotic behavior. Over the years several methods of chaos detection have been
developed. Some of them, such as the construction of the system’s Poincare´ Surface of
Section, are appropriate for low-dimensional systems. However, an enormous number of
real-world problems are described by high-dimensional systems. Thus, modern numerical
methods like the Smaller (SALI) and the Generalized (GALI) Alignment Index, which can
also be used for lower-dimensional systems, are appropriate for investigating regular and
chaotic motion in high-dimensional systems. In this work, we numerically investigate the
behavior of the GALIs in the neighborhood of simple stable periodic orbits of the well-known
Fermi-Pasta-Ulam-Tsingou lattice model. In particular, we study how the values of the
GALIs depend on the width of the stability island and the system’s energy. We find that
the asymptotic GALI values increase when the studied regular orbits move closer to the edge
of the stability island for fixed energy, while these indices decrease as the system’s energy
increases. We also investigate the dependence of the GALIs on the initial distribution of the
coordinates of the deviation vectors used for their computation and the corresponding angles
between these vectors. In this case, we show that the final constant values of the GALIs are
independent of the choice of the initial deviation vectors needed for their computation.
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List of abbreviations
• dof : degrees of freedom
• FPUT : Fermi-Pasta-Ulam-Tsingou
• GALI : Generalized Alignment Index
• IC : Initial Condition
• LE : Lyapunov Exponent
• mLE : maximum Lyapunov Exponent
• ND : N -Dimensional
• PSS : Poincare´ Surface of Section
• SALI : Smaller Alignment Index Method
• SI : Symplectic Integrator
• SVD : Singular Value Decomposition
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Introduction
Dynamical Systems theory attempts to understand, or at least describe, changes over time
that occur in physical and artificial systems. It consists of a set of subaltern theories that can
be applied to solve complex problems in numerous fields, such as weather predictability [1],
stochastic processes [2] and evolutions of astronomical systems [3]. Because of the remarkable
applicability of this theory, it has become one of the top topics in modern scientific research.
In particular, Hamiltonian systems of many degrees of freedom (dof) have been broadly
used for a general study and a better understanding of energy transport and equipartition
phenomena (see for example [4–8] and references therein). Equipartition phenomena are
associated with the dynamical nature of motion fostered in the respective phase space namely,
the regular or chaotic evolution of the system’s orbits [6]. A chaotic dynamical system is one
in which nearby initial conditions (ICs) lead to very different states as time evolves. This
means that small variations in ICs can lead to large, and frequently unpredictable, variations
in final states.
A fundamental aspect in studies of dynamical systems is the identification of chaotic
behavior, both locally, i.e. in the neighborhood of individual orbits and globally, meaning
for large samples of ICs. There are several ways to identify the chaotic behavior of a given
nonlinear system. The rapid and efficient detection of the regular or chaotic nature of motion
in many dof systems has been a very active research topic over the years. The most commonly
used method to characterize chaos is the computation of the Lyapunov Exponents (LEs)
[9–13]. In general, LEs are asymptotic measures characterizing the average rate of growth
or shrink of small perturbations to the orbits of dynamical systems. The development of
efficient algorithms for the calculation of LEs [11,12] (see also [13] for a recent review on this
topic) led to a gallery of chaos detection methods (see e.g. [14–17]). The most commonly
employed chaos indicators were recently reviewed in [17].
This study focuses on the Generalized Alignment Index (GALI) method [18], an
efficient and fast chaos detection technique that can be used effectively for the description
of the behavior of multidimensional systems. As its name would suggest, the GALI is a
generalization of the Smaller Alignment Index (SALI) [19]. The main advantages of the GALI
method are its ability to distinguish between regular and chaotic motion more quickly than
other techniques and to determine the dimensionality of the torus on which the quasi-periodic
motion occurs. In addition, it can predict slow diffusion in multidimensional Hamiltonian
systems [20]. A concise overview of the theory and numerical applications of the SALI and
the GALI methods can be found in [21].
Here we aim to understand the GALI’s prediction efficiency and performance when the
IC of an orbit moves gradually from a regular to a chaotic motion region in Hamiltonian
systems, by studying in detail the variation of the asymptotic values of the indices. This
transition can take place either by changing the total energy of the system or by moving
the regular orbit’s IC towards the edge of a stability island. In addition, we follow the time
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evolution of the deviation vectors, which are small perturbations of the IC and are needed for
the computation of the GALIs, and examine if different initial distributions of the coordinates
of these vectors affect the final GALI value. Our investigation was performed in phase
space regions around some simple, stable, periodic orbits of the Fermi-Pasta-Ulam-Tsingou
(FPUT) model [22, 23], which describes a chain of harmonic oscillators coupled through
nonlinear interactions. The dynamics of this system has been studied extensively in the last
decades (see e.g. [24, 25] and references therein) and this model is considered nowadays as a
prototypical, multidimensional, nonlinear system.
Moreover, an investigation of the behavior of the GALIs for regular orbits of coupled
area-preserving standard mappings [26] was carried out. More details on this mapping can
be found in [27]. In some sense, our study completes some previous works on the GALI
method [18, 20] where other aspects of the index have been investigated, for example, its
behavior for periodic orbits [28].
The thesis is organized as follows:
1. Chapter 1 provides a general overview of the general theory of Hamiltonian mechanics
and chaotic dynamics. The Hamiltonian formulation of finite-dimensional systems is
also presented.
2. In Chapter 2, we present the symplectic integration methods used for our computations
along with the introduction of several chaos detection techniques, namely the Poincare´
Surface of Section (PSS), the LEs, as well as the SALI and the GALI methods.
Particular emphasis is given to the properties and the numerical computation of the
GALI method. In order to illustrate the behavior of the LEs, as well as the SALI
and the GALI methods for regular and chaotic motion, simple Hamiltonian models
and symplectic mappings are used: two-dimensional (2D) and four-dimensional (4D)
mappings, as well as the 2D He´non-Heiles system [29]. Moreover, the behavior of these
indicators for dissipative dynamical systems is briefly discussed.
3. In Chapter 3, aspects of the behavior of the GALI method in the case of
multidimensional conservative Hamiltonian systems are investigated in detail. Most
of the presented numerical simulations are performed using one of the most classical
systems of statistical physics: the FPUT model [22]. The equations of motion and
variational equations of this model are presented. The asymptotic behavior of the GALI
for regular orbits in the neighborhood of two simple periodic orbits of the β−FPUT
model is analyzed. An investigation of the dynamical changes induced by the increase
of the coupling between the 2D mappings and their influence on the behavior of the
GALI using a coupled standard mapping [21, 27] is also undertaken.
4. In Chapter 4, we finally summarize and discuss the results and findings of our study.
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Chapter 1
Hamiltonian mechanics
1.1 Overview of dynamical systems
The phase space of a dynamical system is the collection of all possible states of the system in
question. Each state represents a complete snapshot of the system at some moment in time.
The dynamical evolution of the system is governed by rules which transform one point in the
phase space, representing the state of the system “now”, into another point representing the
state of the system one time step “later”.
There are two different classes of dynamical systems:
1. Discrete dynamical systems. They are described by recurrence relations iterated
mappings or sets of difference equations
xn+1 = f(xn), (1.1)
where f is a set of n functions and xn is the state vector x at the discrete time t = n,
n ∈ Z.
2. Continuous dynamical systems. They are described by differential equations
x˙ =
dx
dt
= f(x(t)), (1.2)
where x(t) ∈ Rm is a vector of state variables, f : Rm −→ Rm, m ∈ N is a
vector field, and x˙ is the time-derivative, which we can write as
dx
dt
. We may
regard (1.2) as describing the evolution in continuous time t of a dynamical system
with finite-dimensional state x(t) of dimension m. In component form, we write
x = (x1, . . . , xm), f(x) = (f1(x1, . . . , xm), . . . , fm(x1, . . . , xm))
1 and the system (1.2) is
given as
x˙1 = f1(x1, . . . , xm), (1.3)
x˙2 = f2(x1, . . . , xm),
...
x˙m = fm(x1, . . . , xm).
1Notice that, here we do not use notations such as ~x to explicitly denote vectors. In addition, we also
write vectors as row or column matrices.
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1.2 Chaos
Lets briefly discuss the definition of chaos. Chaos theory in mechanics and mathematics,
studies the apparently random or unpredictable behavior in systems governed by
deterministic laws. A more accurate term, deterministic chaos, suggests a paradox because
it connects two notions that are familiar and commonly regarded as incompatible [30]. The
first is that of randomness or unpredictability, for example in the trajectory of a molecule in
a gas or the voting choice of a particular individual in a population. Usually, randomness
is considered more apparent than real, arising from the ignorance of several causes in an
experiment. In other words, it is commonly believed that the world is unpredictable because
it is too complicated. The second notion is that of deterministic behaviors/laws, like for
example the ones appearing in the motion of a pendulum or a planet, which have been used
since the time of Isaac Newton, exemplifying the success of science in predicting the evolution
of cases which are initially considered complex.
Devaney’s definition of chaos: we present here a formal definition of chaos following
the presentation of [31]. Let (χ, d) be a metric space, where χ is a set which could consist of
vectors in RN and d : χ× χ→ R is the distance or metric function. A function f : χ→ χ is
called chaotic if and only if it satisfies the following three conditions:
1. f has sensitive dependence on ICs. This means that ∃ δ > 0 such that for any open set
U and for any point x ∈ U , there exists a point y ∈ U such that d(fk(x), fk(y)) > δ for
some k ∈ N, where fk denotes k successive application of f . The positive real number
δ is called a sensitivity constant and it only depends on the space χ and function f .
2. f is topologically transitive. Thus, for any two open sets U and V there exists k such
that fk(U) ∩ V 6= ∅.
3. The set of periodic points of f is dense. A point x is called periodic if fk(x) = x for
some k ≥ 1.
This definition of chaos is widely used and accepted. To classify a dynamical system
as chaotic the above three properties, i.e. the system being sensitive to ICs and topologically
transitive, as well as having dense periodic orbits must be fulfilled. Sensitivity to ICs captures
the idea that in chaotic systems minor errors or inaccuracies in the initial states can lead to
large divergences in the system’s evolution. In other words, small changes in the IC of the
system can lead to very different long-term trajectories. Usually, the first condition is mainly
considered as the central idea of chaos in physical systems although the last two properties
are also relevant from a mathematical point of view.
1.3 General theory of Hamiltonian systems
Newton’s second law gives rise to systems of second-order differential equations in Rn and
so to a system of first-order equations in R2n, i.e. in an even-dimensional space. If the forces
are derived from a potential function, the equations of motion of the mechanical system have
many special properties, most of which follow from the fact that the equations of motion
can be derived from a Hamiltonian formulation. The Hamiltonian formalism is the natural
mathematical structure in which to develop the theory of conservative dynamical systems.
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In a Hamiltonian system with N dof, the dynamics is derived from a Hamiltonian
function
H(p, q, t), (1.4)
where q = (q1, . . . , qN) and p = (p1, . . . , pN) are respectively the system’s canonical
coordinates and momenta. An orbit in the 2N -dimensional (2ND) phase space S of this
system is defined by the state vector
x(t) = (q1(t), q2(t), . . . , qN(t), p1(t), p2(t), . . . , pN(t), t), (1.5)
where xi = qi, xi+N = pi, and i = 1, 2, . . . , N .
1.3.1 Time independent Hamiltonian systems
In many cases, the Hamiltonian does not explicitly depend on time and the energy
E = H(q, p), (1.6)
is conserved along trajectories, i.e. it is a constant of motion [32]. Examples of such systems
are the pendulum, the harmonic oscillator, dynamical billiards or the motion of a particle
with mass m in a potential V (q) described by the Hamiltonian
H(p, q) =
p2
2m
+ V (q).
One might ask, when is the energy conserved? The answer to this question is given by
the Noether‘s theorem [33]. This theorem applies to any action in classical mechanics weather
it is described in the Lagrangian or Hamiltonian formulation. Focusing on Hamiltonian
systems, let us consider a general action I described by
I[pi, qi] =
∫
dt(piq˙i −H(p, q)), (1.7)
and its Poisson bracket
[F,G] =
∂F
∂qi
∂G
∂pi
− ∂F
∂pi
∂G
∂qi
, (1.8)
where F and G are general functions of the generalized coordinates qi and pi, for i =
1, 2, . . . , N . The system’s equations of motion are
q˙i =
∂H
∂pi
= [qi, H ],
p˙i = −∂H
∂qi
= [pi, H ],
The time derivative of a function G(p, q, t) of the canonical variables, which could
explicitly depend on time t, is expressed in terms of Poisson brackets as
dG(p, q, t)
dt
=
∂G
∂qi
q˙i +
∂G
∂pi
p˙i +
∂G
∂t
,
=
∂G
∂qi
∂H
∂pi
− ∂G
∂pi
∂H
∂qi
+
∂G
∂t
,
= [G,H ] +
∂G
∂t
. (1.9)
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Let us assume that we are interested in a quantity Q(q, p, t) which is conserved under the
dynamics. Then Equation (1.9) indicates that
dQ(p, q, t)
dt
= 0, ⇒ [Q,H ] + ∂Q
∂t
= 0. (1.10)
In many cases of practical interest, the quantity Q has no explicit time dependence and then
Eq. (1.10) reduces to having the Poisson bracket of Q with the Hamiltonian H equal to zero,
i.e.
dQ
dt
= 0 ⇒ [Q,H ] = 0. For example in the case of the free motion of a unit mass particle
on the plane, which is described by the Hamiltonian H =
1
2
(p2x+p
2
y), the angular momentum
Q = xpy − ypx is a constant of motion as [H,Q] = −pxpy + pypx = 0.
If the Hamiltonian function (1.4) of a system does not explicitly depend on time then
it is an integral of motion, i.e. its value is conserved
H = const,
because from Eq. (1.10) we see that
dH
dt
= 0. This behavior can be interpreted as follows:
under stable conditions, performing an experiment today or tomorrow one expects to get the
same results. In other words, for autonomous dynamical systems (i.e. systems which do not
explicitly depend on time t) the system’s evolution is independent of the choice of the initial
time value t0.
1.3.2 Equations of motion and variational equations
Consider a continuous autonomous Hamiltonian system (1.6) with N dof described by 2N
variables pi, qi, i = 1, . . . , N . The time evolution of an orbit of this system is governed by
Hamilton equations of motion
x˙ = f(x) =
[
∂H
∂p
− ∂H
∂q
]T
= J2N ·DH , (1.11)
where
J2N =
[
0N IN
−IN 0N
]
,
with IN and 0N being the identity and zero N ×N matrices, respectively, and
DH =
[
∂H
∂q1
∂H
∂q2
. . .
∂H
∂qN
∂H
∂p1
∂H
∂p2
. . .
∂H
∂pN
]
.
The time evolution of an initial deviation vector at time t0, v(t0) = δx(t0) =
(δq(t0), δp(t0)) = (δq1(t0), . . . , δqN(t0), δp1(t0), . . . , δpN(t0)), from a given orbit with ICs
x(t0) = (q(t0), p(t0)) is defined by the so-called variational equations [13]:
v˙(t) =
[
J2ND
2
H(x(t))
] · v(t0), (1.12)
where D2H(z(t)) is the 2N × 2N Hessian matrix with elements
D2H(x(t))i,j =
∂2H
∂xi∂xj
∣∣∣
x(t)
, (1.13)
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with i, j = 1, 2, . . . , 2N . Eq. (1.12) can be considered as the Hamilton equations of motion
of the so-called tangent dynamics Hamiltonian Hv of (1.6)
Hv(δq, δp) =
1
2
N∑
i=1
δp2i +
1
2
N∑
i,j=1
D2H(q(t))ijδqiδqj . (1.14)
Let us now consider the 2ND area-preserving 2 symplectic mapping (1.1) of discrete
time. The evolution of x deviation vector vn at time t = n, n ∈ Z related to a reference orbit
xn, is the so-called the tangent map
vn+1 =Mn · wn, (1.15)
where
Mn =
∂f(xn+1)
∂xn+1
=


∂f1
∂x1
∂f1
∂x2
. . . ∂f1
∂x2N
∂f2
∂x1
∂f2
∂x2
. . . ∂f2
∂x2N
...
...
...
∂f2N
∂x1
∂f2N
∂x2
. . . ∂f2N
∂x2N

 , (1.16)
is the system’s Jacobian matrix.
The evolution of the deviation vectors is needed for the computation of the chaos
indicators. For a continuous Hamiltonian system, this evolution is done along the
simultaneous integration of the equations of motion. In the case of symplectic mappings,
the evolution of the deviation vectors is computed by simultaneously iterating the mapping
(1.1) and the tangent map (1.15).
2Any mapping f ∈ (RN,RN) is area-preserving if ∀M ∈ RN, d(f(M)) = d(M), where d(M) is the ND
measure of M .
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Chapter 2
Numerical techniques and models
2.1 Numerical integration: Symplectic Integrators
Symplectic integrators (SIs) are numerical schemes aiming to determine the solution of
Hamilton equations of motion, preserving at the same time the Hamiltonian system’s
underlying symplectic structure [34–38]. An advantage of SIs is that their application
transforms the numerical integration of the Hamilton equations of motion into the application
of a symplectic mapping. The use of SIs is facilitated by the presence of a separable
Hamiltonian function, i.e. when the whole Hamiltonian system can be written as a sum
of Hamiltonian terms, whose solution is known explicitly.
Let us present a general way of constructing explicit SIs for the separable Hamiltonian
H(q, p) = T (p) + V (q), (2.1)
where T (p) is the system’s kinetic energy and V (q) is the potential energy, following an
approach based on Lie algebraic notion, Eq. (1.11) can be simply expressed as (see e.g. [35])
dx
dt
= LHx, (2.2)
where LH is a differential operator defined by the Poisson bracket LHf = [f,H ]. The solution
of this set of equations, for ICs x(0)=x0 is formally given as
x = etLHx0. (2.3)
In the common case of Eq. (2.1) the Hamiltonian function can be split into two
integrable parts as H(q, p) = A(p) +B(q), with A(p) being the kinetic energy T (p), which is
a function of only the momenta pi, and B(q) being the potential energy V (q) depending only
on the coordinates qi. A symplectic scheme for integrating (2.2) from time t to t + τ , with
τ being the integration step, consists of approximating the operator eτLH by an integrator
of j steps involving products of operators eciτLA and ediτLB , i = 1, 2, ..., j, which are exact
integrations over times ciτ and diτ of the integrable Hamiltonian functions A and B. ci
and di being carefully chosen constants in order to improve the accuracy of the integration
scheme. Thus, a SI approximates the action of the operator of eτLH by a product of the form
eτLH =
j∏
i=1
e(ciτ)LAe(diτ)LB +O(τ j+1), (2.4)
12
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where ci and di are constants such that
∑j
i=1 ci =
∑j
i=1 di = 1 and j ∈ N is the so-called order
of the integrator. Each operator eciτLA and ediτLB corresponds to a symplectic mapping, and
consequently the product appearing on the right-hand side of Eq. (2.4) is also a symplectic
mapping. Various approaches have been developed over the years in order to determine the
values of the coefficients ci and di resulting to schemes of different orders (see e.g. [34,36–42]
and references therein).
2.1.1 Second order symplectic integrators
A basic second order SI can be written in the form
S2nd(τ) = e
(c1τ)LAe(d1τ)LBe(c2τ)LA , (2.5)
like for example: the so-called leapfrog method having three steps (i.e. number of applications
of the simple operator eciτLA and ediτLA) with constants c1 = c2 = 0.5 and d = 1. Thus
eτLH = e(τ/2)LAeτLBe(τ/2)LA . (2.6)
Let us now present some other 2nd order SIs like the 5 step SABA2 SI with composition
constants c1 =
1
2
− 1
2
√
3
, c2 =
1√
3
and d1 =
1
2
eτLH = e(c1τ)LAe(d1τ)LBe(c2τ)LAe(d1τ)LBe(c1τ)LA , (2.7)
and the SBAB2 scheme with constants c1 =
1
2
, d1 =
1
6
and d2 =
1
2
[42]
eτLH = e(d1τ)LAe(c1τ)LBe(d2τ)LAe(c1τ)LBe(d1τ)LA . (2.8)
Another SI of this kind is the 9 step ABA82 scheme [36]
eτLH = e(c1τ)LAe(d1τ)LBe(c2τ)LAe(d2τ)LBe(c3τ)LAe(d2τ)LBe(c2τ)LAe(d1τ)LBe(c1τ)LA , (2.9)
where
c1 =
1
2
−
√
525+70
√
30
70
, c2 =
√
525+70
√
30−
√
525−70√30
70
, c3 =
√
525−70√30
35
,
d1 =
1
4
−
√
30
72
, d2 =
1
4
+
√
30
72
.
2.1.2 Fourth order symplectic integrators
A 4th order SI can be obtained by a symmetric repetition (product) of 2nd order SIs (2.5)
in the form
S4th(τ) = S2nd(r1τ)S2nd(r0τ)S2nd(r1τ), (2.10)
where r0 and r1 are two real adequately determined constants. The construction can lead to
the integrator developed by Forest and Ruth [39] involving 7 step
eτLH = e(c1τ)LAe(d1τ)LBe(c2τ)LAe(d2τ)LBe(c3τ)LAe(d3τ)LBe(c4τ)LA, (2.11)
with composition constants
c1 = c4 =
1
2(2−21/3) , c2 = c3 =
1−21/3
2(2−21/3) ,
d1 = d3 =
1
2−21/3 , d4 = − 2
1/3
2−21/3 .
13
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The second order schemes (2.7) and (2.8) can be used to derive the 9 step fourth order SI
SABA4 and SBAB4 [42] with constants ci, di, i = 1, 2, 3. Higher order coefficients for this
family of SIs is found in [42].
Quite efficient fourth order schemes named ABA864 and ABAH864 having respectively
15 and 17 steps were developed in [36]. The corresponding coefficients ci, di, i = 1, 2, 3, 4 can
be found in Table 3 and 4 of [36].
2.1.3 Sixth order symplectic integrators
Once a 4th order SI is found, it is easy to obtain a 6th order scheme using the 4th order and
implementing the same composition process, i.e.
S6th(τ) = S4nd(e1τ)S4nd(e0τ)S4nd(e1τ). (2.12)
An example of this construction is the SI developed in [34] which has 19 steps.
More generally, if a SI of order 2n, S2n, is already known, a SI of order (2n+2) can be
obtained through the composition
S2n+2(τ) = S2n(z1τ)S2n(z0τ)S2n(z1τ), (2.13)
with
z0 = − 2
1/(2n+1)
2 − 21/2(2n+1) , and z1 =
1
2− 21/2(2n+1) .
2.2 Chaos detection methods
2.2.1 The Poincare´ Surface of Section (PSS)
An efficient numerical technique for visualizing the behavior of a dynamical system is the
so-called PSS (see for e.g. [6, 29]) which is named after Henri Poincare´. According to this
method the dynamics in the phase space of a high-dimensional system is understood by
observing the behavior induced by the flow on a particular section of the phase space. In
particular, the dynamics is represented by the successive intersections of orbits with the PSS
when this section is crossed in the same direction. In this way, a mapping is defined (see
Fig. 2.1). The created Poincare´ mapping is a discrete dynamical system which represents the
continuous flow of the original dynamical system.
14
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Figure 2.1: The Poincare´ mapping P evolves point x onto point P (x) (taken from [43]).
Let us discuss this in more detail by considering an ND dynamical system defined by
the set of ordinary differential equations
x˙ = f(x). (2.14)
Let S1 be an (N − 1)D PSS. This surface must be transverse to the flow, meaning that all
trajectories starting on S1 should cross it and should not evolve parallel to it. The Poincare´
mapping is a mapping P : S1 → S1, which is obtained by following trajectories from one
intersection after the other. Let us denote by xk the kth intersection of an orbit with the
PSS, k ∈ N, and define the Poincare´ mapping as
xk+1 = P (xk). (2.15)
If x∗ is a fixed point of the mapping, the trajectory starting at this point comes back
after some iterations m (equivalently after some time T of the original dynamical system).
Indicating that this is a T periodic orbit of the original system (2.14). This fixed point
corresponds to an m-periodic orbit of the Poincare´ mapping (2.15).
An efficient numerical approach to determine the Poincare´ mapping of a dynamical
system was proposed by He´non [44]. Let us discuss this approach in more detail. Given an
ND autonomous dynamical system of the form of Eq. (2.14),
dx1
dt
= f1(x1, . . . , xN ),
dx2
dt
= f2(x1, . . . , xN ),
...
dxN
dt
= fN(x1, . . . , xN), (2.16)
the PSS S1 can be defined by a function of the form
S(x1, x2, . . . , xN ) = 0. (2.17)
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Then (2.17) implicitly defines the Poincare´ mapping of dimension (N −1). Usually we define
the PSS by a function of the form xN − a = 0 where a is a constant number. In order to find
the crossing points of a trajectory with the PSS defined by xN = a, He´non introduced in [44]
a simple idea using a system of differential equation which is equivalent to the system (2.17)
by using xN as the independent integration variable instead of time t
dt
dx1
=
1
f1
,
dx2
dx1
=
f2
f1
,
...
dx2N
dx1
=
f2N
f1
. (2.18)
2.2.2 Lyapunov Exponents
The LEs were introduced by Lyapunov [9] and they measure the exponential divergence
of nearby orbits in phase space. LEs are quantities which measure the system’s sensitive
dependence on ICs, i.e. the rate at which the information is lost as the system evolves in
time.
The maximum Lyapunov Exponent (mLE), σ1 (see [13] and references therein), is the
average rate of divergence (or convergence) of two neighboring trajectories in the phase space
of a dynamical system and it is given by
σ1 = lim
t→∞
1
t
ln‖dxΦtv‖, (2.19)
where the operator dxΦ
t maps the deviation vector v from the tangent space at one point of
the trajectory to the tangent space of the next point along the orbit. Practically the mLE
can be computed as the limit for t −→∞ of the quantity
χ1(t) =
1
t
ln
‖v(t)‖
‖v(0)‖ , (2.20)
which is usually called finite-time mLE [13]. In (2.20) v(0) and v(t) are deviation vectors
from a given orbit, at times t = 0 and t > 0, respectively, and ‖.‖ denotes any norm of a
vector. Taking the limit as time goes to infinity, we have
σ1 = lim
t→∞
χ1(t). (2.21)
We note that the direct application of Eq. (2.20) faces some computational problems [11]
as in general, it results in an exponential increase of ‖v(t)‖ in the case of chaotic orbit.
More specifically, with increasing t this norm rapidly exceeds the possibilities of ordinary
numerical computations. Luckily, this can be avoided by taking into account the linearity of
the evolution operator dxΦ
t and the composition law of these mappings [45]. So the quantity
σ1 can be computed as
σ1 = lim
t→∞
1
kτ
k∑
i=1
ln(αi). (2.22)
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where αi =
‖v(iτ)‖
‖v(0)‖ , τ is a small time interval of the integration where time t = kτ , k =
1, 2, . . .. Then after time τ the deviation vector is renormalized in order to avoid overflow
problems. The mLE, in the case of autonomous Hamiltonian systems, is positive for chaotic
orbits whereas for regular orbits it goes to zero by following a power law σ1 ∝ t−1 [11].
2.2.3 The spectrum of LEs
The spectrum of LEs is another useful tool for estimating the stability and chaos of 2ND
dynamical systems. While the information from the mLE σ1 can be used to determine the
regular (σ1 = 0) or chaotic (σ1 > 0) nature of orbits, the knowledge of part, or of the whole
set of LEs, σ1, σ2, . . . , σ2N , provides additional information on the underlying dynamics and
the statistical properties of the system as they can be used for example to measure the fractal
dimension of strange attractors in dissipative systems [13]. Following [13] the ordering of the
spectrum of LEs is given by
σ1(x) ≥ σ2(x) ≥ . . . ≥ σN(x) ≥ −σN (x) ≥ . . . ≥ −σ2(x) ≥ −σ1(x). (2.23)
The sum s of all LEs (i.e.
2N∑
i=1
σi) measures the contraction rate of volumes in the phase
space. In the so-called dissipative systems, s < 0, meaning that volumes visited by generic
trajectories shrink exponentially. In autonomous Hamiltonian systems, s = 0, i.e. volumes
are preserved. Similarly the sum of LEs for area-preserving symplectic mappings is zero
2N∑
i=1
σi(x) = 0. (2.24)
The LEs come in pairs of values having opposite signs
σi(x) = −σ2N−i+1(x), i = 1, . . . , N. (2.25)
In addition, at least one pair of LEs is by default zero
σN (x) = −σN+1(x) = 0. (2.26)
Other vanishing exponents may signal the existence of additional constants of motion apart
from the Hamiltonian itself.
For 2ND Hamiltonian systems, the computation of the first p LEs, with 1 < p ≤ 2N of
an orbit is performed using the so-called standard method in [46]. This method involves the
time evolution of p initial linearly independent and orthonormal deviation vectors, with a
new set of orthonormal vectors, obtained by the Gram-Schmidt orthonormalization process,
replacing the evolved deviation vectors, along with the simultaneous integration of the
equations of motions.
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2.2.4 The Smaller Alignment Index (SALI) method
The idea behind the introduction of a simple, fast and efficient chaos indicator, such as the
SALI [19,21] was the need to overcome the slow limit convergence of σ1(t) (2.21). Instead of
estimating the average rate of exponential growth, i.e. σ1(t), SALI uses the possible alignment
of any two normalized deviation vectors to identify the chaotic nature of orbits. In order to
compute the SALI, we follow the evolution of the orbit and two deviation vectors, v1(t) and
v2(t). The SALI is computed at any unit time by [19]
SALI(t) = min
{
‖vˆ1(t) + vˆ2(t)‖, ‖vˆ1(t)− vˆ2(t)‖
}
, (2.27)
where t is either continuous or discrete time and vˆ1 and vˆ2 are unit vectors given by the
relation
vˆi =
vi
‖vi‖ , i = 1, 2. (2.28)
Note that 0 ≤ SALI(t) ≤ √2. SALI = 0 means the two deviation vectors, v1(t) and v2(t)
align (i.e. both being either parallel or antiparallel) and SALI =
√
2 when the two vectors
are perpendicular.
2.2.4.1 Properties of the SALI
The asymptotic behavior of the SALI for regular and chaotic motion is given as follows:
1. In the case of regular motion SALI does not become zero [47]. The two deviation
vectors, v1 and v2, tend to fall on the tangent space of the torus, following a t
−1 time
evolution and having in general two different directions. Thus, in this case, SALI attains
a constant positive value, i.e.
SALI ∝ const. (2.29)
2. On other hand, for chaotic orbits, the deviation vectors align in the direction defined
by the mLE and the SALI tends exponentially fast to zero at a rate which is related to
the difference of the two largest LEs, σ1 and σ2 as discussed in [48], i.e.
SALI(t) ∝ e−(σ1−σ2)t. (2.30)
Rather than evaluating SALI (2.27), in order to see if the two deviation vectors are
aligned or not we can use the wedge product of these vectors [21]
‖vˆ1 ∧ vˆ2‖ = ‖vˆ1 + vˆ2‖ · ‖vˆ1 − vˆ2‖
2
, (2.31)
which represents the area of the parallelogram formed by the two deviation vectors. Then
‖vˆ1 ∧ vˆ2‖ → 0 indicates chaos and ‖vˆ1 ∧ vˆ2‖ 6= 0 corresponds to regular motion. If we take
more than two deviation vectors, say v1, v2, . . . , vk, 2 ≤ k ≤ 2N , then the wedge product of
the corresponding unit vectors evaluates the volume of the parallelepiped formed by these
deviation vectors, which leads to the introduction of the GALI Method.
CHAPTER 2. NUMERICAL TECHNIQUES AND MODELS
2.2.5 The Generalized Alignment Index (GALI) Method
Consider the 2ND phase space of a conservative dynamical system represented by either
a Hamiltonian flow of N dof or a 2ND symplectic mapping. In order to study whether an
orbit is chaotic or not, we examine the asymptotic behavior of k initially linearly independent
deviations from this orbit, denoted by vectors v1, v2, . . . , vk, 2 ≤ k ≤ 2N . Thus, we follow the
orbit, using the Hamilton equations of motion or the mapping equations and simultaneously
we solve the corresponding variational equations or the related tangent map to study the
behavior of deviation vectors from this orbit.
The Generalized Alignment Index of order k (GALIk) represents the volume of the
generalized parallelogram defined by the evolved k unit deviation vectors at any given time
and it is determined as the norm of the wedge (or exterior) product of these vectors [18]
GALIk(t) = ‖vˆ1 ∧ vˆ2 ∧ vˆ3 ∧ · · · ∧ vˆk‖. (2.32)
In the case that the number of deviation vectors k exceeds the dimension 2N of
the system’s phase space, by definition the vectors will be linearly dependent and the
corresponding volume (the value of GALIk, for k > 2N) will be zero.
2.2.5.1 Properties of the GALI
Let us consider N dof Hamiltonian systems. For regular orbits, if we start with k ≤ N
linearly independent initial deviation vectors, then the deviation vectors eventually fall on
the ND tangent space of the torus [18]. In this case, the asymptotic GALI value will be
practically constant. Whereas, if we start with N < k ≤ 2N linearly independent initial
deviation vectors, then the asymptotic GALI value will be zero since some deviation vectors
will eventually become linearly dependent as again all of them will fall on the ND tangent
space of the torus. The general behavior of the GALIk for regular orbits lying on an ND
torus is given by [18]
GALIk(t) ∝


constant if 2 ≤ k ≤ N,
t−2(k−N) if N < k ≤ 2N.
(2.33)
We note that, the behavior of GALIk for regular orbits on lower-dimensional tori i.e. kD
torus with k < N is given by [28].
GALIk(t) ∝


t−(k−1) if 2 ≤ k ≤ 2N − 1,
t−2N if k = 2N.
(2.34)
On the other hand, for chaotic and unstable periodic orbits all deviation vectors align
in the direction defined by the mLE and the value of GALIk decays exponentially fast to zero
following a rate which depends on the values of several LEs [18, 28]
GALIk(t) ∝ e−[(σ1−σ2)+(σ1−σ3)+···+(σ1−σk)]t, (2.35)
where σ1 ≥ σ2 ≥ · · · ≥ σk are approximations of the k largest LEs of the orbit. In particular
when k = 2, GALI2 tends to zero exponentially fast as follows:
GALI2(t) ∝ e−(σ1−σ2)t, (2.36)
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which is similar to the behavior of the SALI shown in (2.30). This is due to the fact that the
SALI is equivalent to the GALI2 [18]. The behavior of the GALI2 for regular orbits in 2D
mappings requires special attention. Since in this case the motion exists on a 1D torus, the
two deviation vectors tend to fall on the tangent space of this torus, which is again 1D. Thus
the two vectors will eventually become linearly dependent as in the case of chaotic orbits,
but this happens with a different time rate given by [21]
GALI2(n) ∝ 1
n2
. (2.37)
where n is the number of iterations.
An efficient way of computing the value of GALIk is through the Singular Value
Decomposition (SVD) of the matrix
A =
(
vˆ1 vˆ2 . . . vˆk
)
=


vˆ1,1 vˆ2,1 . . . vˆk,1
vˆ1,2 vˆ2,2 . . . vˆk,2
...
...
...
vˆ1,2N vˆ2,2N . . . vˆk,2N

 , (2.38)
having as columns the coordinates of the k unitary vectors vˆi(t) =
vi(t)
‖vi(t)‖ = (vˆi,1, vˆi,2, . . . , vˆi,2N)
[20]. Following [20] we see that the value of GALIk can be given by
GALIk(t) =
√
det[A(t) · AT (t)]. (2.39)
where ‘det(A)’ denotes the determinant of a matrix A. The matrix product in (2.39) is a
k × k symmetric positive definite matrix
AAT =


< vˆ1, vˆ1 > < vˆ1, vˆ2 > < vˆ1, vˆ3 > . . . < vˆ1, vˆk >
< vˆ1, vˆ2 > < vˆ2, vˆ2 > < vˆ2, vˆ3 > . . . < vˆ2, vˆk >
...
...
...
...
< vˆ1, vˆk > < vˆ2, vˆk > < vˆ3, vˆk > . . . < vˆk, vˆk >

 , (2.40)
where each element of ith row and jth column is the inner product of the unit deviation
vectors vˆi and vˆj , so that
< vˆi, vˆj >= cos θij , i, j = 1, 2, . . . , k, (2.41)
where θij is the angle between vectors vˆi and vˆj . Thus, the matrix of Eq. (2.40) can be
written as
AAT =


1 cos θ12 cos θ13 . . . cos θ1k
cos θ12 1 cos θ23 . . . cos θ2k
...
...
...
...
cos θ1k cos θ2k cos θ3k . . . 1

 . (2.42)
The value of the GALIk can be computed through the norm of the wedge product of
the k deviation vectors defined in (2.32) as
GALIk =


∑
1≤i1<i2<···<ik≤2N

det




v1i1 v1i2 . . . v1ik
v2i1 v2i2 . . . v2ik
...
... . . .
vki1 vki2 . . . vkik






2

1/2
, (2.43)
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where the sum is performed over all possible combinations of k indices out of 2N (more
details can be found in [18]). This means that in our computation we have to consider all
the possible k × k determinants of A. From a practical point of view this technique is not
numerically efficient for systems with many dof because of the large number of determinants
in Eq. (2.43). Nevertheless, Eq. (2.43) is ideal for the theoretical treatment of the GALI’s
asymptotic behavior for chaotic and regular orbits as has shown in [18].
According to the SVD method [49] the 2N×k matrix AT can be written as the product
of a 2N × k column-orthogonal matrix U , a k × k diagonal matrix Z with non-negative real
numbers zi, i = 1, . . . , k on its diagonal and the transpose of a k × k orthogonal matrix V :
AT = UZV T . (2.44)
Then the GALIk is computed using Eqs. (2.39) and (2.44) and by keeping in mind that
UT ·U = V T ·V = Ik, where Ik is the k×k unit matrix, since U and V are orthogonal. Thus,
GALIk =
√
det(AAT ),
=
√
det
[
(V ZTUT ) · (UZV T )],
=
√
det
[
V diag(z2i )V
T
]
,
=
√
det
[
diag(z2i )
]
,
=
k∏
i=1
zi, (2.45)
where zi, i = 1, . . . , k, are the so-called singular values of A, obtained through the SVD
procedure.
In our study, in order to compute the value of the GALIk we follow the time evolution
of k initially linearly independent random unit deviation vectors vˆ1(0), vˆ2(0), . . . , vˆk(0) and
implement the approach of Eq. (2.45). Furthermore, in order to statistically analyze the
behavior of the GALIs we average the values of the indices over several different choices of
the set of initial deviation vectors. The random choice of the initial vectors leads to different
GALIk(0) values. Thus, in order to fairly and adequately compare the behavior of the indices
for different initial sets of vectors we normalize the GALI’s evolution by keeping the ratio
GALIk(t)/GALIk(0), i.e. we measure the change of the volume defined by the k deviation
vectors with respect to the initially defined volume. Another option is to start the evolution
of the dynamics by considering a set of k orthonormal vectors so that GALIk(0) = 1. As we
will see later on, both approaches lead to similar results, so in our study, we will follow the
former procedure unless otherwise stated.
An algorithm to compute the SALI according to Eq. (2.27) and the GALI using the
SVD procedure (2.45) can be found in [21].
2.3 Illustrative applications to simple dynamical
systems
Here, we consider some simple dynamical systems and use them to illustrate the behavior of
the mLE, the SALI and the GALI for regular and chaotic orbits.
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2.3.1 Conservative systems
2.3.1.1 Some Symplectic Mapping cases
Let us start our presentation by considering a simple area-preserving 2D symplectic mapping
the so-called standard mapping [46]:
x′1 = x1 + x2,
x′2 = x2 −K sin(x1 + x2), (2.46)
where K is a real parameter and x′1 and x
′
2 denote the values of coordinates x1x2 after one
iteration of the motion. We note that all coordinates have (mod 1), i.e. 0 ≤ xi < 1 for
i = 1, 2.
Phase space portraits of the standard mapping for various values of the parameter K
are shown in Figure 2.2. More specifically, Fig. 2.2a shows that the phase space is practically
filled with stability islands for a small value of the parameter K = 0.5. When we increase
the value K to K = 1.2 (Fig. 2.2b), the stability islands become embedded within a chaotic
sea represented by the scattered point zone. For K = 5, the chaotic sea dominates as we see
in Fig. 2.2c.
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Figure 2.2: Phase space portraits of the standard mapping (2.46) for (a) K = 0.5, (b)
K = 1.2, and (c) K = 5. The portraits are produced by 106 iterations of several ICs.
Different colors are used to help distinguishing between regular (blue points) and chaotic
(red points) orbits.
The tangent map (1.15) of the 2D mapping (2.46) which is needed in order to compute
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chaos indicators is given by
δx′1 = δx1 + δx2,
δx′2 = δx2 −K(δx1 + δx2) cos(x1 + x2). (2.47)
We consider several orbits in the 2D mapping (2.46) for K = 1.2 (Fig. 2.2b) for which
it has both well defined chaotic and regular regions and we determine the nature of each
orbit by using the following chaos indicators: the mLE and the SALI/GALI2. The obtained
results are shown in Fig. 2.3. In order to to illustrate the behavior of the chaos indicators, we
consider three different regular and chaotic orbits from Fig. 2.2b. The phase space portraits
of the standard mapping (2.46) for these orbits is shown in Fig. 2.3a.
Fig. 2.3b shows that the mLE goes to zero for the regular orbits following an evolution
which is proportional to the power law n−1 (which is indicated by the dashed straight line)
whereas mLE eventually saturates to a constant value for chaotic orbits. Fig. 2.3c illustrates
the time evolution of the SALI for the same regular and chaotic orbits. In the case of regular
orbits, the evolution of the SALI is proportional to the theoretical prediction n−2 (2.37),
while for chaotic orbits the SALI goes to zero exponentially fast following the exponential
decay in (2.30). If we compare the time evolution of the mLE and SALI for chaotic orbits of
Figs. 2.3b and 2.3c we can notice that SALI discriminates the chaotic orbits very fast.
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Figure 2.3: (a) Phase space portraits of the standard mapping (2.46) for three different
regular orbits with ICs (0.5, 0.12) (blue ‘[b]’), (0.5, 0.22) (green ‘[g]’) and (0.5, 0.365) (orange
‘[o]’) and three different chaotic orbits with ICs (0.5, 0.4) (black ‘[k]’), (0.5, 0.6) (red ‘[r]’)
and (0.5, 0.7) (purple ‘[p]’) for K = 1.2. We see the evolution of the mLEs and the SALIs
of these orbits, with respect to the number of iteration n, respectively in panels (b) and (c).
In (b) σ1(n) tends to zero following a power law n
−1 for regular orbits and becomes constant
for chaotic ones. In (c) SALI(n) tends to zero following a power law n−2 for regular orbits
and it goes to zero exponentially fast for chaotic orbits. The dotted straight lines in (b) and
(c) correspond respectively to functions proportional to n−1 and n−2.
Similar behaviors are also observed in the case of the 4D mapping [45, 50, 51]
x′1 = x1 + x2,
x′2 = x2 −K1 sin(x1 + x2)− µ[1− cos(x1 + x2 + x3 + x4)],
x′3 = x3 + x4,
x′4 = x4 −K2 sin(x3 + x4)− µ[1− cos(x1 + x2 + x3 + x4)],
(2.48)
Consisting of two coupled 2D standard mappings with parameters K1 and K2, which are
coupled through a term whose strength is defined by the parameter µ. In this case all
coordinates xi, i = 1, . . . , 4 are given (mod 2pi), i.e. −pi ≤ xi < pi.
Figures 2.4 to 2.6 show 2D projection of the 4D mapping for different values of µ by
fixing the parameters K1 = 0.5 and K2 = 0.1. In each case we iterated the mapping (2.48)
by using five different ICs of the form (x1, x2, x3, x4) = (ci, 0, ci, 0), for i = 1, . . . , 5, where
c1 = 0.5, c2 = 2, c3 = 2, c4 = 2.5, c5 = 3. From the results of Fig. 2.4 we see that the
considered orbits are mainly regular for µ = 0 except for the orbit with x1 = x4 = 3 which
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shows a weak chaotic behavior. As the value of the coupling parameter increases to µ = 10−4
(Fig. 2.5) and µ = 10−2 (Fig. 2.6) more orbits become chaotic.
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Figure 2.4: Two-dimensional projection of orbits of the 4D mapping (2.48) for µ = 0 with
ICs (0.5, 0, 0.5, 0) (blue ‘[b]’), (1, 0, 1, 0) (green ‘[g]’), (2, 0, 2, 0) (yellow ‘[y]’), (2.5, 0, 2.5, 0)
(black ‘[k]’) and (3, 0, 2, 0.) (red ‘[r]’) on (a) the x1x2 plane and (b) the x3x4 plane.
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Figure 2.5: Similar to Fig. 2.4 but for µ = 10−4.
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Figure 2.6: Similar to Fig. 2.4 but for µ = 10−2.
The tangent map of system (2.48) is given by
δx′1 = δx1 + δx2,
δx′2 = δx2 −K1(δx1 + δx2) cos(x1 + x2)− µ(δx1 + δx2 + δx3 + δx4) sin(x1 + x2 + x3 + x4),
δx′3 = δx3 + δx4,
δx′4 = δx4 −K2(δx3 + δx4) cos(x3 + x4)− µ(δx1 + δx2 + δx3 + δx4) sin(x1 + x2 + x3 + x4),
(2.49)
Let us consider the orbits of the 4D mapping (2.48) with ICs x1 = 0.5, x2 = 0, x3 = 0.5
and x4 = 0 as a representative of a regular (blue points in Fig. 2.6) and x1 = 3, x2 = 0, x3 = 3
and x4 = 0 for a chaotic orbit (red points in Fig. 2.6). In Fig. 2.7a we plot the four LEs for
the regular and the chaotic orbit. For regular orbit, the LEs go to zero following an evolution
which is proportional to the power law n−1. For the chaotic orbit, the LEs come in pairs of
opposite values, i.e. χ1 = −χ4 and χ2 = −χ3. For this reason, we plot χ1, χ2, |χ3|, |χ4|. The
four finite time LEs eventually saturate to a constant value for the chaotic orbit. In Fig. 2.7b
we see that the time evolution of the SALI for the regular orbit leads to a constant value
whereas the SALI goes to zero exponentially fast for the chaotic orbit.
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Figure 2.7: Evolution of (a) the four LEs and (b) the SALIs with respect to the number
of iteration n of the 4D mapping (2.48) with µ = 10−2, K1 = 0.5, K2 = 0.1 (Fig. 2.6) for
the regular orbit with IC x1 = 0.5, x2 = 0, x3 = 0.5 and x4 = 0 (blue ‘[b]’ curves) and the
chaotic orbit with IC, x1 = 3, x2 = 0, x3 = 3 and x4 = 0 (red ‘[r]’ curves). In (a) the LEs
of regular orbit tend to zero following a power law n−1 while they attain a constant positive
value for chaotic orbits. We note that for the chaotic orbit we plot the quantities χ1, χ2, |χ3|,
|χ4| in order to avoid the logarithm of negative values. In (b) SALI(n) reach a non-negative
constant value for the regular orbit and it goes to zero exponentially fast for the chaotic one.
The dashed straight line in (a) corresponds to a function proportional to n−1. Axes in both
panels are in logarithmic scale.
Furthermore, in Fig. 2.8 we computed the evolution of the GALIs for these two orbits
of Fig. 2.7. In Fig. 2.8a we plot the evolution of GALI2, GALI3 and GALI4 for the regular
orbit. We see that GALI2 eventually saturates to a non-zero constant value while GALI3
and GALI4 go to zero following respectively the asymptotic power law decays t
−1 and t−2.
In Fig. 2.8b we see the evolution of GALI2, GALI3 and GALI4 for the chaotic orbit. In this
case, the GALIs go to zero following an exponential decay which is proportional to exp[−σ1n],
exp[−2σ1n] and exp[−4σ1n] for σ1 = 0.023765 which is the estimation of the orbit’s mLE
(see Fig. 2.7).
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Figure 2.8: Evolution of the GALIk(n), k = 2, 3, 4 with respect to the number of iteration n of
the 4D mapping (2.48) with µ = 10−2, K1 = 0.5 andK2 = 0.1 for (a) the regular orbit with IC
x1 = 0.5, x2 = 0, x3 = 0.5 and x4 = 0 and (b) the chaotic orbit with IC x1 = 3, x2 = 0, x3 = 3
and x4 = 0. The dashed straight lines in (a) correspond to functions proportional to n
−1
and n−2 while in (b) they represented functions proportional to exp[−σ1n], exp[−2σ1n] and
exp[−4σ1n] for σ1 = 0.023765.
2.3.1.2 The He´non-Heiles system
The He´non-Heiles system is a prototypical 2D Hamiltonian dynamical system initially used
in [29] to investigate the motion of a star in a simplified galactic potential. The star is
assumed to move on the galactic plane with coordinates x and y. The Hamiltonian function
of this system is
H2 =
1
2
(p2x + p
2
y) +
1
2
(x2 + y2) + x2y − 1
3
y3, (2.50)
where px and py are the conjugate momentum. The system’s equations of motion are
x˙ = px,
y˙ = py,
p˙x = −x(1 + 2y),
p˙y = y
2 − x2 − y. (2.51)
In Fig. 2.9 we present the PSS of the He´non-Heiles system (2.50) with H2 = 0.125,
defined by the condition x = 0 and px ≥ 0. There ordered orbits correspond to closed
smooth curves, while the chaotic orbits are represented by scattered points.
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Figure 2.9: The PSS of the He´non-Heiles system (2.50) with energy H2 = 0.125 for x = 0,
px ≥ 0. Orbits were integrated up to a final time t = 10, 000 time units using the SABA2 SI
scheme with an integration time step of τ = 0.01.
In order to compute chaos indicators like the mLE, the SALI and the GALI we also
need to integrate the system’s variational equations
δx˙ = δpx,
δy˙ = δpy,
δp˙x = −
[
(1 + 2y)δx+ 2xδy
]
,
δp˙y = −
[
2xδx+ (1 + 2y)δy
]
. (2.52)
In our simulations we simultaneously integrated Eqs. (2.51) and (2.52) using the SABA2 SI
scheme with an appropriate integration time step which keep the relative energy error below
10−5.
We compute the mLEs and the SALIs for three different regular orbits which are taken
from the islands of stability around periodic orbits of different periods 1 (Fig. 2.10a). Their
ICs are (0,−0.1, 0.267,−0.41), (0, 0.4,−0.3, 0), and (0, 0.5, 0.144,−0.25) for the regular orbits
and (0, 0.52, 0.232, 0.14), (0,−0.38, 0.17,−0.2), and (0,−0.1, 0.488,−0.03) for the chaotic
ones. Fig. 2.10b shows that the mLEs go to zero for regular orbits following an evolution
which is proportional to the power law t−1, while they eventually attain constant positive
values for chaotic orbits. In Fig. 2.10c we present the time evolution of the SALIs for the same
regular and chaotic orbits. In the case of regular orbits, the SALIs obtain non-zero constant
values. On the other hand, the SALIs go to zero exponentially fast for chaotic orbits. Similar
to the discrete system of Section 2.3.1.1 (Figs. 2.3 and 2.7). The SALIs discriminate chaotic
orbits very fast.
1An orbit x(t), in the system’s phase space, is called periodic if x(t+ T ) = x(T ), for a non-zero constant
number T
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Figure 2.10: (a) The PSS (x = 0, px ≥ 0) of the 2D system (2.50) with energy H2 = 0.125
for regular orbits with ICs (y, px, py) (−0.1, 0.267,−0.41) ‘blue [b]’, (0.4,−0.3, 0) ‘green [g]’,
and (0.5, 0.144,−0.25) ‘orange [o]’ and chaotic orbits with ICs (0.52, 0.232, 0.14) ‘black [k]’,
(−0.38, 0.17,−0.2) ‘red [r]’, and (−0.1, 0.488,−0.03) ‘purple [p]’. The time evolution of the
mLEs and the SALIs are respectively shown in (b) and (c). In (b) the plotted line corresponds
to a function proportional to t−1.
In Fig. 2.11 we also study the behavior of the GALIs for the regular orbit with IC x =
0., y = 0.1, px = 0.495 and py = 0, and the chaotic orbit with IC x = 0, px = −0.25, x3 = 0.421
and x4 = 0. The regular orbit lies on a 2D torus and therefore its GALI2 eventually saturates
to a non-zero constant value, whereas the GALI3 and the GALI4 go to zero respectively
following the asymptotic power law decays t−1 and t−2 (Fig. 2.11a). The GALIs for the
chaotic orbit are shown in Fig. 2.11b. All of them go to zero exponentially fast following the
exponential decays which are described in Eq. (2.35).
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Figure 2.11: The time evolution of GALIk(t), k = 2, 3, 4 of (a) the regular orbit with IC x =
0, y = 0.1, px = 0.495 and py = 0 and (b) the chaotic orbit with IC x = 0, px = −0.25, x3 =
0.421 and x4 = 0 for the system (2.50) with energy H2 = 0.125. The plotted straight lines
in (a) correspond to functions proportional to t−1 and t−2 while in (b) they correspond to
functions proportional to exp[(−σ1)t], exp[(−2σ1)t] and exp[(−4σ1)t] for σ1 = 0.055984 which
is the orbits mLE. Both axes in (a) are in logarithmic scale whereas in (b) the x-axis is linear
while the y-axis is in logarithmic scale.
Overall all the methods we implemented can correctly capture the dynamical nature
of the studied orbits. GALIk, with higher-order k, is the fastest in discriminating between
regular and chaotic motion whereas the mLE is the least efficient technique. For example,
consider the evolution of the GALI4 and the mLE for the 4D mapping (2.48) and 2D
Hamiltonian (2.51). The exponential decay of the GALI4 for the chaotic orbit with IC
x1 = 3, x2 = 0, x3 = 3 and x4 = 0 (black curve in 2.8b) of (2.48) reaches the value 10
−16
around time t = 102.4, while the mLE (red curve in 2.7a) clearly indicates that the orbit is
chaotic around time t = 103.8. Also, the exponential decay of the GALI4 for the chaotic orbit
with IC x = 0, px = −0.25, x3 = 0.421 and x4 = 0 (black curve in 2.11b) of (2.51) reaches
the value 10−16 around time t = 101.3, while the mLE (purple curve in 2.10b) shows that the
orbit is chaotic around time 105. Based on our results and discussion, we can conclude that
the GALI method is the most effective among the methods we have considered. Even though
the convergence of the LEs is theoretically guaranteed, its rate of convergence can become
too slow, while the PSS is impractical for systems with many dof.
2.3.2 Dissipative systems
A dynamical system is called non-conservative if its phase space volume changes over time.
The determinant of the system’s Jacobian matrix is an important tool to explore the
properties of the dynamic, in particular to describe the change in volume. If this determinant
is smaller than one, then the volume of phase space decreases over time [52].
For dissipative systems, in the limit of t → ∞ the dynamics converges to a set of
values for various ICs, the so-called attractor. A dynamical system can have several different
attractors. We should note that the concept of an attractor is only relevant when discussing
the asymptotic behavior of orbits.
In this section, we compute various chaos indicator of two dissipative systems. The aim
is to briefly investigate the behavior of the GALIs for these systems. Our results suggest
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that further work is certainly required. However, this study provides a good starting point
for further investigations.
2.3.2.1 The He´non Mapping
First we consider a mapping which was introduced by He´non [53] based on concepts of
stretching and folding of areas in the phase space. The He´non mapping takes a point (x, y)
in the plane and maps it to a new point (x′, y′) according to the rule
x′ = y + 1− αx2,
y′ = βx. (2.53)
According to [53], the dynamics converges to a strange attractor for parameter values α = 1.4
and β = 0.3. This attractor is seen in Fig. 2.12
-1.2
-0.6
 0
 0.6
 1.2
-0.4 -0.2  0  0.2  0.4
x
y
Figure 2.12: Phase plot of the strange attractor of the He´non mapping (2.53) with α = 1.4
and β = 0.3. An IC (0.5, 0.5) is iterated 105 times in order to produce this plot.
The rate of expansion of an area in the map’s phase space is given by the determinant
of the Jacobian matrix of the mapping (2.53)
J =
∣∣∣∣det
[−2αxn 1
β 0
]∣∣∣∣ = |β| . (2.54)
Thus for β = 1 the mapping is area preserving but when β < 1, as we have done for the case
β = 0.3, the mapping is dissipative and phase space areas contract.
There is an equally simple (as the He´non mapping (2.53)) 2D quadratic mapping
admitting several attractors [54]. This mapping, has two parameters, α and β, and it is
given by
x′ = 1− αy2 + βx,
y′ = x. (2.55)
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Note that this mapping is conservative for values of the parameter β ∈ (−1.6, 0.5). The
associated tangent map of the 2D quadratic mapping (2.55) is given by
δx′ = −βδx− 2αy2δy,
δy′ = δx. (2.56)
We compute the LEs as well as the SALI of the mapping (2.55) of a representative
regular and a chaotic orbit. For the regular orbit we use the parameters (α, β) = (0.5, 0.1) and
the IC x = 0.5, y = 0.5. In Fig. 2.13a we plot the evolution of the two LEs of this orbit. We
see that the LEs eventually attain negative values for this regular orbit, i.e. χ1 = −0.126605
and χ2 = −0.126604. Fig. 2.13b displays the time evolution of the SALI for this orbit. We
see that, the SALI remains practically constant.
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Figure 2.13: The evolution of (a) the two LEs and (b) the SALI with respect to the number of
iteration n of the mapping (2.55) for the regular orbit with IC (x, y) = (0.5, 0.5), for α = 0.5
and β = 0.1.
In Fig. 2.14 we use the parameters (α, β) = (0.9, 0.6) for the mapping (2.55) and
compute the chaos indicators for the chaotic orbit with IC (x, y) = (0.5, 0.5). Fig. 2.14a
shows the evolution of two LEs for this orbit. We see that the two finite time LEs eventually
saturate to positive constant values χ1 = 0.0236519 and χ2 = 0.0236530. In Fig. 2.14b
we plot the evolution of the SALI for the same orbit and we can see that it goes to zero
exponentially fast.
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Figure 2.14: Similar to Fig. 2.13 but for a chaotic orbit with IC (x, y) = (0.5, 0.5), and for
α = 0.9 and β = 0.6.
2.3.2.2 The case of a 4D mapping
Similar behaviors are observed for a more complicated mapping model given by [55]
xn+1 = −Dxn−1 + 2xn
[
C1 +
BS1
Q1
1− exp(−r2n
2
)
r2n
]
+ Eξi,
yn+1 = −Dyn−1 + 2yn
[
C2 +
BS2
Q2
1− exp(−r2n
2
)
r2n
]
+ Eηi, (2.57)
where r2n = x
2
n+y
2
n, n = 0, 1, 2, . . . andQ1, Q2, B ∈ R, 0 < D < 1 is the dissipation parameter,
ξi, ηi are randomly generated noise variables, within the interval (−0.0005,+0.0005), and
ci = cos 2piQi, Si = sin 2piQi, i = 1, 2. The corresponding tangent map is given by
δxn+1 = −Dδxn−1 + 2C1δxn + BS1
Q1
[
2(xn + δxn)
1− exp(−r2n
2
− pn)
r2n + 2pn
− 2xn
1− exp(−r2n
2
)
r2n
]
,
δyn+1 = −Dδyn−1 + 2C2δyn + BS2
Q2
[
2(yn + δyn)
1− exp(−r2n
2
− pn)
r2n + 2pn
− 2yn
1− exp(−r2n
2
)
r2n
]
,(2.58)
where p2n = xnδxn + ynδyn. Mapping (2.57) is conservative when D = 1.
We also studied the time evolution of the mLE and the GALIk, k = 2, 3, 4 of mapping
(2.57) for a regular and chaotic orbit. From Fig. 2.15a we see that the mLE reaches a
negative constant value for the regular orbit (χ1 = −0.052461) with IC (x0, y0, x1, y1) =
(
√
0.1, 0, 0,
√
0.1) when the mapping parameters are set to E = 1.0, Q2 = 0.9, σ = 0.98,
D = 0.9, B = 0.33301. Whereas it becomes positive value for the chaotic orbit with IC
(x0, y0, x1, y1) = (
√
0.1, 0, 0,
√
0.1) when the mapping parameters are set to E = 1.0, Q2 =
0.9, σ = 0.98, D = 1.0, B = 0.33301 (χ1 = 0.065738) (Fig. 2.16a). In Fig. 2.15b we can
see that the GALIs remain practically constant for the regular orbit while they go to zero
exponentially fast for the chaotic orbit (Fig. 2.16b).
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Figure 2.15: Evolution of (a) the mLE and (b) the GALIk(n), k = 2, 3, 4 with respect to
the number of iterations n of the mapping (2.57) for a regular orbit with IC (x0, y0, x1, y1) =
(
√
0.1, 0, 0,
√
0.1) when the mapping parameters are set to E = 1.0, Q2 = 0.9, σ = 0.98,
D = 0.9, B = 0.33301.
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Figure 2.16: Similar to Fig. 2.15 but for a chaotic orbit with IC (x0, y0, x1, y1) =
(
√
0.1, 0, 0,
√
0.1) for D = 1.0 (all other parameters are the same as in Fig. 2.15).
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Behavior of the GALI for regular
motion in multidimensional
Hamiltonian systems
3.1 The Fermi-Pasta-Ulam-Tsingou (FPUT) model
The FPUT model [22, 23] describes a multidimensional lattice system and it is related to
the famous paradox of the appearance of a recurrent behavior in a nonlinear system. It is
traditionally called the (α + β)−FPUT model and represents a one-dimensional chain of N
identical particles with nearest-neighbor interactions (see Fig. 3.1).
1 2 . . . xj . . . xj+1 . . . N
Figure 3.1: Schematic model of the FPUT model: identical masses that can move only in
one spatial dimension are coupled by non-linear springs. xj is the displacement from the
equilibrium position of the jth mass. The boundary conditions are fixed.
The (α + β)−FPUT Hamiltonian is
HN =
1
2
N∑
j=1
p2j +
N∑
j=0
[
1
2
(xj+1 − xj)2 + 1
3
α(xj+1 − xj)3 + 1
4
β(xj+1 − xj)4
]
, (3.1)
where xj is the displacement of the jth particle from its equilibrium position and pj is the
corresponding conjugate momentum. In our study we impose fixed boundary condition to
system (3.1), i.e. x0 = xN+1 = p0 = pN+1 = 0. We also chose to work with the β−FPUT
system (i.e. α = 0 in (3.1))
HN =
1
2
N∑
j=1
p2j +
N∑
j=0
[
1
2
(xj+1 − xj)2 + 1
4
β(xj+1 − xj)4
]
, (3.2)
because it does not allow particles to escape.
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In order to use a SI scheme for the integration of the system’s equations of motion
and variational equations (using the so-called tangent map method [35, 56, 57]) we split the
Hamiltonian in two integrable parts HN = A + B in which A is a function of the momenta
pj and B is a function of the coordinates qj:
A =
1
2
N∑
j=1
p2j , and B =
N∑
j=0
[
1
2
(xj+1 − xj)2 + 1
4
β(xj+1 − xj)4
]
. (3.3)
Then the corresponding equations of motion for the Hamiltonian functions A and B,
for 1 ≤ j ≤ N , are
X˙ = LAZX :


x˙j = pj
p˙j = 0
˙δxj = δpj
δ˙pj = 0
, (3.4)
and
X˙ = LBZX :


x˙j = 0
p˙j = xj+1 − 2xj + xj−1 − β(xj+1 − xj)3 + β(xj − xj−1)3
˙δxj = 0
δ˙pj = (1 + 3β(xi − xi−1)2)δxi−1 − (2 + 3β(xi − xi−1)2 − 3β(xi+1 − xi)2)δxi
+(1 + 3β(xi+1 − xi)2)δxi+1
.
(3.5)
These two sets of differential equations can be easily integrated. The operators eτLAz and
eτLBz which propagate the set of ICs xj , pj, δxj and δpj at time t to x
′
j , y
′
j, δx
′
j and δp
′
j time
t+ τ (τ being the integration time step), for 1 ≤ j ≤ N , are
eτLAzX =


x′j = xj + τpj
p′j = pi
δx′j = δxj + τδpj
δp′j = δpj
, (3.6)
and
eτLBzX =


x′j = xj
p′j = pj + τ
[
xj+1 − 2xj + xj−1 − β(xj+1 − xj)3 + β(xj − xj−1)3
]
δx′j = δxj
δp′j = δpj + τ
[
(1 + 3β(xi − xi−1)2)δxi−1 − (2 + 3β(xi − xi−1)2 − 3β(xi+1 − xi)2)δxi
+(1 + 3β(xi+1 − xi)2)δxi+1
]
.
.
(3.7)
Computational considerations
Here we discuss some practical aspects of our numerical simulation. In order to compute
the time evolution of GALIk of a 2N dof Hamiltonian system, we need k initially linearly
independent deviation vectors. In most considered cases the coordinates of these vectors are
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numbers taken from a uniform random distribution in the interval [−0.5, 0.5]. To statistically
analyze the behavior of the GALIs their values are averaged over several different choices of
sets of initial deviation vectors. In particular, we use nv = 10 sets of initial vectors. The
random choice of the initial vectors leads to different GALIk(0) values, i.e. the value of
the GALIk at the beginning of the evolution. Thus, to fairly and adequately compare the
behavior of the indices for different initial sets of vectors we normalize the GALIs’ evolution
by registering the ratio GALIk(t)/GALIk(0), i.e. we measure the change of the volume defined
by the k deviation vectors with respect to the initially defined volume. Another option is
to start the evolution of the dynamics by considering a set of k orthonormal vectors so that
GALIk(0) = 1. As we will see later on, both approaches lead to similar results, so in our
study we will follow the first procedure, unless otherwise specifically stated.
In our investigation, we implement an efficient fourth-order symplectic integration
scheme the so-called ABA864 method, to integrate the equations of motion and the
variational equations of the β−FPUT system (3.2). In our numerical simulations, we typically
integrate the β−FPUT system (3.2) up to a final time tf of 108 time units. By adequately
adjusting the used integration time step we always keep the absolute relative energy error 1
below 10−8.
The scope of our work is to quantitatively analyze the chaotic and regular behavior of
orbits of the multidimensional β−FPUT model (3.2). In Chapter 2, we described in detail
the behavior of the mLE, and the spectrum of LEs, as well as of the SALI and the GALI for
2D and 4D systems. These behaviors should hold for multidimensional systems. In order to
illustrate the behavior of these indices let us take the β-FPUT model (3.2) with N = 8 dof
and consider some typical regular and chaotic orbits. More specifically we consider the regular
orbit R1 with total energy H8 = 0.0633 and ICs −x1 = x2 = −x4 = x5 = −x7 = x8 = 0.067,
x3 = 0, x6 = 0.08, p1 = p3 = p6 = 0, −p2 = p4 = −p5 = p7 = −p8 = 0.08, and β = 1
and the chaotic orbit C1 with total energy H8 = 10.495 and ICs x1 = x4 = 2, x2 = x5 = 1,
x3 = x6 = 0.5, x7 = x8 = 0.1, pi = 0, i = 1, 2, . . . , 8, and β = 1.04.
The evolution of the mLE for these orbits is shown in Fig. 3.2a while their SALI is
depicted in Fig. 3.2b. In Fig. 3.2a, we see that for the regular orbit (blue curve) the mLE
goes to zero with a decrease proportional to the function t−1 whereas the σ1(t) remains
practically constant for the chaotic orbit (red curve), which is exactly what we expect from a
chaotic trajectory. In Fig. 3.2b we see that SALI goes to zero exponentially fast following the
law of (2.30), i.e. SALI(t) ∝ exp[−(σ1 − σ2)t] for σ1 = 0.170 and σ2 = 0.141, which are good
estimations of the first and the second largest LEs. On the other hand, it remains practically
constant and different from zero for the regular orbit (blue curve).
1The relative energy error, RE, is defined as RE =
∣∣∣Hc−H0
H0
∣∣∣, where Hc is the computed Hamiltonian
value at the current time unit and H0 is the initial Hamiltonian value.
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Figure 3.2: Time evolution of (a) the mLE and (b) the SALI of the regular orbit R1 (blue
curves denoted by [b]) and the chaotic orbit C1 (red curves denoted by [r]) of the β−FPUT
system (3.2) for N = 8. The dotted curve indicates a function proportional to (a) t−1 (and
(b) e−(σ1−σ2)t for σ1 = 0.170 and σ2 = 0.141). Both axes are in logarithmic scale.
In Fig. 3.3 we plot the whole spectrum of LEs consisting in total of 16 LEs, for orbits
R1 and C1. In the case of the regular orbit (Fig. 3.3a) all 16 LEs approach zero following
an evolution proportional to t−1, while in the case of the chaotic orbit (Fig. 3.3b) the set
of LEs consist of pairs of values having opposite signs. Positive LEs are plotted in green
while negative values in red. Moreover, two of the exponents, χ8 and χ9 (yellow curves in
Fig. 3.3b), eventually become zero. We will use the values of these 16 exponents later on
when we will discuss the results of Fig. 3.5.
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Figure 3.3: Time evolution of the 16 LEs, χi, i = 1, . . . , 16 of the β−FPUT system (3.2) with
N = 8 for (a) the regular orbit R1 and (b) the chaotic orbit C1. The plotted straight line
in (a) corresponds to a function proportional to t−1. In (b) labels indicate green ‘[g]’, yellow
‘[y]’ and red ‘[r]’ curves. Axes in (a) are in logarithmic scale, while in (b) the x- and y-axis
is in logarithmic and linear scale, respectively.
Let us now study the behavior of the GALIs for these two orbits. The regular orbit R1
lies on an 8D torus and therefore GALI2 up to GALI8 eventually oscillate around a non-zero
constant value which decreases with increasing order k (Fig. 3.4a), while the GALIs with
order greater than the dimension of the torus go to zero following the asymptotic power
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law decays in accordance with Eq. (2.33) (Fig. 3.4b). On the other hand, the GALIs of the
chaotic orbit C1 follow exponential decays in accordance with Eq. (2.35) (Fig. 3.5).
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to functions proportional to t−2, t−4, t−8, t−12, and t−16.
-24
-16
-8
 0
 0  300  600  900
(a)
GALI
2
GALI
3
GALI
4
GALI
5
GALI
6
lo
g
1
0
[G
A
L
I k
(t
)/
G
A
L
I k
(0
)]
log10t
Slope=-(σ1−σ2)/ln(10)
Slope=-(2σ1−σ2−σ3)/ln(10)
Slope=-(3σ1−σ2−σ3−σ4)/ln(10)
Slope=-(4σ1−σ2−σ3−σ4−σ5)/ln(10)
Slope=-(5σ1−σ2−σ3−σ4−σ5−σ6)/ln(10)
 0  50  100  150
(b)
GALI
8
GALI
10
GALI
12
GALI
14
GALI
16
t
Slope=-(7σ1−σ2−σ3−σ4−σ5−σ6−σ7)/ln(10)
Slope=-(9σ1−σ2−σ3−σ4−σ5−σ6)/ln(10)
Slope=-(11σ1−σ2−σ3−σ4)/ln(10)
Slope=-(13σ1−σ2)/ln(10)
Slope=-(16σ1)/ln(10)
Figure 3.5: Time evolution of the GALIk for (a) k = 2, . . . , 6 and (b) k = 8, 10, 12, 14, 16
of the chaotic orbit C1 of the β−FPUT system (3.2). The plotted straight lines correspond
to functions that follow the asymptotic decay laws in Eq. (2.35) for σ1 = 0.170, σ2 = 0.141,
σ3 = 0.114, σ4 = 0.089, σ5 = 0.064, σ6 = 0.042 and σ7 = 0.020.
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3.2 The behavior of the GALIs for regular orbits
For Hamiltonian ows and symplectic maps, a random small perturbation of a stable periodic
orbit in general leads to regular motion. Hence, finding a stable periodic orbit of the β−FPUT
system (3.2) and performing small perturbations to it will allow us to study the behavior of
GALI for several regular orbits.
The eigenvalues and eigenvectors of the so-called monodromy matrix M(T ) dictate the
stability of the periodic orbit. M(T ) is the fundamental solution matrix of the variational
equations of the periodic orbit evaluated at a time equal to one period T of the orbit (see
e.g. [58]). This matrix is symplectic, and its columns are linearly independent solutions of
the equations that govern the evolution of deviation vectors from the periodic orbit, i.e. the
variational equations. Since the Hamiltonian system (3.2) is conservative, the mapping
defined by the monodromy matrix is volume-preserving, i.e. the determinant of M(T ) is
one. In addition, the product of the matrix eigenvalues, which is equal to the determinant,
is also one.
If all the eigenvalues of M(T ) are on the unit circle in the complex plane, then the
corresponding periodic orbit is stable otherwise it is unstable. The instability can be of
different types (more discussion about this can be found in [58] and references therein) but
here we are only interested in the stability of periodic orbits. So we do not pay much attention
to the types of instability periodic orbits have when they become unstable.
In an ND autonomous Hamiltonian system, it turns out that two eigenvalues are always
equal to λ = 1 [58]. In practice, the remaining 2(N − 1) eigenvalues define the stability of
the periodic orbit. In addition, we expect the eigenvalues of M(T ) computed at any point
of the stable orbit to remain the same since the stability of the orbit does not change along
the orbit. Thus, we can reduce our investigation to a 2(N −1)D subspace of the whole phase
space using the PSS technique (see e.g. [6]), where the corresponding monodromy matrix has
2(N − 1) eigenvalues, none of which is by default λ = 1.
In our analysis, we investigate the behavior of the GALIs for regular orbits in the
neighborhood of two simple periodic orbits (SPOs) of the β−FPUT system (3.2), which we
refer to as SPO1 and SPO2. In the remaining part of our study, we set β = 1. The existence
and dynamics of these SPOs for the β−FPUT system were discussed in [59, 60].
3.2.1 Regular motion in the neighborhood of SPO1
The first SPO we study is called SPO1 in [60] and it is obtained by considering the β−FPUT
lattice (3.2) with N being an odd integer so that all particles at even-numbered positions
are kept stationary at all times, while the odd-numbered particles are always displaced
symmetrically to each other. For example, when N = 7 the 2nd, 4th and 6th particles
are fixed, i.e. x2 = x4 = x6 = 0 and the odd numbered particles, i.e. 1st, 3rd, 5th and 7th
are equally displaced but in opposite directions, i.e. x1 = −x3 = x5 = −x7 (see Fig. 3.6).
1 2 3 4 5 6 7
Figure 3.6: Example of the SPO1 with N=7
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In general, the SPO1 for N dof is given by
x2j(t) = 0, x2j−1(t) = −x2j+1(t) = x(t), (3.8)
for j = 1, 2, . . . , N−1
2
. Using condition (3.8) in the system’s equations of motion we end
up with a second order nonlinear differential equation for variable x(t) which describes the
oscillations of all moving particles of the SPO1. In particular, for j = 1, 3, 5, . . . , N we have
x¨j(t) = −2x(t)− 2βx3(t), (3.9)
while xj(t) = 0, j = 2, 4, 6, . . . , (N − 1) for all times.
In Fig. 3.7 we see the arrangement of the eigenvalues of the monodromy matrix of the
SPO1 orbit of Hamiltonian (3.2) with N = 11 when HN/N = 0.1 (Fig. 3.7a) andHN/N = 0.2
(Fig. 3.7b). In the first case the SPO1 is stable as all eigenvalues are on the unit circle, while
in the latter the orbit is unstable as two eigenvalues are off the unit circle.
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Figure 3.7: Representation of the eigenvalues λi, i = 1, 2, . . . , 20, of the monodromy matrix
of the SPO1 (3.8) of the β−FPUT system (3.2) on the complex plane with N = 11 for
(a) the stable SPO1 with HN/N = 0.1, x(0) = −0.4112 and (b) the unstable SPO1 with
HN/N = 0.2, x(0) = −0.5626.
The stability analysis of the SPO1 [59, 60] showed that for small values of HN (3.2)
the orbit is stable, but it becomes unstable when the energy increases beyond a certain
threshold HcN . For instance in Fig. 3.7 the transition from stability to instability occurs at
HcN/N ≈ 0.1755 for N = 11 particles. In [59, 60] the authors computed the energy density
threshold HcN/N for different number of particles N , and they found that H
c
N/N decreases
as the value of N increases following an asymptotic law HcN/N ∝ N−1. Fig. 3.8 illustrates
the destabilization energy threshold for SPO1 with respect to increasing N .
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Figure 3.8: The energy per particle threshold of the first destabilization HcN/N of the SPO1 of
the β−FPUT system (3.2) for β = 1. The straight line corresponds to a function proportional
to N−1.
The main objective of our analysis is to study the behavior of GALIs for regular orbits
that are located in the neighborhood of the stable periodic orbits. In order to find these
regular orbits we initially start with the stable SPO1 having ICs xi(0), pi(0), i = 1, 2, . . . , N
and energy density HN/N . Then we perturb this orbit to obtain a nearby orbit with ICs
Xi(0), Pi(0) while keeping the total energy fixed. Practically, in order to find the perturbed
orbit, we add a small random number to the positions of the stationary particles of the
stable SPOs, i.e. we have xj(0)+wj, j = 2, 4, 6, . . . , (N −1) where wjs are small real random
numbers. Then we change the position of one of the initially moving particles to keep the
same energy value HN .
The phase space distance D between these two orbits, xi(0), pi(0) and Xi(0), Pi(0) is
given by
D =
{
N∑
i=1
[
(xi(0)−Xi(0))2 + (pi(0)− Pi(0))2
]}1/2
. (3.10)
As we have already shown in Sec. 2.2, in multidimensional Hamiltonian systems, the
value of the GALIk with 2 ≤ k ≤ N remains practically constant for regular orbits lying on
an ND torus and these constant values decrease as the order of the index k grows [20]. In
order to improve our statistical analysis we evaluate the average value of GALIk(t)/GALIk(0)
over a set of nv = 10 different random initial deviation vectors and denote this quantity as
〈GALIk(t)/GALIk(0)〉. We stop our integration when the values of the GALIs more or less
saturate showing some small fluctuations. Then we estimate the asymptotic GALIk value,
denoted by GALIk, by finding the mean value of 〈GALIk(t)/GALIk(0)〉 over the last nt = 20
recorded values and the related error is estimated through the standard deviation of the
averaging process.
Fig. 3.9 shows the time evolution of 〈GALIk(t)/GALIk(0)〉 for a regular orbit with
distance D = 0.12 from the stable SPO1 and HN/N = 0.01. The gray area around these
curves represents one standard deviation. We observe that GALIs of higher orders converge
to lower values and need more time to settle to these values. In Fig. 3.9b we see more clearly
how these final asymptotic values, GALIk, decrease with increasing k.
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Figure 3.9: (a) The time evolution of the averaged GALI, 〈GALIk(t)/GALIk(0)〉 for k =2, 3,
5, 7, 9 and 11, of a regular orbit close to the stable SPO1 with HN/N = 0.01 and D = 0.12.
The average is computed over nv = 10 sets of random initial deviation vectors. (b) Estimation
of the asymptotic GALIk value, GALIk with respect to the order k for the results of (a). The
shaded gray area around each curve in (a) and the error bars in (b) denote one standard
deviation.
Similar results are obtained for a regular orbit in the neighborhood of SPO1 for N = 21
(Fig. 3.10). Again we observe that the almost constant final values of the GALIs drastically
decrease as the order of the index k increases from GALI2 to GALI21. Also, GALI21 starts
saturating at around t = 107 but GALI2 becomes constant around t = 10.
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Figure 3.10: Similar to Fig. 3.9 but for a regular orbit in the vicinity of the stable SPO1 with
HN/N = 0.04 and D = 0.03.
Now we focus our attention on the behavior of GALIs when the regular orbits depart
from a stable periodic orbit moving towards the edges of the stability island, for a constant
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value of N . We do that by perturbing the ICs of the stable periodic orbit by a small number,
i.e. by increasing D (3.10). Fig. 3.11 shows the outcome of this process. There we see how
the behavior of GALIs change with increasing distance D from the stable SPO1, when we
only consider one set of initial deviation vectors. In particular, we see the evolution of three
different GALIs, namely GALI2 (Fig. 3.11a), GALI4 (Fig. 3.11b), and GALI11 (Fig. 3.11c) for
several orbits in the neighborhood of the stable SPO1 with HN/N = 0.01 and D1 = 0.008,
D2 = 0.01, D3 = 0.06, D4 = 0.1, D5 = 0.22 and D6 = 0.4. All values of GALIs for the smaller
distance D = D1 go to zero asymptotically following the power law of Eq. (2.33), i.e. GALI2
with t−1 [Fig. 3.11a], GALI4 with t−3 [Fig. 3.11b], and GALI11 with t−10 [Fig. 3.11c]. The
behavior of the GALIs for the perturbed orbit with the smallest distance from the SPO1,
D = D1, is still similar to what we expect for a stable periodic orbit. When we increase
D the asymptotic behavior of the GALIs start deviating from the above mentioned power
decay law, and eventually GALIk becomes constant for D = Di, i = 2, . . . , 5. Finally, for
very large D values the perturbed orbits will be outside the stability island. This happens
for D = D6 which leads to chaotic motions. In this case, GALIs go to zero exponentially
fast. Note that the values of the GALIs for the regular orbit grow with increasing distance
D from the stable SPO1. In Fig. 3.12a we see the values of GALIk with respect to increasing
D when E = HN/N is kept constant to HN/N = 0.01, for regular orbits around the SPO1
orbit. We chose an appropriate value for D in order to avoid a transition to chaotic motion.
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Figure 3.11: Time evolution of (a) GALI2(t)/GALI2(0), (b) GALI4(t)/GALI4(0), and (c)
GALI11(t)/GALI11(0) for orbits with HN/N = 0.01 and distances D1 = 0.008, D2 = 0.01,
D3 = 0.06, D4 = 0.1, D5 = 0.22 and D6 = 0.4 from the stable SPO1 of the β−FPUT system
(3.2) with N = 11. The straight lines correspond to functions proportional to (a) t−1, (b)
t−3 and (c) t−10.
There is another way to move from stability to instability, that is by increasing the
energy densities E = HN/N . We have seen in Fig. 3.8 that as long as we are below the
destabilization energy of SPO1, the periodic orbit is stable. For instance, in the case of
N = 11 the SPO1 is stable below HcN/N ≈ 0.1755. In Fig. 3.12b we present the values of
GALIk as a function of the GALI’s order k for regular orbits in the neighborhood of the
stable SPO1 for increasing energy densities E = HN/N . In particular, we consider regular
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orbits with D = 0.12 for E1 = 0.01, D = 0.1 for E2 = 0.04 and with D = 0.01 for E3 = 0.12
and E4 = 0.16. Therefore, the GALIk values decrease as we increase the energy density for
regular orbits around the stable SPO.
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Figure 3.12: Estimation of the asymptotic GALI values, GALIk, as a function of their order
k for regular orbits in the vicinity of the stable SPO1 of the β−FPUT system (3.2) with
N = 11. (a) Regular orbits for E = HN/N = 0.01 and distances D1 = 0.01, D2 = 0.04,
D3 = 0.08 and D4 = 0.12. (b) Regular orbits with E1 = 0.01 and D = 0.12, E2 = 0.04
and D = 0.1, E3 = 0.12 and D = 0.01, and E4 = 0.16 and D = 0.01. The error bars in
both panels denote one standard deviation. Note that in this case the destabilization energy
density of the SPO1 is HcN/N ≈ 0.1755.
We have investigated the behavior of the GALIk for regular orbits in two ways. We
showed that the asymptotic GALIk values change when we increase the distance D of the
studied orbit from the stable SPO1 for constant energy HN (Fig. 3.12a). We also saw that,
the asymptotic value of GALIk decreases with increasing energy densities inside the stability
island [Fig. 3.12b].
For example, for the stable SPO1 with N = 11 and E1 = 0.01 regular motion occurs
up to D = 0.3765. So, the motion of the perturbed orbits above this D value is chaotic.
Fig. 3.13 shows an approximation of the size of the stability island around the SPO1 orbit
with different energy densities HN/N by finding the largest distance, denoted by Dm, in
which regular motion is observed for N = 11.
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Figure 3.13: Estimation of the extent in phase space of the stability island around SPO1: The
maximum value of D, denoted by Dm, for which regular motion occurs, as a function of the
energy density HN/N of the β−FPUT Hamiltonian (3.2) with N = 11. The destabilization
of the SPO1 takes place at HcN/N ≈ 0.1755.
Similar results have been obtained in Fig. 3.14 for N = 21. In Fig. 3.14a we see
the asymptotic, GALIk values for regular orbits in the vicinity of the stable SPO1 of the
β−FPUT system (3.2) forE = HN/N = 0.002 with respect to increasing distancesD1 = 0.01,
D2 = 0.04, D3 = 0.08 and D4 = 0.12, while in Fig. 3.12b we see how GALIk changes for
E1 = 0.002 and D = 0.12, E2 = 0.006 and D = 0.1, E3 = 0.01 and D = 0.09, and E4 = 0.04
and D = 0.03.
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Figure 3.14: Similar to Fig. 3.12 but for regular orbits in the vicinity of the stable SPO1 of
system (3.2) for N = 21 (a) with HN/N = 0.002, and D1 = 0.01, D2 = 0.04, D3 = 0.08,
and D4 = 0.12, and (b) E1 = 0.002 and D = 0.12, E2 = 0.006 and D = 0.1, E3 = 0.01
and D = 0.09, and E4 = 0.04 and D = 0.03. The error bars in both panels denote one
standard deviation. Note that in this case the destabilization energy density of the SPO1 is
HcN/N ≈ 0.0675.
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3.2.2 Regular motion in the neighborhood of SPO2
So far our analysis was based on results obtained in the neighborhood of one SPO type,
i.e. SPO1. We will now show that these findings are quite general as they remain similar
for another SPO. In particular, to illustrate that a similar analysis is performed for regular
orbits in the neighborhood of what was called SPO2 in [60].
The SPO2 of the β−FPUT system (3.2) with N = 5 + 3m, m = 0, 1, 2, . . ., particles,
corresponds to an arrangement where every third particle remains always stationary and the
two particles in between move in opposite directions, i.e.
x3j(t) = 0, j = 1, 2, 3, . . . ,
N − 2
3
,
xj(t) = −xj+1(t) = x(t), j = 1, 4, 7, . . . , N − 1. (3.11)
For example, for N = 8, particles located in the 3rd and 6th position do not move, x3 =
x6 = 0, while the remaining consecutive particles are moving symmetrically and in opposite
directions, i.e. x1 = −x2 = x4 = −x5 = x7 = −x8 (Fig. 3.15).
1 2 3 4 5 6 7 8
Figure 3.15: Example of the SPO2 with N=8
As in the case of the SPO1, we can obtain a single differential equation for the time
evolution of the SPO2 when substituting (3.11) in the equations of motion of the β−FPUT
system (3.2). In particular we get
x¨j(t) = −3x(t)− 9βx3(t), (3.12)
for the moving particles, while xj(t) = 0 for the stationary particles with j = 3, 6, 9, . . . , N−2.
In Fig. 3.16 we present the arrangement of the eigenvalues λi, i = 1, 2, . . . , 20, of
the monodromy matrix of the SPO2 of Hamiltonian (3.2) with N = 11. In Fig. 3.16a all
eigenvalues are on the unit circle, which means that the SPO2 with HN/N = 0.01 and
x(0) = −0.0951 is stable. We note that the monodromy matrix is evaluated on the PSS
x1 = −0.091, p1 > 0. In Fig. 3.16b, there are four eigenvalues outside the unit circle, thus
the SPO2, with HN/N = 0.02 and x(0) = −0.1336 is unstable. In this case, the monodromy
matrix is evaluated on the PSS x1 = −0.131, p1 > 0. The critical energy density for which
the SPO2 encounters its first transition from stability to instability is much smaller that the
one seen for SPO1. In particular, it is HcN/N ≈ 0.01395.
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Figure 3.16: Similar to Fig. 3.7 but for 20 eigenvalues of the monodromy matrix of the
SPO2 (3.11) of the β−FPUT Hamiltonian (3.2) with N = 11 for (a) the stable SPO2 with
HN/N = 0.01 and x(0) = −0.0951, and (b) the unstable SPO2 with HN/N = 0.02 and
x(0) = −0.1336.
Similarly to Fig. 3.8 for the SPO1, the stability analysis of the SPO2 [59] determined
the relation between the energy density threshold HcN/N and the dimension N of the system
(Fig. 3.17). The first destabilization energy density of SPO2 follows a slower asymptotic
decrease compared to SPO1, i.e. HcN/N ∝ N−2 [59].
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Figure 3.17: Similar to Fig. 3.8 but for the SPO2. The straight dashed line corresponds to a
function proportional to N−2.
The estimation of the size of the stability island around the stable SPO2 with N = 11
shows a similar behavior to what we observed for the same N in the case of the SPO1
(Fig. 3.13). In Fig. 3.18 we report the maximum value of D (i.e. Dm) for which regular
motion occurs as a function of the energy density for the stable SPO2 of (3.2). Note that
the energy axis is smaller than the one of Fig. 3.13 since the critical energy density for which
the SPO2 becomes unstable for the first time is HcN/N ≈ 0.01395.
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Figure 3.18: Similar to Fig. 3.13 but for the stable SPO2 of the β−FPUT Hamiltonian (3.2)
with N = 11.
Similarly to Fig. 3.12 in Fig. 3.19a we see the dependence of GALIk on the order k
for increasing D and constant HN/N , whereas in Fig. 3.19b we have similar results but for
increasing HN/N values for regular orbits close to the stable SPO2 with N = 11.
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Figure 3.19: Similar to Fig. 3.12 but for regular orbits in the vicinity of the stable SPO2 of
the β−FPUT system (3.2) with N = 11. Regular orbits with ICs (a) E = HN/N = 0.001 and
D1 = 0.01, D2 = 0.04, D3 = 0.08 and D4 = 0.12, (b) E1 = 0.001 and D = 0.12, E2 = 0.004
and D = 0.12, E3 = 0.008 and D = 0.04, and E4 = 0.012 and D = 0.01.
In Fig. 3.20 we see the GALIk values for regular orbits around the stable SPO2 for
N = 20. Note that the destabilization threshold HcN/N ≈ 0.00425 of the SPO2 for N = 20
is much smaller than in the case with N = 11.
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Figure 3.20: Similar to Fig. 3.19 but for N = 20. Regular orbits for (a) E = HN/N = 0.002
and D1 = 0.01, D2 = 0.04, D3 = 0.08 and D4 = 0.12, (b) E1 = 0.0004 and D = 0.1,
E2 = 0.0008 and D = 0.04, E3 = 0.002 and D = 0.04, and E4 = 0.004 and D = 0.002.
The results of Figs. 3.19 and 3.20 clearly shows that the behavior of the asymptotic
GALI values for regular orbits in the neighborhood of the stable SPO1 we have observed in
Sec. 3.2.1, remains valid for the stable SPO2. The GALIk values increase when the regular
orbit approaches the edge of the stability island (Figs. 3.19a and 3.20a) while it decreases
when this orbit moves towards the destabilization energy ( Figs. 3.19b and 3.20b).
3.3 Statistical analysis of deviation vectors
Let us now turn our attention to the properties of the deviation vectors needed for the
computation of the GALIs. Regular motions take place on a torus and the time evolution of
all the initially linearly independent deviation vectors brings them on the tangent space of
this torus, having in general different directions. On the other hand, in the case of chaotic
orbits, the deviation vectors gradually align to the direction defined by the mLE following
the exponential law given in Eq. (2.35).
We start our study by noting that the values of the GALIs are practically independent
of the choice of the initial deviation vectors. To illustrate this property, we consider
different sets of initial deviation vectors whose coordinates are drawn from three different
types of probability distributions and compute the corresponding GALIs. In particular, we
consider a uniform distribution in the interval [−0.5, 0.5] (green curves in Fig. 3.21), a normal
distribution (blue curves in Fig. 3.21) with mean 0 and standard deviation 1 in the interval
[−0.5, 0.5], and an exponential distribution with mean 1 (red curves in Fig. 3.21). Fig. 3.21a
displays the time evolution of 〈GALIk(t)/GALIk(0)〉 for a regular orbit in the neighborhood
of the stable SPO1 of Hamiltonian (3.2) for N = 11 and HN/N = 0.01. The average is done
over nv = 10 sets of normalized unit (denoted by [u]) initial deviation vectors. Fig. 3.21b
shows a similar computation but over nv = 10 sets of orthonormalized (denoted by [o])
deviation vectors, i.e. GALIk(0) = 1. In Fig. 3.21c we compare asymptotic values, GALIk,
obtained from the results of Figs. 3.21a and 3.21b. The curves are more or less the same.
This indicates that the choice of the initial deviation vectors does not affect the values of the
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GALIs. The three curves corresponding to the different initial distribution of the vectors’
coordinates practically overlap both in Fig. 3.21a and 3.21b which is a clear indication that
the time evolution of the GALIk is similar, irrespective of the used distribution.
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Figure 3.21: The average over different initial sets of deviation vectors time evolution of (a)
〈GALIk(t)/GALIk(0)〉 and (b) 〈GALIk(t)〉 for k = 2, 3, 5, 7, 9, 11, for a regular orbit in
the neighborhood of the stable SPO1 (D = 0.12, HN/N = 0.01) of Hamiltonian (3.2) with
N = 11. The coordinates of the initially (a) unit [(b) orthonormalized] deviation vectors were
chosen from a uniform [u] (green curves), normal [n] (blue curves) and exponential [e] (red
curves) distributions. In the legend of panel (c), ‘(a)’ and ‘(b)’ denotes the first and second
panel, and ‘u’, ‘n’, and ‘e’ denote uniform, normal and exponential distributions respectively.
Furthermore, we analyze the distribution of the coordinates of the vectors vˆj and the
corresponding angles between these vectors θij (seen in Eq. (2.42)). In particular, we consider
the two cases N = 11 and N = 21. In Fig. 3.22a we show vector coordinates distributions
obtained from the evolution of GALIk for a regular orbit of Hamiltonian (3.2) with N = 11
which is close to the stable SPO1, with HN/N = 0.01 and D = 0.12. When we follow the
time evolution of GALIk, k = 2, . . . , 11 using unit or orthonormal initial deviation vectors,
the coordinates of the k deviation vectors and the corresponding angles on the torus have the
same distribution. We note that for GALIk with high order k we obtain better statistics as we
have in our disposal a large number of vectors and corresponding angles. Thus, considering,
for example, GALIk with the largest possible order, i.e. GALI11, we obtain a fine picture of the
distributions. More specifically, in order to follow the evolution of GALI11 we use 11 initial
deviation vectors with 22 × 11 = 242 coordinates and 11!/(9!2!) = 55 angles. In Fig. 3.22a
we plot the probability density distributions of the coordinates of the unit deviation vectors
needed for the evaluation of GALI11 for a regular orbit close to the SPO1 of the Hamiltonian
(3.2) with N = 11. The distributions are generated from the coordinates of 11 sets of
deviation vectors over 10 snapshots when the GALI11 has reached its asymptotic value. A
similar behavior is observed when increasing the number of particles. The time evolution of
GALI21 for regular orbits of (3.2) with N = 21 close to the stable SPO1 HN/N = 0.002,
D = 0.04 using 21 initial unit [u] and orthonormal [o] deviation vectors led to the creation of
Fig. 3.22b where we plot the distributions obtained from the coordinates of 10 sets of vectors
as in Fig. 3.22a. The two curves, in both Figs. 3.22a and 3.22b practically overlap.
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Figure 3.22: Probability density distributions of the coordinates vˆi of (a) 11, and (b) 21
initially unit (blue curves - ‘u’) and orthonormalized (black curves - ‘o’) deviation vectors
for a regular orbit of Hamiltonian (3.2) close to the stable SPO1, with (a) HN/N = 0.01,
D = 0.12 for N = 11, and (b) HN/N = 0.002, D = 0.04 for N = 21.
We further investigated how the distribution of the angles between each deviation
vectors θij behaves and a behavior similar to that seen in Fig. 3.22 is obtained. Fig. 3.23a
[Fig. 3.23b] displays the probability density distributions of the angles corresponding to the
deviations in Fig. 3.22a [Fig. 3.22b]. The curves are almost the same, with distributions of
the angles corresponding to vectors whose coordinates are drawn from the initial unit [u] and
orthonormal [o].
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Figure 3.23: Probability density distributions of the angles θij corresponding to the deviation
vectors in Fig. 3.22 for (a) N = 11 and (b) N = 21.
Based on the results from Fig. 3.21 and Fig. 3.22 we can argue that the distribution of
the coordinates of the initial deviation vectors does not affect the asymptotic behavior of the
GALI. Therefore, we can, for example, use initial unit deviation vectors whose coordinates
are drawn from a uniform distribution for our analysis.
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So far we have investigated the behavior of the distribution of the coordinates of
deviation vectors when the vectors have fallen on the tangent space of the torus, but it is
interesting to also investigate the dynamics of the deviation vectors for the whole evolution
of the regular orbit. In order to do so, we follow the evolution of GALI11 (Fig. 3.24a) for the
regular orbit close to the stable SPO1 of (3.2) for N = 11, with HN/N = 0.004 and D = 0.04,
and analyze in Figs. 3.24b and 3.24c the distributions of the coordinates of the deviation
vectors by dividing the time evolution into five evenly spaced intervals, I1: 0 ≤ log10 t < 1.5
(blue curves), I2: 1.5 ≤ log10 t < 3 (green curves), I3: 3 ≤ log10 t < 4.5 (red curves), I4:
4.5 ≤ log10 t < 6 (black curves) and I5: 6 ≤ log10 t ≤ 7.5 (yellow curves). Fig. 3.24b shows
the distribution of the coordinates of the deviation vectors for the five intervals. In Fig. 3.24c
we see a similar distribution as in Fig. 3.24b but with different random sets of initial deviation
vectors. In both cases, we can say that the time evolution of the GALIs does not depend
on the sets of initial deviation vectors. Moreover, as the GALIs approach their constant
asymptotic value (interval I5) the distribution of the coordinates of the deviation vectors has
a sharply peaked shape with a high concentration in the middle.
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Figure 3.24: (a) The time evolution of the GALI11 for a regular orbit in the neighborhood of
the stable SPO1 orbit of Hamiltonian (3.2) for N = 11 with HN/N = 0.004 and D = 0.04.
(b) The coordinate distributions of the 11 unit deviation vectors for the intervals I1, I2, I3,
I4 and I5 of (a). (c) Similar to (b) but for a different random set of initial deviation vectors.
Finally we evaluated the asymptotic coordinate distributions of the deviation vectors
used to compute the GALIs for regular orbits in the neighborhood of the stable SPO1
Fig. 3.25a and Fig. 3.26a and SPO2 Fig. 3.25b and Fig. 3.26b orbits. In our computations
we use 10 sets of 11 initially linearly independent unit deviation vector. In Fig. 3.25 we
see the dependence of the final coordinate distribution of these vectors when the distance D
from the SPO is increased (for fixed H/N values) for the stable SPO1 (Fig. 3.25a) and SPO2
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Figure 3.25: The probability density distributions of the coordinates of 11 unit deviation
vectors used for the time evaluation of GALI11 for regular orbits close to the stable (a) SPO1
and (b) SPO2 of the β−FPUT Hamiltonian (3.2) with N = 11. Regular orbits have (a)
E = HN/N = 0.01 and distances D (3.10) from the stable SPO1 D1 = 0.01, D2 = 0.06,
D3 = 0.12 and D4 = 0.22 and (b) E = HN/N = 0.001 and distances D from the stable SPO2
D1 = 0.01, D2 = 0.04, D3 = 0.08 and D4 = 0.12.
(Fig. 3.25b) orbits. In Fig. 3.26 we see similar results as in Fig. 3.25 but when the orbits’
energy density increases for cases close to the stable SPO1 (Fig. 3.26a) and SPO2 (Fig. 3.26b)
periodic orbits. In all considered cases for small values of D and E, the distributions have
a peaked shape with a concentration in their middle. As the regular orbits get closer to the
boundary of the stability island (increase D in Fig. 3.25 and increase E in Fig. 3.26) the
distributions become more sharply peaked with a very high concentration in their centers.
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Figure 3.26: Similar to Fig. 3.25 but for regular orbits with (a) E1 = 0.001 and D = 0.015,
E2 = 0.01 and D = 0.015, E3 = 0.1 and D = 0.015, and E4 = 0.175 and D = 0.001. (b)
E1 = 0.001 and D = 0.12, E2 = 0.004 and D = 0.12, E3 = 0.008 and D = 0.04, and
E4 = 0.012 and D = 0.01.
3.4 A multidimensional area-preserving mapping
So far we have discussed the behavior of the GALIs for the β−FPUT Hamiltonian model
(3.2) which has a continuous time t. In particular, we have studied the asymptotic behavior
of GALIs for regular orbits in the neighborhood of the stable SPOs when their distance
D from them increases. Here, we will implement the same methodology for regular orbits
of a multidimensional area-preserving mapping in order to investigate the generality of our
findings.
As we already discussed in Sec. 2.3, the standard mapping describes a universal, generic
of area-preserving mapping with divided phase space in which the integrable islands of
stability are surrounded by chaotic regions. A 2ND system of coupled mappings is:
x′j = xj + y
′
j,
y′j = yj +
Kj
2pi
sin
(
2pixj
)− µ
2pi
{
sin
[
2pi
(
xj+1 − xj
)]
+ sin
[
2pi
(
xj−1 − xj
)]}
, (3.13)
where (′) indicates the new values of variables after one mapping iteration and Kj is
a dimensionless parameter that influences the degree of chaos, while µj is the coupling
parameter between neighboring mappings where j = 1, 2, . . . , N . All values have (mod 1),
i.e. 0 ≤ xj < 1, 0 ≤ yj < 1 and also periodic boundary conditions are imposed: x0 = xN and
xN+1 = x1.
For this coupled standard mapping model, the behavior of the GALIs for a given IC
depends on the parameters Kj , as Kj strongly influences the regular or chaotic nature of the
mapping’s orbits. Here, the objective is to show that what we have observed so far for the
behavior of the GALIs in the case of the β−FPUT model (Sec. 3.2) and in particular the
results of Figs. 3.9 and 3.11, hold also for the discrete system (3.13). In other words, we
investigate the behavior of the GALIs when the transition of periodic orbits from regular to
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chaotic motion happens for the mapping (3.13) using the same analysis. In order to do this,
we start from the center of the big island (xj , yj) = (0.5, 0) [27], j = 1, 2, . . . , N for a small
value of Kj and coupling µ and we locate a stable periodic orbit. The location of this island
is shown in Fig. 3.27 for the simple case of the 2D mapping (2.46)
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Figure 3.27: Phase space portraits of the standard mapping (2.46) with Kj = 2 and µ = 10
−5.
As we have seen in Fig. 3.11 when the stable orbit is very close to the SPO, the GALIs
tend to zero following the power law (2.34) (curve D1 in Fig. 3.11). Then as the orbit’s
IC is moved further and further away from the SPO the GALIs asymptotically tend to a
positive value (curves D2 to D5 in Fig. 3.11) while when the orbit’s IC is outside the stability
island the motion becomes chaotic and the GALIs will go to zero exponentially fast as it
happens for the curve D6 in Fig. 3.11. All these behaviors can also be observed for the
mapping, Fig. 3.28 clearly illustrate these results. There we see the behavior of the GALIs
for increasing distances from the center of the island of stability. In particular, the evolution
of the GALI2 for different orbits starting in the neighborhood of the stable periodic orbit of
(3.13) with parameters Kj = 2 and µ = 10
−5, and distances D1 = 0, D2 = 0.005, D3 = 0.15,
D4 = 0.1, D5 = 0.2 and D6 = 0.3 are shown in Fig. 3.28. We note that GALI2 for the periodic
orbit (D1 = 0) goes to zero asymptotically following the power law t
−1 (2.33). Then, as the
value of D is increased the GALI2 gradually starts to saturate to a constant value (D2 to D5).
Finally, the perturbed orbit becomes unstable and the GALI2 goes to zero exponentially fast
(D6 = 0.3).
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Figure 3.28: The time evolution of GALI2(t)/GALI2(0) for orbits of the mapping (3.13) with
Kj = 2 and µ = 10
−5, and distances D1 = 0, D2 = 0.005, D3 = 0.15, D4 = 0.1, D5 = 0.2
from the center (xj , yj) = (0.5, 0), j = 1, 2, . . . , 20 of the stability island for 1 set of initial
deviation vectors. The straight line correspond to a function proportional to n−1.
In Fig. 3.29 we follow the evolution of the GALIk in a similar way to Figs. 3.9 and
3.10. From the results of Fig. 3.29a we see that the GALIk with higher order k needs more
time to become constant. For example, GALI20 asymptotically saturates around t = 10
5.5
while GALI2 saturates faster around t = 10 time units. From Fig. 3.29b we see that the final
asymptotic value GALIk drastically decrease as the order of the index k increases.
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Figure 3.29: (a) The time evolution of the average, over nv = 10 sets of random initial
deviation vectors, 〈GALIk(t)/GALIk(0)〉 for k =2, 6, 9, 12, 15, 18 and 20, for a regular orbit
of the mapping (3.13) with N = 20. The orbit’s ICs are given in [61] (b) Estimation of the
asymptotic GALI values of panel (a), GALIk, as a function of the order k. The shaded gray
area around each curve in panel (a) and the error bars in panel (b) denote one standard
deviation.
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Summary and discussion
In this work, we performed several numerical investigations of multidimensional dynamical
systems by implementing several chaos detection techniques. In the first chapters of the
thesis, we gave a brief overview of the basic notions of Hamiltonian dynamics along with a
presentation of some basic numerical techniques for investigating chaos. The creation of the
Poincare´ surface of section is an important tool to understand the behavior of dynamical
systems by representing trajectories of the full 2ND phase space by an object in a 2(N −
1)D spaces, which is more suited for lower-dimensional dynamical systems. On the other
hand, chaos indicators like LEs, SALI and GALI, can also be used for the same purpose,
having the advantage of efficiently discriminating between regular and chaotic motion in
high-dimensional systems. Initially, we discussed the LEs which measure the average rate
of growth or shrinking of small perturbations to the orbits of a dynamical system. The
mLE is a powerful tool to determine the chaotic and regular nature of an orbit, while the
whole spectrum of LEs provides additional information on the dynamics of the system. Then
we consider the SALI which is related to the area defined by two deviation vectors. It is
an efficient and simple method to determine the ordered or chaotic behavior of orbits in
dynamical systems. Generalizing the idea of the SALI leads to a computationally more
efficient technique called the GALI method. The GALI of order k (GALIk) represents the
volume of a parallelepiped formed by k initially linearly independent deviation vectors of
unit length.
For the computation of these chaos indicators, a symplectic integration scheme was
used to follow the time evolution of the equations of motion and variational equations of
the Hamiltonian. In our presentation, we applied these indicators on the 2D He´non-Heiles
Hamiltonian, 2D and 4D symplectic mappings as well as on simple dissipative systems.
The main results of our work was presented in Chapter 3, where we thoroughly
investigated the behavior of the GALI chaos indicator for regular motions in multidimensional
Hamiltonian systems. In the case of stable periodic orbits, GALIk goes to zero following the
power law described in [28], while it tends to zero exponentially fast following a rate that
depends on the values of different LEs for unstable orbits. In our study, more attention
was given to regular motions that lie on ND tori, i.e. GALIk, k = 2, 3, . . . , N asymptotically
attain a non zero constant value. To analyze these asymptotic values of GALIs we considered
several regular orbits in the vicinity of two basic simple periodic orbits of the β−FPUT model
(3.2), namely, SPO1 and SPO2 orbits [60], for various numbers of the system’s degrees of
freedom.
The main results of our study are the following: the asymptotic GALI values, GALIk,
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k = 2, 3, . . . , N for regular orbits on ND tori of multidimensional Hamiltonian models depend
on:
• The order k of the index. The constant values of the GALIs decrease as k increases
(Figs. 3.9, 3.10, and 3.29).
• The phase space distance D of the regular orbit from the nearby stable periodic orbit.
The asymptotic GALI values increase when we increase the distance D for a fixed
energy HN (Figs. 3.12a and 3.20a).
• The orbit’s energy HN . The GALIk values decrease when we approach the
destabilization energy (Figs. 3.12b and 3.20b).
In addition, we computed the evolution of GALIs using initially linearly independent
deviation vectors generated from different random distributions (uniform, normal and
exponential). We choose the deviation vectors in two ways: firstly, by normalizing each vector
and secondly, by setting the angles between vectors to be right angles (i.e. orthonormal
vectors). In all cases, we observed that the volume of the parallelepiped formed by the
deviation vectors does not depend on the distribution from which the vectors were created
and the way we choose our vectors (Fig. 3.21). This means that the values of GALIs do
not depend on the type of initial deviation vectors but rather on the initial conditions.
Furthermore, we showed that the shape of the coordinate distributions of the deviation
vectors and the angles between them when the GALIs have reached their asymptotic values
is also independent of the way the initial deviation vectors were produced (Fig. 3.22 and
Fig. 3.23).
Finally, in order to corroborate the generality of our results, we evaluated the asymptotic
constant values of GALIs for regular orbits of the 2ND multidimensional area-preserving
mapping (3.13) and showed that similar results to the ones seen for the β−FPUT model
were also obtained.
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Dissemination of the results of this work
Parts of this work were included in:
1. Paper in a peer review journal
• “On the behavior of the Generalized Alignment Index (GALI) method for regular
motion in multidimensional Hamiltonian systems”, Moges H.T., Manos T. and
Skokos Ch.: 2019, Nonlin. Phenom. Complex Syst. (in press), preprint version:
https://arxiv.org/abs/2001.00803
2. Conference presentations
• “Investigation of Chaos by the Generalized Alignment Index (GALI) Method”,
Poster presentation in the International Conference on Mathematical Modeling of
Complex Systems, Pescara (Italy), July 3-11, 2019.
• “Investigation of Chaos by the Generalized Alignment Index (GALI) Method”,
Poster presentation in the 12th Annual University of Cape Town/Stellenbosh
Faculty of Science Postgraduate Symposium, Stellenbosch (South Africa),
September 11, 2019.
• “Investigating the properties of regular motion in multidimensional nonlinear
lattices by the Generalized Alignment Index (GALI) method”, Oral presentation
in the 62nd Annual Congress of the South African Mathematical Society, Cape
Town (South Africa), December 2-4, 2019.
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