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Still more on norms of completely positive maps
Stanislaw J. Szarek (Cleveland and Paris)
Let Mn denote the space of n× n (real or complex) matrices and, for A ∈ Mn and p ≥ 1, let
‖A‖p := (tr(A
†A)p/2)1/p be the Schatten p-norm of A, with the limit case p =∞ corresponding to
the usual operator norm. Further, if Φ :Mm →Mn is a linear map and p, q ∈ [1,∞], we consider
‖Φ‖p→q := max{‖Φ(σ)‖q : σ ∈Mm, ‖σ‖p ≤ 1}, (1)
i.e., the norm of Φ as an operator between the normed spaces (Mm, ‖ · ‖p) and (Mn, ‖ · ‖q). Such
quantities were studied (in the context of quantum information theory) in [1], where the question
was raised under what conditions (1) coincides with the a priori smaller norm
‖Φ‖Hp→q := max{‖Φ(σ)‖q : σ ∈Mm, σ = σ
†, ‖σ‖p ≤ 1} (2)
of the restriction of Φ to the (real linear) subspace of Hermitian matrices and, in particular,
whether this holds if Φ is completely positive. [Note that if Φ is just positivity preserving, it maps
Hermitian matrices to Hermitian matrices.] The latter was subsequently confirmed in [2, 3], the
first of which also contains an assortment of examples showing when such equalities may or may
not hold (see also [4]). Here we provide one more proof. More precisely, we will show
Proposition If Φ is 2-positive, then ‖Φ‖p→q = ‖Φ‖
H
p→q. Moreover, similar equality holds if the
domain and the range of Φ are endowed with any unitarily invariant norms.
Recall that a norm ‖ · ‖ onMn is called unitarily invariant if ‖UAV ‖ = ‖A‖ for any A ∈Mn and
any U, V ∈ U(n) (resp., O(n) in the real case); see [5, 6]. This is equivalent to requiring that the
norm of a matrix depends only on its singular values (called in some circles “Schmidt coefficients”).
Besides using a slightly weaker hypothesis and yielding a slightly more general assertion, the
argument we present is self-contained and uses only definitions and elementary facts and concepts
from linear algebra, of which the most sophisticated is the singular value decomposition. It may
thus be argued that it is the “right” proof. [Note that an analysis of [3] and its references shows
that in fact only 2-positivity is needed there, too.]
Proof For clarity, we will consider first the case when p = 1, i.e., when the domain of Φ is endowed
with the trace class norm. In this case the extreme points of the respective unit balls (on which
the maxima in (1) and (2) are necessarily achieved) are particularly simple: they are rank one
operators. Accordingly, the question reduces to showing that
max
|u|=|v|=1
‖Φ(|v〉〈u|)‖q ≤ max
|u|=1
‖Φ(|u〉〈u|)‖q, (3)
where u, v ∈ Cm (or Rm, depending on the context) and |·| is the Euclidean norm. Given such u, v,
consider the block matrixMu,v =
[
|u〉〈u| |u〉〈v|
|v〉〈u| |v〉〈v|
]
∈M2m and note thatMu,v = |ξ〉〈ξ| where |ξ〉 =
(|u〉, |v〉) ∈ Cr⊕Cr (in particularMu,v ≥ 0). ConsideringMu,v as an element ofMm⊗M2 and ap-
pealing to 2-positivity of Φ we deduce that (Φ⊗IdM2 )(Mu,v) =
[
Φ(|u〉〈u|) Φ(|u〉〈v|)
Φ(|v〉〈u|) Φ(|v〉〈v|)
]
≥ 0. The
conclusion now follows from the following lemma (see, e.g., [6], Theorem 3.5.15; for completeness
we include a proof at the end of this note).
Lemma Let A,B,C ∈ Mr be such that the 2r × 2r block matrix M =
[
A B
B† C
]
is positive
semi-definite, and let ‖ · ‖ be a unitarily invariant norm on Mr. Then ‖B‖
2 ≤ ‖A‖ ‖C‖ .
1
The case of arbitrary p ∈ [1,∞] is almost as simple. First, for σ ∈ Mm with ‖σ‖p ≤ 1 we
consider the positive semi-definite matrix Mσ =
[
(σσ†)1/2 σ
σ† (σ†σ)1/2
]
. [Positivity is seen, e.g.,
by writing down the singular value decompositions of the entries and expressing Mσ as a positive
linear combination of matrices of the typeMu,v considered above.] Since unitarily invariant norms
depend only on singular values of a matrix, we have ‖(σσ†)1/2‖p = ‖(σ
†σ)1/2‖p = ‖σ‖p ≤ 1. On
the other hand, arguing as in the special case p = 1, we deduce from the Lemma that ‖Φ(σ)‖2q ≤
‖Φ((σσ†)1/2)‖q ‖Φ((σ
†σ)1/2)‖q ≤
(
‖Φ‖Hp→q
)2
, and the conclusion follows by taking the maximum
over σ. The proof for general unitarily invariant norms is the same. 
Proof of the Lemma [Written for ‖ · ‖ = ‖ · ‖q, but the general case works in the same way.]
Let B =
∑r
j=1 λj |ϕj〉〈ψj | be the Schmidt decomposition. Consider the orthonormal basis of C
2r
which is a concatenation of (|ϕj〉) and (|ψj〉). The representation of M in that basis is
M ′ :=
[
(〈ϕj |A|ϕk〉)
r
j,k=1 Diag(λ)
Diag(λ) (〈ψj |C|ψk〉)
r
j,k=1
]
,
where Diag(µ) is the diagonal matrix with the sequence µ = (µj) on the diagonal. Given j ∈
{1, . . . , r}, the 2 × 2 matrix
[
〈ϕj |A|ϕj〉 λj
λj 〈ψj |C|ψj〉
]
is a minor of M ′ and hence positive semi-
definite, and so λj ≤
√
〈ϕj |A|ϕj〉〈ψj |C|ψj〉 ≤ (〈ϕj |A|ϕj〉+ 〈ψj |C|ψj〉)/2 . Consequently
‖B‖q =
(∑
j
λqj
)1/q
≤
((∑
j
〈ϕj |A|ϕj〉
q
)1/q
+
(∑
j
〈ψj |C|ψj〉
q
)1/q)
/2
≤ (‖A‖q + ‖C‖q)/2. (4)
The last inequality in (4) follows from the well-known fact that, for any square matrix S = (Sjk),
‖S‖q ≥
(∑
j S
q
jj
)1/q
(which in turn is a consequence of (Sjkδjk), the diagonal part of S, being
the average of Diag(ε)SDiag(ε), where ε = (εj) varies over all choices of εj = ±1). The bound
from (4) is already sufficient to prove (3) (and the Proposition). To obtain the stronger statement
from the Lemma we use the inequality ab ≤ 1
2
(ta + b/t) (for t > 0, instead of ab ≤ 1
2
(a + b))
to obtain ‖B‖q ≤
1
2
(t‖A‖q + ‖C‖q/t), and then specify the optimal value t = (‖C‖q/‖A‖q)
1/2.
Passing to a generic unitarily invariant norm requires just replacing everywhere
(∑
j µ
q
j
)1/q
by
‖Diag(µ)‖; equalities such as ‖B‖ = ‖Diag(λ)‖ or ‖A‖ = ‖ (〈ϕj |A|ϕk〉)
r
j,k=1 ‖ just express the
unitary invariance of the norm. 
The author thanks K. Audenaert and M. B. Ruskai for comments on the first version of this note.
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