Models for transport in heterogeneous subsurface formations usually require some type of treatment for subgrid effects. In this work, a generalized nonlinear convectiondiffusion model for subgrid transport in two-dimensional systems is developed and applied. The model, although somewhat heuristic, is motivated by previous findings within both stochastic and deterministic frameworks. The numerical calculation of the diffusive and convective subgrid terms is described. The model is applied to several example cases involving heterogeneous permeability fields and different global boundary conditions. Both linear and nonlinear fine scale flux functions are considered. Coarse scale results for oil cut (fraction of oil in the produced fluid) and the global saturation field generated using the new subgrid model are shown to be in consistently better agreement with reference fine scale solutions than are coarse scale results using standard subgrid treatments. Extensions of the method required to treat more realistic subsurface systems are discussed.
Introduction
Subsurface flows, as occur in the production of hydrocarbons as well as in environmental remediation projects, are affected by heterogeneities at a wide range of length scales. It is therefore very difficult to resolve numerically all of the scales that impact transport through such systems. A number of approaches have been suggested for modeling the effects of subgrid transport, and many of these perform reasonably well for certain classes of problems. Existing methods do, however, have a number of limitations, which include a lack of robustness with respect to global boundary conditions, loss of accuracy as the model becomes very coarse, and a lack of suitability for use in general numerical procedures.
Our purpose in this paper is to present a new numerical model for subgrid transport that avoids some of the difficulties experienced by previous methods. The model contains both generalized convective and diffusive terms. The diffusive portion of the model, which derives in part from a homogenization procedure, represents the dominant effect when subgrid scales are small relative to the size of a coarse scale grid block. The convective portion of the model is consistent with a number of previous models (discussed below) and captures the effects of larger scale heterogeneities. Within this context, by large-scale heterogeneity we mean features that are large relative to the grid block dimension in one direction but small relative to grid block size in the other direction; a typical example is a system containing relatively long but thin layers. The numerical implementation of the overall procedure allows us to include these two types of effects in an efficient and consistent manner.
On the fine (fully resolved) scale, the subsurface flow and transport of N components can be described in terms of an elliptic (for incompressible systems) pressure equation coupled to a sequence of N − 1 hyperbolic (in the absence of dispersive and capillary pressure effects) conservation laws. Though there are a number of technical issues associated with subgrid models for the pressure equation, the lack of robustness of existing coarse scale models is due in large extent to the treatment of the hyperbolic transport equations. Thus, our emphasis in this paper will be on a subgrid model for the hyperbolic conservation law in a two-component (e.g., oil-water) system. Previous approaches for the coarse scale modeling of transport in heterogeneous oil reservoirs include the use of pseudo relative permeabilities [1, 2, 22, 23] , the application of nonuniform or flow-based coarse grids [6] , and the use of volume averaging and higher moments [5, 9, 8] .
Each of these methodologies approaches the representation of subgrid effects in a different way. Pseudo relative permeability approaches introduce a modified coarse scale flux function computed from representative local or global fine scale solutions. In the case of large correlation length features, some of these approaches can experience a lack of robustness with respect to global boundary conditions. In addition, the coarse scale model introduced by pseudo relative permeabilities (in the absence of dispersive and capillary pressure effects) is purely convective. As we show in this paper, greater accuracy can be achieved using both convective and diffusive terms. Rather than introduce explicit models for subgrid effects, procedures based on nonuniform and flow-based grids attempt to minimize these terms by introducing higher grid resolution in regions where subgrid terms would otherwise be important. This approach provides reasonable accuracy in many cases, though the degree of coarsening attainable is generally somewhat limited.
In recent work, we introduced an approach based on volume averaging and the modeling of subgrid (fluctuating) contributions. This approach provides a subgrid model in terms of a nonlocal dispersivity that evolves in space and time. The model is in a sense both diffusive and convective, as the dispersivity involves a coefficient that depends on time, which imparts a somewhat convective character to the model. In our previous work we obtained accurate coarse scale results with this subgrid model, though its implementation into a general simulator is complicated due to its nonlocal nature. For this reason we wish to develop a model that possesses some of the useful features of the nonlocal model but without the numerical difficulties associated with such a model. A coarse scale model of transport in heterogeneous porous media based on the use of a convection-diffusion equation was previously introduced by Lenormand and coworkers in a series of papers (see [17, 16] and references therein). These implementations involved a stochastic analytical approach, in which two-dimensional cross sectional simulation results were represented in terms of a one-dimensional model with nonlinear convective and diffusive flux functions. In these papers, the applicability and accuracy of a convection-diffusion model for coarse scale transport was demonstrated. Our implementation differs from that of [17, 16] in that we consider deterministic systems and apply numerical techniques in order to develop coarse scale models of the same spatial dimension as the original models (i.e., we represent two-dimensional fine scale systems as coarsened two-dimensional systems rather than as one dimensional systems). This allows us to treat cases involving general boundary conditions that lead to fully two-dimensional flow rather than just cases with nominally one-dimensional flow.
This paper proceeds as follows. We first describe the fine scale equations and then provide motivation for the form of the coarse scale model. The numerical procedures for determining the coarse scale diffusive and modified convective flux contributions are then described. We next present a number of two-dimensional examples involving both linear fine scale flux functions (i.e., unit mobility ratio displacements as occur in pollutant transport) and nonlinear flux functions (e.g., the Buckley-Leverett equation for the displacement of oil by water). Results with the new model are compared to those obtained in the absence of a subgrid model or using a subgrid model based on pseudo relative permeabilities. In essentially all cases, the level of accuracy achieved using the new model surpasses that of the other approaches, particularly in difficult problems involving global boundary conditions that vary in time. Further applications to two-phase flow are also discussed.
Fine scale flow equations
We are interested in the development of accurate subgrid models for both single phase, unit mobility ratio displacements and two-phase flow problems. We will neglect the effects of gravity, compressibility and dispersion on the fine scale. Capillary pressure effects will also be neglected unless otherwise stated (flow in oil reservoirs is often convection dominated). Porosity, defined as the volume fraction of the void space, will be taken to be constant and therefore serves only to rescale time. The two phases will be referred to as water and oil and designated by the subscripts w and o, respectively. We can then write Darcy's law, with all quantities dimensionless, for each phase j as follows:
where v j is the phase velocity, S is the water saturation (volume fraction), p is pressure, λ j = k rj (S)/µ j is the phase mobility, with k rj the relative permeability to phase j and µ j the viscosity of phase j, and k is the permeability tensor, which is here taken to be diagonal. For simplicity we assume that a single set of relative permeability curves describes the system on the fine scale, though our method can readily handle more general cases involving multiple sets of fine scale k rj .
Combining Darcy's law with conservation of mass, ∇ · (v w + v o )=0, allows us to write the system in terms of the usual pressure and saturation equations:
where the total mobility λ(S) is given by λ(S) = λ w (S) + λ o (S) and the flux function F by F = vf (S), with f (S), the fractional flow of water, given by f = λ w /(λ w + λ o ), and the total velocity v by:
For the case of single phase flow and unit mobility ratio, k rw = S, k ro = 1 − S and µ w = µ o . As a result, λ(S) = 1/µ w = 1/µ o , f (S) = S and the saturation equation reduces to the linear advection pollutant transport equation.
As we will discuss below, our development is also applicable to two-phase flow with capillary pressure (p c ) effects. In this case both the pressure and saturation equations will have additional terms, though the dominant effect is in the saturation equation, which becomes:
where
with p c (S) representing the difference between pressure in the oil and water phases. The function −f λ o dpc dS is positive ( dpc dS < 0) and has a maximum at a value of S between 0 and 1.
Coarse scale models
The coarse scale description of the two-component system will again involve a pressure equation and a saturation equation. Consistent with previous studies, the coarse scale pressure equation used in this work will be of the same form as the fine scale equation but with an equivalent grid block permeability tensor k * in place of k (see [4, 24, 20, 25] for detailed discussions on the calculation of k * ). Numerical solutions of the coarse scale pressure equation formed in this way have been shown to provide integrated flow quantities in reasonable agreement with the corresponding fine scale results. Multiscale finite element approaches [12, 10] can also be used to generate robust and accurate coarse scale representations for the pressure equation, though these approaches will not be considered here. As indicated in the Introduction, more significant difficulties are typically encountered in upscaling the saturation equation, so our emphasis here will be on developing a coarse scale representation for this equation.
Pseudo relative permeability model
An approach that is often used in practice for upscaling the saturation equation entails the use of pseudo relative permeabilities (k * rj ) in place of the fine scale k rj . Because the fine scale k rj are typically functions only of saturation S, pseudo relative permeabilities are commonly assumed to depend only on the coarse grid saturation S, though the curves can vary between coarse grid blocks. Note that we use the overbar to designate coarse grid velocity and saturation (which can be thought of as volume averaged fine grid quantities, where the volume average is over the region corresponding to the coarse grid block). With this representation for the pseudo relative permeabilities, the coarse scale saturation equation in the absence of capillary pressure effects becomes:
where 
The f * i functions are computed from local fine scale problems such that they provide the same average response as the fine grid model for the prescribed boundary conditions. The variation of F * i with x appears because the pseudo relative permeabilities are in general different for each coarse scale grid block. A coarse scale λ * can similarly be computed from the k * rj . This approach can lead to a lack of robustness in the coarse grid model, in part because this form for the coarse scale saturation equation is incomplete. Specifically, it has been shown previously [5] that the form for the upscaled (volume averaged) saturation equation is more general than (6) in that it contains averages of products of subgrid (fluctuating) quantities such as v S , where designates a fluctuating quantity. It was further demonstrated that these extra terms could be represented, for systems of large correlation length, as length and time dependent dispersivities [9, 8] .
Generalized convection-diffusion model
The coarse model we introduce here represents a generalization of pseudo relative permeability models, though it shares some features with these models as well as with our previous model based on nonlocal dispersivity. Our new model for the coarse scale saturation equation is a nonlinear convection-diffusion equation, as follows:
Here, the coarse scale flux function can be written as:
where D and m represent the coarse scale diffusive and convective corrections, respectively, to the coarse scale equation. In the next section we will describe the calculation of D(x, S) and m(x, S) from local fine grid problems. The convection-diffusion form of the coarse scale equation is motivated by a number of previous results and considerations, which we now consider. It is important to note, however, that this equation is somewhat heuristic and was not derived in total from a detailed consideration of the general two-phase multiscale fine grid problem. Rather, the various terms are included based on results for particular but representative sub-problems. The way in which we compute the coarse grid functions D and m allows us to combine these different effects into a unified coarse grid model in a consistent manner.
The general form of the coarse scale equation, which embodies the results of [15, 17, 16, 9, 8, 11] , can be written as:
where C 1 and C 2 are functions to be determined from the fine grid characterization. Using a perturbation approach for the linear problem (f = S), it has been shown (e.g., [9] ) that
, where D(x, t) is a nonlocal diffusion that involves the two-point correlation of the velocity field. Applying a similar approach for nonlinear flux functions, under some assumptions on f (S), we found that C 1 = vf (S) and that C 2 again involves the two-point correlation of the velocity field, though in the nonlinear case it also displays a dependence on S [8] . The dependence on S in the diffusive correction results from the second term in the expansion
The effects of the higher order terms have not, to our knowledge, been studied. A related form for the coarse scale saturation equation was also obtained by other researchers within a stochastic context [15] . In a recent study [11] , an equation of the form (10) was also derived for general fluxes for Riemann problems by representing solutions along streamlines. The approach in this work was to represent the solutions of nonlinear hyperbolic equations as a combination of linear non-interacting waves. The results of [11] do not provide the identical form for the diffusion and modified convection terms as in the perturbation approach described above, though they do indicate the convection-diffusion nature of the coarse scale equation with a modified convective term. The form of (10), as determined by the perturbation and Riemann analyses, indicates that the subgrid terms in the coarse model are nonlocal diffusive and convective corrections. As our intent is to avoid solving a coarse scale problem involving nonlocal terms, we now describe how we model these various contributions using local approximations. Nonlocal effects are captured, to some extent, through the approach used to compute the subgrid correction m(x, S).
Although the representation (10) is not identical to that in (8) and (9), it does suggest a nonlinear convection-diffusion equation for our subgrid model. Specifically, comparing (8) and (9) to (10), it is evident that we approximate (localize) C 2 (x, t, S) with D(x, S) and C 1 (x, t, S) with G(x, S). In (10), the diffusion term is in general nonlocal and time-dependent, and this imparts to it a somewhat convective character. The generalized convection-diffusion model represents this nonlocal dispersivity in terms of local diffusion and a modified convective flux function.
In the generalized convection-diffusion model, the time dependence of the functions C 1 and C 2 is replaced by a dependence on S. This is a modeling assumption that is motivated by the previous results and by the fact that S is (in the local problem) a monotonic function in the applications considered here. A local approximation in the case of C 2 is reasonable because diffusion represents the scales smaller than the coarse block. The dependence of C 2 on S can vary depending on the specifications (initial and boundary conditions) of the local problem. We investigated various local boundary conditions for the determination of D(x, S) and observed very little sensitivity in the global coarse results to these boundary conditions (as discussed and illustrated below). This suggests that the model is not overly dependent on the exact form of D. As we will see in the next section, we include nonlocal information (i.e., the effect of neighboring cells) in the calculation of G. Thus, the nonlocal effect in C 1 is approximated within the model.
In total, we view our convection-diffusion coarse model as an approximate but physically reasonable representation of the more general coarse scale model (10) . Our approximations render the resulting coarse scale model fully local and therefore better suited for numerical implementation.
Numerical determination of coarse grid functions
We now describe the calculation of the diffusive and convective flux terms in our coarse scale model. The coarse scale saturation equation will ideally provide the volume averaged response of the fine model. With reference to (3), we can write this volume averaged equation as:
This equation is not amenable to numerical solution until we introduce a model for ∇ · vf(S). The goal of our subgrid model is to correct the "primitive" flux term vf (S) in (8) and (9) such that the additional effects inherent in vf (S) are adequately captured. This requires the development of a model for the unresolved flux given by vf (S) − vf (S). As we now discuss, these corrections involve both diffusive and convective effects. Note, however, the importance of the primitive flux function f (S) and the fact that it continues to appear in our coarse scale model. This is consistent with previous findings [7, 15, 9, 8] .
We now discuss two procedures (loosely and tightly coupled models) for the determination of D(x, S) and m(x, S) in (8) and (9) . The procedures differ mainly in the boundary conditions applied for the determination of D.
Loosely coupled coarse model
In the loosely coupled procedure, which we now describe, the boundary conditions for the two sub-problems used to determine D and m are set independently. Consistent results are recovered through use of a rescaling.
As the diffusion term is introduced to account for heterogeneity on a scale smaller than a coarse scale block, we solve a purely local problem in our determination of D(S). The problem domain and boundary conditions for flow in the x-direction are shown in Fig. 1 . The figure depicts a single coarse block and the underlying fine grid. We solve equations (2) and (3) over the fine grid region corresponding to a single coarse block. The boundary conditions are given by p = 1, S = 1 at the inlet and p = 0 at the outlet, with no flow through lateral sides. Initially we specify S = 0 everywhere in the domain. The pressure equation is solved using a standard finite volume procedure with edge transmissibilities computed via harmonic averages of the absolute permeabilities in adjacent blocks. The saturation equation is solved using a second order TVD scheme with a min-mod slope limiter.
Following solution of these equations, we compute the unresolved component of the flux and then determine the diffusion coefficient by equating D(S)∇S to this subgrid quantity:
The averages indicated in (12) are all computed as volume averages over the entire coarse grid block; ∇S is computed via differences of S at the inlet and outlet boundaries. The calculation as described provides D xx ; a similar calculation with flow driven in the z-direction gives D zz . In our current model we ignore the effects of D xz , as these effects are expected to be small when the permeability field is oriented with the coordinate axes as is the case here. This term could be computed if necessary, however, from the local solutions. The diffusion calculated in this way is a dynamical quantity, though it only accounts for scales smaller than the size of the coarse block. This is because of the boundary conditions that are used for the computation of the diffusion coefficient. One might attempt to model larger scale effects by using solution domains containing more than a single grid block. This procedure is not robust numerically, however, because ∇S in this case can take on values near zero or can even change sign. Thus, if we wish to capture larger scale effects through use of an inlet region (i.e., an extra coarse block), it is more natural to compute convective fluxes rather than diffusive fluxes. This is how we shall proceed below.
Using the perturbation technique of [9] , it can be shown that D(x, S) reaches an asymptote in each coarse block if the characteristic length scales of the problem are much smaller than the coarse block size. In this case, the diffusion will reach an asymptotic value before substantial changes occur in the mean flow because the characteristic time for transport over the small scales is much less than the characteristic time for changes in the large scale saturation field. Consequently, the subgrid correction in this case will consist of only diffusion. In Appendix A we show that our calculation of diffusion is accurate in the case of scale separation and in the presence of non-zero fine scale diffusion. Although the fine scale equation (3) does not contain diffusion, the analysis in Appendix A is still applicable if the diffusion due to subgrid effects provides a coarse scale Peclet number that is O (1) . This may indeed be the case in practical problems if the degree of coarsening is large. The overall accuracy of our approach, in particular the convective approximation discussed below, is however a subject for future research. The diffusion coefficient calculated by (12) is positive because there is a strong correlation between v and S. In Appendix B we present a simple argument that demonstrates this for the linear case. In all cases reported in this paper, the numerically computed values for D(S) were found to be positive.
Larger scale effects are introduced into our subgrid model through a convective term. For this calculation, we use a domain that is larger than the target coarse block. In our computations, we solve (2) and (3) over a domain that contains an "inlet region" of one extra coarse block (see Figure 2) . Averages are computed only over the target (shaded) block. The impact of the size of this inlet region on the coarse scale flux function was not studied, though it is to be expected that larger regions would give more accurate results, at the price of larger amounts of computation.
The subgrid contribution computed in this step represents an additional correction beyond that achieved by the diffusive term described above. We therefore compute the convective contribution m(S) for each coarse block as follows:
In computing m(S), we note that the velocity fields in (12) and (13) are each scaled by ∇p for the local problem and that this quantity differs for the two calculations. In particular, applying the homogenization results in [13] , we use the approximation v ≈ N∇p, where N represents the heterogeneities of the media. To account for this scaling, we divide the fluctuating part of the flux vf (S)−vf (S) by ∇p prior to the application of (13). In the global coarse grid solution of (8) and (9), the subgrid terms are multiplied by ∇p. This rescaling is based on the approximation v ≈ N∇p, i.e., the local velocity is linearly proportional to the local gradient of the pressure. 
Tightly coupled coarse model
In the loosely coupled model just considered, we set S = 1 at the inlet boundary for the calculation of the diffusion coefficient (12) . We now describe a slightly modified approach where the inlet boundary condition is taken to be a function of time that is consistent with the flow in the larger domain. In particular, we set the inlet boundary condition for the diffusion to be the average of the fine scale saturation in the inlet block used for the calculation of the convective correction ( Figure 2 ). The diffusion coefficient is computed using the same procedure as before except the inlet boundary condition (which is still constant over the inlet) now varies in time. The convective subgrid term is again computed as a correction to the diffusive flux. We investigated the use of various coarse scale inlet boundary conditions that were derived from the flow problem in the larger domain. Care must be exercised in selecting these boundary conditions, as a sign change in ∇S must be avoided. Interestingly, coarse scale simulation results using these procedures differed very little from those using the loosely coupled approach (with S = 1 at the inlet). A numerical example illustrating the close level of agreement between the two methods will be presented below. We can explain the agreement between the loosely and tightly coupled procedures as follows. The diffusion we compute captures the effects of scales smaller than the coarse block. The characteristic travel time over these scales is small compared to the characteristic time of the global coarse scale problem. Consequently, the diffusion will reach an asymptotic value associated with the small scales before large changes occur in the coarse global flow. Thus, large scale results are relatively insensitive to the way in which this asymptotic diffusion is reached. We note further that the convective correction will be different in the two cases and this may also act to minimize the differences between the loosely and tightly coupled procedures.
Other numerical issues
This completes the description of the numerical calculation of m(x, S) and D(x, S) in our generalized convection-diffusion subgrid model. In the global solution, the numerical flux function will be discontinuous from one grid block to the next (see [14] ). This does not introduce any numerical difficulties, as the numerical fluxes through the block edges are well defined. In the general case, in which the large scale flow direction is unknown, one would need to solve the local problem with an extra coarse block on each side of the domain in order to define the coarse scale convective correction m(S) for both flow directions.
Rather than use different convective flux functions for each coarse block, a single average convective flux function can be applied for the global solution. Using such an approach, we observed substantial improvements over standard implementations of existing methodologies. Better solutions are achieved, however, using different convective flux functions for each coarse block, as in the examples presented in the next section.
If capillary pressure effects are included (see (5)), the calculation of D and m must be modified to account for the capillary diffusion. In this case the coarse scale functions are given by:
D(S)∇S = vf (S) − vf (S) + H(x, S)∇S,

m(S) = vf(S) − vf(S) − (D(S)∇S − H(x, S)∇S).
It can then be shown (under some assumptions) that the diffusive approximation (14) is accurate if there is scale separation (see Appendix A for details).
In the numerical results below, we compare results using the generalized convectiondiffusion subgrid model with results computed using pseudo relative permeabilities. Rather than compute the directional pseudo relative permeabilities and then f * i using (7), we compute f * i (S) directly for each coarse block via:
where there is no sum on subscript i. These functions are computed for flow in both the x and z-directions. Averages are again volume averages over the target block. An inlet region, as used in the calculation of the convective correction m (see Fig. 2 ), is also used in the calculation of f * i . Recall that the full flux function required for solution of (6) is given by
For the implementations presented here, the convection-diffusion subgrid model requires about 50% more pre-processing computation than do models based on pseudo relative permeabilities. It is important to note, however, that these calculations need only be performed once for a given fine grid model. Once the upscaled functions D and m are computed, they can be used for any number of different flow scenarios. Multiple flow scenarios might be considered, for example, if one is attempting to determine the optimal well placement for a water injection project or to explore sensitivities to various flow parameters. For such cases the pre-processing costs associated with the convection-diffusion subgrid model will be quite acceptable.
Numerical results
In this section we present representative simulation results for both linear and nonlinear fine scale flux functions f (S). In all cases the systems are two dimensional. The domain is a unit square in the x − z coordinate system. The fine scale models are of dimension 100 × 100 and the coarse scale models, generated through a uniform coarsening of the fine model, are 10×10. The fine scale geological descriptions are geostatistical realizations of unconditioned, log-normally distributed permeability fields with prescribed variance σ 2 (σ 2 here refers to the variance of log k) and correlation structure. The correlation structure is specified in terms of dimensionless correlation lengths in the x and z-directions, l x and l z , nondimensionalized by the system length. The realizations were generated using GSLIB algorithms [3] ; in all cases a spherical variogram model was used.
Simulation results are presented for oil cut (also referred to as fractional flow of oil, though we will avoid this terminology to eliminate confusion with the flux function f (S), which is also referred to as fractional flow) as a function of pore volume injected (PVI). Oil cut is defined as the fraction of oil in the produced fluid and is given by q o /q t , where q t = q o + q w , with q o and q w the flow rates of oil and water at the production edge of the model. Pore volume injected, defined as q t (τ )dτ , with V p the total pore volume of the system, provides the dimensionless time for the displacement. Results are presented in all cases for the fine model, the coarsened model with no subgrid term; i.e., the primitive form of the saturation equation, the coarsened model using pseudo relative permeabilities, and the coarsened model using our new convection-diffusion subgrid model. We use the loosely coupled procedure to compute the subgrid terms unless otherwise specified. We consider simulations using fixed global boundary conditions as well as boundary conditions that vary during the course of the simulation. The numerical methods used for all of these solutions are those described in section 4 for the calculation of the coarse scale functions.
Oil cut results
We first consider the linear case f = S. In our first example, the statistics of the permeability field are specified as l x = 0.2, l z = 0.02 and σ = 1.5. This permeability field is shown in Fig. 3 . Results for oil cut versus PVI for flow from left to right are shown in Fig. 4 . For this simulation we specify p = 1, S = 1 along x = 0, p = 0 along x = 1, and no flow on z = 0 and z = 1. In this and subsequent figures, the solid curve represents the fine model, the dotted curve the coarsened model using the generalized convection-diffusion subgrid model, the dashed curve the coarsened model with no subgrid term (primitive), and the dot-dash curve the coarsened model with pseudo relative permeabilities. The pseudo-relative permeability model underpredicts breakthrough time (the time at which injected water appears at the production edge; i.e., where q o /q t falls below 1) and continues to underpredict oil cut over much of the simulation run. The primitive model displays the opposite behavior, showing a late breakthrough and overprediction of oil cut for PVI < 1. The convection-diffusion subgrid model, in contrast to the other two models, provides results in close agreement with the fine scale calculations over the entire simulation period.
We note that the behavior displayed here by the pseudo relative permeability model is consistent with that observed by other investigators. Specifically, the "pessimistic" bias of pseudo relative permeability approaches was noted and explained by Wallstrom et al. [22, 23] . These investigators developed a new pseudo relative permeability approach, based on the use of "effective flux" boundary conditions, to eliminate this bias. In future work we plan to compare our subgrid model to results obtained using these effective flux boundary conditions. It may even be possible to introduce effective flux boundary conditions into our calculation of the subgrid terms.
The next case considered involves the same permeability field. Flow is initially from left to right, as specified in the previous example. However, at a time of 0.6 PVI, the global boundary condition is changed such that flow is driven from the lower left corner of the model to the upper right corner. This is achieved by specifying p = 1, S = 1 along the x = 0 edge for 0 ≤ z ≤ 0.1 and p = 0 along the x = 1 edge for 0.9 ≤ z ≤ 1 for t > 0.6 PVI. Simulation results are shown in Fig. 5 . The discontinuities in the curves at 0.6 PVI are due to the change in boundary conditions. Coarse scale simulations using the convection-diffusion subgrid model are again seen to track the fine grid solution much more closely than either of the other two coarse scale solutions.
We next consider a more heterogeneous permeability field, characterized via l x = 0.4, l z = 0.01 and σ = 2. This field is more variable and more layered than the previous case. For this system, we again consider flow from left to right over the entire simulation (Fig. 6 ) and flow from left to right for t < 0.6 PVI followed by flow from corner to corner (Fig. 7) . The trends apparent here are similar to those observed in Figs. 4 and 5. The coarse simulations with the convection-diffusion subgrid model track the fine grid results fairly closely. The accurate performance of this model is quite notable in Fig. 7 , where the solution maintains a high degree of accuracy after the change in global boundary conditions.
The next set of results is for a nonlinear f (S). For this case we specify k rw = S 2 , k ro = (1 − S) 2 , µ o /µ w = 5, which gives a nonconvex f (S) curve. For these calculations we treat the total mobility λ(S) as constant in time and thus do not update the velocity field. The model therefore requires about the same amount of computation time as the linear case (for which λ is strictly constant), though it now does not exactly correspond to the physical two-phase system. Despite this limitation, our results with the nonlinear f (S) do illustrate the performance of the various coarse scale models for the saturation equation, which is our emphasis here. In subsequent work we plan to couple the solution of the full coarse scale pressure equation with our convection-diffusion subgrid model for the saturation equation.
Our first set of results for the nonlinear case is for the permeability field shown in Fig. 3 (l x = 0.2, l z = 0.02, σ = 1.5). Simulation results for flow from left to right are shown in Fig. 8 . Breakthrough in the fine grid model occurs slightly earlier in this case than in the linear case due to the form of f (S). The simulation with our new subgrid model again provides the most accurate coarse scale solution, though q o /q t is slightly overpredicted immediately following breakthrough. Next we consider the case of side to side flow followed by corner to corner flow. These results, shown in Fig. 9 , display a large discontinuity when the boundary conditions are changed. The coarse solution with the convection-diffusion subgrid model tracks the fine solution very closely and even achieves nearly the exact peak height following the change in Flow is from left to right. In this and subsequent figures, the solid curve designates the 100 × 100 fine grid solution, the dotted curve the 10 × 10 coarse grid solution with the generalized convection-diffusion subgrid model, the dashed curve the 10×10 primitive coarse grid solution (no subgrid model), and the dot-dash curve the 10 × 10 coarse grid solution using pseudo relative permeabilities. The next set of oil cut results (Figs. 10 and 11 ) is for the nonlinear case with the more heterogeneous permeability field (l x = 0.4, l z = 0.01, σ = 2). In this case the pseudo relative permeability model actually shows a slightly smaller absolute error in breakthrough prediction than does the convection-diffusion model. For flow from left to right, at intermediate times the convection-diffusion model is more accurate, though at later times the other two models are slightly more accurate. In the case of changing boundary conditions (Fig. 11) , the coarse solution with the convection-diffusion subgrid model is clearly the most accurate overall, tracking the general fine grid response quite closely. The simulation with no subgrid model does, however, capture the peak at 0.6 PVI very accurately.
Finally, we present an oil cut comparison between our loosely and tightly coupled models for the case considered in Fig. 11 . It is clear from Fig. 12 that the results using the two approaches are very similar. We observed approximately this level of agreement in all of our comparisons of the two procedures. This leads us to conclude that the coarse scale results are fairly insensitive to the level of coupling used in the calculation of the diffusive and convective subgrid corrections (assuming that a proper rescaling is applied in the loosely coupled procedure).
Water saturation profiles
We next consider the saturation profiles for both the linear and nonlinear cases for l x = 0.2, l z = 0.02, σ = 1.5 for systems with changing boundary conditions. These results correspond to the q o /q t results shown in Figs. 5 and 9. Saturation profiles for the linear case are shown both at early time (0.18 PVI, before the change in boundary conditions) and at a later time (0.75 PVI, after the change in boundary conditions) in Figs. 13 and 14 , respectively. The line types are the same as those used in the oil cut curves shown in the previous figures. The fine grid results were averaged onto the 10 × 10 grid prior to contouring. The coarse scale contours computed using the convection-diffusion subgrid model track the fine grid solution more closely than the other two solutions, though the level of agreement is not as close as that in the oil cut curves. This observation is consistent with our previous findings [8] , and is likely due to the vertical averaging inherent in the oil cut results.
From the contours in Fig. 13 , we can see that, on average, the results using the primitive representation contain too little dispersion (the S = 0.1 and 0.5 contours are too close together, relative to the fine grid solution) while the results using pseudo relative permeabilities show too much dispersion (the contours are too far apart). The convection-diffusion subgrid model, by contrast, introduces on average about the correct amount of dispersion into the solution. There is, however, a region where the S = 0.1 contour is clearly ahead of the fine grid result. The ordering of the various solutions is again seen in Fig. 14 , where the S = 0.8 contour at a later time is presented.
Results for the nonlinear case are shown in Figs. 15 and 16 . The differences between the various solutions are less in this case, as would be expected from the oil cut results in Fig. 9 . Nonetheless, the general observations offered above for the linear case continue to hold, with the convection-diffusion subgrid model providing the best accuracy on average.
Simulations including capillary pressure were also performed for the case of l x = 0.2, l z = 0.02, σ = 1.5 with nonlinear f (S). In this case an extra outlet boundary condition, ∂S/∂n = 0, is specified. Because capillary pressure was taken to be small relative to large scale convective effects (as is appropriate for many reservoir scale displacements), these results are quite similar to the results neglecting capillary pressure and therefore are not shown. Slight increases in front spreading were observed, however, in both the fine scale simulations as well as in simulations using the new subgrid model.
The simulation results presented in this section clearly demonstrate the accuracy and robustness of our generalized convection-diffusion subgrid model. In all cases considered the model provides more accurate overall results than do simulations with no subgrid model or simulations using pseudo relative permeabilities. The method is particularly adept at capturing the effects of changing boundary conditions. This may be because the model contains diffusive terms, which are important for flow across high correlation length features, as will occur when flow is driven from corner to corner.
Summary
In this paper we presented a subgrid model for transport in heterogeneous porous media Comparison between loosely (GCD1) and tightly (GCD2) coupled models for the system considered in Fig. 11 .
of considerations, including previous formulations for stochastic systems [15, 17, 16] , nonlocal dispersivity models [9, 8] , and the homogenized representation of nonlinear hyperbolic equations with Riemann initial data [11] . The numerical calculation of the convective and diffusive subgrid effects is accomplished in a consistent manner, providing a unified coarse scale model. The model was applied to a number of example cases involving heterogeneous permeability fields, varying global boundary conditions, and linear and nonlinear fine scale flux functions. In essentially all cases considered the new subgrid model outperformed (in terms of accuracy relative to the reference fine scale results) simulations with no subgrid model (the "primitive" saturation equation) and simulations using a standard implementation of pseudo relative permeabilities. As indicated above, it will be of interest to compare (and possibly combine) the convection-diffusion subgrid model with a recent pseudo relative permeability technique [22, 23] , and this is planned for future work. We also intend to introduce a full coarse scale treatment for the pressure equation (2) and to couple this with the upscaled saturation equation. In this way, the subgrid model introduced here can be used for realistic two-phase flow simulations. 
Appendix A. Accuracy of the diffusion approximation for short correlation length
The analysis in this Appendix is applicable to the case where capillary pressure is present on the fine scale (e.g., (5)). Velocity is here scaled as 1/ to give a Peclet number that is O(1) at the scale. This analysis is also valid for purely convective flow, however, if the diffusion due to subgrid effects provides a local coarse scale Peclet number that is itself O(1). This will be the case in many systems in which there are strong heterogeneities and the desired coarse scale quantities are moderately coarse (e.g., oil cut curves, which are related to the rate of change of D Sdx, where D is the entire solution domain).
Following [21] we consider
In this and subsequent equations, summation on repeated indices is implied. The asymptotic expansion of S is given by S (x, t) = S 0 (x, t) + S 1 (x, y, t) + θ, where y = x/ , θ is the remainder, S 1 (x, y, t) = N k (x, y)∇ k S 0 , N(x, y) is the periodic solution of
and S 0 = S 0 (x, t) satisfies
with q ij (x) = Dδ ij − v i (x, y)N j (x, y) y . Here · denotes the average over the period and the term q c ij = v i (x, y)N j (x, y) y represents the diffusion due to the small scale variation of the convection.
In our numerical approach the diffusive term is determined based on
where v = v + v . We assume for simplicity that the average over the period of v (i.e., v ) is equal to the average over K. This approximation yields an error of order /h (h being the coarse mesh size). Using the formal expansion for S one can readily obtain that
It can be shown that θ is small (o( /h)) for some boundary and initial conditions that provide sufficient smoothness for S 0 . This can be accomplished using techniques similar to those applied in [21] . We omit the details here. It can also be shown that our subgrid approximation is accurate for the nonlinear convection-diffusion equation provided the mean of the convection is zero ( v = 0),
This equation can be written as
The homogenization of nonlinear parabolic equations has been studied previously by many authors [18, 19] . For (21) it can be shown [18] that S converges to an S that satisfies 
Using the expansion S ≈ S 0 (x, t) + S 1 (x, y, t) (see [18] for convergence results) and a Taylor series expansion for f (S) (assuming f is sufficiently smooth) we have
The first term is zero because v = 0. It can be shown [18] that S 1 (x, y, t) = N S 0 k ∇ k S 0 (x, t). Thus,
From here we see that the diffusion coefficient computed numerically as a function of S 0 approximates the diffusion due to small scale variation in convection.
Appendix B. Positivity of the diffusion
In this appendix we show that in general the value of the diffusion coefficient calculated using (12) 
where β i is either 0 or v i . Without loss of generality we assume that
The function R (t) can then be shown to have only one zero prior to complete sweep of the system at large time. This results because R (t) is positive at early times, decreases as faster layers break through and then increases as slower layers break through, reaching zero when the system is fully swept. Consequently, R(t) increases up to some point and then decreases. Since R(t) for large times is zero, we obtain that R(t) is always nonnegative. For the general case, the above argument can be applied to streamtubes rather than to layers. The result is again that v S is positive.
