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Abstract
This paper deals with a kind of aperiodic tilings associated with Pisot numeration systems, originally due to W.P. Thurston, in
the formulation of S. Akiyama. We treat tilings whose generating Pisot units  are cubic and not totally real. Each such tiling gives
a numeration system on the complex plane; we can express each complex number z in the following form:
z = ck−k + ck−1−k+1 + · · · + c1−1 + c0 + c−11 + c−22 + · · · ,
where  is a conjugate of , and c−mc−m+1 · · · ck−1ck is the -expansion of some real number for any integer m. We determine
the set of complex numbers which have three or more representations. This is equivalent to determining the triple points of the
tiling, which is shown to be a collection of model sets (or cut-and-project sets). We also determine the set of complex numbers with
eventually periodic representations.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
This paper deals with multiple points of a kind of aperiodic tilings associated with Pisot numeration systems,
originally due to Thurston [14], in the formulation of Akiyama [1]. Our main concern in this paper is to describe
multiple points of the tilings on the complex plane whose generating Pisot units are cubic and not totally real. In
particular, we show that the set of triple points in a tiling is a collection of model sets (or cut-and-project sets). These
tilings have been studied in connection with dynamical systems and the mathematical theory of quasi-crystals. There
are other formulations of these tilings using substitutions [12,4], which we will not go into in this paper. Berthe and
Siegel [5] discuss different constructions of these tilings.
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In the rest of this section we brieﬂy review the construction of tilings following Akiyama [1,3], and state the main
results of this paper. For the details of ﬁnite -expansions and tilings associated with Pisot numeration systems, the
readers are referred to [7,2,1].
1.1. -expansion
Let  > 1 be a real number. The -transformation T is a map from the interval [0, 1) to itself which is deﬁned
by T(x) = x − x where y denotes the largest integer not greater than y. Let xi = T i(x) for i0 and let
di = xi−1 for i1. Then we get an expression of x,
x = d1

+ d2
2
+ · · · .
For any real number x > 0 there exists m > 0 such that x−m−1 ∈ [0, 1). Thus we can express x in the following
form:
x = d−mm + d−m+1m−1 + · · · + d0 + d1
1
+ d2
2
+ · · ·
= d−md−m+1 · · · d−1d0.d1d2 · · · ,
which is called the -expansion of x. We call the sequence d−md−m+1 · · · d0 the integral part of the -expansion and
d1d2 · · · the fractional part. If there is an integer k such that di = 0 for i > k, then we say that the -expansion of
x is ﬁnite and we occasionally omit writing zeros in the tail of the fractional part.
Let b1 =  and let − = 0.b2b3 · · · be the -expansion of −. Then we have 1 = b1−1 +b2−1 +· · · =
0.b1b2 · · ·. We call b1b2 · · · the expansion of one and denote it by d(1). We deﬁne the carry sequence d∗(1) of  by
d∗(1) =
{
d(1) if d(1) is not ﬁnite,
b1b2 · · · bd−1(bd − 1) if d(1) = b1b2 · · · bd with bd = 0,
where x1x2 · · · xk stands for the periodic expansion x1x2 · · · xkx1x2 · · · xkx1 · · ·. A sequence d1d2 · · · over alphabet
{0, 1, 2, . . .} is said to be admissible if each of its subsequences dkdk+1 · · · is less than d∗(1) in lexicographic order. A
sequence is the -expansion of some real number if and only if it is admissible. (See Parry [11] and Ito–Takahashi [8]
for details.) Let Fin() denote the set of all of non-negative real numbers with ﬁnite -expansion. We say that  has
the property (F ) if
(F ) : Fin() = Z[1/]0,
where Z[1/]0 denotes the set of all the positive elements in Z[1/]. Frougny and Solomyak [7] showed that the
property (F ) implies  is a Pisot number and d∗(1) is purely periodic, i.e.,
d∗(1) = a1a2 · · · ad = a1a2 · · · ada1a2 · · · ada1a2 · · · ,
for some ﬁnite sequence a1a2 . . . ad .
In the rest of the paper we suppose that  is a cubic Pisot unit which is not totally real and has the property (F ).
Akiyama [2] gives a complete characterization of the minimal polynomial of a cubic Pisot unit satisfying (F ): let
P(X) = X3 − aX2 − bX − c ∈ Z[X] be the minimal polynomial of . Then c = 1 and the conditions for a, b and
d∗(1) are given in the following table.
b d∗ (1)
b = −1 (a − 1)(a − 1)00
0ba ab0
b = a + 1 (a + 1)00a0
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Fig. 1.
1.2. Tilings associated with Pisot numeration systems
We denote by  one of ’s Galois conjugates and denote by  the ﬁeld isomorphism from Q() to Q(). We denote
(x) by x′ for all x ∈ Q().
A tile is a compact subset of C which is the closure of its interior. A collection of tiles T is said to be a tiling of C
if
⋃
T ∈T T = C and tiles in T have pairwise disjoint interiors. Here we review Akiyama’s construction [1] of tilings
associated with Pisot numeration systems. Let u = 0.d1d2 · · · dk be the -expansion of a number u ∈ Z[] ∩ [0, 1).
Then we denote by Su or Sd1d2···dk the subset of Z[]0 whose fractional parts of the -expansions are d1d2 · · · dk .
We deﬁne
Tu = Td1d2···dk = (Su)′,
where S is the topological closure of S in C. ThenTu is a tile and {Tu | u ∈ Z[] ∩ [0, 1)} forms a tiling of the complex
plane under (F ). We call u′ the capital of the tile Tu and denote by C the set of all capitals, which is (Z[] ∩ [0, 1))′.
Fig. 1 shows tilesT0,T1,T01 in the tiling generated by the minimal Pisot number. The minimal Pisot number is known
to be the real root of x3 − x − 1 = 0 and its carry sequence is 10000.
The most important and interesting feature of these tilings is the self-similarity: let k be a positive integer and Tu be
the tile with the capital u′. Then −kTu is the union of some tiles in the tiling. In Fig. 2, we can see −1T0 = T0 ∪ T1
and −2T0 = T0 ∪ T1 ∪ T01.
If a complex number z is expressed in the following form:
z = dm−m + dm−1−m+1 + · · · + d0 + d−1+ d−22 + · · · ,
where dkdk+1 · · · dm−1dm is admissible for all km, we call it a proper -representation of z. We denote this form by
z = (· · · d−2d−1d0 . d1 · · · dm).
We use this seemingly ugly notation for the reason that we often consider the conjugate of z and its -expansion. We
call d1d2 · · · dm the fractional part of this proper -representation and · · · d−2d−1d0 the integral part. If there exists
an integer k such that di = 0 for all ik, we say the proper -representation is ﬁnite. Let d1d2 · · · be an admissible
sequence. Then the set{
z ∈ C
∣∣∣∣ z has a proper -representation whose fractional part isd1d2 · · · dl
}
is closed and contained in Td1d2···dl and hence is equal to Td1d2···dl . Therefore every complex number z ∈ C has at
least one proper -representation. A complex number z ∈ C may have more than one proper -representation. We
say a point is a multiple point if it is contained in two or more tiles. Hence a multiple point has two or more proper
-representations with distinct fractional parts. We say a point is a triple point if it is contained in three or more tiles.
We denote by V the set of all triple points and denote by V k the set of all points contained in exactly k tiles. Hence
V = ⋃k3 V k .
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1.3. Statement of the results
This paper is a continuation of our previous work [3], in which Akiyama and the author determined multiple points
in the central tile T0 in the Pisot tiling generated by the minimal Pisot number. In this paper, we present a method to
determine all triple points on the whole plane for tilings generated by cubic Pisot units with the property (F ).
Before stating the main results, we introduce the notion of a model set. For the details of the model set, see [9,10].
A cut and project scheme is a triple (G,H, L˜) which consists of locally compact Abelian groups G and H , of which
G is also -compact and a lattice L˜ in G × H (i.e., a co-compact abelian subgroup)
G
1←− G × H 2−→ H
∪
L˜
(1)
such that the natural projections 1 : G × H −→ G, (t, h) → t and 2 : G × H −→ H, (t, h) → h satisfy the
following properties:
• The restriction 1|L˜ of 1 to L˜ is injective.
• The image 2(L˜) is dense in G.
Given a cut and project scheme (1), and a relatively compact subset W ⊂ H , we deﬁne (W) by
(W) =
{
1(x) | x ∈ L˜, 2(x) ∈ W
}
.
A model set, associated with the cut and project scheme (1), is a non-empty subset of the form
x + (y + W),
where x ∈ G, y ∈ H and W ⊂ H is a relatively compact subset which is equal to the closure of its interior.
If we set G = CR2, H = R and L˜ = {(′, ) |  ∈ Z[]}, then, since 1|C is injective and 2(L˜) = Z[] is dense
in R, we have a cut and project scheme. In the rest of the paper we use this setting, under which (W) = (Z[] ∩W)′,
and hence the set of capitals C is a model set ([0, 1)).
In Section 2, we show
V k =
⋃
v∈V k∩T0
(v + ([0,Mv))) =
⋃
v∈V k∩T0
(v + (Z[] ∩ [0,Mv))′), (2)
where Mv is a real number determined for each v ∈ T0. We give a practical algorithm to compute Mv .
Fig. 2 shows an illustrative example, in which triple points in the minimal Pisot tiling are shown. Using (2), we can
show
V 3 = ([−1,−−2)), V 4 = ([−−2,−−3)), V 5 = ([−−3, 0)),
and V k = ∅ for all k > 5. Hence the set V of triple points in this case can be presented as a model set:
V = ([−1, 0)) = (Z[] ∩ [−1, 0))′ = −1 + C.
This gives a natural bijection between tiles and triple points and implies that the set of the points with three or more
proper -representations is equal to (Z[]<0)′.
We also show weaker but general results. In Section 3, we show that if z belongs to (Z[]<0)′, then z has exactly
d distinct proper -representations and ([−1, 0)) ⊂ V where d is the period length of the carry sequence d∗(1) =
a1 · · · ad .
In Section 4, we show that a complex number z has periodic proper -representations if and only if z belongs to
Q(), using a similar result on -expansions with Pisot number bases by Schmidt [13].
T. Sadahiro / Theoretical Computer Science 359 (2006) 133–147 137
Fig. 2. Minimal Pisot tiling and its triple points.
2. Multiple points
Our central idea is the use of the reduction map R : C → T0 deﬁned as follows: let z ∈ C be a complex number
which is contained in exactly k tiles Tb1 , . . . ,Tbk where bi ∈ Z[] ∩ [0, 1). We deﬁne R(z) by
R(z) = z − ′z,
where z = min{b1, . . . , bk}.
Example 1. Let  be the real root of x3 − x2 − x − 1 = 0, which is the so-called Tribonacci number which deﬁnes
the Rauzy fractal [4,5]. Then z = −1 + 1/3 + 1/4 has the following three proper -representations:
z = (110 . 0011)
= (110 1 . 0001)
= (110 10 . 1011).
So z is contained in three tiles T0011,T0001,T1011. Since min{0.0011, 0.0001, 0.1011} = 0.0001, we have
R(z) =
(
−1 + 1
3
+ 1
4
)
−
(
1
4
)
= −−2 − −1.
We denote by m(z) the number of proper -representations of z.
Lemma 2. Every point z ∈ C has only ﬁnitely many proper -representations, i.e., 1m(z) < ∞.
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Proof. First we show that every point is contained in only a ﬁnite number of tiles. Consider a point w ∈ C which is
contained in a tile Tb. Then, since
b ∈ Z[] ∩ [0, 1) and |b′ − w| <
∣∣∣∣ 1 − ||
∣∣∣∣ ,
(b′, b) ∈ C × R lies in the intersection Dw of the bounded area and a lattice in C × RR3. The cardinality of Dw is
uniformly bounded for w ∈ C, i.e., there exists a constant U such that DwU for every point w. Thus the number
of tiles which contain w is smaller than U. Then we show every point has only ﬁnitely many proper -representations.
Let z ∈ C be a point which has k proper -representations. Then −nz is contained in k tiles for sufﬁciently large n.
Hence kU for all z ∈ C. 
Lemma 3. Let x, y ∈ Z[] ∩ [0, 1) be two algebraic integers such that xy. Then Tx − y′ ⊂ Tx−y .
Proof. Let x = 0.x1x2 · · · xk and x − y = 0.d1d2 · · · dl be -expansions of x and x − y, respectively. Then d1d2 · · · dl
is less than x1x2 · · · xk in lexicographic order. Hence if a sequence e−ke−k+1 · · · e0x1x2 · · · xk is admissible then
e−ke−k+1 · · · e0d1d2 · · · dl is also admissible. This implies Tx − y′ ⊂ Tx−y . 
Lemma 4. The reduction map R preserves the number of tiles which contain a point, i.e., a point z ∈ C is contained
in k tiles if and only if R(z) is contained in k tiles. Speciﬁcally,
R(V k) ⊂ V k ∩ T0.
Proof. We denote by
◦
T the interior of a tile T. Let T and T′ be two distinct tiles in a tiling. Then, from the deﬁnition
of a tiling given in Section 1,
◦
T ∩
◦
T′= ∅. Since a tile is the closure of its interior, ◦T ∩T′ = ∅. We use this fact to prove
the Lemma.
Let z ∈ C be a point contained in exactly k tilesTb1 , . . . ,Tbk . First we show z is an inner point of
⋃k
i=1 Tbi . Assume
that z is not an inner point of
⋃k
i=1 Tbi . Then there is a sequence {ai} not in
⋃k
i=1 Tbi which converges to z. There
are only ﬁnitely many tiles which can touch a neighborhood of z, and so we can choose a tile T not in {Tbi } which
contains a subsequence of {ai} converging to z, which implies T contains z. This contradicts the fact that z is contained
in exactly k tiles.
Let  = min{b1, . . . , bk} and ci = bi − . Then R(z) = z − ′ is an inner point of ⋃i Tci since Tbi − ′ ⊂ Tci . We
show no tile other than Tci can contain R(z). Recall that Tb is a tile and {Tb | b ∈ Z[] ∩ [0, 1)} is a tiling. Since R(z)
is an inner point of
⋃
i Tbi , there exists an R(z)’s neighborhood NR(z) ⊂
⋃
i Tbi . Assume that a tile T contains R(z).
Then, sinceT is the closure of its interior, any neighbor ofR(z) contains inner points ofT and hence
◦
T ∩(⋃i Tci ) = ∅.
Thus we have T ∈ {Tci }. 
Hence, by using the reduction map R, the set V k is partitioned into disjoint subsets:
V k =
⋃
v∈V k∩T0
R−1(v).
Now, our aim is to write down R−1(v) explicitly.
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Here we introduce two important operations on proper -representations, which we call the shift and the ﬁnite
subtraction, which we will use frequently in the rest of the paper. We denote byRz the set of all proper -representations
of z.
Let z be a complex number and let (r) be one of its proper -representations, z = (· · · r−2r−1r0 . r1 · · ·). Then
(· · · r−2r−1r0r1 · · · rk . rk+1 · · ·) is a proper -representation of zk . We call this operation the shift by k. So the shift
by k induces a map fromRz toRzk , which is clearly a bijection.
Lemma 5. Let x be an algebraic integer in Fin() = Z[]0. Then x′ has only one proper -representation, i.e.,
m(x′) = 1.
Proof. Since x has a ﬁnite -expansion, x = x−hx−h+1 · · · x0.x1 · · · xt , there exists a ﬁnite proper -representation
x′ = (x−h · · · x0 . x1 · · · xt ). Assume that there exists another proper -representation x′ = (· · · r−2r−1r0 . r1 · · · rk).
Then there exists n > 0 such that x−nx−n+1 · · · xt = r−nr−n+1 · · · rk . Applying the shift by −n − 1 to both of the
representations, we have
−n−1x′ = (· · · x−n−1 . x−nx−n+1 · · · xt ) = (· · · r−n−1 . r−nr−n+1 · · · rk),
and hence x′−n−1 is contained in two distinct tiles Tx−n···xt and Tr−n···rk . This contradicts the fact that every element
of (Z[]0)′ is an inner point of a tile. (See [1] for the proof.) 
Then we introduce the ﬁnite subtraction. Let z be a complex number not contained in (Z[]0)′ and let  ∈ Z[]0
be a positive algebraic integer. From Lemma 5, every proper -representation of z is inﬁnite. Let (r) be a proper
-representation of z:
z = (· · · r−2r−1r0 . r1r2 · · · rk).
Let n be the smallest positive integer such that  = r−nn + · · · + r0 + r1−1 + · · · + rk−k > . Then we have the
ﬁnite -expansion −  = s−ms−m+1 · · · s0.s1 · · ·. Since the sequence
n−m︷ ︸︸ ︷
00 · · · 0 s−ms−m+1 · · · is lexicographically less
than r−nr−n+1 · · ·, we obtain a proper -representation of z − ′:
z − ′ =
⎛
⎝· · · r−n−2r−n−1
n−m︷ ︸︸ ︷
00 · · · 0 s−m · · · s0 . s1s2 · · ·
⎞
⎠

.
We call this operation the ﬁnite subtraction by , which mapsRz toRz−′ .
Lemma 6. Let z be a point which has two distinct proper -representations:
z = (· · · r−2r−1r0 . r1r2 · · ·) = (· · · s−2s−1s0 . s1s2 · · ·).
Then there are inﬁnitely many i’s such that ri = si .
Proof. Assume that there exists an integer N such that, ri = si for all iN and rj = sj for some j > N . Then
we have
z = ∑
iN
ri
−i + ∑
i>N
ri
−i = ∑
iN
si
−i + ∑
i>N
si
−i .
Thus we have
∑
i>N
ri−i = ∑
i>N
si−i whose both sides are proper -representations of an element of (Z[]0)′. By
Lemma 5, we have ri = si for i > N , which is a contradiction. 
Lemma 7. Let z be a complex number not contained in (Z[]0)′. Then the ﬁnite subtraction by  ∈ Z[]0 induces
a bijection betweenRz andRz−′ .
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Proof. Since the ﬁnite subtraction changes only a ﬁnite number of digits in a proper -representation of a point, by
Lemma 6, two distinct representations in Rz are mapped to distinct representations in Rz−′ by the ﬁnite subtraction
by . Hence the induced map is an injection. Then we prove that m(z) = m(z − ′). For sufﬁciently large n, −nz ∈
Vm(z), −n(z − ′) ∈ Vm(z−′) and r−n+1n−1 + r−n+2n−2 + · · · >  for every proper -representation z =
(· · · r−n · · · r0 . r1r2 · · ·). So we can assume −nz is contained in exactly m(z) tiles Tb1 , · · · ,Tbm(z) where bi ∈
Z[] ∩ [0, 1) and bi > −n. Then −nz is an inner point of ⋃m(z)i=1 Tbi . From Lemma 3, −nz − −n′ is an inner
point of
⋃m(z)
i=1 Tbi−−n. Hence, as was proved in Lemma 4, no tile other than Tbi−−n can contain 
−nz − −n′,
which implies m(z)m(z − ′). 
Lemma 8. Let  ∈ Z[]0 be a positive algebraic integer. Then m(z − ′)m(z) for all complex number z ∈ C.
Proof. If z has only one proper -representation, then m(z − ′)1 = m(z) since, as mentioned in Section 1.2, any
complex number has at least one proper -representation. If z is a complex number with m(z) > 1, then z /∈ (Z[]0)′
and the ﬁnite subtraction by  induces a bijection betweenRz andRz−′ , and hence m(z) = m(z − ′). 
Lemma 9. The reduction mapR preserves the number of proper -representations, i.e.,m(R(z)) = m(z) for all z ∈ C.
Proof. Let z be a complex number with m(z) = k and let R(z) = z − ′ for some  ∈ Z[] ∩ [0, 1). Then, if
z /∈ (Z[]0)′, then from Lemma 7, we have m(R(z)) = m(z). If z ∈ (Z[]0)′ then m(z) = m(R(z)) = 1. 
Let (r) be a proper -representation of v ∈ V k ∩ T0:
(r) : v = (· · · r−1r0 . r1r2 · · · rl).
We deﬁne the set C(r) by
C(r) = {u = 0.u1u2 · · · ut | r−n · · · r−1r0u1u2 · · · ut is admissible for all n0}
and deﬁne uv,(r) = supC(r) . Then, if  = 0.u1u2 · · · ut ∈ C(r) then + −k ∈ C(r) for sufﬁciently large k. Hence
uv,(r) /∈ C(r) . Thus r−nr−n+1 · · · r1r0.x1x2 · · · xt is admissible for any n0 if and only if  = 0.x1x2 · · · xt < uv,(r) .
We deﬁne Mv,(r) and Mv by
Mv,(r) = uv,(r) − 0.r1r2 · · · rl and Mv = min
(r)∈Rv
{Mv,(r)}.
Example 10. Let  be the real root of x3−x2−x−1 = 0. Then d∗(1) = 110, and hence a sequence d0d1d2 · · · dk over
{0, 1} is admissible if and only if it does not contain 111 as a subsequence. There are three proper -representations,
(p), (q), (s) of −1:
−1 = (110 . 0) (p)
= (110 0 . 11) (q)
= (110 10 . 1) (s).
Thus we have u−1,(p) = 1 since we can concatenate any admissible sequences to the right of the decimal point and
M−1,(p) = 1 − 0 = 1. In the same manner, we have
u−1,(q) = 1, M−1,(q) = 1 − (−1 + −2) = −3,
u−1,(s) = 1, M−1,(s) = 1 − −1 = −2 + −3
and hence M−1 = −3.
Theorem 11. R−1(v) = v + (Z[] ∩ [0,Mv))′ for all v ∈ T0 and hence
V k =
⋃
v∈V k∩T0
(v + ([0,Mv))) =
⋃
v∈V k∩T0
(v + (Z[] ∩ [0,Mv))′).
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Proof. First we prove R−1(v) ⊃ v + (Z[] ∩ [0,Mv))′ for all v ∈ T0. Let  ∈ Z[] ∩ [0,Mv) and let (r) be a proper
-representation of v,
(r) : v = (· · · r−1r0 .r1r2 · · · rl).
Suppose  + 0.r1r2 · · · rl = 0.s1s2 · · · sk . Then, from the deﬁnition of Mv , the sequence rnrn+1 · · · r−1r0s1s2 · · · sk is
admissible for any n0 and we obtain a proper -representation of v + ′:
v + ′ = (· · · r−1r0 . s1s2 · · · sk).
In this way, we can construct m(v) proper -representations of v + ′. From Lemma 8, they are the set of all proper
-representations of v+′. Assume that v is contained in exactly k+1 tiles T0,Tb1 , . . . ,Tbk . Then v+′ is contained
in exactly k + 1 tiles T,Tb1+, . . . ,Tbk+. Hence, we have R(v + ′) = v.
Then we prove the converse, R−1(v) ⊂ v + (Z[] ∩ [0,Mv))′. If z ∈ R−1(v) then v = R(z) = z − ′ where
 ∈ Z[] ∩ [0, 1). Suppose that a proper -representation z = (· · · r−1r0 . s1s2 · · ·) is transformed to v = (· · · r−1r0 .
r1r2 · · ·) by the ﬁnite subtraction by . Since 0.s1s2 · · · −  = 0.r1r2 · · · and 0.s1s2 · · · < uv,(r) , we have
 = 0.s1s2 · · · − 0.r1r2 · · · < Mv,(r) ,
which holds for all proper -representations of v. Hence we obtain  < Mv . 
Example 12. Let  be the minimal Pisot number. Akiyama and the author [3] showed that the set of triple points in
the central tile T0 is {−1,−−1,−−2,−−3,−−4} (Fig. 3). Now, we apply Theorem 11 to prove
V = ([−1, 0)).
We have ﬁve proper -representations for each of {−1,−−1, . . . ,−−4}:
−1 = (10000 . 0)
= (10000 0 . 0001)
= (10000 00 . 1)
= (10000 010 . 0)
= (10000 0100 . 0001),
−−1 = (10000 1000. 0)
= (10000 . 00001)
= (10000 0 . 01)
= (10000 01 . 0)
= (10000 010 . 00001),
−−2 = (10000 100. 0)
= (10000 1000 . 000001)
= (10000 . 001)
= (10000 0 . 1)
= (10000 01 . 000001),
−−3 = (10000 10. 0)
= (10000 100 . 0000001)
= (10000 1000 . 0001)
= (10000 . 01)
= (10000 0 . 1000001),
−−4 = (10000 1. 0)
= (10000 10 . 00000001)
= (10000 100 . 00001)
= (10000 1000 . 001)
= (10000 . 01000001).
Hence {−1,−−1} ⊂ V 3, {−−2} ⊂ V 4, {−−3,−−4} ⊂ V 5 and we can compute Mv for each of v ∈ V ∩ T0:
M−1 = −5, M−−1 = −6, M−−2 = −7, M−−3 = −8, M−−4 = −4.
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Fig. 3. Neighbors of the central tile in the minimal Pisot case.
Using Theorem 11, we have
V 3 = (−1 + ([0, −5))) ∪ (−−1 + ([0, −6)))
=([−1,−−2)),
V 4 = −−2 + ([0, −7)) = ([−−2,−−3)),
V 5 = (−−3 + ([0, −8))) ∪ (−−4 + ([0, −4)))
=([−−3, 0)).
Thus
V = V 3 ∪ V 4 ∪ V 5 = ([−1, 0))
is proved. Let z be a point with m(z) > 3. Then R(−nz) is contained in V ∩ T0 = {−1,−−1, . . . ,−−4} for
sufﬁciently large n. Since m(z) = m(−nz) = m(R(−nz)), we have m(z) = 5 and
{z ∈ C | m(z) = 5} = (Z[]<0)′.
3. Representations of (Z[]<0)′
Theorem 11 can be applied only when V k ∩T0 and all of their proper -representations are known, that is, we have
complete information on V k ∩ T0. Example 12 is such an example, in which we have shown V = ([−1, 0)). In this
section we prove that ([−1, 0)) is always contained in V , and show an example in which V = ([−1, 0)).
Lemma 13. If a point z has an eventually periodic proper -representation, every proper -representation of z is
eventually periodic.
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Proof. If z has a ﬁnite proper -representation (which ends with period 000 · · ·), then z has no other proper -
representations. So we consider the case where z has an inﬁnite and eventually periodic proper -representation. Let z
be a complex number which has a periodic proper -representation (r):
(r) : z = (b1b2 · · · bpc−k+1c−k+2 · · · c0 . c1c2 · · ·).
Assume that z has a non-periodic proper -representation (e):
(e) : z = (· · · e−k · · · e0 . e1 · · · et ).
Then, applying the shift by −k and the ﬁnite subtraction by 0.c−k+1c−k+2 · · · to (r) and (e), we obtain two distinct
proper -representations of w = −kz − (0.c−k+1c−k+2 · · ·)′:
w = (b1 · · · bp . 0), (3)
from (r) and
w = (· · · f−2f−1f0 . f1f2 · · ·), (4)
from (e). Since the ﬁnite subtraction changes only ﬁnitely many digits in a proper -representation, for sufﬁciently
large h, fi = ei−k for all i < −h. Hence (4) is not an eventually periodic proper -representation. From (3) we have
w = −pw − (0.b1 · · · bp)′.
Since (4) is not eventually periodic, applying the shift by −p and the ﬁnite subtraction by 0.b1 · · · bp to (4), we have a
new proper representation of w. Iterating this operation, we have inﬁnitely many proper -representations of w which
contradicts Lemma 2. 
Proposition 14. −1 is a triple point of the central tile T0. −1 has exactly d-distinct proper -representations, i.e.,
m(−1) = d and every proper -representation of −1 ends with period a1a2 · · · ad where d∗(1) = a1a2 · · · ad .
Proof. From d∗(1) = a1a2 · · · ad , we have
1 = a1

+ a2
2
+ · · · + ad
d
+ 1
d
.
Replacing  with  we obtain the proper -representation of −1:
−1 = ad + ad−1+ ad−22 + · · · + a1d−1 + d(−1),
−1 = (a1a2 . . . ad . 0).
Using the obvious relation (−1)k + k − 1 = −1, we can construct d distinct proper -representations of −1 in the
following way: let k ∈ {1, 2, . . . , d − 1} be an integer. Let f−k+1f−k+2 · · · f0.f1f2 · · · be the -expansion of k − 1.
Then, since f−k+1f−k+2 · · · f0.f1f2 · · · is lexicographically less than a1a2 . . . ad , we obtain a proper -representation
of −1:
−1 =
⎛
⎝a1a2 . . . ad
k︷ ︸︸ ︷
00 · · · 0 . 0
⎞
⎠

+ k − 1
= (a1a2 . . . ad f−k+1 · · · f0 . f1 · · ·).
In this way, we can construct d distinct proper -representations of−1. We denote byS these d proper -representations
of −1.
Let b0.b1b2 · · · be the -expansion of − 1 and let c−1c0.c1 · · · be the -expansion of 2 − 1. Then three fractional
parts, 0, b1b2 · · · and c1c2 · · · of proper -representations of −1 in S are different from each other, since  is a cubic
algebraic integer. This implies −1 is a triple point.
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Then we prove S = R−1. Since −1 has an eventually periodic proper -representation, by Lemma 13, all its proper
-representations are eventually periodic. Let (r) be a proper -representation of −1 which has the period a1 · · · ad ,
(r) : −1 = (a1 · · · ad c−k · · · c0 . c1 · · ·).
Then, by Lemma 6, (r) is equal to one of the representations in S. Now we prove the period of every proper -
representation of −1 is a1 · · · ad . Assume that −1 has a proper -representation which has a period other than a1 · · · ad :
−1 = (b1b1 · · · bpc−k · · · c0 . c1c2 · · ·).
Then
−1 = k+1 b1
p−1 + b2p−2 + · · · + bp
1 − p + (c−k · · · c0 . c1c2 · · ·).
Taking the conjugate, we obtain
1 + c−k · · · c0.c1c2 · · · = k+1 b1
p−1 + b2p−2 + · · · + bp
p − 1
= k+1 b1
−1 + b2−2 + · · · + b−p−p
1 − −p
= k+1(0.b1 · · · bp),
which gives the -expansion of 1+c−k · · · c0.c1c2 · · · ∈ Z[]0. This contradicts the fact that every element of Z[]0
is ﬁnitely expansible. 
Example 15. Let  be the real root of x3 − 2x2 + x − 1 = 0. Since d∗(1) = 1100, −1 has the following four distinct
proper -representations :
−1 = (1100 . 0)
= (1100 0 . 101)
= (1100 10 . 01)
= (1100 101 . 01).
Theorem 16. Let d∗(1) = a1 · · · ad and let z ∈ (Z[]<0)′. Then m(z) = d and every proper -representations of z
has period a1 · · · ad . Conversely, if a complex number z has a proper -expansion which ends with the period a1 · · · ad
then z belongs to (Z[]<0)′.
Proof. Let z = ′ ∈ (Z[]<0)′ be an algebraic integer. Then n < −1 for sufﬁciently large n and we can take
 ∈ Z[]>0 such that n = −1 − . Thus all the proper -representations of z can be obtained from proper -
representations of −1 by using the shift and the ﬁnite subtraction. Hence m(z) = m(−1) = d and all of the proper
-representations have period a1 · · · ad .
Conversely, suppose a complex number z has a proper -expansion like
z = (a1a2 . . . ad c−t c−t+1 · · · c0 . c1 · · · cs).
Then, by considering the conjugate, we have
z = (−t+1 + c−t c−t+1 · · · c0 . c1 · · · cs)′ ∈ (Z[]<0)′. 
Corollary 17. ([−1, 0)) ⊂ V.
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Fig. 4. Neighbors of the central tiles.
Proof. Using the method described in the proof of Proposition 14, we obtain three distinct proper -representations
of −1:
−1 = (a1a2 · · · ad . 0)
= (a1a2 · · · ad b0 . b1b2 · · ·)
= (a1a2 · · · ad c−1c0 . c1c2 · · ·),
where − 1 = b0.b1b2 · · · and 2 − 1 = c−1c0.c1c2 · · ·. Let s ∈ Z[] ∩ [0, 1) and let
s = 0.s1s2 · · · , − 1 + s = u0.u1u2 · · · , 2 − 1 + s = v−1v0.v1v2 · · · .
Then the fractional parts s1s2 · · ·, u1u2 · · · and v1v2 · · · are distinct. Indeed, if − 1 + s and 2 − 1 + s have the same
fractional part then 2 −  = v−1+ (v0 − u0), which contradicts the fact that  is a cubic algebraic integer. Thus we
have three distinct proper -representations of −1 + s′:
−1 + s′ = (a1a2 · · · ad . s1s2 · · ·)
= (a1a2 · · · ad u0 . u1u2 · · ·)
= (a1a2 · · · ad v−1v0 . v1v2 · · ·). 
The following example shows a case in which −1 + (Z[] ∩ [0, 1))′ = V .
Example 18. Let  again be the Tribonacci number which is the real root of x3 − x2 − x − 1 = 0. Then  generates
the tiling shown in Fig. 5. This is known as Rauzy fractal, which has been widely studied [12,4]. We apply Theorem 1
to prove
V =
{
−1,− 1
1 + 
}
+ ([0, 1)).
Fig. 4 shows the central tile and its neighbors.
V ∩ T0 =
{
−1,−−1, −−2 − −1, − 1
+ 1 , −
1
(+ 1) ,
1
+ 1
}
,
−1 = (110 . 0)
= (110 0 . 11)
= (110 10 . 1),
−−1 = (110 11 . 0)
= (110 . 011)
= (110 1 . 01),
−−2 − −1 = (110 1 . 0)
= (110 10 . 101)
= (110 . 001),
− 1
+ 1 = (010 . 0)
= (010 0 . 01)
= (010 00 . 11),
− 1
(+ 1) = (010 01 . 0)
= (010 . 001)
= (010 0 . 011),
1
+ 1 = (010 1 . 0)
= (010 01 . 1)
= (010 . 101).
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Fig. 5. The tiling generated by the roots of x3 − x2 − x − 1 = 0.
Hence we have V ∩ T0 ⊂ V 3 and V k = ∅ for k4, which implies m(z)3 for all z ∈ C (Fig. 5). We can compute
Mv for v ∈ V0:
M−1 = −3, M−−2−−1 = −2, M−−1 = −1,
M−1/(+1) = −3, M−1/(+1) = −1, M1/(+1) = −2.
Using Theorem 11, we have
V = (−1 + ([0, −3))) ∪ (−−2 − −1 + ([0, −2))) ∪ (−−1 + ([0, −1))) ∪
(
− 1
+ 1 + ([0, 
−3))
)
∪
( −1
(+ 1) + ([0, 
−1))
)
∪
(
1
+ 1 + ([0, 
−2))
)
= (−1 + ([0, 1))) ∪
(
− 1
+ 1 + ([0, 1))
)
.
4. Periodic points
Schmidt [13] and Bertrand [6] independently proved the following theorem:
Theorem A. Let  be a Pisot number, then a positive real number x has eventually periodic -expansion if and only
if x ∈ Q().
Combining this theoremwith Theorem 16, we have the following corollarywhich characterizes the complex numbers
with periodic proper -representations.
Corollary 19. A complex number z ∈ C has an eventually periodic proper -representation if and only if z ∈ Q().
Proof. Since we have proved in Theorem 16 that all z ∈ Z[] has eventually periodic proper -representations,
here we prove every z ∈ Q()\Z[] has eventually periodic proper -representations. Let x be a real number in
(Q() ∩ [0, 1))\Z[]. Schmidt’s theorem above implies that there exists an integer n0 and an integer p > 0 such
that
T n (x) = T n+p (x),
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where T is the -transformation. Let y = T n (x) ∈ Q() and dk = [T k−1 (x)]. Then we have
nx − d1n−1 − d2n−2 − · · · − dn = y,
and by replacing  with  we have
− x′ = −y
′
n
−
(
dn
n
+ dn−1
n−1
+ · · · + d1

)
. (5)
Since y is a periodic point of T,
y = py − c1p−1 − c2p−2 − · · · − cp,
where ck = [T k−1 (y)]. Replacing  with , we obtain
−y′ = cp + cp−1+ · · · + c1p−1 + p(−y′)
= (c1c2 · · · cp . 0).
Substituting this to (5), we obtain a proper -representation of −x, which ends with the period c1c2 · · · cp. Thus we
obtain proper -representations of x′ when x ∈ Q() is negative.
Let x > 0 be a positive element of Q()\Z[]. Then x − n is negative for sufﬁciently large n, and so its conjugate
x′ − n has an eventually periodic proper -representation:
x′ − n = (· · · f−2f−1f0 . f1f2 · · · ft ),
whose period is not equal to that of d∗(1) since x /∈ Z[]. Hence, we have a proper -representation of x′ =
(· · · f−2f−1f0 . f1f2 · · · ft ) + n. Indeed addition by n does not change the coefﬁcient fk if k is sufﬁciently large
since the period is not equal to that of d∗(1). 
Example 20. Let  again be the Tribonacci number, the real root of x3 − x2 − x − 1 = 0. The algorithm described in
the proof above gives a proper -representation of 34 :
1
4 = 0.00110000 ⇒ − 14 = (00110000 . 0) ⇒ 34 = (00011000 1 . 0).
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