Let A be a set, V a Hilbert space. Let H be a Hilbert space of
In this paper we show that for each k ∈ N there exists a two layer network where the first layer has k number of basis functions Φǫ i j ,x i j for i 1 , · · · , i k ∈ {1, · · · , n} and the second layer takes a weighted summation of the first layer, such that the functions f k realized by these networks satisfy
Thus the x i do not need to be in a linear space and y i are in a possibly infinite dimensional Hilbert space. The error rate is independent of the dimension of V and data size n.
Introduction
The regularization networks have been introduced in [3] . As cited in [2] and [4] a function f ∈ C k ([0, 1] d ; R) can be approximated with various forms of such networks with first layer having n components and achieving an error estimate of O(−n k d ). Thus in higher dimensions one needs exponentially more neurons to achieve the same error or one should have very smooth functions to approximate.
In this paper for the specific minimizer of the regularized empirical loss function we prove a dimension independent result with error estimate of O( 1 √ n ). 1.1. Structure of this paper. In Section 2 we enlist some of the notation, used in this paper. In Section 3 we present the main results of this paper. In Section 4, we consider an appropriate set of loss functions and prove the existence of a unique minimizer for them. In Section 5, we enlist some facts about conditional expectation for expectations based on Bochner integral. In Section 6, we consider the expectation of a random loss function and study its properties. In Section 7, we prove the our main Theorem 1 which is about Stochastic Gradient Descent in functional spaces. In Section 8, we apply our main Theorem 1 to the case of a minimization problem arising in supervised learning and prove Theorem 2.
Notation
(Ω, F , P ) a probability space; G, F σ-algebras; B(N ) σ-algebra of Borel subsets of the space N ;
H Hilbert space of functions; H * dual Hilbert space of the space H; V Hilbert space; N Banach space; L p (Ω, F , P ; N ) Bochner spaces; L p (Ω, F , P ) Lebesgue spaces; C, C 1 conditional expectation with respect to the σ-algebra G; L * for L : H → H the dual operator L * : H → H; P roj K projection operator on the closed and convex set K; o (1) a positive sequence converging to 0; R H Riez representation operator mapping H * to H.
Main Results
For u ∈ C 1 (H) let us define
H for all f, g ∈ H .
Definition 1 (Simple function). X : Ω → N is called a simple function if it takes finite number of values and is F to B(N ) measurable.
Definition 2 (P -strongly measurable). X : Ω → N is called P -strongly measurable if there exists sequence of simple functions X n such that X n → X a.s. with respect to the probability measure P .
We identify two random variables of they are almost surely equal.
Definition 3 (Bochner spaces). Let 1 ≤ p < +∞. We denote by L p (Ω, F , P ; N ) the Banach space of P -strongly measurable functions X : Ω → N such that E X p N < +∞. Theorem 1. Let K be a closed and convex subset of H.
be a sequence of random variables such that all are independent, P -strongly measurable, U 1 , U 2 , · · · are identically distributed, L 1 , L 2 , · · · are identically distributed, we have Lemma 5) ,
and
Let F 1 = G and consider the stochastic gradient descent sequence
There exists harmonically decreasing sequence η k such that asymptotically for large k we have 
Let H be a Hilbert space of functions f : A → V , continuously embedded in B(A, V ), i.e. there exists M > 0 such that
Let us note that Φ(x, y) is a function in H for each x ∈ A and y ∈ V . Let us also note that Φ(x, y) is linear in y ∈ V .
Let our data be the finite set (x i , y i ) ∈ A × V for i = 1, · · · , n. Let I : Ω → {1, · · · , n} be uniformly distributed and
We compute
Theorem 2. Let r ∈ (0, +∞] and f * ∈ B r,H be the unique minimizer of u in B r,H . Let I 1 , I 2 , · · · be independent and uniformly distributed. Let F 1 = 0 and consider the (stochastic gradient descent) sequence
In
There exists harmonically decreasing sequence η k such that asymptotically for large k we have
Preliminary Properties of Loss Functionals
In (3.1) we include the weight notation max(1, · 2 H ) in the definition of the space C 1,1 b (H; max(1, · 2 H )) to emphasize the growth properties enlisted in the following lemma.
Proof. For f ∈ H we compute
which proves (4.1) and completes the proof of the lemma.
is a norm. Let us prove that C 1,1 b (H; max(1, · 2 H )) together with this norm is complete. Let u n ∈ C 1,1 b (H; max(1, · 2 H )) be a Cauchy sequence i.e. lim n,m→∞
Similarly from (4.2) it follows that for each f ∈ H, Du n (f ) is a Cauchy sequence in H * . Let for each f ∈ H, v(f ) be the unique element in H * such that
Now passing to the limit as
Thus we have
which proves that u is continuous at f ∈ H. Thus by the arbitrariness of f ∈ H we obtain that u ∈ C(H).
Step 3.
[
Step
Du n (f + sϕ), ϕ ds
We have
and by continuity of v from Step 2 we obtain
which proves the claim.
Step 6. u is differentiable with
Define ν(t) = u(f + tϕ) then by the previous step we have ν ′ (t) = v(f + tϕ), ϕ . From step 2 we have that ν ′ is continuous and thus ν ∈ C 1 (R).
and from the continuity of v (Step 2) the differentiability of u follows with Du(f ) = v(f ).
Step 7. u ∈ C 1 (H). This follows directly from continuity of v (Step 2) and the equation Du = v by the previous step.
). This follows from the equality Du = v, the Lipschitz regularity of v by Step 3, and the previous step.
Step 9. u n (0) → u(0). Obvious.
Step 10. Du n (0) → Du(0). This follows from Du(0) = v(0).
). This proves the Lemma.
Lemma 3. K λ,Λ is a closed and convex subset of
We compute for f, g ∈ H
H and passing to the limit we obtain
Thus K λ,Λ is a closed subset of C 1,1 b (H; max(1, · 2 H )). Now let us show that it is also convex. Let u, v ∈ K λ,Λ . Let 0 < t < 1. We have (1 − t)u + tv ∈ C 1 (H). We compute
Let us note that for c > 0 we have the scaling property cK λ,Λ = K cλ,cΛ . 
Then we have also the following properties
Thus {v n } is bounded in H. Thus there exists v ∈ H such that v n converges to v weakly in H. Because a convex and closed set is closed with respect to the weak topology, we have that v ∈ K. By the lower-semicontinuity of the norm with respect to the weak topology we have
Thus we have u − v H ≤ u − w H for all w ∈ K. Let us show that such a minimiser is unique. Let v 1 , v 2 ∈ K be minimisers. Let h = v1+v2 2 , by convexity of K we have h ∈ K. By parallelogram identity we have
and it follows that v 1 = v 2 , and this proves the uniqueness of the minimiser v. Let us denote by P roj K (u) the unique minimiser. Thus we have for all u ∈ H and w ∈ K
It follows that for all w ∈ K the quadratic function
has a minimum at t = 0.
It follows that f ′ (0) ≥ 0.
To prove (4.4) for u 1 , u 2 ∈ H using (4.3) we have
Summing we obtain
and after some manipulation we obtain
which is the desired inequality (4.4).
Lemma 5. Let u ∈ K λ,Λ . Then there exists a unique f * ∈ K such that u(f * ) ≤ u(g) for all g ∈ K. Also we have
where η > 0 is to be chosen. We compute
Now from Banach Fixed Point theorem we obtain that S has a unique fixed point
Let us denote h = f * − ηR H (Du(f * ). Now from (4.3) in Lemma 4 it follows that (h − P roj K (h), g − P roj K (h)) H ≤ 0 for all g ∈ K.
We have f * = S(f * ) = P roj K (h) therefore
and it follows that (R H (Du(f * )), g − f * ) H ≥ 0 for all g ∈ K which proves (4.5).
Let g ∈ K and for 0 < t < 1 we define γ(t) = u(f * + t(g − f * )). We have that γ ∈ C 1 (R). Now using (4.5) we compute
and from this by the arbitrariness of g ∈ K it follows that f * is the unique minimiser of u in K.
Lemma 6. u(f ) is jointly continuous as a function from
Du(f ) is jointly continuous as a function from C 1,1 b (H; max(1, · 2 H ))×H to H * . It follows that Du(f ) H * is also continuous as a function from C 1,1 b (H; max(1, · 2 H )) × H to R.
Proof. Let u n ∈ C 1,1 b (H; max(1, · 2 H )) and f n ∈ H for n ∈ N and u ∈ C 1,1 b (H; max(1, · 2 H )) and f ∈ H such that u n → u in C 1,1 b (H; max(1, · 2 H )) and f n → f in H. We might assume that f n H ≤ f H + 1 = r. We compute
By the continuity of u we have that |u(f n ) − u(f )| → 0. Using (4.1) we estimate
which converges to 0 as n → ∞ and this proves the continuity of u(f ). Similarly we prove the continuity of Du(f ).
Some facts about Banach space valued random variables
Definition 4 (Conditional Expectation). Let X ∈ L 1 (Ω, F , P ; V ) and G be a subσ-algebra of F . We say Y ∈ L 1 (Ω, G, P ; V ) is conditional expectation of X with respect to the σ-algebra G if
Here χ A is the characteristic function of the set A.
The conditional expectation exists and is unique. All the usual results, regarding expectations and conditional expectations, where order is not used for the values of the random variables hold.
For example if G 1 and G 2 be two independent, with respect to the probability measure P , sub-σ-algebras of F , and X ∈ L 1 (Ω,
Lemma 7. Let β : V 1 ×V 2 → V 3 be a bounded bilinear form between Banach spaces.
be a bounded bilinear form between Banach spaces. Let X 1 ∈ L 1 (Ω, G 1 , P ; V 1 ) and X 2 ∈ L 1 (Ω, G 2 , P ; V 2 ). If X 1 and X 2 are independent then β(X 1 , X 2 ) ∈ L 1 (Ω, F , P ; V 3 ) and
Some Properties of Expected Loss Functional
Lemma 8. Let (Ω, F , P ) be a probability space. Let
Then we have u ∈ K λ,Λ and
Proof.
Step 1. u ∈ C(H). Let f n → f in H. By the continuity of U we have that U (f n ) → U (f ). We might assume that f n H ≤ f H + 1 = r. We compute using Lemma 1
and from (6.1) and Lebesgue Dominated Convergence theorem we obtain the desired result.
Step 2. Let us denote v = E[DU ] then we have v ∈ C(H, H * ). First let us make sure that v is well defined. For f ∈ H we have using Lemma 1
Let now f n ∈ H for n ∈ N and f ∈ H such that f n → f in H. By the continuity of DU we have DU (f n ) → DU (f ). We might assume that f n H ≤ f H + 1 = r.
We compute using Lemma 1
H )) max(1, f n H ) ≤ (|U (0)| + DU (0) H * + Λ) max 1, r and from (6.1) and Lebesgue Dominated Convergence theorem we obtain that v(f n ) → v(f ) the desired result.
Step 3. For f, ϕ ∈ H, u(f +tϕ) is differentiable in t ∈ R at t = 0 with differential value v(f ), ϕ .
For t = 0, ϕ, f ∈ H we compute
.
For each f ∈ H we have (6.4) lim
For t > 0 we estimate
and a similar estimate holds for t < 0. From (6.3), (6.4) and (6.5) and Lebesgue Dominated Convergence theorem we obtain that
And by the definition of E[DU (f )] as in definition 1 we have
Step 4. u is differentiable with Du(f ) = v(f ). For f, ϕ ∈ H. Let us define γ(t) = u(f + tϕ) then by step 1 and 3 we have
by step 2 we know that v is continuous and thus it follows that u is differentiable with Du = v.
Step 5. u ∈ C 1 (H). From previous step we know that Du = v and from step 2 we know that v is continuous.
Step 6. We have
7. Stochastic Gradient Descent (Proof of Theorem 1)
Lemma 9. Let (Ω, F , P ) be a probability space and L ∈ L 2 (Ω, F , P ; L(H)). Assume E[L] is invertible. For f, g ∈ H let us define
Then (·, ·) H,E[L * L] is a real inner product on H and the associated norm is equivalent to the original norm on H.
Proof. It is clear that (·, ·) H,E[L * L] defines a bilinear form on H.
For f, g ∈ H let us compute
It follows that the bilinear form (·, ·) H,E[L * L] is symmetric. By (7.1) for f ∈ H we have We compute
Proof of Theorem 1 . By consideringũ(f ) = u(f + f * ) we might assume that f * = 0 ∈ K. In particular 0 = P roj K (0) and for g ∈ H
By definition F 1 = G is σ(G), P -strongly measurable and for k ≥ 2, F k is F k−1 = σ(G, (U 1 , L 1 ), · · · , (U k−1 , L k−1 )), P -strongly measurable.
Let us consider the decomposition
and B k = R H (DU k (0)). Using (7.3) and Young's inequality we estimate
Using P (U k ∈ K λ,Λ ) = 1, P -almost surely we have
We compute (Du(0) ).
Using these calculations we compute
Taking the expectation in (7.4) and using (7.5), (7.8) and (7.10) we obtain
By our choice of η k we have
and thus we have
. From (7.11) and (7.12) we obtain
and by iteration we have
By our choice of η k one may see that we have
Additionally we compute
We obtain the estimate Let us note that ℓ(x, y) is linear in y ∈ V . Let us denote R H (ℓ(x, y)) = Φ(x, y) ∈ H. Let us note that Φ(x, y) is a function in H for each x ∈ A and y ∈ V . Let us also note that Φ(x, y) is linear in y ∈ V .
We Proof of Theorem 2 . Let us apply Theorem 1 by choosing K = B r,H , G = 0, L k = I, U k = u I k . We compute
where S k is as in (8.4). We compute
