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We show that both single-component and two-component Bose-Einstein condensates’ (BECs) ground states
can be simulated by deep convolutional neural networks of the same structure. We trained the neural network
via inputting the coupling strength in the dimensionless Gross-Pitaevskii equation (GPE) and outputting the
ground state wave-function. After training, the neural network generates ground states faster than the method of
imaginary time evolution, while the relative mean-square-error between predicted states and original states is in
the magnitude between 10−5 and 10−4. We compared the eigen-energies based on predicted states and original
states, it is shown that the neural network can predict eigen-energies in high precisions. Therefore, the BEC
ground states, which are continuous wave-functions, can be represented by deep convolution neural networks.
I. INTRODUCTION
Because the analytical solutions of non-linear Hamiltoni-
ans are difficult to be found, investigating many-body sys-
tems relies heavily on numerical simulations. In the aspects
of many-body physics, some methods such as matrix prod-
uct state (MPS) [1] and density matrix renormalization group
(DMRG) [2, 3] have shown effectiveness in solving eigen-
states of one-dimensional or two-dimensional chain systems
[4]. For more than one dimension systems, tensor network
states [5–10] and quantum Monte Carlo methods [11–14] are
widely used.
Nowadays artificial intelligence has shown talents in play-
ing GO [15]. In the last decade, machine learning technol-
ogy has gained more and more interests in solving compu-
tational problems [16–20]. Several works have investigated
speeding up computation with the help of artificial neural net-
work (ANN), for example using ANN to optimize density-
functional theory (DFT) is heavily investigated [21–25]. Re-
cently, Restricted Boltzmann Machine (RBM) is investigated
to find the ground state of latticed systems [26], and the RBM
representation ability is further investigated in [27]. Futher-
more, the effectiveness of RBM raises interest in comparing
neural network representations to traditional quantum state
representations [28]. Besides RBM, more advanced neural
network such as convolutional neural network has shown ef-
fectiveness on distinguishing phases of many-body systems
[29].
The difference between ANN and solving Hamiltonian is
that ANN accepts inputs and outputs as features and tries to
find out mathematical relations between these features with-
out using governing equations. It has been shown that ANN
is powerful in pattern recognitions, such as categorizing huge
number of images. Training the neural network is optimiz-
ing the distance between predicted features and real features.
The efficiency of the training process depends on both the op-
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timizing method and whether the structure of the neural net-
work is suitable to “learn” the features. It has been shown that
the wave-functions of latticed systems such as Ising model
and antiferromagnetic Heisenberg model can be represented
by RBM. It is naturally raised the question that can neural
network represent continuous systems?
Based on quantum mechanics, the wave-function contains
the complete information of a quantum system. The wave-
functions are obtained by solving Schrodinger equations,
while the dynamics of Bose-Einstein condensates (BECs)
[30] is governed by Gross-Pitaevskii equation (GPE) [31–33].
Nowadays, one of the methods for numerically solving the
ground state of GPE is imaginary time evolution [34]. Since
the initial state is evolving on imaginary time step, after many
interations only the lowest energy part of the initial wave-
function dominates. Here, we speed up the computation pro-
cess of solving GPEs by training neural networks that generate
ground states of single-component and two-component BECs
in the cases of both one and two dimensions. A better initial
state rather than the Gaussian function can effectively reduce
iteration times. Instead of inputting features and outputting
classification labels, we train the neural network in the way
to input Hamiltonian coefficients and output the ground state
wave-functions.
II. NEURAL NETWORK IMPLEMENTATION
The dynamics of a 2-dimensional BEC is governed by the
following GPE,
i~
∂
∂t
ψ =
[
− ~
2
2m
(∂2x + ∂
2
y) + V (x, y) + g|ψ|2
]
ψ. (1)
For simplicity, we consider the dimensionless equation that
assuming m = 1 and ~ = 1. Under a dimensionless harmonic
potential V (r) = 12 (x
2 + y2), the coefficient that matters is
only the coupling strength g. Since the ground state of GPE
is a real function, the weights of the neural network are real
numbers. Meanwhile the outputs of the neural network are
real distributions.
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2FIG. 1. (Color online) Our neural network is made up of several blocks. Each block consists of a convolutional layer, batch normalization
and the Leaky relu activation. The input is the feature that we are interested in the Hamiltonian, such as the coupling coeffcient. The input
is transformed into a high dimensional vector by a dense layer, namely, a fully connected layer. The convolutional layer in the first and the
last block has the dilation rate of identity, and the convolutional layers in the intermediate blocks has the dilation rate of 2, 4, 8 and 16.
Dilation rate that is greater than identity is benefit to learn the wave-functions in the larger scale. The last convolutional layer outputs the
wave-function densities, and it has the dilation rate of identity. The output channel of the last layer is either one for single-component BEC or
two for two-component BECs. Since the network has eight layers in total, we use elementwise sum after each block to keep gradients flowing
properly.
We set up a deep convolution neural network to learn the
ground states of one-dimensional and two-dimensional BECs.
A convolution neural network uses filters to scan the feature
surface, the relations between adjacent feature sites can be ef-
ficiently “learned” by several filters scanning simultaneously.
When the neural network contains tens to hundreds of con-
volution layers, there has the deep convolution network, such
neural network excels at pattern recognition jobs such as im-
age classification, speech recognition and language transla-
tion.
Here we use the deep convolution network in a reversed
way to that in classification problems. The structure of the
network is depicted in Fig.1. The first layer is a dense layer,
it accepts the inputs of the coupling strength and outputs a
high dimensional vector. The output is followed by stacks of
convolutional blocks. In the end of the network, a convolu-
tion layer outputs a matrix that has the same dimension of the
wave-function and the value on each element ranges from 0 to
1, such output forms a distribution in the continuous space.
III. RESULTS OF SINGLE-COMPONENT BEC
We trained the deep convolution network with coupling
strengths in the range of [0, 500] using 50000 uniformly dis-
tributed samples. The samples were generated by the Trotter-
Suzuki code [35]. In one-dimensional conditions, there are
512 points in the position space that x ∈ [−12, 12], and
each sample is obtained after 105 iterations with a time step
of 10−4. When training the neural network, we randomly
select 5000 samples as the validation set, and the remain-
ing 45000 samples were used for training. The distance be-
tween the predicted wave-function and the original imagi-
nary time evolved wave-function is the mean-squared-error
between two distributions, such distance is calculated by∫ |ψ(x)pred − ψ(x)original|2dx. After training, the distance on
either training set or validation set is reduced to the magnitude
of 10−5.
Our results for one-dimensional BEC is depicted in Fig.2.
In Fig.2(a) we compare the wave-functions obtained by neural
network preditions with imaginary time evolutions. Since the
neural network is trained by ground states that g ∈ [0, 500],
the neural network predicts ground states in high precisions.
To further evaluate the quality of the neural network, we com-
pare ground energies based on the predicted state and the
imaginary time evoluted state. The ground energies E0 were
calculated by
E0 =
〈ψ|Hˆ|ψ〉
〈ψ|ψ〉 , (2)
where the ground energies were evaluated in Fig.2(b). We
use the relative energy error |Epredict − E0|/E0 to reveal the
quality of the predicted states, where Epredict is the ground en-
ergy calculated by the predicted state and E0 is the original
ground energy. As Fig.2(b) depicts, the energy error remains
in the magnitude of 10−3 in most of g. In the marginal area
of the training set that g = 500, the relative energy error is
0.0034936 and the energy difference is 0.1432696. When
g = 0 the relative energy error is 0.1645099, as the ground
energy is 0.5.
Next we will use the neural network to “learn” two dimen-
sional states. We also use the Trotter-Suzuki code to gener-
ate the training dataset. 50000 samples are prepared in the
range of g ∈ [0, 500] uniformly and the position space we
are interested in is the squared area that x, y ∈ [−7.5, 7.5].
In both x-direction and y-direction there are 256 points and
each sample is obtained after 8000 iterations with the time
step of 10−3. Since the wave-function is two-dimensional, the
convolution layers in our neural network are two-dimensional,
while the structure of the neural network remains unchanged.
The distance to be minimized is then the mean-squared-error
calculated on two dimensions. The training process is simi-
lar to one-dimensional conditions. After training, the mean-
squared-error for either the training set or the validation set is
3FIG. 2. (Color online) (a) The ground state wave-functions gener-
ated by the neural network and the imaginary time evolution. Each
wave-function is normalized on its maximum value and we keep 512
points in the x-space. (b) The comparisons of ground energies gener-
ated by neural network and imaginary time evolution. The subfigure
depicts the energy error (Epred − E0)/E0.
reduced to the magnitude between 10−4 and 10−5. We choose
neural network after the training epoch that has the minimum
validation error.
Our results of two-dimensional BECs are depicted in Fig.3.
As depicted in Fig.3(a), the distributions of neural network
predited states and imaginary time evoluted states are similar.
The comparisons of energies are depicted in Fig.3(b). When g
approaches to zero, the predicted energy is far from the orig-
inal energy. When g is close to zero, the spread of wave-
function is small compared to our interested area on x − y
plane. This makes the training data biased to smaller val-
ues, therefore the predicted values are smaller than the origi-
nal ones. Estimating the eigen-energy using a smaller valued
wave-function leads to a higher energy, due to the normal-
ization process. Therefore for two-dimensional states, larger
coupling strength leads to wider spread states, which makes
the neural network more precisely in predictions.
IV. RESULTS OF TWO-COMPONENT BEC
We continue to investigate that whether neural network can
predict two-component BEC states. The ground states of two-
component BECs are determined by the coupling strengths of
each component (g11 and g22), the coupling strength between
FIG. 3. (Color online) (a) The normalized ground state density dis-
tribution generated by the neural network (left column) and the imag-
inary time evolution (right column). We keep 256 points for both x
direction and y direction. (b) The comparisons of ground energies
generated by neural network and imaginary time evolution. When g
is close to zero the predicted energy is far from the original energy.
The subfigure depicts the energy error (Epred − E0)/E0 where the
energy error is in the magnitude of 10−2.
two components (g12) and the Rabi coupling coefficient (Ω).
The dimensionless GPE of a two-component BEC is
i
∂
∂t
[
ψ1
ψ2
]
=
[
H1
Ω
2
Ω
2 H2
] [
ψ1
ψ2
]
, (3)
4FIG. 4. (Color online) When Ω = −1, the neural network predicted states and the real states are depicted on left column. In x direction we
keep 512 points. On the right column the energies and the energy errors are depicted in the range of Ω ∈ [−20, 0].
where H1 and H2 are Hamiltonians of each component that
H1 = T1 + V1 + g11|ψ1|2 + g12|ψ2|2,
H2 = T2 + V2 + g22|ψ2|2 + g12|ψ1|2,
(4)
where T1(2) denotes momentum energy and V1(2) is the po-
tential respectively. To demonstrate the capability of neu-
ral network, we investigate the ground states in the range of
Ω ∈ [−20, 0], while g11, g12, g22 = 100(1.03, 1, 0.97). Since
there are two components, our neural network has to output
two distributions under each input of Ω.
Firstly we train the neural network using one-dimensional
states. The potential is V (x) = 0.5x2 + 24cos2x and our in-
terested area is x ∈ [−8, 8] with 512 points. Since the range
of Ω ∈ [−20, 0] is small, we prepare 13000 samples using
the Trotter-Suzuki code, each sample is generated after 105
iterations with a time step of 10−4. Since the wave-function
changes faster as Ω is close to zero, besides sampling 10000
points uniformly in the range of Ω ∈ [−20, 0], we additionally
sample 3000 points in the range of Ω ∈ [−2, 0]. 1300 samples
are randomly picked as the validation set. After training the
neural network, the mean-squared-error for both training set
and validation set are in the magnitude of 10−6. In Fig.4, it is
shown that when Ω = −1, the predicted wave-functions are
identical to the real wave-functions. To quantify the quality
of the predicted wave-function, we compare the ground ener-
gies calculated by these wave-functions. The ground energy
is calculated as
E =
[
ψ1 ψ2
] [H1 Ω2
Ω
2 H2
] [
ψ1
ψ2
]
. (5)
As depicted in Fig.4, the error of ground energies is in the
magnitude of 10−4. In the marginal area that Ω is close to -20,
the energy error increases due to the lack of samples. Because
of the additional 3000 samples, the energy error remains lower
when Ω is close to zero.
Fig.5 depicts the two-dimensional conditions. The neural
network is also trained by 13000 samples with 1300 sam-
ples for validation, each sample is generated by 8000 itera-
tions with a time step of 10−3. The potential is V (x, y) =
0.5(x2 + 5y2) + cos2x. Since the confinement in y-direction
is stronger than that in x-direction, our interested area is
x ∈ [−7, 7] with 256 points and y ∈ [−3.5, 3.5] with 128
points. When Ω = −3.12, as depicted in the figure the pre-
dicted states are nearly identical to the real states. The energy
error in the range of Ω ∈ [−20, 0] is in the magnitude of 10−4.
Why the energy errors are lower than that of single-
component BEC? Because we use 11700 samples in the small
range of Ω ∈ [−20, 0], the dataset is denser than that used for
single-component BEC.
V. CONCLUSION AND DISCUSSION
We have shown that continuous wave-functions like ground
states of BEC can be “learned” and simulated by deep convo-
lution neural networks. Besides the fact that latticed systems
can be simulated by neural networks like RBM, since that con-
volution network is good at grasping relations between adja-
cent features, here we show the systems with continuous and
smooth distributions can be simulated by convolution neural
networks.
The convolution neural network we trained predicts ground
states in high precisions when the inputting coupling strength
is in the range of the training set. However when the input
feature is far from the training set, for example g = 1000 for
the single-component BEC ground state, the predicted state
can not be regarded as a valid physics state. When inputting
a value near the training set such as g = 550, although the
shape of the predicted wave-function is not accurate, the rela-
tive error of the predicted energy is in the magnitude of 10−2.
5FIG. 5. (Color online) For 2-dimensional BECs, when Ω = −3.12, both ψ1 and ψ2 that predicted by neural network are nearly identical
to the real ones. We keep 256 points for x direction and 128 points for y direction. The energy error is in the magnitude of 10−4 under all
possible Ω.
Although the effectiveness of our neural network depends on
the training set, the neural network can be a fast BEC ground
states generator. After training, the neural network predicts
ground states much faster than imaginary evolutions. Espe-
cially for two-dimensional cases, predicting a two-component
BEC using neural network takes less than a millisecond while
the imaginary evolution for 8000 iterations takes about 6 sec-
onds on the same Graphics Processing Unit (GPU).
The effectiveness of convolutional neural network for de-
scribing continuous quantum system raises some open ques-
tions. Since the ground states can be “learned” and generated
by deep convolutional neural networks, can we solve GPE
without training, just having the knowledge that the ground
state can be represented by the neural networks?
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