Molecular simulation is increasingly demonstrating its practical value in the investigation of biological systems. Computational modelling of biomolecular systems is an exciting and rapidly developing area, which is expanding significantly in scope. A range of simulation methods has been developed that can be applied to study a wide variety of problems in structural biology and at the interfaces between physics, chemistry and biology. Here, we give an overview of methods and some recent developments in atomistic biomolecular simulation. Some recent applications and theoretical developments are highlighted.
INTRODUCTION
'Can I believe modelling?' is a question often asked by biologists and biochemists. Answering it requires informed understanding of the strengths and limitations of current computational biomolecular modelling and simulation methods, and their ranges of application. Knee-jerk scepticism of all biomolecular modelling is sometimes encountered among experimentalists even today; equally misguided is a blind acceptance of modelling results without critical analysis. However, demonstrations of the practical contribution made by biomolecular modelling have led to a growing recognition of its worth. This is a fertile and growing area, with exciting opportunities and an enormous range of potential applications. It is crucial for the biomolecular modeller to understand the issues of interest to biologists, the complexity of biological systems and how to tackle them effectively by modelling. Vast amounts of data are being provided by large-scale research efforts in genomics, proteomics, glycomics and structural biology. Also, sophisticated physical techniques are increasingly being applied to the study of biomolecular systems. The challenge for biomolecular modelling is to help in efforts to use these diverse data to develop new drugs, therapies, catalysts and biologically based nanotechnology.
Molecular modelling and simulation methods are increasingly making important and indeed often uniquely detailed contributions to the study of the structure and function of biological macromolecules. Applications include studies of protein folding and conformational changes (Daggett 2006; Elcock 2006) , association of proteins with small molecules (Moitessier et al. 2008) or other proteins (McGuffee & Elcock 2006; Ritchie 2008) , structure-based drug design (Taft et al. 2008) , computation of binding free energies for ligands (Gilson & Zhou 2007) , modelling the dynamics of ion channels and transport across membranes (Beckstein et al. 2003) and modelling and analysis of enzyme mechanisms ( Warshel et al. 2006b; Mulholland 2008) . This last area (biological catalysis), for example, is fascinating from a chemical point of view, and is an important interface between chemistry and biology.
Improvements in computer hardware continue to deliver more computational power, which, when combined with theoretical and algorithmic developments, have led to an increasing range and depth of applications of molecular modelling in biology. Indeed, the whole field of biomolecular modelling is now too large to be reasonably covered in a single review. Here, the focus is on atomistic molecular simulation, in particular of proteins. This review aims to highlight some exciting recent applications of molecular modelling and simulation methods to biological systems, and outlines important current methods as well as notable current theoretical developments in the field.
Perhaps the most obvious challenge in simulating biological macromolecules is their large size, exacerbated by the need to include at least a representative part of their environment (i.e. the surrounding solvent, perhaps membrane or other proteins, or cofactors or DNA which may be bound to a protein). A key decision in beginning a simulation of a biomolecular system is the choice of an appropriate method for that particular system and for the questions of interest. A modelling method should be capable of delivering a reliable result in a reasonable time. Some key strengths and weaknesses of various current methods are outlined here. The field of biomolecular simulation is still evolving, and it is not yet at the stage where quantitative, exact predictions, of (for example) relative binding free energies, reaction rates or the effects of mutation, can routinely be made (Van Gunsteren et al. 2006) . For this reason, it is important to try to link with experiment to validate predictions from modelling: prediction of pK a values of functional groups in proteins provides a useful and demanding example of this type of test (Nielsen & McCammon 2003; Jensen et al. 2005; Warshel et al. 2006a; Stanton & Houk 2008; Bas et al. 2008) . Similarly, it can be useful to compare activation barriers for a series of alternative substrates with the activation energies derived from experimental rates: demonstration of a correlation can validate mechanistic calculations as being truly predictive .
BIOMOLECULAR STRUCTURE AND MODELLING
The number of structures of biological macromolecules found by experiments is large and ever increasing. Making use of this wealth of data is a challenge to biomolecular modellers. One important current source is the Research Collaboratory for Structural Bioinformatics (RCSB, www.rcsb.org), which makes available (via the web) three-dimensional biological macromolecular structural data from all experimental techniques. The RCSB Protein Data Bank (PDB) is the single worldwide repository for processing and distribution of three-dimensional structure data of large molecules, such as proteins and nucleic acids (Berman et al. 2000) , and is a vital resource for biomolecular simulation. A wide variety of experimental methods have provided insight into the structure of biological macromolecules, and these structures are the starting points for many simulations. The most important experimental technique for studying protein structure to date has been X-ray crystallography. A well-ordered crystal is needed, and finding appropriate crystallization conditions can be difficult, particularly for membrane proteins. One indication of the precision of a crystallographic protein structure determined by X-ray crystallography is the resolution, ranging from very low resolution where perhaps just the overall shape of the protein may be revealed, to higher resolution (1-2 Å), where most atomic positions can be determined, at least for heavy atoms. However, modellers should remember that the quoted resolution is a measure of global model quality (e.g. dependent on the nature of the crystal and experimental conditions) and, even in high-resolution structures, there can be considerable uncertainty due to the dynamic nature of proteins, which can cause conformational variability. The molecular models of protein structure provided by crystallography are the product of considerable subjective human intervention (e.g. in model building and refinement) and, more importantly, these structures represent an average over all the molecules in the crystal and over the whole time course of the experiment. One obvious result of this averaging is the presence of alternative conformations for some groups in many protein crystal structures-two or more well-ordered conformations are often observed, for example, for some amino acid side chains. Similarly, some parts of the structure may not be resolved by crystallography, in particular surface loops or terminal regions of the protein; these may be very mobile and have no well-defined conformation and position in the very large numbers of molecules in the crystal. It is important to bear in mind that protein crystal structures are not the equivalent of small molecule crystal structures. Crystallographic structures of biological macromolecules should not be thought of as the structure of a single molecule-they are the best fit to the available experimental data, which, as well as sources of experimental errors, contain the effects of both static and dynamic disorders. It may be surprising to find that a molecular mechanics (MM) energy minimization (including the effects of solvation) of a protein crystal structure will typically reduce the energy of a protein crystal structure by a large amount (e.g. by relaxing large numbers of close interatomic contacts), changing the structure in subtle but important ways. This does not mean, however, that the MM method cannot be trusted, but nor does it indicate that the crystal structure is 'wrong'. MM methods aim to give a good structure of a single protein molecule, whereas a crystallographic structure is an average, as described previously, and the best fit to experimental diffraction data. Proteins undergo a wide range of complex internal motions. A crystal structure contains the effects of averaging many different protein conformations produced by these motions and the effects of the motions themselves during the experiment. It is revealing that, for high-resolution structures, combinations of two or more different structural models may give a better fit to the experimental data than a single structure. Protein crystallography gives only very limited information about dynamics; typically, only isotropic temperature factors (Debye or B factors) can be found, although at very high resolutions (e.g. less than 1 Å), more detailed information (e.g. anisotropic temperature factors) can sometimes be extracted.
Nuclear magnetic resonance (NMR) methods are increasingly important for protein structure determination. In NMR, the magnetic spin properties of atomic nuclei are used to build up a list of distance constraints between atoms in an enzyme, from which the threedimensional structure of the protein can be determined. This method does not require the growth of crystals as it can be used on concentrated protein solutions. Direct determination of structure by NMR is generally restricted to smaller proteins. High-resolution X-ray powder diffraction has also been used to solve and refine protein structures ( Von Dreele et al. 2000) . This method shares the advantage of not requiring a protein crystal.
MOLECULAR DYNAMICS SIMULATIONS OF BIOLOGICAL MACROMOLECULES
The impact of biomolecular simulation on biology has probably been greatest in the study of the dynamics of biological macromolecules (Karplus & Kuriyan 2005) . A close integration of experiment and modelling has built up in this area. Molecular dynamics simulations of proteins have been instrumental in demonstrating that proteins flex and undergo complex internal motions, which in some cases are directly related to function . Molecular dynamics simulations of protein folding and unfolding (Daggett & Fersht 2003) have shown their value in the interpretation of experimental data and complementing experiments (Mayor et al. 2003) . Molecular dynamics simulations also assist in the refinement of biomolecular structures in structural investigations by X-ray crystallography (Brunger & Adams 2002) and NMR (Chen et al. 2005; Fossi et al. 2005) and also in the analysis of NMR data on spin relaxation (Case 2002 ) and dynamics, e.g. dynamics of protein side chains (Best et al. 2005) . Other important areas of application of biomolecular dynamics simulation include studies of protein conformational changes (Elber 2005; Woods et al. 2005; Pentikäinen et al. 2008 ; figure 1), simulations of ion channels and other membrane proteins (Roux 2002; Warshel 2002; Gumbart et al. 2005; Sansom et al. 2005) , studies of the role of biomolecular dynamics in enzyme catalysis, photosynthesis and vision (Warshel 2002 ) and studies of functional macromolecular assemblies such as F 1 -ATPase (Strajbl et al. 2003b; Dittrich et al. 2004) . The now wide application of biomolecular dynamics methods is a testament to the growing maturity of the field. Studies involving multinanosecond dynamics simulations are now common. However, expert knowledge is still required, and care needs to be taken to ensure that the application of a biomolecular simulation method to a particular problem is meaningful and useful. In addition to their use to study structure, dynamics and kinetics, biomolecular dynamics simulations can also be employed to calculate thermodynamic properties. A molecular dynamics simulation provides a means to sample configurational phase space, thereby generating an ensemble of structures from which thermodynamic averages may be accumulated. For example, molecular dynamics simulations can be used to generate the ensembles necessary to calculate protein-ligand relative binding free energies (Charlier et al. 2007; Deng & Roux 2008) , solvation free energies ( Johansson & Lindahl 2008) and activation free energies for enzyme-catalysed reactions (Garcia-Viloca et al. 2004; Pang et al. 2006; Bowman et al. 2007; Liu & Warshel 2007) . A problem in using molecular dynamics as a sampling algorithm is that the potential energy surfaces of biomolecular systems can be highly frustrated, and so the trajectory can easily become trapped sampling within a high-energy local minimum (Friesner & Gunn 1996) . Several methods have been developed to enhance sampling, for example, applying a biasing 'umbrella' potential to force sampling along a particular reaction coordinate ( Torrie & Valleau 1977; Bowman et al. 2007; Piccinini et al. 2008) , coupling multiple trajectories together and allowing them to exchange parameters (Sugita & Okamoto 1999; Kamberaj & van der Vaart 2007; Mu et al. 2007; Nymeyer 2008; Sindhikara et al. 2008) , such as temperature (Hansmann 1997; Hofinger et al. 2007; Huang et al. 2007; Patriksson & van der Spoel 2008) and employing generalized ensembles (Kinnear et al. 2004; Okamoto 2004) , such as the multicanonical ensemble (Kamiya et al. 2008) . The field of enhanced sampling methods for molecular dynamics is large and is covered by several excellent reviews (Kinnear et al. 2004; Okamoto 2004; Tai 2004; Christen & Van Gunsteren 2008; Gao et al. 2008; Piccinini et al. 2008) .
Work on the protein a-synuclein (which is intrinsically disordered and involved in the pathogenesis of Parkinson's disease; Dedmon et al. 2005) provides an example of the synergy between experiments and biomolecular dynamics simulations. This involved mapping long-range interactions using a combination of ensemble molecular dynamics simulations and spinlabel NMR. Distance restraints derived from paramagnetic relaxation enhancement NMR spectroscopy were applied to ensemble molecular dynamics simulations containing 20 protein replicas, with the CHARMM19 force field (see §4). The results showed that the native state of a-synuclein is made up of a broad distribution 0 ns 12 ns 16 ns Figure 1 . Molecular dynamics simulations of the human scavenger decapping enzyme, DcpS (Pentikäinen et al. 2008) , identify large-scale conformational changes that are probably important in its function. DcpS is a dimeric enzyme with two active sites, which catalyses the hydrolysis of the cap of mRNA. During the simulation, the conformation of the enzyme changes from (approx.) symmetric to asymmetric (where one active site is closed and the other open) and back to symmetric, indicating the cooperative behaviour of the binding sites of the protein.
of conformers. The ensemble-averaged hydrodynamic radius found was significantly smaller than expected for a simple random coil structure. The structural studies showed that this contraction is driven by interactions between the highly charged C-terminus and a large hydrophobic central region of the protein sequence. Based on these findings, these workers suggested that this type of structure may be responsible for inhibiting the formation of a-synuclein aggregates (thought to be the cytotoxic species responsible for neurodegeneration in Parkinson's disease). Molecular dynamics simulations have similarly been used to generate conformations in the experimental determination of an ensemble of structures representing the denatured state of the bovine acyl-coenzyme A-binding protein (Lindorff-Larsen et al. 2004) . Recent work by Leontiadou et al. (2007) demonstrates some of the strengths, and limitations, of current state-of-the-art atomistic biomolecular dynamics simulations. This study investigated the effects of ionic concentration on the transport of ionic species across a pore in a lipid membrane. This work involved a number of large simulations, involving 128 dipalmitoylphosphatidylcholine lipids (each containing 130 atoms) and approximately 6000 water molecules. This work pushed the limits of what is achievable with current atomistic molecular dynamics. Using approximations, such as modelling long-range electrostatics using a reaction field, and using bond constraints so that a 5 fs integration time step could be used, it was possible to run several simulations of between 50 and 100 ns each in length. Despite the impressive size of these simulations, they are still limited to biologically small length-and time scales. One hundred and twentyeight lipids are only an eight-by-eight membrane bilayer, which is too small to model effects such as membrane curvature or membrane waves (Ayton & Voth 2004; Chu et al. 2007) . One hundred nanoseconds are also not enough time to capture events such as membrane protein aggregation or lipid raft formation within a membrane (Ayton & Voth 2004) .
Coarse-grained models provide a route to longer time and length scales in biomolecular simulations. They are a class of mesoscale model, in which the groups of atoms are treated by grouping them together and modelling them as a single interaction site. In effect, groups of atoms are collected together into 'beads'. Coarse-grained models were introduced by Levitt and Warshel for proteins in their pioneering 1970s papers (Levitt & Warshel 1975; Levitt 1976) . Levitt & Warshel's (1975) paper introduced the first coarse-grained model of a globular protein. It used two coarse-grain particles per residue: one that was centred on the a-carbon of an amino acid (Ca) and the other that represented the side chain atoms. A torsion potential acted about the Ca particles, while a Lennard-Jones-type potential acted between pairs of side chain particles. In this way, a residue is represented as a pair of beads, and a protein as a string of beads. This coarse-grained model was built to represent bovine pancreatic trypsin inhibitor (BPTI ), and was found to be successful, being able to correctly refold the protein starting from a completely denatured configuration. Coarse-grained model simulations are less computationally expensive than their atomistic counterparts, because coarse graining reduces the number of interaction sites. In addition, coarse-grained models contain fewer degrees of freedom and use force fields that lead to smoother potential energy surfaces (see §4). The smoother potential energy surface reduces the problems associated with frustration or non-ergodic trapping, thereby leading to more efficient sampling and a lower correlation time. Also, coarse graining typically removes the stiffest degrees of freedom from the model (e.g. the carbon-hydrogen bond vibrational modes), thereby allowing coarse-grained models to use longer time steps. Altogether, this means that coarsegrained simulations can access length-and time scales far beyond those that are practically achievable by atomistic molecular dynamics. Coarse-grained modelling methods are the subject of considerable current interest, and significant effort is being put into the development and application of coarse-grained methods for simulations of biological systems. It is not possible here to discuss these recent developments in detail; several excellent recent reviews give good descriptions of the development and the application of coarse-grained methods ( Nielsen et al. 2004; Tozzini 2005; Venturoli et al. 2006; Sansom et al. 2008) .
Coarse-grained models allow biomolecular simulations to investigate time-and length scales that are not feasible with atomistic modelling methods. However, because they do not represent molecules in full atomistic detail, coarse-grained models may not represent some important effects. There is now significant interest in developing frameworks for multiscale modelling, for example, interfacing atomistic and coarse-grained models, to overcome these problems .
EMPIRICAL 'MM' FORCE FIELDS FOR BIOMOLECULES
Empirical force fields for biomolecular simulation were first developed nearly 40 years ago (Warshel et al. 1970; Warshel & Karplus 1972; Hagler et al. 1974; Warme et al. 1974) , with the first simulations of biomolecular dynamics carried out soon after, e.g. investigating the photoisomerization dynamics of retinal (Warshel 1976) and, seminally, modelling the dynamics of a small protein, BPTI, in the gas phase (McCammon et al. 1977) . Biomolecular simulation has come a long way in the intervening years. A number of empirical 'MM' force fields have been developed for simulations of proteins, nucleic acids, lipids and other biological molecules. It is important to make the distinction between programs used for biomolecular simulation and the MM parameter sets that have been developed for them, in particular as the names may be the same, or similar, and sometimes are used interchangeably. A number of good-quality parameter sets have been developed, and may be applied with several different programs, because the functional forms used are often the same or very similar. The quality of the particular parameter set is something to consider independently of the quality of the computer program itself. Of course, S176 Review. Biomolecular simulation and modelling M. W. van der Kamp et al.
it is essential that a particular force field parameter set should be implemented in any program exactly as it was designed to be, and this should be carefully checked. Different protocols may apply in different programs, perhaps with different hidden assumptions. Tests on model systems are important to ensure that interactions are treated consistently and correctly by a given force field. Among the most widely used computer programs used for biological molecular dynamics simulations, particularly in academic research, are AMBER (Case et al. 2005) , CHARMM (Brooks et al. 1983) , GROMOS (Scott et al. 1999) , NAMD (Phillips et al. 2005) and TINKER (Ponder & Richards 1987) . Several other molecular dynamics simulation packages are available, including commercial and academic programs.
Programs for molecular simulation should not be confused with the force fields used, as mentioned previously. A force field consists of an energy function together with the parameters. A simple energy function has to be used to allow large systems to be studied for long (multinanosecond) time scales. Current protein force fields use similar, simple potential energy functions (Mackerell 2004) , in which, for example, bonds and bond angles are represented by harmonic terms, electrostatic interactions are included through atomic point partial charges, and dispersion and exchange repulsion are included by a simple Lennard-Jones function (usually of the 12-6 variety).
There are important limitations to this simple MM approach. For example, electrostatic interactions are represented by including a point charge on each atom (and only on atoms). This simple model cannot capture the full electrostatic properties (e.g. multipole moments) of a molecule, a particular problem for less polar species. For example, it is not possible to represent the quadrupole moment of benzene using atom-centred charges. Models including point charges off atomic centres, representing the p-electron clouds in benzene, give a better description of the condensed-phase behaviour of benzene and other aromatic molecules (Baker & Grant 2006 . Models of aromatic amino acid residues have been developed that use off-centre charges , which have been shown to better reproduce condensed-phase properties. Modelling electronic polarization is also a challenge for MM approaches. While MM force fields that explicitly include polarization via a range of approaches are being developed and applied to biomolecular systems (e.g. the AMBER polarizable force field, FF04, has recently been optimized for simulations of proteins and peptides; Wang et al. 2006) , the majority of biomolecular force fields are non-polarizable. In these force fields, electronic polarization is not included (except in an implicit, indirect sense): that is, the atomic charges are invariant, they do not change in response to changes in the molecular environment or conformation. The attractive (r K6 ) component of the Lennard-Jones potential has some physical justification for modelling dispersion interactions. The repulsive (r K12 ) term is chosen simply for computational convenience to represent exchange repulsion at short distances. It is known that an exponential description is more physically realistic, but in the context of the overall MM description this is typically a small error for 'organic'-type molecules. Simple harmonic terms represent the energy of bond stretching and valence angle bending, with simple periodic terms for torsion angles, and terms for other intramolecular interactions where necessary. Energy functions of this type cannot model the changes in bonding involved in a chemical reaction: the bond terms do not allow for bond making or breaking, and electronic redistribution is not allowed for. Also, the MM force field parameters are developed based on the properties of stable molecules, and so will usually not be applicable to transition states and intermediates. It is possible to develop MM functions and parameters specifically for reactions, and this has been highly successful in application to organic reactions in solution (Lim et al. 1999) . This is a laborious process, however, and the parameters are typically applicable only to a particular reaction type, meaning that reparametrization may be required for each new application. Also, the form of the potential function imposes important limitations, such as the neglect of electronic polarization.
Force fields for biological macromolecules fall into two classes: all atom and united atom. All-atom force fields, as the name suggests, explicitly represent all atoms in a molecular system. United-atom force fields, by contrast, include only the heavy (non-hydrogen) atoms and polar hydrogen atoms explicitly, while nonpolar hydrogen atoms are not included explicitly, but instead represented as part of the carbon atom to which they are bonded (which will have an enlarged van der Waals radius, i.e. Lennard-Jones collision diameter).
Currently, the most widely used all-atom force fields for proteins are OPLS/AA ( Jorgensen et al. 1996; Kaminski et al. 2001 ), CHARMM22 (MacKerell et al. 1998 and AMBER (PARM99; Cornell et al. 1995; Case et al. 2005) . A number of good reviews of the performance of protein MM force fields have been published (Okur et al. 2003; Ponder & Case 2003; MacKerell 2005; Hornak et al. 2006) . Parametrization of these force fields is increasingly based on fitting to experimental condensed-phase data (such as free energies of solvation for amino acid side chains), particularly in the optimization of Lennard-Jones parameters. This is in contrast to the previously dominant role of gas-phase data (e.g. ab initio calculations of heterodimers) in parametrization. Force fields for other types of biological macromolecules (e.g. lipids, nucleic acids (Cheatham 2004 (Cheatham , 2005 and saccharides, as well as many small molecules and ligands) consistent with these protein force fields have also been developed, which, for example, allow simulations of proteins interacting with DNA and embedded in membranes. It is important to ensure that force fields are consistent and well balanced: different force fields should not be mixed together.) Examples include the CHARMM27 force field for nucleic acids (Foloppe & MacKerell 2000; MacKerell & Banavali 2000) , AMBER nucleic acid parameters (Cornell et al. 1995; Cheatham et al. 1999) , CHARMM parameters for lipids (Feller et al. 1997) and several different MM parameter sets for common carbohydrates. For example, Kuttel et al. (2002) have developed carbohydrate parameters for use with the CHARMM force field, suitable for nanosecond molecular dynamics simulations in aqueous solution. Free energy profiles for rotation of the hydroxymethyl group for two monosaccharides (b-Dglucose and b-D-galactose) with this parameter set showed equilibrium rotamer populations in very good agreement with NMR data; the primary alcohol rotational frequency in solution and the gas-phase vibrational frequencies were also found to be in excellent agreement with experiment. Similarly, Woods et al. (1995) have developed carbohydrate parameters, called GLYCAM_93, for use with the AMBER force field. These were shown to reproduce structural features and conformational preferences of a series of tetrahydropyran derivatives, based on ab initio calculations. Its newest incarnation, GLYCAM06 (Kirschner et al. 2008) , is no longer specific to carbohydrates nor reliant on the AMBER force field and work is underway on a polarizable version. Hemmingsen et al. (2004) have tested the performance of 20 different MM carbohydrate force fields, by comparison with (gas phase) ab initio and hybrid density functional calculations on monosaccharides. Geometryoptimized structures (B3LYP/6-31G(d )) and relative energies in the gas phase for monosaccharide carbohydrate benchmark systems were used. It was found that most carbohydrate force fields give an incorrect value for the interaction energy of the a-D-glucopyranose-H 2 O complex, compared with the ab initio result (at the coupled cluster CCSD(T) level); no single force field performed consistently better than the others for a variety of test cases (e.g. for conformational energies of methyl 5-deoxy-b-D-xylofuranoside, methyl a-Dglucopyranoside and methyl a-D-galactopyranoside). A statistical assessment of the performance of the force fields suggested that CHEAT95 (a united-atom model; Kouwijzer & Grootenhuis 1995) and some MM parametrizations developed based on the AMBER (Senderowitz et al. 1996) , CFF(consistent force field; Siebert et al. 2000) and MM3 (Allinger et al. 1990; Stortz & Cerezo 2003) force fields have the best overall performance for the gasphase monosaccharide systems studied. It is important to point out that several of these force fields employ more complicated and sophisticated potential energy functions than those typically used for protein simulations. Developing MM parameters for (poly)saccharides is notoriously difficult (Imberty & Perez 2000) , owing to their conformational complexity, large range of possible substitution patterns and the particular difficulty of balancing inter-and intramolecular interactions (because sugars contain very large numbers of hydrogen-bonding groups). There are clear limitations of the invariant atomic point charge model for carbohydrates. A quantum mechanics/molecular mechanics (QM/MM) approach (see §7), treating the sugar by a quantum mechanical (QM electronic structure) method, may be an improvement in many cases (French et al. 2001) . Standard semiempirical molecular orbital methods have significant shortcomings for carbohydrates, but reparametrized variants have been developed, which give better descriptions of carbohydrate conformation (e.g. PM3CARB-1; McNamara et al. 2004 ).
Examples of united-atom protein force fields for proteins are GROMOS87 and GROMOS96 (Scott et al. 1999; Schuler et al. 2001) , CHARMM19 (Neria et al. 1996) , OPLS/UA (united atom; Jorgensen & Tirado-Rives 1988) and the original force fields developed for the AMBER program (Weiner et al. 1984) . United-atom force fields were developed to reduce the computer time required for molecular dynamics simulations by reducing the number of atoms. They are still important today, in studies using either explicit or implicit solvation models. They are particularly widely used in studies of protein folding, often employing a continuum solvation description. Implicit solvent models avoid an explicit representation of water molecules and so reduce computational demands, significantly helping in accessing longer time scales. Many continuum solvation models have been developed, including the Poisson-Boltzmann (Baker 2005a,b) Most biomolecular MM force fields have been developed to be consistent with simple point charge models of water, in particular the TIP3P water model (Jorgensen & Tirado-Rives 2005) and variants of it. In models such as TIP3P, the dipole moment is higher than that observed in the gas phase, so that electronic polarization is included in an approximate, invariant way, similar to protein MM force fields. Polarizable force fields for biological molecules are the subject of much current research and development effort (Kaminski et al. 2002; Ren & Ponder 2003 Warshel et al. 2007) . It is likely that the next generation of protein MM force fields will treat electronic polarization explicitly. Other improvements to protein MM force fields include the use of results of high-level ab initio calculations to correct for the twodimensional potential energy surface for peptide backbone dihedral angle rotation. MacKerell et al. (2004a,b) have developed the grid-based CMAP correction for the CHARMM22 force field that modifies the potential of the backbone 4 and j torsion angles. It has been shown to improve overall agreement between order parameters derived from molecular dynamics simulations and experimental NMR order parameters of hen egg white lysozyme (Buck et al. 2006) . Similar S178 Review. Biomolecular simulation and modelling M. W. van der Kamp et al.
modifications in AMBER have led to the derivation of the ff99SB (Hornak et al. 2006 ) and parmbsc0 (Perez et al. 2007) corrections. A more extensive modification led to ff03 (Duan et al. 2003) , which can be considered as a distinct force field model rather than an extension of previous AMBER force fields.
An illustration of how far biomolecular dynamics simulations have advanced is provided by that 'guineapig' of biological simulation, BPTI. Simulations of this protein have examined the effects of solvent and protein polarizability on its structure, solvation and dynamics . Molecular dynamics simulations of BPTI were performed in explicit water, using MM force fields that include polarization for both the water and the protein. Three model potentials for water and two model potentials for the protein were used, of which two of the water models and one of the protein models were polarizable. Six systems were simulated, covering all combinations of these polarizable and non-polarizable protein and water force fields. It was found that all six systems behave similarly in less polar parts of the protein (either hydrophobic or weakly hydrophilic). However, close to parts of the protein in which relatively strong electrostatic fields occur (i.e. near positively or negatively charged residues), it was found that the structure and the dynamics of water were clearly dependent on the model of both the protein and the water used.
EMPIRICAL VALENCE BOND METHODS
For investigating some important questions relating to enzyme action (e.g. to analyse the causes of catalysis, i.e. why an enzymic reaction proceeds faster than the equivalent, uncatalysed reaction in solution), it is necessary to use a method that not only captures the essential details of the chemical reaction but also includes the explicit effects of the enzyme and solvent environment. One notable method in this area is the empirical valence bond (EVB) model ( Warshel 2003; Hong et al. 2006; . In the EVB approach, resonance structures (e.g. ionic and covalent resonance forms) are chosen to represent the reaction. The energy of each resonance form is given by a simple empirical force field (e.g. with realistic treatment of the stretching of important bonds, e.g. by a Morse function). The potential energy is given by solving the related secular equation. The EVB Hamiltonian is calibrated to reproduce experimental data for a known and relevant solution reaction, or alternatively ab initio results can be used (Bentzien et al. 1998) . The surrounding protein and solution are modelled by an empirical force field with appropriate treatment of long-range electrostatics. The free energy of activation for the reaction in solution, and in the enzyme, can be calculated using free energy perturbation simulations (Warshel 1997) .
One of the main advantages of the EVB method is that the free energy surfaces can be calibrated by comparison with experimental data for reference reactions in solution. However, as in any valence bond representation, it is essential that the valence bond forms should represent all the resonance forms that are important in the reaction. An appealing feature of the EVB method is that it makes it straightforward to use non-geometrical reaction coordinates in modelling a reaction, which may be significantly more accurate for some condensed-phase reactions. Energy can be used as a reaction coordinate by following a path between valence bond optima. A mapping procedure is followed, which moves gradually from the reactant to the product. In this mapping, the change in both the solute structure and charge is taken into account. This EVB umbrella sampling method locates the correct transition state in the combined solute-solvent reaction coordinate. This allows the evaluation of non-equilibrium solvation effects (e.g. Warshel 2003) . Other strengths of the method have been discussed elsewhere (Villa & Warshel 2001) . The EVB method is a powerful and useful approach, which has now become a widely adopted tool for studying reactions in condensed phases. Illustrative simulations with EVB methods have included a study of alternative nucleotide insertion mechanisms for T7 DNA polymerase (Florian et al. 2003) , the investigation of proton transfer in 1-(trifluoroacetylamino)-naphthaquinone (Cembran & Gao 2007) , modelling proton transport in an ion channel (Chen et al. 2007 ), a study of the reaction mechanism of human aldose reductase (Varnai & Warshel 2000) and investigation of the nature of the proton bottleneck in redox-coupled proton transfer in cytochrome c oxidase (Olsson et al. 2005) .
In another study applying EVB techniques, Bjelic & Åqvist (2004) used a well-validated homology model to examine the substrate-binding mode and reaction mechanism of a malaria protease with a novel active site. This enzyme (histo-aspartic protease from the malaria parasite Plasmodium falciparum) is a target for anti-malarial drug design, but its three-dimensional structure is not yet known. This work predicted the structure of the enzyme, and the conformation of bound substrate, using a combination of homology modelling, automated docking and molecular dynamics/reaction free energy profile simulations. The only amino acid residue involved directly in the reaction in the predicted mechanism is a catalytic aspartate, with a histidine residue providing stabilization. The calculated reaction rate agreed well with experimental kinetic data for a hexapeptide substrate derived from human haemoglobin.
MODELLING WITH QUANTUM CHEMICAL (ELECTRONIC STRUCTURE) METHODS
Quantum chemical methods (e.g. ab initio molecular orbital or density functional theory calculations) can currently be used practically to study reactions in nonperiodic, molecular systems containing of the order of tens of atoms. Small 'cluster' models of around this size can represent key features of an enzyme reaction and can identify probable mechanisms. The active site of an enzyme is a relatively small region, often within a cleft or crevice in the protein, where the substrate(s) (and cofactor(s) in cases where they are involved) bind. It contains the residues that are directly involved in the chemical reaction and the residues involved in binding. The substrates are typically bound at the Review. Biomolecular simulation and modelling M. W. van der Kamp et al. S179
active site by multiple weak interactions, such as hydrogen bonds, electrostatic and van der Waals forces. Clusters of small molecules can be used to represent important functional groups (e.g. key amino acid side chains involved in catalysis and (parts of ) the substrate or cofactors) with their positions typically taken from a representative X-ray crystal structure of an enzyme complex. For example, acetate can represent an aspartate side chain, imidazole can represent histidine, etc. Calculations on models of this type can examine interactions between groups at the active site and can provide useful models of transition states and reaction intermediates. They can also be used to test the accuracy of different levels of calculations (e.g. comparing the results of semiempirical with ab initio molecular orbital calculations or different levels of ab initio treatment). Applications of QM modelling in drug design have recently been reviewed by Raha et al. (2007) . The approach of modelling small clusters has proved especially useful in studying reaction mechanisms of metalloenzymes. In many metalloenzymes, all the important chemical steps take place at the metal centre (one or a small number of metal ions bound at one site). Typically, the metal ion(s) may also hold its ligands in place. This gives the technical advantage of limiting the requirement for restraints or constraints to maintain the correct active site structure in calculations. Reliable calculations on metalloenzymes have been made possible by methods based on density functional theory. Popular functionals, such as the widely used B3LYP hybrid functional, give good results for many reactions without requiring excessive amounts of computer time, memory or disk space, for clusters of quite large size. The work of Siegbahn and collaborators (Himo & Siegbahn 2003) on many enzymes provides an excellent example of the mechanistic insight that calculations on small clusters can give.
In a cluster model containing various small molecules representing important functional groups, it may be possible to optimize the geometries of complexes representing the reactants, transition state, intermediates and products of steps in the reaction. This can often be sufficient to discriminate between alternative possible mechanisms ( Harvey et al. 2006) , as the energy difference between alternative mechanisms is often very large, larger than the probable effects of the environment on the relative energies. For discriminating between alternative proposed mechanisms, a mechanism can be excluded if the calculated barriers for it are significantly higher than the experimentally derived activation energy, within the limits of accuracy of the computational method. A small model, though, might lack some important functional groups, and careful consideration should be given as to which groups to include, balancing computational feasibility against the desire for a larger, more extensive model. Also, perhaps counterintuitively, a larger cluster model is not always a better model: a larger model will involve greater conformational complexity (conformational changes distant from the reaction centre might artificially affect relative energies along the reaction path) and including unshielded charged groups could also have unrealistically large effects on reaction energies. Environmental effects, such as solvation, can be included approximately in calculations on small cluster models, e.g. by the use of continuum solvation models, but these cannot fully represent the heterogeneous electrostatic environment in an enzyme (Shurki & Warshel 2003 ). An important technical and practical aspect of cluster/supermolecule calculations is that it can often be difficult to optimize the geometry of the model (e.g. to locate a transition-state structure), while at the same time maintaining the correct orientations of the groups in the protein.
More approximate quantum chemical methods (such as the semi-empirical molecular orbital techniques AM1 and PM3) can model larger molecular systems (containing of the order of hundreds of atoms). However, semi-empirical methods are well known to be inaccurate for many applications (e.g. they can sometimes be subject to very large errors in calculated reaction energies). They also cannot straightforwardly be used for some types of system (e.g. for many transition metals). Techniques (such as 'linear-scaling' methods) have been developed, which allow semiempirical electronic structure calculations on whole proteins (Van der Vaart et al. 2000; Khandogin et al. 2003; Khandogin & York 2004) . Considerable steps are also being made in improving the scaling properties of higher level quantum chemical methods, which will allow their application to larger systems (Claeyssens et al. 2006; Mata et al. 2008) .
Typical enzyme-substrate complexes, particularly when modelled using an explicit representation of surrounding solvent, will contain at least thousands of atoms, and perhaps many more. This places them currently beyond even semi-empirical quantum chemical methods for modelling reactions. An equally important consideration in modelling a reaction is that the calculation of (single point) energies is not enough: important points (such as transition-state structures) and preferably entire reaction pathways should be optimized. Extensive conformational sampling may be required to generate a representative ensemble of structures. These are in themselves significant challenges for large molecules. One should also consider the environment of the enzyme: aqueous solution (but some enzymes operate in concentrated solutions, e.g. high concentrations of other proteins, or in acidic or basic conditions), membranes or in protein or nucleic acid complexes. Protein internal motions are highly complex: many conformational substates can exist and a single structure may not be truly representative (Zhang et al. 2003) . To carry out extensive conformational sampling (e.g. to calculate free energy profiles; Gao & Truhlar 2002 ), a dynamics simulation method must be capable of calculating trajectories of at least many picoseconds length. One useful approach can be to use MM molecular dynamics simulations (which can run to relatively long, nanosecond time scales) to generate multiple models for mechanism calculations, thus ensuring wide sampling of possible enzyme configurations (Lodola et al. 2007) . If multiple different crystal structures of the same enzyme are available, S180 Review. Biomolecular simulation and modelling M. W. van der Kamp et al. these can be used as different starting models to examine the effects of structural variation on the reaction. For modelling on the large scale (e.g. for large models or to incorporate conformational variability), a QM/MM approach can be useful, as discussed in §7.
COMBINED QM/MM METHODS
Combined QM/MM methods are increasingly important in the modelling of biological systems, particularly in the growing field of computational enzymology, i.e. the computational modelling of enzyme-catalysed reaction mechanisms (Mulholland 2005 (Mulholland , 2008 . In essence, the QM/MM approach is simple: a small part of the system is treated quantum mechanically, while the rest is treated using MM (see §4). In a study of an enzyme reaction mechanism, the QM region would typically be the active site and include the reacting groups of the enzyme, substrate and any cofactors; the MM region would consist of the large non-reactive part of the system (figure 2). The QM treatment (by an electronic structure method, e.g. at the ab initio or semi-empirical molecular orbital, or density functional theory level) allows the modelling of chemical bond breaking and making, and the electronic rearrangements and polarization. Different types of treatment of the interaction between the QM and MM regions can be employed. For applications to biological macromolecules, such as proteins, which are polar, it is probably important to include the polarization of the QM region by the MM environment. The combination of the versatility and range of applicability of a QM electronic structure method with the efficiency and speed of the MM force field allows reactions in large systems to be studied. As noted in §4, modern MM methods deal well with protein structure and interactions, so we can ensure that these are treated accurately in the QM/MM approach. With lower levels of QM theory (e.g. semi-empirical molecular orbital or approximate density functional methods), QM/MM molecular dynamics simulations are feasible.
A QM/MM method was first applied to an enzymecatalysed reaction by Warshel & Levitt (1976) in their seminal study of the reaction mechanism of hen egg white lysozyme. Simple QM/MM methods, for example, involving basic QM treatments of p-electrons with an MM description of the s-bonded framework, were developed for conjugated biomolecules such as retinal ( Warshel & Karplus 1972; Warshel 1976) . Interest in QM/MM methods has grown rapidly in recent years. It is becoming apparent that QM/MM calculations can provide useful insight into enzymecatalysed reactions (Garcia-Viloca et al. 2004; Mulholland 2005; Senn & Thiel 2007; Mulholland 2008 ). An example is the identification of catalytic functions for the active site residues (such as a conserved proline in two flavindependent monooxygenases; Ridder et al. 2000 Ridder et al. , 2003 , investigating questions of mechanism (e.g. comparing and differentiating between alternative proposed mechanisms; van der Kamp et al. 2008) , and suggesting and testing catalytic principles (such as the possible contribution of conformational effects and transitionstate stabilization in chorismate mutase; Lyne et al. 1995; Ranaghan et al. 2003 Marti et al. 2004; Claeyssens et al. 2005; Guimaraes et al. 2005) . Even for this apparently simple enzyme reaction (a Claisen rearrangement), there are lively current debates on the origin of catalysis. Modelling has been central in formulating and testing proposed mechanisms and hypotheses (figure 3).
Many different QM/MM implementations are available in a number of widely used programs. QM/MM calculations can be carried out at various different levels of QM electronic structure calculation: ab initio Woodcock et al. 2003) or semi-empirical molecular orbital (Field et al. 1990 ), density functional (Lyne et al. 1999) or approximate density functional (Cui et al. 2001 ) levels. It is now possible to carry out QM/MM calculations using very high levels of electronic structure theory (e.g. coupled cluster theory with single and double excitations). Such methods offer the potential of highly accurate results, approaching 'chemical accuracy' (within 1 kcal mol K1 ), at least for the QM part of the calculation (Claeyssens et al. 2006; Mulholland 2007) .
Transition-state structures can be optimized in QM/MM calculations (Prat-Resina et al. 2004; Marti & Moliner 2005) . Also free energy differences, such as activation free energies, can be calculated, as can quantum effects such as tunnelling and zero-point corrections. More approximate, less computer-intensive QM/MM methods (such as semi-empirical or self-consistent charge density functional tight-binding (SCC-DFTB) QM/MM) have an important role as they allow more extensive simulations to be performed (e.g. molecular dynamics; Ridder et al. (2002) or Monte Carlo simulations for extensive conformational sampling, and calculation of reaction pathways and Hessians). Specifically, parametrized semi-empirical methods can give improved accuracy for a particular reaction (Gonzalez-Lafont et al. 1991; Bowman et al. 2007) . In addition to parametrizing the semi-empirical (QM) model, the LennardJones (MM) parameters for QM/MM interactions can be optimized, which may be necessary to ensure a proper balance of the interactions between the QM and MM regions (Martin et al. 2002) . The high-level QM/MM calculations (e.g. ab initio or density functional level QM) are needed for some systems and have an important role in testing more approximate (e.g. semi-empirical QM/MM) methods, but are highly demanding of computational resources.
Current developments include the use of QM/MM methods in calculations of relative free energies (e.g. either directly (Riccardi et al. 2005) or indirectly via a reference potential (Muller & Warshel 1995; Wood et al. 1999; Strajbl et al. 2002 Strajbl et al. , 2003a Ming et al. 2004; Rod & Ryde 2005; Rosta et al. 2006; ), for example, to calculate relative binding affinities, or molecular 'docking' and 'scoring' for ligands in proteins (Raha & Merz 2004) . QM/MM methods provide several advantages over MM methods in studies of small molecule ligands bound to proteins, including potentially a better physical description of the ligand (e.g. by including electronic polarization), and avoiding the need for time-consuming development of MM parameters for the ligand. Also, MM methods may be inadequate for some types of pharmaceutically Review. Biomolecular simulation and modelling M. W. van der Kamp et al. S181 important target proteins, particularly metalloproteins (such as cytochrome P450 enzymes involved in drug metabolism; Bathelt et al. 2005 ). For such biomolecular systems, the use of QM/MM approaches for the predictions of relative binding affinity or binding mode may be significantly better. With increasing computer power, and continuing methodological development, QM/MM methods will certainly become ever more important in practical applications such as drug design, and related areas such as the prediction of drug metabolism and toxicity (Mulholland 2005) .
AB INITIO (CAR-PARRINELLO) MOLECULAR DYNAMICS SIMULATIONS
An increasingly important technique in biomolecular simulations (Carloni et al. 2002) is the ab initio molecular dynamics technique first proposed by Car and Parrinello about 20 years ago (Car & Parrinello 1985; Remler & Madden 1990) . The scheme combines molecular dynamics simulation and density functional theory: it integrates fictitious wave function coefficient dynamics with classical molecular dynamics in a single extended Lagrangian. Crucially, the electronic wave functions are included as dynamical variables. Initially, a converged wave function is determined, and the orbitals subsequently evolve simultaneously with the changes in nuclear position. The orbital parameters are included as variables with fictitious masses in the dynamics, analogous to the nuclear positions and masses. The nuclear forces are not exactly correct in dynamics, as the electronic wave function is not converged in the orbital parameter space, but this error is controlled by an appropriate choice of dynamic parameters (e.g. the fictitious masses). Constraints are applied to the system to ensure that the orbitals remain orthonormal. Applications of Car-Parrinello molecular dynamics simulations to biomolecular systems have recently been reviewed (Dal Peraro et al. 2007) . One relevant application of these techniques examined the catalytic site of galactose oxidase and a biomimetic catalyst (Röthlisberger et al. 2000) . A recent QM/MM Car-Parrinello molecular dynamics study examined the protonation state of residues in the KcsA potassium channel (Bucher et al. 2007) . Despite the development of highly efficient codes and algorithms, ab initio molecular dynamics simulations are extremely computationally expensive, requiring very large amounts of supercomputing time. They provide an advantage over molecular dynamics employing empirical force fields in that the electronic structure methods are able to describe bond breaking and forming reactions and therefore Car-Parrinello methods can, in principle, allow the direct simulation of chemical reactions. Similarly, they overcome other limitations of MM force fields: for example, electronic polarization effects are included naturally. The major practical limitations are the size of the systems that can be simulated, and the time scale of feasible dynamics simulations. For this reason, combined QM/MM approaches are also attractive for ab initio molecular dynamics simulations. For example, Parrinello and co-workers have developed a scheme for Car-Parrinello molecular dynamics simulations with a QM/MM method, with the CPMD and EGO programs (Eichinger et al. 1999) . Using these (Lyne et al. 1995; Ranaghan et al. 2003; Claeyssens et al. 2006) . The transition state for the conversion of chorismate to prephenate, bound in the active site of the enzyme, is shown. Chorismate mutase catalyses the reaction by electrostatic stabilization of the transition state, in particular by a charged arginine residue (also shown) close to the substrate (Strajbl et al. 2003a; Claeyssens et al. 2005; Guimaraes et al. 2005 ). S182 Review. Biomolecular simulation and modelling M. W. van der Kamp et al.
interfaced programs, efficient and consistent QM/MM Car-Parrinello simulations of large systems can be performed, including the steric and electrostatic effects of the protein and its solvent environment explicitly.
CONCLUSIONS
Biomolecular simulation is a rapidly developing area that is contributing increasingly to biology. The whole field of biomolecular modelling is very large, and so it has not been possible to describe all its aspects here. One notable important area of application is structureaided drug design. Developments in structure-based virtual screening have been reviewed, for example, by McInnes (2007) ; ligand docking methods and scoring functions have been specifically covered by others (Krömer 2007; Rajamani & Good 2007) . Applications of ligand docking in drug design and the current developments of inclusion of protein flexibility have been described by Cavasotto & Orry (2007) and Joseph-McCarthy et al. (2007) . Others have discussed the field of calculations of protein-ligand binding free energies, including covering scoring functions for ranking binding affinities in such complexes (Raha & Merz 2005) and new physics-based methods (Huang et al. 2006) . One exciting developing area in which molecular modelling plays a vital part is protein design (Baker 2006; Lippow & Tidor 2007) : developments here, relying on practical and reliable modelling methods, promise a route to new catalysts and components for biologically inspired nanotechnology and molecular medicine. It is also worth pointing out some theoretical developments, for example, in the calculation of free energies by non-equilibrium approaches, such as through the application of the Jarzynski relation to calculate free energies from steered molecular dynamics simulations (Crespo et al. 2005; Roitberg 2005; Bastug & Kuyucak 2007) . Altogether, the field of biomolecular modelling and simulation is thriving and growing, and its importance looks certain to increase in the future.
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