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ABSTRACT
FeedforwardNeural Networks are input/outputmaps ΦN , comprised of their activation functions and weights/biases. Universal
approximation theorems imply that any Lebesgue integrable function φ : K → R, over some compact set K ⊆ Rn, can be
arbitrarily approximated by sufficiently complex Neural Networks1,2. Additionally, variants of gradient descent are almost
always capable of eventually finding adequately accurate weights/biases3–6. However, there are no general methods to
predict when the required level of accuracy will be achieved or to estimate the optimally sized Neural Network architectures
that are capable of approximating the φ of interest. We propose to fill in those gaps by recasting the Neural Network training
process as a discrete dynamical system and use Koopman Operator Theory to study these dynamical systems. We argue
that Koopman operators can be used to predict and optimize Neural Network performance7,8. We propose using massive
parallelization capabilities of modern GPUs in conjunction with Koopman Operator Theory to find the optimal width-depth
balances for the NN architectures. Building on existing work7,9–12, we utilize these methods to build efficient NN Differential
Equation (DE) solvers. In summary, we propose a general road-map for building fast and accurate Neural Network Differential
Equation solvers. We exemplify the utility of these ideas by discussing them on the nonlinear Poisson Boltzmann equation
that is13,14 central to protein dynamics - for given constraints and boundary conditions, we will describe how to construct
optimally sized Neural Networks that can estimate its solution over the domain of interest.
Neural Network Differential Equation solvers
We exemplify the approach by focusing on the construction
of efficient Neural Network (NN) solvers for the following
differential equation (DE): Find φ : K → R, s.t.
−∇ · (ξ (x,ω)∇φ(x,ω))+κ2(x,ω)sinh(φ(x,ω))
=
(
4pie2c
kBT
)
∑Nn=1 znδ (x− xn(ω)); (x,ω) ∈ K1×K2 = K
φ(x,ω) = g(x,ω) on ∂K,
where g(x,ω) :=
(
e2c
kBT
)
∑Nn=1
e−κ|x−xn(ω)|
ξw|x−xn(ω)|
znδ (x − xn(ω)),
K1 ×K2 = K ⊆ R
3×R6 is a compact subset comprised of
the spatial (x) and certain angular orientation (ω) domains
of interest for the problem. xn(ω), ξ (x,ω) and κ(x,ω) are
known quantities/functions determined by the specific setting
at hand. The nPBE is central to many molecular dynamics
problems14, including protein docking, but we avoid a discus-
sion of its merits here. Our focus is on building a 9 input/1
output NN map that approximates φ(x,ω) over some spatial
(x) ∈K1 + angular orientation (ω) ∈K2 domains of interest
(or a 3 input/1 output NN map, if one wants to obtain a so-
lution φ(x); x ∈ K1 for individually fixed ω ∈ K2 and then
use transfer learning or related class of techniques to cover
the domain of interest K2, by leveraging the expected regu-
larity of the solution φ(x,ω) with respect to ω15). We note
that Lebesgue integrability of φ(x,ω), with respect to K, is
a provably reasonable starting point15 and assumes the bare
minimum about the solution behavior.
Let W be the width (number of neurons per hidden
layer) and D be the depth (number of hidden layers)
in a feed forward fully connected Neural Network (NN).
These are, as mentioned, input/output maps ΦN . Let w ≡
{b11,w
1
11,w
1
12, ....,b
2
1,w
2
11,w
2
12, ....} ∈ Mw ⊆ R
M be the M
weights and biases of the NN.
Existence: Feedforward NNs with ReLU activation and
W ≥ nin + 4 can arbitrarily approximate any Lebesgue inte-
grable function φ : K → R on a L1 norm, provided that K is
some compact subset of Rnin and enough depth D is provided
to the NN1. NNs with ReLU activation and D≥ log2(nin+1)
can arbitrarily approximate any Lebesgue integrable function
φ : K → R on a L1 norm, provided that enough width W is
provided to the NN2. The authors in15 showed unique solu-
tions to the nPBE exist in the weak sense for any compact
K. Hence, there exists w such that ΦN can arbitrarily approx-
imate any solution φ(x,ω) to the nPBE, given large enough
(W,D).
The jump from showing the theoretically possible to quan-
tifying the needs of the practical are found by leveraging the
regularity expected from φ . Recall W d,∞(K) is the Sobolev
space of order d, on compact K ⊆ Rnin , on the L∞ norm.
Complexity: Let some φ ∈ W d,∞(K). There exists16 a
ΦN with (W,D) that can ε - approximate φ : K → R, if W =
nin + 1, D = O(diam(K)/ω
−1
f (ε))
nin , where
ω−1f (ε) = sup{δ :ω f (δ )≤ ε}, δ = |x1−x2|, x1,x2 ∈K.
There also exists a ΦN that can ε - approximate φ : K →R, if
M = O(ln( 1ε )ε
−nin/d), D = O(ln( 1ε ))
17.
Solutions φ(x,ω) to the nPBE are in W 1,∞(K) in a weak
sense15. Further, the work in15 suggests C∞ behavior almost
everywhere. We will use these results to our advantage later.
Training: Variants of Stochastic Gradient Descent (SGD)
are almost always capable of eventually reaching adequately
small loss/error function L(w) for large enough (W,D)3–6.
Let us define the local (point-wise) loss/error/cost function
l(x,ω) for some randomly sampled (x,ω) as:
l(x,ω) = ∇ · (ξ (x,ω)∇ΦN(x,ω))−κ
2(x,ω)sinh(ΦN(x,ω))
+
(
4pie2c
kBT
)
∑Nn=1 znρ(x− xn(ω)); (x,ω) ∈ K,
where ρ ∈ L2(K) are approximations to the Dirac function
(c.f.13). Let us say we randomly sample A different (x,ω)
each training iteration. Let the NN cost/loss/error function
be:
L = ∑ l2(x,ω)/A.
We sample (x,ω) such that some are always randomly sam-
pled from the known constraint regions in K. We enforce
a parametrization on the output from the NN architecture to
spit out ΦN(x,ω) according to the following relation:
For any randomly sampled (x,ω) and NN architecture out-
put Φˆ(x,ω) corresponding to it, let (x∂K ,ω∂K) be the nearest
randomly sampled point from the constraint regions:
ΦN = g(x∂K,ω∂K)+(1− e
−||(x∂ K ,ω∂ K)−(x,ω)||
2
)Φˆ(x,ω).
This is done to ensure that ΦN captures behavior at and
near constraints accurately11,18. Clearly, l(x,ω)→ 0 almost
everywhere implies ΦN is an adequate representation of φ
over K in a point-wise sense (to motivate discussions on ex-
act quantitative bounds on |ΦN − φ | almost anywhere over
K, based on l(x,ω), refer to7,18). This is where NN size
bounds for φ ∈ W d,∞(K) and regularity/smoothness results
for φ(x,ω) are useful. In principle, d = ∞ might be a rea-
sonable framework to start building a NN for (we can always
scale up if the NN architecture is found to be lacking. In-
deed an important contribution of this work is to demonstrate
a fast and efficient algorithm of doing so). They allow us to
achieve our goals using smaller NNs, getting us useful ap-
proximations ΦN that capture the behavior of φ correctly al-
most everywhere.
Of particular relevance is the recent result18, which for-
mally proves that constraint obeying NN solvers for certain
linear elliptic and parabolic differential equations can esti-
mate any of their solutions φ ∈W 1,2(K) (or H1(K)). Since
any solution φ to the nPBE is expected to be H1 in a weak
sense and suspected to be C∞ almost everywhere, practical
NN approximation adequacy could be achieved by signifi-
cantly smaller NNs than the ones required to guarantee func-
tional approximation capacity for more pathological, but still
Lebesgue integrable functions. Further, SGD can almost al-
ways find the w that make those NN solvers adequately accu-
rate3–6.
Let Φε = φ −ΦN ; the difference function between the NN
prediction and the true solution. We can re-formulate the
point-wise loss function almost everywhere as:
l(x,ω) = κ2(x,ω)[cosh(ΦN)(Φε −
(Φε )
3
3
+ ....)− sinh(ΦN)
( (Φε )
2
2
− (Φε )
4
4
+ ....)]−∇ · (ξ (x,ω)∇Φε (x,ω)); (x,ω) ∈ K.
Notice that Φε = 0 on ∂K, due to our constraint enforc-
ing parametrization above. Given that global bounds on κ ,
l(x,ω), and ΦN can usually be estimated almost everywhere,
we can use this point-wise reformulation of l(x,ω) to obtain
bounds on Φε almost everywhere. The prime advantage of
the NN DE solver is that it tries to manage w so that ΦN does
the best possible job of approximatingφ over all regions of K,
except the places where φ is not well-behaved. Even if min-
imas existed at those points, the likelihood of those minimas
being useful docking points is 0.
We end this discussion on the note that the above meth-
ods are hardly the only, or even necessarily, the most optimal
method for NN DE solvers. The fitness of different NN DE
training approaches varies with the problem at hand, making
a general, formal analysis of the various approaches quite dif-
ficult. However, w evolution data can itself provides a way
out.
Koopman toolkit for predicting and boosting the
performance of NN DE solvers
Let w ∈ Mw ⊆ R
M be the M weights and biases of the NN
and T be the training/optimization algorithm.
w(t + 1) = T (w(t))
describes NN training, with t as the number of training it-
erations. By definition, this is a discrete dynamical system
(Mw, t,T ), paramterized by w, with t as the temporal parame-
ter and T as the map (or evolution function).
KOT studies the above from the perspective of the observ-
ables (state space functions) of (Mw, t,T ). Let g : Mw →C be
some observable of interest. We assume g ∈ F = L2(Mw,ρ),
where ||ρ ||Mw =
∫
Mw
ρ(w)dw = 1 and ρ is a positive, single
valued, analytic function supplying the measure.
The Koopman operator associated with g ∈ F is defined to
be the object (usually infinite dimensional), U : F → F , that
supplies the following action:
Ug(w) = g ◦T(w). (1)
U is an object that lifts our perspective from the original, fi-
nite dimensional, possibly nonlinear (Mw, t,T ) to a new, cer-
tainly linear (F, t,U), thanks to the linearity inherent to the
composition g◦T 19. Extending the definition to describe the
U : Fk → Fk for some vector observable g≡ {g1,g2, ...,gk}:
Ug(w) = g ◦T(w). (2)
An important observable of (Mw, t,T ) is the loss function
L(w), which evolves due to the action of the training process.
LetU be the object supplying that action: UL(t) = L(t+1) =
L(w(t + 1)) = L(T (w(t))). Hence,
UL(w) = L◦T(w).
Similarly, for the identity observable I(w) = w, we have:
UI(w) = I◦T(w).
We see that NN training associates Koopman operators with
L(w) and I(w) = w by Equation 1, 2. This U could allow
us to directly predict the evolution of L(w), identify training
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endpoints, compare choices of activation functions, suggest
changes to the architecture, etc - all without actual training.
Using U with the identity observable I(w) = w can substi-
tute the chosen NN training algorithm itself. (We stress that
KOs map observable to observable. Technically, U acts on
I(w), but I(w) = w allows retrieval of w dynamics). U is a
linear, albeit infinite dimensional, tool that can explore a thor-
oughly nonlinear, non-convex loss-weight space. The action
ofU is akin to applying the training algorithm on the weights,
but without the forward-backward propagation and L(w) and
∂L(w)
∂w computations. Further, spectral analysis of the associ-
ated U can directly reveal the long-time behavior and/or the
fixed points for the w evolution19,20 - allowing us to identify
the w minimizing L(w) directly, if enough w evolution data
exists due to earlier applications of the standard optimization
methods. It is expected to be especially powerful near a lo-
cal minima, due to the implications of the Hartman-Grobman
type theorems.
These properties become even more useful for NN solvers
designed for the DEs that contain higher order derivative
terms, like the nPBE. The run-time complexity of the NN
solver necessarily rises with an increase in the degree of the
differential equation, but the number of weights used or the
complexity of their evolution need not (and if they do, the
standard optimization methods become costlier too).
The applications and advantages of KOT for both w and
L(w) evolution tracking were first discussed in7 and have
been successfully demonstrated in8. We put forward the fol-
lowing scale up strategy. We begin with the smallest, possi-
bly theoretically viable NN (d =∞ =⇒ W = nin+1, D = 1).
We scale up the NN size to speed up convergence in iteration
time. This can result in significant computational cost sav-
ings, while simultaneously avoiding over-fitting concerns.
1. Use information about expected behavior of φ(x,ω) to
obtain (W,D) that could be theoretically adequate. In
our case (W,D) = (10,1).
2. Establish a minimum benchmark Lmin for L(w) that
needs to be consistently met by the NN for some ade-
quate number of consecutive training iterations.
3. Begin training the via some algorithm of choice for
some trial number of training iterations.
4. Use KOT to evaluate predicted performance of the cur-
rent NN size after the trial training period.
5. If L(w) is expected to take too many training iterations
to reach the required performance level Lmin, stop trial
training.
6. If NN has not yet been scaled up even once, or was
scaled up previously by adding an extra hidden layer,
let W → αW , where α is some constant.
7. If NN was previously scaled up by lettingW → αW , let
D→D+ 1.
8. Repeat 3 to 7 until Lmin is expected to be achievedwithin
an acceptable amount of training time. Optional: Use
Koopman training8 to accelerate the training process.
9. If Lmin is expected to be achieved within a reasonable
amount of training time, continue training with occa-
sional KOT based checks to ensure training is on track.
Return to Step 3 if the training goes off course.
There are some open points of contention in the above al-
gorithm that are decided as much by the still somewhat black-
box nature of machine learning as they are by sound and rigor-
ous arguments. How does one decide α? Does the expected
smoothness/regularity of the solution come into play directly
with regards to the architecture? How long does one keep
scaling up before a balance needs to be struck between low-
ering the number of training iterations needed vs the amount
of computational resources being used per iteration due to in-
creasing architecture sizes? The answers are also affected by
the nature of the problem at hand and the amount of accuracy
being desired. However, a dominant factor in the mix is the
modern surge of GPU based deep learning.
GPU based Parallelization for NN DE solvers
The complexity of the NN nPBE solver is directly dependent
on (W,D). The Koopman guided scale-up approach increases
NN size in a phased manner to balance the computational
cost of training the NN with the training rate needed to opti-
mally have ΦN → φ .
Depth has more expressive power than width - NNs with
even single hidden layers can have the universal approxima-
tion property for large enough widths21. In general, the ex-
pressive power of depth scales with the exponential function
when compared to width. In contrast, width lower bounds
guaranteeing universal approximation are strictly larger than
dimension of the domain16, irrespective of depth. However,
increasing the depth results in longer sequential calculations
(layer input is a result of the previous layer output). Increas-
ing width results in a larger number of independent, weight-
output multiplications wijkψ
i−1
j , making width better suited
for parallelization.
The exploration of this trade-off between the expressive
power of depth and the parallelization capacity of width is
done via KOT during the scale-up process and heavily relies
on choosing an appropriately sized α . The width scaling via
multiplication by α accounts for the exponentially better ex-
pressive capacity of depth, while the value of α factors for
the parallelization capabilities of the GPUs being used.
KOT itself is also massively parallelizable - its use ex-
clusively involves matrix-matrix and matrix-vector computa-
tions. Modern GPUs are already highly optimized for such
tasks, making KOT perfectly suited for optimizing and accel-
erating NN nPBE solvers. Further, the computational cost of
both L(w) and I(w) = w predictions using KOT should be
small when compared to the per iteration run-time complex-
ity of the NN nPBE solver7,8.
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Generalization and Discussion
The exemplified approach can be used to tackle a wide variety
of differential equations via Neural Network solvers. The
general strategy involves:
1. Analysis of the PDE/ODE to obtain the expected regu-
larity of its solutions.
2. Analysis of the chosen architecture and activation func-
tions to identify the smallest architecture sizes that could
possibly permit a useful approximation.
3. Analysis of Loss/weight evolution data via KOT to scale
up the NN architecture as required by the approximation
requirements.
4. Analysis of the parallelization capabilities of the GPU
to ensure the most optimal scale-up parameters.
We end on the note that α could be roughly determined
during the initial rounds of scaling up, by not scaling up by
depth until scaling up by width alone also leads to substan-
tially slower computations on the GPU - thus having satu-
rated the GPU’s ability to parallelize across the NN width.
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