One of the unique challenges to Chinese Language Processing is cross-strait named entity recognition. Due to the adoption of different transliteration strategies, foreign name transliterations can vary greatly between PRC and Taiwan. This situation poses a serious problem for NLP tasks: including data mining, translation and information retrieval. In this paper, we introduce a novel approach to automatic extraction of divergent transliterations of foreign named entities by bootstrapping co-occurrence statistics from tagged Chinese corpora.
Introduction
Named entity recognition (NER) is one of the most difficult problems in Natural Language Processing and Document Understanding (MUC, 1998) . In the field of Chinese NER, several approaches have been proposed to recognize personal names, date/time expressions, monetary and percentage expressions (Chen and Lee, 1996; Chen, Ding and Tsai, 1998) .
However, the discovery of transliteration variations has not been well-studied in Chinese NER. This is perhaps due to the fact that the transliterations forms in a non-alphabetic language such as Chinese are opaque and not easy to compare. On the hand, there is often more than one way to transliterate a foreign name. On the other hand, dialectal difference as well as different transliteration strategies often lead to the same named entity to be transliterated differently in different Chinese speaking communities.
The most difficult, and potentially very rewarding type of transliteration variants to discover are the variations between different Mandarin Chinese regional variants. Identification of such variants will allow various knowledge engineering applications, such as search engine and information retrieval applications, to greatly expand searchable domain while able to identity information on the same named entity. Of all possible variations of transliterated named entities, the cross-strait difference between PRC and Taiwan is the most prevalent and most challenging. While there is centralized transliteration in PRC, a large diversity is prevalent in Taiwan 1 .
In order to achieve this goal, two main difficulties must be resolved: First, transliterated names in Chinese do not typically occur with their original language. Hence there is no easy anchor to link different variants or to establish the identity of each transliteration. Second, there is no parallel corpus for different varieties of Mandarin Chinese. Since these are variants and not different languages, there is no need for translation. Even given some subcor- With the availability of Chinese Gigaword corpus and Chinese Word Sketch (Huang et al., 2005) , we have an opportunity face the problem of contrasting transliterations of identical foreign named entities in Chinese text from PRC and Taiwan. In general, our approach depends on information about concurrence of word pairs in certain grammatical relation that are then compared phonologically.
In sum, our research issue is how to discover transliteration variants without identifying the original name and without mapping to the original term. Instead of rule-based or statistics-based model (Virga and Khudanpur, 2003; Wan and Verspoor, 1998) , we propose that such variants can be discovered by extracting terms from similar linguistic context. In particular, when we compare the context of a pair of known transliteration variants, we can identify those transliterations that are uniquely co-occur with one of the variants to be a candidate for a new transliteration variant. Our study shows that resolution of transliterated NE variations can be fully automated. This will have strong implications for online information retrieval for cross-lingual and multi-lingual informational retrieval.
The rest of this paper is organized as follows: first we briefly introduce our resources: Chinese Word Sketch and Chinese Gigaword Corpus, then we will provide an overview of the extraction and decision procedures and finally we conclude with and experiment and an evaluation. Finally, we discuss possible applications and future work needed.
Resources
Two important resources, Chinese Gigaword Corpus and Chinese Word Sketch (or similar), are vital for the present method.
Chinese Gigaword Second Edition. Chinese Gigaword Second Edition corpus (CGSE) (Graff el al., 2005) contains data from Central News Agency (CNA, Taiwan), Xinhua News Agency (XIN, PRC) and Zaobao Newspaper (ZBN, Singapore) and therefore covers lexical data from three Chinese communities. Given the nature of the sources of the texts, CGSE provides rich resource of journalistic document style textual data. This corpus has been segmented and tagged automatically (Huang et al., 1997) . Also the non-Taiwanese components of corpus have been converted to traditional characters to allow for simultaneous searches.
We focus on CNS and XIN components of CGSE. Taiwanese CNA component provides cca 700 million words and PRC XIN components cca 400 million words. This allows us to commence contrastive study of lexical differences between the two Chinese speaking communities.
We didn't include Singapore data in our study.
Chinese Word Sketch. A new corpus management tool, Sketch Engine, introduced in (Kilgarriff, 2004 ) is used to manage large Chinese Gigaword corpus. This tool can be found as Chinese Word Sketch at http://wordsketch.ling.sinica.edu.tw/ (Huang et al., 2005) . Apart from typical functionality of corpus managers like KWIC displays, frequency and co-occurence statistics, Sketch Engine (SkE), and naturally also Chinese Word Sketch (CWS), also provides grammar-wise co-occurrence statistics, i.e. it enables us to study words in cooccur in certain grammatical relation. This grammar-wise co-occurrence information is provided via so called Word Sketches, which are triples of lemma 1 , relation, lemma 2 , where lemma 1 is a keyword of a query, displayed in tables for each relation. Thus we can obtain tables words that occur in relation Object, Subject, Modifier etc. with lemma 1 . The tables also contain frequency of co-occurrence and salience of the collocate pair with Table 3 : Example of Word Sketch difference: "克林 頓" and "柯林頓" common patterns respect to the relation in question (Kilgarriff, 2004) . Example is shown in Table 2 . Another vital function of SkE is Word Sketch difference. This function provides side-by-side comparison of two keywords in the same fashion as Word Sketch, i.e. as lemma 1 , relation, lemma 2 triples, in three different displays: common for collocates that appear with both keywords and exclusive collocates specific for each keyword. Table 3 shows common patterns, Figure 1 show patterns for that are special for keyword "克林頓" and "柯林頓" respectively.
Bootstrapping transliteration pairs
The main idea of our method is to collect collocates using a certain grammatical relation as a constraint and then compare phonological properties of these items. The bootstrapping process starts with few seed transliteration pairs that are selected so they cover different parts of the corpus. Our method also exploits following properties of textual data:
• frequent co-occurrence of named entities within certain stigmatic relations -named entities frequently co-occur in relations such as AN D or OR and this fact can be used to collect and score mutual predictability
• presence and co-occurrence of named entities in a text is dependent on a text type -journalistic style of Chinese Gigaword corpus accumulates many foreign named entities in close relations
• foreign named entities are typically transliterated phonetically -transliterations of the same name entity using different characters can be matched by using simple heuristics to map their phonological value
• many named entities will occur in different domains -famous person can be mentioned together with someone from politician, musical, artistic or sport domain. This allows us to make leaps during the bootstrapping process from one domain to another.
There are, however, several problems with the phonological representation of foreign named entities in Chinese. Due to the nature of Chinese script, NE transliterations can be realised very differently. The following is a summary of several problems that have to be taken into account:
The ending consonant does not have to be represented. XIN transliterations tend towards longer (i.e. phonologically more complete) forms, whereas CNA data shows tendency towards shorter transliterations that blend in the Chinese text better.
• difference between feminine/masculine choice of characters: 萊絲 莉 vs. 萊斯利 or 克莉絲特 vs. 克莉斯特. Both versions can refer to either sex.
• slightly diverging representations based on choice what to transcribe, e.g. both given and surname vs. only surname: 大威廉絲 / 維‧ 威廉 絲.
• difference in phonological interpretation, resulting in different choice of initial or final: 賴 夫特 vs. 拉夫特 or 康諾斯 vs. 康那斯.
• non-English names transcribed according to English pronunciation, i.e. the commonly heard one, or a native pronunciation (native in respect to the named entity in question): 艾斯庫 德 vs. 伊斯庫德 (Escudero) or 費德洛 vs. 費德勒 (Federer).
Data collection
All transliteration pairs were collected using Word Sketch difference queries. A query for seed pair w XIN , w CN A returns patterns that are common for both words and also patterns that are specific for each of them. We concentrate on the latter, but we neglect the frequency and salience information. Therefore, after each Word Sketch difference query, we end up with a list of collocates for each keyword. Since we are interested only in NE, we use only relation and/or, because only this relation is expected to yield named entities Relation and/or is defined as a relation of two nouns separated either by a conjunction or by an IDEOGRAPHIC COMMA "、".
Due to the fact that Chinese Gigaword corpus is composed of texts of journalistic style, it is expected that queries for peoples names will yield mostly names of persons, maybe institutions, etc. As we can see in the examples in Table 3 and Figure 1 , this is really the case.
General formulation of the data collection phase is as follows:
-have a set of seed pairs S = {S 1 , S 2 , ..., S n }, where S i = w XIN , w CN A .
-for each seed pair, retrieve Word Sketch difference for and/or relation, thus have two word
, where W k i is an unordered list of words.
-process each list of candidates L with the pairs extraction algorithm.
Pairs extraction
Using the wordlists of collocates specific for each of the keywords from the seed pair, we then compare phonological representation of each form specific to the first keyword to each form specific to the second keyword. Similarity of each candidate pair is scored. ∈ W CN A . The major rule is: try to find the best matching representation. Therefore, when character 葉 is matched against 社 shè, it will be represented as shè.
Phonological representations of whole words are then compared by Levenstein algorithm, which is widely used to measure the similarity between two strings. First, each syllable is split into initial and final components: gao:g+ao. In case of syllables without initials like er, an ' is inserted before the syllable, thus er:'+er.
Before we ran the Levenstein measure, we also apply phonological corrections on each pair of candidate representations. Rules used for these corrections are derived from phonological features of Mandarin Chinese and extended with few rules from observation of the data:
Initials
• distinctive features for initials are evaluated as similar:
is added to distinctive feature set based on observation.
Finals
• pair ei:ui is evaluated as equivalent
• opposition of non-/nasalised final is considered dissimilar.
Extraction algorithm
Our method will potentially exhaust the whole corpus, i.e. find all named entities that cooccur with at least few other names entities in the and/or, but only if seeds are chosen wisely and cover different domains 4 . However, concurrence of NE within some domains might be sparser then in other, e.g. politicians tend to be mentioned together more often then novelists. Nature of the corpus also plays important role. It is likely to retrieve more and/or related NEs from journalistic style. This is one of reasons why we chose Chinese Gigaword Corpus for this task.
Motivation. Our goal is to retrieve two lists of words that might contain indentical NEs that are transliterated differently. Given a news report stating: Clinton and Yeltsin discussed. . . , we can expect similar news to appear in both XIN and CNA news. Names of Clinton and Yeltsin, will be, however, transliterated as 克林頓 and 葉利欽 in XIN news and as 柯 林頓 and 葉 爾勤 in CNA news. Therefore, if we choose Clinton, i.e. (克林頓, 柯林 頓), as our seed, we will obtain two lists of names coocuring with Clinton in and/or; two transliterations for Yeltsin will be present in respective lists. Our task is to identify indentical NEs. We cannot adhere to the original representation, Chinese script, but we can exploit the mechanism how these transliterations are created, i.e. using phonological similarity. Each NE from the two lists, retrieved by W SDif f , is converted to phonological representation. Since each NE can have several phonological representations (viz. 3.3) , from this many-tomany mapping we have to select the best matching pair. The similarity of this pair is then scored. If the score falls below a threshold = 1.6, which has been found experimentally, the score is stored as the best and the loop continues.
During the phonological correction phase, perform several weighting step, such as: 
Experiment
We have tested our method on the Chinese Gigaword Second Edition corpus with 11 manually selected seeds. Table 4 shows our default seeds.
Apart from the selection of the starter seeds, the whole process is fully automatic.
For this task we have collected data from syntagmatic relation and/or, which contains words cooccurring frequently with our seed words. When we make a query for peoples names, it is expected that most of the retrieved items will also be names, perhaps also names of locations, organizations etc. Preliminary results are evaluated manually and shows that this approach is competitive against other approaches reported in previous studies. Performance of our algorithms is calculated in terms of precision rate with 90.01%. Table 5 shows example of common errors and Table 6 example of correctly identified NEs with their common form in Latin alphabet.
Please note, that out method also retrieves multiple forms within the tranliteration pairs, so e.g. for NE Boris Yeltsin, we would retrieve: 葉爾勤, 葉 爾 辛, 葉爾侵, 葉爾欽 , because all these forms are sufficiently close in their phonological representation.
Conclusion and Future work
We have shown that it is possible to retrieve transliterated named entities in Chinese with quite high efficiency. Our method has important implications in field of information retrieval and data mining of Chinese data.
As for the future directions: more refined phonological analysis might be needed to improve precision of the task. Also our present experiment was limited to comparison of lists limited to each seed pair. Extension to global comparison might yield better results.
