Ant Colony Optimization (ACO) is one of the most recent techniques for solving combinatorial optimization problems, and has been unexpectedly successful. Therefore, many improvements have been proposed to improve the performance of the ACO algorithm. In this paper an ant colony optimization with memory is proposed, which is applied to the classical traveling salesman problem (TSP). In the proposed algorithm, each ant searches the solution not only according to the pheromone and heuristic information but also based on the memory which is from the solution of the last iteration. A large number of simulation runs are performed, and simulation results illustrate that the proposed algorithm performs better than the compared algorithms. key words: ant colony optimization, memory, combinatorial optimization problems, traveling salesman problem Recently, the ACO meta-heuristic has been proposed to provide a unifying framework for most applications of ant algorithms [6], [7] to combinatorial optimization problems. Algorithms which actually are instantiations of the ACO metaheuristic will be called ACO algorithms in the following.
Introduction
Ant colony optimization (ACO) is a recently developed, population-based approach which has been successfully applied to several NP-hard combinatorial optimization problems [1] . Combinatorial optimization problems are of high importance both for the industrial world as well as for the scientific world. It arises in many different fields such as economy, commerce, engineering, industry and medicine [2] - [4] . As the name suggests, ACO has been inspired by the behavior of real ant colonies, in particular, by their foraging behavior. One of its main ideas is the indirect communication among the individuals of a colony of agents based on an analogy with trails of a chemical substance, called pheromone, which real ants use for communication.
The pheromone trails are a kind of distributed numeric information [5] which is modified by the ants to reflect their experience accumulated while solving a particular problem.
pseudo-random-proportional action choice rule: when located at city i, ant k moves with probability qo to city / for which Tii(t)Ndfi is maximal. With probability (1 -qo) an ant performs a biased exploration of edges according to the probability. Second, in ACS only the global best ant is allowed to add pheromone. The most interesting contribution of ACS is the introduction of a local pheromone update in addition to the pheromone update performed at the end of the construction process (called offline pheromone update). The effect of the local updating rule is to make an already chosen edge less desirable for a following ant. The MaxMin AS [11] is a direct improvement over AS. The main modifications introduced by Max-Min AS with respect to AS are the following. First, to exploit the best solution found, after each iteration only the best ant, which can be either the iteration -best or the best -so -far, is allowed to add pheromone. Second, to avoid search stagnation, the allowed range of the pheromone trail strengths is limited to the interval [7-min, T max] . Last, the pheromone trails are initialized to the upper trail limit, which causes a higher exploration at the start of the algorithm. Another improvement about AS is the rank-based version of Ant System (AS rank) [12] . In AS rank, always the global-best tour is used to update the pheromone trails. Additionally, a number of best ants of the current iteration are allowed to add pheromone. To this aim the ants are sorted by tour length, and the quantity of pheromone an ant may deposit is weighted according to the rank r of the ant. Only the (co -1) best ants of each iteration are allowed to deposit pheromone. The global best solution, which gives the strongest feedback, is given weight co. The rth best ant of the current iteration contributes to pheromone updating with a weight given by max{0, co -r}.
Therefore, one important focus of the research on ACO algorithms is the introduction of algorithmic improvements to achieve a much better performance. Typically, these improved algorithms have been tested again on the TSP [9] , [12] , [13] . Recent researches on the search space characteristics of some combinatorial optimization problems have shown that during the searching process it is very difficult to control the balance between intensification and diversification [14] . In this paper the ant colony optimization al-
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and Communication Engineers gorithm with memory is proposed. It seems reasonable to assume that the concentration of the search around the solutions found in last iteration is the key aspect that leads to the improved performance. In the proposed algorithm, the ant searches for the solution not only according to the pheromone and heuristic information but also based on the memory, which is from the solution of the last iteration.
To evaluate the performance of the proposed algorithm, we simulated some TSPLIB benchmark problems. The simulation results show that the proposed algorithm produces better results over the other existing ACO algorithms [15] . The remainder of this paper is structured as follows. In Sect. 2, the traveling salesman problem (TSP) is introduced. In Sect. 3 we outline how ACO algorithms can be applied to that problem. The proposed ant colony optimization algorithm with memory is addressed in Sect. 4. In Sect. 5 the proposed algorithm is applied to the TSP, and experimental results are presented in Sect. 6. The conclusions are given in Sect. 7.
The Traveling Salesman Problem
The traveling salesman problem is arguably the most famous problem in combinatorial optimization. The popularity of the TSP derives partly from the contrast between the simplicity of its statement and its computational complexity [16] . The TSP also plays an important role in ant colony optimization since the first ACO algorithm, called Ant System, as well as many of the subsequently proposed ACO algorithms, was initially applied to the TSP. The TSP was chosen for many reasons: (1) it is a problem to which ACO algorithms are easily applied, (2) it is an NP-hard optimization problem [17] , (3) it is a standard test-bed for new algorithmic ideas and a good performance on the TSP is often taken as a proof of their usefulness, and (4) it is easily understandable, so that the algorithm behavior is not obscured by too many technicalities. Intuitively, the TSP is the problem that a salesman who wants to find, starting from his home town, the shortest possible trip through a given set of customer cities and to return to its home town. The TSP can be represented by a complete graph G = (N, A) with N being the set of nodes, also called cities, and A being the set of arcs fully connecting the nodes. Each arc (i, j) E A is assigned a value dij which represents the distance between cities i and j. The TSP then is the problem of finding a shortest closed tour visiting each of the N nodes of G exactly once (Such a tour is called Hamiltonian.). For symmetric TSP, the distances between the cities are independent of the direction of traversing the arcs, that is, di .) = dji for every pair of nodes. In the asymmetric TSP (ATSP) at least for one pair of nodes i, j we have # c/1). In this paper the symmetric TSP is adopted. All the TSP instances used in the empirical studies presented in this paper are taken from the TSPLIB benchmark library. These instances have been used in many other studies and partly stem from practical applications of the TSP. The first ACO algorithm, called ant system (AS) was firstly applied to the traveling salesman problem (TSP). We call di ,/ the length of the path between towns i and j, and let 1-)1, which called pheromone be the intensity of trail on edge (i, j) which connects i and j at time t. Each of m ants decides independently on the city to be visited next based on the intensity of pheromone trail 7-)1 and a heuristic value qii, until the tour is completed. Each ant is placed on a random start city, and builds a solution going from city to city, until it has visited all of them. The probability by which an ant k in a city i chooses /to go to a city j next is given by: TiOa. 4 if j EJk psiTii(tr-74 (1) 0, otherwise
Where the heuristic value TN, the parameters a and )3 determine the relative influence of pheromone and heuristic, and Jk is the set of cities that remain to be visited by ant k positioned on city i. Once all ants have built a tour, ants perform the following pheromone update rule:
Equation (2) consists of two parts. The left part makes the pheromone on all edges decay. The speed of this decay is defined by p, the evaporation parameter. The right part, where Ark..(t) is defined by Eq. (3) below, in which Q is a j positive constant, increases the pheromone on all the edges that are visited by ants. The amount of pheromone an ant k deposits on an arc (i, j) is defined by Lk(t), the length of the tour created by that ant at iteration t.
-Qif edge (i ,j) is used by ant k A rk(t)-Lk(t)(3) ij-0 , otherwise
In this way, the increase of pheromone for an edge depends on the number of ants that use this edge, and on the quality of the solutions found by those ants. Afterwards, several extensions and improvements of the original AS algorithm which mentioned above were introduced over the years. One of the typical extensions is the Rank-based AS [12] . In Rank-based AS, always the globalbest tour is used to update the pheromone trails. Additionally, a number of best ants of the current iteration are allowed to add pheromone. To this aim the ants are sorted by tour length, and the quantity of pheromone an ant may deposit is weighted according to the rank r of the ant. Only the (w -1) best ants of the iteration are allowed to deposit pheromone. The rth best ant of the current iteration contributes to pheromone updating with a weight given by max{0, (A) -r}. Thus the improved update rule is:
procedure ACO algorithms for TSP set parameters, initialize pheromone trails while (termination condition not met) do construct solutions as follows: 1) randomly select the initial component 2) decide the next component according to probability, which is based on the pheromone and heuristic information update trails end-while end-procedure -EcoAr?/ .7(t)
Where Afi(t) = QIE(t) and A71 .17(t) = Q/Lgb(t). In general, the ACO algorithms for the TSP follow the scheme in Fig. 1 .
Ant Colony Optimization with Memory
As mentioned above, the first ACO algorithm, called ant system, was applied to the traveling salesman problem (TSP). It gave encouraging results, yet its performance was not competitive with state-of-the-art algorithms for the TSP. Therefore, one important focus of research on ACO algorithms is the introduction of algorithmic improvements to achieve a much better performance [18] , [19] . Typically, these improved algorithms are tested again on the TSP. While they differ mainly in specific aspects of search control, all these ACO algorithms are based on a stronger exploitation of the pheromone and heuristic trails. The ACO algorithms make use of ant agents which iteratively construct candidate solutions to a combinatorial optimization. The solution of each ant is constructed according to the pheromone trails deposited before and problemdependent heuristic information. According to the combinatorial optimization, a lot of pheromone and heuristic modes are proposed. However, the searching mechanism has not been improved. In this paper an algorithm called ant colony optimization with memory is proposed. In the proposed algorithm, a novel searching mechanism is proposed to enhance the searching ability.
To solve the combinatorial problem, an individual ant constructs candidate solutions by starting with an empty solution and then iteratively adding solution components until a complete candidate solution is generated. The ants' solution construction is guided by pheromone trails and problem-dependent heuristic information. In this paper, the ant-cycle version of AS (ant system) is adopted, in which, the pheromone update is only done after all the ants had constructed the solutions and the amount of pheromone deposited by each ant was set to be a function of the solution quality. After the solution construction is completed, the ants give feedback on the solutions they have constructed by depositing pheromone on solution components which they 
Ant Colony Optimization with Memory for TSP
After the ant colony optimization with memory was proposed, we applied the algorithm to the TSP. When applying the proposed algorithm to the TSP, arcs between two cities are used as solution components, which was mentioned in Sect. 4. A pheromone trail rij(t), where t is the iteration counter, is associated with each arc (i, j). These pheromone trails are modified during the run of the algorithm through the pheromone trail evaporation and the pheromone trail reinforcement by the ant colony. When it is applied to symmetric TSP instances, pheromone trails are also symmetric. The tour construction is the most important part of the TSP. To describe the tour construction of the proposed method, we introduced TOURms(01,02,•
• , on, oi ) as the memory solution, TOURps(Pi, P2, • • , pi) as the tour that is being constructed right now and TOURTs as a temporary solution in the searching procedure, in which oi, pi E N in G(N, A) are the city number of the TSP. The tour construction process of the proposed algorithm is outlined in Fig. 3 . Initially m ants are placed on m randomly chosen cities, and the pi in TOURps of every ant is decided. In each construction step, two phases are performed. In the first phase, each ant moves based on a probabilistic decision to a city it has not yet visited. This probabilistic choice is biased by the pheromone trail ri j(t) and a locally available heuristic information ihj. The function about the pheromone trail and the heuristic information was addressed in Sect. 3. As a result, the ants prefer cities which are close and connected by arcs with a high probability which was presented as Eq. (1). After every ant selects a city as its p2 according to probability, the memory of every ant will be used in the following phase. In the second phase, the ant colony adjusts the solution component based on the memory which is from the solution of the last iteration. For each ant, the next city /32 is decided according to the probability in the first phase, and then every ant compare its arc (p1, 1,2) with its memory solution respectively. As for the result of comparison, for the ant k, two kinds of situation will happen. The first situation is that the arc (pi, 132) of present solution is the same to that of the memory solution. For example (pi = 5, /32 = 3) in the present solution, and the arc (oi = 5, oin = 3) appeared in the memory solution. In that situation, the ant make the next decision at choice city /32, and in other words the next construction step begins from p2 according two-phase selection formula to searching the next city p3. The other situation is that the arc (pi, p2) of present solution could not be found in the memory solution. other hand, if LTS is not shorter than Lms, TOURms is replaced with TOURTs , and the next construction step begin from p2 according to two-phase selection formula to search the next city p3. Then, in the second phase of the construction step from city p3 to find the next city p4, we first find ox again in TOURms, and then compare ox with o1+2 in the memory solution. According to the above construction step, an individual ant constructs a candidate solution by starting with an empty solution and then iteratively adding solution component until a complete candidate solution is generated.
To show the searching process of the proposed algorithm in detail, an instance is given out. Here we maked a small-sized TSP with seven cities and adopted it to demonstrate the searching process, which is shown in Fig. 4 . From  Fig. 4 , we can see that for every searching step, the ant selects one city according to the probabilities firstly, then compares with the memory solution, adjusts the solution according to different situation, and finally finds a better solution.
It is worth noting that although the proposed method has the similar exchanging operations with 2-opt algorithm, the exchanging mechanisms are essentially different. 2-opt considers only exchanging arcs to try to acquire the better solution, while our method considers exchanging nodes, and the decision of the nodes is based on the memory solution.
In addition, the proposed exchanging mechanism is performed in the procedure of building each solution element based on the memory solution. As a result, the proposed method concentrates the search around solutions found in the last iteration to enhance intensification.
As described above,all the ants can construct their own tour solutions as the candidate solutions by using the proposed tour construction procedure, and then update their pheromone trails. In this paper, the method of pheromone updating is the same as AS mentioned above. The pheromone trails are updating according to Eq. (2) and Eq. (3).
So far the algorithm of ant colony optimization with memory has been founded. The following search procedure describes the proposed ant colony algorithm for the TSP. the average solution of AS and the proposed algorithm during the evolution procedure of solution. We can see that at the beginning, the effect of the memory is not obvious, but from the 150th iteration, the memory plays an important role, and the advantage of the algorithm with memory comes out. Figure 7 shows the difference in detail. Figure 7 shows that the proposed algorithm converges quickly and can find a better solution. By this simulation, we can confirm the effection of the memory mechanism in the searching process.
To further evaluate the proposed algorithm, in the next simulations some other TSPLIB benchmark problems are selected and some best exsited ACO based algorithm such as Rank-based AS (AS rank) [12] , ACS [10] are used for comparison. Besides, some other softcomputing algorithms such as genetic algorithm (GA) [20] , [21] , evolutionary programming (EP) [22] , simulated annealing (SA) [23] are also used for comparison. Note that for each instances, 100 simulation runs were performed. We give the results in Table 1 , where the best integer tour length, the best real tour length (in parentheses) and the number of iteration required to find the best integer tour length (in square brackets) are recorded. The difference between integer and real tour length is that in the first case distance between cities are measured by integer numbers, while in the second case by floating point approximations of real numbers. Note that result of Rank-based 6. Simulation Results
In order to assess the effectiveness of the proposed ACO algorithm, extensive simulations were carried out over TSPLIB benchmark problems on a PC station(Intel, 2.66 GHz). The parameters setting used in the proposed algorithm is that suggested in Rank-based AS [12] , which are (a = 1,13 = 5, p = 0.5, Q = 100). The ant colony size is set to 100 in this paper. Our first simulation is performed on Ei150 (50-city) to see the effect of the memory mechanism. We recorded the variation of the best, worst and average solutions during the evolution procedure of the solution, and illustrated it in Fig. 5 . From this figure, we can find that our algorithm converges very fast. Furthermore, to see how efficiently the memory mechanism affects the performance, we also applied AS (Ant system) [8] to the Ei150 (50-city) for comparison. Note that the setting of parameters is the same as the proposed algorithm. Figure 6 shows the variation of Table 2 Average deviation from optimal value.
Problem
Tabu search
The proposed algorithm AS is from [14] , and those of GA, EP and SA are from [9] . From the Table 1 , it is clear that the proposed algorithm outperforms other algorithms in the solution quality. From the table we can also know that the proposed algorithm converges in hundreds of iterations comparing with other ACO algorithms and GA algorithm always performs several thousand search iterations for finding a solution. The reason why the proposed algorithm can find a good solution within small searching iterations can be considered that in the proposed algorithm, the memory of the ants present the better balanced intensification and diversification in searching process. In addition, in order to evaluate the proposed method from the aspect of the calculation cost, we compared the proposed method with ACS on real calculation time, where KroA100 is used. Figure 8 shows the result of the simulations. As shown in this figure, the proposed method can converge to a good solution within less time comparing with the other algorithm.
To evaluate the performance of the proposed algorithm comparing with other techniques, we also performed extended comparison with tabu search algorithm [24] on some 100-city problems. The simulation results are shown in Table 2, where the average deviations from the optimal value are listed. From this table, we can see that the performance of our proposed method is quite good and seems suitable for obtaining good solutions to the TSP problems. 
