n is post-critically algebraic if its critical hypersurfaces are periodic or preperiodic. This notion generalizes the notion of post-critically finite rational maps in dimension one. We will study the eigenvalues of the differential of such a map at its fixed points. When n = 1, a well-known fact is that the eigenvalue at a fixed point is either superattracting or repelling. We prove that when n = 2 the eigenvalues are still either superattracting or repelling. This is an improvement of a result by Mattias Jonsson. When n ≥ 2 and the fixed point is outside the post-critical set, we prove that the eigenvalues are repelling. This result improves one which was already obtained by Fornaess and Sibony under a hyperbolicity assumption on the complement of the post-critical set.
Introduction
In this article, we will work with holomorphic endomorphisms of CP n . Without any further indication, every endomorphism considered in this article is holomorphic. Let f : CP n → CP n be an endomorphism. The critical locus C f is the set of points where the differential D z f : T z CP n → T f (z) CP n is not surjective. The endomorphism f is called post-critically algebraic, PCA for short, if the postcritical set of f
is an algebraic set of codimension one. If n = 1, such an endomorphism is called post-critically finite since proper algebraic sets in CP 1 are finite sets. A point z ∈ CP n is called a fixed point of f if f (z) = z. We define an eigenvalue of f at z as an eigenvalue of D z f of f at z. We will study eigenvalues at a fixed point of a post-critically algebraic endomorphism of CP n of degree d ≥ 2. When n = 1, we have the following fundamental result: Theorem 1.1. Let f : CP 1 → CP 1 be a post-critically finite endomorphism of degree d ≥ 2 and let λ be an eigenvalue of f at a fixed point. Then either λ = 0 or |λ| > 1.
This theorem relies on the following relation of critical orbits and fixed points of endomorphisms of CP 1 . Let λ be the eigenvalue of an endomorphisms f of CP 1 (not necessary post-critically finite) at a fixed point z. Then,
• if 0 < |λ| < 1 or if λ is a root of unity, then z is the limit of the infinite orbit of some critical point, • if |λ| = 1 and λ is not a root of unity then, -either z is accumulated by the infinite orbit of some critical point, -or z is contained in a Siegel disk whose boundary is accumulated by the infinite orbit of some critical point. We refer to [Mil11] for further reading on this topic. In this article, we study how this result may be generalized to dynamics in dimension n ≥ 2. Precisely, we study the following question.
Question A. Let f be a post-critically algebraic endomorphism of CP n , n ≥ 2 of degree d ≥ 2. Let λ be an eigenvalue of f at a fixed point. Can we conclude that either λ = 0 or |λ| > 1?
In this article, we give an affirmative answer to this question when n = 2. Theorem 1. Let f be a post-critically algebraic endomorphism of CP 2 of degree d ≥ 2. Let λ be an eigenvalue of f at a fixed point. Then either λ = 0 or |λ| > 1.
Let us note that this question has been studied by several authors and some partial conclusions have been achieved. Following Fornaess-Sibony [FS94, Theorem 6.1], one can deduce that: for a PCA endomorphism f of CP n , n ≥ 2 such that CP n \ P C(f ) is Kobayashi hyperbolic and hyperbolically embedded, an eigenvalue λ of f at fixed point z / ∈ P C(f ) has modulus at least 1. Following Ueda [Ued98] , one can show that: if the differential D z f of a PCA endomorphism f of CP n , n ≥ 2 at a fixed point z does not have zero eigenvalue, then every eigenvalues of D z f has modulus at least 1 (See Corollary 2.5 in this article). When n = 2, Jonsson [Jon98] considered PCA endomorphisms of CP 2 whose critical locus does not have periodic irreducible component. He proved that for such class of maps, every eigenvalue at a fixed point has modulus strictly bigger than 1. Recently, in [Ast18] , Astorg studied the Question A under a mild transversality assumption on irreducible components of P C(f ).
Our approach to prove Theorem 1 is subdivided into two main cases: the fixed point is either outside, or inside the post-critical set.
When the fixed point is outside the post-critical set, we improve the method of [FS94] to get rid of the Kobayashi hyperbolic assumption and exclude the possibility of eigenvalues of modulus 1. We obtain the following general result.
Theorem 2. Let f be a post-critically algebraic endomorphism of CP n of degree d ≥ 2 and let λ be an eigenvalue of f at fixed point z / ∈ P C(f ). Then |λ| > 1.
When the fixed point is inside the post-critical set, we restrict our study to dimension n = 2. In that case, counting multiplicities, D z f has two eigenvalues λ 1 and λ 2 . We consider two subcases : either z is a regular point of P C(f ), or z is a singular point of P C(f ).
If the fixed point z is a regular point of P C(f ), the tangent space T z P C(f ) is invariant by D z f . Then D z f admits an eigenvalue λ 1 with associated eigenvectors in T z P C(f ). The other eigenvalue λ 2 arises as the eigenvalue of the linear endomorphism D z f : T z CP 2 /T z P C(f ) → T z CP 2 /T z P C(f ) induced by D z f . By using the normalization of irreducible algebraic curves and Theorem 1.1, we prove that the eigenvalue λ 1 has modulus strictly bigger than 1. Regarding the eigenvalue λ 2 , following the idea used to prove Theorem 2, we also deduce that either λ 2 = 0 or |λ 2 | > 1.
If the fixed point z is a singular point of P C(f ), in most of the cases, there exists a relation between λ 1 and λ 2 . Then by using Theorem 1.1, we deduce that for i = 1, 2, either λ j = 0 or |λ j | > 1. This has been already observed in [Jon98] but for the sake of completeness, we will recall the detailed statements and include the proof.
Structure of the article: In Section 2, we will recall the results of Ueda and prove that when a fixed point is not a critical point then every eigenvalue has modulus at least 1. In Section 3, we will present the strategy and the proof of Theorem 2. In Section 4, since the idea is the same as the proof of Theorem 2, we will give the proof that the transversal eigenvalue is either zero or of modulus strictly bigger than 1. In Section 5, we will study the dynamics of PCA endomorphisms of CP 2 restricting on invariants curves and then prove Theorem 1. Acknowledgement: The author is grateful to his supervisors Xavier Buff and Jasmin Raissy for their support, suggestions and encouragement. This work is supported by the fellowship of Centre International de Mathématiques et d'Informatique de Toulouse (CIMI). Notations: We denote by
• 0: the origin of C n when n ≥ 2, • D(0, r) = {x ∈ C| x < r}: the ball of radius r in C (or simply D when r = 1),
• Spec(L): the set of eigenvalues of a linear endomorphism L of a vector space V , • For an algebraic set (analytic set) in a complex manifold X, we denote by Sing X the set of singular points of X and by Reg X the set of regular points of X.
2. Eigenvalues at non-critical fixed points.
In this section, we will prove that the eigenvalues of a PCA endomorphism of CP n at a fixed point, which is not a critical point, has modulus at least 1. The proof relies on the the existence of an open subset on which we can find a family of inverse branches and the fact that the family of inverse branches of endomorphisms of CP n is normal. These facts are due to Ueda, [Ued98] . Let us recall the definition of finite branched covering: Definition 2.1. A proper, surjective continuous map f : Y → X of complex manifolds of the same dimension is called a finite branched covering (or finite ramified covering) if there exists an analytic set D of codimension one in X such that the map
is a covering. We say that f is ramified over D or a D-branched covering. The set D is called the ramification locus.
We refer to [Gun90] for more information about the theory of finite branched coverings. It is known that endomorphisms f of CP n are finite branched covering ramifying over f (C f ); for example, see [SSC + 10, Proposition 1.2]. If f is PCA, the post-critical set P C(f ) is the common ramification locus of f
•j for every j ≥ 1.
Let z / ∈ C f be a fixed point of f . Then f •j is locally invertible in a neighborhood of z. The following lemma assures that we can find a common open neighborhood on which inverse branches of f
•j fixing z are well-defined for every j ≥ 1.
Lemma 2.2 ([Ued98],Lemma 3.8). Let X be a complex manifold and D be an analytic subset of X of codimension 1. For every point x ∈ X, if W is a simply connected open neighborhood of x such that (W, W ∩ D) is homeomorphic to a cone over (∂W, ∂W ∩ D) with vertex at x, then for every branched covering η : Y → W ramifying over D ∩ W , the set η −1 (x) consists of only one point.
Proposition 2.3. Let f be a PCA endomorphism of CP n of degree d ≥ 2 and let z / ∈ C f be a fixed point of f . Let W be a simply connected open neighborhood of z such that (W, W ∩ P C(f )) is homeomorphic to a cone over (∂W, ∂W ∩ P C(f )) with vertex at z. Then there exists a family of holomorphic inverse branches h j : W → CP n of f •j fixing z, that is,
Note that for a fixed point z of a PCA endomorphism f of CP n , since P C(f ) is an algebraic set, there always exists a simply connected neighborhood W of z such that (W, W ∩ P C(f )) is homeomorphic to a cone over (∂W, ∂W ∩ P C(f )) with vertex at z. Indeed, if z / ∈ P C(f ) then we can take any simply connected neighborhood W of z in CP n \ P C(f ). If z ∈ P C(f ) then it follows from [Loj64] that such a neighborhood always exists. We refer also to [Mil16] to an approach when z is an isolated singularity of P C(f ).
Proof. For every j ≥ 1, denote by W j the connected component of f −j (W ) containing z. Since f
•j are branched covering ramifying over P C(f ), f •j induces a branched covering
ramifying over W ∩P C(f ). By Lemma 2.2, we deduce that f −1 j (z) consists of only one point, which is in fact z. Since W is simply connected hence connected, the order of the branched covering f j coincides with the branching order of f
•j at z. Note that z is not a critical point of f •j therefore the branching order of f
•j at z is 1. It means that f j is branched covering of order one of complex manifolds, thus f j is homeomorphism hence biholomorphism (See [Gun90, Corollary 11Q]). The holomorphic map h j : W → W j defined as the inverse of f j is the map we are looking for.
Once we obtained a family of inverse branches. The following theorem, which is due to Ueda, implies that this family is normal.
Theorem 2.4 ([Ued98],Theorem 2.1). Let f be an endomorphism of CP n . Let X be a complex manifold with a holomorphic map π : X → CP n . Let {h j : X → CP n } j be a family of holomorphic lifts of f
Thus, for a fixed point z of a PCA endomorphism f , if z is not a critical point (or equivalently, D z f is invertible), we can obtain an open neighborhood W of z in CP n and a normal family of holomorphic maps {h j : W → CP n } j such that
The normality of {h j } j implies that {D z h j } j is a uniformly bounded sequence (with respect to a fixed norm · on has modulus at least 1. Consequently, we can find a D z f -invariant decomposition of T z CP n as the following direct sum
where E λ is the generalized eigenspace 2 of the eigenvalue λ. We call E n the neutral eigenspace and E r the repelling eigenspace of D z f (see 3.2). If E λ is not generated by eigenvectors (or equivalently, D z f | E λ is not diagonalizable), we can find at least two generalized eigenvectors e 1 , e 2 of D z f corresponding to λ such that
tends to ∞ as j tends to ∞. This contradicts to the uniformly boundedness of {D z h j } j . Hence D z f | E λ is diagonalizable. Thus, we have proved the following result:
Corollary 2.5. Let f be a PCA endomorphism of CP n of degree d ≥ 2 and let λ be an eigenvalue of f at a fixed point z / ∈ C f . Then:
Fixed points outside the post-critical set
In this section, we will give the proof of Theorem 2.
In fact, we will consider an equivalent statement and prove this equivalent statement.
3.1. Equivalent problem in the affine case. Recall that for an endomorphism f : CP n → CP n , there exists, uniquely up to a multiplication with a constant, a homogeneous polynomial endomorphism
where P i are homogeneous polynomials of the same degree d ≥ 1 and [FS95] .
Lifts to C n+1 of an endomorphism of CP n belong to a class of so called non-degenerate homogeneous polynomial endomorphisms of C n+1 . Precisely, a non-degenerate homogeneous polynomial endomorphism of C n of algebraic degree d is a polynomial map F : C n → C n such that F (λz) = λ d z for every z ∈ C n , λ ∈ C and F −1 (0) = {0}. Conversely, such a map induces an endomorphism of CP n . This kind of maps is studied extensively in [HP94] . If we consider C n+1 as a dense open set of CP n+1 by the inclusion (ζ 0 , ζ 1 , . . . , ζ n ) → [ζ 0 : ζ 1 : . . . : ζ n : 1] then F can be extended to an endomorphism of CP n+1 . Moreover, this extension fixes the hypersurface at infinity CP n+1 \ C n+1 ∼ = CP n and the restriction to this hypersurface is the endomorphism of CP n induced by F .
Thus, if f is a PCA endomorphism of CP n , every lift F of f to C n+1 is the restriction of to C n+1 of a PCA endomorphism of CP n+1 . Therefore, PCA non-degenerate homogeneous polynomial endomorphisms of C n+1 have similar properties, which are proved in Section 2, as PCA endomorphisms of CP n . Precisely, we can sum up in the following proposition.
Proposition 3.1. Let F be a non-degenerate homogeneous polynomial endomorphisms of C n+1 of degree d ≥ 2. Then, a. Let X be a complex manifold and let π : X → C n+1 be a holomorphic map. Then every family of holomorphic maps {h j : X → C n+1 } j , which satisfies that
∈ C F be a fixed point of F . There exist a simply connected open neighborhood W of z in C n+1 and a family {h j :
where the neutral eigenspace E n is the sum of generalized eigenspaces corresponding to eigenvalues of modulus 1 and the repelling E r is the sum of generalized eigenspaces corresponding to eigenvalues of modulus strictly bigger than 1.
Remark 3.2. Regarding eigenvalues at fixed points, studying eigenvalues at a fixed point of PCA endomorphisms of CP n is equivalent to studying eigenvalues at fixed points of post-critical algebraic non-degenerate homogeneous polynomial self-map of C n+1 . Precisely, for every fixed point z ∈ CP n of a PCA endomorphism f , there exists a fixed point w of a lift F of f to C n+1 so that π CP n (w) = z and that D w F preserves T w (Cw) with an eigenvalue d (Cw is the complex line passing through 0 and w). Then D w F descends to a linear endomorphism of the quotient space T w C n+1 /T w (Cw) which is conjugate to D z f : T z CP n → T z CP n . Hence a value λ is an eigenvalue of D w F if and only if either λ is an eigenvalue of D z f or λ = d.
Conversely, if w is a fixed point of F then either w = 0 (and eigenvalues of D 0 F are all equal to 0) or w induce a fixed point π(w) of f . Since we consider only PCA endomorphisms of degree d ≥ 2, Question A is equivalent to the following question.
Question B. Let f be a non-degenerate homogeneous polynomial post-critically algebraic endomorphism of C n of degree d ≥ 2. Let λ be an eigenvalue of f at a fixed point. Can we conclude that either λ = 0 or |λ| > 1?
The advantage of this observation is that we can make use of some nice properties of the affine space C n . We will point out more advantages during the course of the paper.
3.2.
Strategy of the proof of Theorem 2. Let us first, by abusing of terminologies, classify the eigenvalues of a linear endomorphism of a complex vector space (and more generally, eigenvalues of the differential of a holomorphic self-map of a complex manifold at a fixed point) following the one dimensional terminologies. It means that an eigenvalues λ is called
-parabolic or rational if λ is a root of unity, -elliptic or irrational if λ is not a root of unity,
• repelling if |λ| > 1. By Remark 3.2, it is enough to prove the following theorem:
Theorem 3. Let f be a PCA non-degenerate homogeneous polynomial self-map of C n of degree d ≥ 2. Let λ be an eigenvalue of f at a fixed point z / ∈ P C(f ). Then λ is repelling.
The strategy of the proof is:
Step 1. Set X = C n \ P C(f ) and let π : X → X be its universal covering. We will construct a holomorphic map g : X → X such that
Step 2. We prove that the family {g
•m } m is normal. Then there exists a closed complex submanifold M of X passing through [z] such that g| M is an automorphism and dim M is the number of eigenvalues of D z f of modulus 1, i.e. neutral eigenvalues, counted with multiplicities. Due to Corollary 2.5, it is enough to prove that dim M = 0.
Step 3. We proceed by contradiction, assuming that dim M > 0. Then we construct a holomorphic mapping Φ :
By this, we deduce that D z f has no parabolic eigenvalue.
Step 4. Assume λ is a neutral irrational eigenvalue and v is an associated eigenvector. We prove that the irreducible component Γ of Φ −1 (Cv) containing [z] is smooth and Φ| Γ maps Γ biholomorphically onto a disc D(0, R), 0 < R < +∞.
Step 5. Denote by κ : D(0, R) → M the inverse of Φ| Γ . We prove that π • κ has radial limits almost everywhere on ∂D(0, R) and these radial limits land on ∂X. We deduce from that a contradiction and Theorem 3 is proved.
3.3.
Step 1: Denote by X = C n \ P C(f ) the complement of P C(f ) in C n . Since P C(f ) is an algebraic set, the set X is a connected open subset of C n then the universal covering of X is well defined. Denote by π : X → X the universal covering of X defined by
where [γ] denotes the homotopy class of γ in X, fixing the endpoints γ(0) and γ(1). Denote by [z] the element in X representing the homotopy class of the constant path at z. We endow X with a complex structure such that π : X → X is a holomorphic covering map.
Since f : Y → X is a covering map, every path γ in X starting at z 0 lifts to a path f * γ ⊂ Y starting at z 0 . In addition, if γ 1 and γ 2 are homotopic in X, then f * γ 1 and f * γ 2 are homotopic in Y ⊂ X, in particular in X. Thus, this pullback map f * induces a map g : X → X such that the following diagram commutes:
. In addition, g is holomorphic since in local charts given by π, it coincides with inverse branches of f .
3.4.
Step 2. We will prove that the family {g
•j } j is a normal family. For every integer j ≥ 1,
Lemma 3.1. The family {k j : X → X} j is normal.
Proof. By Theorem 2.4 and Remark 3.2, the family {k j : X → C n } j is normal. Denote by Q : C n → C a polynomial such that P C(f ) is the zeros locus of Q. Consider the family
The family {Q j } is normal of nonvanishing function. Then by Hurwitz's theorem, every limit map is either a nonvanishing function or a constant function. But Q j ([z]) = Q(z) = 0 hence every limit map is a nonvanishing function, i.e. every limit map of {k j } is valued in X, i.e. {k j : X → X} is normal.
We can deduce the normality of {g
Proof. Let {g •js } s be a sequence of iterates of g. Extracting subsequences if necessary, we can assume that k js converges to a holomorphic map k : X → X.
Since X is simply connected and π : X → X is a holomorphic covering map, there exists a holomorphic map g 0 :
4], the sequence g
•js s
converges locally uniformly to g 0 . This shows that g
is normal.
Remark 3.3. The proof of Lemma 3.1 relies on the PCA hypothesis. Without the PCA assumption, for a fixed point z which is not accumulated by the critical set, we can still consider the connected component U of C n \ P C(f ) containing z and the construction follows. Then we will need some control on the geometry of U to prove that the family {g
•j } is normal. For example, if U is a pseudoconvex open subset of C n or in general, if U is a taut manifold, then {g •j } j is normal.
3.5.
Step 2b. The normality of the family of iterates of g implies many useful information. In particular, following Abate [Aba89, Corollary 2.1.30-2.1.31], we derive the existence of a center manifold.
Theorem 3.4. Let X be a connected complex manifold and let g be an endomorphism of X.
Assume that g has a fixed point z. If the family of iterates of g is normal, then (1) Every eigenvalue of D z g is contained in the closed unit disc.
(2) The tangent space (4) There exists a limit map ρ of iterates of g such that ρ • ρ = ρ (5) The set of fixed points ρ(X) = M of ρ is a closed submanifold of X. (6) The submanifold M is invariant by g. In fact, g| M is an automorphism. (7) The submanifold M contains z and T z M = E n .
Applying this theorem to X and g : X → X fixing [z], we deduce that D [z] g has only eigenvalues of modulus at most 1 and
Hence λ is a neutral eigenvalue of D z f if and only if λ −1 is a neutral eigenvalue of
π maps E n to the neutral eigenspace E n of D z f , E a onto the repelling eigenspace E r of D z f (see Proposition 3.1).
We also obtain a closed center manifold M of g at [z], i.e. if λ is a neutral eigenvalue of
M . So in order to prove Theorem 3, it is enough to prove that dim M = 0. The first remarkable property of M is that π(M ) is a bounded set in C n .
Proposition 3.5. The image π(M ) is bounded.
Proof. Note that {π(g •j ([γ]))} j is in fact a sequence of backward iterations of γ(1) by f and the ω-limit set of backward images of C n by f is bounded. Precisely, since f is a homogeneous polynomial endomorphism of C n of degree d ≥ 2, the origin 0 is superattracting and the basin of attraction B is bounded with the boundary is ∂B = H −1 f (0) where
The following proposition assures that we can semiconjugate g| M to Λ. Proposition 3.6. Let M be a complex manifold and let g be an endomorphism of M such that the family of iterates of g is normal. Assume that g has a fixed point z such that D z g is diagonalizable with only neutral eigenvalues and that there exists a holomorphic map ϕ :
•j } j is locally uniformly bounded. The linear map D z g is diagonalizable with neutral eigenvalues, so {D z g −n } n is uniformly bounded on any bounded set. Then
The family {Φ N } N is also locally uniforly bounded, thus normal. Observe that
.
For every subsequence {N k }, the second term on the right hand side converges locally uniformly to 0. So for every limit map Φ of {Φ N } N , Φ satisfies that
Since g fixes z we have that for every N ≥ 1,
So D z Φ = Id for every limit map Φ of {Φ N } N .
Now we consider the complex manifold M obtained in
Step 2 and the restriction of g on M which is an automorphism with a fixed point [z] . Since Λ has only neutral eigenvalues, in order to apply Proposition 3.6, we need to construct a holomorphic map ϕ :
The map ϕ is constructed as the following composition:
where δ : X → T z X is a holomorphic map tangent to identity, π Ea :
Remark 3.7. The existence of a holomorphic map δ : X → T z X tangent to identity is one of the advantages we mentioned in Remark 3.2. It comes from the intrinsic nature of the tangent space of affine spaces. In this case, X is an open subset of C n which is an affine space directed by C n .
Corollary 3.8. Let z be a fixed point of a non-degenerate homogeneous polynomial PCA endomorphism f of C n . Assume that z / ∈ P C(f ). If λ is a neutral eigenvalue of D z f then λ is an irrational eigenvalue.
Proof. It is equivalent to consider a neutral eigenvalue λ of D [z] g and assume that λ = e
) is a complex manifold near z because π is locally biholomorphic. In particular, π(Φ −1 (Cv)) contains uncountably many fixed points of f
•q . This is a contradiction because f •q has only finitely many fixed points (see [SSC + 10, Proposition 1.3]). Hence λ is an irrational eigenvalue.
3.7.
Step 4. We obtained a holomorphic map Φ : Concerning Γ 0 , we observe that Sing Σ = Σ ∩ C Φ where C Φ = {x ∈ M | rank D x Φ < dim M } the set of critical points of Φ. By differentiating (3.1) at x ∈ M , we have
We deduce that g(C Φ ) = C Φ . Note that Γ 0 ⊂ Reg Γ is smooth since Sing Γ ⊂ Γ ∩ Sing Σ and in fact Γ 0 is a Riemann surface. In particular, [z] ∈ Γ 0 .
We will prove that Γ 0 is biholomorphic to a disc and Φ| Γ0 is conjugate to an irrational rotation. Then we can deduce from that Γ = Γ 0 and Φ Γ conjugates g| Γ to an irrational rotation. Let us first recall an important theorem in the theory of dynamic in one complex dimension. . Let S be a hyperbolic Riemann surface and let g : S → S be a holomorphic map with a fixed point z. If z is an irrational fixed point with multiplier λ then S is biholomorphic to the unit disc and g is conjugate to the irrational rotation ζ → λζ. 
It follows that Ψ(z) = Ψ (0)z for every z ∈ D. Therefore Φ| Γ0 = Ψ (0) · ψ is a conjugacy conjugating g| Γ0 to z → λz. In particular, Φ(Γ 0 ) = D(0, R), R = |Ψ (0)| ∈ (0, +∞) and Φ| Γ0 is a biholomorphism.
Proposition 3.12. The analytic set Γ is smooth and and the map
is a biholomorphic with R ∈ (0, +∞).
Proof. It is enough to prove that Γ = Γ 0 . From Lemma 3.11, we deduce that Γ 0 is simply connected. Note that Γ 0 ⊂ Reg Γ is the complement of a discrete set Γ ∩ Sing Σ in Γ. We denotê Γ, a Riemann surface (See [Chi12] ), the normalization of Γ and by Γ the universal covering ofΓ. Since Γ 0 ⊂ Reg Γ, the preimageΓ 0 of Γ 0 by the normalization, which is isomorphic to Γ 0 , is simply connected. Hence the preimage ofΓ 0 by the universal covering in Γ is a simply connected open subset in Γ with discrete complement. Then either Γ is biholomorphic to the unit disc (or C) and Γ 0 = Γ or Γ is biholomorphic to CP 1 and Γ \ Γ 0 is only one point. Since π| Γ is a non constant bounded holomorphic function valued in C n , the only case possible is thatΓ is biholomorphic to a disc and Γ 0 = Γ.
Thus, we obtain a biholomorphic map κ := (
exists for almost every θ ∈ [0, 2π).
Remark 3.13. This is another advantage we mentioned in Remark 3.2.
Proposition 3.14. If τ θ exists, τ θ ∈ P C(f ).
Proof. Consider θ such that τ θ exists and τ θ / ∈ P C(f ), i.e. τ θ ∈ X. Note that
where γ R (t) = τ (tRe iθ ), γ R (1) = τ θ is a well-defined path in X starting at z hence it defines an element in X. Moreover, in X, the family of paths
But re iθ r→R
which yields a contradiction. Thus τ θ ∈ P C(f ). Now, denote by Q a defining polynomial of P C(f ) then
It is a contradiction and our proof of Theorem 3 is complete.
Fixed point as a regular point
Now we consider a fixed point z of a PCA endomorphism f of CP n which is a regular point of P C(f ). Then T z P C(f ) is well-defined and it is a D z f -invariant subspace of T z CP n . On one hand, it is natural to expect that our method of the previous case can be extended to prove that D z f | TzP C(f ) has only repelling eigenvalues (it cannot have superattracting eigenvalue, see Remark 4.5 below). Unfortunately, there are some difficulties due to the existence of singularities of codimension higher than 1 that we cannot overcome easily. On the other hand, we are able to adapt our method to prove that the transversal eigenvalue with respect to T z P C(f ), i.e. the eigenvalue of D z f :
, is repelling. Precisely, we will prove the following result.
Proposition 4.1. Let f be a PCA endomorphism of CP n of degree d ≥ 2 and let λ be an eigenvalue of f at a fixed point z which is a point of Reg P C(f ). Then the eigenvalue of the linear map
is either repelling or superattracting.
By Remark 3.2, it is equivalent to prove the following result.
Proposition 4.2. Let f be a PCA non-degenerate homogeneous polynomial endomorphism of C n of degree d ≥ 2 and let λ be an eigenvalue of f at a fixed point z which is a point of Reg P C(f ). Then the eigenvalue of the linear map D z f :
Since P C(f ) has codimension one, D z f has exactly one eigenvalue and we denote it by λ. The value λ is also an eigenvalue of D z f . The proof of Proposition 4.2 will occupy the rest of this section.
4.1. Strategy of the proof. Denote by X = C n \ P C(f ).
Step 1. We will prove that if λ = 0 then |λ| ≥ 1 and z is not a critical point. Then we prove that |λ| = 1 will lead to a contradiction. By assuming |λ| = 1, following from the discussion in Section 2, there exists an eigenvector v of D z f corresponding to λ such that v / ∈ T z P C(f ). Our objective is to build a holomorphic map τ : D(0, R) → X so that τ (0) = z, τ (0) = v and τ has radial limit almost everywhere and these radial limits land on P C(f ) whenever they exist. The construction of τ occupies Step 2 to Step 6 and the contradiction will be deduced in Step 7.
Step 2. We construct a connected complex manifold X of dimension n with two holomorphic maps π : X → X, g : X → X such that
Step 3. We prove that {g •j } j is a normal family. Then we extract a subsequence {g
Step 4. We will study M = ρ( X). Precisely, we will prove that M represents a limit manifold of inverse branches of f at z.
Step 5. We construct a holomorphic map Φ : M → T z M, Φ(z) = 0, D z Φ = Id which semiconjugates g to the restriction of (D z f ) −1 to the neutral eigenspace E n (see Proposition 3.1.c).
Step 6. We prove that there exists an irreducible component Γ of Φ −1 (Cv) which is smooth and biholomorphic to the punctured disc. Precisely, we prove that Φ(Γ) = D(0, R) * with R ∈ (0, +∞) and the map τ := π • (Φ| Γ ) −1 extends to a holomorphic map from D(0, R) to
Step 7. We prove that the map τ has radial limit almost everywhere and the limit belong to P C(f ) if it exists. It implies that π • τ ⊂ P C(f ) which yields a contradiction to the fact that v / ∈ T z P C(f ). It means that the assumption |λ| = 1 is false thus Proposition 4.2 is proved.
4.2.
Step 1. Let us recall the following result due to Grauert, [GR58, Satz 10]. This is in fact a local statement and we will apply it to a PCA non-degenerate homogeneous polynomial endomorphism of C n to obtain the following result (see also [Ued98, Lemma 3.5]).
Proposition 4.4. Let f be a PCA non-degenerate homogeneous polynomial endomorphism of C n of degree d ≥ 2. Then f −1 (Reg P C(f )) ⊂ Reg P C(f ) and
is locally a biholomorphism.
Remark 4.5. In particular, Proposition 4.4 implies that if f has a fixed point z ∈ Reg P C(f ) then
If λ = 0 then z is not a critical point. By Proposition 3.1, the modulus of λ is at least 1. Then we will prove Proposition 4.1 by contradiction by assuming that |λ| = 1. If |λ| = 1, there exists an associated eigenvector v of D z f such that v / ∈ T z P C(f ). Indeed, note that
where Spec(D z f ) has only one eigenvalue λ of modulus one. Then the repelling eigenspace E r is included in T z P C(f ). The diagonalizability of D z f | En implies that E n is generated by a basis consisting of eigenvectors. The vector v is such an eigenvector which is not in T z P C(f ).
4.3.
Step 2. Denote by X = C n \ P C(f ).
4.3.1. Construction of X. We construct a complex manifold X, a covering map π : X → X and a holomorphic map g : X → X such that
Denote by
the space of paths starting at z and varying in X. Let γ 0 , γ 1 ∈ Ξ. We say that γ 0 and γ 1 are homotopic relative to X if there exists a continuous map
H(t, s) ⊂ X ∀t = 0. Denote by γ 0 ∼ X γ 1 if γ 0 and γ 1 are homotopic relative to X. In other words, γ 0 and γ 1 are homotopic by a homotopy of paths {γ t , t ∈ [0, 1]} such that γ t ∈ Ξ for every t. It is easy to see that homotopy relative to X is an equivalence relation on Ξ. Denote by X the quotient space of Ξ by this relation and by [γ] the equivalent class of γ ∈ Ξ. Denote by We can transport the complex structure of X to X and this will make X a complex manifold of dimension n. Note that π is also a holomorphic covering map.
4.3.2.
Maps represent the inverse branches of f . We will construct a holomorphic mapping g : X → X which is induced by the pullback action of f on paths in Ξ.
Lemma 4.6. Let γ be a path in Ξ. Then there exists a unique path f
Proof. Since f is locally invertible at z and since f −1 (X) ⊂ X, there exists t 0 ∈ [0, 1] such that γ| Lemma 4.7.
Proof. Lemma 4.6 implies that the pull-back of a homotopy of paths in Ξ between γ 0 and γ 1 is a homotopy of paths in Ξ between f * γ 0 and f * γ 1 . See also Figure 4 .3.2.
The two previous lemmas allow us to define a map g : X → X as follow
4.3.3. The connectedness of X. The connectedness of X is not obvious from the construction. We will introduce a notion of regular neighborhood which is not only useful in proving X is connected but also very important later. It follows that every element in X can be joined by paths to an element in W thus X is path-connected hence connected. Now we will prove that we can indeed find a regular neighborhood when z is a regular point of P C(f ). Let (ζ 1 , . . . , ζ n ) be a local coordinates vanishing at z in which P C(f ) is given by {ζ 1 = 0}. Let U be the unit polydisk centered at z. Remark 4.11. The construction above also implies that z admits a basis of neighborhoods consisting of regular neighborhoods.
4.3.4.
Dynamics of g on regular neighborhoods. Let W be a regular neighborhood of z and denote by σ : W \ P C(f ) → W be the inverse of π| W . Note that if W is constructed as above, then by Proposition 3.1.b, there exists a family of holomorphic maps h j : W → C n , j ≥ 1 such that
We can deduce from the definition of g that for every
, then by definition, we have for every j ≥ 1,
Recall that the family {h j : W → C n } j is normal. The assumption |λ| = 1 allows us to control the value taken by any limit maps of this family. Note that
Lemma 4.12. Let h = lim s→∞ h js be a limit map of {h j :
Proof. Recall that P C(f ) is the zero locus of a polynomial Q :
Since h js (W \ P C(f )) ⊂ X, the map Q • h| W \P C(f ) is the limit of a sequence of nonvanishing holomorphic functions. By Hurwitz's theorem, Q • h| W \P C(f ) is either a nonvanishing function or identically 0, i.e. either h(
Let v be an eigenvector of D z f associated to the eigenvalue λ. Then we have
for some limit value λ of {λ j } j . Since we assumed that |λ| = 1 hence |λ | = 1. The fact that
4.4.
Step 3. We will prove that {g
•j : X → X} j is normal. Following 3.4, it is enough to prove two following lemmas.
Lemma 4.13. The family {k j = π • g
•j : X → X} j is normal.
Proof. Note that {k j : X → C n } j is locally unifomrly bounded hence normal (see Proposition 3.5). Consider a limit map k of this family, by using Hurwitz's theorem, we deduce that either
Let W be a regular neighborhood of z then there exists a family {h j :
Lemma 4.14. Every holomorphic map k : X → X can be lifted by π to a holomorphic map k : X → X.
Proof. Consider an element [γ] ∈ X. We can define a path γ : [0, 1] → X as follow
Hence we deduce that:
Proposition 4.15. The family {g •j : X → X} j is normal.
Proof. Let {g •js } s be sequence of iterates of g. Extracting subsequences if necessary, we can assume that {k js } s converges locally uniformly to a holomorphic map k : X → X. By Lemma 4.14, there exists a holomorphic map k : X → X so that π • k = k. We will prove that {g 
Thus we conclude the proposition.
Following [Aba89, Corollary 2.1.29], the normality of {g •j } j implies that there exists a subsequence {g •j k } k converging to a holomorphic retraction ρ : X → X of X, i.e. ρ • ρ = ρ. By [Car86] , the image M = ρ( X) is a closed submanifold of X. By [Aba89, Corollary 2.1.31], M is invariant by g and g| M is an automorphism.
4.5.
Step 4. We will study the dynamics of g restricted on M . The difference between the construction of universal covering used in the first case (the fixed point is outside P C(f )) and the construction of X in this case is that X does not contain a point representing z. Hence it is not straight forward that we can relate the dynamics of g on M with the dynamics of f near z.
We consider the objects introduced in 4.3.4. In particular, we consider a regular neighborhood W of z in C n and the family {h j :
Define a holomorphic map H : W \ P C(f ) → C n as follows:
By (4.1), we have
. Since {h j : W → C n } j is normal, by passing to subsequences, we can extend H to a holomorphic map H :
Note that h j (z) = z for every j ≥ 1. Then H(z) = z. By continuity of H, there exists an open neighborhood U of z in W such that H(U ) ⊂ W . Note that we choose U to be a regular neighborhood of z (see Remark 4.11) and we can shrink U whenever we need to. Recall that for every [γ] ∈ W , we have g
Moreover, since σ • π| W = Id W , the composition
is well defined on U \ P C(f ) and equals to H| U \P C(f ) . Since H is the extension of H, we deduce that
Proposition 4.16. The set H(U ) is a submanifold of W containing z whose dimension is the number of neutral eigenvalues of D z f counted with multiplicities. Moreover, T z H(U ) = E n and
Proof. The first assertion is due to [Car86] since H • H = H on U . The rest are consequences of the fact that H is a limit map of the family {h j : W → C n } j of inverse branches fixing z of f (see Corollary 2.5).
Proof. Since X is connected, M is also a connected complex manifold. Thus dim M = rank D x ρ for every x ∈ M . In particular, if we choose x = σ(z) with w ∈ U \ P C(f ) then
In other words, π(M ) is a submanifold of C n in a neighborhood of z. Moreover, following Proposition 3.5, we can deduce that π(M ) is a bounded in C n .
4.6.
Step 5. Denote by Λ = (D z f | En ) −1 . We will construct a holomorphic Φ :
The construction follows the idea in 3.6 and the connection established in
Step 3 between g and inverse branches of f at z.
Lemma 4.18. There exists a holomorphic map Φ :
Proof. We consider a holomorphic map ϕ : M → E n constructed as the following composition
We consider the family
Since Λ is diagonalizable with only neutral eigenvalues, this family is uniformly bounded hence so does the family of its Cesàro averages
Therefore, {Φ N } N is normal and every limit map Φ of {Φ N } N satisfies that
Note that Φ(M ) is also a bounded set in E n .
Let us fix such a limit map Φ = lim k→∞ Φ N k . We will prove that Φ restricted to U ∩ M is a biholomorphism. In order to do so, we consider the following holomorphic: function
The map Φ 1 is bounded hence we can extend it to a holomorphic function on H(U ). By abuse of notations, we denote the extension by Φ 1 . We will prove that Φ 1 is invertible in a neighborhood of z in H(U ). Precisely, on H(U ) \ P C(f ), we have
Note that D z h j | H(U ) = Λ j , then we can deduce that Φ 1 (z) = 0 and D z Φ 1 = Id. Therefore, there exists a regular neighborhood V of z in W such that Φ 1 is biholomorphic on V ∩ H(U ). Consequently, since σ is a biholomorphism, the neighborhood V induces an open neighborhood V = σ(V \ P C(f )) in W such that Φ is biholomorphic on V ∩ M. By shrinking U , we can assume that V = U hence Φ| U ∩M is a biholomorphism. Step 6. The map Φ 1 extends the image of Φ in the sense that Φ(M ) ∪ Φ 1 (H(U )) contains a full neighborhood of 0 in E n . Let v ∈ E n be an eigenvector of D z f associated to λ. We will study the preimage Φ −1 (Cv) of Cv by Φ. Denote by Γ 1 the irreducible component of Φ −1 1 (Cv) containing z. Since D z Φ 1 = Id, Γ 1 is a submanifold of dimension one of H(U ) near z and T z Γ 1 = Cv. Note that v / ∈ T z P C(f ), then by shrinking U if necessary, we can assume that Γ 1 ∩ P C(f ) = {z}. In other words, Γ 1 \ {z} is a smooth component of Φ
and σ is a biholomorphism, there exists uniquely an irreducible component Γ of Φ −1 (Cv) such that Γ contains σ(Γ 1 \ {z}). Moreover, Φ(Γ) is a punctured neighborhood of 0 in Cv. It means that 0 / ∈ Φ(Γ) but Φ(Γ) ∪ {0} contains an open neighborhood of 0 in Cv. We will prove that Γ is in fact biholomorphic a punctured disc and Φ| Γ is a biholomorphism conjugating g| Γ to the irrational rotation ζ → λζ.
Following 3.7, we consider Γ 0 = Γ \ C Φ where C Φ the set of critical points of Φ. Then Γ 0 is a hyperbolic Riemann surface which is invariant by g. The map g induces an automorphism g| Γ0 on Γ 0 such that g|
•j k Γ0 converges to ρ = Id M which is identity on Γ 0 . On one hand, Γ 0 contains σ(Γ 1 \ P C(f )) hence Φ(Γ 0 ) is also a punctured neighborhood of 0 in Cv. On another hand, g restricted on σ(Γ 1 \ P C(f )) is conjugate to h restricted on Γ 1 \ P C(f ). Note that h fixes z = Γ 1 ∩P C(f ). Hence we can consider an abstract Riemann surface Γ 0 = Γ 0 ∪{z} and two holomorphic maps ι : Γ 0 → Γ 0 , Φ : Γ 0 → Cv ⊂ E n so that ι is an injective holomorphic map, Γ 0 \ ι(Γ 0 ) = {z}, Φ (z) = 0 and the following diagram commutes.
Moreover, Γ 0 admits an automorphism g fixing the point z with multiplier λ and extends g| Γ0 in the sense that g • ι = ι • g. Note that Φ (Γ 0 ) = Φ(Γ 0 ) ∪ {0} is bounded in E n . Then by arguing as in Lemma 3.11, we deduce that.
Lemma 4.19. The Riemann surface Γ 0 is biholomorphic to a disc D(0, R), R ∈ (0, +∞) and Φ : Γ 0 → Φ (Γ 0 ) = D(0, R), Φ (z) = 0 is a biholomorphism conjugating g to the irrational rotation ζ → λζ.
Consequently, Γ 0 is biholomorphic to D(0, R) and Φ| Γ is a biholomorphism. Proof. It is enough to prove that Γ = Γ 0 . The idea is similar to the proof of Proposition 3.12 Note that Γ 0 is the complement of a discrete set Γ ∩ Sing Φ −1 (Cv) in Γ and Γ 0 is biholomorphic to a punctured disc D(0, R)
is also a punctured neighborhood of 0 and Γ 0 ⊂ Reg Γ has discrete complement.
Then we can consider an abstract one dimensional analytic space Γ = Γ∪{z} such that Γ 0 ⊂ Γ and Γ \ Γ 0 is a discrete set containing singular points of Γ (which is exactly Γ \ Γ 0 ). Then by arguing similarly to 3.12, we can deduce that Γ is biholomorphic to D(0, R) hence the proposition is proved.
4.8.
Step 7. Denote by
The map τ 1 has a holomorphic extension to the map τ :
The map τ takes values in π(M ), which is bounded , hence the radial limit
Then by arguing similarly to Proposition 3.14, we deduce that the radial limit τ θ ∈ P C(f ) if this limit exists.
Recall that Q is the defining polynomial of P C(f ) then Q • τ has vanishing radial limit for almost every θ ∈ [0, 2π). It means that Q • τ is identically 0. Hence τ (D(0, 1)) ⊂ P C(f ). This is a contradiction since τ (0) = v / ∈ T z P C(f ). The proof the Proposition 4.2 is complete.
Fixed point as a singular point
This section is devoted to the proof of the main result Theorem 1. Let f be a post-critically algebraic endomorphism of CP 2 of degree d ≥ 2. Let λ be an eigenvalue of f at a fixed point. Then either λ = 0 or |λ| > 1.
If the fixed point is not in P C(f ), then the result follows from Theorem 2. So, without loss of generality, we may assume that the fixed point is in P C(f ). Note that if λ is an eigenvalue of f at a fixed point z, λ j is an eigenvalue of f •j at the fixed point z. If we can prove that λ j is either superattracting or repelling, so is λ. It means that we can always pass to some iterations.
After passing to an iterate if necessary, we may assume that the fixed point belongs to an invariant irreducible component Γ of P C(f ). The reason why we have to restrict to dimension n = 2 is that in this case, Γ is an algebraic curve. There is a normalization n :Γ → Γ whereΓ is a smooth compact Riemann surface and n is a biholomorphism outside a finite set (see [Sha94] , [Gun90] or [Chi12] ). And there is a holomorphic endomorphismf :Γ →Γ such that n •f = f • n.
In section 5.1, we analyse the dynamics off :Γ →Γ and in particular, we show that when f is PCA, thenf is post-critically finite. In Section 5.2, we complete the proof in the case where the fixed point belongs to the regular part of P C(f ) and in Section 5.3, we complete the proof in the case where the fixed point belongs to the singular part of P C(f ).
5.1. Dynamics on an invariant curve. To begin with, assume f : CP 2 → CP 2 is an endomorphism of degree d ≥ 2 (not necessarily PCA) and Γ ⊂ CP 2 is an irreducible algebraic curve such that f (Γ) = Γ. Let n :Γ → Γ be a normalization of Γ andf :Γ →Γ be an endomorphism such that n •f = f • n. According to [FS94, Theorem 7 .4], the endomorphismf :Γ →Γ has degree d ≥ 2. It follows from the Riemann-Hurwitz Formula that the compact Riemann surfaceΓ has genus 0 or 1. In addition, if the genus is 1, thenf has no critical point and all fixed points off are repelling with common repelling eigenvalue λ satisfying |λ| = √ d . If the genus is 0, then the following lemma implies that the postcritical set off and f are closely related.
Lemma 5.1. Denote by Vf and V f the set of critical values off and f respectively. Then
Proof. The set of critical values off is characterized by the following property: x / ∈ Vf if and only if for every y ∈f −1 (x),f is injective near y. Note that n :Γ → Γ induces a parametrization of the germ (Γ, x) such that for every x ∈ Γ and for every y ∈ n −1 (x), n is injective near y (see also 2.3, [Wal04] ).
• If Γ ⊂ V f , let x / ∈ n −1 (V f ) and let y ∈f −1 (x). Then n(y) ∈ f −1 (n(x)). Since n(x) / ∈ V f then f is injective near n(y). Combining with the fact that n is locally injective, we deduce thatf is injective near y. Thus x / ∈ Vf .
• If Γ ⊂ V f , let x / ∈ n −1 (Sing V f ) and let y ∈f −1 (x). Then n(y) ∈ f −1 (n(x)) and n(x) ∈ Reg V f . By Proposition 4.4, we can deduce that n(y) ∈ f −1 (Reg V f ) and
is locally injective. It implies thatf is also injective near y. Hence x / ∈ Vf . Thus we obtain the conclusion of the lemma.
Proposition 5.2. IfΓ has genus 0 and f is a PCA endomorphism thenf is a PCF endomorphism.
Proof. We have that
• n for all j ≥ 1, applying the previous lemma to f •j andf •j yields
In both cases, P C(f ) is contained in the preimage by n of a proper algebraic subset of Γ, which therefore is finite. Since n is proper, P C(f ) is finite and so,f is PCF.
Assume that f has a fixed point z which is a regular point of Γ (which is not necessary an irreducible component of P C(f )). Since n is a biholomorphism outside the preimage of singular points of Γ, the point n −1 (z) is a fixed point off and n will conjugate D z f | TzΓ and D n −1 (z)f .
Denote by λ the eigenvalue of D z f | TzΓ . Then λ is also the eigenvalue of D n −1 (z)f . The previous discussion allows us to conclude that either λ = 0 or |λ| > 1. Thus we can deduce the following lemma.
Lemma 5.3. Let f be a PCA endomorphism of CP 2 of degree d ≥ 2, let Γ ⊂ CP 2 be an invariant irreducible algebraic curve, let z ∈ RegΓ be a fixed point of f and let λ be the eigenvalue of D z f | TzΓ . Then, either λ = 0 or |λ| > 1.
5.2.
The fixed point is a regular point of P C(f ). Let f be a PCA endomorphism of CP 2 with a fixed point z which is a regular point of P C(f ). Denote by Γ the irreducible component of
By Proposition 4.4, the eigenvalue of D z f | TzΓ is not 0 hence repelling by Lemma 5.3. By Proposition 4.1, the eigenvalue of D z f is either superattracting or repelling. Thus Theorem 1 is proved when the fixed point is a regular point of the post-critical set.
5.3.
The fixed point is a singular point of P C(f ). When the fixed point z is a singular point of P C(f ), by passing to some iterations, we can assume that f induces a holomorphic germ at z which fixes a singular germ of curve at z which is induced by some irreducible components of P C(f ). On one hand, from the local point of view, there exists (in most of cases) a relation between two eigenvalues of D z f as a holomorphic germ fixing a singular germ of curve. On the other hand, from the global point of view, these eigenvalues can be identified with the eigenvalue the germ at a fixed point of the lifting of f to the normalization of P C(f ). Then by Proposition 5.2, we can conclude Theorem 1. 5.3.1. Holomorphic germ of (C 2 , 0) fixing a singular germ of curve. Let (Σ, 0) be an irreducible germ of curve at 0 in (C 2 , 0) defined by a holomorphic germ g : (C 2 , 0) → (C, 0). In a local coordinate (x, y) of C 2 , if g(0, y) ≡ 0, i.e. g does not identically vanish on {x = 0}, it is well known that there exists an injective holomorphic germ γ : (C, 0) → (C 2 , 0) of the form γ(t) = (t m , αt n + O(t n+1 )) parameterizing Σ, i.e. γ((C, 0)) = (Σ, 0) (see [Wal04, Theorem 2.2.6]). If Σ is singular, after a change of coordinates, α can be 1 and m and n satisfy that 1 < m < n, m |n. The germ γ is called a Puiseux parametrization. In fact, if Σ is a germ induced by an algebraic curve Γ in CP 2 , then γ coincide with the germ induced by the normalization morphism. When Σ is singular, the integers m and n are called the first two Puiseux characteristics of Γ and they are invariants of the equisingularity class of Γ. In particular, m and n do not depend the choice of local coordinates. We refer to [Wal04] for further discussion about Puiseux characteristics. We refer also to [Zar06] and references therein for discussion about equisingular invariants. Now, consider a proper 4 holomorphic germ g : (C 2 , 0) → (C 2 , 0) and a singular germ of curve (Σ, 0). If Σ is invariant by g, i.e. g(Σ) = Σ, g acts as a permutation on irreducible branches of 4 Proper germ means that g −1 (0) = 0. In particular, an endomorphism of CP 2 induces a proper germ at its fixed points.
Σ. Then by passing to some iterations of g, we assume that there exists an invariant branch. The following propositions show that there exists a relation between two eigenvalues of D 0 g.
When g has an invariant singular branch, the following result was observed by Jonsson, [Jon98] .
Proposition 5.4. Let Σ be an irreducible singular germ of curve parametrized by γ : (C, 0) → (C 2 , 0) of the form γ(t) = (t m , t n + O(t n+1 )), 1 < m < n, m |n.
Let g : (C 2 , 0) → (C 2 , 0) andĝ : (C, 0) → (C, 0),ĝ(t) = λt + O(t 2 ) be holomorphic germs such that
Then the eigenvalues of D 0 g are λ m and λ n .
Proof. The germ g has an expansion of the form g(x, y) = ax + by + h 1 (x, y), cx + dy + h 2 (x, y)
where h 1 (x, y) = O( (x, y) 2 ), h 2 (x, y) = O( (x, y) 2 ). Replacing those expansions in the equation When g has an invariant regular branch which is the image of another branch, g is not an injective germ hence 0 is an eigenvalue of D 0 g. This case was not considered in [Jon98] since Jonsson assumed that there is no periodic critical point.
Proposition 5.5. Let g : (C 2 , 0) → (C 2 , 0) be a proper holomorphic germ and let Σ 1 , Σ 2 be irreducible germs of curves at 0 such that Σ 1 = Σ 2 , g(Σ 1 ) = Σ 2 , g(Σ 2 ) = Σ 2 . If Σ 2 is regular then the eigenvalues of D z g are 0 and λ where λ is the eigenvalue of D 0 g| T0Σ2 .
Proof. Since Σ 2 is regular, we choose a local coordinates (x, y) of (C 2 , 0) such that Σ 2 = {x = 0}. Since Σ 1 and Σ 2 are distinct irreducible germs, the defining function of Σ 1 does not identically vanish on Σ 2 . Then we can find a Puiseux parametrization of Σ 1 of the form
where m, n are positive integers (see [Wal04, Theorem 2.2.6]). The germ g has an expansion of the form g(x, y) = (ax + by + h 1 (x, y), cx + dy + h 2 (x, y))
where h 1 (x, y) = O( (x, y) 2 ), h 2 (x, y) = O( (x, y) 2 ). The invariance of Σ 2 implies that b = 0 and g has the form g(x, y) = (x(a + h 3 (x, y)), cx + dy + h 2 (x, y)) And finally, if g has two invariant regular branches which are tangent, we have the following result (see also [Jon98] ).
