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Superconducting nanowire single photon detectors (SNSPDs) have emerged as mature 
detection technology that oﬀers superior performance relative to competing infrared 
photon counting technologies. SNSPDs have the potential to revolutionize a range of 
advanced infrared photon counting applications, from quantum information science 
to remote sensing.  The scale up to large area SNSPD arrays or cameras consisting of 
hundreds or thousands of pixels is limited by efficient readout schemes.  
This thesis gives a full overview of current SNSPD technology, describing design, 
fabrication, testing and applications.  Prototype 4-pixel SNSPD arrays (30 x 30 µm2 and 
60 x 60 µm2) were fabricated, tested and time-division multiplexed via a power 
combiner. In addition, a photon-number resolved code-division multiplexed 4-pixel 
array was simulated. Finally, a 100 m calibration-free distributed fibre temperature 
testbed, based on Raman backscattered photons detected by a single pixel fibre-
coupled SNSPD housed in a Gifford McMahon cryostat was experimentally 
demonstrated with a spatial resolution of approximately 83 cm. At present, it is the 
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Chapter 1 – Introduction
 
The detection of light consists in a first step where, after the absorption of photons, 
an element changes its state (electrical, mechanical or chemical) and a second step 
in which the collected light-signal, usually analogical and continuous over the time-
space domain (or the reciprocal frequency domain) is converted into an electrical 
unit, reproduced as a numerical/discrete signal in one of the two domains.  
A seminal contribution to the study of light was made in the first decade of the XX 
century when Albert Einstein and Max Planck developed a solution to the “wave-
particle duality”. Maxwell’s theory explained that light is no more than a sub-
ensemble of the all possible frequencies (spectrum) of the energy from 
electromagnetic fields (radiations). However, there was still uncertainty about the 
propagation of light, especially for the microscopic scale. Quantum mechanics, 
supported by some contradictions after the investigation of the black body radiation, 
postulated the presence of an undividable packet of light called “photon”, showing 
both corporeal and waveform properties. Like a wave, it has no mass and no electric 
charge but like a particle it can exchange energy. Hence, every light-source is a 
multiple of that packet and the energy E of a single component is equal to h∙c/λ, 
where h is the Planck’s constant, c is the speed of light in vacuum and λ is the 
wavelength of a photon. What is ordinarily called light is the energy associated to 
wavelengths from about 400 nm to 700 nm but, in science, photons at higher 
(infrared) or lower (ultraviolet) wavelengths follow the same behaviour. 
About 40 years later, a device was finally able to isolate a single photon. This 
detector, called “Photomultiplier tube” [1, 2], can perfectly reveal a single photon in 
the visible and the near infrared regions of the electromagnetic spectrum. The 
opportunity to measure signals as weak as single-photons offers the ultimate 
sensitivity for every purpose in photonics and other kind of measurements 
correlated to light, e.g. thermal energy. 
The progress in semiconductor technology resulted in other kinds of single-photon 
detectors like avalanche photodiodes, combined with the reliability of time-




correlated single-photon counting techniques [3], have already made possible a wide 
variety of applications, especially in the visible region of the electromagnetic 
spectrum. Concurrently, there is considerable demand for improved performances at 
infrared wavelengths (>1 micron). Indeed, Quantum Technology applications require 
new devices detecting light at the quantum level across the electromagnetic 
spectrum [4]. The use of single quantum objects (as photons) to encode, process and 
transmit information is ready to revolutionize not only telecommunications [5], 
electronics [6] and computer science [7] but other less related research fields, like 
bio-medicine [8] or fibre-optic sensing [9]. 
A solid step forward for single-photon sensitivity arrived from superconductivity. In 
2001, Gregory Gol’tsman developed thin strips (around 10 nm x 200 nm) patterned 
by electron beam lithography in an ultrathin superconducting film, usually called 
Superconducting Nanowires Single-Photon Detectors (abbreviated in SNSPDs or 
SSPDs). At the time of writing, it is the fastest single-photon-detecting and single-
photon-counting technology and can outperform semiconductor detectors [10]. 
Today, real challenge is the setup of scalable readout schemes for arrays of SNSPDs. 
Modern applications in telecommunications require a large amount of data to be 
processed. Therefore, the wider adoption of SNSPDs in real-world applications is 
deeply linked to the availability of high-density-pixels arrays. 
Target of this thesis is to prove that SNSPD fabrication is mature enough to obtain 
homogenous array to be used in a tangible application like a fibre optic temperature 
sensor system for deployment in borehole studies for geothermometry. 
In Chapter 2, an introduction to single-photon sensing technologies and 
superconductivity is given. In Chapter 3, experimental and analytical methods for 
SNSPDs fabrication and testing are discussed. In Chapter 4, results from a 30 x 30 
µm2 and 60 x 60 µm2 arrays are presented, alongside simulations for an alternative 
multiplexing scheme. In Chapter 5, a fibre temperature sensing setup based on 
SNSPD is reported. Chapter 6 is dedicated to conclusions and future developments. 
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Chapter 2 – Background review
 
This chapter introduces the principles of single photon detection, gives an overview 
of the state-of-the-art in photon counting technologies and introduces important 
advanced photon counting applications. 
2.1 Principle of single-photon detection 
An ideal single-photon detector may be defined as a device that converts the energy 
of every impinging single photon into an immediately generated electrical pulse 
(photo-electric effect) or into a thermal variation (photo-thermal effect). It is even 
expected for such detectors to be able to register photons over a wide range of 
energies. Recalling the remarks in the previous chapter, these energies (E) are 
inversely proportional to the wavelength (λ) or directly proportional to the 
frequency (ν) of a photon (E = h∙c/λ = h∙ν). In the real world, practical sensors cannot 
provide those performances all together, and trade -offs are necessary. Some 
parameters have been introduced to evaluate single-photon sensors and then 
determine for which applications they are employable. 
2.1.1 Single-photon detection figures of merit 
Detection efficiency: A first metric that classifies the performance a single-photon 
device is the efficiency (ηQE). It is a dimensionless quantity counting the number of 
photons recorded over the total amount of sent photons (i.e. 0 < ηQE < 1). It can be 
viewed as the probability of single-photon detection. Indeed, when a detector is 
exposed to a photon flux only a fraction of photons is detected due to some 
independent factors: 
▪ Reflections and scattering effects at the surface of the detector or photo-
transmission through the detection layer are frequent. This is mainly due to 
the structural design of the detector. The remaining fraction of photons 
represents the absorption efficiency (ηabsorption). It should be observed that 
even ηabsorption is typically related to the material of the detection layer and 
the wavelength of the source. 




▪ There is a registering efficiency (ηregistering) because part of the absorbed 
photons could not produce an absorption event [1]. In a photoelectric 
system, the electron-hole pair generated can at times recombine before an 
avalanche is triggered. 
▪ There is a coupling efficiency (ηcoupling) to consider and it does not depend on 
the properties of the device but on the optical arrangement for a given 
detector. When the spot size of the photon beam from the light-source is 
larger than the active area of the detector, only a fraction of photons 
impinges on the detector surface due to non-ideal optical coupling. While, 
the previous efficiencies cannot be changed after the fabrication of the 
device, the coupling efficiency may be usually tuned to a value ≈1 during the 
test-phase. 
In conclusion, a system detection efficiency (SDE) can be expressed as follows: 
SDE = ηcoupling x ηregistering x ηabsorption      (Eq. 1). 
Spectral range: Following on from the above discussion of detection efficiency, it 
should be taken into consideration that altering the operative wavelength can 
substantially modify some of the factors determining the SDE. To keep the Signal-to-
Noise ratio (SNR) as high as possible and to satisfy the specifications of a specific 
photon-counting experiment, it is desirable to maximise the SDE at the wavelength 
of the application itself (Fig. 2.1). It is possible to act on the ηabsorption by placing anti-
reflection coatings and optical cavities for a specific wavelength between the 
substrate and the sensitive area [2]. 
 
Fig. 2.1: An illustration of single-photon technologies related to the 
electromagnetic spectrum from visible to mid infrared range and relevant 
applications. 




Dark count rate: A detection event not produced from an impinging single-photon is 
a form of noise called dark counts. In fact, both thermal and electric noise sources 
may induce a detector to auto-trigger. External noise sources are cosmic rays, stray 
light or fluctuations in the readout electronic circuits. Internal noise may be more 
easily controlled with a cooling of the device that lowers the creation rate of the 
electron-hole pairs due to thermal processes. However, equipment for the reduction 
of temperature is ineffective against the tunnelling processes. Additionally, the 
cooling equipment may generate perceptible electric noise (like ground shifts [3]) 
that affects other tools in the optical readout. Commonly, dark counts are specified 
for a 1 second timescale. Thus, a Dark Count Rate (DCR, measured in Hz) is defined.  
As this background signal is generated without absorption of photons, DCR may be 
considered the lower threshold for a detector in sensitivity because there is no way 
to continuously measure an optical power generating an amount of photons per 
second lower than the DCR. A manual regulation of the DCR can be achieved by 
gating the detector or time stamping the detection events. 
Timing jitter: In a triggering-event, a conversion-time from the instantaneous optical 
absorption event to the electrical response can be defined. It is called timing jitter. 
Neglecting narrow statistical variations, it is a fixed metric of the detector, although 
certain bias-conditions for the device could have a slight influence. 
The jitter is typically computed by measuring the Full Width at Half Maximum 
(FWHM) from the plot of statistical distribution of time delay between a photon 
hitting the detector and the observation of an electrical signal output from the 
detector. 
Dead time: After the generation of a pulse, the detection area of a device is 
insensitive, for a time t0, to further photon arriving onto it and its detection 
efficiency is still reduced for an additional time tRE. The sum of these two delays is 
the dead time, or recovery time, because it is indeed a delay that allows the detector 
to be as operative as it was before the interaction with an impinging photon. Dead 
times vary depending on the materials and the technology of the sensor. the jitter 
sets the minimum clock rate for a single-photon counting experiment without errors 
caused by inter-symbol interference [4]. Such interference happens if single-photon 




counts, from different clock cycles, are captured together (i.e. in time domain the 
adjacent data symbols begin to overlap with each other). 
Photon number resolution: A Photon Number Resolving (PNR) device can resolve 
the number of photons arriving onto the detector in a prefixed time-interval [5]. 
Largest kind of SPDs can reveal only zero/non-zero photons. PNR features could be 
emulated through spatial multiplexing using a broadly illuminated array of pixels in 
simultaneous trigger [6], or time multiplexing as a periodic switch on the input to the 
same detector [7]. However, the target of next generation detectors is to intrinsically 
count photon by photon because Quantum Information protocols require single-
photon states that are easier to achieve in detection rather than transmission due to 
the Poissonian statistics governing typical light sources (e.g. lasers). 
2.2 From single pixels to arrays 
An array of detectors means that identical detectors are replicated with a fixed 
spatial periodicity. For light detection, a single element in an array is called pixel1. 
The target is to share a resource (namely the readout scheme), expensive in 
financial, computational or experimental terms. The need for arrays is today 
demanded by the large amount of data acquisition in modern applications. This is a 
reason for growing complexity in readout schemes. It is then preferred for such 
arrays to share one or more readout channels without distorting the pixel data. 
Several procedures may be adopted: 
▪ Space-division multiplexing (SDM): it is the oldest technique and it is a pure 
separation of the transmission means. In wired communications (e.g. 
acoustic systems) and wireless ones (e.g. Bluetooth) several channels respect 
the same data-protocol but deliver different signals from a single transmitter 
to multiple receivers or from multiples transmitters to a single receiver. The 
main downside for SDM is the limited manifold of data transmitted and its 
space occupancy. 
▪ Time-division multiplexing (TDM): it is a direct evolution of the space-
division multiplexing. It consists in the assignation of a precise time slot for 
each channel (Fig. 2.2). During a given time, all the signals are recorded in 
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series (i.e. data-frame) over a communication channel with a certain order on 
behalf of electromechanical switches. The composition of the data-frame is 
shared with the receiver(s). Examples of TDM are cabled telephone protocols 
and Ethernet. A serious limitation for TDM is that every pixel is totally blind 
while another is read out. In case of many detectors, it means that all the 
timing properties are extended by a factor N, where N is the number of 
pixels. This is a negative trade-off for detectors with fast responses. 
 
Fig. 2.2: Graphic description of a TDM readout. Three pixels (p1, p2, p3) 
share the same communication channel in different times, regulated by a 
switch. The data-frame will be properly interpreted by one or more 
receivers. 
▪ Frequency-division multiplexing (FDM): It is a combination of several signals 
sent at distinct frequencies over a single medium. To do that, signals from 
different pixels are modulated by a different carrier and then summed (Fig. 
2.3). FM-Radio broadcasting is a clear example of FDM. In optical 
communication FDM is more often called wavelength-division multiplexing. 
The main drawback for FDM relies in its intrinsically analogue nature.  
 
Fig. 2.3: Graphic description of a FDM readout. Three signals from 
different pixels (p1, p2, p3) are modulated by three carriers ( f1, f2, f3). The 
signals are later added and sent to a single communication channel.  




Digital signals shall pass through Digital-to-Analog converters. In some cases, 
this could introduce too many extra circuits, sacrificing the simplification 
obtained by a single channel readout. 
▪ Polarization-division multiplexing (PDM): The polarization of 
electromagnetic radiation to separate orthogonal channels at the same 
frequency can be an alternative multiplexing scheme. It is in practical use in 
both radio and optical communications. PDM however can only double the 
available bandwidth into the so-called horizontal and vertical frequencies 
(Fig. 2.4). In real-world applications, like satellite television broadcasting, 
PDM is always employed jointly with FDM. 
 
Fig. 2.4: Graphic description of a PDM signal (A) versus a FDM signal (B). The antenna A 
may receive two signals per frequency while the antenna B receive only one. 
▪ Code-division multiplexing (CDM): it is a spread-spectrum technique. Simply 
put, the bandwidth of the data is spread uniformly for the same transmitted 
power. Then, each signal is associated to a different digital code, usually in 
amplitude (Fig. 2.5). 
 
Fig. 2.5: Graphic description of a CDM scheme. The same signal  (Message 
“1101”) has a unique association with each channel (A, B, C).  




CDM can be considered a digital FDM. Hence analogue signals shall pass 
through Analogue-to-Digital converters, sharing similar circuitry-issues from 
FDM. 
It is important to remark that multiplexing can be modular. Some detectors can be 
grouped and processed at a lower level with a given multiplexing technique and then 
processed again, at an upper level, with a different scheme. 
2.3 Semiconductor based single-photon detectors 
2.3.1 Photomultiplier tubes 
The first ever photodetector demonstrating the ability to record single-photons is 
the photomultiplier tube (PMT), in 1949 [8]. The main idea had arisen in 1902 after 
the observation of secondary emissive surfaces. Indeed, PMTs make use of a 
repetitive phenomenon of photoelectric emissions. A basic PMT comprises of a 
vacuum tube with a photocathode (in GaAsP usually) for light absorption. 
 
Fig. 2.6: The photomultiplier tube operating principle: the absorbed photons are 
converted into electrons by a photo-emissive cathode. A focusing electrode 
converges the photoelectrons towards the first dynode. Next dynodes, biased at 
higher voltages, emit several secondary electrons for each photoelectron 
absorbed achieving amplification. The anode collects enough electrons from the 
final dynode for external  readout. 
When a photon has an energy higher than the work function of the photocathode 
material, electrons are emitted from the photocathode (the so called photoelectric 
effect) into the vacuum tube, passing through a focusing electrode. This few-electron 
photocurrent is hence multiplied by a cascade of secondary electron-emissions from 




dynodes (a chain of electrodes, each one biased at a positive voltage higher than the 
previous one) producing a current pulse of >106 electrons (Fig. 2.6). At the end of the 
process, the multiplied electrons are absorbed by the anode and magnitude of the 
current measured at the anode is proportional to the intensity of light [9]. 
Performances of such devices depend strongly on the operation wavelength. 
Thickness and work function of the photocathode material affect the spectral range 
of the PMTs sensitivity. Optimized compounds boost magnitude and width of the 
spectral response. In the middle of the visible region of the electromagnetic 
spectrum (~540 nm, associated with the green colour from the human eye) the SDE 
can be around 40% with a DCR around 100 Hz [10] whereas in the infrared (~1550 
nm) SDE is ~2% and DCR is 200 kHz [11]. Moreover, for both cases the best time 
jitter is ~300 ps and the maximum count rate about 10 MHz. 
Dark pulses in PMTs are proportional to the applied voltage because they originate 
from thermionic emission and ohmic leakage from electrodes. After-pulses can be 
observed in PMTs due to elastic scattering of electrons in the first dynode. Ionization 
of internal residual gases is another reason for after-pulses. To overcome the last 
situation, hybrid photodetectors (a photocathode with a low-capacitance avalanche 
photodiode) were designed just to have a bias of ~400 V and few improvements in 
terms of DCR (1 kHz) and timing jitter (61 ps) [12]. Another modern upgrade in this 
technology is the realization of micro-channel plate PMTs (Fig. 2.7), where glass 
capillaries are fused in parallel and coated with a secondary electron-emitting 
material to achieve a single continuous dynode under a bias voltage [13]. In this way, 
timing jitter can be reduced to as low as ~20 ps. 
 
Fig. 2.7: Photomultiplier tubes compared with a 0.5 € coin. 




The multichannel extension for the first ever single-photon technology arrived in 
1969 [14]. The original scope was to reduce the integration time for star-sky 
spectrometers using 16 PMTs. The readout was based on solid-state amplifier 
discriminators, that receive the output signals from each PMT, all in series with a 
dual-pulse counter that switches between its two states with a prefixed period. For 
the reasons previously explained (see § 2.2), this multichannel device cannot be 
defined as a proper array. Two years later Beaver and McIlwain proposed a linear 
array of PMTs [15]. A series of voltage rings is placed between a cathode and 38 p-n 
junctions, each one connected to an external amplifier, discriminator and digital 
accumulator for detection of photoelectron arrivals. As a light-beam hits the p-n 
junctions, a signal count rate as a function of the position of slit on the array can be 
measured. 
Price and the difficulty of obtaining micro-channels covering large areas combined 
with mechanical fragility, restricted the commercial success for PMTs array until mid-
80s. Companies like Philips and Hamamatsu developed 64 channel PMTs based on 
optimized secondary electron emission [16]. Multiplexing in position and intensity of 
the light source derives from the value of the current measured on the anode pin on 
behalf of a voltage divider (RC grids) [17]. The key downsides for such PMT 
architecture are the uniformity (mainly in terms of gain) of the channels and a 
destructive cross-talk. Performances were improved [18] but even with minor 
upgrades (like pad matrix anode layout [19]) the general readout for PMTs array is 
still based on charge division RC circuits [20]. 
2.3.2 Single photon avalanche diodes 
Avalanche breakdown is a phenomenon observed in both insulating and 
semiconducting materials. It is a form of electric current multiplication that can allow 
very large currents within materials which are normally good insulators. The 
presence of an electric field, deriving from a voltage applied across the device, 
accelerates carriers in the depletion region. When carriers acquire energies sufficient 
to create mobile or free electron-hole pairs via collisions with bound electrons (Fig. 
2.8), an electron avalanche process occurs. 
Avalanche photodiodes convert the absorption of an incident photon into an electric 
pulse exploiting the photon-triggered avalanche current of a reverse-biased p-n 




junction. In reverse bias, the p region is connected to the negative terminal of the 
voltage source while the n region is connected to the positive terminal. The way to 
detect the energy of single-photons (single-photon avalanche diodes, SPADs) is to 
apply such a bias slightly above the avalanche breakdown voltage, with no current 
flowing. 
 
Fig. 2.8: Illustration of the basic multiplication process in an avalanche 
photodiode. The p-doped region is populated by positive charges (holes) and the 
n-doped region is populated by negative charges (electrons). 
This kind of operation is also called Geiger mode in literature, as opposed to linear 
mode in a conventional photodiode (Fig. 2.9). Under such conditions, the avalanche 
created by the absorption of a single-photon generates a macroscopic current. Once 
a photon gets detected, the avalanche may be left to dissipate [21, 22] or be actively 
arrested by bringing down the bias voltage below the breakdown threshold. At this 
point, the SPAD is ready for a new photo-detection event [23]. 
 
Fig. 2.9: I-V characteristics for conventional avalanche photodiode (APD, Linear 
amplifier) and a single photon one (SPAD, Geiger mode). (VBD: Voltage 
breakdown). 




The energy gap between the valence band and the conduction band of the material 
of the diode affects which operating wavelength range the device can support. 
Silicon (Si) has a bandgap of 1.1 eV, hence Si SPADs can operate from visible to near-
infrared wavelength, with a cut-off wavelength around 1.13 µm Si SPADs with 65% 
efficiency [24] in the visible/NIR (650 nm) or 20 ps jitter were demonstrated [25]. 
Without incident light, small currents may still flow across a Si SPAD, generating dark 
counts. Electron-hole pairs over the device could be generated by thermal energies 
rather than photons; tunnelling effects would also create a current. 
For telecommunication (abbr. telecom) wavelengths (1310 nm – 1550 nm) Si SPADs 
are ineffective due to the 1.13 µm cut-off. A key advance in SPAD architecture was 
the separation of absorption and multiplication layers to improve distinctly electron-
hole pair generation and avalanche multiplication [26]. A heavily doped thin region 
(InP), sustains the very high electric field necessary for avalanche multiplication, 
while a lightly doped thick region supports the electron-hole pairs generation, 
favouring absorption of single-photons. This method has made InGaAs/InP SPADs, 
whose cut-off is around 1.7 µm, suitable for telecom applications. 
The integration of resonant optical cavities and SPADs can improve the detection 
efficiency at telecom wavelengths [27]. State-of-the-art InGaAs SPADs have ~66% 
efficiency at 1572nm [28]. On the other hand, InGaAs/InP SPADs intrinsically have 
high DCR, mainly originating from after-pulses. The high probability of after-pulsing 
depends on minority carriers trapped in sub-levels of the energy bandgap, created 
by the InGaAs and InP interface (Fig 2.10). Minority free-carriers escape from traps 
after a variable time window and re-trigger avalanche multiplication. In order to 
prevent these pulses, the number of free carriers existing in interface sub-levels 
should be minimized. This is possible by reducing the bias well below the breakdown 
voltage as soon as the avalanche is observed. 
In other words, SPADs work in gated mode by repeatedly biasing above the 
breakdown voltage only for a short amount of time (~200 ps). 




   
Fig. 2.10: InGaAs/InP SPAD structure. On the left, schematic cross-section of a 
separate absorption and multiplication. On the right, band diagram shows the 
trap energy levels at the InGaAs/InP interface.  Reproduced from [22]. 
Rochas et al. reported firstly an integrated array of 32 Si-SPADs [29]. The readout 
electronics divide the array in 4 groups of 8 pixels, all biased with the same high 
negative voltage VOP, singularly combined with a quenching resistor placed in series 
between the SPAD cathode and the voltage supply line VDD while a diode placed 
between the gate and VOP. The internal multiplexing in each group is obtained by a 
switch-circuit externally controlled by a 3-bit selection address. Summarizing, the 
array integrates 4 independent readout terminals, individually operating an 8-pixel 
TDM interrogation. 
The number of pixels has increased rapidly, also supported by semiconductor 
technology progress. Zappa et al. fabricated 240-pixel silicon array [30] composed by 
60 quad-cells whose SPADs present different diameters. All the 60 cells may operate 
in parallel thanks to its own set of bonding pad but only one detector per cell can be 
active. 
Niclass et al. designed an event-drive readout architecture on a 4 x 112-pixel silicon 
array [31]. In the event-driven approach, a column is transformed into a digital bus. 
Briefly, a pulse propagates from the pixel who had detected a photon to the end of 
its column, recorded by a multichannel Time-correlated single photon (TCSPC) 
module. The time of arrival and the TCSPC channel on which the pulse is collected 
provides complete pixel identification. In recent years, both single-pixels and 
schemes have been optimized [32, 33] but the multiplexing mechanisms is not 




changed. For what concerns InGaAs SPAD arrays, a state-of-the-art camera was 
recently released on the market. The 4096-pixels array performance (per pixel) at 
1064 nm is ~40% efficiency at ~2 kHz DCR, while at 1550 nm the efficiency is ~30% 
with ~6 kHz DCR [34]. 
2.4 Superconducting single-photon detectors 
2.4.1 Introduction to superconductivity 
Superconducting materials show two specific properties when cooled below a 
certain temperature 𝑇𝑐, called critical temperature: 
▪ Electrical resistance equal to zero. 
▪ Perfect diamagnetism (𝑯 = 0). 
At higher temperatures, they are normal metals and not necessary good conductors. 
For instance, lead and tantalum are superconductors; conversely the noble metals 
gold and silver are not. The first superconducting property implies a perfect electrical 
conductivity. This was firstly noticed in 1911 by H. K. Onnes who observed the 
electrical resistance of mercury (Hg) dropped to exactly zero at 4.2 K [35]. It can be 
formalized as a transition from a normal to a superconducting state (Fig. 2.11). 
 
Fig. 2.11: Resistive behaviour of Hg in the interval 4-4.4 K. 
Although the theoretical transition from the normal to the superconducting state is 
very sharp, experimentally it may be gradual or abrupt. Nonetheless, the sharpness 
of the drop to zero resistance is an index of purity and homogeneity. The onset of 
superconductivity is important in physics because it suggests that superconducting 
regions are being formed. On the other side, the zero point in resistance is important 




in electronics because it means the material can carry a super-current up to a certain 
critical current density 𝑱c [36]. Such supercurrent can be observed as a transport 
current density, until a critical value, that will induce a critical field 𝑯c at the surface 
and brings the superconductor to its normal state. As the Earth’s magnetic field is 
around 10-9 T, practically always below 𝑯c, a superconductor requires the application 
of a sufficiently strong magnetic field that turns its resistance to switch to the normal 
state value. 
Summarising, the superconducting state can only exist below three critical 
parameters (current, temperature and magnetic field) simultaneously satisfied, 
which can be plotted in a 3-dimensional space to visualize a superconducting critical 
surface (Fig. 2.12). 
 
Fig. 2.12: Example of critical surface for a superconductor. Temperature must be 
below the critical temperature  𝑻𝒄 as magnetic field below the critical field  𝑯c and 
current density lower than the critical current density  𝑱c. 
Those observations, however, do not explain why, in such circumstances, the laws of 
the ordinary conduction are not respected. In classical physics, electrical conduction 
consists in a flow of electrons moving through a lattice. This flow gives rise to a 
continuous series of collisions, between the electrons and the ions in the lattice, 
transforming part of the internal kinetic energy into dissipated heat (Joule effect) 
and this creates an electric potential difference (Ohm’s Law). Here, temperatures 
close to the thermodynamic absolute zero should block this flow. Indeed, 
superconductivity can be justified only by quantum mechanics. 
In 1950, Ginzburg and Landau developed a phenomenological theory for the 
superconducting transition phase, whose mathematics match the macroscopic 




properties for the so-called Type I superconductors2. In brief, the free energy of a 
superconductor near the transition can be described by a complex order parameter 
which is nonzero below a phase transition into a superconducting state and is also a 
function of a superfluid comprised of electrons contributing to the superconducting 
state [36]. 
The first model to microscopically describe Type I superconductivity was the BCS 
theory [37], named after its inventors: J. Bardeen, L. N. Cooper, and J. R. Schrieffer. 
BCS theory assumes there is energy gap Δ at the Fermi level. The band gap suggests 
a phase transition in which there is a condensation of charge carriers, like a Bose-
Einstein condensation, but electrons alone cannot condense into the same energy 
level (Pauli exclusion principle). Hence, if current flows across a superconductor, a 
drastic change in conductivity demands a drastic change in electron behaviour. 
Therefore, at the ground state (0 K), the Fermi level is occupied by bosons, the so-
called Cooper pairs, coupled pairs of quasiparticles with antiparallel spin. As the 
temperature approaches 𝑇𝑐, the thermal excitation breaks up an increasing number 
of Cooper pairs. The dissociation of a Cooper pair yields two quasiparticles: excited 
electrons surrounded by holes in a lattice. The interactions among electrons are 
governed by phonon vibrations (oscillations in the lattice of the superconductor 
caused by thermal agitation). An electron moving through the lattice attracts the 
closest positive charges (ions), locally deforming the lattice. In response, another 
electron is forced to move toward this more ionized spot (Fig. 2.13). The bandgap Δ 
is indeed the binding energy of two quasiparticles; when higher than the kinetic 
energy due to the thermal fluctuations of the atoms in the spot, two quasiparticles 
respond as an aggregate. Their distance is called superconducting coherence length 
and may be considered a size of a Copper pair. Written 𝑣𝑓 as the Fermi velocity, the 
superconducting coherence length can be computed as follows: 
𝜉 =
ℎ ∙ 𝑣𝑓 
𝜋2Δ
⁄         (Eq. 2). 
At 0 K, the energy gap Δ is 1.76 𝑘𝐵𝑇𝑐; for a temperature 𝑇 ≅ 𝑇𝑐 the bandgap ratio 
can be written as: 
                                                     
2 Type I superconductors never allow a magnetic field internally. Conversely, there are Type II 
superconductors allowing magnetic fields in some circumstances.  









        (Eq. 3). 
The equation states that the energy gap rises progressively from 0 (at 𝑇 = 𝑇𝑐) to 
1.76 kB𝑇𝑐 (at 0 K) [35]. 
 
Fig. 2.13: Illustration of Cooper pairs. The ions in the lattice are represented as 
green circles with a positive electric charge . 
Further peculiarity in superconductors is the kinetic inductance. Every charge carrier, 




𝑚𝑣2         (Eq. 4).  
The loss of energy due to Joule heating in ordinary conduction is orders of 
magnitude higher than the accumulated kinetic energy. In superconducting 
materials, below 𝑇𝑐, there is practically no Joule effect and Cooper pairs mass and 
charge are twice the electrons mass and charge. Be 𝑙 and 𝑆 the length and the cross-
section of a superconductor, be 𝑞 the electron charge, and be 𝜌𝑐𝑝 the Cooper pair 
volume density, then (according to the Drude model) the current generated in a 
superconductor is: 
𝐼 = 𝑆 ∙ 𝜌𝑐𝑝 ∙ 𝑣 ∙ 2𝑞        (Eq. 5). 
Combining Eq. 4 and Eq. 5 and considering the amount of charge carriers in a 













2    (Eq. 6). 
Dimensionally, is an inductance but it stores energy in the form of kinetic energy of 
the charge carriers and therefore it is called kinetic inductance. 




2.4.2 Superconducting tunnel junctions 
In superconducting tunnel junctions (STJs), two superconductors are coupled by a 
thin insulating layer (typically Al2O3 between Al, Nb or Ta). Single-photon detection is 
possible because as a photon hits the superconducting layer, Cooper pairs at the 
ground state get broken, generating a number of quasiparticles proportional to the 
energy absorbed in the metal (Fig. 2.14). These charges tunnel across the thin barrier 
layer resulting in a temporary measurable current (namely the Josephson effect). 
Such current includes a component, namely the Josephson current, due to part of 
the Cooper pairs crossing the insulating barrier. To eliminate the Josephson current, 
a magnetic field around 5 mT shall be applied laterally across the junction. Another 
issue is represented by the operational temperature, usually below 1 K, in reason of 
the critical temperatures of the materials employed. Additionally, the STJ 
responsivity is poor because only quasiparticles near the barrier contribute to 
photodetection. 
 
Fig. 2.14: Diagram of a superconducting tunnel junction. Only Cooper pairs close 
to the barrier are involved in the photodetection process.  
Scalability to large-area arrays introduces further issues; STJs are typically read out 
by room-temperature charge-sensitive amplifiers. The connecting wires running to 
the detector need to be shielded, which always remains a challenge as thermal 
decoupling between cooling stages still needs to be ensured. In addition, the wires 
need to be mechanically affixed. Some vibrations, in fact, may lead to meaningful 
charge displacements. 
But STJs arrays were frequently investigated and applied in several fields. In 1979, 
Rudner and Claeson presented a 40-pixel linear array of Pb-O-Pb STJs [39]. The 
configuration was designed as a low-noise 9 GHz mixer. A 115 GHz mixer was 




achieved with a similar setup [40]. Array of STJs were also successfully tested in 
absolute thermometry [41]. From the current passing through the junction, the 
tunnel rate is calculated and that is proportional to the temperature. 
In recent times, terahertz imaging was performed with Nb STJs. The detector is 
composed of 100 linearly distributed junctions placed on a superconducting micro-
strip line and is integrated on two wings of a log-periodic antenna [42]. In terms of 
number of pixels, the largest STJs array is the S-CAM [43], a cryogenic camera for 
ground-based optical astronomy: 10 x 12 pixels sensing the interval of wavelengths 
330 - 750 nm. The pixels are electrically divided into four groups of 30 STJs. Each 
pixel in a group has its own electronic readout chain at room temperature collected 
by an FPGA3 module, performing time-domain multiplexing over the group. 
State-of-the-art STJs have ~50% efficiency in the visible region of the 
electromagnetic spectrum and such technology is still employed in astronomy and 
low-temperature applications because of a good energy resolution: for photon 
energies between 1 eV and 1 keV, Nb STJs show resolution between 0.13 eV and 4.3 
eV FWHM [44]. 
2.4.3 Superconducting quantum interference devices 
A Superconducting quantum interference device (SQUID, [45]) is a detector that 
measures minimal variations in magnetic flux. Like STJs, SQUIDs are based on the 
Josephson effect. 
 
Fig. 2.15: Graphic illustration of the operating principle of a superconducting 
quantum interference device. An external magnetic field is balanced by a 
screening current Is. When the total current in one of the branches (Josephson 
junctions) of the ring exceeds the critical value, a voltage  is measurable across 
the junction and it is proportional to the magnetic field applied . 
                                                     
3 Field Programmable Gate Array 




Invented in 1964 [46], SQUID (Fig. 2.15) is a superconducting ring where two small 
insulating layers have been inserted (Josephson junctions, [47]). If the external 
magnetic field is nihil, the input current 𝐼 is equally divided between the two 
junctions. But when the external magnetic field perturbs the device, a screening 
current 𝐼𝑆 circulates over the ring, deleting the applied flux. As the output current is 
equal to the input one, 𝐼𝑆 is present on both the junctions with opposite sign 
(𝐼/2 ± 𝐼𝑆). As soon as the current in one of the junctions overcome the critical value, 
a voltage can be measured across the junction and it is proportional to the magnetic 
perturbation. 
2.4.4 Superconducting transition-edge sensors 
Superconducting transition-edge sensors (STESs) are a type of cryogenic 
energy/particle sensor making use of the temperature-dependent resistance when a 
superconductor switches between the normal and superconducting states [48]. After 
that, a thermal variation is observed by the thermometer and recorded as a single-
photon detection event (Fig. 2.16). 
STESs operating at the visible or IR wavelengths usually have a tungsten (W) 
absorber layer, around 20 nm thick, whose temperature increases to a value 
depending on the energy of the absorbed photon. The absorber lies on a Si substrate 
maintained at 40 mK in an adiabatic demagnetisation refrigerator acting as the heat 
sink. The thermal equilibrium is indeed restored by dissipating heat into the heat 
sink via a thermal weak link represented by the low electron-phonon coupling in the 
absorber that switches from superconducting to normal state with a transition width 
below 1 mK (𝑇𝑐 ∼178 mK). The detector is voltage-biased to maintain the W film at 
the midpoint of the superconducting-to-normal transition by negative electro-
thermal feedback [49]. When a photon is absorbed by the tungsten film, the 
generated photoelectron heats the tungsten electron system. As the temperature 
increases, the resistance becomes higher and therefore the current decreases. The 
small change in current is detected via a highly sensitive superconducting quantum 
interference device readout [50]. The sensor recovers subsequently due to reduction 
in Joule heating. The energy of the photon can be computed by the total sum of the 
product of current variation (time-dependant) and a constant bias voltage. 





Fig. 2.16: Graphic illustration of the operating principle of a superconducting 
transition-edge sensor. Photo-absorption increases the temperature of an 
absorber, whose heat is progressively dissipated to a heat sink via a weak thermal 
link. 
STESs have high detection efficiency at visible and near infra-red wavelengths. The 
best efficiency in literature is 95% at 1556 nm was demonstrated by integrating the 
W absorber within an optical cavity designed to enhance the absorption for that 
wavelength [49]. Also, STESs were able to enumerate 7 photons per pulse [52] and 
energy resolutions of ~0.3 eV, allowing PNR experiments. DCR in STESs is generally 
low (less than 0.1 Hz). The disadvantages of this technology are represented by a 
recovery time of ∼100 ns and the need for sophisticated cryostats (≈300 mK) to 
operate as they are susceptible to triggering by background black body radiation. 
The first smart solution for large area TES arrays arrived from Chervenak et al. [53]. 
The scheme derives from a single cell readout where the inductive coil of the sensor 
provides a signal flux for a SQUID. To achieve a complete readout, four pairs of wires 
are required:  
I. For the input sensor 
II. For the feedback flux 
III. For the SQUID bias current 
IV. For the output voltage 
Among all such pairs, only the first one cannot be shared when scaled to large 
arrays. Therefore, the outputs of many SQUIDs may be connected in series (column 
of SQUIDs). Turning on the SQUIDs sequentially to time division multiplex the input 
signals drives to just two wires per column dedicated to the output voltage and two 
wires per column for the feedback flux. The initial 2N bias current wires are reduced 




to N+1. Furthermore, in an M-columns parallel, those N+1 wires may resolve the 
entire scheme. Some slight variations to the schematic were studied [54, 55]. In 
conclusion, 2M+N+1 leads to room temperature are required for M x N arrays. 
Multiplexing is even obtainable using a single SQUID. Each sensor is biased with an 
alternating current at a distinct frequency significantly above the roll-off frequency 
of the sensor and all the signals are inductively coupled to a superconducting 
summing loop. Assuming all sensor transformers have the same sensor-side 
inductance, summing loop-side inductance and mutual inductance, the SQUID 
measures the current in the summing loop via a conventional coupling coil. Feedback 
from the SQUID-output is used to null the total current in the summing loop. The 
absence of any net current flowing in the summing loop eliminates direct crosstalk 
between channels. 
2.4.5 Microwave kinetic inductance detectors 
Microwave Kinetic Inductance Detectors (MKIDs) are low-temperature detectors in 
which the formation of quasiparticles, due to the incident radiation, is detected as a 
change in the surface impedance of a strip of superconductor integrated in a 
microwave resonator. 
 
Fig. 2.17: MKID equivalent electrical schematic. A variable inductor is in parallel 
with a capacitor. The connection with the readout electronics can be 
implemented by employing a second inductor (left) or a second capacitor (right). 
The equivalent circuit for an MKID is an LC resonator with a further capacitor or 
inductor coupling the device to the readout electronics (Fig. 2.17). The variation of 
the surface impedance sequentially changes the resonance frequency and quality 




factor of the resonator (Fig. 2.18), affecting the phase of a microwave signal 
transmitted through the resonator. 
MKIDs suffer some major downsides. The principal noise source of MKIDs is related 
to fluctuations in the kinetic inductance due to the random generation and 
recombination of thermal quasiparticles in the superconductor. Secondly, the 
sensitivity at millimetre wavelengths is generally lower than other superconducting 
technologies. That is due to factors such as sky-noise, the black body emission of the 
atmosphere. Lastly, the fastest recovery time achieved by an MKID is around few 
microseconds [56], much higher than other technology. 
 
Fig. 2.18: Simulated response of two different MKIDs. As expected, the resonant 
frequency and the quality factor changes. 
Due to the property of detecting via resonances separated in the frequency domain, 
a huge number of superconducting KIDs can be fabricated embedded in a single 
microwave waveguide on a single chip or wafer. Non-overlapping resonances can be 
simultaneously read out by measuring the complex outcoming signal of a 
superposition of harmonics. Only two coaxial cables are therefore necessary 
between the cryogenic device and room temperature. 
This technology was powered by the development of a cryogenic microwave 
amplifier called High Electron-Mobility Transistor (HEMT, [57]). 
Maloney et al. [58] reported a 576-pixel camera, resolved in four wavelengths (850, 
1100, 1300 and 2000 µm) and tested at 4 K. The array is divided in eight tiles of 6 x 
12 pixels and every pixel contains four resonators (one per wavelength). The readout 




scheme adopted in each tile is the following: each pixel is excited by a ~3 GHz AC 
bias traveling over a coplanar waveguide (CPW, [59]); the outcoming signal, passed 
through HEMT and low-noise amplification, is collected by an FPGA, in order to 
measure phases and amplitudes of the readout harmonics [60]. 
McHugh et al. [61] presented a denser array (32 x 32 pixels) tested at 100 mK 
multiplexed in the same way but compressing the bandwidth of resonances within 
~2 GHz. 
2.4.6 Superconducting nanowire single-photon detectors 
Superconducting nanowire single photon detectors (SNSPDs) are the principal 
emerging photon counting technology studied in this thesis. Gregory Gol’tsman first 
demonstrated this technology (now known as the SSPD or SNSPD) in 2001 [62]. The 
first SNSPD device is a thin superconducting strip, around 10 nm thick and 200 nm 
wide and a few micrometres long. The strips are patterned by electron beam 
lithography and etched in an ultrathin superconducting film. The film for the initial 
devices were made of NbN on a sapphire substrate with a further MgO layer [63, 64]. 
GaAs [65], quartz [66] and LiNbO3 [67] were later demonstrated as valid substrates. 
Although outstanding in terms of photo-responsive properties [68], NbN films suffer 
a meaningful limitation for having a crystalline lattice. This may give rise to 
constrictions in fabrication during the film deposition over substrates with different 
lattices or encapsulation with further layers for similar mismatch issues, generally 
lowering the critical current of the device. For this reason, NbTiN, which is a poly-
crystalline material, shows better compatibility with a wider range of substrates. Like 
NbN, NbTiN is mechanically robust against repeated/gradual temperature variations 
and is chemically inert to materials used in conventional electron-beam lithography. 
The bulk critical temperature of NbTiN films is around 14 K. The gap voltage is about 
5.2 meV [69], at least two orders of magnitude lower than typical photon energies, 
which makes it sensitive over a wide range of wavelengths of the electromagnetic 
spectrum, from visible to mid-IR. Other amorphous superconducting materials are 
successfully used for sensing. WSi SNSPDs achieved a 93% SDE due to the low energy 
gap of its material [70]. MoSi [71], MoGe [72] are also emerging as promising 
alternatives. Such compounds are all amorphous materials hence superconducting at 
temperatures lower than NbN and NbTiN due to their bandgap (see Eq. 3). 





Fig. 2.19: Schematic of the operating principle of the SNSPD: (1) the nanowire is 
maintained in its superconducting state (blue), below its critical temperature and 
DC biased just below its critical current. (2 ) When a photon is absorbed by the 
nanowire, the photon generates a hotspot (red) causing the nanowire to lose the 
superconducting state in that region, (3) which in turn forces the supercurrent to 
bypass the hotspot. Since the nanowires are narrow, the local current density 
around the hotspot increases exceeding the superconducting critical current 
density. (4) This results in a resistive barrier across the width of the nanowire. 
Joule heating aids the growth of large normal region and thus a measurable  
output voltage pulse. (5) The current flow is interrupted, reducing the heating 
while the hotspot reaches a thermal equilibrium with the substrate and the 
nanowire recovers its superconducting state.  
Photo-detection is achieved after cooling down the SNSPD below its critical 
temperature. At the same time, a DC bias lower than the critical current is applied to 
the nanowire (Fig. 2.19/1). As a single photon gets absorbed in one of the nanowires 
(Fig 2.19/2), its energy is transferred to the Coopers pairs. A proportion of the 
Cooper pairs are broken up into quasi-particles forming a growing spot (Fig 2.19/3), 
called resistive region, that covers the entire cross-sectional area of the nanowire 
(Fig 2.19/4). The presence of the resistive region in the nanowire diverts the bias 
current to an external impedance load, generating an electric photo-response. The 
reduction in current flow reduces the Joule heating in the SNSPD (Fig 2.19/5) 
supported by the substrate that works as a heat sink; on cooling, the 
superconducting state is restored and current comes back to flow in the SNSPD (Fig 
2.19/1), now ready for another single photon detection. 
In practice, an SNSPD is realized as a meander structure because optical beams from 
infrared light-sources cannot be focused onto a 100 nm-wide nanowire. 





Fig. 2.20: SNSPD nanowire patterns. From left to right:  meander [24], parallel 
nanowire [73], parallel nanowires in series [74], spiral and perpendicular 
meander SNSPDs [75]. 
Different patterning techniques are reported in literature to overcome the problem 
(Fig. 2.20). The goal is an extension of the sensitive area4, in order to improve the 
optical coupling. 
As the nanowire length increases, fabrication yield statistically decreases. Such 
constrictions in the nanowire do not permit high bias for the SNSPDs whose 
efficiency is therefore limited [76]. Shorter nanowires possess better intrinsic 
quantum efficiency due to their superior uniformity. Moreover, shorter nanowires 
have low kinetic inductance 𝐿𝑘, offering a shorter dead time. This makes shorter 
nanowires suitable for applications in which high-speed is more important than high 
efficiency. SNSPDs intrinsically have significant inductance due to their geometry. 
The inductance consists of a magnetic part and a kinetic part. The former is caused 
by the magnetic energy stored due to the magnetic field in the dielectric and 
depends only on the geometry of the sample (see Eq. 6). The load impedance can 
also be increased to obtain low dead times. However, as the dead time is reduced 
below a certain threshold, the returning current in the nanowire does not allow the 
hotspot to disappear completely due to Joule heating. This results in a self-heating 
hotspot [62]. The consequences after such self-heating is a nanowire switched into a 
locked normal state, forbidding further detection of photons. 
As for lumped elements, the parallel network of two inductors is electrically equal to 
a single smaller inductor, parallel nanowires configurations can reduce the 𝐿𝑘. In 
practice, the design of an array of SNSPDs is an intrinsic requirement for such 
detectors. Apart from applications involving a huge number of pixels, it is always 
convenient to divide the active area into few independent pixels rather than having a 
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single large-area but slow detector; in this way, a setup may still sense photons while 
part of the sensor is recovering from another detection. 
An immediate way to enhance the optical performances of a detector is the SNSPD-
integration with optical layers [2] (Fig. 2.21). Anti-reflection coatings can consistently 
reduce losses due to photo-reflection at the interface between the light source and 
the substrate. Optical cavities, instead, re-direct photons losses in transmission 
toward the sensitive area of the detector. In few words, an optical cavity is formed 
by an insulator (whose thickness is typically a quarter-wavelength of the testing 
light-source [77]) surrounding the nanowires with a metal mirror on top. 
 
Fig. 2.21: Graphic illustration of an SNSPD integrated among an anti -reflection 
coating and an optical cavity.  
A different approach in SNSPDs fabrication consists in the integration of a nanowire 
with a waveguide [78]. Such solution overcome scalability issues if different SNSPD-
geometries are in the same photonic system [79]. In this design (Fig. 2.22), photons 
are absorbed by evanescent coupling to the superconducting nanowire fabricated on 
top of an optical waveguide. The implementation of a grating coupler can also 
maximize the photon flux generated from the light source toward the waveguide 
[80]. 
An interesting architecture was proposed and developed by Sahin et al. [81]: 
integrated on top of a GaAs waveguide, a NbN meander is transformed into a 4-
element SNSPD in series, by placing four 38 Ω resistors in parallel with each SNSPD. 
Such devices exhibited PNR properties. 





Fig. 2.22: Sketch of a single-mode Si-waveguide integrated (with a MoSi SNSPD on 
top) and complementary circuitry (Au contact pads, inductors). Courtesy of Dr.  
Robert Kirkwood. 
2.4.7 Multiplexing schemes for SNSPDs 
Only in recent times multiplexed SNSPDs arrays emerged. Most of the configurations 
adopted in other superconducting detectors cannot be adopted in SNSPD 
multiplexing. For instance, the response time of SQUID signals is much longer than 
the original response time of the SNSPD pulses [82] and coupling between 
transmission lines and SNSPDs are still under investigation. SNSPDs do not detect 
photons via resonances hence implementing an AC bias like MKIDs needs a careful 
setup. 
Zhao et al. [83] proposed a multiplexing scheme for 4 pixels, with an active area of 
2.6 x 3.0 µm2, based on a double output. If one pixel triggers, the current biased 
through that pixel is split to the two outputs addressed to a differential amplifier. 
Sign and amplitude of the resulting signal uniquely indicate the fired pixel. 
Verma et al. [84] investigated a scalable readout scheme for an array of SNSPDs that 
yields both temporal and spatial information about the detection event. For an N x N 
array, the scheme requires: 
▪ 2N coaxial cables 
▪ A resistor in series with each SNSPD 
▪ N readout resistors (one per row) 
▪ N bias sources + N bias-tees (one per column) 
The multiplexer was demonstrated for 4 pixels, considered as a matrix of 2 rows and 
2 columns. If a pixel is involved in a photo-detection, its column and its row switch to 
an open-circuit condition. The current coming from the bias is therefore diverted to 
the readout resistor of the row, producing a pulse. Such pulse will be observed only 




on the voltage outputs for the column and the row of the triggered pixel, providing a 
full spatial identification. 
Yamashita et al. [85] reported a linear 4-pixel array multiplexed by single-flux 
quantum (SFQ) logic electronics [86]. The main advantage consists in a reduced 
number of coaxial cables, meaning a reduction of the associated heat load. In brief, 
the SNSPDs output currents are converted into quantized and picosecond-long 
pulses, i.e. SFQ signals. The array is time-resolved on behalf of different cable-
lengths between pixels and SFQ circuits. 
Hofherr et al. [73] presented a time-tagged linear array, in order to recover the 
origin of pulse events. A patterned superconducting delay line is placed between the 
elements of an SNSPDs chain. This concept enables a low cryogenic system 
complexity and a single bias line to supply all detector elements, because of their 
sequenced order. Moreover, only one readout line is required in this scheme. The 
principle of operation is derived from the basic detection mechanism model. As the 
hot-spot resistance is significantly larger than the impedance of the readout line, the 
bias current collapses in the detector path and increases in the parallel readout path 
producing a voltage pulse at the impedance of the readout. The pulse events 
generated by the detector elements are individually delayed on the readout line. To 
evaluate the time signature of each detector, a TCSPC module is used, meaning that 
time-tagged concept only works for applications where the temporal width of the 
effect under investigation is shorter than the detector delay. 
In Chapter 4, two alternative readout schemes will be investigated. 
2.5 Single-photon sensing applications 
2.5.1 Applications for infrared photon counting arrays 
Ground-to-space communications: The demand for high data rate transmissions 
from space-borne observation platforms progressively extended the distance of 
terminals in free-space optical communications [87]. Indeed, an optical link offers 
several advantages compared to traditional radio-frequency (RF) setups. Diffraction 
losses in RF links are much higher5 than diffraction losses in optical setup, because 
optical wavelengths are three/four orders of magnitude shorter than RF 
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wavelengths. Thus, for a given data-rate, optical terminals can be smaller and 
require less power than RF terminals. 
The high-directivity of optical signals also minimizes interferences between 
transmitters, in contrast to the well-known band consumption in RF systems. A 
ground-to-space communication experiment (Fig. 2.23) involves at least one ground 
station, containing an optical receiver, a satellite, containing an optical transceiver, 
and a satellite remote control station (on earth). The reason why the receiver is sent 
into space is related to a more efficient temperature control in an environment 
where temperature is sensibly lower than Earth [88]. In this way, relevant 
wavelength-drifts of the laser source can be avoided. The communication is a mono-
directional transmission of laser pulses, while the sensing setup is often SPD based. 
The transmitted signal from space is strongly attenuated during its path and the 
arrival intensities are so low that a photon counting receiver is required. 
 
Fig. 2.23: Graphic illustration of a ground to space communication setup. A 
satellite is remotely controlled on earth and send s a light beam toward an optical 
ground station. 
A milestone in ground-to-space communications is represented by the “Lunar Laser 
Communication Demonstration” [89], a NASA project able to operate a 622 Mbps 
data rate between a space terminal on the lunar atmosphere and an Earth ground 
station, separated by ~360.000 km. The successor to this project is DSOC (Deep 
Space Optical Communications). The goal is to transmit data back from a probe sent 
to an asteroid in the Kuiper belt. 





Fig. 2.24: Quantum Key Distribution phases. 1) The secure communication starts 
when Alice sends a random bit (0 or 1) to Bob in the form of polarised photons 
over a quantum channel from the four chosen states {45°, 90°, 135° and 180°}. 2) 
Bob randomly uses a rectilinear {180°, 90°} or diagonal {45°, 135°} polarizing 
filters to detect the polarization of the photons. 3) Over a classical and 
unsecured channel, Alice repeats Bob’s choice of polarization filters used for 
different photons. 4) Both apply a sifting procedure, discarding the information 
related to Bob’s wrong choice of polarisation filters (50% of the information, on 
average). The remaining photons are translated into the binary code (0/1) based 
on the predefined logic. Then, Bob and Alice reveal the actual information 
content for a set of bits, to attest the security of the quantum channel.  
In recent times, ground-to-space experiments were performed adopting a quantum 
communication protocol called Quantum Key Distribution (QKD). It is an advanced 
method of cryptography [90, 91], in which quantum states (quantum bits) are 
utilized to create an encoding/decoding key. An information sender and a receiver 
(historically called Alice and Bob, respectively) follow the protocol (Fig. 2.24) using 
photons supported by a first quantum channel to distribute keys and a second 
classical channel to verify security and subsequently exchange encrypted data. 
Polarization or phase of the photons can be used to represent each conjugate state 
of the quantum system. Unfortunately, technology for single-photon sources is not 
so advanced, affecting communication distance, clock rate and security related to 
multi-photon states. Therefore, some corrections to the original protocol were 
investigated [92-95]. 
The performance of free-space QKD systems have been already optimized to achieve 
secure communications over large distances [96]. A telescope in a Low-Earth-Orbit 
satellite, located 1600 km far from the ground, acted as a source of entangled 
photons, transmitting the two beams to two separated ground based receivers. 




A very recent experiment proved QKD inter-satellite communications using 
entangled photons [97]. 
Single-photon LIDAR: it is a remote sensing technique (Light Detection And Ranging), 
among the first applications after the invention of the laser [98]. The main benefit in 
LIDAR systems is they can map a wide range of materials independently from the 
used light source (i.e. UV, visible or IR) with high spatial resolution. Indeed, LIDAR 
systems monitored agriculture and flora health, archaeological sites, transport 
vehicles and spaceflight, meteorology, mines and soils, ecosystems and biosphere. 
 
Fig. 2.25: Graphic illustration of LIDAR scanning. A LIDAR transceiver unit 
illuminates a surface under investigation and collects the returning photons.  
In the technical literature, LIDAR systems are classified as active systems because 
they emit pulses of light (i.e. the laser beams) and detect the reflected light. The 
basic idea is a simple measurement, in time and intensity, of a laser pulse striking an 
object and returning to a sensor (LIDAR unit) whose position is known (the so-called 
time-of-flight). A scan that uses pulses send at different angles, can provide a map of 
the surface under test (Fig 2.25). Generally, the time data indicates the elevation of 
the target while the intensity data indicates of the composition of the target. Of 
course, the narrower the laser beam, the higher the lateral spatial resolution of the 
map. 
Single-photon detectors and TCSPC electronics may provide a remarkable advantage 
for LIDAR: the system can work until there is one photon return-event per pulse, 
extending the distance of the targets under test, for a prefixed laser repetition rate 




(𝑅𝑅). In order to get position information on the photon detected, it is required that 
only one laser pulse may return at once. For 𝑙 the maximum distance of the surface 
under test, 𝑛 the effective refractive index of the medium and 𝑐 the speed of the 




         (Eq. 7). 
Compared to other LIDAR techniques (employing CCD/CMOS6 cameras, for instance), 
single-photon LIDAR has the disadvantage of performing only 2-dimensional maps: 
for a given scanning angle, the backscattering due to the closest object is the only 
one detected by the single-photon sensor. Conversely, multiple return systems can 
capture up to five returns per pulse (Fig. 2.26) and it increases the ability to look at 
the 3-dimensional structure of the features above the ground surface. 
 
Fig. 2.26: Multiple return signals in LIDAR. A Laser pulse crosses few items and is 
backscattered at different heights, result ing in a more detailed mapping.  
In literature, for a target distance of ~300 m, millimetric depth resolution was 
achieved by different single-photon systems in which the laser pulse-width was less 
than 100 ps [100]. 
An important emerging market for LIDAR systems are the autonomous driving 
vehicles [101]. 
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2.5.2 Single-photon spectroscopy 
Spectroscopy is the study of the interaction between photons and matter. Every 
single type of atom and molecule have unique spectra. Hence, these spectra can be 
used to collect information about the matter under test. Spectroscopic analysis is 
also frequent in astronomy and remote sensing on earth. Most research telescopes 
have optical spectrometers, scientific instruments that sense light’s intensity and 
polarization over a specific region of the electromagnetic spectrum. The measured 
spectra are used to determine the chemical composition and physical properties of 
astronomical objects (e.g. temperature and velocity). 
A spectrometer including a single-photon source and an SPD would have the finest 
resolution. On the detection side, the isolation of an ultra-weak signal, compared to 
residual background fluorescence and detector noise was already overcome [102]. 
On the emission side, the lack of reliable single-photon sources, combined with the 
difficulty to achieve very efficient emitter-photon interfaces [103], made the 
investigations challenging. Moreover, spectrographic measurements demand a 
tuning of the frequency of the single-photon source with respect to the transition in 
the matter under test. 
In a state-of-the-art free-space single-photon spectrometer [104], based on APDs, 
some features get adopted to solve the issue. When the ratio of the spectral 
linewidths before and after the transition is close to unity, the extinction cross 
section7 of a single 2-level emitter can approximated as 𝜆2 2⁄ , where 𝜆 is the 
wavelength of the source. 𝜆2 2⁄  is comparable to the area of a focused beam in high 
numerical aperture collection optics. A continuous wave (CW) tuneable dye laser 
generates a beam that hits a dichroic mirror. Passing through a combination of 
aspheric and solid-immersion lenses for achieving a high numerical aperture in 
collection and excitation, the output is driven toward the source sample. Such 
sample is tuned in frequency by a voltage applied via interdigitated micro-
electrodes. The outcoming beam and a second CW dye laser-beam are coupled via a 
beam combiner. The transmitted optical signal is divided across a Hanbury Brown–
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Twiss correlator8 and to a polarization-maintaining single-mode fibre-coupled beam 
splitter which is connected on one port to a third APD, to probe the light in the fibre. 
On the other port, the last splitter is connected to a half-wave plate that aligns the 
polarization of the single-photon stream with the transition dipole moment of the 
target molecule. A gold mirror deposited on the back of the target sample reflects 
the extinction of the incident beam, which is recorded by a forth APD. 
Another approach [105] to single-photon spectroscopy involves the use of group 
velocity dispersion (GVD) in optical fibre [106]. This parameter is much higher (in 
absolute value) in dispersion compensating fibres (DCFs) to stretch ultrafast pulses. 
In this way, a single detector collects all possible arrival times associated to different 
spectral components. The light source of the setup generates photon pairs at 1544 
nm (signal) and 1517 nm (idler), guided and coupled (with 25% efficiency) into the 
DCF which is not polarization-maintaining. To recover the polarization, the 
outcoming beam travels through a quarter- waveplate, a half-waveplate and finally a 
polarization beam splitter, separating signal and idler which are detected by two 
APDs. The GVD computation derives from the collection of the time delay between 
the laser trigger and the electronic response from the APD with a time-to-digital 
converter. The technique is affected by a couple of downsides. First, a calibration 
setup is required; a reference spectrometer must be employed to acquire the travel 
time through the DCF for a set of wavelengths. By relating the peaks from the 
reference spectrum with the temporal peaks from the time measurement, a 
calibration curve is obtained to reconstruct the entire set of spectra. Moreover, the 
polarization rotation caused by the DCF is wavelength dependent. It means an 
imperfect reconstruction of the original linear polarization and thus, for the entire 
spectrum, the signal/idler split have an intrinsic uncertainty (quantified, by the 
authors, in an 80% polarization contrast for both signal and idler beams). 
2.5.3 Fibre optic sensing: moving into the single photon regime 
A distributed fibre-optic sensor is expected to reveal temperature, strain and 
vibration information from a set of points along an optical fibre through light 
scattering. In industrial applications, they are an attractive alternative to multiplexed 
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point sensors, because a single fibre-optic cable can potentially replace thousands of 
individual sensors, dramatically simplifying sensor installation and readout, reducing 
as well infrastructure costs. 
When a light-wave is launched into an optical fibre, photons will be redistributed by 
various phenomena. If one of the above-mentioned parameters (i.e. temperature, 
strain and vibration) changes along the fibre, the scattered signal will be altered by 
Raman, Rayleigh scattering and Brillouin scattering mechanisms. Distributed fibre 
sensors can be developed based on monitoring the changes on the modulated signal. 
Such changes may be collected measuring, for a given wavelength, the time of flight 
of the amount photons from different portions of fibre (Optical Time-Domain 
Reflectometry, OTDR); its first application was to check attenuation in fibres, for 
cable diagnostic in telecom systems [107]. The other technique involves a tuneable 
laser scanning the fibre under test over a range of frequencies ∆𝜈 (Optical 
Frequency-Domain Reflectometry, OFDR) later converted through Fourier 
Transform. OFDR systems are appreciated for their spatial resolution SR = 𝑐 ∆𝜈 ∙ 2𝑛⁄  
that may reach a sub-millimetre order by increasing the frequency scanning range. 
However, the maximum length monitored is limited by the coherence length of the 
laser sources and the different state of polarization along the fibre [108]. In practice, 
OFDR systems are not reliable after few dozens of metres. In OTDR systems, the SR 
for a given fibre is basically proportional to the pulse width 𝜏 of the light source (i.e.: 
𝑐 ∙ 𝜏/2𝑛). 
 
Fig. 2.27: Graphic examples of Rayleigh (blue line), Brillouin (red line), and Raman 
(green line) scattering peaks relative to the wavelength of the input light signal 
λ0. 




OTDR sensors may be based on Rayleigh [109], Brillouin [110] and Raman [111] 
scattering (Fig. 2.27). In all the cases, the energy of the incident light-wave is 
supposed to be lower than the interatomic bonds of the propagation medium, i.e. 
the fibre-core. 
Rayleigh scattering: The most dominant interaction between light and molecule 
produces elastic scattering of photons and therefore no change happens on the 
molecular energy state. The energy of an incident photon is absorbed by the 
molecule and produces random thermal fluctuations due to density, composition 
and orientation of molecules within the transmitting medium. However, the lack of 
energy to reach an equilibrium at higher energy states produces a reemission of the 
entire incoming energy, i.e. a photon at the same frequency, whereas the molecule 
return to its original energy state, the so-called ground state. 
Even if Rayleigh-scattering based detectors could measure temperatures, they are 
not common in real world applications for several reasons. The Rayleigh signal is 
quite weak and usually needs for high-power lasers and long acquisition times. In 
fact, good temperature sensitivity (± 1 K) with a spatial resolution of 1 m along a 100 
m fibre under test was achieved only in liquid-core fibres9 [112]. In fibres, the 
backscattered signal decays exponentially. Nonuniformities of the attenuation 
coefficient in the fibre produce Rayleigh scattering losses and locally deviate the 
signal from the exponential curve. In silica fibres, temperature and strains do not 
significantly modify the thermo-optic properties of the core, resulting in a constant 
attenuation coefficient and low temperature dependence. Hence, the quality of the 
measurements relies almost entirely in a temperature dependent core. In liquid-core 
fibres, the scattering loss coefficient of the liquid depends on the density 
fluctuations caused by thermodynamic molecular motion. Similarly, in doped glass 
fibres, variations in the attenuation coefficient are enhanced respectively by 
transitions between electronic levels in the dopant that are temperature dependant. 
The best results achieved are a 1 K uncertainty and a 3.5 m spatial resolution over a 
200 m fibre under test Ho-doped. 
                                                     
9 A silica glass tube filled with a higher-refractive index low absorption liquid. 




Advanced schemes for Rayleigh OTDR were proposed in the last decades. Using a 
broadband laser to create a polarized pulse of light, Polarization OTDR exploits the 
possibility to read at the same time, along single-mode fibres, the backscattered 
wave in terms of intensity and polarization information [113]. This double profiling 
on the fibre gives a qualitative indication of the perturbations on the fibre10. 
Although Polarization OTDR allows Rayleigh-based setups to sense strains [114], 
polarization changes are induced by several factors, some of them not under control. 
That results in very noisy measurements. 
Coherent Rayleigh scattering detection is less affected by DC noise than Polarization 
OTDR Rayleigh scattering. Coherent detection means that a reference signal (the 
light source, typically) and the backscattered signal get optically correlated. 
Brillouin scattering: At the macroscopic level, the matter is neutral; positive and 
negative charges have a continuous equilibrium. Conversely, at the microscopic level 
there is an electronic cloud shared by neighbouring molecules in a perpetual cycle; 
then, a prefixed intermolecular distance preserves the global stability. A mismatch 
for such distance implies an energy redistribution represented by a wave of 
quasiparticles like phonons, polarons (in dielectrics) and magnons (in magnetic 
materials). A Brillouin based fibre sensor measures the light scattered from the 
collective phonon oscillations in silica fibres. More properly, it is a form of Stimulated 
Brillouin Scattering because a laser pump provides a light beam at a wavelength 
resonating with an acoustic wave in the fibre-core. Such resonance produced 
outcoming photons shifted of the order of hundreds of MHz with respect to the 
pump. Brillouin systems were demonstrated both for temperature extraction [115] 
and strain evaluation [116]. Combined OTDR sensors were proposed [117], achieving 
accuracy of 4 K and spatial resolution of 40 m over a 1200 m long fibre under test in 
an acquisition time of the order of one hour. The main downside in Brillouin based 
setups is that a change in the strain distribution is indistinguishable from a change in 
the temperature distribution. This cross-sensitivity could be in part corrected if the 
spontaneous emission and Brillouin frequency shift are measured simultaneously 
[118]. Hybrid systems, like the Landau–Placzek ratio-based technique [119] were 
                                                     
10 E.g. a temperature variation mostly affects the intensity while a pressure on the fibre affects 
intensity and polarization of the backscattered photons. 




experimentally demonstrated. Here, a laser pulse is sent through an optical fibre; 
both the backscattered spontaneous Brillouin and Rayleigh signals are extracted 
from the fibre under test, spectrally separated by an optical filter, photo-detected 
and processed. The Landau-Placzek ratio relates the heat capacity ratio11 (𝛾) with the 
integrated Rayleigh (𝐼𝑅) and Brillouin (𝐼𝐵) intensities: 
𝐼𝑅
2𝐼𝐵
= 𝛾 − 1         (Eq. 8). 
The Rayleigh backscattering fluctuations act like a noise (Coherent Rayleigh Noise) 
for the Brillouin signal. It depends on interference between several photons 
backscattered at different positions in the fibre causing phase-intensity noise 
conversion. As it is not related to the physical state of the fibre nor the light source, 
Coherent Rayleigh Noise cannot be reduced by signal averaging or longer acquisition 
times. The impact of the noise on the signal was formally studied [120] and it is 
proportional to the square root of a factor computed dividing the pulse width by the 
refractive index of the fibre and the laser bandwidth. To give an idea, such setups 
can show temperature and spatial resolution of 10 K and tens of metres, 
respectively. The main reason is the weakness of the spontaneous Brillouin emission. 
Although SPDs may offer an adequate solution to pure Brillouin backscattering, the 
simultaneous presence of Coherent Rayleigh Noise generates a too high SNR. 
Fibre Bragg gratings: A distributed Bragg reflector is a multi-layer structure in which 
the effective refractive index shows a periodic variation in the fibre. In optical fibres, 
such feature is possible by modifying with a certain periodicity sections in the fibre-
core, to achieve a variation in refractive index. As result, Fibre Bragg Gratings (FBGs) 
behave like optical notches/dielectric mirrors: a set of wavelengths are reflected 
while the remaining spectrum can propagate. Several grating types were proposed in 
literature [121]. Additionally, it is possible to demonstrate how temperature and 
strain variations [122] shift the Bragg grating centre. Simultaneous detections were 
also performed [123]. The wavelength shift Δ𝜆 is proportional to the central 
reflected wavelength 𝜆𝑟, the temperature shift Δ𝑇 and the sum of the thermal 
expansion coefficient 𝛼Λ and thermo-optic coefficient 𝛼𝑛 [124]: 
                                                     
11 It is the heat capacity at constant pressure divided by heat capacity at constant volume 




Δ𝜆 = 𝜆𝑟(𝛼Λ + 𝛼𝑛)Δ𝑇    (Eq. 9). 
Unfortunately, like the Brillouin effect-based setups, a clear separation between 
temperature and strain influences is not possible because both shift 𝜆𝐵. Various 
arrangements aimed at separating such interference were offered. These include the 
use of a second grating element contained within a different material and placed in 
series with the first grating element [125] and the use of a pair of fibre gratings 
surface-mounted on opposite surfaces of a bent mechanical structure [126]. 
Nevertheless, the previous techniques have limitations when it is required to 
interrogate the wavelength of a large amount of fibre gratings. Other methods 
consist in measuring two different wavelengths, two different optical or grating 
modes [127]. In another scheme (Fig. 2.28), two superimposed gratings with 
different 𝜆𝑟 (850 nm and 1300 nm) were used to extract simultaneously strain and 










]       (Eq. 10). 
Known the permittivity mismatch Δ𝜀, the elements of the Ψ matrix can be 
determined experimentally via a separate calibration of the 𝜆𝑟 changes with strain 
and temperature. Once known, strain and temperature information can be extracted 
by inverting the Ψ matrix. 
 
Fig. 2.28: Scheme for simultaneous measurements of strain and temperature 
using Fibre Bragg Gratings (FBGs). OSA: Optical Spectrum Analyzer.  




In no case, anyway, FBGs can perform absolute thermometry. The reason should be 
obvious comparing FBGs with the technologies above mentioned. In FBGs there is no 
ratio of two signals generated by the same phenomenon. Therefore, precise 
knowledge of the setup parameters is essential. Finally, the readout terminals for 
FBGs are Optical Spectrum Analysers (OSA). Commercially available OSAs are based 
on traditional photodiodes hence single-photon experiments are not compatible 
with FBGs. 
Raman effect: Although predicted theoretically by Adolf Smekal in 1923, the inelastic 
scattering of light was first experimentally demonstrated five years later by C.V. 
Raman and K.S. Krishnan, who were awarded the Nobel prize in 1930. 
In the case of inelastic scattering, the interaction of a photon with molecules 
produce molecular vibrations in first-order neighbouring atoms and a frequency shift 
between the incoming and returning photon. A molecular vibration is a periodic 
motion of the atoms in a molecule while the same molecule, seen as a closed 
system, has a constant roto-translational motion. Before the arrival of any photon, 
the molecule is supposed to stay in its ground state. The energy of an absorbed 
photon lets the molecule reach higher virtual energy states (virtual because not 
observable and due to short lifetime). At these higher states, three scenarios are 
possible: 
▪ As previously mentioned, the first (dominant) effect is the elastic (Rayleigh) 
scattering. 
▪ The second effect (approximatively 1 in 10 million photons) occurs when the 
molecule relaxes on an excited vibrational state, higher than the equilibrium 
state, and therefore releases a photon whose energy is lower than the 
incoming one (Stokes12 scattering). 
▪ The third effect, with a lower probability than Stokes scattering, is the anti-
Stokes scattering. Here, the molecule relaxes on an energy state lower than 
the equilibrium state and consequently emits a photon at higher energy than 
the incoming one. 
                                                     
12 In honour to G. Stokes, who showed in 1852 that fluorescence is due to light emission at longer 
wavelength than the absorbed incident light. 




Stokes and anti-Stokes shifts are of the order of THz and their intensities are a fourth 












       (Eq. 11). 
Raman scattering appears like a form of fluorescence, but they are distinct 
phenomena. In fluorescence, a photon gets absorbed only if its energy is resonant 
with real molecular transitions after the ionization of the atomic electrons. In Raman 
scattering, photons perturb phonon modes, whatever is the frequency. 
Nonetheless, fluorescence has characteristic lifetime of nanoseconds whereas 
Raman effect is a scattering, i.e. instantaneous. Raman effect also differs from 
Brillouin scattering only for the order of magnitude of the shift. But Raman scattering 
is a local effect while in Brillouin scattering emitted photons derive from a large scale 
and low frequency phonon vibrations and no transition in atomic bonds occurs. 
 
Fig. 2.29: Plots of the measured temperature as function of the time and the 
position in a fibre (upper), later compared with a reference thermometer ( lower). 
Reproduced from [131]. 
To date, the Raman-based sensor is the most commercially successful fibre-
temperature technology13. Combined with SNSPD technology, OTDR systems have 
                                                     
13 York Sensors Ltd, DTS 800 system 




already accomplished long-distance (200 km) and high-resolution (0.1 km) 
performances [129]. 
Non-gated up-conversion APDs were also successfully employed for OTDR testbeds 
[130]. Stokes and anti-Stokes emissions, measured on the single-photon level may be 
used to achieve a calibration-free thermometer (Fig. 2.29). Experimental 
demonstrations were performed employing different single-photon technologies like 
PMTs [128], and SNSPDs using different kinds of fibres, such as silica fibre [131] and 
chalcogenide fibre [132]. 
The intensity of the emission for each band can be approximated as follows [133]: 
𝐼𝑢 = 𝜂𝑢Δ𝑓𝑢𝑃𝑜𝑙|𝑔𝑅,𝑢|𝑁(ω𝑢_𝑝)𝐷𝑐 − 𝐵𝑢      (Eq.12). 
The subscript 𝑢 is either S or a for Stokes or AS anti-Stokes, 𝐼 is the back-scattered 
photon flux per second, 𝜂 is the global efficiency of the optical path, Δ𝑓𝑢 is the 
bandwidth of the Stokes or anti-Stokes filters, 𝑃𝑜 is the peak pump power, 𝑙 is fibre 
length, 𝑔𝑅 is the Raman gain factor, 𝐷𝑐  is the duty cycle of the pump signal, ω𝑢_𝑝 is 
the radial frequency detuning between the pump and the mean Stokes or anti-
Stokes wavelengths, 𝐵 represents the backscattered dark pulses and 𝑁 is the 


















+ 1, ω𝑢_𝑝 ≥ 0
     (Eq. 13). 
Detuning ω𝑢_𝑝 as constant over the filter bandwidths and assuming ω𝑆_𝑝 ≈ ω𝐴𝑆_𝑝, 










      (Eq. 14). 
Rewriting the detuning shift in frequency (𝐹) rather in its radial value, grouping all 
the constants in 𝑐 and applying the natural logarithm, an explicit relationship 







⁄       (Eq. 15). 




2.5.4 Fibre temperature sensing for geothermal applications 
Geothermal energy [134] is considered a high-risk engineering project. Costs for the 
exploration of boreholes and maintenance of geothermal plants are extremely high. 
Risk mitigation is therefore crucial, considering the uncertainty of the amount of 
recoverable reserves and production capabilities nearby to be drilled. Geo-
thermometric surveys indicate the level of resources in a borehole. 
Two major techniques are well established in geo-thermometry. The first one 
consists in the extraction of geothermal brine (a mixture of saline water and 
vapours) later examined in chemical laboratories [135, 136]. This method is very 
expensive because the collection of multiple brine samples requires several drills. 
Furthermore, laboratory tests on brine may have a time-scale of days or even weeks. 
The second method is in situ temperature logging: an electronic thermocouple is 
placed at the end of a cable, progressively sensing the temperature at various depths 
of the borehole. Such setup, however, needs repeated calibration as a function of 
the explored depth. Nonetheless, if the temperatures in oil and gas wells do not 
compromise the integrity of the sensor, temperatures in high enthalpy geothermal 
boreholes can be of the order of 450 K. The most advanced logging setup for 
geothermal energy computation, at the time of writing, can perform a unique 
measurement up to 8 hours. 
Fibre optic temperature sensors can play a strategic role in such risk mitigation. 
Indeed, owing to their flexibility and simplicity, distributed fibre optic temperature 
setups attracted a niche of civil engineers, in academia and in the geothermal 
industry; applications in hydrogeology, oil and gas surveys [137] and geothermal 
energy [138] have already emerged. In fact, an ideal fibre optic distributed 
thermometer, combined with the weakest signal sensitivity of SPDs, could sense 
dozens of points across hundreds of meters or even few kilometres in single 
measurement over an acquisition time comparable or quicker than the logging 
techniques. 
2.5.5 Summary 
While the most successful single photon technologies were developed for specific 
applications and the associated operational wavelengths, the SNSPDs offer 




broadband sensitivity and free-running operation, in order to characterize any 
photon-counting experiment operating across a broad spectrum. 
This major advantage is balanced by a difficult scalability to large area and high pixel-
density, due to the ultra-fast timing of the technology and the cryogenic setups 
required to readout the detectors. Anyway, a limited number of pixels is sufficient 
for several applications, historically performed with non-single photon sensors. 
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Chapter 3 – Experimental and analytical 
methods
 
This chapter explains the procedures behind the fabrication of superconducting 
nanowires single-photon detectors, from the film growth to the patterning, etching 
and complementary metal deposition. This chapter describes also testing 
techniques, and the setup of cryostat.  Time–correlated single-photon counting 
techniques are discussed in detail, as these are used in detector timing jitter 
characterization and form the basis of fibre optic temperature sensing 
measurements. 
3.1 Fabrication procedures 
3.1.1 Film growth 
There are several techniques for the deposition of layers (superconducting or not) on 
top of a substrate. This section will focus on two physical vapor deposition methods: 
sputtering [1] and electron beam evaporation [2]. Other methods like atomic layer 
deposition [3] or chemical vapour deposition [4], will not be discussed as they were 
not adopted for the fabrication flow of the devices in the thesis. 
Sputtering is a method in which a material from a source (or target) mounted on a 
cathode is ejected onto a substrate mounted onto an anode (Fig. 3.1). Both are 
placed in a vacuum chamber where an inert gas is pumped into the chamber at a 
certain pressure, bombing the target in a prefixed time. Some atoms are hence 
released by the target and a fraction of them are ionised. A DC current applied 
between anode and cathode creates an electric field that ballistically drives the ions 
from the target toward the substrate (DC magnetron sputtering). The ions impacting 
with the vacuum chamber cause resputtering1. 
At higher gas pressures, the ions collide with the gas atoms that act as a moderator 
and move diffusively, reaching the substrate or vacuum chamber wall and 
condensing after undergoing a random walk. The entire range from high-energy 
                                                     
1 Re-emission of the deposited material during the deposition process by ion or atom bombardment. 




ballistic impact to low-energy thermalized motion is accessible by changing the 
background gas pressure. For efficient momentum transfer, the atomic weight of the 
sputtering gas should be close to the atomic weight of the target. Reactive gases can 
also be used to sputter compounds. The compound can be formed on the target 
surface, in-flight or on the substrate depending on the process parameters: in NbN 
sputtering there is a mix of the inert gas (Ar) and the reactive gas (N) while for MoSi, 
MoGe or NbTiN, two targets are simultaneously sputtered (co-sputtering process) at 
different currents. 
 
Fig. 3.1: Schematic illustration of a generic sputtering process. An inert gas (blue cloud/dots) is 
pumped into a vacuum chamber containing a substrate mounted on an anode and a target 
mounted on a cathode. The inert gas bombards the target and the released ions (yellow dots) 
are driven to the substrate by an electric field generated by a current applied between anode 
and cathode. 
Electron beam evaporation is achieved via an electron beam emitted from a charged 
tungsten filament under high vacuum (Fig. 3.2). The directivity of the beam is 
regulated by an applied magnetic field generated by a deflecting magnet. The 
electron beam transforms the solid source (or crucible) into a gas of atoms that 
diffuses in the vacuum chamber and hits the sample, condensing into a layer. A 
shutter, located between the crucible and the sample, is opened and closed at given 
time intervals in order to regulate the thickness of the layer deposited. 
The evaporation method is technically easier and cheaper than sputtering, offering 
also similar performances in terms of the quality of the films. However, the 
evaporation cannot deposit compounds but only a series of layers. It is a serious 
limitation for the superconducting compounds typically employed for SNSPDs. 





Fig. 3.2: Schematic illustration of an electron beam evaporation process. An electron beam is 
produced from a filament and diverted by a magnet toward a crucible in order to initiate the 
evaporations of its atoms (yellow dots). Such a gas diffuses onto the sample when the shutter is 
in the open state. 
3.1.2 Electron beam lithography 
In electronics, lithography is a process adopted in micro and nanofabrication to 
pattern parts of a thin film or the bulk of a substrate. Modern electronic devices 
must deliver with performance enhancements, such as low-power consumption and 
increased device density, that have spurred progress to miniaturized feature sizes. 
Hence, conventional optical or ultraviolet photolithography is becoming insufficient, 
although it is a rapid and relatively cheap technique: the transfer procedure consists 
in a single exposure, through a mask prepared separately, of a large area of the 
substrate; between the mask and the substrate, a corrective projection lens is 
placed. 
Conversely, electron beam lithography (EBL) is characterized by an extremely high 
resolution and flexibility. It consists of the controlled movement of a collimated 
beam on the surface of the substrate to write a pattern, down to nanometric scales. 
Also, as no mask preparation is involved in the process, EBL is convenient when the 
pattern needs to be adjusted several times and the total area to be written is small. 
An EBL system consists of an electron gun, a collimator, magnetic lenses, shutter and 
deflecting coils [5]. In the electron gun, electrons extracted from a filament are 
accelerated by an electric field. This stream of electrons is then focused by the 




collimator and magnetic lenses. The position of the focused electron beam can then 
be controlled using the deflecting coils. The wavelength of the electrons, given by De 
Broglie’s relation λ = h/pe where pe is the momentum of the electrons, can be made 
much smaller than optical wavelengths by controlling the acceleration voltage of the 
electron gun and therefore allows for the fabrication of features of the order of a 
few nanometers. 
In practice, the desired pattern is initially drawn using a layout generation software. 
Afterward, on the EBL control software, the graphic file is completed by some 
parameters in order to assign specific features to the pattern. Firstly, an electron 
dose (expressed in µC/cm2) gets associated to every pattern. The dose is a function 
of the resist (a radiation sensitive polymer film) and the material to be processed. 
Then, the file is processed through a software that fractures each area to be exposed 
in smaller ones called trapezia, which correspond to each position of exposure of the 
electron beam. Trapezia are situated over a square lattice grid, whose minimum 
distance between its points represents the resolution of the patterning. The beam 
scans the grid horizontally, exposing only dots separated by a fixed gap called “Beam 
Step Size” (BSS, i.e. an integer multiple of the resolution). Instead, the “Spot Size” 
(SS) defines the beam-width, which is finite and related to current and diameter of 
the aperture of the beam (Fig. 3.3). Of course, finer is the SS and longer is the 
exposure time, for a given pattern. 
Substantially, a pattern is a matrix of exposed points, subdivided into blocks. Those 
blocks are associated to stage movements because the EBL tools have a limited 
writing field, beyond which electrons start to be deflected with distortion. The 
accuracy of stage positioning is a crucial parameter describing the quality of an EBL 
tools. Stage misalignments induce stitching errors at the borders of the writing field 
of the beam. 
The resolution is mainly limited by the so-called proximity effect [6]. It is due to the 
scattering of electrons in the resist and underlying substrate. In other words, a 
region larger than the beam-incidence results exposed. The effect can strongly 
deform the designed pattern. The EBL equipment used for the fabrication of the 
devices presented in Chapter 4 is a Vistec VB6 UHR EWF. It offers a self-correction 
that reduces the proximity effect by modulating the exposure dose depending on the 




density of the patterns but the feature was not utilized. Additionally, the VB6 
management software runs in terms of variable resolution unit (VRU), computed 
dividing the beam step size by the resolution. 
 
Fig. 3.3: Graphic explanation of the Beam Step Size. From the top left to top right it is linearly 
increased, until a threshold for which the line-edge roughness becomes a problem, as shown in 
the lower picture. Courtesy of Dr. S. Thoms. 
3.1.3 Dry etching techniques 
An etching process is required when the unmasked patterned region of the sample 
needs to be removed. In case of SNSPD fabrication, it is the step when the nanowire 
gets isolated from the whole superconducting film. Depending on whether the 
etchant agent is liquid or plasma, the process is named wet etching or dry etching, 
respectively. The dry technique is considered superior [7], in terms of selectivity and 
uniformity, due to a more precise etching time-control and a vertical etch-rate that 
massively exceeds the horizontal rate (anisotropic etching). This section will focus on 
a specific dry etching method called Reactive Ion Etching (RIE), as the devices 
proposed in the following chapter were etched in such manner. In RIE, the unmasked 
material is physically and chemically attacked by ions accelerated via an RF power 
applied to two parallel plates. Such power regulates, at the same time, the plasma 
generation; if increased after a certain threshold (related to the processed sample), 
the self-biasing voltage on the plate facing the mask can transfer to the ions an 
energy so high to reduce the etching selectivity (over-etching) or even to 
mechanically break the sample. In summary, the etching rate is a function of the 




plasma density which is itself a function of that RF power. The dry etching procedure 
can be described by four steps: 
I. The reactive gases pumped into the chamber are transformed into active gas 
species, by electron collisional dissociation and ionization reaction. 
II. Transport of the active species by diffusion from the bulk plasma of the 
discharge onto the surface of the sample. 
III. Over the unmasked area of the sample, the reactive atoms are absorbed and 
progressively ablate the superficial electrons (chemical attack). 
Simultaneously, an ion-bombing break the bonds (physical attack). 
IV. The outcoming volatile atoms are pumped out like chemical wastes. 
The etching time depends on thickness and material to etch. An imprecise duration 
can originate over-etching issues (as an incorrect power applied). Under-etching 
issues are less frequent, due to the possibility to check the etching process with an 
interferometer. 
3.2 Construction of a 2.4 K Gifford-McMahon cryostat 
3.2.1 Introduction to cryogenic systems 
The fastest way to reach temperatures compatible with the superconducting state is 
the immersion of the detector into liquid He. Such technical ease is counterbalanced 
by high costs and hazards of liquid He, that requires safety training for users [8]. 
Such a solution is therefore not attractive or practical for industrial and 
interdisciplinary research activities by non-physicists. The main other option is 
represented by closed-cycle cryocoolers [9] in which there is no contact between the 
cooling agent and the final user. The simplest method to refrigerate is based on the 
reverse Stirling cycle, from which subsequent technologies are derived, like the 
Gifford-McMahon (GM) cycle (Fig. 3.4), employed in a cryostat2 assembled for the 
experiment illustrated in Chapter 5. The main elements are a compressor driving two 
pressure lines, a piston (usually called displacer), a regenerator (a porous body, 
usually cylindrical in shape, through which a gas passes back and forth in a cyclic 
motion) and a cold head. The SNSPD are attached on a stage of the cold head, which 
                                                     
2 Original design: Natarajan, C. M. (2011). Superconducting nanowire single-photon detectors for 
advanced photon-counting applications (Doctoral dissertation, Heriot-Watt University). 




is isolated from the environment by a closed canister. High pressure, high purity He 
circulates through the cold head, acting as heat transferring agent. According to the 
ideal gas equation, the temperature in the closed chamber is proportional to the 
product of pressure and volume that are artificially modified by a compressor 
through the cycle. The innovative element, compared with the Stirling cycle, is a 
rotary valve between the hot and cold sides of the system aimed to separate high 
and low pressure gas lines. 
 
Fig. 3.4: Operation of the Gifford-McMahon (GM) cycle. 1) With the displacer at the bottom, 
the high pressure inlet is opened and the upper chamber is pressurized at a constant 
temperature. 2) The displacer is moved to the top, thus forcing out the gas from the top 
chamber through the regenerator to the lower chamber. This process cools the gas at a 
constant pressure. 3) The rotary valve switches the low pressure port. This process allows the 
gas in the lower chamber to expand and cool. This expansion displaces some gas out through 
the low pressure port doing some work. This is the main cooling step in the GM cycle for the 
gas. Due to the direct thermal contact, it will drive heat out of the sample space. 4) The cooled, 
low temperature gas is then forced out of the chamber with the displacer moving down. This 
process cools the regenerator, and thus the gas leaves the low pressure port near ambient 
temperature. 
3.2.2 Assembling the setup 
To reach temperatures of the order of 2.4 K, a multistage cryostat is required. The 
first stage operates at ~40 K while the second stage and the sample stage operates 
at ~2.4 K. A Sumitomo RDK101D cold head and a Sumitomo CNA-11C compressor 
unit were used to build the cryostat (Fig. 3.5) employed in Chapter 5 experiment. 
This unit runs off a 13 A electrical outlet (with 1 kW power consumption) and 




requires only air cooling. The cold head was firstly fixed into a metal plane supported 
by four legs. Then, a hexagonal manifold was mounted at the base of the cold head. 
The manifold has six interfaces to be sealed by six flanges:  
I. a flange hosts four SMA3 connectors;  
II. a flange hosts a 12-pin fisher connector as an interface between three4 
Lakeshore DT-670 calibrated Si-diode thermometers and a digital mainframe; 
III. a flange hosts a plug and valve for the vacuum pumping action; 
IV. a flange hosts an optical fibre feedthroughs; 
V. last two flanges are blank. 
 
Fig. 3.5: (a) Photograph of a Gifford-McMahon cryogenic setup. (b) Zoom on the stages of the 
Sumitomo RDK-101D two-stage cold head. 
An O-ring form an interface with the manifold and a stainless-steel vacuum can, that 
completely isolates the stages from the surrounding environment. Over the 40 K 
stage plate of the cryostat, a radiation shield was mounted for a full electromagnetic 
isolation of the samples to test. After the installation of all the components, the 
cryostat was leak-checked. Before turning-on the compressor, the system is pumped 
to a pressure of at least 10-5 mbar. Almost after 9 hours, the stages reach their final 
temperatures (Fig. 3.6). 
                                                     
3 Sub-Miniature version A 
4 One per stage 





Fig. 3.6: Cooldown plot of the cryostat with a mounted SNSPD device. The cold head reaches 
base temperatures of ∼2.4 K and 40 K in 9 hours. The inset shows the temperature variation 
between the 3 K stage and the sample stage. Data recorded with the temperature resolution of 
0.1 K. 
3.2.3 Packaging 
The devices are attached to the cryostat using a sample mount (Fig. 3.7), consisting 
of a gold-coated oxygen-free, high-thermal conductivity copper base, four 
electrically isolated copper bond pads and a central adhesion spot, where a sample is 
attached using varnish. 
 
Fig. 3.7: Photographs of a sample mount for SNSPD. The electrical signals between the SNSPD 
and the cryostat are transmitted via SMP (Sub-Miniature Push-on) cables. The four SMP 
connectors on the rear of the sample mount are soldered to the copper bond-pads on-front 
(High-frequency laminate Printed Board Circuit), onto which the sample is wire-bonded. 





The device is then wire-bonded using aluminium wire, connecting between the 
device's surface bond pads and the sample mount's bond pads, which are soldered 
to female SMP connectors. In case of fibre-coupling connection, there is also a cubic 
cap, screwed onto the front (frontside-coupling) or the rear (backside-coupling) of 
the sample mount in the middle of which a fibre ferrule is placed. An alignment 
procedure [11] is finally required to test the detector at its best. 
3.3 Electro-optical analysis 
3.3.1 Critical current measurement 
A voltmeter and a variable current source are enough to measure the I-V 
characteristic and, therefore, the critical current 𝐼𝐶  (explained in § 2.4.1) of an SNSPD 
(Fig. 3.8). The variable DC current generator is formed by an isolated voltage source 
module (SIM 928, Stanford Research System Inc.) in series with a load resistor 𝑅𝐿. 
The voltage source is hosted in a digital mainframe (SIM 900) with the voltmeter 
(SIM 970). A computer program sweeps the input voltage 𝑉 by across a range of 
values in which 𝑉/𝑅𝐿 >  𝐼𝐶. 
 
Fig. 3.8: Simplified schematic of the setup for I-V measurements. A voltmeter records the 
SNSPD input and output voltages. The I-V curves give an indication of the critical current of an 
SNSPD. An optional shunt resistor (𝑹𝒔) can be added to reduce the SNSPD dead time. 
Optionally, in parallel with the SNSPD, a shunt resistor can be added. This 
component, typically 50 Ω (which is much lower than the resistance of a triggered 




device but higher if untriggered), shortens the dead time (explained in § 2.1.5) of the 
detector by collecting most the current flow. As the current is redirected, the heat 
on the detector is reduced. The use of a shunt resistor implies a slightly higher 𝐼𝐶  
(Fig. 3.9) which also implies a (fictional) higher detection efficiencies since some of 
the applied current is now going through the shunt. 
 
Fig. 3.9: Example of the effect of a 50 Ω shunt resistor on the I-V characteristic of the same 
SNSPD. 
3.3.2 Kinetic inductance measurement 
The kinetic inductance establishes the relaxation time of the output pulses in SNSPDs 
and could be also considered as an index of uniformity for a detector [19]. 
 
Fig. 3.10: Diagram of the setup for kinetic inductance measurements. A computer program 
sweeps a set of growing DC current bias over the SNSPD. In the meantime, from the inductive 
port of a bias tee, a vector network analyzer registers the associated indunctances. 




In practice, a one-port vector network analyser (VIA Bravo, AEA Technology Inc.), 
with frequencies from 0.1 MHz to 50 MHz, records the inductances as a function of a 
growing bias current (𝐼𝑏) applied across the device. The L-I curves are later fitted by 
the following equation [12]: 





]      (Eq. 16). 




𝑐  is the theoretical prediction of the 𝐼𝑐 for 
nanowires with no constriction from the Ginzburg-Landau theory, was introduced by 
Kerman [13] to describe the effect of the nanowire’s cross-section constriction on 
the 𝐼𝑐 and on the kinetic inductance. Instead, 𝐿0 represents the inductance of the 
single pixel for zero bias. 
3.3.3 Detection efficiency measurement 
Recalling the statements in § 2.1.1, the detection eﬃciency is computed by 
comparing the input optical power with the number of counts per second registering 
on the detector.  
 
Fig. 3.11: Diagram of the setup for detection efficiency measurements. A laser pulse travels 
along the fibre feed-trough of the cryostat, from the source to the biased SNSPD and the high 
speed counter enumerates the detected photons. Black line: electrical connection. Green line: 
optical connection. 𝑹𝒔: shunt resistor. 
Experimentally, the input power is converted into a photon flux (Φ, i.e. the number 
of photons per second entering the cryostat). This value is obtained dividing the 




optical power read on a power meter (when no attenuation is applied) by the energy 
of a single photon E = h∙c/λ, where λ is the central wavelength of the laser source. 
For a complete characterization of the detector efficiency, the setup (Fig. 3.11) 
measures the recorded photons as a function of the bias (from 𝐼𝑏 ≪ 𝐼𝑐 to 𝐼𝑏 ≅ 𝐼𝑐) for 
several attenuations values (typically from 20dB to 120dB). 
 
Fig. 3.12: Example of an SNSPD photon count rate (per second) plotted against the photon ﬂux 
(per second) for a 1 MHz gain-switched diode laser. 
From the outcoming curves, three regimes are usually observable (Fig. 3.12): 
I. for a low photon fluxes, the count rate is relatively constant and the 
measurement is mainly an index of the dark count rate (DCR); 
II. then, the detector switch into a regime where an increment of the photon 
flux increases the count rate; 
III. finally, there is a saturation regime, in which an increment of the photon flux 
does not increase the count rate, now approaching the pulse rate of the 
laser. 
Under the hypothesis that the first value recorded at any bias voltage is the number 
of dark pulses 𝑁𝑑𝑝 and taken the count rate 𝑁𝑐 in the linear regime for every bias, an 




         (Eq. 17). 
3.3.4 Nano-optical mapping for SNSPDs 
For the optical test of the arrays presented in Chapter 4, a fibre-coupled miniature 
confocal microscope (MCM) integrated in a closed-cycle pulse-tube cryostat [16] was 




used. Although not employed for confocal microscopy, this setup5 (Fig. 3.13) 
provides a closely focused spot to spatially map the efficiency of an SNSPD and it 
permits scanning of multiple pixels in a single thermal cycle. 
 
Fig. 3.13: Diagram of the confocal microscope configuration. Integrated in a 3.5 K cryostat, it 
maps the efficiency of an SNSPD over 40 x 40 µm2 (at cryogenic temperatures). An attenuated 
laser source is sent to a collimating lens. The outcoming beam is focused toward by an 
objective lens. The three-dimensional beam directivity is controlled by piezoelectric motors, 
driving a X-Y scanner for sub-nanometre steps. Black line: electrical connection. Green line: 
optical connection. 
A stack of two piezoelectric motors ANPx101 move the optical beam, providing high 
resolution and high stability positioning over 5 mm in X and Y. The Z movement is 
controlled by an ANPz101. This gives the ability to focus the light to a point that may 
be even translated across the device. An independent X-Y stage, an Attocube 
ANSxy100, also allows the MCM to scan a 40 x 40 µm2 area6 with sub-nanometre 
step size [18]. Light delivered by the fibre is collimated by an aspheric lens of 
numerical aperture (NA) equal to 0.15 [19] and then focused by a second aspheric 
lens with NA = 0.68 [20]. Both lenses have an anti-reflection coating suitable in the 
wavelengths interval 1050-1620 nm. 
From an operational perspective, the MCM is scanned in a raster pattern of the 
Gaussian spot of light over a surface. The observed photo-response is a convolution 
between the geometrical response of the SNSPD under investigation and the 
Gaussian FWHM-spot. Though theoretically computable by means of an inverse Fast 
                                                     
5 Built by Dr. Michael Tanner [17]. 
6 At cryogenic temperatures. At room temperature, the maximum area is 70 x 70 µm2. 




Fourier Transform, the reconversion backward to the pure SNSPD geometry is 
essentially impossible due to optical and thermal noise. 
 
Fig. 3.14: Picture of the entire experimental setup for the characterization of an SNSPD array: 1) 
Cryocooler; 2) Attocube ANC150 housing including the ANC200 scanner controller and the 
ARC200 X-Y-Z motor positions reader; 3) SRS SIM900 digital mainframe including temperature 
monitor, isolated bias voltage sources and multimeters; 4) Agilent Infiniium DSO80804A 
oscilloscope; 5) Agilent 5313A universal counter; 6) Agilent 11896A polarization controller; 7) A 
series of two HP 8156A optical attenuator. 
3.3.5 Time correlated single photon counting 
Time correlated single photon counting (TCSPC) techniques [21] identify the 
temporal shape of the pulses from a SPD and therefore locate temporal events in an 
optical system.The timing of each event in detection, i.e. “Stop”, is recorded and 
compared to that of another signal, the “Start” event, descending from the light 
source. The relative timing between the Start and Stop signals is stored while the 
amplitude of each signal is irrelevant. For this reason, TCSPC techniques can be 
considered independent from gain-noise. The only source of internal noise affecting 
the system is due to the dark counts rate of the detector [22]. However, gain-noise 
can contribute to a timing error depending on pulse amplitude discriminator levels. 




In an analogue TCSPC system, a start pulse is sent, generally through a timing 
discriminator7, to a Time to Amplitude Converter (TAC), which typically initiates the 
charging of a capacitor, successively arrested by a pulse from the single photon 
detector. The TAC then releases a pulse whose amplitude is proportional to the 
charge on the capacitor and, therefore, the time difference between the start and 
stop signals. The TAC output pulse is sent through an analogue to digital converter 
and a count can be added to a data store in a bin corresponding to that timing 
interval. 
 
Fig. 3.15: Schematic illustration of a Time Correlated Single P hoton 
Counting (TCSPC) measurement. A light source provides a photon flux to the 
detector (green line) and a Start timing signal (blue line) to the TCSPC. The single 
photon detector provides the stop (orange line). Relative timings are collected on 
histograms like (1-4), with increasing acquisition time.  The longer the acquisition 
time (4), the better the profile accuracy of the timing reference.  
In modern TCSPC hardware, a Time to Digital Converter (TDC) replaces the TAC. In its 
simplest version, the TDC acts as a clock attached to a counter; from the start signal 
clock cycles are counted until a stop signal is received and therefore a count can be 
stored in a bin corresponding to the number of clock cycles. A series of these 
operations form a histogram of the optical transient of the system (Fig. 3.15). 
                                                     
7 An electronic signal processing device, designed to mimic the mathematical operation of finding a 
maximum of a pulse by finding the zero of its slope. 




Whatever the hardware architecture, a single-photon regime must be guaranteed 
for every single time-gate. When this condition is not guaranteed, the so-called pile-
up effect [23] occurs. Such effect involves photons lost at high photon count rates 
due to the combined dead time of the detector and TCSPC modules, usually below 
100 ns. 
 
Fig. 3.16: Graphic description of the pile-up effect. The dead time forbids the 
detection of the second and third photon.  Reproduced from [24] 
Considering the dead time, single-photon detectors reveal only one photon after one 
laser shot. Pile-up describes the effects of photons lost at high photon count rates 
due to the dead time of the TCSPC devices (Fig. 3.16). In consequence, the average 
measured time becomes shorter. 
 
Fig. 3.17: Example of changed lifetime in a Time Correlated Single Photon 
Counting fluorescence measurement as function of the ratio between detection 
count rate and the laser repetition rate (Pile-up effect). Reproduced from [24]. 
A solution to the problem is a proper reduction of the detection rate. Although the 
measurements start to be substantially altered when the detection rate is around 




half of the laser rate (Fig. 3.17), most of the TCSPC modules give a warning to the 
user over a 5% ratio. 
As stated in § 2.1.5, the dead times and timing delays within the electrical 
components permit to measurement of a maximum of only one photon, or one Stop 
per Start pulse. Assuming a Poissonian distribution of the measured data, two figures 
of merit can be computed on TCSPC histograms: the signal to background ratio 
(𝑆𝐵𝑅) and the signal-to-noise ratio (𝑆𝑁𝑅). 
𝑆𝐵𝑅 is the ratio between the number of counts in the maximum bin from a TCSPC 
histogram (𝑛𝑝) and the average number of background counts per bin (𝑛𝑏). 
Background counts are detection events arising from experimental noise. They are 
uncorrelated with respect to the trigger signal of the system and are therefore 
distributed all over the histogram with an equal probability [25]: 
𝑆𝐵𝑅 =
𝑛𝑝
𝑛𝑏⁄          (Eq. 18). 
Although 𝑆𝐵𝑅 could be a qualitative indication for a histogram, it does not consider 
the improvement in response shape with respect to the total acquisition (or 
integration) time of the histogram [22]. To quantify the level of a signal over a 




⁄         (Eq. 19). 
From Eq. 18 and Eq. 19, it is clear how systems with similar 𝑆𝐵𝑅 may show a 
significantly different 𝑆𝑁𝑅. 
All the TCSPC measurements reported in the thesis were acquired using a 
multichannel module (Hydraharp 400, PicoQuant GmbH). 
3.4 Summary 
SNSPDs design, fabrication and testing involve the understanding of several tools 
and techniques. The results presented in the following chapters required a correct 
use of the electron beam lithography, dry etching and metal deposition facilities. At 
the same time, a 2.4 K GM cryostat was successfully assembled and setups for the 
electrical, optical and timing characterizations were employed, discussing also time-
correlated single-photon counting technology in depth. 
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Chapter 4 – Superconducting nanowires 
single-photon detectors arrays 
 
This chapter illustrates results about fabrication and testing of two 4-pixels 
superconducting nanowires single-photon detectors arrays having sensitive area of 30 
x 30 µm2 and 60 x 60 µm2, with an individual pixel bias and readout scheme1. 
Furthermore, a code-division multiplexing scheme based on the integration between 
the superconducting nanowires and on-chip palladium resistors was simulated. 
4.1 Large area SNSPD-arrays design 
The two arrays under investigation have the same design with a 2x2 matrix of 
independent pixels covering sensitive areas of 60 x 60 µm2 and 30 x 30 µm2. As the 
pixels are identical, the area of a single detector is 30 x 30 µm2 and 15 x 15 µm2, 
respectively. Coplanar waveguides (CPW), as thick as the nanowires are, act as 
transmission lines delivering signals from the chip to the external electronics (Fig 4.1). 
   
Fig 4.1: On the left, waveguides layout (in blue) around the 4 pixels for a positive 
resist. On the right, SEM image of a waveguide-chip connection. 
The widths of the ground plane spacing in the CPW (Fig. 4.2) are a function of the 
thickness and the permittivity of the substrate, the frequency of the electrical signal 
(~2 GHz) to be carried, the trace width (typically as large as the size of the detector) 
and the connection impedance (50 Ω).  
                                                     
1 Work carried out in collaboration with Dr. Alessandro Casaburi. 





Fig 4.2: Main parameters for the computation of the coplanar waveguide ground 
plane spacing (s). The space is a function of the trace width (w), the substrate 
thickness (t) and permittivity (ε), the connection impedance (usually 50 Ω) and 
the frequency of the electric signal (~2 GHz). 
With the help of an external tool2, a trace width of ~8.5 µm was computed. The big 
square (400 µm x 400 µm) at the end of the guide (Fig. 4.1) is necessary for a 
comfortable wire-bonding between the chip and the sample mount. The presence of 
such bond-pads requires the computation of a a second trace width of ~215 µm, using 
the same tool. The mismatch between the different sizes at the beginning and at the 
end of the CPW gets tapered by a link of ~1.4 mm [1]. Such link is kept quite long to 
avoid fabrication issue related to small features that may result into a faulty (open 
circuit) CPW. 
 
Fig 4.3: Parallel configuration used for the nanowires in each single pixel: 46  
blocks connected in series each containing 2 parallel nanowires in the 30 x 30 
µm2 array (a) and 4 parallel nanowires in the 60 x 60 µm2 array (b).  
Both the arrays adopt a configuration of 46 blocks, connected in series. Each block 
contains a parallel of two nanowires, in the 30 x 30 µm2 array (Fig. 4.3a), and a parallel 
of four nanowires, in the 60 x 60 µm2 array (Fig. 4.3b). As reported in § 2.4.5, some 
reasons suggested to employ parallel nanowires rather than a meander: firstly, a 
single defect, in terms of fabrication, for a long meander can spoil the detection 
                                                     
2 http://www1.sphere.ne.jp/i-lab/ilab/tool/cpw_e.htm 




efficiency of the entire device; secondly, there is a linear decrease of the maximum 
photon counting rate, due to a dead time proportional to the kinetic inductance [2]. 
In the 30 x 30 µm2 array, the nanowires are 60 nm wide and 90 nm spaced, patterned 
from an 8 nm NbTiN film (film growth: STARCryo, USA) deposited on a basic cavity 
layer of 400 nm SiO2, while the wafer is made of Si (Fig. 4.4a). The refractive index 
mismatch at the Si/SiO2 interface gives a strong reflection and the optical length3 of 
the basic cavity is ~580 nm. Hence, consequently to the quarter-wave resonance, this 
substrate was optimized for incident wavelengths around 2.2 µm. 
In the 60 x 60 µm2 array, the nanowires are 70 nm wide and 90 nm spaced, patterned 
from a 6 nm NbTiN film (film growth: JWNC, University of Glasgow) deposited on a 
distributed Bragg reflector (DBR, layers growth: Helia Photonics Ltd) and a Si substrate. 
In details, 5 bi-layers of Si/SiO2, whose thickness is 270 nm Si and 270 nm SiO2 are 
deposited on top of the Si substrate (Fig. 4.4b). The top SiO2 layer is a quarter-wave 
cavity with an optical length of ~391 nm and optimized for incident wavelengths in the 
interval 1.3-1.9 µm. 
 
Fig 4.4: Structure, not to scale, of the detector in the 30 x 30 µm2 array (a) and in 
the 60 x 60 µm2 array (b).  
4.2 Large area SNSPD-arrays fabrication 
4.2.1 Markers 
Initial and essential step of fabrication is the deposition of Titanium-Gold (Ti-Au) 
markers for the alignment of the VB6 machine (described in § 3.1.2). To do that, few 
drops of resist are pipetted onto the microchip after a cleaning with acetone, 
isopropanol (IPA) and a nitrogen gun. The resist used is the ZEP520A4. 
                                                     
3 Product of the thickness and the index of refraction of the medium through which photons at a 
specific wavelength propagate. 
4 The use of a positive tone resist influenced the layout design. 




Afterward, the microchip runs in a spinner at 4000 rpm for 60 s, distributing the resist 
all over the surface of the sample which is then baked on a hotplate at 180 °C for about 
4 minutes. It comes now the time for a first electron beam lithography (EBL) exposure. 
At these stage, the electron dose given is 220 µC/cm2, the spot size is 45nm, the 
current of the electron beam is 100nA, the resolution is 1.25 nm and the variable 
resolution unit (VRU) is 43. The ZEP520A resist protects the unexposed areas of the 
chip, where the Ti-Au bi-layer will be deposited after the development of the samples. 
This is possible by putting the chip in a beaker with O-Xylene, used to develop the 
resist, for 60 s at 23 °C and soon after in another beaker with IPA at room temperature 
for 40 s that stops the action of the O-Xylene. 
Then the sample is ready to be processed by a metal deposition machine. A thin Ti 
layer of 15 nm underneath is better in terms of adhesion than the sole 65 nm Au layer. 
Furthermore, the remaining resist and metal above gets removed by soaking the 
sample for several hours inside a beaker filled with Shipley 1165 remover solvent (also 
called “stripper”), placed in a thermal bath at ~50 °C. That beaker then goes into an 
ultrasonic bath and a new acetone/IPA wash will clean the unwanted features from 
the surface. 
The number of markers depends on how many steps the fabrication requires. Every 
step needs a primary marker, a cross of 400 µm span, to locate the subdomain of the 
secondary markers: a group of four squares of 20 µm x 20 µm. Four markers alignment 
removes offset, scale, rotation and keystone errors (Fig 4.5). 
 
Fig 4.5: Errors related to markers misalignment in nanofabrication. Courtesy of 
Dr. S. Thoms. 
4.2.2 Patterning and etching 
Once the sample contains markers, it is possible to the pattern the nanowire. The 
required settings for the EBL tool are sensibly different. The dose for NbTiN patterning 




is 200 µC/cm2. The spot size is 4nm with an electron beam current of 1nA (the finest 
available) and the VRU is 3. 
Once this lithographic mask is completed, the sample is ready to be dry-etched (see § 
3.1.3). The utilized gas is CF4. The parameters needed to etch the NbTiN film are: 
▪ gas flow (50 sccm); 
▪ RF power (80 mW); 
▪ gas pressure (30 mT); 
▪ time of etching (variable, but usually no longer than 50 seconds). 
4.2.3 Device finalization 
The operation following a dry-etching is the removal of the remaining resist by soaking 
again the sample in the stripper, leaving the superconducting nanowires exposed. 
The final step5 is the deposition of the bond-pads (ground and CPW) made of Ti-Au 
and therefore processed in analogy with § 4.2.1. The sample is ready (Fig. 4.6) to be 
packaged as described in § 3.2.3. 
 
Fig 4.6: Nanowires fabrication diagram. 1) Growth of thin films over the 
substrate. 2) Application of a positive resist . 3) The pattern is written into the 
resist by electron beam lithography. 4) Dry-etching of unprotected areas of 
NbTiN with CF4. 5) Application of a stripper to remove the residual resist . 6) 
Device patterned. 
                                                     
5 To be precise, in the 30 x 30 µm2 array, markers and bond-pads were processed together at the 
beginning of the fabrication-batch. In the 60 x 60 µm2 array, CPW and ground bond-pads were 
processed after the dry-etch in order to differentiate the thickness of the layers. 




4.3 30 x 30 µm2 array characterization 
4.3.1 Electrical characterization 
The resistance of the four pixels was measured, at room temperature, via a digital 
multimeter, obtaining values in the range 1.51-1.52 MΩ. 
After a cooldown to ~3.6 K in a closed-cycle pulse-tube (PT) refrigerator [3], a critical 
temperature (𝑇𝑐) of 7.7 K and a uniform critical current (𝐼𝑐) of 38 µA, for all the pixels, 
was observed (Fig. 4.7a).  
 
Fig 4.7: Electrical characterization, at 3.5 K, of the 30 x 30 µm2 array. (a) I-V characteristic for 
the four pixels showing a critical current (Ic) of 38 µA. (b) Inductances for the four pixels 
normalized at the value of L0 (Eq. 16), at varying of the bias current normalized at the critical 
value. The L/L0 curves were fitted as explained in § 3.3.2. In the figure is also shown the 
theoretical curve (dashed line) for C = 1 (i.e. nanowires with no constriction). 
A further proof of uniformity comes from the L-I curves (Fig 4.7b). The obtained value 
of 𝐶 (see § 3.3.2) ranged between 0.68 (pixel 3) and 0.72 (pixel 4) showing a high 
degree uniformity of nanowire cross-section in the fabrication. These values are 
almost close to the theoretical value of 𝐶 = 1 for nanowires with no constriction and 
it is reasonable to think that the discrepancy could be mainly due to the non-
uniformity of the film thickness, including potential bumps in the substrate, instead of 
the constriction of the nanowire width in the fabrication. In fact, for 𝐶 of about 0.7, a 
variation in the nanowire width of 15-20 nm should be clearly recognizable. 
But from extensive SEM6 inspection (Fig. 4.8) of the devices none of such errors were 
observed. This suggests that such constrictions result either from thickness variations 
or material defects, which may have been present in the film before patterning, and 
may even be due to defects present in the substrate itself before film growth. 
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Fig 4.8: SEM inspection of the 30 x 30 µm2 array. 
4.3.2 Optical characterization 
The optical characterization setup is a revision of the one described in § 3.3.4. Bias 
current (𝐼𝑏) and signal pulse readout for each of the four pixels was performed using 
a bias tee. The signal-pulses from the four RF arms of the bias tee were amplified using 
an amplifier (LNA-1000, RF Bay Inc.) with a total gain of 33dB. Then the pulses were 
sent to a power combiner (804-2-0.600-M01, MECA Electronics Inc.) which was 
connected to a second amplifier (LNA-580, RF Bay Inc.) with a gain of 23dB, for a total 
gain of 56dB (Fig. 4.9). 
The role of the 4-to-1 power combiner, running at 500 MHz, is to switch the delivery 
of the four input signals toward the output port, providing a Time Division 
Multiplexing (TDM, explained in § 2.2). 
The pulses then were sent to a digital counter (Agilent 5313A) or an 8 GHz bandwidth 
oscilloscope (Agilent Infiniium DSO80804A), depending on the test to execute. 
Following the procedure explained § 3.3.3, the count rate as function of the photon 
flux generated by the 1550nm laser for different bias voltage was measured, in order 
to compute detector efficiency and dark count rate (DCR) for all the four pixels in the 
array (Fig. 4.9). 





Fig 4.9: Detection efficiency (1550 nm wavelength, pulsed at 1 MHz) and dark count-rate as a 
function of the normalized bias for the four pixels in the 30 x 30 µm2 array. 
Biased at the highest value (97% of 𝐼𝑐) the detector shows detection efficiencies from 
~8% (pixel 2) to ~11.5% (pixel 4). As the DCR is of the order 100 Hz (except for ~3 KHz 
measured on pixel 3), it is reasonable to conclude that the detection efficiencies are 
mainly limited by the lack of an optical cavity optimized at 1550 nm wavelength. 
After the single-pixel efficiencies, an array count map was obtained by scanning the 
1550 nm laser spot across the entire device (Fig. 4.10). The employed laser is 
characterized by a pulse duration of 5 ns, a power of 1 µW (attenuated by 60 dB) and 
a repetition rate of 1 Mhz. The input light-beam for this characterization contained 
~7.5 photons per pulse. However, there are losses through the fibre connections in 
the cryostat of the order of 2dB (measured via an optical power-meter). This 
characterization shall be considered a response map (rather than an efficiency map) 
and confirms how the nanowire uniformity is good across the whole sensitive area of 
the array, even close to the edges. The four pixels were biased individually at the 95% 
of the 𝐼𝑐. The region between the pixels (green) includes a nanowire, 150 nm wide, 
connecting the electrical ground of the four pixels (common ground configuration), 
providing also a sensitive area with a smaller efficiency. 





Fig 4.10: SNSPD array count map obtained by scanning the laser spot across the 30 x 30 µm2 
device area. The map was acquired at 3.5 K, the device was operated at the 95% of the critical 
current. The 1 µW power laser pulses (5 ns duration, 1 MHz repetition rate) were attenuated by 
60 dB. 
By positioning the laser on the centre of the array and defocusing the laser spot just 
before the counts start to decrease (laser spot size a bit smaller than the sensitive area 
of the SNSPD array), the overall system detection efficiency (SDE) and the associated 
DCR of the array were measured (Fig. 4.11). The maximum value measured are a 2.6% 
SDE and a DCR of ~300 Hz, at 97% of the 𝐼𝑐. 
 
Fig 4.11: Overall system detection efficiency (black squares) and the relative dark counts (red 
circles) at the varying of the normalized bias current. 
By leaving the laser spot in the same position used for the efficiency measurements, 
the time jitter histograms (§ 3.3.5) for every pixel, biased at the same time, were 
measured (Fig. 4.12). The histograms were acquired using a multichannel TCSPC 
module with 1 ps bin width. All the pixels responded with a Gaussian shape with no 
asymmetric tails and the values of the respective FWHM is in the range of 71-72 ps at 
the 97% of the 𝐼𝑐 (Fig 4.12). This is another proof of the device uniformity. 





Fig 4.12: Timing jitter histogram measured for the four pixels in the 30 x 30 µm2 array biased at 
the 97% of the critical current. 
The variation of the maximum peak position and FWHM of the time jitter histograms 
at varying of 𝐼𝑏 was also investigated (Fig. 4.13). The peak position shifts towards 
smaller times and the FWHM of the peak decreases at increasing of 𝐼𝑏. Likewise, no 
significant change (asymmetry) in the shape of the Gaussian peak was noticed. 
All these observations match with other results reported in literature [4]. 
 
Fig 4.13: Position of the maximum of the histogram (red circles) and the FWHM 
(black squares) of the histogram with varied bias current when only pixel number 
one is biased. 
4.4 60 x 60 µm2 array characterization 
4.4.1 Electrical characterization 
At room temperature and on a digital multimeter, the 60 x 60 µm2 array showed 
resistance values of 1.76-1.78 MΩ. After a cooldown to ~3.6 K in the same PT cryostat, 
a 𝑇𝑐 of 6.7 K and critical currents from 40 µA (pixel 2) to 49 µA (pixel 3, 4) were 
observed (Fig. 4.14a). 





Fig 4.14: Electrical characterization, at 3.5 K, of the 60 x 60 µm2 array. (a) I-V characteristic for 
the four pixels, showing critical currents from 41 to 51 µA. (b) Inductances for the four pixels 
normalized at the value of L0 (Eq. 16), at varying of the bias current normalized at the critical 
value. The L/L0 curves were fitted as explained in § 3.3.2. In the figure is also shown the 
theoretical curve (dashed line) for C = 1 (i.e. nanowires with no constriction). 
The obtained value of 𝐶 (see Eq. 16) ranged between 0.57 and 0.62 (Fig. 4.14b). 
Although representing a good uniformity in terms of fabrication, the values are lower 
than the kinetic inductance of the previous array (a difference of ~0.1) and thus farer 
from the optimal value of 𝐶 = 1. As the device, during a SEM inspection (Fig. 4.15), 
appeared uniform in terms of nanowire width, such result should depend again on a 
not uniform film thickness, bumps in the substrate or material inhomogeneity. 
 
Fig 4.15: SEM inspection of the 60 x 60 µm2 array. 




4.4.2 Optical characterization 
Biased at the highest value (97% of 𝐼𝑐) the detector showed detection efficiencies from 
~9% (pixel 2) to ~25% (pixel 1 and 4). It is consistent with the measurements of the 
critical currents, as 𝐼𝑐 for pixel 2 is about 9 µA lower than the other pixels (Fig. 4.14a). 
At the same bias, the DCR is quite uniformly of the order 10 kHz (Fig. 4.16). 
 
Fig 4.16: Detection efficiency (1550 nm wavelength, pulsed at 1 MHz) and dark count-rate as a 
function of the normalized bias for the four pixels in the 60 x 60 µm2 array. 
An array count map, scanning the 1550 nm laser spot across the entire device, was 
performed on this array too. Although responding all over the active area, the array 
shows an inhomogeneous count rate (Fig. 4.17), showing its peak response only near 
the centre of the X axis. 
The timing jitter histograms were measured, as described in § 4.3.2. All the pixels 
responded with a Gaussian shape, but asymmetric tails were noticed in pixel 1 and 4. 
The values of the respective FWHM varies from 116 to 163 ps at the 97% of 𝐼𝑐 (Fig. 
4.18). 





Fig 4.17: SNSPD array count map obtained by scanning the laser spot across the 60 x 60 µm2 
device area. The map was acquired at 3.5 K, the device was operated at the 95% of the critical 
current. The 1 µW power laser pulses (5 ns duration, 1 MHz repetition rate) were attenuated by 
60 dB. 
In conclusion, the use of an optimized optical cavity at 1550 nm enhanced the 
detection efficiency of this array of about a factor 3, compared to the 30 x 30 µm2. 
However, the 60 x 60 µm2 array showed less uniformity, perceptible by the jitter 
measurements and the scanning map. 
As the two detectors were fabricated on different substrates and films, it is reasonable 
to state that such issues are not related to the fabrication process but rather to 
inhomogeneous surfaces (non-optimized NbTiN film and bumps over the Si substrate). 
 
Fig 4.18: Timing jitter histograms measured for the four pixels in the 60 x 60 µm2 array biased 
at the 97% of the critical current. 
4.5 On-chip code-division multiplexer for SNSPDs 




4.5.1 Electrical equivalent circuit of an SNSPD 
An SNSPD equivalent electric circuit (Fig. 4.19) can be modelled by few components. 
The kinetic inductance can be represented by an inductor 𝐿𝑘, which depends on the 
geometry and the materials of the nanowire. The hotspot resistance (see § 2.4.5) can 
be represented by a resistor 𝑅𝑛 that depends on the material, but generally of the 
order few kΩ. A DC-current generator represents the bias (𝐼𝑏) of the pixels with a shunt 
resistor in parallel (𝑅𝑆). The photo-absorption can be simulated by a voltage controlled 
switch: in the superconducting state, it is closed and the signal bypasses 𝑅𝑛 while in 
the normal states the switch is open. 𝑅𝑛 is now part of the circuit, creating a parallel 
with the load impedance 𝑍0 at 50 Ω, where most of the signal is diverted. As every LR 
circuit, during a fall-time constant τfall = 𝐿𝑘/(𝑅𝑛 + 𝑍0), 𝐼𝑏 decays through the 
nanowire; τfall also limits the rise time of the voltage pulse across 𝑍0. At this stage, the 
current reaches the so-called return value 𝐼𝑟 [2] and it increases up to its critical value 
𝐼𝑐 in a rise-time constant τrise = 𝐿𝑘/𝑍0, due to the disappearance of the resistive 
hotspot. 
Those time constants are mirrored at the oscilloscope when one observes the voltage 
output pulses generated across 𝑍0: a current fall-time corresponds to a pulse rise-time 
and vice versa. 
 
Fig 4.19: Equivalent electrical  circuit of a superconducting nanowire. 
The electrical responses of an SNSPD can be effectively modelled by using four 
elements on SPICE7 software: 
▪ an inductor representing the kinetic inductance (Fig. 4.20/L1) of the nanowire; 
▪ a voltage source used as ammeter (Fig. 4.20/V2) (required by SPICE for the 
current readout); 
                                                     
7 Simulation Program with Integrated Circuit Emphasis 




▪ a current-controlled switch (Fig. 4.20/W1) simulating the transition from the 
normal state to the superconducting state and vice versa when 𝐼𝑏 overcomes 
the critical current of the nanowire; 
▪ a voltage-controlled switch (Fig. 4.20/S3) driven by a time triggered voltage 
source (Fig. 4.20/V1) simulating the impinging photon that generates the 
hotspot formation. 
 
Fig 4.20: Equivalent SPICE circuit of a superconducting nanowire.  
4.5.2 Simulated 4-pixel code-division multiplexing scheme 
As already mentioned in Chapter 2 and Chapter 3, every current signal deriving from 
a photo-detection by an SNSPD passes through a resistor to be converted in a voltage 
pulse. If the output resistor is shared by all the pixels on the SNSPD, there will be a 
single readout pulse whose amplitude is proportional to the number of detected 
photons. Such idea was already exploited for PNR purposes (see § 2.1.6). 
A further resistor is integrated on-chip and in parallel with each pixel of the SNSPD [5]. 
Successful schemes arrived to include up to 24 pixels [6]. However, such devices 
should not be considered multiplexed arrays because a firing pixel is spatially 
undistinguishable over the entire detector and this is due to the equality of all the 
resistors integrated. Thus, different resistors would offer a different voltage output 
for the same current input. Hence, in theory, it possible to define a code-division 
multiplexed SNSPD array, in which the channel-code is represented by the amplitude 
of the output voltage pulse. 
In order to simulate a complete device, additional elements are introduced (Fig. 4.21): 




▪ an equivalent bias-tee formed by an 8 mH inductor and a 20 nF capacitor8; 
▪ a 50 Ω output impedance; 
▪ a 1 Ω resistor, simulating the wiring resistivity; 
▪ a current generator formed by a DC voltage source in series with a 1 MΩ 
resistor, representing the bias. In practice, an arbitrary 𝐼𝑐 (here 15 µA) is 
uniformly assigned to the circuit but the same current-value is set for the 
current-controlled switch in each pixel. Hence the simulation runs in terms of 
normalized bias currents (here set at 100%). 
 
Fig 4.21: Full simulated SPICE schematic of a 4-pixel detector with integrated 
parallel resistors. Circled in green: bias current generator. Circled in purple: bias 
tee. Circled in yellow: 4 SNSPDs in series with a different resistor in parallel each. 
Circled in black: 1 Ω wiring resistivity. Circled in red: 50 Ω output impedance. 
The SNSPD pixels were all characterized by a kinetic inductance of 20 nH. Such value 
was selected in agreement with experimental data available in the research group 
(~116 pH/sq). The kinetic inductance however will affect the timing of the response 
but timing has a secondary importance in the proposed simulation. 
                                                     
8 From the Model-5575A datasheet, Picosecond Pulse Labs. 




The crucial elements in the design are the resistors. They shall be different enough to 
produce distinguishable pulses for the readout electronics. 
In agreement with all the assumptions above, four SNSPDs were simulated triggering 
(after 20 ns each, with ideal rise time and fall time of 1 ps). The four resistors in parallel 
are respectively 60 Ω, 500 Ω, 850 Ω and 2.3 kΩ and produced voltage output pulses of 
~90 µV, ~150 µV, ~280 µV and ~390 µV respectively (Fig. 4.22). Such voltage 
amplitudes do not include the usual ~50dB amplification of the SNSPDs testing setup. 
In conclusion, the simulations confirm how the output pulses of four SNSPDs in series 
(i.e. a 4-pixel array) can be differentiated (of at least 60 µV, without additional 
amplification) by the insertion of four resistors, each one in parallel with a pixel. 
 
Fig 4.22: Simulated voltage output pulses of a 4-pixels SNSPD with integrated parallel resistors 
of 60 Ω, 500 Ω, 850 Ω and 2.3 kΩ, separately triggered every 20 ns. 
4.5.3 Progresses toward the fabrication 
Palladium (Pd) was immediately considered as an appropriate metal for the resistors. 
It is not superconducting and its high resistivity per square (Fig. 4.23a) results in 
reasonably-sized resistors on the chip. Investigating the literature [7], a film thickness 
of 20 nm was considered for a real device and a verification was done by measuring a 
sheet resistance of ~6.1 Ω, in the temperature range 3.5-12 K, from a 20 nm thick 
unpatterned film, deposited over a Si substrate in the JWNC (Fig. 4.23b). 
An aspect that electrical simulations could not model is the thermal influence of the 
resistors on the superconducting region. Every electric conductor dissipates power 
transformed into heat (Joule heating). Therefore, even if the resistors would be placed 




as far as possible from the nanowires and the thermal dissipation is expected to be 
isotropic, the detector could reach a temperature exceeding its 𝑇𝑐. The mentioned 
references [5, 6], indeed, report about integrated resistors of the order of 4 x 38 Ω 
and 24 x 70 Ω. A precise prediction of the thermal load is not plausible as the 
dissipated power is a square function of 𝐼𝑏, which is a priori unknown because related 
to several features of the SNSPD. In a worst-case scenario, 𝐼𝑏 could be supposed of 
the order of 20 µA and whether all the pixels fired simultaneously, the total power 
would be around 1.5 µW. Such a thermal power produces a local increment of the 
temperature and extends, in time, the resistive state of the device (see § 2.4.1), i.e. 
the detector could show a very long dead time (see § 2.1.1). 
 
Fig 4.23: (a) Pd-film sheet resistance as a function of the thickness [7]. (b) Sheet 
resistance of a 20 nm thick Pd unpatterned film as a function of the temperature, 
deposited in the JWNC. 
4.6 Summary 
Two simple multiplexing scheme have been presented. The first one is a TDM readout, 
in which four pixels are independently biased and readout, whose pulses are 
successively power-combined. It gives the possibility to use the array as infrared 
camera. In terms of performances, the 30 x 30 µm2 array system detection efficiency 
is limited to ~2.6% by the lack of a proper quarter-wave optical cavity and a mirror or 
DBR for the light source wavelength at 1550 nm; also, the nanowires thickness is 8 
nm, rather thick compared with state-of-the-art NbTiN devices [9]. The DCR for such 
efficiency is ~250 Hz and the timing-jitter is ~71 ps at the 97% of 𝐼𝑐. The 60 x 60 µm
2 
array includes a quarter wave optical cavity optimized for photon absorption at 1550 
nm and a thinner superconducting film (6 nm). This enhances the efficiencies of the 




single-pixels up to 24-26%, with the exception of pixel 3 which is only ~9% efficient. 
The measurements of the critical currents had already evidenced such nonuniformity 
(a difference of ~9 µA). At this bias point, the DCRs are all around 10 kHz and the 
timing-jitter varies from 116 to 163 ps at the 97% of 𝐼𝑐. 
A second readout scheme, based on code-division multiplexing, was simulated using 
SPICE software, suggesting it is possible to obtain a 4-pixel array with common bias 
and common readout. Without any form of amplification, output pulses from ~80 µV 
to ~390 µV were obtained, with a margin of at least 60 µV (without external 
amplification), in order to discriminate the firing pixel. The simulation could have 
included a higher number of pixels but that would have not been realistic, as the 
thermal impact of further and higher resistors is supposed to stop the functionality of 
the superconducting circuit. As the two schemes are fully independent, in principle it 
would be possible to arrange a multiplexing cascade in which every port of the power 
combiner is connected to a detector owing four pixels already on-chip multiplexed. 
Such device could be considered as a 16-pixels camera. 
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Chapter 5 – Low power and long distance 
Raman-based fibre temperature testbed
 
This chapter presents a 100 m calibration-free thermometer assembled from 
standard telecom optical components. A temperature profile is extracted by a 
separate collection of Stokes and anti-Stokes backscattered photons detected by a 
single SNSPD channel and time-correlated single photon counting electronics. The 
performance of this distributed fibre optic temperature sensor is evaluated in the 
context of potential geothermal energy applications. 
5.1 Introduction 
As outlined in § 2.5.4, there is a growing demand for versatile high performance fibre 
optic sensors for applications such as geothermal energy. Geothermal industry is 
continuously investing in newer, more accurate and efficient techniques for 
downhole temperature measurements (Fig. 5.1). The possibility of rapid and real-
time data-acquisition through improved sensing technologies would be 
revolutionary in this field. 
 
Fig. 5.1: (a) Sketch of a distributed fibre optic testbed to be employed in a 1 km deep borehole; 
(b) picture of the Eastgate geothermal borehole in Weardale, County Durham, UK. 




In fact, a temperature value may lead to the estimation of further parameters such 
as pressure and enthalpy [1]. This chapter presents development of a novel 
distributed fibre optic temperature sensor1 based on infrared photon counting of 
Raman backscattered signals. 
5.2 Setup design and test 
 
Fig. 5.2: Diagram of the proposed long-distance fibre-optic temperature testbed. 
The pulsed laser is a picosecond fibre laser with a 50 MHz clock rate, later 
reduced to 0.93 MHz by a pulse selector and sent to a circulator which delivers 
the signal to a fibre under test and collects backscattered photons. The final 
splitter is used to separate Stokes band wavelengths and anti-Stokes band 
wavelengths. A single SNSPD was available for this experiment, and the outputs 
of the Stokes and anti-Stokes channels were measured in sequence.  
A detailed representation of the testbed is shown in Fig. 5.2. The light source is a 
Kphotonics CNT-1550-TK fibre laser2. Pulses are delivered at a flip of a switch. It is 
characterized by a centre wavelength at 1559.4 nm, a spectral bandwidth of about 8 
nm, an average output power of 1 mW, a pulse duration < 1 ps and a repetition rate 
(𝑅𝑅) of 50.2 MHz. The laser output is connected to a 90:10 fibre optical-splitter. The 
10% splitter-port is used as input for a DET08CFC InGaAs biased detector. It is an APD 
detector used as optical trigger in the system3. The electrical pulses generated by the 
APD pass through an Ortec Model 9327. It is a 1 GHz amplifier and timing 
                                                     
1 Work carried out in collaboration with Dr. Nathan Gemmell. 
2 A mode-locked oscillator using fibre taper embedded in carbon nanotube saturable absorber. 
3 The laser in use does not own an electrical trigger output. 




discriminator used here to increase by a factor ~2 the pulses from the detector. Such 
signal drives the external input port of a pulse/pattern generator (PPG, model 
Agilent 8110A) and it is used as an internal clock by the PPG itself that generates 
then two outputs. The first one is a 0.93 MHz pulsed 10 V signal at 160 MHz [Fig. 
5.3], required as AC bias for an acousto-optic modulator (MT160-IIR10-Fio by AA 
Optoelectronic), acting as a pulse selector. The second output from the PPG is 400 
mV pulse pattern at 0.93 MHz. It is the reference clock for a TCSPC module and 
constitutes the 𝑅𝑅 for the experiment. As mentioned in § 2.5.1 (Eq. 7), 𝑅𝑅 is a key 
factor for time-of-flight experiment, determining the maximum length of the fibre 
under test (FUT). The time measured between a pulse sent into the fibre and the 
backscattered photon returning down the fibre (and being detected), gives the 
position in the fibre that the scattering happened. The more time interval there is 
between pulses, the more time the pulse can stay in the fibre, the longer the fibre 
can be. 
 
Fig. 5.3: AC bias plot of the acousto-optic modulator employed as pulse selector. Every 1 µs the 
pulse selector is turned on by a 10 V signal at 160 MHz. 
All the optical fibres in the setup are Corning SMF-28e type, characterized by a group 
refractive index (𝑛)of the core, at 1560 nm, equal to 1.468 (Fig. 5.4) and an 
attenuation of 0.2 dB/km. Thus, replacing these data in Eq. 7, the proposed setup 
can perform time-of-flight measurement over ~110 m. 
The power of the light leaving the pulse selector was measured on by an optical 
power-meter (Thorlabs PM100D) and it was found of the order of 0.4 µW. Such light 




gets injected into the FUT via a three-port fibre-optic circulator. The FUT is ~101m; 
the first meter is just the port-2 end of the circulator which is connected with a 100 
m section by an APC4/APC adapter. In terms of temperature, almost 25 m lay on an 
optical table in a room at ~17 °C (290 K; temperature read on a thermostat in the 
room) and the remaining part of the fibre is stored inside a commercial freezer at 
about -22 °C (251 K; temperature read on a digital thermocouple). The FUT had been 
placed overnight in the freezer, in order to be properly and uniformly cooled down. 
The backscattered signal propagates from port-3 of the circulator to the SNSPD; 
profiles of Stokes and anti-Stokes gain as a function of the frequency shift are 
extensively investigated in the literature [2, 3]. In case of silica fibres, like SMF-28e, 
Stokes photo-generation shows a peak for a 440 cm-1 shift, which corresponds to ~12 
THz. The anti-Stokes gain does not show a peak around that shift but it is almost 
constant over a small neighbourhood of the Stokes peak. It is possible to compute 
that for the employed laser, there is a peak of backscattered Stokes-photons at 1675 
nm. 
 
Fig. 5.4: Real part of the group refractive index of Silica as a function of the wavelengths in the 
range of the experiment. Data reproduced from [4]. 
Considering all above, a chain of in-fibre rejection filters (Thorlabs WD202B, 
WD202H and WD202C) was assembled and connected to circulator port-3, in order 
to reject Rayleigh photons around the 1560 nm wavelength. At the end of the 
filtering chain there is a splitter (GoFoton EWDM-FP-K-M-112), which separates 
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Stokes and anti-Stokes signals. For the backscattered photons, the final splitter is the 
only bifurcation in the optical path. The SNSPD will then alternately detect photons 
from the two outputs of the splitter. Such optical channels were characterized as a 
function of the wavelength (Fig 5.5), using tuneable laser sources at the input: HP 
8168F (from 1480 to 1590 nm) and Yenista Optics ECL/T100 (from 1570 to 1680 nm). 
 
  
Fig. 5.5: Measured optical power (via power meter) as a function of the 
wavelength of the optical setup for Stokes and anti-Stokes photodetection. In 
black, the tuneable laser power output. In green, the Stokes channel optical 
response. In blue, the anti-Stokes channel optical response.  
The data show how the anti-Stokes channel (blue line) attenuates by ~30dB photons 
at unwanted wavelength (1530 – 1660 nm). The Stokes channel, instead, presents a -
15dBm peak around 1530 and a ~35dB attenuation till 1510 nm and around 1555 nm 
(Rayleigh backscattered photons). 
5.3 Detector characterization 
The detector selected for the experiment (Fig. 5.6) was fabricated in Japan at the 
National Institute of Information and Communications Technology (NICT), in 2013 
[5]. It is single-pixel NbTiN meander, whose wires are 5 nm thick, 60 nm spaced and 
100 nm wide, with an overall active area of 15x15 µm2. Nanowires are encapsulated 
among a 270 nm SiO2 and a 250 nm SiO layer, with both thickness designed to be 
quarter-wave for a 1550 nm wavelength. 
The top layer is a reflective 100 nm Ag mirror, deposited to enhance the absorption 
efficiency. The entire device was fabricated on an Si substrate. 
Following the same procedures explained in chapter 3, after a cool down to 2.4 K, 
transport properties were immediately tested; a current versus bias voltage (I-V) plot 




was taken, applying a 50 Ω shunt (fig. 5.7). Although a small offset due to the 
readout electronics, the sample showed a critical current 𝐼𝑐 of about 4.5 µA, 
measured over the 10%-90% transition interval. 
 
Fig. 5.6: (a) Schematic configuration (not in scale) of the SNSPD employed in the 
experiment. The superconducting NbTiN meander is encapsulated between an SiO 
layer and an SiO2 layer, on top of which is placed an Ag mirror  to complete the 
optical cavity. The photons are delivered via an optical fibre coupled  from below. 
(b) Picture of the packaged detector mounted in the cryostat.  A metal tape is 
applied on top of the sample mount to protect the detector.  
An estimation of the system detection efficiency was then calculated as in § 3.3.3, 
differing only for the photon flux generated by a 1559 nm laser for different bias 
voltage and regulated also by a manual fibre polarization controller: its use is 
motivated by a different photo-absorptance (a factor 2, typically [6]) of an SNSPD 
when light is polarized parallel to the nanowires compared to a perpendicular 
polarization. 
The measurements revealed a ~1% detection efficiency for low-efficiency 
polarization and ~2.5% for the high-efficiency polarization, at the highest single-
photon detection bias where dark count rate is about 1 kHz (Fig 5.8). Those 
efficiencies, however, are lower than expected compared to the best devices of this 
design reported [5]. It is reasonable that the practical efficiency is low either due to 
fibre misalignment or degradation of the device over time and with thermal cycling.  
The latter hypothesis is supported by the reduced critical current observed (4.5 µA 
versus >15 µA for the first measurements on other devices from this batch).  This low 
𝐼𝑐 also impacts the timing jitter (smaller output pulses lead to larger timing jitter). 
 





Fig. 5.7: I-V curve of the SNSPD mounted in a closed cycle refrigerator at 2.4 K . 
Correcting the offset, the critical current is ~4.5 µA.  
However, an additional efficiency characterization is required, aimed to check the 
behaviour of the detector as a function of the wavelength of the light source. 
 
Fig. 5.8: Detection efficiency (1559 nm wavelength, pulsed at 50 MHz)  and dark 
count-rate as a function of the normalized bias  for low-efficiency polarization 
(left) and high-efficiency polarization (right). 
With the help of an Agilent 111896A computer-controlled polarizer and set the bias 
at the 98% of the 𝐼𝑐, such a detection efficiency was computed (Fig. 5.9). Data were 
normalized for the two polarizations to extract a factor indicating the variation of the 
efficiency in the wavelength range from 1480 to 1590 nm. For the high-efficiency 
polarization and low-efficiency polarization, a maximum discrepancy of ~1.34 and 
~1.32 were noticed respectively and the related standard deviations are ~0.041 and 
~0.018. A degradation of the device is now more plausible, as no enhancement of 
the optical response is observed around 1550 nm. A damage to the top Ag mirror 
could also account for this. 





Fig. 5.9: Normalized detector efficiency as a function of the source -wavelength, 
biased at the 98% of the critical current . Minimum value (red line) and maximum 
value (black line), for a given wavelength, computed with the use of a computer-
controller polarizer.  
Essential measurement for a reflectometry is the timing-jitter. Photons are collected 
as a function of time until a reference threshold is reached (106 detection events 
chosen in this case). Measuring the jitter of the detector as explained in § 3.3.5, a 
full-width at half-maximum (FWHM) of 223 ps was obtained (Fig. 5.10). 
There are other jitter-components in the testbed. The first one (≤40 ps) due to the 
amplifier in series with the APD, the second one (≤20 ps) due to the PPG that drives 
the pulse-selector transitions. As the total jitter is the square root of the sum of the 
squared components, the previous time jitter does not change significantly. 
 
Fig. 5.10: Time-jitter plot of the SNSPD detector in use, biased at the 98% of the 
critical current. 




In conclusion, setting the bin-width higher than 223 ps in a time-of-flight experiment, 
such setup offers time (and consequently spatial) single-photon resolution no lower 
than ~112 ps, i.e. half of the timing-jitter because, in time-of-flight tests, signal 
propagates forward and backward between two given points (see Eq. 7). 
5.4 Optical measurements and temperature extractions 
With the support of the TCSPC module, it was possible to have plots of the Stokes 
and anti-Stokes channel as a function of the bins. The bin-width is set through the 
software of the TCSPC module and governs the spatial resolution (SR) of the 
measurement. 
 
Fig. 5.11: (a) TCSPC plot of Stokes (black) and anti-Stokes (red) backscattered 
count rates as a function of the position for a 100 m long fibre, tested by a 1559 
nm laser source with a repetition rate of 0.93 MHz and power of 0.4 µW. 
(b) Illustration of the distributed optical probe configuration.  




Dividing the speed of light in the vacuum by the group refractive at the 1560 nm 
pump wavelength (Fig. 5.4), a group velocity in-fibre of ~21 cm/ns is obtained. 
Hence, the 8192 ps bin-width, set on the Hydraharp module5, corresponds to a SR of 
~83 cm6. In other words, to avoid as much as possible local noise on some sections of 
the 100 m FUT, a wider bin width was deliberately selected, sacrificing the minimum 
SR given by the 223 ps jitter, that is ~2.35 cm. 
Moreover, in order to avoid any pile-up effect (see § 3.3.5), the detector was biased 
below the critical value, resulting in a photon count rate below the 5% of the 0.93 
MHz 𝑅𝑅. That implies a DCR around 102 Hz. In this way, the DCR is also visibly lower 
than the backscattered signal. 
Setting an acquisition time of 100 minutes per channel and converting the bins axis 
into a position axis, it was possible to plot the backscattered photons from the FUT 
as a function of the position (Fig. 5.11a). 
The plot offers some positive indications: 
1. The anti-Stokes count rate is lower than the Stokes one. As the detector (and 
its bias) is the same and as the optical path is almost entirely common for 
both the channels (excluding the final splitter), the measurement is in good 
agreement with the theory of Raman backscattering (see § 2.5.3). Also, from 
Eq. 11 solved with the known temperatures (290 K, 251 K), the peak 
wavelengths of the Stokes and anti-Stokes contributions (1675 nm and 1480 
nm) and the wavelength shift (440 cm-1), the ratio between the Stokes and 
the anti-Stokes intensities was expected to be almost equal to 5. Here, the 
experimental result indicates a ratio of about 2.5, that is even in better 
agreement with other experimental results [2]. The mismatch is attributed to 
a non-ideal selectivity of the filters and, therefore, a fraction of photons at 
shorter or longer wavelength of the Stokes and Anti-Stokes contributions are 
included in the count-rates. Moreover, the Stokes channel is centred around 
1640 nm. 
2. Two major peaks are noticeable on each signal. They are strong reflections 
produced by the end of the FUT and the circulator. The offset on the position 
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6 Half (because it is a time of flight) of the product of the group velocity times the bin-width. 




axis (~35 m) depends on the delay between the optical pulse and the 
electrical pulse (from the PPG) used to trigger the TCSPC module. Indeed, 
that module cyclically acquires the signal while the optical-start may be 
shifted to the mechanical beginning of the FUT length. To confirm that, the 
distance from the peak around 45 m to the end of the axis and the initial 
offset is very close to 100 m, i.e. the length of the FUT. 
3. Both the acquisitions show a ~10 m section over which the count is 
significantly lower than the rest of the plot. This is due to the clock of the 
setup which allows a maximum FUT of 110 m, as explained in § 5.2. Such 
extra section can be helpful to evaluate the backscattered dark pulses 𝐵𝑆 and 
𝐵𝐴𝑆, necessary for Eq. 15. Indeed, the arithmetic mean of those points on the 
plot will be used to approximate 𝐵𝑆 and 𝐵𝐴𝑆. 
First step of the data analysis (Fig. 5.12) was the subtraction of the dark counts on 
the two signals. 
 
Fig. 5.12: Flow chart of a fibre temperature sensor based on Raman 
backscattering. Stokes and anti-Stokes signals are collected (simultaneously or 
sequentially). Then, dark counts (measured or estimated) are removed from 
those signals which are numerically filtered by Eq. 20 (data analysis). Finally, the 
signals are used in Eq. 21 to obtain a temperature profile.  
Secondly, a shifting weighted average among five sequential points, in which the 
central one has a double weight, was calculated for the two channels (Fig. 5.13): 
𝐼𝑢′(𝑥) = [𝐼𝑢(𝑥 − 2) + 𝐼𝑢(𝑥 − 1) + 2𝐼𝑢(𝑥) + 𝐼𝑢(𝑥 + 1) + 𝐼𝑢(𝑥 + 2)]/6 (Eq. 20). 
As the number of bins is not reduced and the average is weighted, the space 
resolution is mainly preserved. The reason for such average is the use of wavelength 




peak-values in the following calculations rather than a proper integral over the entire 
interval of wavelengths included in the Stokes and anti-Stokes channels. 
 
Fig. 5.13: TCSPC plot of Stokes and anti-Stokes backscattered signal as a function 
of the position for a 100 m long fibre, tested by a 1559 nm laser source with a 
repetition rate of 0.93 MHz and power of 0.4 µW.  The measured count rates were 
processed by Eq. 20 and later used to extract a temperature profile.  
Essential operation for a correct temperature extraction is the determination of the 
parameters coming from the setup, which also eliminates every form of pre-
calibration for the setup. One of those parameters is the Raman gain ratio (𝑅𝑔𝑟) 
between the two channels. Knowing the pump central wavelength 𝜆𝑝 (1559 nm), the 
peak anti-Stokes wavelength (1480 nm) and the real part of the FUT refractive index 
(𝑛 = 1.468), the frequency shift 𝐹𝐴𝑆_𝑝 between the anti-Stokes central wavelength 
(𝜆𝐴𝑆 = 1480 nm) and the pump peak wavelength (𝜆𝑝 = 1559 nm) may be quickly 










|        (Eq 19). 
For the designed setup, 𝐹𝐴𝑆_𝑝 is of the order of 7x10
12 Hz meaning the Stokes photo-
generation may be approximated as 2.5 times stronger than the anti-Stokes photo-
generation [2], in total agreement with the value experimentally obtained (Fig. 
5.11a). 
The bandwidth gain ratio may be computed dividing the 3dB bandpass wavelength-
interval of the two channels. However, for the chosen optical components, the 
bandwidth gain ratio can be approximated to 1. In brief, Eq. 15 is transformed into: 










⁄      (Eq 21). 
The last equation was implemented in MatLab to compute a temperature profile. 
 
Fig. 5.14: Temperature as a function of the position extracted from Eq. 21. 
Around 75m of the fibre was stored in freezer at 251 K (green line), the 
remaining length was left at room temperature (orange line). tested by a 1559 
nm laser source with a repetition rate  of 0.93 MHz and power of 0.4 µW. 
Data indicate that ~75 m of the FUT show temperature between 261 K and 239 K 
(Fig. 5.14). That corresponds to the section inside the freezer, providing a maximum 
discrepancy of 12 K with respect to the 251 K from the digital thermocouple 
reference. The remaining part of the FUT (~25 m) measures temperature between 
281 K and 301 K, whose maximum discrepancy with temperature read on the room 
thermostat is 11 K. 
5.5 Discussion 
At the time of writing, the presented setup, enabling temperature measurements 
over 100 m of fibre, is the longest fibre-temperature sensor based on Raman 
backscattered photons detected by SNSPD. The SR of the setup is ~83 cm per bin, 
which is higher than other results seen in literature [7, 8] for Raman-effect sensor at 
single-photon-level. However, the ratio between the space resolution and the total 
length under test is sensibly closer to the same results. 




Setup Pizzone et al. Tanner et al. Vo et al. 
Length (l) 100 m 2.8 m 2.7 m 
Spatial resolution (SR) 83 cm 1.2 cm 0.6 cm 
Ratio (SR/l) 0.83∙10-2 0.43∙10-2 2.22∙10-3 
Acquisition time 100 min 1 min 2 min 
Temperature range 316-251 K 360-310 K 303-383 K 
Temperature uncertainty 5.1 K 3 K 0.2 K 
Fibre type SMF-28 SMF-28 Chalcogenide 
Raman peak ~9x10−14 m/W ~9x10−14 m/W ~5x10−12 m/W 







1551 nm  
Tab. 1: Comparison of SNSPD-based distributed fibre temperature sensors [7, 8]. 
By the use of standard uncertainty analysis methods [9], the standard deviation of 
the temperature profile was calculated, indicating an uncertainty of ~5.11 K. A 











       (Eq. 22). 
Such analysis reveals a mean absolute error of ~5.16 K. 
Both the presented methods evaluate the uncertainty starting from a temperature 
already extracted. A deeper investigation could be realized starting from the 
measured (and unsmoothed) count rates. Developing the concatenated standard 





















    (Eq. 23). 
After computing the standard deviations of the Stokes and anti-Stokes count rates 
(𝜎𝑆 and 𝜎𝐴𝑆) and the relative covariance (𝜎𝑆_𝐴𝑆), the resulting value 𝜎(𝑇) is ~7.79 K. 
That also means that, statistically, the data-smoothing affect the temperature 
extractions by less than 3 K. 




In contrast with other configurations, no form of polarization control was introduced 
in the setup. It is useful to underline the performed measurement involves the ratio 
of two signals, Stokes and anti-Stokes. If it is true that the state of polarization of the 
light-source varies randomly with position in the FUT, as a consequence of localized 
variations in the birefringence of the fibre-core depending on bends or twists in the 
fibre, it is also true that is common for both the signals. Equally common for both the 
signals are the polarization effects associated with the SNSPD meander geometry. 
The detection efficiency mismatch of an SNSPD for polarizations that are parallel to 
the meander wires compared with polarizations that are perpendicular to the 
meander could reach a factor ~2 [6], as already demonstrated in § 5.3 (Fig. 5.9). 
Another polarization-dependent factor is the Raman gain, which should be 
considered as a tensor [11]. Besides, the setup is subjected to variations in time of 
the polarization of the light-source that is not common for the anti-Stokes and 
Stokes signals when detected in different times. Anyway, as the acquisition time is of 
the order of 100 minutes and the bin-width covers ~83 cm of the FUT, a statistical 
compensation of photons impinging perpendicular and parallel on the detector is 
very reasonable, likewise a compensation between local photon generation altered 
by polarization-effects. 
Truly, the use of narrower bandpass filter for the Stokes and anti-Stokes channels 
would deeply reduce the uncertainties on the approximations inserted in the 
temperature extraction relationship. 
The total acquisition time of 200 minutes (100 minutes per channel) was demanded 
by the generation of a high photon-count in a setup having an optical power-source 
of 0.4 µW and a 1% efficiency detector. Indeed, the higher is the count rate, the 
lower is the bin-error (inverse of the 𝑆𝑁𝑅, Eq. 19). 
Essentially, the acquisition time can be reduced in several and independent ways: 
▪ The use of a second SNSPD halves the acquisition time, allowing a 
simultaneous measurement of the two channels. It is extremely helpful to 
delete the bias-shifting effects, in time, related to electrical noise from the 
ground that may result in unbalanced count rates between the Stokes 
acquisition and the anti-Stokes acquisition. 




▪ A more powerful light-source will generate a higher number of 
backscattered photons, for an equal time interval. 
▪ Higher efficient detector will contribute to count more photons, with the 
same light-source and acquisition time. 
Merging these considerations (deriving from Eq. 12) with the performances 
accomplished by the testbed, it is possible to compute and approximated acquisition 
time as a function of the optical power and the detector efficiency (Fig. 5.15). 
 
Fig. 5.15: Simulation illustrating the acquisition time (in log scale) per channels 
as a function of the optical power (in log scale) and the efficiency of the 
detector. 
To prove this hypothesis, a test without the pulse selector was executed (Fig. 5.14). 
The optical power entering the circulator is now ~0.95 mW, while the FUT is 2 m 
long, the maximum allowed by a 50 MHz 𝑅𝑅 for the SMF-28e fibre. The first meter is 
again the port-2 end of the circulator, connected with a 1 m extension by an 
APC/APC adapter (Fig. 5.16). As the 𝑅𝑅 is ~50 higher than the previous case, there is 
no need for under-biasing the detector as the pile-up effect threshold on the TCSPC 
module is respected. The temperatures to be measured in this test are also closer to 
the range expected in a geothermal borehole. 
Under such circumstances, the DCR increases to ~103 Hz, while photon count-rate is 
of the order of 105 Hz. That means the dark pulses factor 𝐵𝑆 and 𝐵𝐴𝑆 are now 
neglectable in the temperature extraction. The bin-width was set to 256 ps, which 
implies a space resolution of ~2.68 cm.The variation of temperature along the fibre 




was achieved by placing a metal teapot, having a diameter of ~14 cm, filled with hot 
water. Such method for modifying the temperature over a part of the fibre is not 
ideal as the in-freezer cool-down. For that reason, the acquisition time for this test is 
6 minutes per channel, although the optical power now is almost 2400 times higher. 
 
Fig. 5.16: Graphic illustration of the experiment performed over 2 m, without the 
pulse selector. 
All the other settings to extract the temperature were not changed, apart from the 
weighted average on the backscattered count rates that were reduced to three 
points: 
𝐼𝑢′′(𝑥) = [𝐼𝑢(𝑥 − 1) + 2𝐼𝑢(𝑥) + 𝐼𝑢(𝑥 + 1)]/4    (Eq. 24). 
The reduction of the points in weighted average from five to three derives from the 
bin-width and the FUT, both shorter. A weighted average over five points, like 
previously computed, would have excessively altered the signals ratio. 







⁄       (Eq. 25). 
The measured data (Fig. 5.17) confirms how the designed setup is still able to 
identify the warmed-up section of the FUT from the rest. The ratio between the 
Stokes and anti-Stokes count-rate is almost equal to 2.6, again in good agreement 
with the previous test, the theoretical expectations (i.e. Eq. 11) and other 
experimental results [2].  For ~120 cm the temperature oscillates between 295 K and 
283 K, while the temperature read on the room thermostat was ~290 K. For what 
concerned the heated part of the fibre, temperatures between 319 K and 310 K were 




obtained, while the temperature read on a digital thermocouple, whose probe was 
sensing the surface touching a portion of the FUT, indicated 316 K. 
 
Fig. 5.17: Stokes and anti-Stokes photo-intensities as a function of the bins  (a), 
converted to temperature as a  function of the position (b). The green line is the 
temperature of a metal teapot used to warm up ~14 cm, while the remaining 
length was left at room temperature (pink  line). 
The last temperature was read during the switch between the acquisition from the 
two channels. Also, to be noticed is the lack of the offset between the geometrical 
start of the fibre and the optical start of the measurements (seen in Fig. 5.9a and 
5.12), in agreement with absence of an electrical signal, from the PPG, that 
modulates the TCSPC module. 
The plot shows steady transitions between the parts of fibre at different 
temperatures. It is reasonable to assume that is a combined effect of the pressure of 
the teapot on the fibre and the heat conduction inside the fibre.     
Such test, on a shorter FUT, demonstrates how the Stokes channel is noisier than the 
anti-Stokes channel (Fig. 5.15). That is consistent with the tuneable-laser 
characterization of the channels (Fig. 5.3), in which the Stokes filtering is less 
selective than the anti-Stokes filtering. 
5.6 Summary 
A proof-of-principle 100 m optical fibre thermometer based on Raman backscattered 
photons detected by an SNSPD sensor was designed, assembled and tested. Utilizing 
a 0.4 µW laser source at 1559 nm with a 𝑅𝑅 down-converted to 0.93 MHz and a 1% 
efficient detector, the testbed responded with a maximum temperature error of 12 K 
and a standard deviation/mean absolute error of ~5.1 K. 




In terms of demonstrated performance, the presented setup shows promising 
characteristics for a geothermal energy testbed [12]. In terms of SR of the optical 
probe, the setup worked better than current commercial technologies for 
geothermal energy [13, 14]. Nonetheless, the typical geothermal boreholes may vary 
from 500 m to 3.5 km of depth, meaning that at least 5 measurements should be 
performed to cover the full distance. This is a slow procedure if using only one 
SNSPD because the whole measurement would last around 17 hours (5 times 200 
minutes). It is twice the time required by the logging method (see § 2.5.4). 
A specification that needs to be enhanced is the achievement of a lower 
temperature uncertainty. In some geothermal boreholes previously studied, the 
extracted average temperatures were included in a range of 20 K [15]. That is close 
to the maximum temperature error observed (12 K). However, it is important to 
remark that such system is calibration-free with respect to the temperature scale 
and harsh environmental conditions (e.g. pressure, density, mass-fractions). 
Additionally, the probe could stay longer inside high-temperature boreholes, 
compared to electronic thermocouples usually employed in logging techniques [16]. 
In fact, in terms of thermal stress on the probe during on-field measurements, the 
FUT shall resist to temperatures of the order of 450 K. Ruggedized and metallized 
optical fibres represent valid solutions although the isolation provided by thermal 
shields like those, must be considered when extracting the temperature from the 
count rate. As the setup was tested between room temperature and freezing, it is 
thus desirable to proceed with in-lab tests by employing hot-plates, ovens or heated 
water baths, in order to locally reproduce the range of temperatures in borehole. 
Furthermore, the optical probe is supposed to experience some random strains 
inside a borehole, like vibrations and twists7. Those actions affect the polarization 
and then the count rate. Some indications were already noticed in the test where a 
tea-pot pressed on the fibre (Fig. 5.15). In any case, the simultaneous measurement 
of the Stokes and anti-Stokes would guarantee a simultaneous influence on the 
count rate, to be removed in the ratio of the two signals. 
                                                     
7 The candidate acknowledges Prof. Paul Younger, Dr. Robert Westaway and Anggoro Wisaksono, 
from the Systems, Power and Energy research division of the University of Glasgow, for all the 
discussions held. 




Excluding the detector and the light source, this setup is, in principle, ready to 
extend the spatial range of measurement to 1 km and more. Just by tuning the pulse 
selector, a lower 𝑅𝑅 is easily achievable. However, a lower 𝑅𝑅 implies an extra 
under-bias for the SNSPD in use. Hence, a pair of detectors with higher efficiency and 
very low DCR becomes more than a requirement that reduce the minimum 
acquisition time to observe a decent signal. 
Also, for long distances, the use of a picosecond pulsed laser source was not 
exploited because the bin width was kept deliberately higher, in order to obtain a 
reasonable temperature resolution. Therefore, it is preferable to switch to a 
nanosecond pulsed laser, whose linewidth is intrinsically narrower (e.g. ID300 1550 
nm DFB laser, by ID Quantique). That would dramatically reduce the Rayleigh 
backscattered photons and other forms of noise generated by Stokes and anti-Stokes 
photons at wavelengths close to the bandpass peaks of the optical filters/splitters. 
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Chapter 6 – Conclusions 
 
This chapter will summarise the individual conclusions of the previous results 
chapters and the broader conclusions of the whole body of work. It will discuss the 
significance of the work, offer a critical analysis, and suggest future work that could 
improve on the results. 
6.1 SNSPDs arrays: conclusion and prospects 
6.1.1 Summary of results 
This thesis presents a full picture of the superconducting nanowires single-photon 
detector (SNSPD) technology, discussing key aspects of design, fabrication and 
promising application areas. 
By employing a 4-ports power combiner, a Time-Division Multiplexing scheme 
(reported in Chapter 4) was accomplished and tested with two independently biased 
4-pixels arrays, fabricated in the University of Glasgow cleanroom (James Watt 
Nanofabrication Centre). The 30 x 30 µm2 array, has given extremely uniform 
responses during the electrical characterization (critical current equal to 38 µA) and 
the jitter computation (around 71 ps, at the 97% of the critical current). The optical 
response is also uniform but performances (~2.6% efficiency and ~250 Hz dark 
counts rate at 1550 nm and biased at the 97% of the critical current) are affected by 
an optical cavity optimized for a light-source around 2.3 µm. 
The 60 x 60 µm2 array, instead, includes a quarter wave optical cavity optimized for 
photon absorption at 1550 nm, however the efficiencies of the single-pixels vary in 
the range 9-25%. The electrical response is again uniform, with 𝐼𝑐 in the range of 41-
49 µA, but the FWHM jitters and the dark counts rates (both measured at the 92% of 
the 𝐼𝑐) varies from 116 to 163 ps and from 1 to 4 KHz, respectively. 
Nevertheless, the simulations presented in § 4.5 indicate that a set of different on-
chip resistors in parallel with superconducting nanowires may produce a code-
division multiplexed array, at least for a small number of pixels. Thus, the modularity 
of the multiplexing protocols permits to merge the two readouts in order to extend 
the number of multiplexed pixels. 





For what concerns the large-area arrays, immediate goals could be: 
▪ the fabrication of a 30 x 30 µm2 device over an optical cavity optimized for 
1550 nm in order to demonstrate how the poor efficiencies measured in § 
4.3.2 is only due to the substrate; 
▪ the fabrication a new 60 x 60 µm2 detector, with higher efficiency and a 
timing-jitter as uniform and low as achieved for the 30 x 30 µm2 array. Such 
detector could be coupled with a multi-mode optical fibre, overcoming the 
limitations of single-mode fibres about in terms of optical collection. The 
larger fibre-core and numerical aperture in multi-mode fibre implies higher 
photon-coupling capacity than single-mode fibre. 
Concerning the code-division multiplexing scheme, a fabrication of the full device 
will indicate if the thermal load, introduced by palladium (Pd) resistors, can really 
compromise the functionality of an SNSPD. A successful proof-of-principle device 
would lead to further steps oriented to extend the number of on-chip multiplexed 
pixels via Pd resistors, according to the available cooling power. 
During the time of writing, new scalable architectures were introduced [1], including 
an innovative frequency-multiplexed bias and readout scheme for 16 pixels [2]. 
6.2 Distributed fibre temperature sensing: conclusion and 
prospects 
6.2.1 Summary of results 
An SNSPD detector was also employed in a distributed fibre temperature sensing 
based on the collection of Raman backscattered photons. A profile of temperature 
over a length of 100 m with a spatial resolution of ~83 cm was achieved in an 
acquisition time of 200 minutes due to the availability of a single SNSPD and a laser 
power of ~0.4 µW. 
The optical attenuation introduced is mainly due to a pulse selector that reduced the 
repetition rate of the laser, in order to extend the fibre under test to 100 m. Thus, to 
validate the result, the testbed, powered by 0.95 mW without that pulse selector, 
was used to sense the temperature of a heated section in a 2 m long fibre, in 12 
minutes. The tests reveal the variations of temperature artificially created along the 




fibre, with a maximum error of 12 K and a standard deviation/mean absolute error 
of ~5.1 K. 
6.2.2 Outlook 
Future and realistic development for the Raman-based distributed fibre temperature 
testbed is the use of two detectors having efficiency of at least an order of 
magnitude higher than the 1% SNSPD used. Concurrently, a more powerful laser 
with a narrow linewidth would surely reduce noise on the signals and the relative 
acquisition time. In case of on-field tests in a geothermal borehole, some logistic 
issues could arise from the use of cryogenic equipment necessary to reach the 
operative temperatures of SNSPDs. A more compact battery-powered system is 
preferable. 
Recent works have produced miniaturized cryogenic platforms for superconducting 
detectors [3]. However, the presented testbed is fully independent from the 
photodetector. Hence, InGaAs free-running detectors may replace the SNSPD 
detector. 
A deeper development could be the use of waveguide integrated SNSPDs (Fig. 6.1). 
Such a solution would discriminate, on-chip, Stokes and Anti-Stokes backscattered 
photons, dramatically simplifying the system due to the removal of any in-fibre filter 
or splitter. This kind of photonic circuitry is already reported in literature [4]. 
 
Fig. 6.1: Diagram of a waveguide integrated detector, including a wavelength division 
multiplexer (WDM) able to separate Stokes and anti-Stokes signal on-chip, simultaneously 
detected by two different SNSPDs. 
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