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Abstract
It is known that soliton solutions of the KP-hierarchy corresponds to sin-
gular rational curves with only ordinary double points. In this paper we study
the degeneration of theta function solutions corresponding to certain trigonal
curves. We show that, when the curves degenerate to singular rational curves
with only ordinary triple points, the solutions tend to some intermediate so-
lutions between solitons and rational solutions. They are considered as cerain
limits of solitons.
The Sato Grassmannian is extensively used here to study the degeneration
of solutions, since it directly connects solutions of the KP-hierarchy to the
defining equations of algebraic curves. We define a class of solutions in the
Wronskian form which contains soliton solutions as a subclass and prove that,
using the Sato Grassmannian, the degenerate trigonal solutions are connected
to those solutions by certain gauge transformations
∗e-mail: atsushi@tsuda.ac.jp
1 Introduction
In this paper we study the limits of theta function solutions of the KP-hierarchy
corresponding to certain trigonal curves when they degenerate to singular rational
curves with only ordinary triple points as their singularities. There are two major
motivations in the present research.
Recently soliton solutions of the KP equation are extensively studied in connec-
tion with the various wave patterns of line solitons, total positivity of the Grassman-
nians and cluster algebras [14, 9, 10, 18]. From the view point of spectral curves
soliton solutions correspond to singular rational curves with only ordinary double
points [2, 29, 19, 21, 28, 1]. Therefore it is interesting to study how the structure of
soliton solutions studied in [14] is reflected in that of theta function solutions corre-
sponding to non-singular algebraic curves. To study this problem it is necessary to
connect theta function solutions to soliton solutions explicitly. In general to compute
explicitly the limits of theta function solutions is a non-trivial but curious problem
as itself. The case of hyperelliptic curves is relatively well studied [4, 21]. In this
case soliton solutions are obtained for example. However not all soliton solutions
are obtained as limits of hyperelliptic solutions. So it is important to study the
case of non-hyperelliptic curves. But the problem is that to compute a limit of a
non-hyperelliptic solution is not very easy. The reason is that it is difficult to find a
canonical homology basis explicitly for non-hyperelliptic curves in general.
In the last two decades the theory of multi-variate sigma functions associated with
higher genus algebraic curves had been developped [5, 6, 7, 22, 23, 24, 17]. The higher
genus sigma function is a certain modification of the Riemann’s theta function. The
most important property of it is the modular invariance. It means that, although
the sigma function is defined by specifying a canonical homology basis, it does not
depend on the choice of it. For some class of algebraic curves, such as (n, s) curves,
the modular invariance is expressed in a more strong form. Namely the Taylor
coefficients of the sigma function become polynomials of coefficients of the defining
equations of an algebraic curve. It means that the sigma function has a limit when
the coefficients of the defining equations of a curve are specialized in any way. So it is
an intriguing and a well-defined problem to establish the higher genus generalization
of the “elliptic-trigonometric-rational degeneration ”of Weierstarss elliptic function.
The paper [3] studies some problem in this direction.
In the present paper we study the degeneration of the theta function solutions
corresponding to certain non-hyperelliptic curves. To this end we extensivley use the
Sato Grassmannian [27]. It is the moduli space of the formal power series solutions of
the KP-hierarchy (see Theorem 1). Therefore a theta function solution corresponds
to some point of the Sato Grassmannian. The importance of the Sato Grassmannian
here is in the fact that it connects directly solutions of the KP-hierarchy to the
defining equations of the algebraic curves. It means that one can compute the limit
of a theta solution without information about canonical homology bases. This is the
main idea in the present paper.
Now let us explain the content of the paper in more detail. We consider the
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trigonal curve, which is a special case of the so called a (3, 3m+1) curve [6, 8], given
by the equation
y3 = x
3m∏
j=1
(x− λ3j), (1)
and its degeneration to the singular rational curve with only ordinary triple points:
y3 = x
m∏
j=1
(x− λ3j)3. (2)
A solution of the KP-hierarchy corresponding to (1) can be expressed by the higher
genus sigma function [23]. As mentioned above the sigma function has a well defined
limit when the curve (1) degenerates to the curve (2). Unfortunately we do not yet
know the explicit form of the limit of the sigma function. The point is that we can
compute the limit of the solution independently of the sigma function using Sato
Grassmannian. Then, in turn, it will be possible to determine the limit of the sigma
function using it.
The strategy to determine the limits of solutions is as follows. We first define
a class of solutions in the Wronskians form which contains soliton solutions as a
subclass. We call a solution in this class a generalized soliton (GS). We embed GS’s
to the Sato Grassmannian. Next we embed theta function solutions corresponding to
the curves (1) to the Sato Grassmannian. As explained before it is easy to take the
degeneration limits of trigonal solutions in the Sato Grassmannian. We then compare
them with the GS’s. We prove that a solution in the former is connected to a solution
in the latter by a certain gauge transformation. In this way the degenerate trigonal
solutions are shown to be expressed by Wronskians of functions determined from
the algebraic curves (2). They are some intermediate solutions between solitons and
rational solutions which can be considered as certain degenerate limits of solitons.
The organization of the present paper is as follows. In section 2 after a brief
explanation on the KP-hierarchy, the Sato Grassmannian and the correspondence of
points of it with solutions of the KP-hierarchy are reviewed. The Wronskian con-
struction of (n, k) solitons are reviewed in section 3. In section 4 generalized soliton
solutions are introduced and the corresponding points in the Sato Grassmannian are
determined. An alternative description of GS’s is given for the sake of applications
in section 5. In section 6 an example of a frame of a GS which is relevant to the
description of degenerate trigonal solutions is given. The map from the set of the
affine rings of non-singular algebraic curves to the Sato Grassmannian is summarized
in section 7. In section 8 the definition of the higher genus sigma function and the
description of the solution corresponding to the affine ring of the curve (1) in terms
of the sigma function are reviewed. The degeneration of the sigma function solution
is determined in section 9. In section 10 an example of the solution in the simplest
case m = 1 is given in detail.
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2 KP-hierarchy and the Sato Grassmannian
The KP-hierarchy in the bilinear form [11] is the equation for the function τ(x),
x = (x1, x2, x3, ...) given by∮
e−2
∑∞
j=1 yjλ
j
τ(x− y − [λ−1])τ(x+ y + [λ−1]) dλ
2pii
= 0, (3)
where y = (y1, y2, y3, ...), [λ
−1] = (λ−1, λ−2/2, λ−3/3, ...) and the integral siginifies
taking the coefficient of λ−1 in the series expansion. By expanding in y it is equivalent
to the infinite system of Hirota’s bilinear equations. The first of which is the KP
equation in the Hirota’s bilinear form:
(D41 − 4D1D3 + 3D22)τ · τ = 0.
Here the Hirota derivatives D41 etc. are defined by
τ(x+ y)τ(x− y) =
∑
αi≥0
(Dα11 D
α2
2 · · · )(τ · τ)
yα11 y
α2
2 · · ·
α1!α2! · · · .
If we set u = 2∂2x log τ(x), (x = x1, y = x2, t = x3) we have the KP equation
3uyy + (−4ut + 6uux + uxxx)x = 0.
In this paper we mean by the KP hierarchy the equation (3) for τ(x).
Next we recall the definition of the Sato Grassmannian [27] which we denote by
UGM (universal Grassmann manifold) [25, 26](see also [20][13]) and the correspon-
dence between solutions of the KP-hierarchy and points of UGM.
Let V = C((z)) be the vector space of formal Laurent series in the variable z and
Vφ = C[z
−1], V0 = zC[[z]] subspaces of V . Then
V = Vφ ⊕ V0, V/V0 ≃ Vφ.
Let pi : V → Vφ be the projection map. The Sato Grassmannian UGM is defined by
UGM = { a subspace U of V | dimKer(pi|U) = dimCoker(pi|U) <∞}.
An ordered basis of a point U of UGM is called a frame of U . We can express a
frame of U by an infinite matrix as follows.
We set
fi = z
i+1, i ∈ Z,
and write an element f of V as
f =
∑
i∈Z
Xifi. (4)
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We associate the infinite column vector (Xi)i∈Z to f . Then a matrix X =
(Xi,j)i∈Z,j∈N is a frame of U if (Xi,j)i∈Z, j ∈ N ia a basis of U . We write it as
X =

...
...
· · · X−2,2 X−2,1
· · · X−1,2 X−1,1
−−− −−− −−−
· · · X0,2 X0,1
· · · X1,2 X1,1
...
...

, (5)
where the columns are labeled from right to left as 1, 2, 3, ... and rows are labeled
from up to down as ...,−1, 0, 1, ....
For a point U of UGM there exists a frame X = (Xi,j)i∈Z,j∈N of U satisfying the
following conditions: there exists a non-negative integer l such that
Xi,j =
{
1 if j > l and i = −j
0 if (j > l and i < −j) or (j ≤ l and i < −l). (6)
It means that X is of the form
X =

. . . O
· · · 1
· · · ∗ 1
· · · ∗ ∗ B
 ,
where B is an ∞× l matrix and its first row is placed at the −lth row of X . In the
following a frame of a point of UGM is always assumed to satisfy the condition (6).
Here we introduce the notion of Maya diagram. A Maya diagram of charge p is
a sequence of integers M = (m1, m2, ...) such that m1 > m2 > · · · and, for some l,
mi = −i+ p, i ≥ l. In this paper we consider only a Maya diagram of charge 0 and
call them simply a Maya diagram. With each Maya diagram M is associated the
partition λ by
λ = (m1 + 1, m2 + 2, ...),
and vice versa.
Let λ be an arbitrary partition and M = (m1, m2, m3, ...) the Maya diagram
corresponding to it. The Plu¨cker coordinate Xλ of a frame X is defined as
Xλ = det(Xmi,j)i,j∈N, (7)
which is also denoted by XM using the Maya diagram M .
The infinite determinant (7) is actually defined as a finite determinant as follows.
Let l be an integer in the condition (6) and l1 an integer such that mi = −i, i ≥ l1.
Take an integer l2 such that l2 ≥ max(l + 1, l1). Then
Xλ = det(Xmi,j)1≤i,j≤l2. (8)
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It does not depend on the choice of l, l1, l2.
For a frame X satisfying (6) we define the τ function by
τ(x;X) =
∑
λ
Xλsλ(x), (9)
where the summation is taken over all partitions and sλ(x) is the Schur function
corresponding to the partition λ (see the next section).
A frame X satisfying the condition (6) is not unique for U . If X is replaced with
another frame τ(x;X) is multiplied by a non-zero constant.
Theorem 1 [27] For a frame X of a point U of UGM, τ(x,X) is a solution of
the KP-hierarchy. Conversely for any formal power series solution τ(x) of the KP-
hierarchy there exists a unique point U of UGM such that τ(x) = c(X)τ(x;X) for a
frame X of U and some constant c(X) which depends on X.
3 (n, k)-soliton
Let us recall soliton solutions of the KP-hierarchy.
We first recall the general Wronskian construction of solutions of the KP-hierarchy[12,
25]. Let f1, ..., fm be functions which satisfy
∂fl
∂xj
=
∂jfl
∂xj1
, l ≥ 1. (10)
Then
τ(x) = Wr(f1, ..., fm) = det(f
(i−1)
j )1≤i,j≤m, f
(i)
j =
∂ifj
∂xi1
,
is a solution of the KP-hierarchy.
Using Wronskian method the soliton solutions can be constructed in the following
way.
Let n and k be positive integers such that n > k, λ1, ..., λn mutually distinct
non-zero complex numbers and A = (aij)1≤i≤n,1≤j≤k an n× k matrix of rank k. We
set
fj =
n∑
i=1
aije
ξi , ξi = ξ(x, λi), ξ(x, λ) =
∞∑
j=1
xjλ
j. (11)
Since eξi satisfies (10) so does fj . Therefore
τ(x) = Wr(f1, ..., fk) =
∑
I=(i1,...,ik),1≤i1<···<ik≤n
∆I(λ)AIe
ξi1+···+ξik , (12)
is a solution of the KP-hierarchy, where, for I = (i1, ..., ik),
∆I(λ) =
∏
p<q
(λiq − λip), AI = det(aip,q)1≤p,q≤k.
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Definition 1 We call the solution (12) an (n, k) soliton.
Sato determined the point of UGM corresponding to an (n, k) soliton.
Theorem 2 [25] The point of UGM corresponding to (12) is given by the frame
which consists of the following functions:
z−(k−1)
n∑
i=1
aij
1− λiz (1 ≤ j ≤ k), z
−l (l ≥ k), (13)
where 1/(1− λiz) is considered as a power series in z by
1
1− λiz =
∞∑
r=0
λri z
r.
4 Generalization of (n, k)-soliton
In this section we define a class of solutions of the KP-hierarchy in Wronskian form
which contains (n, k) solitons.
Let n, k as before, N , rj (0 ≤ j ≤ N) non negative integers such that
r0 + · · ·+ rN = n,
λi,j, 0 ≤ i ≤ N , 1 ≤ j ≤ ri non-zero complex numbers such that, for each i,
λi,j 6= λi,j′ if j 6= j′, and A = (aij) an n × k matrix of rank k. We set r−1 = 0 for
convenience. We aslo use λi, 1 ≤ i ≤ n, defined by
(λ1, ..., λn) = (λ0,1, ..., λ0,r0, ..., λN,1, ..., λN,rN ).
Set
fj =
N∑
s=0
r0+···+rs∑
i=r−1+···+rs−1+1
aij
(
ds
dλs
eξ(x,λ)
)
λ=λi
. 1 ≤ j ≤ k. (14)
Since the derivatives in xi and λ commute, fj still satisfies Equation (10). Therefore
the Wronskian of the functions fj becomes a solution of the KP-hierarchy.
Definition 2 The solution τ(x) = Wr(f1, ..., fk) with fj given by (14) is called an
(n, k) generalized soliton(GS).
Remark 1 The above construction of (n, k) GS’s is similar to that of rational solu-
tions of KP equation in [15, 16, 30].
The point of UGM corresponding to an (n, k) GS can be determined as follows.
Let
v(i)(λ, z) =
di
dλi
1
1− λz =
i!zi
(1− λz)i+1 , i ≥ 0. (15)
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Theorem 3 The point of UGM corresponding to an (n, k) GS specified by (14) is
given by the following frame:
z−(k−1)
 N∑
s=0
r0+···+rs∑
i=r−1+···+rs−1+1
aijv
(s)(λi, z)
 , 1 ≤ j ≤ k,
z−j , j ≥ k. (16)
Proof. The proof is similar to Sato’s proof of Theorem 2.
The linear independence of the functions (16) is equivalent to rankA = k. There-
fore they define the frame of a point of UGM. We shall show that the solution (9)
corresponding to the frame (16) is equal to the Wronskian of the set of functions
f1, ..., fk. To this end we first express the frame (16) in the matrix form and com-
pute the Plucker coordinates of it.
Let X = (Xi,j)i∈Z,j∈N be the infinite matrix representing the frame (16). It is
described in the following way.
We define the vectors u(i)(λ), i ≥ 0 with the infinite components by
u(i)(λ) =
di
dλi

1
λ
λ2
...
 .
The components of u(i)(λ) are labeled from up to down as 0, 1, 2, .... Let C and B
be the Z≥0 × n and Z≥0 × k matrices defined respectively by
C =
(
u(0)(λ01), ...,u
(0)(λ0,r0), ...,u
(N)(λN,1), ...,u
(N)(λN,rN )
)
,
B = CA = (bi,j)i∈Z≥0,1≤j≤k.
Then X is given by
Xi,j =

δi,−j if j ≥ k + 1
bi+k,k+1−j if 1 ≤ j ≤ k and i ≥ −k
0 if 1 ≤ j ≤ k and i < −k
Namely X is of the form
X =

. . .
1
1
B
 ,
where the 0th row of B sits at the −kth row of X .
We consider the Plucker coordinate XM of X corresponding to a Maya diagaram
M . The form of X given above implies that XM = 0 unless M is written in the form
M = (m1, ..., mk,−k − 1,−k − 2, ...), m1 > · · · > mk ≥ −k. (17)
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Let
L = {(ll, ..., lk)|0 ≤ l1 < · · · < lk}.
We associate the element (l1, ..., lk) of L with M by
(l1, ..., lk) = (mk + k, ..., m1 + k).
By this map the set of Maya diagrams of the form (17) and L bijectively correspond.
For (ll, ..., lk) ∈ L we set Bl1,...,lk := det(bli,j)1≤i,j≤k. If (ll, ..., lk) ∈ L corresponds to
M then it is easy to see that
XM = Bl1,...,lk .
Let µ be the partition corresponding to M :
µ = (m1 + 1, ..., mk + k),
which is related with (ll, ..., lk) by
µ = (lk − (k − 1), ..., l2 − 1, l1). (18)
Let pj(x) be the polynomial of x = (x1, x2, ...) defined by
eξ(x,λ) =
∞∑
j=0
pj(x)λ
j .
We set pj(x) = 0 for j < 0. In terms of (l1, ..., lk) the Schur function sµ(x) is given
by
sµ(x) = det(plj−i(x))0≤i≤k−1,1≤j≤k. (19)
We sometimes denote sµ(x) by sl1,...,lk(x). For (l1, ..., lk) ∈ L and 1 ≤ r1 < · · · <
rk ≤ n we set
Cr1,...,rkl1,...,lk = det(Cli,rj)1≤i,j≤k,
Ar1,...,rk = det(ari,j)1≤i,j≤k.
Then we have, by (9) and the Cauchy-Binet formula for the determinant,
τ(x) =
∑
0≤l1<···<lk
Bl1,...,lksl1,...,lk(x) (20)
=
∑
0≤l1<···<lk
∑
1≤r1<···<rk≤n
Cr1,...,rkl1,...,lk Ar1,...,rksl1,...,lk(x).
Let us rewrite the last expression. Let P = (pj−i(x))0≤i≤k−1,j∈Z≥0. We denote the
rth column vector of C by Cr.
8
Lemma 1 The following equation is valid:∑
0≤l1<···<lk
Cr1,...,rkl1,...,lk sl1,...,lk(x) = det (P · (Cr1, ..., Crk)) . (21)
Proof. By the Cauchy-Binet formula and (19) the right hand side of (21) is written
as ∑
0≤l1<···<lk
det
(
plj−i(x)
)
0≤i≤k−1,1≤j≤k
Cr1,...,rkl1,...,lk =
∑
0≤l1<···<lk
sl1,...,lk(x)C
r1,...,rk
l1,...,lk
which shows (21). 
Let us compute the produc of matrices inside the determinant in the right hand
side of (21).
Since
(
Pu(0)(λ)
)
s
=
∞∑
j=0
pj−s(x)λ
j = λs
∞∑
j=s
pj−s(x)λ
j−s = λseξ(x,λ),
we have (
Pu(i)(λ)
)
s
=
(
P
di
dλi
u(0)(λ)
)
s
=
(
di
dλi
Pu(0)(λ)
)
s
=
di
dλi
(
λseξ(x,λ)
)
.
Let
u˜(i)(x, λ) =
di
dλi


1
λ
...
λk−1
 eξ(x,λ)
 ,
C˜(x) =
(
u˜(0)(x, λ01), ..., u˜
(0)(x, λ0r0), ..., u˜
(N)(x, λN1), ..., u˜
(N)(x, λN,rN )
)
.
We denote the rth column vector of C˜(x) by C˜(x)r. Then
P · (Cr1, ..., Crk) =
(
C˜(x)r1 , ..., C˜(x)rk
)
.
Exchanging the order of the summation in (20) , using Lemma 1 and the Cauchy-
Binet formula again we get
τ(x) =
∑
1≤r1<···<rk≤n
Ar1,...,rk det
(
C˜(x)r1 , ..., C˜(x)rk
)
= det
(
C˜(x)A
)
.
The jth column vector of C˜(x)A is given by
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(
C˜(x)A
)
j
=
N∑
s=0
r0+···+rs∑
i=r−1+···+rs−1+1
aiju˜
(s)(x, λi)
=
N∑
s=0
r0+···+rs∑
i=r−1+···+rs−1+1
aij
 dsdλs

eξ(x,λ)
λeξ(x,λ)
...
λk−1eξ(x,λ)


λ=λi
=
N∑
s=0
r0+···+rs∑
i=r−1+···+rs−1+1
aij
 dsdλs

eξ(x,λ)
d
dx
eξ(x,λ)
...
dk−1
dxk−1
eξ(x,λ)


λ=λi
=
N∑
s=0
r0+···+rs∑
i=r−1+···+rs−1+1
aij

(
ds
dλs
eξ(x,λ)
)
λ=λi
d
dx
(
ds
dλs
eξ(x,λ)
)
λ=λi
...
dk−1
dxk−1
(
ds
dλs
eξ(x,λ)
)
λ=λi

=

fj
f ′j
...
f
(k−1)
j
 .
Thus
τ(x) = det
(
C˜(x)A
)
= Wr(f1, ..., fk).

5 Change of a basis
For applications it is necessary to write 1/(1 − λz)r as a linear combination of
{v(i)(λ, z)}.
Lemma 2 For m ≥ 0
1
(1− λz)m =
m∑
i=0
1
i!
(
m
i
)
λiv(i)(λ, z). (22)
Proof. By differentiate the equation
1
1− w =
∞∑
n=0
wn
10
m times we get
m!
(1− w)m+1 =
∞∑
n=0
(n+m)(n +m− 1) · · · (n + 1)wn.
Sunstituting w = λz and dividing by m! we obtain
1
(1− λz)m+1 =
1
m!
∞∑
n=0
(n+m) · · · (n+ 1)λnzn
=
1
m!
dm
dλm
∞∑
n=0
λn+mzn
=
1
m!
dm
dλm
(
λm
1
1− λz
)
.
By computing the last expression using the Leibniz rule we get the desired result. 
The case of m = 0, 1 of (22) is
1
1− λz = v
(0)(λ, z),
1
(1− λz)2 = v
(0)(λ, z) + λv(1)(λ, z). (23)
Corollary 1 The set of frames of (n, k) generalized solitons, n ≥ 1, coincide with
the set of frames of the following form:
z−(k−1)
gi(z)
fi(z)
, 1 ≤ i ≤ k,
z−i, i ≥ k,
where fi(z), gi(z) are polynomials such that fi(0) 6= 0, deg fi(z) > deg gi(z) for any
i and {gi(z)/fi(z)|1 ≤ i ≤ k} is linearly independent.
The number n in the corollary is determined from the structure of roots of fi(z)
as one sees in the example in the next section.
6 Example of GS
Let aij , bij , 1 ≤ i ≤ n, 1 ≤ j ≤ k be complex numbers.
Lemma 3 The following set of functions is a frame of a (2n, k) GS if the first k
functions are linearly independent.
z−k+1
n∑
i=1
(
aij
1− λiz +
bij
(1− λiz)2
)
, 1 ≤ j ≤ k
z−i, i ≥ k. (24)
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The corresponding matrix A is given by
A =

a11 + b11 . . . a1k + b1k
...
...
...
an1 + bn1 . . . ank + bnk
λ1b11 . . . λ1b1k
...
...
...
λnbn1 . . . λnbnk

. (25)
Proof. By Corollary 1 the set of functions (24) is a frame of a GS under the assumtion
of the lemma. Let us calculate the type of the GS and the matrix A associated with
it.
By (23) we get
n∑
i=1
(
ai
1− λiz +
bi
(1− λiz)2
)
=
[
v(0)(λ1, z), . . . ,v
(0)(λn, z),v
(1)(λ1, z), . . . ,v
(1)(λn, z)
]

a1 + b1
...
an + bn
λ1b1
...
λnbn

.
Therefore, by Theorem 3, (24) is a frame of a (2n, k) GS with N = 1, r0 = r1 = n,
λ0i = λi, λ1i = λi and the 2n× k matrix A is given by (25). 
The solution τ(x) corresponding to the frame (24) is written in the Wronskian
form by the definition of a GS. Let us compute it.
Let vk, wk be the column vectors with k components given by
vk(λ) = (λ
i−1)1≤i≤k
wk(λ) = (iλ
i−1 + λiξ′(x, λ))1≤i≤k, ξ
′(x, λ) =
dξ(x, λ)
dλ
=
∞∑
j=1
jλj−1xj .
Define the k × 2n matrix D by
D = (vk(λ1), . . . ,vk(λn),wk(λ1), . . . ,wk(λn))
Then
τ(x) =
∑
1≤i1<···<ik≤2n
Ai1,...,ikDi1,...,ike
ξi1+···+ξik (26)
where Di1,...,ik is the minor determinants corresponding to columns i1, ..., ik of D.
Notice that λn+j = λj and ξn+j = ξj for 1 ≤ j ≤ n. It is different from a soliton
solution, since Di1,...,ik depends on xi’s in general.
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7 Affine rings and the Sato Grassmannian
In this section we review how to associate a point of UGM with the affine ring of a
compact Riemann surface.
Let X be a compact Riemann surface of genus g, p∞ a point of X and z a local
coordinate at p∞. We denote by Ua the vector space of meromorphic functions on
X which are holomorphic on X\{p∞}. It is called the affine ring of X\{p∞}.
We define the map
ι : Ua −→ C((z))
as follows.
Let F be an element of Ua and F (z) the Laurent expansion of F at p∞ in z. Then
we define
ι(F ) = zgF (z).
Theorem 4 [28, 20, 23] The subspace ι(Ua) belongs to UGM.
8 (3, 3m+1) Curves and the sigma function solution
Let m be a positive integer and λ1,...,λ3m non-zero complex numbers such that
λ31,...,λ
3
3m are mutually distinct. We consider the algebraic curve defined by
y3 = x
3m∏
j=1
(x− λ3j). (27)
It can be compactified by adding one point at ∞. We denote the compact Riemann
surface by X which is a special case of a (3, 3m+ 1) curve [6, 8, 7]. The genus of X
is g = 3m.
We take p∞ =∞. Then the affine ring Ua of X\{∞} is the space of polynomials
of x, y and a basis of it as a vector space is given by
xi, xiy, xiy2, i ≥ 0. (28)
We take the local coordinate z around ∞ such that
x = z−3, y = z−3m−1fˆ(z), fˆ(z) :=
3m∏
j=1
(1− λ3jz3)1/3.
The function fˆ(z) is considered as a power series in z by the Taylor expansion.
Expanding elements of (28) in z we get a frame of ι(Ua):
z3m−3i, , z−1−3ifˆ(z), , z−3m−2−3ifˆ(z)2, i ≥ 0. (29)
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The solution corresponding to ι(Ua) can be written in terms of the multi-variate
sigma function [23]. Let us recall it. To this end we first review the construction of
the sigma function of X following [22, 24].
Let fi, 1 ≤ i ≤ g = 3m be the monomials of x, y defined by
(f1, ..., fg) = (1, x, ..., x
m, y, xy, ..., x2m−1, xm−1y),
and (w1, ..., wg) the gap sequence at ∞:
(w1, ..., wg) = (1, 2, 4, 5, ..., 3m− 2, 3m− 1, 3m+ 2, 3m+ 5, ..., 6m− 1).
We define duwi, 1 ≤ i ≤ g by
duwi = −
fg+1−idx
3y2
.
Then (duwi)
g
i=1 becomes a basis of holomorphic one forms on X . The one form duwi
has a zero of order wi − 1 at ∞ and has the expansion at ∞ of the form
duwi =
∞∑
j=1
bijz
j−1dz, bij =
{
0 if j < wi
1 if j = wi
(30)
Let {αi βi}gi=1 be a canonical homology basis, δ the Riemann’s constant with re-
spect to the base point ∞. We choose an algebraic fundamental form ω̂(p1, p2) of
Proposition 2 in [22]. We define the period matrices ωi, i = 1, 2 and Ω by
2ω1 =
(∫
αj
duwi
)
1≤i,j≤g
, 2ω2 =
(∫
βj
duwi
)
1≤i,j≤g
, Ω = ω−11 ω2.
The αj and βj integrals of ω̂(p1, p2) with respect to the variable p2 are shown to be
holomorphic one forms (Corollary 6 of [24]). With the help of this fact we define
ηr = (ηr,ij)1≤i,j≤g by∫
αj
ω̂(p1, p2) =
g∑
i=1
duwi(p1)(−2η1,ij),
∫
βj
ω̂(p1, p2) =
g∑
i=1
duwi(p1)(−2η2,ij).
The components ηr,ij are the periods of certain second kind differentials.
Let θ[ε](z|Ω) be the Riemann’s theta function with the characteristics ε =
[
ε′
ε′′
]
,
ε′, ε′′ ∈ Rg. We consider the function θ[−δ]((2ω1)−1u|Ω) of u = t(uw1, ..., uwg).
We define γ ∈ {w1, ..., wg}m by
γ = (γ1, ..., γm) = (6m− 1, 6m− 7, ..., 5),
and set
∂γ = ∂γ1 · · ·∂γm , ∂γi =
∂
∂uγi
.
By Corollary 3 of [24] we have
∂γθ[−δ](0|Ω) := 6= 0.
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Definition 3 The sigma function associated with ({duwi}, ω̂(p1, p2)) is defined by
σ(u) = (−1)m(m−1)2 θ[−δ]((2ω1)
−1u|Ω)
∂γθ[−δ](0|Ω) exp
(
1
2
tuη1ω
−1
1 u
)
, u = t(uw1, ..., uwg).
The sigma function has the following remarkable properties which are abesent in
the Riemann’s theta function.
Theorem 5 [22, 23] (i) The function σ(u) does not depend on the choice of a canon-
ical homology basis {αi, βi}.
(ii) The coefficients of the Taylor expansion of σ(u) are polynomials of λ3j , 1 ≤ j ≤
3m, with the coefficients in Q.
In order to give the formula for τ function we need some more notation. Let us
write the expansion of ω̂(p1, p2) as
ω̂(p1, p2) =
(
1
(z1 − z2)2 +
∞∑
i,j=1
q̂ijz
i−1
1 z
j−1
2
)
dz1dz2,
where zi = z(pi). By (30) we see that it is possible to define {cj}∞j=1 by
log
(
z−(g−1)
√
duwg
dz
)
=
∞∑
i=1
ci
zi
i
.
By Lemma 15 of [22] we have
Proposition 1 The expansion coefiicients q̂ij and ci are polynomials of {λ3j}.
We set
B = (bij)1≤i≤g,1≤j, q̂(x) =
∞∑
i,j=1
q̂ijxixj .
Then
Theorem 6 [23] A τ function corresponding to ι(Ua) is given by
τ(x) = exp
(
−
∞∑
i=1
cixi +
1
2
q̂(x)
)
σ(Bx),
and it is a solution of the 3-reduced KP-hierarchy.
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9 Degeneration of (3, 3m + 1) curves
We consider the following limit of X :
λj+m, λj+2m → λj, 1 ≤ j ≤ m. (31)
The equation of X tends to
y3 = x
m∏
j=1
(x− λ3j)3, x = z−3. (32)
We assume that λ3j , 1 ≤ j ≤ m, are non-zero and mutually distinct. It has singu-
larities only at Qj = (λ
3
j , 0), 1 ≤ j ≤ m, which is an ordinary singular point with
the multiplicity 3 (ordinary triple point). In the following we denote this singular
rational affine algebraic curve by Xaffsing and by Ua(X
aff
sing) the affine ring of X
aff
sing, that
is,
Ua(X
aff
sing) = C[x, y]/J,
where J is the ideal generated by y3 − x∏mj=1(x− λ3j)3.
Similarly to the non-singular case ι(Ua(X
aff
sing)) can be defined and it belongs to
UGM. A basis of Ua(X
aff
sing) is given by (28). Therefore we have the corresponding
basis of ι(Ua(X
aff
sing)) by expanding elements of it in z and multiplying them by z
3m.
Let f(z) be the limit of f̂(z):
f(z) =
m∏
j=1
(1− λ3jz3).
Then the limit of the frame (29) of ι(Ua) becomes
z3m−3i, z−3i−1f(z), , z−3m−3i−2f(z)2 i ≥ 0, (33)
which coincides with the frame of ι(Ua(X
aff
sing)) explained above. So (33) is a frame of
ι(Ua(X
aff
sing)). We show that this frame can be transformed to a fame of a generalized
soliton. To this end we need the notion of a gauge transformation.
Let G(z) be a formal power series in z such that G(0) = 1 and X = (ui(z))i≥1
a frame of a point of UGM. Then it is easy to see that G(z)X = (G(z)ui(z))i≥1
becomes a frame of a point of UGM. The multiplication by G(z) is called a gauge
transformation. Let
logG(z) =
∞∑
i=1
gi
zi
i
.
Then
τ(x,G(z)X) = e
∑∞
i=1 gixiτ(x,X).
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Let ω = e2pii/3 and
(λ1, ..., λ3m) = (λ1, ..., λm, ωλ1, ..., ωλm, ω
2λ1, ..., ω
2λm).
Notice that we redefine λj ( m+ 1 ≤ j ≤ 3m) as above. They are not relevant to λj
(m+ 1 ≤ j ≤ 3m) in (27).
Theorem 7 The following set of functions is a frame of f(z)−2ι(Ua(X
aff
sing)). It is a
frame of a (6m, 3m) generalized soliton.
z−3m+1
3m∑
i=1
(
a
(0)
ij
1− λiz +
b
(0)
ij
(1− λiz)2
)
, 1 ≤ j ≤ m,
z−3m+1
3m∑
i=1
a
(r)
ij
1− λiz , r = 1, 2, 1 ≤ j ≤ m,
z−j , j ≥ 3m. (34)
Here, for 1 ≤ i ≤ m,
a
(0)
ij = −
(
2m− j + 2
m∑
l 6=i
λ3l
λ3i − λ3l
)
λ3j−8i
3
∏
l 6=i(λ
3
i − λ3l )2
,
a
(0)
i+m,j = ωa
(0)
ij , a
(0)
i+2m,j = ω
2a
(0)
ij ,
b
(0)
ij =
λ3j−8i
9
∏
l 6=i(λ
3
i − λ3l )2
, b
(0)
i+m,j = ωb
(0)
ij , b
(0)
i+2m,j = ω
2b
(0)
ij ,
a
(r)
ij =
λ3j−3−ri
3
∏
l 6=i(λ
3
i − λ3l )
, a
(r)
i+m,j = ω
−ra
(r)
ij , a
(r)
i+2m,j = ω
−2ra
(r)
ij .
In order to prove the theorem we first make a linear change of the basis (33).
Lemma 4 The following is a basis of ι(Ua(X
aff
sing)):
z3m−3i (0 ≤ i ≤ m− 1), z−3if(z) (0 ≤ i ≤ m− 1),
z−3i−1f(z) (0 ≤ i ≤ m− 1), z−3m−if(z)2 (i ≥ 0) (35)
Proof. It is easy to see that the set of elements z3m−3i, i ≥ 0 and the set of elements
z3m−3i, 0 ≤ i ≤ m−1, z−3if(z), 0 ≤ i ≤ m−1, z−3m−3if(z)2, i ≥ 0 are connected by
a triangular matrix with 1 in the diagonal entries. The set of elements z−3i−1f(z),
i ≥ 0 and the set of elements z−3i−1f(z), 0 ≤ i ≤ m − 1, z−3m−3i−1f(z)2, i ≥ 0 are
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connected similarly. The remaining elements z−3m−3i−2f(z)2, i ≥ 0 of (33) and (35)
are the same. Thus (35) is a basis of ι(Ua(X
aff
sing)). 
Proof of Theorem 7
Multiplying elements in (35) by f(z)−2 and expanding them into partial fractions
we get (34). Thus it is a frame of f(z)−2ι(Ua(X
aff
sing)). It follows from Lemma 3 that
(34) is a frame of a (6m, 3m) generalized soliton. 
We set
b
(r)
ij = 0, 1 ≤ i ≤ 3m, 1 ≤ j ≤ m, r = 1, 2.
The 6m× 3m matrix A corresponding to the frame (34) is given by
A =
(
A(0) A(1) A(2)
B(0) O O
)
,
where
A(r) =
(
a
(r)
ij + b
(r)
ij
)
1≤i≤3m,1≤j≤m
, B(0) =
(
λib
(0)
ij
)
1≤i≤3m,1≤j≤m
.
The solution corresponding to the frame (34) of f(z)−2ι(Ua(X
aff
sing)) can be com-
puted from this matrix using the formula (26).
10 Solution in the case of m = 1
Le us consider the case of m = 1 (g = 3) and write down a solution corresponding
to ι(Ua(X
aff
sing)).
We have
a
(0)
1,1 = −
λ−51
3
, a
(1)
1,1 =
λ−11
3
, a
(2)
1,1 =
λ−21
3
, b
(0)
1,1 =
λ−51
9
.
The matrix A is a 6× 3 matrix given by
A =

a
(0)
1,1 + b
(0)
1,1 a
(1)
1,1 a
(2)
1,1
ω(a
(0)
1,1 + b
(0)
1,1) ω
2a
(1)
1,1 ωa
(2)
1,1
ω2(a
(0)
1,1 + b
(0)
1,1) ωa
(1)
1,1 ω
2a
(2)
1,1
λ1b
(0)
1,1 0 0
(λ1ω)ωb
(0)
1,1 0 0
(λ1ω
2)ω2b
(0)
1,1 0 0

=
λ−51
9

−2 3λ41 3λ31
−2ω 3ωλ41 3ω2λ31
−2ω2 3ω2λ41 3ωλ31
λ1 0 0
λ1ω
2 0 0
λ1ω 0 0
 .
For r = 0, 1, 2 let
ηr =
∑
j≥1,j≡r mod.3
xjλ
j
1, η
′
r =
dηr
dλ1
=
∑
j≥1,j≡r mod.3
jxjλ
j−1
1 ,
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Then the τ function τ(x) = τ(x, ι(Ua(X
aff
sing))) is given by
τ(x) = (−1)
√
3
27
λ−51 e
−3η0
{
2e
3
2
(η1+η2) sin
(√
3
2
(η1 − η2) + 2pi
3
)
+2e−
3
2
(η1+η2) sin
(√
3
2
(η1 − η2)− 2pi
3
)
− 2 sin
(√
3(η1 − η2)
)
− 3
√
3λ1η
′
2
}
.
From this expression the following properties of the solution can be seen.
Firstly if λ1 and xj , j ≥ 1 are real then τ(x) is real. Secondly the variables x3j ,
j ≥ 1 only appear in e−3η0 which means that τ(x) is a solution of the 3-reduced KP-
hierarchy. It is valid for any m since τ(x) is a solution of the 3-reduced KP-hierarchy
before taking the limit by Theorem 6. Thirdly τ(0) = 0 which is also the case of any
m.
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