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OSCILLATION AND SPECTRAL PROPERTIES OF SELF-ADJOINT EVEN ORDER DIFFERENTIAL OPERATORS WITH MIDDLE TERMS
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Abstract. Oscillation and spectral properties of even order self-adjoint differential operators of the form
, r n (t) > 0 , w(t) > 0, are investigated. A particular attention is devoted to the fourth order operators with a middle term, for which new (non)oscillation criteria are derived. Some open problems and perspectives of further research are discussed.
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Introduction and preliminaries
In this contribution we deal with oscillation and spectral properties of the even order (formally) self-adjoint differential operator where r 0 , . . . , r n , w are continuous functions and r n (t) > 0, w(t) > 0 for t ∈ [T, ∞). Note that one can investigate differential operator L under weaker assumptions (the so-called minimal integrability assumptions) that the functions r 0 , . . . , r n−1 , 1 rn and w are integrable on intervals [T, b) for every b > T . However, the continuity assumption is sufficiently general for our purpose.
First we recall some basic concepts of the oscillation theory of the self-adjoint equation L(y) = 0, i.e. of the equation In this case we say that the solution (x, u) of (4) is generated by the solution y of (2). Moreover, if y 1 , . . . , y n are solutions of (2) and the columns of the matrix solution (X, U ) of (4) are generated by the solutions y 1 , . . . , y n , we say that the solution (X, U ) is generated by the solutions y 1 , . . . , y n . Recall that two different points t 1 , t 2 are said to be conjugate relative to system (4) if there exists a nontrivial solution (x, u) of this system such that x(t 1 ) = 0 = x(t 2 ). Consequently, by the above mentioned relationship between (2) and (4), these points are conjugate relative to (2) if there exists a nontrivial solution y of this equation such that y (i) (t 1 ) = 0 = y (i) (t 2 ), i = 0, 1, . . . , n − 1. System (4) (and hence also equation (2) ) is said to be oscillatory if for every T ∈ R there exists a pair of points t 1 , t 2 ∈ [T, ∞) which are conjugate relative to (4) (relative to (2)), in the opposite case (4) (or (2) ) is said to be nonoscillatory. The equation L(y) = y, i.e. the equation
is said to be conditionally oscillatory if there exists λ 0 > 0 such that the equation
is oscillatory for λ > λ 0 and nonoscillatory for λ < λ 0 . If (6) is oscillatory (nonoscillatory) for every λ > 0, then equation (6) A conjoined basis (X, U ) of (4) (i.e. a matrix solution of this system with n × n matrices X, U satisfying X T (t)U (t) = U T (t)X(t) and rank (X T , U T ) T = n) is said to be the principal solution of (4) if X(t) is nonsingular for large t and for any other conjoined basis (X,Ū ) such that the (constant) matrixX T U −Ū T X is nonsingular, lim t→∞X −1 (t)X(t) = 0 holds. The last limit equals zero if and only if
see [22] . A principal solution of (4) is determined uniquely up to a right multiple by a constant nonsingular n×n matrix. If (X, U ) is the principal solution, any conjoined basis (X,Ū ) such that the matrix X TŪ −U TX is nonsingular is said to be a nonprincipal solution of (4). Solutions y 1 , . . . , y n of (2) are said to form the principal (nonprincipal) system of solutions if the solution (X, U ) of the associated linear Hamiltonian system generated by y 1 , . . . , y n is a principal (nonprincipal) solution. Note that if (2) possesses a fundamental system of positive solutions y 1 , . . . , y 2n satisfying y i = o(y i+1 ) as t → ∞, i = 1, . . . , 2n − 1, (the so-called ordered system of solutions), then the "small" solutions y 1 , . . . , y n form the principal system of solutions of (2).
Our differential operator (1) is singular since t ∈ [T, ∞), i.e. t = ∞ is a possible singularity in the sense that the functions r 0 , . . . , r n−1 , 1 rn , w may fail to be integrable on the whole interval [T, ∞). On the other hand, the left endpoint t = T is supposed to be regular, i.e., given any x 0 , u 0 ∈ R n , the associated linear Hamiltonian system (4) has a unique solution given by the initial condition x(a) = x 0 , u(a) = u 0 . The spectral properties of the operator L are investigated in the Hilbert space
The maximal differential operator L max generated by the differential expression L (i.e. L max (y) = L(y)) is the operator with the domain
. . , n, and L(y) ∈ H},
T are related to y by (3) and AC denotes the class of absolutely continuous functions. The minimal operator L min is defined as the adjoint operator to the maximal operator, i.e., L min := (L max )
* . The domain of every self-adjoint extensionL of the minimal operator L min satisfies
It is known that all self-adjoint extensions of the minimal operator have the same essential spectrum, see [20, 21, 24] .
In this paper we focus our attention to the following spectral property of the operator L.
EJQTDE, Proc. The paper is organized as follows. In the next section we recall some general statements of oscillation theory of self-adjoint equations (2) . In Section 3 we present known results concerning oscillation and spectral properties of one and two-term differential operators. Section 4 contains new results -oscillation and nonoscillation criteria for fourth order differential equations with middle terms. The last section is devoted to remarks on the results of the paper and to the formulation of some open problems.
Oscillation theory of self-adjoint equations
Our oscillation results are based on the following variational principle.
Lemma 1. ([15]) Equation (2) is nonoscillatory if and only if there exists
for any nontrivial y ∈ W n,2 (T, ∞) with compact support in (T, ∞).
In nonoscillation criteria, the following Wirtninger inequality is frequently used.
We will need also a statement concerning factorization of disconjugate differential operators. where
and a n = (a 0 · · · a n−1 ) −1 , W (·) being the Wronskian of the functions in brackets.
Oscillation criteria presented in this paper are based on the following general statement. This statement concerns oscillation of the equation
where the operator M is given by
with m ∈ {1, . . . , n − 1} andr j (t) ≥ 0 for large t. Equation (8) is viewed as a perturbation of (nonoscilatory) equation (2). The next proposition says, roughly speaking, that (8) is oscillatory if the functionsr j are sufficiently positive, in a certain sense. The proof of the next proposition can be found in [3, 4] .
Proposition 2. Suppose that (2) is nonoscillatory and y 1 , . . . , y n is the principal system of solutions of this equation. Equation (8) is oscillatory if there exists c = (c 1 , . . . , c n ) ∈ R n such that one of the following conditions holds:
The previous integral is convergent and
where (X, U ) is the solution of the linear Hamiltonian system associated with (2) generated by y 1 , . . . , y n .
One and two-term differential operators
A typical method of the investigation of the spectral properties of the operator L consists in assuming (this assumption is satisfied in many applications) that one of the terms in L, say (−1) j r j (t)y (j) (j) for some j ∈ {1, . . . , n}, is dominant, in a EJQTDE, Proc. 7th Coll. QTDE, 2004 No. 7, p. 5 certain sense, and then the operator L is viewed as a perturbation of the one-term operator
This approach has been used, e.g., in the papers [11, 16] . For this reason, we turn first our attention to one-term differential operators. We consider the differential operator of the form
and the associated equation
Basic results concerning property BD of one term differential operators are based on the following statement, usually referred to as the reciprocity principle, the proof can be found e.g. in [1] . 
is nonoscillatory.
Now we present two oscillation criteria for equation (11) in case r(t) = t α , i.e. we consider the equation
where α is a real constant. 
If M <γ n,α then (13) 
If K < ρ n,α then (13) is nonoscillatory and if K > ρ n,α then this equation is oscillatory.
Note that the oscillation parts of the previous theorem were proved in [13, 17] under the stronger assumption M > (2n
2 for α ∈ {1, 3, . . . , 2n − 1} and K > 4ρ n,α if α ∈ {1, 3, . . . , 2n − 1}. In the form presented in Theorems 1, 2 (with the improved value of the oscillation constant) these criteria were proved in the recent paper [6] .
Consider now the differential operator
The reciprocal equation of the equationl(y) = y is the equation
Applying the previous oscillation and nonoscillation criteria to this equation we get the following necessary and sufficient condition for property BD ofl. For α = 0 this is the classical condition of Tkachenko [15] (sufficiency) and of Lewis [18] (necessity). For α ∈ {1, 3, . . . , 2n − 1}, α < 2n − 1, this condition is formulated in [17] . The case α ∈ {1, 3, . . . , 2n − 1} is treated in [13] . Observe that if M = γ n,α in (14) resp. K = ρ n,α in (16), Theorems 1 and 2 do not apply. A typical example of a function w for which this happens is w(t) = γ n,α t 2n−α , γ n,α := (2n − 1 − α)γ n,α , α ∈ {1, 3, . . . , 2n − 1}, EJQTDE, Proc. 7th Coll. QTDE, 2004 No. 7, p. 7 withγ n,α given by (15), resp. w(t) = ρ n,α t 2n−α lg 2 t , α ∈ {1, 3, . . . , 2n − 1}.
This fact was a motivation for the research of the papers [5, 9, 10] where the equations (19) (−1) n t α y (n) n − γ n,α t 2n−α y = w(t)y, α ∈ {1, 3, . . . , 2n − 1}, and (20) (−1) n t α y (n) n − ρ n,α t 2n−α lg 2 t y = w(t)y, α ∈ {1, 3, . . . , 2n − 1}, were investigated. In the next criteria equations (19) and (20) are viewed as a perturbation of the equations
. . , 2n − 1}, and
In the easier case α ∈ {1, 3, . . . , 2n − 1} we have obtained the following result. 
IfM <γ n,α then (19) is nonoscillatory and ifM >γ n,α then this equation is oscillatory.
Note that similarly to the case treated in Theorem 1, the oscillation part of the previous theorem was proved in [5, 9] under the stronger assumptionM > 4γ n,α and this assumption is weakened to the form as presented in Theorem 4 in [8] using the method introduced in [6] .
In the more difficult case α ∈ {1, 3, . . . , 2n − 1} we have not been able to find a "unifying" limit which "separates" oscillatory and nonoscillatory equations, but we proved the following result. The case when we consider two-term differential operators can be regarded as a model of the situation when not only one term is dominant in the differential operator L given by (1), but two terms are dominant. One term is again a term (−1) j r j (t)y (j) (j) for some j ∈ {1, 2, . . . , n} and the second one is the term r 0 (t)y. This leads then to differential equations of the form (−1) j (r j (t)y (j) ) (j) + r 0 (t)y = w(t)y and equations (19) and (20) 
The result given in the next theorem is new, it is not given in the above mentioned references [9, 10] . However, as we will see, this statement follows easily from Theorems 4 and 5.
Theorem 6. Let the differential operatorsL andL be given by (26), (27), respectively. (ii) Let α ∈ {1, 3, . . . , 2n − 1}. IfL has property BD then
Conversely, if
thenL has property BD. Hence, (19) is strongly nonoscillatory by Theorem 5 andL has property BD by Proposition 1.
(ii) Let α ∈ {1, 3, . . . , 2n − 1}. IfL has property BD and the integral in (29) is divergent, i.e., which means that the second order equation
is nonoscillatory for every λ > 0. Hence, by Theorem 5, the equationL(y) = λy has the same property and hence the operatorL has property BD by Proposition 1.
Fourth order operators with a middle term
In this section we present new oscillation and nonoscillation criteria for the fourth order differential equation
where this equation is viewed as a perturbation of the Euler differential equation
We follow essentially the same idea as in the papers [7, 8, 14] , where two-term differential operators are investigated. Our ultimate aim is to study general threeterm differential operators and equations
with m ∈ {1, . . . , n − 1}. Similarly to [7, 14] , we "test" first the situation in the most simple case of the fourth order equation in order to see where are the main problems. Then, solving these problems in this simple case, we are going to "attack" the general three-term equation (33). This idea is applied in the case of two-term operators in [8] .
We start with an elementary statement concerning the fourth order Euler equation (32). Proof. We will prove that (32) is nonoscillatory for ν, γ satisfying (34); oscillation of (32) if this inequality is violated will be proved later as a consequence of a more general result. By the Wirtinger inequality given in Lemma 2,
Hence, (32) is nonoscillatory by Lemma 1 if (34) holds. Now suppose that equality in (34) holds, i.e.,
We look for a solution of (32) in the form y(t) = t λ . Substituting into (32) we obtain
converts the last equation into the equation
If (37) holds, this equation has the roots µ 1,2 = 0 and µ 3,4 = ± ν + 5 2
= ±ν, and this means that (35) is really a fundamental system of solutions of (32).
In order to prove the factorization formula (36), it suffices to apply Lemma 3 with y 1 = t Next, we study oscillation and nonoscillation of the equation L µ,γ (y) = p(t)y in the critical case (37).
Theorem 7. Suppose that (37) holds and p(t) ≥ 0 for large t.
(i) If the second order equation
is nonoscillatory, then the equation
is also nonoscillatory. In particular, (39) is nonoscillatory provided p(t) ≥ (ii) If
Proof. We skip details of the proof since it is similar to that of [7, Theorem 1] , where the case ν = 0, γ = . Since the second order equation (38) is nonoscillatory, the last integral is positive for every u ∈ W 1,2 (T, ∞) with compact support in (T, ∞) if T is sufficiently large. Hence, (42) holds which means that (39) is nonoscillatory. To prove the sufficiency of (40) for the nonoscillation of (38) we rewrite this equation into the form (tu ) + 1 4t lg 2 t u + t 3 p(t) ν 2 − 1 4t lg 2 t u.
The transformation u = √ lg t v transforms the last equation into the equation (see, e.g., [23] Now, applying Hille's nonoscillation criterion to (43) gives just (40).
In the proof of (ii), let T ∈ R be arbitrary and t 3 > t 2 > t 1 > t 0 > T (these values will be specified later). Denote h(t) = t 3 2 √ lg t, let f ∈ C 2 [t 0 , t 1 ] be any function satisfying f (t 0 ) = 0 = f (t 0 ), f (t 1 ) = h(t 1 ), f (t 1 ) = h (t 1 ), and let g be the solution of equation (32) satisfying (45) g(t 2 ) = h(t 2 ), g (t 2 ) = h (t 2 ), g(t 3 ) = 0 = g (t 3 
