Abstract-In this paper, we develop a new iterative approach toward the solution of a class of two-agent dynamic stochastic teams with nonclassical information when the coupling between the agents is weak, either through the state dynamics or through the information channel. In each case, the weak coupling is characterized in terms of a small (perturbation) parameter. When this parameter value (say, E ) is set equal to zero, the original fairly complex dynamic team, with a nonclassical information pattern, is decomposed into or converted to relatively simple stochastic control or team problems, the solution of which makes up the zeroth-order approximation (in a function space) to the team-optimal solution of the original problem. The fact that the zeroth-order solution approximates the optimal cost up to at least O ( E ) is shown by upper and lower bounding the optimal cost, and then proving that the zeroth-order terms of these bounds are identical. Using this zeroth-order term as the starting point for a policy iteration, we show that approximations of all orders can be obtained by solving a sequence of stochastic control and/or simpler team problems.
I. INTRODUCTION
NE of the challenging issues in stochastic control and 0 team theory has been the derivation of optimal policies for problems that feature nonclassical information. Such patterns arise in stochastic control problems when not all useful measurement information is transmitted to future stages (see, for example, [l] ), and they arise in stochastic teams when decision makers who are coupled through the systems dynamics and/or the common performance index do not share the same information. When this information is shared with a delay of one time unit, then the information pattern falls somewhere between classical and nonclassical, and is called "quasiclassical" for which, in the LQG framework, the problems are still tractable, as shown in [2]- [5] in discrete time, and in [6] in the continuous time. The question of interest to us in this paper is whether the inherent conceptual difficulties associated with problems featuring strictly nonclassical information patterns can be alleviated if the decision makers are coupled weakly within the system and in the performance index.
Toward the above end, we consider two classes of linear quadratic Gaussian (LQG) team problems with two decision makers (DM's) in continuous time, where the systems under consideration have a weak coupling parameter E. The two classes of problems are different because of the nature of the weak coupling. In one case, the weak coupling is through the state equation, and in the other case, the weak coupling is through the information, as will be made clear in the problem formulation. We call the former class of problems P1, and the latter P2. If E is set equal to zero, the team problem decomposes into two independent stochastic control problems in the case of problem P1 or a single team problem with classical information in the case of problem P2, both of which are easier to solve than the corresponding original problems. When E is different from zero, however, the underlying problems are much more difficult to solve, for which in some cases not even a theory of existence is available. The motivation for considering such systems is that, if the coupling between the decision makers is weak, then the previously difficult-to-solve problem might be easier to solve by decomposing the original problem into a sequence of simpler problems. Such an idea was earlier explored in the context of controlled Markov chains in [7] . The first step towards obtaining approximate solutions to these problems involves solving the two independent stochastic control problems (or the single tractable team problem) that result from setting E equal to zero. This forms the zeroth-order approximation to the team optimal control. We show that the zeroth-order solution approximates the optimal cost to O(E) in the case of problem P1, and to O(e2) in the case of problem P2. We then proceed, by restricting ourselves to the class of finite-dimensional (but, of arbitrary dimension) linear controllers (FDLC's), to obtain policies that yield progressively better approximations to the optimal cost at each successive step of iteration. This is achieved through a policy iteration approach, and hence results in an increase in the order of the controller after each step of iteration. To alleviate this, in problem P1, we show that after two steps of the policy iteration we can reduce the order of the controller while still achieving an O ( E~) approximation to the optimal cost. For problem P2, this is not necessary since the zeroth-order solution already approximates the optimal solution to O(e2). The above ideas grew out of preliminary research on the role of weak coupling in solving LQG team problems, which was presented in [8] .
Earlier work on weakly coupled LQ stochastic teams [9] deals only with those problems which are characterized by a complete sharing of information between the DM's. Hence, it relies on the solvability of the perturbed problem (the problem with E # 0) to obtain approximate solutions. In [lo], the
situation where the perturbed problem may not be solvable has been addressed, but the analysis there is only applicable to the cases where the DM's have access to perfect state information. This is so because the approximate solution has been derived using either the stochastic Pontryagin's principle or the stochastic Hamilton-Jacobi-Bellman equation, neither of which applies to the case when the information pattern is nonclassical. The rest of the present paper is organized as follows. Section I1 deals with the problem formulation, where we formulate the two types of weakly coupled team problems that were mentioned above. In Section 111, we obtain the zeroth-order approximation to the optimal cost using FDLC policies for each problem, and we also interpret the zerothorder solution as the solution to the problem with E = 0. In Section IV, we show that in the class of FDLC's, better approximations to the optimal cost can be obtained through a policy iteration approach. Each step of the policy iteration involves the solution of a one-person LQG stochastic control problem, and hence the policies at each step can be computed easily, albeit with an increase in the order of the controllers. We also show in Section IV that, if we are interested in an O(c2) approximation, the order of the estimator can be reduced, compared to what we would have obtained through the policy iteration. Section V provides concluding remarks. The paper also includes three appendixes and a notation/ acronym list which precedes the appendixes.
THE PROBLEM STATEMENT
We formulate two problems in this section, both of which are weakly coupled, but one is weakly coupled through the state equation, whereas the other one is weakly coupled through the information channel.
A . Problem P1 differential equations
Consider the stochastic system defined by the pair of It6 t L to 2 0 , X I @ , ) = X I ( ) , x,(t,) = x20 (2.1) where x l ( t) and x2( t) are stochastic processes with continuous sample paths of dimensions n, and n2, respectively. Here, xo = ( x i o , xh0)' is a Gaussian random vector with mean Eo and covariance CO given by
and { wl( t ) , t 2 0 } , { w2( t ) , t 2 0 ) are standard Wiener processes independent of each other and of xo. The matrices A i ( t ) , B,(t), A J t ) , and F;.(t), i, j = 1,2, have appropriate dimensions, with entries continuous in t E [to, tf] . The stochastic processes { u l ( t ) , t 2 to} and { u 2 ( t ) , t 1 to} are r,-and r2-dimensional, respectively, denoting the controls of decision makers 1 and 2, respectively, and E is a small coupling parameter. The observation processes { yl( t}} and y 2 ( t ) } , which are ml-and m2-dimensional, respectively, are defined by the equations
where { ui(t), t L t o } , i = 1,2, are independent standard Wiener processes which are also independent of xo, { wl(t)}, and { w2(t)}. An 
Let the space of all admissible policies for DMi be denoted by ri.
The underlying problem is to find team-optimal strategies y,?(t, I;) E r,, i = 1,2, which minimize the cost functional
B. Problem P2
For the second problem, we consider the stochastic system defined by the It8 differential equation where x ( t ) is a stochastic process with continuous sample paths of dimension n. Here, xo is a Gaussian random vector with mean Eo and covariance CO, and { w ( t ) , t 2 0} is a standard Wiener processes independent of xo. The m-dimensional observation processes { yl( t)} and { y2( t)} are defined by the equations
where { u ( t ) , t 2 to>, { u,(t), t L t o } , i = 1,2, are independent standard Wiener processes which are also independent of x,,, { w ( t ) } . The information available to DMi is I;, where 1; is as defined before. An admissible policy yi for DMi, i = 1,2, and the corresponding strategy spaces TI and r2 are defined in a manner similar to problem P1. The cost
+ u ; ( t ) u l ( t ) + u;(t)u,(t)) d t ) . (2.7)
The main difference between problems P1 and P2 is that, when E = 0, in P1 we have two independent stochastic control problems, one for each DM, whereas, in P2 we have a (strongly coupled) team problem where both players use the same information. We call the former "spatial weak coupling" since with E = 0 we have two subsystems independently controlled by the two DM's, and we call the latter "informational weak coupling" since with E = 0, exchange of measurements does not provide any new information to either DM. Although both these zeroth-order problems are solvable using the standard LQG theory, there are conceptual differences between the two. This will be discussed later in Section 111-B. Notice that P1 corresponds to situations in decentralized control where the two DM's are controlling different subsystems which are weakly coupled, whereas P2 corresponds to a situation where a small noise term makes the problem, which otherwise could have been viewed as centralized control problem, a decentralized one.
Earlier attempts to obtain approximate solutions to problems of the type above, when the coupling between the DM's is not weak, can be found in [ 111 and [ 121. In [ 113, the order of the estimators that are used by the DM's has been fixed, and this has resulted in a set of necessary conditions in the form of a matrix minimum principle. But this solution is not satisfactory because the chosen candidate solution (one that satisfies the conditions of the minimum principle) does not necessarily yield the global minimum to the problem. Also, the set of equations that describe the solution are very complicated to solve. In [12], it was assumed that the control values are exchanged but, in addition, it was also assumed that the DM's do not attempt to infer the value of each other's measurement from the control values. This is an arbitrary (unrealistic) assumption, which was made to assure the solvability of the resulting problem, but it is unlikely that the solution of this modified problem is a good approximation for the solution of the original problem. In view of these difficulties encountered in [ l l ] and [12], instead of studying the general class of nonclassical information pattern problems, we have formulated above a class of weakly coupled systems for which we show that the team problem admits approximate solutions. Specifically, we develop an approach that exploits the presence of weak coupling in the problem and the fact that the problems arrived at by setting E = 0 are completely solvable. This recursive approach leads to successively better approximate solutions to the two classes of teams with nonclassical information patterns, as formulated above.
THE ZEROTH-ORDER SOLUTION

A . Problem PI
As we mentioned earlier, when E is set equal to zero we have two independent, standard LQG stochastic control problems, which admit unique solutions. Let us denote these solutions by yro)(t, I:) and yi0)(t, Zi), respectively, which are given by [13] 
r:O)(t, I;)
Suppose we use the above set of policies in our original problem. Then the question is whether these policies approximate the optimal cost J: up to O ( E ) , where
Toward answering this question, we first state the following lemma.
Lemma 3. I: For any pair of strategies
where r: is the space of mappings yi: 9? x Vm1+,,,, + 9?
such that y ( t , 7) is adapted to the family of sigma-fields generated by { Y E Vml+,,, J J~E LP1+m2; ro I s I r l } for all 7 E Vml+m2, to I ro I rl I t, i. Now, application of the implicit function theorem (IFT) for ordinary differential equations [14, Theorems 7.1 and 7.21 to the two Riccati equations (3.4) and (3.5) leads to the following relationships: This leads to the following theorem.
C , ( t ) = C'O'(t) + E R~(~, E ) , t~[ t , , t , ] P c ( t ) = P'O'(t) + c R 2 ( t , e ) , t c [ t o , t f
yield a cost that is O ( E ) close to the optimal cost, i.e.,
J: = J ( y p , y p ) + O ( E ) .
and (3.11).
Pro08
The result follows by applying Lemma 3.1 to the pair of strategies {yIo), yio)}, and using relations (3.9)
Remark 3.1: Notice that, to prove Theorem 3.1, we have not only used the fact that the zeroth-order problem is solvable but also the fact that it is the solution of the complete information exchange problem in the limit as E goes to zero. Hence, for instance, the proof for Theorem 3.1 will not hold when the initial states x l 0 and x20 are correlated, even though the zeroth-order problem would still be solvable. We can relax this condition somewhat, by allowing a 0 crosscorrelation between x ,~ and x20 of O ( E ) .
B. Problem P2
Let us first study the zeroth-order problem. The measurement processes, { y i ( t ) } , i = 1,2, with E = 0, are given by which shows that they are identical. As in problem P1, with E = 0, it does not make any difference to the optimal cost here whether the DM's exchange information or not. While in problem P1 the reason was that the problems faced by the DM's were completely decoupled, in problem P2 this is due to the fact that yl( t ) = y2( t ) , in view of which the sigma-field generated by I' is the same as the one generated by either I:
or I:. Hence, for the zeroth-order problem, without loss of generality, we can assume that the information available to both players is I:. Now, again from standard LQG control theory, the solution to the zeroth-order problem is given by u,,(t) E y l o ( t , I:) = -B,!P'"i(t) (3.13)
But this is not the only possible solution to the zeroth-order problem with the expanded policy space. There are other representations of the above solution if we allow the information to each DM to be I t : = (I:, I:), and all the representations will yield the same minimum cost. For instance, in (3.14), if we replace y , by a , y l + (1 -a I ) y 2 , and use the resulting policy for DM i, i = 1,2, the resulting filters substituted in (3.13) will still yield the same globally minimum cost for the zeroth-order problem. To decide as to which of these to choose as the zeroth-order solution, we cannot use the idea behind the choice of the zeroth-order solution of problem P1 which was that, it corresponded to the limit of the complete information exchange problem as E -, 0, because here it would lead (in the representation above) to the parametric values a1 = a2 = $. But, the resulting pair of policies does not belong to rl x r2, since the information used by DMi should be I:, and not I t . Hence, it cannot be a candidate zeroth-order solution. The only pair of policies that belongs to rl x r2, and yields the globally minimum cost to the zeroth-order problem is
(3.15)
In problem P1, the zeroth-order solution approximated the optimal cost to O( E ) , whereas in problem P2, the zeroth-order solution approximates the optimal solution to O(e2). This can be shown in a manner similar to the proof of Theorem 3.1. We will not go through the whole proof here, but will simply indicate the reason as to why we get a better approximation in problem P2. It is clear that E is going to enter the costs on the right-and left-hand side inequalities of Lemma 3.1 only through the error covariance, and not through the control gain, because the weak coupling parameter E appears only in the information, and not in the state equation. Hence, we now look at the covariance Riccati equation under the complete information exchange case, which is given by 2 C = AC + C A ' --CC'CX + FF"; C ( t o ) = Co.
2 + E 2 (3.16)
Since the Taylor series expansion of 2/(2 + E * ) around E = 0 does not contain odd powers of E , clearly the coefficient of the E term in the expansion of X ( t ) will be zero, and likewise in the optimal cost. Therefore, if we obtain a policy that achieves the zeroth-order term in the optimal cost, it approximates the optimal cost to 0 ( c 2 ) . This now leads to the following theorem.
Theorem 3.2: The pair of strategies { yjo'(t, Z:)}i=l,2,
given by (3.15), yield a cost that is 0 ( c 2 ) close to the optimal cost, i.e.,
Proof: Similar to the proof of Theorem 3.1, as discussed above. U
IV. APPROXIMATION IN THE CLASS OF FINITE-DIMENSIONAL LINEAR CONTROLLERS
In this section, we will show that a policy iteration can be used to obtain good approximations, in terms of orders of E , to the optimal cost in the class of finite-dimensional linear controllers (FDLC's). We show this only for problem P1, and these results are readily extendible to problem P2.
By a FDLC for DMi, we mean a controller of the form r;( I, 1;) = L;( t ) z;( t )
where Li( t ) , Gi( t ) , Hi( t ) , and Mi are finite-dimensional matrices of compatible dimensions, with the first three having piecewise continuous entries. The class of all such policies for DMi is denoted by rif.
The policy iteration that we will use is of the Gauss-Seidel (G-S) type, defined as
This corresponds to the case when DM2 starts the iteration first. A G-S policy iteration starting with DM1 can be defined in an analogous manner. Notice that, even though the G-S policy iteration may not converge, the corresponding costs at each step of the iteration will converge because of the fact that we are generating a nonincreasing sequence, lower bounded by zero. Now, we state the following two lemmas, which will take Lemma 4.1: Let y 2 ( t , I:) E r{ be arbitrarily fixed, and us to the main result of this section.
rT(t, 1:; y2):= argmin,,,,f J,(rl, 7 2 ) . Then 
i ( t ) i ( t ) , and q2(t, I:):= L(t)z"(t) where
d i ( t ) = G ( t ) i ( t ) dt + k ( t ) dy2(t); dz"( t ) = E( t ) 2( t ) dt + E?( t ) dy2( t ) ; i ( t o ) = Ak0 z"( t o ) = &Eo
L:= (i + L ( l k ) ( E ) , L y ( E ) ) ;
where all the matrices are of arbitrary but compatible dimensions and the matrices with a superscript "k" are arbitrary functions of E in the order of 0 ( e k ) .
Further, let ? r ( t , I,'):= arg min,,,,f J,(rl, T2), and TT(t, I:):= arg minYlcr( J,(r,, T2). Then ?T(t, I,') = T?(t, I,') + O(Ek+')
J,(?T, ? 2 ) = J,(TT, 7 2 ) + O ( E k + ' ) .
and (4.5)
Proof: See Appendix C . 0 Clearly, the above lemmas remain true if we reverse the roles of DM1 and DM2. Before we present the main theorem of this section, we first introduce the following notation: let (4.7)
{~~(~) ( t ,
We say that -yjf)(., .)€Fi, i = 1,2, is O(ck) if the 9 ' norm of ui(.; t ) = Proof: The proof is by induction. Without loss of generality, let us assume that the G-S iteration is started with DM2, i.e., ~~(~) ( t , I:) is specified. Then, by Lemma4.1, we have that yr(l,(t, I,') = yio)(t, I,') + O ( E ) .
We also have the property that, if DM2 chooses a different starting policy T2(0)(t, I:), then again TT(l,(t, I,') = y$"(t, I,') + O ( E ) .
Hence, ?T(')(t, I,') = -y?(')(t, I:) + O ( E ) .
Also, from Lemma This proves the theorem for k = 0. Now, let us assume that the result is true for k -1, k 2 1 . Notice that, from the proof of Lemma 3.1 (see Appendix B), it is clear that the matrices in the differential equation repre-
sentation of ?T(')(t, I:) and ~r (~, ( t , I,') differ by O ( E ) .
Hence, the assumption that the result holds for k -1 is equivalent to the assumption that T:kp I)( t , I:) and Now, using (4.8), (4.9), and the fact that J:f 5 follows from the fact that " / ( k , ) } is obtained using a G-S policy iteration starting with yZk, we have that J:f =
0
The above theorem established the following important fact: irrespective of the initial guess for the G-S policy iteration, after k steps, we obtain a cost which is O ( E~~-' ) close to the optimal solution in the class of FDLC's. But notice that after each step of the policy iteration, the dimension of the estimator used by the DM's increases by 2(n, + n,) (twice the dimension of the state vector) as compared to the previous step, and the overall size of the estimator, at each step, depends on the size of the estimator that is used by the initial guess policy. The best one can do to keep the dimension at a minimum is to start the iteration either with yio)( t , I:) or yf)( t , I:). In what follows, we show that after two steps of the policy iteration, we can reduce the order of the estimators and still obtain O(c2) approximation to J:f.
In fact, we can find an policy for each DM, which uses only an (nl + n2)th-order estimator.
Let us start the G-S policy iteration with DM2 using the initial guess y$')(t, I:). 
dt .
I
Using standard LQG theory, the solution to the above problem is given by and P,;. denotes the (i, j)th block of PI.
By applying the IFT to the Riccati equation for P ' ( t ) in (4.11), it readily follows that P,'2(t) and P:3(t) are O ( E ) . Hence, if we can show that q3 -q2 = O ( E ) as a function of y l ( t ) , then we can replace q3 by q2 in the expressions for y t l ) ( t , I:). This will lead to a new policy which will be different from y:(')(t, I:) by only O(c2), and will use an estimator of order (nl + n,). Now, to show that 2,:= q2 -q3 = @ E ) , we first note from (4.11) that 2, is given by the following stochastic differential equation. d2, = ( E A,, 4, + A, 22 -E:' ),C;C, 2,) dt
2,(to) = 0 . (4.13)
Studying the above equation, it is clear that 2, = O(E) as a function of y , ( t ) , if (Ei2(t) -Ej,(t)) = O(E). By applying the IFT to the Riccati equation for E'(t) in (4.11), we can easily show that E;,(t) = O ( E ) , and El,(t) = O ( E ) , and hence (C;,(t> -E;,(t)) = O ( E ) .
An intuitive interpretation of the above result is as follows. The vectors q, and q3 are nothing but the conditional expectations E( x, I I : ) and E( E( x, 1 I:) 1 I:), respectively.
As E -+ 0, x2 and I: become independent of I:; hence, E( x2 I I:) becomes E( x,), and E( E( x, 1 I.) 1 I:) becomes E ( E ( x , 1 I . ) ) , which, by the smoothing property of the conditional expectation, is again E( x,). Before we summarize the above results formally (see Theorem 4.2 later) we note that if q3 is replaced by q2 in (4.1 I), then the following policy is obtained for DM 1 : (4.14)
Similarly, by starting with yjo)(t, I:), we could have obtained a similar expression for the first-order controller for DM2, which is given by [P,2,i.2n2 Proof: The result follows from the discussion preceding the theorem, and from Lemma 4.2 and Theorem 4.1. D Note that to compute the pair of strategies { y & ) ( t , I:), y&,( t , I:)}, one needs to compute the solution of two higher order Riccati equations to obtain P ' ( t ) and P 2 ( t ) . But, we do not really have to do this, if we are interested in an O(E') approximation to the optimal cost. Instead, by noting that the IFT applies to these Riccati equations, we can approximate P ' ( t ) , i = 1,2, as O} (4.19) and P'(')(t), i = 1,2, is the solution of the following linear differential equation:
Hence, if we need an O(E') approximation to the optimal solution in the class of FDLC's, we just need to solve two lower order Riccati equations and two linear differential equations. A similar feature was observed earlier in [16] , in the context of LQ deterministic optimal control problems. Now, we state the following theorem for problem P2 which is the counterpart of Theorem 4.1. U It should be noted that, in problem P2, the expansion of the cost does not contain odd powers of E because of the fact that the power series expansion of the error covariance does not contain odd powers of E as explained in Section 111-B. Also note that in contrast to the result of Theorem 4.2, here the dimension of each of the estimators at the end of two iterations is larger than the dimension of the plant.
Proof: Similar to the proof of Theorem 4.1.
V. CONCLUSIONS
In this paper, we have studied continuous-time stochastic team problems, with two DM's who are weakly coupled through a small parameter E . The systems are such that if E is set equal to zero, the team problems either decompose into two independent stochastic control problems with a classical information pattern or are converted into a tractable team problem. Using this as the starting point, we iteratively obtained strategies for the two DM's, that are (depending upon the type of weak coupling between the DM's) either
O ( E '~-' )
or O ( E~~-~) close to the optimal solution after the kth step of iteration. A major contribution of the paper is that, through this decomposition, the original problem, which features nonclassical information, and for which there is no generally available theory for obtaining the optimal solution, is converted into a sequence of more tractable problems. We also believe that the proof of the fact that the solution of the zeroth-order problem indeed provides the zeroth-order approximation to the cost is the first of its kind for stochastic control/team problems featuring nonclassical information.
We have also pointed out an interesting difference between problems that are weakly coupled through the state equation and those that are weakly coupled through the information. While in the former case the zeroth-order solution provides an O ( E ) approximation to the optimal cost, in the latter case we have an O ( E * ) approximation to the optimal cost. This points out a quantitative difference in the significance of E in the two problems.
Here, we have dealt with systems in which the DM's are weakly coupled either through the system equations or through the information channel, but the techniques outlined in the paper apply even when the weak coupling is through the performance index, or is in the covariance of the initial state as was mentioned in Remark 3.1. Further, these techniques can be extended to situations where there are more than two DM's, some of which are weakly coupled, and others not, with the additional specification that the DM's who are not weakly coupled exchange information in such a way that the limiting problem arrived at by setting E = 0 is tractable. In such a case, we again expect that a proof using Lemma 3.1 can be used to show that the zeroth-order solution provides a cost that is O ( E ) close to the optimal solution. In extending the policy iteration result to the multiple DM case, it should be noted that to obtain successively better approximations after each step of the iteration, we have to ensure that each player has acted at least once during each step of the G-S iteration, although the order in which they act need not be fixed.
Problems featuring nonclassical information patterns arise not only in stochastic teams, but also in stochastic zero-sum and nonzero-sum games. For the latter class, however, since the players do not minimize a common performance index, one cannot immediately extend the results of this paper to obtain noncooperative equilibrium solutions in these situations. More tractable classes of problems are the counterparts of the above in the discrete-time, since then it is possible to write down more explicit necessary conditions for the existence of an optimal solution. These extensions will be discussed in a future publication.
ACRONYMS AND NOTATIONS
Decision maker. Finite-dimensional linear controller. Gauss-Seidel. Implicit function theorem. Linear quadratic Gaussian.
Information available to Player i at time t .
Space of all admissible policies for Player i under a given information pattern. Space of all admissible policies for Player i under a complete sharing of information.
Space of all FDLC's for Player i, which is a subset of ri.
Space of all pairs of policies that can be obtained after k-steps of the G-S policy iteration. The optimal policy for Player i. The zeroth-order solution for DM i. The policy for DMi after k steps of the G-S iteration.
APPENDIX A Here we provide a proof for (3.11); that is, for problem P1, we prove that J(yjo), 7;')) = + O ( E ) , where J(O) is given by (3.10).
To compute J(yio', y i ' ) ) , we first note that J ( u , , U,) can be written in the following manner, using the standard "completing the squares" technique 
Then, substituting y;')(t, I:) for ui(t) in (2.11, and using 
E201
Now, applying IFT to (A.4) yields
where E,;, denotes the (i, j)th block of E,. Now, substituting y $ ( t , I:) for u ; ( t ) , i = 1,2, in (A.l), and using (3.7), 
(c 4
From standard LQG stochastic control theory [13], the solution to the above problem is given by T;( I , 1:) = -B;( P I , 2, + P I , a,) If, instead of G ( t ) , H ( t ) , and i ( t ) , we had used block diag { G , 0} , ( Ej', U)', and ( L , 0) , respectively, then only the terms A",, Q, , and k, would have changed by O(ek). (This corresponds to using +,(t, I:) instead of f 2 ( t , I:)). Referring back to (C.4) and (CS), it is obvious that this will result only in an O(ek+') change in P I , , P I , , E,,, and XI, because the terms A,, &, and k, enter the equations for P,,, PI,, Cl,, and Cl2 through an E term. Also, since P,,, PI,, E,,, and C,, determine the optimal cost for this problem, the optimal cost will change also by an order of O(ek+'). This completes the proof of Lemma 4.2. (1978-1979 and 1987-1988) at Twente University of Technology, The Netherlands, and INRIA, France, respectively.
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