Neutron resonance capture analysis ͑NRCA͒ is a method used to determine the bulk composition of various kinds of objects and materials. It is based on analyzing direct capture resonance peaks. However, the analysis is complicated by scattering followed by capture effects in the object itself. These effects depend on the object's shape and size. In this paper the new Delft elemental analysis program ͑DEAP͒ is presented which can automatically and quickly analyze multiple NRCA spectra in a practical and simple way, yielding the elemental bulk composition of an object, largely independent of its shape and size. The DEAP method is demonstrated with data obtained with a Roman bronze water tap excavated in Nijmegen ͑The Netherlands͒. DEAP will also be used in the framework of the Ancient Charm project as data analysis program for neutron resonance capture imaging ͑NRCI͒ experiments. NRCI provides three-dimensional visualization and quantification of the internal structure of archaeological objects by performing scanning measurements with narrowly collimated neutron beams on archaeological objects in computed tomography based experimental setups. The large amounts ͑hundreds to thousands͒ of spectra produced during a NRCI experiment can automatically and quickly be analyzed by DEAP.
I. INTRODUCTION
Neutron resonance capture analysis ͑NRCA͒ is based on the existence of resonances in neutron capture cross sections in the epithermal energy range for almost all nuclei. As these resonances are characteristic for each element, their observation and quantitative analysis provide information about the occurrence and concentration of the elements in an object.
NRCA has been developed at the GELINA pulsed neutron facility of the European Commission ͑EC͒ Joint Research Centre, Institute of Reference Materials and Measurements ͑IRMM͒ in Geel ͑Belgium͒, starting in 2000 as a joint project between that institute and Delft University of Technology ͑The Netherlands͒. It has been applied in a series of experiments on archaeological bronzes. [1] [2] [3] [4] [5] [6] The elemental composition of such artifacts, including trace elements, may be helpful in the determination not only of its origin and that of its raw materials ͑e.g., metal ore͒, but also of the way they were produced, thus helping to learn more about trade routes and production methods in prehistoric times. In addition information about the authenticity of objects can, under suitable conditions, be obtained as has been shown for a series of Etruscan statuettes. 3 NRCA can be applied to detect most of the medium and heavy weight elements as these are characterized by neutron resonance energies suitable for analysis roughly in the range of 1 eV-10 keV. Energy information for resonances in the neutron capture process is obtained by means of time-offlight ͑TOF͒ measurement over a well defined neutron-path length. Most of the lighter elements and some nuclides with or close to double magic numbers have neutron resonances at energies too high to be conveniently measured with the TOF method. NRCA provides bulk elemental composition because of the large penetration depth of neutrons in dense ͑high Z͒ materials, as opposed to x-ray fluorescence techniques and particle induced x-ray emission that yield information about the composition of the "skin" of an object as x-rays are strongly absorbed in high Z materials. Since bulk and skin compositions of an object can differ significantly due to degradation processes at the surface, e.g., oxidation, NRCA offers a clear advantage to the archaeologist. At present, NRCA is being further developed in the framework of the Ancient Charm 7 project to provide visualization and quantification of the internal structure of archaeological objects by means of three-dimensional ͑3D͒ imaging of the elemental number densities.
For NRCA we need, in addition to an advanced facility like GELINA, an advanced neutron resonance spectrum analysis code. In principle NRCA is based on direct capture of neutrons. However, capture preceded by single or multiple scattering occurs as well and this affects the spectra. Furthermore, the number of neutrons decreases with increasing depth in the sample and, due to this self-shielding effect, the spectral line shapes depend on the sample thickness.
A well-established analysis code used to determine resonance parameters and capture yields, taking into account scattering effects, self-shielding, and some other effects, is REFIT. 8 Using samples with well-defined composition and shape, the influence of scattering and self-shielding on derived resonance parameters can be controlled and/or modeled, making REFIT a valuable tool for neutron physicists to assess neutron resonance parameters for applications such as, e.g., nuclear reactor technology and nuclear shielding materials.
Whereas REFIT can straightforwardly be used to analyze the complete spectrum of samples with well-defined compo-sition and shape, this is not a priori the case for archaeological objects. These may, in general, be characterized to have ͑partly͒ unknown composition, irregular shapes, and ͑inner͒ dimensions that cannot easily be modeled. Also, archaeological objects are usually thicker than those that can be manufactured comfortably thin for neutron resonance parameter studies, which implies that pronounced scattering and selfshielding complicate spectral analysis.
So far the analysis of NRCA data has been based on ratios of integrated count rates ͑peak areas͒ of two resonances from different elements. 1 Each resonance peak area is corrected for the underlying background including a shoulder due to scattering followed by capture ͑see Sec. IV͒. These ratios are calculated for both the object and a calibration sample. This gives a double ratio, and since the weight ratio for the elements in the calibration sample is accurately known, the weight ratio of these two elements in the object can be derived. It is often possible to analyze several pairs of resonances. Each pair must be corrected for resonance selfshielding, which is different for different resonances and which depends on the thickness of the sample. This dependence makes it possible to derive, under suitable conditions, an effective thickness of the sample. Good results have been obtained with this double-ratio method and consistency with neutron diffraction measurements has been found. 9 An analysis method which performs the steps as described for the double-ratio method in a fully automated way in one go and which is only slightly dependent on object shape and size would therefore be a clear asset to those studying archaeological objects. In addition to this, the anticipated use of analysis software mainly by archaeologists rather than neutron physicists implies that ease of use and speed of analysis are becoming even more essential parameters that decide whether such a program will actually be suitable for relatively inexperienced users. For the archaeologist, the most important information derived from NRCA is the elemental composition. Based on the above arguments, we have developed a software package implementing an analysis method for the elemental composition of an arbitrary object. In principle, the new code, Delft elemental analysis program ͑DEAP͒, uses the above double-ratio approach by comparing a ͑small͒ set of resonances of the object with those of a calibration sample, but with corrections for self-shielding and scattering followed by capture included and with a fully automated fitting procedure.
II. NEUTRON RESONANCES AND EXPERIMENTAL TECHNIQUES
Neutron capture by a nucleus with atomic and mass numbers ͑Z , A͒ leads to a compound nucleus ͑Z , A +1͒ with the capture state at an excitation energy roughly equal to the neutron binding of about 8 MeV. This energy is released by the emission of several ͑2-6͒ prompt high energy ␥-rays in cascade. The detection of these ␥-rays provides the timing signal for the capture event.
Experiments were performed at the GELINA TOF facility, which is a linear electron accelerator with a maximum electron energy of 150 MeV and a maximum beam power of 10 kW with a pulse rate of up to 800 Hz. The pulse width after the bunching magnet is as short as 1 ns. Neutrons are produced when the electrons hit a uranium target. To enhance the neutron intensity in the low energy domain, two water-filled Be containers ͑4 cm thick͒ serve to partially moderate the neutrons. They are placed just above and below the uranium target. The energy-dependent neutron fluence rate at a flight path length L ͑in meters͒ from the production source is in good approximation 0 ͑E n ͒ = 1.6ϫ 10 6 L −2 E n ␣ ͑s −1 eV −1 cm −2 ͒ with E n ͑eV͒ the neutron energy and 10 ␣ = −0.89+ 3.27ϫ 10 −4 ͱ E n − 2.9ϫ 10 −7 E n . The experimental data depicted as C͑E n ͒ in Fig. 1 correspond to L Ϸ 12.9 m and are taken from a NRCA measurement of the cylindrical part of a Roman water tap from the second century A.D., excavated in Nijmegen ͑NL͒, and now belonging to the collection of the Rijksmuseum van Oudheden ͑National Museum of Antiquities͒ in Leiden ͑NL͒ as published by Schut et al. 9 In the present paper, results from Schut et al. 9 will be compared with those from the DEAP analysis method. Results from a second study employing the DEAP analysis method will also be published.
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In the NRCA setup, two C 6 D 6 -scintillation detectors ͑with diameter of 12.5 cm and thickness of 7.5 cm͒ were installed opposite to each other on either side of the neutron beam, with their front sides 7 cm from the center of the 7 cm diameter circular beam, i.e., outside the incoming beam but close enough to the object to maximize the solid angle for detection. The C 6 D 6 scintillators detect the ␥-radiation emitted after neutron capture. They are very insensitive to neutrons. A disk of lead ͑15 mm thick͒ was placed in the beam just outside the neutron production hall as a filter to stop bremsstrahlung ␥-ray flashes, which would otherwise saturate the detectors for several microseconds. In a second experiment the lead filter was replaced by a bismuth filter ͑15 mm thick͒ to determine the amount of lead in the Nijmegen water tap. In addition, a cadmium sheet ͑0.75 mm thick͒ was placed at this position to remove neutrons with energies below 0.7 eV from the beam in order to avoid overlap of consecutive beam pulses. The TOF is directly derived from the time difference between the moments of the C 6 D 6 detector response and initial neutron production pulse. The recorded TOF spectrum is related to the energy spectrum by
with T the TOF in microseconds and T 0 a constant representing a small time offset within the experimental system. Already during data taking, resonance peaks can be recognized, thus providing a quick and qualitative analysis of the elemental composition.
III. RELATION BETWEEN OBJECT COMPOSITION AND NRCA SPECTRA
Assume an object with a composition consisting of i homogeneously mixed elements and thickness d ͑cm͒ in the direction of the incoming neutron beam. The elemental composition is derived from the experimental dead-time corrected capture count rate following the expressions below.
The theoretical direct capture ͑DC͒ yield per neutron through a homogeneous layer with thickness d can be expressed 12 by
with N i ͑atoms cm −3 ͒ the elemental number density and t,i D and c,i D ͑barn͒, respectively, the Doppler-broadened microscopic total and capture cross sections for element i. The total cross section also contains potential scattering.
N i is lower than the pure elemental number density due to the presence of other elements in the object, which is accounted for in the proposed analysis method by a density correction factor f i :
with N a as Avogadro's number, M i ͑g mol −1 ͒ the atomic mass, and i ͑g cm −3 ͒ the mass density of the pure element. The theoretical total capture ͑TC͒ yield per neutron for a layer of thickness d also contains terms related to scattering followed by capture, that is,
where SC stands for all possible scattering followed by capture events. This will be treated in Sec. IV. To compare the theoretical yield with experimental data, it is necessary to modify the theoretical yield by multiplying it with the neutron beam fluence rate ͑E n Ј͒ and with the relative efficiency c,rel ͑E n Ј͒ for detecting capture events. The next step is to convolute this expression with the neutron energy resolution function R͑E n , E n Ј͒, expressing the probability that a neutron with energy E n Ј will result in a capture event recorded at a TOF corresponding to E n . This leads to the following yield expression in units ͑s −1 ͒ to be fitted to the data:
͑5͒
This is the yield of capture events in a small energy interval ⌬E for a narrow beam entering an object through an area ⌬O. It is useful for neutron resonance capture imaging ͑NRCI͒ experiments in which narrow beams are used.
We use calibration measurements to determine c,rel ͑E n Ј͒ at resonance energies, see Sec. VI A. Since in the general case the absolute neutron flux is not necessarily known and only the energy dependence can be accurately determined, the constant factor K 1 is used in the analysis to normalize the theoretical yields into experimental yields.
In the case of a wide beam, as used for NRCA with an irregular shaped artifact, Eq. ͑5͒ must be integrated over the shape of this object. In principle the neutron flux may vary across the beam, making the integration even more complex. The total yield of expected capture events is formally given by
This function must be fitted to the experimental yield of capture events given by
CЈ͑E n ͒ is the dead-time-corrected capture count rate and BЈ͑E n ͒ is the dead-time-corrected background count rate.
IV. CAPTURE AFTER SCATTERING
The analysis of NRCA spectra is based on DC of neutrons, i.e., capture events occurring in the object without previous interaction. However, in general, the analysis is complicated by neutron scattering and subsequent capture in the object ͑SC͒. Capture may take place after one ͑single͒, two ͑double͒, or, in general, multiple scattering events, henceforth referred to as SSC, DSC, and MSC.
For neutrons with epithermal off-resonance energies, potential scattering is the dominant interaction process. If potential scattering is followed by resonance capture ͑both in the object͒, SC events are recorded with energies just above the resonance energy: The initial neutron energy is decreased during the scattering event, resulting in a scattered neutron that has an energy that matches the high resonance capture probability, but the recorded TOF for this event remains virtually unaltered. The resulting SC spectra or "shoulder" on the high energy side of the capture peaks can clearly be seen in Fig. 2͑a͒-2͑c͒ for the 65 Cu resonance at 230 eV. The different shapes of the SC spectra can be understood from Secs. IV A-IV C.
A. Neutron scattering
In the scattering process on a nucleus with mass number A ӷ 1, the neutron loses energy as recoil energy E rec to the scattering nucleus,
with E n,0 the neutron energy before scattering and M and m n the nuclear and neutron mass, respectively. In approximation M / m n = A. The angle is the scattering angle in the center of mass system, varying from zero to 180°. For A ӷ 1 the scattering angle in the laboratory system is in good approximation equal to the angle in the center of mass system. The maximum energy transfer E rec,max occurs in a head-on collision and is in good approximation:
Thus, a neutron with energy E n,0 has, after a single scattering event, the energy E n,1 in the range of
At low neutron energies, scattering is mainly an s-wave process and thus it is isotropic. It can then be shown that all recoil energies are equally possible. 13 The probability for the neutron with energy E n,0 to be scattered to an energy E n,1 is given by
Thus, the basic form of the structure due to single scattering followed by capture by a sharp resonance with central energy E res is rectangular from E res to E res + E rec,max , which is modified by twice the Doppler broadening at the scattering and capture nuclei, by energy dependence of the neutron flux, and by the beam resolution function. Figure 3 illustrates the geometry for SSC in an arbitrarily shaped object. Along the path of the incoming beam, the neutron is scattered in an interval ⌬x at a distance x over an angle into a solid angle ⌬⍀. Thereafter the neutron can be captured along the new direction over distance dЈ inside the object. That is,
Again Cu resonance at 230 eV, for a big Cu cube ͑10ϫ 10 ϫ 10 mm 3 ͒, a thin Cu foil ͑40ϫ 40ϫ 1 mm 3 ͒ perpendicular to, and a thin Cu rod ͑ = 1 mm and height= 40 mm͒ aligned with the incoming neutron beam ͑ = 5 mm, GELINA fluence rate͒, respectively. DC, SSC, and DSC intensities represent the number of neutrons that interacted via such events ͑␥ absorption in object and detection efficiency were not simulated͒ and are illustrated by full, dashed, and dotted curves, respectively. Calculations for double and multiple scattering followed by capture are even more complicated. However, the influence of these events on the resonance spectra is rather limited. Consequently, rough estimations suffice in most cases.
We have therefore adopted an analysis approach that is based on avoiding SC as much as possible. This is discussed in Sec. VI A.
B. Simulations of SC
In order to better understand the SC process we have performed GEANT4 ͑Ref. 16͒ simulations of neutron interactions in three different copper object shapes. Figures  2͑a͒-2͑c͒ show the results for a big copper cube, a thin copper foil perpendicular to, and a thin copper rod aligned with the incoming neutron beam direction. For the 65 Cu resonance at 230 eV, E rec,max amounts to about 14 eV and so the structured SSC spectrum energy range is roughly ͓E n,0 − E rec,max , E n,0 ͔ = 230-244 eV. Likewise, the DSC energy range is roughly ͓E n,0 −2E rec,max , E n,0 ͔ = 230-258 eV. These ranges can be seen in Fig. 2͑a͒-2͑c͒ .
In the case of the Cu cube, the neutron beam was not incident on the cube outer surface but the starting position for all neutrons was the cube center. After a scattering event has occurred, the cube dimension in the direction of the scattered neutron is large ͑compared to the neutron mean free path length͒ for all as the neutron is surrounded by a bulk Cu medium. This means that the probability for subsequent capture is virtually independent of . As a consequence, similar to P s ͑E n,0 , E n,1 ͒, the probability P SSC ͑E n,0 , E n,1 ͒ for SSC is in good approximation independent of E n for E n,0 − E rec,max Ͻ E n Ͻ E n,0 . This explains the flat part of the SSC spectrum between 230 and 244 eV. Near the low and high energy edges of this range, DC and DSC become competing processes, which explains the lower probability for SSC. The high relative intensities of SSC and DSC show that a lot of capture events occur at positions outside the initial beam direction.
In the thin Cu foil, SSC events can only take place if neutrons are scattered at approximately 90°. Neutrons scattered at other angles have a high probability of escaping the foil without being captured. The scattering angle of 90°cor-responds to an energy transfer of 1 2 E rec,max , which explains the maximum at 237 eV in the SSC spectrum. Likewise, SSC events in the thin Cu rod predominantly occur at scattering angles of 0°and 180°, with corresponding energy transfers of about 0 and 14 eV, respectively. This explains the increased intensities in the SSC spectrum at the low and high energy edges.
The shapes of the spectra for DSC events are more complicated but roughly follow from convolution of the respective SSC spectra with themselves. Convolution of an approximately rectangularly shaped spectrum with itself results in a triangularly shaped spectrum.
Whereas potential scattering followed by capture causes SC structures at energies above the resonance peak, resonance scattering followed by capture adds to the recorded intensity in the resonance peak itself. The intensity of this effect depends on the ratio of scattering to capture cross sections around the resonance energy. If this ratio is large, resonance scattering followed by capture may significantly complicate the analysis. Therefore only those resonances are suitable in the analysis for which capture is the dominant process, as discussed in Sec. V.
C. Total versus direct capture
From these examples it is clear that the shape and intensity of the SC spectrum depend not only on object material, size, and shape but also on the direction of the incoming neutron beam. The SC spectrum extends under the DC peak and, as a result, Y TC,exp ͑E n ͒ may be significantly larger than Y DC,exp ͑E n ͒, hindering straightforward composition analysis based on the latter. Adequate correction for scattering is thus needed, but if SC cannot be accurately modeled by taking into account all the above parameters, a different analysis approach must be chosen in order to avoid unacceptable systematic errors in derived elemental number densities.
In our proposed analysis method we use the fact that, for a sufficient number of experimental resonance capture peaks, the SC contribution is very low at energies under the left ͑low-energy͒ wing of the peak, i.e., Y TC,exp ͑E n ͒ Х Y DC,exp ͑E n ͒, as discussed in Sec. VI.
V. SELF-SHIELDING AND RESONANCE PEAK SHAPE
Assume an object with thickness d in the beam direction and x the neutron penetration depth within the object in the same direction. The neutron beam fluence rate at position x is given by
͑11͒
indicating that with increasing x the number of neutrons available for capture is reduced, especially for E n Ϸ E res and large cross sections. As a result, Y DC ͑E n ͒ peak shapes change with increasing d, the so-called self-shielding effect, as illustrated in Fig. 4 
In first order ͑d , E n ͒ is given by
Peak shapes clearly change with increasing d ͑values indicated in centimeters in Fig. 4͒ . As an example, at the center of the strong 579 eV Cu resonance, ͑d , E res ͒ = 0.24 for d = 0.01 cm, while ͑d , E res ͒ Ͼ 0.80 for d Ͼ 0.1 cm. That is, with increasing d, this resonance quickly saturates at its center although capture still occurs at the wings, where selfshielding increases more slowly. In this case any useful information should be derived from resonance peak shape rather than peak intensity, which complicates analysis. Therefore the 579 eV Cu resonance is less suitable for analyzing bronzes, but it might be useful in objects with copper as a trace element. Resonance peaks for analysis are thus to be carefully selected. Their resonance parameters primarily determine suitability for analysis. A first selection can be based on the sensitivity factor defined as follows:
This is a suitable quantity to compare resonance strengths at different beam energies. In this expression, a is the isotope abundance, g is the statistical spin factor, and ␣ is as defined in Sec. II. In practice, it can be assumed that 1 − ␣ Ϸ 2. The total neutron width is given by ⌫ tot = ⌫ ␥ + ⌫ n with ⌫ ␥ the capture width and ⌫ n the scattering width. Second, self-shielding determines whether or not a resonance is to be included in analysis. For most objects it is possible to estimate if d Ͻ d lim for a certain resonance. If a priori estimations for the density correction factors f i in Eq.
͑3͒ can be made, ͑d , E n ͒ can be calculated. If no a priori information about the composition of the object is available, an initial analysis using weaker resonances gives an approximation for the factors f i .
As a third criterion, resonance peaks for which capture is the dominant process, i.e., ⌫ ␥ / ⌫ tot is close to 1, are most suitable. For these resonances, the contribution of SC to the total number of recorded capture events is small and can adequately be corrected for as described below. In other words, Y TC,exp ͑E n ͒ϷY DC,exp ͑E n ͒ under the lower-energy wing of the capture peak. If, however, ⌫ ␥ / ⌫ tot is significantly smaller than 1, scattering is the dominant process for neutrons with energies equal to or close to the resonance energy. These neutrons may be resonance-scattered out of the incoming beam before possibly being captured at lower energies. As a consequence, these capture events disturb the analysis based on DC along the direction of the incoming neutron beam. So, notwithstanding that for these resonances Y TC,exp ͑E res ͒ may be high ͑as is the case, e.g., for 112.2 and 579 eV resonances of 116 Sn and 65 Cu, respectively͒, they are not preferable and therefore excluded from DEAP analysis.
In practice, selection of resonances for analysis depends on different parameters as well, mainly related to spectral quality ͑statistics͒ and, e.g., local SC contribution to TC and possible overlap with other resonance peaks.
VI. SIMPLE ANALYSIS METHOD
In this section some aspects of DEAP will be considered. This analysis method has been developed for two applications: ͑i͒ for determining the elemental composition of irregular objects placed in a wide neutron beam using NRCA and ͑ii͒ for 3D imaging of the elemental composition of objects using a narrow neutron beam. In this paper the main attention concerns NRCA.
A. Main characteristics of the analysis method

Only a small number of resonance peaks are needed for accurate analysis
As explained in Sec. V, self-shielding influences different recorded resonance peak intensities in different degrees. This feature is key to our analysis method. Assume a series of similar objects made of the same chemical element X and only different in thickness d ͑in the beam direction͒. After Based on analysis results so far, we estimate that two or three resonance peaks per element suffice to determine the chemical composition of an object, provided that ͑d , E res ͒ is not close to 100% and sufficiently different for these resonances and that baseline and SC counts do not unacceptably impede their analysis ͑see Sec. VI A 2͒. It is believed that these conditions can be met for most recorded spectra. The current version of DEAP performs a combined analysis of Cu and one other element which gives the mass ratio of both. Future versions of DEAP will incorporate simultaneous analysis of more than two elements. Table I indicates the resonances that can be included in DEAP for various elements. Spectral quality, SC, and overlapping resonances determine if a resonance is actually used in DEAP.
Suitable for all object shapes
The proposed analysis method is not significantly disturbed by SC. As explained before, it will be difficult to adequately and precisely model SC for irregularly shaped objects like archaeological artifacts. In general, this would imply a convolution of probability functions for scattering P s (E n,0 , E n,1 , d͑͒) and that of subsequent capture in the object P c (E n,1 , dЈ͑͒). These functions are similar to Eq. ͑9͒ but with dependence of incoming beam angle with respect to the object and neutron path lengths in the object before scattering d͑͒ and between scattering and capture dЈ͑͒, as illustrated in Fig. 3 for the two-dimensional case.
Both these distributions are strongly dependent on object shape and size, and for objects with irregular shapes, these distributions are not a priori known, which seriously hinders quantification of SC. Also, it may well be that the experimental SC yield and the baseline intensity ͑see further in this section͒ can hardly be distinguished, furthermore complicating quantification. Even for those object shapes that allow for SC modeling based on an approximate geometric model, data analysis will be seriously slowed down as full spectrum convolution operation must be included in the least-square data fitting algorithm.
We have therefore adopted an approach that is based on avoidance of SC as much as possible. Figure 6 shows part of the NRCA spectrum of the Nijmegen water tap around the resonance energy E res = 230 eV from 65 Cu. The SC shoulder is clearly visible for energies just above the resonance energy. Only bold data points have been selected for data analysis.
The left wing of the resonance capture peak is not significantly disturbed by the SC spectrum ͑see Sec. IV͒ and is suitable for data fitting based on Eq. ͑5͒. The energy range is limited on the low energy side of the 230 eV resonance peak by the presence of a 119 Sn resonance at 222.6 eV: overlapping resonances should best be avoided as data analysis becomes unnecessarily complicated. On the low-energy side, only those data points for which the contribution of SC to Y TC,exp ͑E n ͒ is small and often negligible are selected, while a minimum number of data points on the high-energy side of the resonance peak is required for accurate determination of the peak energy value. Together, these selected data points sufficiently satisfy Eq. ͑5͒. The systematic uncertainty related to the selection of data points in windows around the resonances is discussed in Sec. VI B. At resonance energies below 20 eV, the fraction of SC underneath a resonance peak becomes larger and DEAP applies correction for SC based on GEANT4 simulations, as discussed in Sec. VI B. Cu. Bold data points indicate those included in data fitting.
Based on availability of cross sections for neutron capture and total attenuation
Pointwise Doppler-broadened cross sections can be accessed in standardized data formats through, e.g., the JANIS ͑Java-based Nuclear Information Software͒ display program, 17 containing the latest evaluated data libraries, such as JEFF-3.1, ENDF/B-VII, JENDL-3.3, etc. The quality of these cross sections primarily determines the accuracy of the analysis with DEAP, to which they are directly fed.
Fast data analysis through efficient convolution at resonance energies only
Since the shape and intensity of the recorded resonance capture peaks are determined not only by Doppler broadening but also by the neutron energy resolution function R E ͑E n , E n Ј͒, the latter must be included in the analysis. For GELINA the neutron energy resolution function is well known. 18 As the analytical model is based on fitting line shapes of a limited number of selected resonance peaks, it is sufficient to perform convolution only with R E ͑E n = E res , E n Ј͒ rather than full spectrum convolution, as such speeding up data analysis. Figure 2 clearly illustrates the effect of convolution with R E ͑E n = E res , E n Ј͒ on the resonance peak shape.
Relative detection efficiencies determined with calibration measurements
As the number of ␥-rays emitted after neutron capture and their energies vary between different isotopes and are not a priori known, calibration measurements are needed to quantify differences in isotope dependent detection efficiencies. Calibration samples are usually metal alloys or sandwiches of metal foils with well-defined elemental compositions and should be measured in the same experimental setup as the archaeological object. In the analysis of objects spectra, DEAP accounts for the above mentioned differences by including c,rel ͑E res ͒, i.e., relative detection efficiencies for E res , which are derived from prior fits to the calibration spectra. ␥-ray interactions inside the sample are not taken into account.
Semiempirical model for baseline intensity
As can be seen in Fig. 1 , the recorded capture spectrum consists of resonance peaks on top of a "baseline" ͑BL͒ intensity. These baseline counts originate from SC in the object, experimental setup, and direct surroundings. Rather than detailed modeling of complete experimental circumstances that in principle enables quantification of SC, we choose a more pragmatic ͑semiempirical͒ approach. Outside the resonances, potential scattering is the dominant neutron interaction process. The potential scattering cross section pot is in good approximation constant for all elements and therefore gives an energy-independent reduction of the count rate. The effective cross section SC,eff ͑E n ͒ for SC can therefore be described by SC,eff ͑E n ͒ ϰ C,eff ͑E n ͒, ͑15͒
i.e., SC,eff ͑E n ͒ has approximately the same energy dependence as an effective capture cross section C,eff ͑E n ͒ accounting for the contributions of all elements in the object. Therefore, SC,eff ͑E n ͒ can be parametrized as
During data analysis the fitting parameter p͑2͒ acts as a normalization constant, and fitting parameter p͑3͒ as the energy dependence of SC,eff ͑E n ͒, the value of which approaches −0.5 when E n → 0. This is known as the 1 / law that can be derived from the Breit-Wigner formula for slow neutron capture cross sections, which holds for nearly all nuclei. 19 The baseline capture intensity BL͑E n ͒ as a function of incoming neutron energy E n can then be modeled as follows:
Quick analysis and ease of use
The data fitting in our software package is performed by MFIT ͑Version 4.2͒, 20 an application for interactive nonlinear fitting, in our case running under MATLAB Version 7.5.0 R2007b. 21 MFIT provides a fast, easy, flexible, and powerful way of fitting arbitrary model functions to two-dimensional ͑i.e., x-y͒ data and has the additional advantage that large amounts of spectra can be analyzed in batches.
In the analysis we use the Nelder-Mead least-square fitting algorithm with a limited number of six free fitting parameters to derive elemental mass fractions. Additional ͑trivial͒ free fitting parameters are used to perform finetuning of the exact resonance peak energies and, in the case of calibration samples ͑analyzed prior to the object͒, to account for relative detection efficiencies. The user provides input via an Excel input file containing experimental parameters such as the neutron flight path length, the elements to be analyzed, and the neutron beam filter materials and thicknesses. The DEAP Excel output file provides the user with elemental mass ratios and thicknesses and derived overall composition of the object analyzed.
B. Results from DEAP for the Nijmegen water tap
The analytical model used to approximate Y TC,exp ͑E n ͒ is given by
i.e., the sum of n res experimental DC capture yields Y DC,exp ͑E n ͒ around respective resonance energies E res,i plus a term accounting for baseline intensity, with K 1 a normalization factor that is one of the fit parameters, as is the mean object thickness ͗d͘ in the direction of the incoming neutron beam ͓cf. Eq. ͑5͔͒. Figure 1 shows experimental data from the NRCA experiment with the Nijmegen water tap together with results from the DEAP analysis for Cu and Ag. Similar analysis has been performed for other elements in the water tap. The re-sults are given in Table II as mass ratios relative to Cu and the corresponding elemental composition of the Nijmegen water tap. The mass ratios are compared to those from Schut et al. 9 The total errors in Table II follow from statistical fluctuations in recorded data and a systematic uncertainty related to the selection of data points in windows around the resonances, accuracy of baseline intensity, cross sections, and experimental resolution. By choosing different widths and positions of the selection windows around the resonance energies, e.g., a systematic error of 0.0024 was found for the mass ratio Sn/ Cu= 0.1106. The influence of baseline intensity was studied by applying a 10% variation around the value derived from data fitting. From this we find a systematic error of 0.0019, adding up to a total value of 0.0043 ͑i.e., a relative error value of 3.9%͒. In addition there is, for the low-energy resonances below about 20 eV, an extra uncertainty related to the correction for SC in DEAP ͑further in this section͒, which explains the higher relative errors for Sb and Ag.
Agreement between both methods is excellent, with elemental mass ratios equal within the error bars. The Ag/ Cu and Sb/ Cu mass ratios from DEAP are somewhat lower than the values found by Schut et al. 9 This is believed to be caused by different treatments of SC contribution by both methods, especially for low resonance energies.
A first indication of the contribution of SC for low resonance energies was provided by a GEANT4 simulation for a neutron beam ͑GELINA fluence rate͒ irradiating a 10 mm thick bronze ͑about 88.1 and 11.5 wt % for Cu and Sn, respectively͒ plate containing some of the trace elements also found in the Nijmegen water tap, namely, Ag, As, and Sb ͑adding up to about 0.5 wt %͒. For the 5.19 eV Ag resonance, e.g., different contributions to TC are shown in Fig. 7 . Since the SSC spectrum partly overlaps with the DC resonance peak, the relative SC intensity under the low-energy wing of the resonance peak is significant compared to higher resonance energies. The assumption Y TC,exp ͑E n ͒ Х Y DC,exp ͑E n ͒ does not hold anymore and, without correction, DEAP would overestimate the mass ratio for Ag based on this resonance. One way to estimate the SC counts under low-energy resonances is by using a parametric fitting technique assuming Gaussian SC distributions, as was done by Schut et al. 9 This approach provides an approximate correction, but is in some cases hindered by overlapping DC and SC contributions and does not work very well when these can no longer be distinguished in the recorded spectrum. We have therefore performed similar simulations for plate thicknesses of 0.5, 1, 3, 5 and 10 mm ͑i.e., a total range between about 0.4 and 8 g cm −2 Cu͒ to derive overall correction factors for DEAP for SC at low resonance energies ͑see Fig. 8͒ . For thicker objects, these values are extrapolated in DEAP to give SC correction factors valid up to about 12 g cm −2 Cu. The correction factors have been derived by comparing mass ratios from DEAP analysis on the DC and TC signals separately recorded in the simulations. The correction factors are largely determined by the lowest energy resonance included in analysis ͑e.g., 5.19 eV for Ag and 15.41 eV for Sb͒, i.e., the inclusion of higher resonance energies does not significantly change the correction factor for that element. Correction for SC is substantial for In ͑lowest resonance energy of 1.46 eV͒ and Ag ͑5.19 eV͒ and dependent on object thickness for Sb ͑15.41 eV͒. As the overlap between SC and DC becomes less with increasing energy, SC does not significantly influence DEAP results for resonance energies above about 20 eV. The SC correction for Sn is therefore only about 2% at 8 g cm −2 Cu. The influence of object composition on SC correction factors has been assessed by rerunning Cu͒, containing those trace elements indicated in the figure legend. The correction factor is found by comparing mass ratios from DEAP analysis on the DC and TC signals separately recorded in the simulations. The data points indicate simulation results for the different plate thicknesses. The fitted lines are used for smoothing and are applied in DEAP where they are extrapolated for thicker objects to give SC correction factors valid up to about 12 g cm −2 Cu. the 8 g cm −2 Cu simulation with the same object but also containing 15 wt % lead ͑i.e., about 74.9, 9.8, and 15 wt % for Cu, Sn, and Pb, respectively͒. The influence is found to be negligible as SC structures are predominantly determined by scattering on Cu atoms ͑main component͒ with DC/TC ratios for both runs equal within 0.5%.
Values for Pb show a high relative error of about 12% for both methods mainly due to poor statistics for Pb resonances in the energy region around 3 keV, where neutron flux intensity is low. As a consequence, the Cu wt % also shows relatively large errors. The Fe/ Cu ratio as reported by Schut et al. 9 has not been analyzed with DEAP since the 1149 eV resonance from 56 Fe is now believed to overlap with the 1150 eV resonance from 119 Sn. This severely hinders the determination of the Fe wt %, which is therefore ignored. The composition of the Nijmegen water tap as quoted in the last column of Table II is thus based on listed DEAP analyzed elements only. The Cu thickness is best determined from the analysis of Cu in combination with major components in the object. Since the Cu thickness is needed to correct for SC, the major components must be analyzed prior to the minor ones. Taking the average from the analysis for Cu/ Sn and Cu/ Pb, a Cu thickness of 7.3Ϯ 0.4 g cm −2 is found, which agrees well with the value of 7.2Ϯ 0.8 g cm −2 found by Schut et al. 
VII. DISCUSSION AND CONCLUSIONS
Good agreement has been found between results from the new DEAP composition analysis method and results reported by Schut et al. 9 and Amkreutz et al. 11 concerning two ancient bronze artifacts both containing a number of minor elements. The achieved accuracy is sufficient for archaeological purposes.
DEAP is a software package which can automatically and quickly analyze multiple NRCA spectra in a relatively simple way, yielding the elemental composition of objects, largely independent of their shapes and sizes. Rather than detailed modeling of SC, which is difficult for irregularly shaped objects, DEAP has adopted an analysis approach based on avoidance of SC. The errors due to this approach are expected to be small although increasing with decreasing resonance energies. DEAP uses an approach similar to that of the double-ratio method 1 by comparing a ͑small͒ set of resonances of the object with those of a calibration sample, but with correction for self-shielding included and with a fully automated fitting procedure. Application of DEAP is not restricted to bronze objects but can be extended to objects containing elements with resonances in the epithermal neutron energy range. DEAP reads in raw histogram data, performs all data correction ͑e.g., dead-time correction͒, data reduction, and conversion steps and outputs elemental mass ratios and thicknesses and derived overall composition of the object analyzed.
DEAP will also be used in the framework of the Ancient Charm 7 project as data analysis program for NRCI experiments. NRCI provides 3D visualization and elemental quantification of the internal structure of archaeological objects by performing scanning measurements with a collimated neutron beam on objects in computed tomography based experimental setups. The hundreds to thousands of short runs are in the order of several minutes, each run producing a neutron resonance spectrum which should be analyzed during the NRCI experiment in a fully automated way.
DEAP is freeware and will be made available for downloading through the Ancient Charm 7 website.
