Abstract. We are concerned with solutions to the nonlinear heat equation u t = ∆u + |u| p−1 u, x ∈ R N , that are defined for all positive and negative time. If the exponent p is greater or equal to the Joseph-Lundgren exponent p c and |u| stays below some positive radially symmetric steady state, under a mild condition on the behaviour of u as |x| → ∞, we can show that u must be independent of time. Our method of proof is based on the maximum principle and a sweeping argument. Our result complements a result of Polacik and Yanagida [JDE (2005)], concerning positive solutions with p > p c , who relied on similarity variables and invariant manifold ideas. Moreover, we prove a radial symmetry result for the steady state problem.
Introduction
A lot of studies have been devoted to the asymptotic behaviour as t → +∞ of (certain classes of) solutions to the Cauchy problem:
with p > 1 and u 0 continuous such that u 0 (x) → 0 as |x| → ∞. We refer the interested reader to the monograph [16] for the state of the art or to the survey [5] for some more recent developments.
Our motivation for the current work comes from the paper [15] , where the authors consider the case where the exponent p is strictly larger than the JosephLundgren exponent
and the initial condition u 0 is nonnegative. In order to describe their results, and for future purposes, let us briefly recall from [9, 21] some basic facts for the steady state problem:
∆u + u p = 0, u > 0, x ∈ R N , with p ≥ p c .
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There is a one-parameter family {ϕ α , α > 0} of radially symmetric solutions to (3) , given by ϕ α (x) = αΦ α (p−1)/2 |x| , (4) where Φ = Φ(r), r = |x|, is the (unique) radial steady state with Φ(0) = 1; it is decreasing in r and satisfies Φ(r) → 0 as r → ∞. Moreover, the monotonicity property ∂ ∂α ϕ α (r) > 0, r ≥ 0, α > 0,
holds (see also [7, Lem. 2.3] ). In fact, the solution ϕ α converges as α → ∞ to the singular steady state
. (6) We also note that for each α > 0 one has
where m = 2/(p − 1), (8) λ 1 > 0 is as in (15) below and a, b < 0 (see Proposition 2.3 in [10] ).
The main result of [15] is the following.
Theorem 1. [15]
Assume that p > p c and let
for some 0 < α < β ≤ ∞. Then
where ω(u 0 ) stands for the ω-limit set of the solution u(·, t, u 0 ) of (1):
with the convergence in the supremum norm.
Actually, the main effort in the aforementioned reference was placed in establishing the following Liouville type property, which implies directly the above quasiconvergence result.
Theorem 2. [15]
If p > p c , 0 < α < β ≤ ∞, and u(·, t) is a (classical) solution of
then u(·, t) ≡ ϕ γ for some γ > 0.
As was mentioned in [15] , the solution of the Cauchy problem (1) with initial condition as in (9) exists globally and satisfies (11) for all t > 0. Therefore, one may assume that the conditions in Theorem 2 hold for t ∈ R; such solutions are frequently called eternal. In fact, the Cauchy problem for (10) with initial condition in ω(u 0 ) with u 0 as in (9) admits an eternal solution satisfying (11) (for all t ∈ R). So, Theorem 1 follows directly from Theorem 2. To prove the latter, the authors of [15] first reformulated the problem in self-similar variables. Then, they used as a guideline the invariant manifold theory from infinite-dimensional dynamical systems, in the spirit of [8, 13] (see also the survey [6] ). It is worth mentioning that they also expressed their belief that the conclusion of Theorem 2 is likely to be valid for all solutions that are bounded in absolute value by ϕ ∞ , and also for p = p c .
The above discussion motivated our main result, which is the following.
Theorem 3. Suppose that p ≥ p c and u is a solution of (10) 
for some β ∈ (0, ∞), and
uniformly in t ∈ R, as |x| → ∞ (where m, λ 1 > 0 are as in (7)). Then, the solution u does not depend on time.
Remark 1. We have from (1.13) in [15] that
However, it is not clear to us whether λ 1 is greater than two or not. This is the reason why we wrote (13) and (14) this way.
If u satisfies (11) with β < ∞, then it clearly satisfies the assumptions of Theorem 3 (recall (7)). Hence, our result includes the case p = p c in Theorem 2 if β < ∞. However, our conclusion is not as strong as we cannot assert the radial symmetry of the solution. Nevertheless, our result implies that, under the assumptions of Theorem 1 but with β < ∞, the omega limit set ω(u 0 ) consists of steady states even if p = p c . In other words, we still have quasi-convergence.
The radial symmetry properties of solutions to (3) is an active field of research, see for example [4, Sec. 11] . In this regard, we can show the following.
Theorem 4. Suppose that u satisfies
the bound (12) for some β < ∞, and the asymptotic behaviour (7) . Then, u is radially symmetric.
Our method of proof of Theorem 3 is based on the maximum principle and a sweeping-type argument, exploiting the presence of the simply ordered curve of equilibria ϕ α . This may come as a surprise at first, as this approach was ruled out in [15] . However, we stress that we apply this argument to the linearized equation for u t . The main observation is that u t goes to zero faster as |x| → ∞ than the element of the kernel of the linearization of the steady state problem that is generated by differentiation with respect to α. A related idea can be found in our paper [19] on an elliptic system arising in the study of phase separation in BoseEinstein condensates, where a sweeping-argument was applied to the tangential (to the interface) derivatives of the solutions. We prove Theorem 4 analogously by applying a sweeping argument to show that the angular derivatives of u are identically equal to zero. [3] and [20] have made a remarkable analogy between the radial solutions of (3) 
Remark 2. The authors of

Proof of the main results
2.1. Some preliminary estimates. In the sequel we will make use of the following lemma, which comes from a direct extension of Lemma A.1 in [2] to the parabolic setting.
Lemma 1. Assume that ψ satisfies
for some constant C > 0 that depends only on N.
Proof. The proof follows line by line that of the aforementioned reference. The only difference is that one has to employ the corresponding interior parabolic estimates instead (see [12, Ch. 7] ). Let us present some details for the reader's convenience. Let λ ≤ R be a positive constant to be determined. The function
is defined on the space-time cylinder C 1 = {|y| < 1, |τ | < 1} (since λ ≤ R) and it satisfies
It follows from standard interior parabolic estimates in C 1 (for instance applying [16, Thm. 48 .1] with p > N) that
where the constant C > 0 depends only on the space dimension N. In the original variables, the above estimate takes the form
Now, the rest of the argument just follows line by line Lemma A.1 in [2] , where one proceeds in choosing the value of λ according to two cases.
The above lemma will help us to make rigorous the following natural expectation.
Lemma 2. If u is as in Theorem 3, then
Proof. We will only consider the case p > p c , as the case p = p c can be handled in a similar fashion.
Let us first consider the case where λ 1 > 2. Let ǫ > 0 be arbitrary. Recalling (6), we can write
for some ψ satisfying
for some K = K(ǫ) > 0. We then have that
for |x| ≥ K, t ∈ R. We point out that throughout the proof Landau's symbol O(1) will be independent of small ǫ. We can now apply Lemma 1 with center (x, t) (instead of (0, 0)) and R = |x|/2 to obtain that
for some constant C > 0 that is independent of small ǫ > 0. Actually, abusing notation slightly, in the sequel we will denote by C a generic positive constant whose value may increase as the proof progresses.
Let
Dropping the subscript i for notational simplicity, it follows from the first equality in (18) that
Arguing as before, we find that
This proves the assertion of the lemma if λ 1 > 2. The other case can be treated similarly.
The main estimate that we will need from this subsection is contained in the following corollary.
Corollary 1. If u is as in Theorem 3, then
Proof. We will only deal with the case p > p c , as the case of equality can be handled analogously.
We will again only consider the case λ 1 > 2, as the case λ 1 ≤ 2 can be treated similarly. Recalling (16) and (17), we obtain from Lemma 2 that
as |x| → ∞, uniformly in t ∈ R, as desired.
Proof of Theorem 3.
Without loss of generality, we will assume that β = 1. Let us begin by noting that, since u is a bounded solution of (10) in R N × R, standard parabolic estimates [11, 12] imply that
We point out that, for this purpose, −|u| p−1 u plays the role of the inhomogeneous term, and the interior parabolic estimates are applied in space-time cylinders of the form C x,t = {(y, τ ) : |y − x| < 1, |τ − t| < 1}.
Let us set v = u t .
Clearly v satisfies the linearized equation
Now, thanks to (19), we have that v is bounded in R N ×R. So, as before, standard parabolic estimates imply that v is bounded in C 2+θ,1+θ/2 (R N × R) for any θ ∈ (0, 1).
Moreover, Corollary 1 tells us that
We know from (4) and (5) that the function
is positive, radially symmetric, and satisfies
Furthermore, by virtue of (7), the following relation holds:
see also [7, Lem. 2.3] . We also note that (12) (with β = 1) implies that Z is a super-solution of (21) . Indeed, we have
The main observation is that
Indeed, thanks to (23) and (25), the above relation clearly holds if λ 1 > 2. On the other hand, if λ 1 ≤ 2 we obtain from the aforementioned relations that
Armed with the above information, we will establish the validity of the assertion of the theorem, that is v ≡ 0 (recall (20) ), by Serrin's sweeping principle [17] (see also [18] and the references therein). Let
Our goal is to show that Λ = [0, ∞), which will imply at once that v ≤ 0. Then, by the same argument applied to −v we will obtain that v ≡ 0, as desired.
We first observe that Λ = ∅, that is
Indeed, relation (27) implies that there exists a large M > 0 such that
Hence, recalling (22), we deduce that
In other words, we have thatλ ∈ Λ, i.e. (28) holds for someλ ∈ (0,λ].
To establish thatλ = 0, we will argue by contradiction. So, let us suppose thatλ > 0. In order to show that the latter relation is absurd, it suffices to show that there exists a small δ > 0 such that
If this was not the case, there would exist sequences λ n <λ with λ n →λ, x n ∈ R N and t n ∈ R such that
By virtue of (27), we infer that the sequence {x n } is bounded. Thus, passing to a subsequence if necessary, we may assume that
We will next show that the sequence {t n } is unbounded. To this end, assuming to the contrary that {t n } is bounded, passing to a further subsequence if needed, we may assume that t n → t ∞ for some t ∞ ∈ R. Then, letting n → ∞ in (29) yields v(x ∞ , t ∞ ) ≥λZ(x ∞ ). On the other side, sinceλ ∈ Λ (by definition), we have
Hence, recalling (21) and (26), we deduce from the strong maximum principle for parabolic equations [11, 12] that v ≡λZ. However, this is not possible by (27) and our assumption thatλ > 0. Now that we know that the sequence {t n } is unbounded, without loss of generality we may assume that t n → −∞ for some subsequence (still denoted by {t n }). Let us consider the time translated functions: U n (x, t) = u(x, t + t n ) and V n (x, t) = v(x, t + t n ).
Clearly U n continues to satisfy (10), (12) (with β = 1), and (19) uniformly with respect to n, while V n satisfies
and (22) uniformly with respect to n. We also note that (27) becomes:
Z(x) = 0 holds uniformly in t ∈ R and n ≥ 1.
Moreover, recalling (29) and (31), we have that
By means of the aforementioned uniform Hölder estimates and a standard diagonalcompactness argument, passing to a further subsequence if necessary, we may assume that
, where U ∞ is a solution of (10) such that
Analogously, we may assume that V n → V ∞ in C 2,1 loc (R N × R), where V ∞ is a solution of
such that lim |x|→∞ V ∞ (x, t) Z(x) = 0 holds uniformly in t ∈ R.
Moreover, recalling (30) and (32), we have that V ∞ (x ∞ , 0) ≥λZ(x ∞ ) and V ∞ (x, t) ≤λZ(x), (x, t) ∈ R N × R.
Arguing as in (26) and using (33), we can see that Z is a super-solution of (34). Hence, by the strong maximum principle, we deduce as before that V ∞ ≡λZ. On the other hand, via (35), we have arrived to a contradiction with the assumption thatλ > 0. Hence, we conclude thatλ = 0, as desired.
Proof of Theorem 4.
Proof. We will only present the proof for p > p c , as the case of equality can be treated identically. As in [14, Prop. 3 .4], we will show that T ij u ≡ 0, i, j = 1, · · · , N, where
Applying T ij to the equation for u, we find that ∆(T ij u) + p|u| p−1 T ij u = 0, x ∈ R N .
Working as in Lemma 2, we obtain that ∂ ∂x j u = x j |x| Lm |x| m+1 + as |x| → ∞, j = 1, · · · , N.
We deduce that
T ij u = o 1 |x| m+λ 1 as |x| → ∞, i, j = 1, · · · , N.
Armed with the above information, we can sweep with the positive supersolution Z, as in the proof of Theorem 3, to obtain that T ij u is identically equal to zero for any i, j. This implies at once that u is radially symmetric.
