We study a two-component asymmetric simple exclusion process (ASEP) that is equivalent to the ASEP with second-class particles. We prove selfduality with respect to a family of duality functions which are shown to arise from the reversible measures of the process and the symmetry of the generator under the quantum algebra U q [gl 3 ]. We construct all invariant measures in explicit form and discuss some of their properties. We also prove a sum rule for the duality functions.
Introduction
We consider an asymmetric simple exclusion process with two species of particles on the one-dimensional finite lattice Λ = {−L + 1, . . . , L}. Its Markovian dynamics can be described informally as follows. Each site i can be either empty (denoted by 0) or occupied by at most one particle of type A or of type B. Thus we have local occupation numbers η(k) ∈ {A, 0, B}. We define the bonds (k, k + 1) of Λ where −L + 1 ≤ k ≤ L − 1. Each bond carries a clock i which rings independently of all other clocks after an exponentially distributed random time with parameter τ k where τ k = r if (η(k), η(k + 1)) ∈ {(A, 0), (0, B), (A, B)} and τ k = ℓ if (η(k), η(k + 1)) ∈ {(0, A), (B, 0), (B, A)}. When the clock rings the particle occupation variables are interchanged and the clock acquires the corresponding new parameter. Symbolically this process can be presented by the nearest neighbour particle jumps 
We have reflecting boundary conditions, which means that no jumps from the left boundary site −L + 1 to the left and no jumps from the right boundary site L to the right are allowed. We shall assume partially asymmetric hopping, i.e., 0 < r, ℓ < ∞. By interchanging the B-particles and vacancies this process turns into the ASEP with second-class particles [1] . We choose an even number of lattice sites exclusively for the sake of convenience of notation. The objective of this work is to construct for the finite lattice in explicit form all reversible measures and to prove self-duality with respect to a family of duality functions that allows for the computation of expectations of the many-particle system in terms of transition probabilities of the same process with only a small number of particles. It will transpire that this property, analogous to the well-known selfduality of the simple symmetric exclusion process [2] , arises from the fact proved in [3] that the generator of this process commutes with a set of matrices which form a representation of the quantum algebra U q [gl (3) ], which is the q-deformed universal enveloping algebra of the Lie algebra gl(3) defined below ( (22) - (26)).
The idea of deriving of duality relations from the representation matrices of a non-abelian symmetry algebra of a generator of a Markov process goes back to Schütz and Sandow [4] where this strategy was applied to the symmetric partial exclusion process on arbitrary lattices. This is an interacting particle system with a SU(2) symmetry where each lattice site can be occupied by at most a finite number of particles. Next this symmetry approach was extended to prove selfduality of the asymmetric simple exclusion process [5] , which is symmetric under the action of quantum algebra U q [gl (2) ] and which is an integrable model solvable by Bethe ansatz. The self-duality together with the integrability was used in [6] to study the time evolution of shock measures and in [7] to study current moments. By mapping the ASEP to a lattice model of interface grwoth the duality function can be interpreted as a lattice Cole-Hopf transformation [5] and is therefore yields information on KPZ interface growth and the moments of the partition function of a directed polymer [8] .
The idea of using symmetries of the generator to obtain duality functions was employed again by Giardinà et. al. [9] to study heat conduction in the KMP model with SU(1, 1) symmetry and subsequently extended to other interacting particle systems, including particle systems without conservation of particle number [10, 11, 12, 13] . Recently the U q [gl (2) ] symmetry was extended to the non-integrable asymmetric generalization of the SU(2)-symmetric partial exclusion process [14] . Duality relations for new integrable models that can be solved by Bethe ansatz and related methods were studied very recently in [15, 16] .
Here we prove self-duality for the two-component ASEP mentioned above whose symmetry algebra U q [gl (3) ] is larger than SU(2), SU(1, 1) or their q-deformations. We shall consider only finite systems, the construction and characterization of the properties of the process on Z is out of the scope of this work. The main novel feature is the presence of more than one conserved species of particles. This leads to interesting non-local properties of the duality functions and, through the integrability of the model, to the possibility of applications in the infinite volume limit employing exact computations along the lines of [17, 18] .
The paper is structured as follows. In Sec. 2 we define the process and mention two results obtained in recent work [3] that will be used here. In Sec. 3 we state the main results of the present work. Sec. 4 is included for self-containedness. We describe some tools from linear algebra [19, 20] used in the proofs, which are convenient, but not widely known in the probabilistic treatment of interacting particle systems. In Sec. 5 we present the proofs of our results.
The two-component ASEP
We define the process, introduce notation, and mention some results used in the proofs.
State space and configurations
It is convenient to introduce ternary local state variables η(k) ∈ S where S = {0, 1, 2}. We say that 0 represents occupation of a site a particle of type A, 1 represents a vacant site and 2 represents occupation by a particle of type B. Thus a configuration is denoted by η = {η(−L + 1), . . . , η(L)} ∈ S 2L . We call this characterization of a configuration the occupation variable representation. We shall repeatedly consider configurations with a fixed number N particles of type A and M particles of type B. We denote configurations with this property by η N,M and the set of all such configurations by S 2L N,M .
Equivalently we can specify a configuration η uniquely by indicating the particle positions z on the lattice and write
We call this the position representation. Throughout this work we use the Kronecker-symbol defined by
for α, β from any set. We also introduce for k, l ∈ Λ
and the indicator function
for subsets A ⊆ S 2L . Some other functions of the configurations will play a role in our treatment:
Definition 2.2 We define local occupation number variables
and the global particle and vacancy numbers
The argument of the local occupation number variables will be suppressed throughout this paper, but not the argument of the global particle and vacancy numbers. We note, for z = η, the trivial but frequently used identities 
and
Notice that the functions
depend only on the y-coordinates.
Definition of the two-component ASEP
Recalling the definitions (8) and (12) the two-component ASEP η t described informally in the introduction is defined by the generator
with the local hopping rates
for a transition from a configuration η to a configuration η ′ with transition rate
It will turn out to be convenient to introduce the asymmetry parameter q and timescale factor w
The time scale will play no significant role below. The general form of the evolution equation of a Markov chain with state space Ω and transition rates w(η → η ′ ) for a transition from a configuration η ∈ Ω to a configuration η ′ ∈ Ω is
where the prime at the summation indicates the absence of the term η ′ = η. We define the transition matrix H of the process by the matrix elements
The defining equation (19) then becomes
The r.h.s. of (21) represents the multiplication of the matrix H with a vector whose components are f (η ′ ) in the canonical basis. In slight abuse of language we shall call also H the generator of the process. Below we shall construct H for the twocomponent exclusion process in a judiciously chosen basis.
The quantum algebra
For the Lie algebra gl(n) the quantum algebra U q [gl(n)] is the associative algebra over C generated by L ±1 i , i = 1, . . . , n and X ± i , i = 1, . . . , n − 1 with the relations [21, 22] [
[
and, for 1 ≤ i, j ≤ n − 1, the quadratic and cubic Serre relations
Here the symmetric q-number is defined by
for q, q −1 = 0 and x ∈ C. (Notice the replacement q 2 → q that we made in the definitions of [22] .) The notion of symmetry of the generator under the action of the algebra means that there exist representation matrices Y ± i and L j of the algebra that all commute with the transition matrix H of the process, i.e.,
For the present case n = 3 these representation matrices, given in (108) and (117), were constructed in [3] .
Results
In order to state the first main result we first define the q-factorial
and the q-multinomial coefficients 
with the reversible measure
and the normalization factor
We shall call these invariant measures, characterized in the following theorem, the canonical equilibrium distributions of the process. Particle number conservation yields the following corollary.
Corollary 3.2 The convex combinations
with the normalization factor
are invariant measures for the two-component exclusion process (15) .
The second equality in (34) follows from the trivial identity e νN +µM 1 S 2L
(η). We call these measures the grandcanonical equilibrium distributions. The normalization Y 2L (ν, µ), is a homogeneous bivariate Rogers-Szegő polynomial [23] and is called the grandcanonical partition function.
The limits µ → −∞ or ν → −∞ lead to the pure grandcanonical measures
with the Rogers-Szegő polynomial 
. The density profiles a k ν,0 and b k 0,µ in the pure grandcanonical measures follow by straightforward computation. One has shock profiles
with the shock width ξ = 1/ ln q and shock positions
In order to describe the self-duality of the process we define for configurations
From these functions we construct the product
indexed by z = {x, y}, interpreted as a set of coordinates x i , y i ∈ Λ and unrelated to η. With this definition we are in a position to state the second main result of this work.
Theorem 3.3 Let z and η be two configurations of the two-component exclusion process defined by (15) with asymmetry parameter (18). The process is self-dual with respect to the family of duality functions
where π −1 (z) is the reversible measure (32).
We remark that the reversible measure (32) can be expressed as
by using (12) . Particle number conservation trivially induces independent duality relations for each combination of particle number pairs (
Therefore we refer to a "family of duality functions" rather than just the "duality function". One has D
Using particle number conservation one can construct similar duality functions fromQ
is the duality function of [5] . A family of duality functions for the ASEP with second-class particles is given by (42) via the replacement b k → v k . Duality and reversibility of the process yield the following corollary, see (142) 
where F (z; t|z ′ ; 0) is the transition probability of the two-component ASEP with N = N(z) particles of type A and M = M(z) particles of type B.
Explicit exact expressions for F (z; t|z ′ ; 0) have been obtained in [18] for the infinite system.
Finally we present some simple properties characterizing the invariant measures. First we remark that by the definition of the process -in which the jumps of the A-particles "do not see" whether the neighbouring site is vacant or occupied by a B-particle -expectations of the form a k 1 . . . a kn N,M in the canonical equilibrium measure (31) do not depend on M, i.e., a k 1 . . . a kn N,M = a k 1 . . . a kn N,0 Likewise,
The second characterization is a sum rule involving the the canonical invariant measures and the duality function. 
with a constant λ
of η and z and canonical stationary distribution given by (31).
We remark that λ
4 Some tools
More notation
A generic time-dependent probability measure Prob [ η t = η ] is denoted by P (η, t) or P (η t ). For t = 0 we use the notation P 0 (η) := P (η, 0). If t is irrelevant we omit the argument t and write P (η). We also define the transition probability
from a configuration η to a configuration η ′ . The expectation of a function f (η) is denoted by f := η f (η)P (η). If we specify time and consider an initial distribution P 0 (η) we use for the expectation of a function f (η t ) the notation
Matrix form of the generator
It turns out to be convenient to write the generator (15) in the so-called quantum Hamiltonian form [20] which is widely used in the physics literature on stochastic interacting particle systems and which was a given a formal probabilistic description in [19] . However, this approach does not seem to be well-known in the probabilistic literature. For self-containedness and for introduction of our notation we summarize the main ingredients.
Choice of basis, inner product, and tensor product
In order to write the matrix H explicitly one has to choose an concrete basis, i.e., to each configuration η one has to assign a specific canonical basis vector. Following [3] we use ternary ordering, i.e., we assign to each configuration η the canonical basis vector
of the complex vector space
This basis vector has component 1 at position ι(η) and 0 else. We work with a vector space over C rather than over R since in computations one encounters eigenvectors of H which may be complex.
We denote the basis vectors, which we consider to be column vectors, by | η . We shall also use the notations | z and | x, y instead of | η . The basis vectors for configurations with a fixed number N of particles of type A and M particles of type B are denoted by | η N,M . We define also the dual basis η | = | η T , where the superscript T on vectors or matrices denotes transposition.
The inner product of two arbitrary vectors w | with components w i and v | with components v i is defined by
without complex conjugation. In particular, we have the biorthogonality relation
Next we introduce the tensor product
of the d-dimensional unit matrix, expressing completeness of the basis.
Measures and expectation values
A probability measure P (η) is represented by the probability vector
From the inner product (51) and from (21) we find
where the vector f | = η f (η) η | has components f (η). The semigroup property of the Markov chain is reflected in the time-evolution equation
of a probability measure P 0 (η). Normalization implies
where the summation vector
is the row vector where all components are equal to 1. As a consequence one has
which means that the summation vector is a left eigenvector of H with eigenvector 0. This property follows from the fact that a diagonal element of H ηη is by construction the sum of all transition rates that appear with negative sign in the same column η of H. The vector corresponding to a stationary distribution is denoted | π * . This is a right eigenvector of H with eigenvalue 0:
and normalization s | π * = 1. An unnormalized right eigenvector with eigenvalue 0 is denoted | π .
The expectation f P of a function f (η) with respect to a probability distribution P (η) becomes the inner product
is a diagonal matrix with diagonal elements f (η). Notice that
For an initial distribution P 0 we can now use the definitions (51), (53), (57) and the representation (52) of the unit matrix to recover (48) in the matrix form
= s |f e −Ht | P 0
is the transition probability (47). For a normalized stationary distribution we also define the diagonal matrix
For ergodic processes with finite state space one has 0 < π * (η) ≤ 1 for all η. Then all powers (π * ) α exist. In terms of this diagonal matrix we can write the generator of the reversed dynamics as
Reversibility means H rev = H. An unnormalized stationary distribution π for which
holds withπ =
is called a reversible measure.
Explicit form of the generator
In order to write the generator H explicitly we define the following matrices: 
and the three-dimensional unit matrix
For matrices M the expression M ⊗j will denote the j-fold tensor product of M with itself if j > 1. For j = 1 we define M ⊗1 := M and for j = 0 we define M ⊗0 = 1 with the c-number 1. For arbitrary 3 × 3-matrices u we define tensor operators
which allow us to write the generator H for the two-component ASEP on the lattice {−L + 1, . . . , L} as [3]
with the hopping matrices
With (18) we split H = H d + H o into its offdiagonal part
(76) and its diagonal part
(77) For more details of the construction of H in the tensor basis we refer the reader to [3] .
Duality
We recall the concept of duality in matrix form [24, 10] , see also [25] for a detailed discussion. In this subsection X and Ω represent arbitrary finite-dimensional state spaces. Consider two processes x t and ω t and a function D : X ×Ω → C. Notice that the function D(x, ω) can be understood as a family of functions f x : Ω → C indexed by x and defined by f x (ω) := D(x, ω), or, alternatively as a family of functions g ω : X → C indexed by ω and defined by g ω (x) := D(x, ω).
The two processes are said to be dual to each other if
We remark that with the definitions introduced above we have
so that duality can be stated as
with
In order to make contact with the quantum Hamiltonian formalism we define | x as a canonical basis vector of C |X| and | ω as a canonical basis vector of C |Ω| . Let s | and s | be the corresponding summation vectors. Define the matrix
with matrix elements x |D| ω = D(x, ω). The processes ω t and x t with generators H and G are dual to each other w.r.t. the duality function D(x, ω) if
It is easy to prove the equivalence of this definition with the original definition (78). Since the kind of arguments underlying this equivalence are important for the present matrix formulation of duality we present them here in detail:
In going from (85) to (86) and from (88) to (89) we use the representation of the unit matrix constructed in analogy to (52). In the step from from (86) to (87) we apply the definition (83). Since we have a chain of equalities, it can be read in both directions. Thus the equivalence is established. In order to express the alternative definition (81) in matrix form we introduce the diagonal matriceŝ
The duality relation (81) reads
To prove of equivalence of (91) with (83) we note that by construction
Then it follows that
which establishes the equivalence. We end this discussion with a reformulation of Theorem 2.6 of [10] . 
with the diagonal stationary distribution matrix (68).
The proof that SH = H rev S implies self-duality with duality matrix D = (π * ) −1 S is elementary and follows from the chain of equalities
The first and the third equality are the definition (97), the second equality is the hypothesis (96) of the theorem, and the fourth equality is the reversibility relation (67).
Remark 4.2 It follows that if H is reversible then the hypothesis (96) reads SH = HS, i.e. S is a symmetry of H.
Unlike [10] we do not require S to be invertible.
Representation matrices for
It is convenient to introduce generators H i andH i through
Then the quantum algebra U q [sl(n)] is the subalgebra generated by q ±H i /2 , and X ± i , i = 1, . . . , n − 1 with relations (25), (26) and
with the unit I and the Cartan matrix A of simple Lie algebras of type A n
The fact that U q [sl(n)] is a subalgebra of U q [gl(n)] can be seen by noticing that 
Tensor representation for n = 3
In order to distinguish the three-dimensional matrices corresponding to the fundamental representation from the abstract generators we use lower case letters. In terms of (69), (70), (71) the fundamental representation of U q [gl (3)] is given by:
corresponding to
for the representation of the generators H i of U q [sl (3)]. It is convenient to work both with h i and the projectorsh i expressed in term of the projectors (71). In terms of the fundamental representation a tensor representation of U q [sl(3)], denoted by boldface capital letters, is given by [3] 
Notice that
For the full quantum algebra U q [gl (3)] we have the diagonal representation matricesH
HereN andM are the particle number operators satisfyinĝ
From these matrices one obtains the representation matrices
The unit I is represented by the 3 L -dimensional unit matrix 1 := 1 ⊗2L . The crucial property of the representation (108) and (117) that was proved in [3] and which is used heavily below are the commutation relations (28) which express the symmetry of the generator H (74) under the action of the quantum algebra U q [gl(3)].
Proofs

Proof of Theorem (3.1)
(i) We first note that uniqueness of π * N,M follows from ergodicity of the process defined on the subset S 2L N,M which is ensured by the fact that the process is a random sequence of permutations σ k,k+1 (η). (ii) In [3] we proved, using the quantum algebra symmetry (28), that the twocomponent exclusion process defined by (15) has the unnormalized reversible measure π (32). Below we give a direct proof without reference to the quantum algebra symmetry. According to the discussion of Section (4.2) we prove the transformation property (67) with the generator (74). Sinceπ is diagonal one has hasπ 
Proof: A projectorû has the propertyû =û 2 . Thus its exponential can be written pû = 1 + (p − 1)û. Sinceâ lbm is a projector one has
The tensor construction implies that u k u l = u l u k for k = l and any u. For k = l we observe that one obtains by direct computation the relations
By multilinearity of the tensor product these relations remain valid on each subspace k. Relations (118) -(121) then follow from (122).
Together with c ± = a ± b ∓ one has from (118) and (119) of Lemma (5.1) for
For the transformation U p one obtains from (120) and (121) of Lemma (5.1) for
Putting these results together and using the projector property (122) together with (123) - (128) 
Since (a ± ) T = a ∓ (and similarly for b ± and c ± ) applying the decomposition (129) to the individual terms in (74) yieldsπ 
Consider the points r in the Weyl alcove
which implies that
A classical result from the theory of integer partitions [26] yields for the single-species partition functions
5.2 Proof of Theorem (3.3)
Reformulation of the problem
Step 1: We first apply the general considerations of Sec. (4.3) to the present case of the two-component ASEP. It is convenient to use the occupation variable presentation η t for one process and the coordinate representation z t for the dual. The duality function, given by z |D| η in terms of the duality matrix D, is therefore denoted by D(z, η). If self-duality is valid for some duality function D(z, η) then according to (90) we can define a diagonal matrixD z such that
with the summation vector s |. Then self-duality yields
and, as a consequence from reversibility, Corollary (45).
Step 2: In [3] we have established the symmetry of the generator under the action of U q [gl (3)]. Moreover, we have reversibility H = H rev of the two-component ASEP with the reversible measure (32). Then for any matrix S satisfying [S, H] = 0 Theorem (4.1) yields a duality function
which means that we can construct duality functions from the symmetry operators of the model, i.e., from the tensor representation (108), (113).
Step 3: On the other hand, from (141), one has D(z, η) = s |D z | η for all η ∈ S 2L . Therefore one can express the duality function
of Theorem (3.3) in terms of a diagonal matrixQ z satisfying
and s |Q z | η = Q z (η) given in (41). Therefore the task at hand is to find a symmetry operator S that satisfies (145) with the diagonal matrixQ z with matrix elements given by (41).
Step 4: In order to choose S we observe that D(∅, η) = 1, corresponding tô D ∅ =Q ∅ = 1. The non-trivial information one gains is that ∅ |S = s | which means that the symmetry operator S generates the summation vector from the vacuum vector ∅ |. From the explicit representation obtained in [3] we find as a candidate
Since π(z) is known the remaining task is to construct D(z, η) as stated in the theorem by proving (145).
Technical lemmas
We prove the following lemmas:
Lemma 5.2 Consider coordinate sets x ′ = x ∪ r and y ′ = y ∪ s. For k / ∈ r and l / ∈ s one has
Proof: The function Θ(r, x) defined in (6) satisfies
From (10), (12) and (13) we have
Specifically, for N(z) = 1 or M(z) = 1 resp. we obtain from (151) -(154)
and more generally one finds for z = {x, y} from (13) and (152)
With (155) and (156) one then finds
The first equality (147) in the lemma then follows from (157). The second equality (148) arises from (151) and (156), bearing in mind that by assumption k / ∈ r. The proof of (149) and (150) is analogous.
In particular, for x = y = ∅ one obtains from Lemma (5.2) for k / ∈ r and l / ∈ s the inversion formulas
We also derive the projector lemma.
Lemma 5.3
The tensor occupation operatorsâ k ,b k act as projectorŝ
with the occupation variables a k and b k (9) (or particle coordinates x i and y i respectively) understood as functions of η or z = η.
Proof: The first equality in each equation is inherited from the definition of the projectors (71) by multilinearity of the tensor product, the second equality follows from (12).
Finally we note two combinatorial identities for sums over the permutation group S n . One has
which can be proved by induction using [n] q = n−1 k=0 q 2k−n+1 , and
for functions that vanish whenever r i = r j . Here the sum over r n denotes the summation over the Weyl alcove W 2L n .
Main steps
After these preparations we go on to prove for z = {x, y} the property
The matrices on the r.h.s. are the operator form of the functions Q · A,B defined in (40). According to (145) proving (164) proves the theorem.
From the representation (110), from (160) and from the definition (14) one finds
By iteration
with the definition r 0 = ∅. Since from (14), (147), (151) one can write
one has
(168) Now we observe that the term n j=1 (2N r j ({x, ·}) − N({x, ·})) is invariant under permutations of the coordinates r j . Using the fact that (Y − 1 (r)) 2 = 0 and the combinatorial properties (162) and (163) then yields
The next step is to invoke Lemma (5.2) to express N r j ({x, ·}) in terms of singleparticle step functions N x i ({r j , ·}) with inverted arguments. This initiates the following chain of equalities for the exponent E r ({x, ·}) := − Since trivially x ∪ r n , y | = x ∪ r n , y |a 
where the summation in the second equality has been changed to the extended Weyl alcove withñ = N({x, y}) + n. This is possible since the product of indicators a x 1 . . . a x N cancels all terms not belonging to the original Weyl alcove n. Next one uses the definitions (14), (40) and the projector property (160) to express A x i ({r, y}) in terms of projectors. The result is 
Observe now that the summation on the r.h.s involves only the vector rñ, sm |. Since the summation is over the Weyl alcove one has 
Notice that on the r.h.s. the only dependence on the n and m is in the summation vector sñ ,m | for the sector withñ = N({x, y}) + n particles of type A andm = M({x, y}) + m particles of type B. 
Proof of Theorem (3.5)
The first equality follows from duality and ergodicity by taking the limit t → ∞ in the expectation (45) 
with a vector
that has support in the subspace corresponding to configurations with N ′ particles of type A and M ′ particles of type B. Because of stationarity the l.h.s. does not depend on time. This implies by ergodicity that | V N,M on the r.h.s. must be proportional to the (unique) stationary probability vector for configurations in S 
