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В работе предложена параллельная реализация алгоритма Каннана для реше-
ния задач поиска кратчайшего и короткого векторов в решетке. Алгоритм мо-
жет применяться в составе блочного метода Коркина-Золотарева, так и независи-
мо. Эксперимент показал 3-кратное ускорение работы блочного метода Коркина-
Золотарева на четырехядерной системе. С использованием алгоритма были полу-
чены 1-е и 6-е места на конкурсах поиска коротких векторов.
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Определение 1. Базис B = {b1, b2, . . . , bm} решетки L ⊂ Rn приведен блочным
методом Коркина-Золотарева(BKZ, Block Korkin-Zolotarev method, [1]) блоком β, если:
1) базис B приведен по длине;
2)
∥∥b⊥i ∥∥ = λ1(Li), i = 1, . . . , m, где λ1(Li)-кратчайший вектор в обратной (сопряжен-
ной) решетке Li, образованной ортогональным дополнение пространства векторов
bi, . . . , bmin(i+β−1,m).
BKZ-метод содержит два основных алгоритма подлежащих распараллеливанию:
ортогонализацию базиса решетки и поиск кратчайшего вектора. Вопрос распаралле-
ливания ортогонализации базиса рассматривался в работе [2].
Решение задачи поиска кратчайшего вектора будет заключаться, в полном перебо-
ре всех линейных комбинаций векторов базиса решетки ‖x‖2 = ‖∑mi=1 xibi‖2 6 A2, xi ∈
Z, где A - норма искомого кратчайшего вектора. В качестве нормы берётся верхняя
оценка длины кратчайшего вектора, A =
√
γm det(L)
1
m , где γm-константа Эрмита, в
тех случаях, когда наименьший из векторов в базисе решетки превосходит оценку,
‖b1‖ > √γm det(L) 1m , [3]. По этой причине предварительное приведение базиса решет-
ки позволяет уменьшить пространство перебора xi. С целью уменьшения простран-
ства перебора распишем базис решетки, через ортогональные вектора, для простоты
изложения (сопряженной при вычислении на практике с утратой преимуществ парал-
лелизма, характерных для современных QR-методов разложения) используя метод ор-
тогонализации Грамма-Шмидта. Получим bi =
∑i
j=1 µi,jb
⊥
j , 2 6 i 6 m, 1 6 j < i 6 m,
где µi,j - коэффициенты Грама-Шмидта. Легко убедиться, что в этом случае поиск
кратчайшего вектора сводиться к решению системы неравенств:

x2m
∥∥b⊥m∥∥2 6 A2,
(xm−1 + µm,m−1xm)
∥∥b⊥m−1∥∥2 6 A2 − x2m ∥∥b⊥m∥∥2
. . .
(x1 +
∑m
i=2 xiµi,j)
2
∥∥b⊥1 ∥∥2 6 A2 −∑mj=2 lj
, где lj = (xj +
∑m
i=j+1 xiµi,j)
2
∥∥b⊥j ∥∥2
и выбору одного из целочисленных векторов, у которого норма скалярного произ-
ведения с базисом решетки минимальна.
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Формализуя задачу, получим обход дерева от корня к листу, в каждой из вершин
которого решается соответствующее линейное уравнение. Из корня этого дерева вы-
ходит 2 ·
⌈
A
‖b⊥m‖
⌉
= 2 ·
⌈√
γm det(L)
1
m
‖b⊥m‖
⌉
ветвей или 2 ·
⌈
‖b1‖
‖b⊥m‖
⌉
, в случае предварительного
приведения базиса решетки. В силу симметричности дерева (по свойствам нормы), для
получения искомого кратчайшего вектора нам необходимо перебрать только половину
его вершин. В результате полного обхода дерева от корня к листу, мы будем получать
предполагаемый кратчайший вектор x с нормой меньше либо равной искомой. Если
норма полученного вектора будет меньше заданной ранее, целесообразно обновить ее,
с целью уменьшения пространства перебора. Остановка алгоритма осуществляется,
когда завершен обход вершин дерева или мы получили вектор с достаточной для нас
нормой, в случае поиска короткого вектора. Каждый из потоков осуществляет вычис-
ление своей ветки исходящей из корня дерева.
Алгоритм 1 Поиска кратчайшего вектора в решетке L(B), B = {b1, b2, . . . bm}.
Вход:
∥∥b⊥1 ∥∥ , ∥∥b⊥2 ∥∥ , . . . , ∥∥b⊥m∥∥, µi,j, id- номер потока, начиная с 1
Выход: Вектор x = (x1, x2, ..., xm) ∈ Zm : ‖
∑m
i=1 xibi‖ = λ1(L(B))
1: x = {1, 0, 0, ..., 0}, li = {0}m, X = {∅};
2: Для i = 1, ..., m : li = (xi +
∑m
j=i+1 xjµj,i)
2
∥∥b⊥i ∥∥2,
3: Если (
∑m
j=i+1 lj > A) : i = i+ 1, xi = xi + 1;
4: Если (
∑m
j=1 lj 6 A и i = 1): Если
∥∥∥∑mj=1 xjbj
∥∥∥ < A : A = ∥∥∥∑mj=1 xjbj
∥∥∥,
5: X = X + {x}m = X + {∑mj=1 xjbj}, x1 = x1 + id;
6: Если (
∑m
j=i lj 6 A и i 6= 1) : i = i− 1, xi =
⌈
−∑mj=i+1(xjµji)−
√
A−∑mj=i+1 lj
‖b⊥i ‖
⌉
;
7: Вывести вектор с минимальной нормой из множества X.
Данный алгоритм был реализован на основе потоковой модели NPTL (Native
POSIX Thread Library, [4]) под CentOS 6.3. Осуществляя приведение 103-мерной ре-
шетки BKZ-методом при β = 52, 4-х потоках исполняемых на AMD Phenom 965/8 Gb
DDR2-800, продемонстрировал 3-кратное ускорение выполнения метода по сравнению
c fplll-4.0.1, [5]. С использованием данного алгоритма были получены 1-е и 6-е ме-
ста на международном конкурсе алгоритмов поиска коротких векторов [6], для норм
A = m · det(L) 1m и A = 1.05 · Γ(
m
2
+1)
1
m
√
pi
· det(L) 1m , соответственно.
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