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Abstract
The existence and uniqueness in fractional Sobolev spaces of the
Cauchy problem to a stochastic parabolic integro-differential equation
is investigated. A model problem with coefficients independent of space
variable is considered. The equation arises in a filtering problem with
a jump signal and jump observation process.
1 Introduction
Let (Ω,F ,P) be a complete probability space with a filtration of σ-algebras
F = (Ft, t > 0) satisfying the usual conditions. Let R(F) be the progressive
σ-algebra on [0,∞)×Ω. Let (U,U ,Π) be a measurable space with a σ-finite
measure Π,Rd0 = R
d\{0}. Let p(α)(dt, dy), α ∈ (0, 2), and ν(dt, dυ) be F-
adapted point measures on ([0,∞) ×Rd0,B([0,∞)) ⊗ B(R
d
0)) and ([0,∞) ×
U,B([0,∞))⊗ U) with compensators l(α)(t, y)dydt/|y|d+α and Π(dυ)dt. We
assume that the measures ν and p(α), α ∈ (0, 2), have no common jumps.
Let E = [0, T ]×Rd. For fixed α ∈ (0, 2], we consider the linear stochastic
integro-differential parabolic equation
du(t, x) =
(
A(α)u(t, x)− λu(t, x) + f(t, x)
)
dt (1)
+
∫
Rd
0
[u(t−, x+ y)− u(t−, x) + g(t, x, y)]q(α)(dt, dy)1α∈(0,2)
+[1α=2σ
i(t)∂iu(t, x) + h(t, x)]dWt +
∫
U
Φ(t, x, υ)η(dt, dυ) in E,
u(0, x) = u0(x) in R
d,
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where λ > 0, Wt is a cylindrical F-adapted Wiener process in a separable
Hilbert space Y and q(α), α ∈ (0, 2), η are martingale measures defined by
q(α)(dt, dy) = p(α)(dt, dy) − l(α)(t, y)
dydt
|y|d+α
and
η(dt, dυ) = ν(dt, dυ)−Π(dυ)dt.
The input functions u0, f, g,Φ, h satisfy the following measurability as-
sumptions: u0 is F0 ⊗ B(R
d)-measurable, g is R(F) ⊗ B(Rd) ⊗ B(Rd0)-
measurable, f isR(F)⊗B(Rd)-measurable, Φ isR(F)⊗B(Rd)⊗U -measurable
and h is Y -valued and R(F)⊗B(Rd)-measurable. The operator A(α) is de-
fined as
A(α)u(t, x) =
∫
Rd
0
∇αyu(t, x)m
(α)(t, y)
dy
|y|d+α
1α∈(0,2) (2)
+
(
b(t),∇u(t, x)
)
1α=1 +
1
2
Bij(t)∂2iju(t, x)1α=2,
where
∇αyu(t, x) = u(t, x+ y)− u(t, x)− (∇u(t, x), y)χ
(α)(y)
with χ(α)(y) = 1α∈(1,2) +1|y|611α=1. Here and throughout the paper we use
the standard convention of summation over repeating indices. The integral
part ∫
Rd
0
∇αyu(t, x)m
(α)(t, y)
dy
|y|d+α
= ∆α/2u
is the fractional Laplacian if m(α) = 1. The functions m(α), l(α) are R(F)⊗
B(Rd0)-measurable bounded and non-negative; σ
i(t), i = 1, . . . , d, are R(F)-
measurable
bounded Y -valued functions, b(t) = (b1(t), . . . , bd(t)) is a R(F)-measurable
bounded function and B(t) = (Bij(t), i, j = 1, . . . , d) is a R(F)-measurable
bounded symmetric non-negative definite matrix-valued function. We as-
sume parabolicity of (1), i.e. m(α) − l(α) > 0 if α ∈ (0, 2) and the matrix
Bij(t) − 12σ
i(t) · σj(t) is non-negative definite if α = 2 (· denotes the inner
product in Y ).
The equation (1) is the model problem for the Zakai equation (see [20])
arising in the nonlinear filtering problem. Let α ∈ (0, 2) and Zit , t > 0, i =
1, 2, be two independent α-stable processes defined by
Zit =
∫ t
0
∫
Rd
0
yχ(α)(y)qZ
i
(ds, dy) +
∫ t
0
∫
Rd
0
y
[
1− χ(α)(y)
]
pZ
i
(ds, dy),
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where pZ
i
(ds, dy) is the jump measure of Zi and
qZ
i
(ds, dy) = pZ
i
(ds, dy) −m
(α)
i (s, y)
dyds
|y|d+α
is the martingale measure. Assume that the signal process
Xt = X0 + Z
1
t + Z
2
t , t > 0,
and we observe Yt = Z
2
t . Suppose that X0 has a probability density function
u0(x) and does not depend on Z
i, i = 1, 2. Then for every function f ∈
C∞0 (R
d), the optimal mean square estimate for f (Xt) , t ∈ [0, T ], given
the past of the observations FYt = σ(Ys, s 6 t), is of the form pit(f) =
E(f(Xt)|F
Y
t ). According to [6],
dpit(f) =
∫
pit
(
f(·+ y)− f
)
qY (dt, dy)
+
∫
Rd
0
pit(∇
α
y f(·))[m
(α)
1 (t, y) +m
(α)
2 (t, y)]
dy
|y|d+α
dt.
Assume there is a smooth (FYt+)-adapted filtering density function v(t, x),
E
[
f (Xt) |F
Y
t
]
=
∫
v (t, x) f (x) dx, f ∈ C∞0 (R
d).
Integrating by parts, we get
dv(t, x) =
∫
Rd
0
[v(t, x + y)− v(t, x)]q−Y (dt, dy)
+
∫
Rd
0
∇αy v(t, x)[m
(α)
1 (t,−y) +m
(α)
2 (t,−y)]
dydt
|y|d+α
,
v(0, x) = u0(x).
On the other hand, the proof of Proposition 22 shows that given FYt the
solution u(t, x) to (1) with Φ = 0 and smooth deterministic input functions
u0, f, g, is the best mean square estimate of
ξ(t, x) = u0(x+Xt −X0) +
∫ t
0
f(r, x+Xt −Xr)dr
+
∫ t
0
∫
g(r, x +Xt −Xr, y)q
(α)(
←−
d r, dy)
3
(here
←−
d denotes the backward stochastic integral):
u(t, x) = E[ξ(t, x)|FYt ].
The general Cauchy problem for a linear parabolic SPDE of the second
order{
du = (12a
ij ∂iju+ b
i∂iu+ c u+ f)dt+ (σ
i∂iu+ hu+ g)dWt in E,
u(0, x) = 0 in Rd
(3)
driven by a Wiener process Wt has been studied by many authors. When
the matrix (aij−σi ·σj) is uniformly non-degenerate there exists a complete
theory in Sobolev spaces and in the spaces of Bessel potentials Hps (see [9]
and references therein).
In [3], the equation (1) was considered in fractional Sobolev and Besov
spaces in the case of A(α) = ∆α/2 with q(a) = 0, η = 0, σ = 0 and a finite
dimensional Y .
In [8], the equation (1) was considered in fractional Sobolev spaces in
the following special form (see equation (3.4) in [8]):
du(t) = (a(t)∆α/2u(t) + f(t))dt+
∞∑
k=1
hk(t)dW kt +
∞∑
k=1
gk(t)dY k, (4)
where a(t) > δ > 0 is a positive scalar function, W k are independent stan-
dard Wiener processes,
Y kt =
∫ t
0
∫
z[Nk(ds, dz) − pik(dz)ds], t > 0, k > 1,
are independentRm-valued with independent Poisson point measuresNk(ds, dz)
on [0,∞)×Rm0 ,EN
k(ds, dz) = pik(dz)ds and∫
|z|2pik(dz) <∞, k > 1.
Since Y kt are independent they do not have common jump moments and we
can introduce a point measure ν(ds, dυ) on [0,∞) × U with U = N×Rm0
(N = {1, 2, . . .}) by
ν(ds, dυ) = ν(ds, dkdz) = Nk(ds, dz)dk,
where dk is the counting measure on N. Then Ep(ds, dkdz) = pik(dz)dkds
and
η(ds, dυ) = ν(ds, dkdz) − pik(dz)dkds
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is a martingale measure. Therefore with Y = l2 (the space of square
summable sequences) we can rewrite (4) as
du(t) = (a(t)∆α/2u(t) + f(t))dt+ h(t)dWt +
∫
U
Φ(t, υ)η(dt, dυ) (5)
where Φ(t, υ) = g(t, k, z) = gk(t) · z. Thus (4) is a partial case of (1) with
q(α) = 0 and m(α)(t, y) = a(t). Theorem 5 below shows that the estimates
of the main Theorem 3.6 in [8] are not sharp and the assumptions can be
relaxed. Contrary to the case of a partial differential equation, in order to
handle an equation with A(α), it is not sufficient to consider an equation
with fractional Laplacian like (5). Since only measurability of m(α)(t, y) in
y is assumed, in general (for α ∈ (0, 2)) the symbol of A(α)
ψ(α)(t, ξ) =
∫ [
ei(ξ,y) − 1− χα(y)i(ξ, y)
]
m(α)(t, y)
dy
|y|d+α
− i(b(t), ξ)1α=1
is not smooth in ξ. In addition, m(α)(t, y) can degenerate on a substantial
set (see Assumption A and Remark 1 below). The equation (1) in Ho¨lder
classes was considered in [12].
In this paper, we prove the solvability of the general Cauchy model
problem (1) in fractional Sobolev spaces. In Section 2, we introduce the
notation and state our main results. In Section 3, we prove some auxiliary
results concerning approximation of the input functions. In Section 4, we
consider a partial case of (1) with q(α) = 0, non-random m(α) and smooth
input functions. In the last two sections we give the proofs of the main
results.
2 Notation, function spaces and main results
2.1 Notation
The following notation will be used in the paper.
Let N0 = {0, 1, 2, . . .},R
d
0 = R
d\{0}. If x, y ∈ Rd, we write
(x, y) =
d∑
i=1
xiyi, |x| =
√
(x, x).
We denote by C∞0 (R
d) the set of all infinitely differentiable functions on
Rd with compact support.
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We denote the partial derivatives in x of a function u(t, x) on Rd+1 by
∂iu = ∂u/∂xi, ∂
2
iju = ∂
2u/∂xi∂xj , etc.;Du = ∇u = (∂1u, . . . , ∂du) denotes
the gradient of u with respect to x; for a multiindex γ ∈ Nd0 we denote
Dγxu(t, x) =
∂|γ|u(t, x)
∂x
γ1
1 . . . ∂x
γd
d
.
For α ∈ (0, 2] and a function u(t, x) on Rd+1, we write
∂αu(t, x) = −F−1[|ξ|αFu(t, ξ)](x),
where
Fh(t, ξ) =
∫
Rd
e−i(ξ,x)h(t, x)dx,F−1h(t, ξ) =
1
(2pi)d
∫
Rd
ei(ξ,x)h(t, ξ)dξ.
The letters C = C(·, . . . , ·) and c = c(·, . . . , ·) denote constants depending
only on quantities appearing in parentheses. In a given context the same
letter will (generally) be used to denote different constants depending on
the same set of arguments.
2.2 Function spaces
Let S(Rd) be the Schwartz space of smooth real-valued rapidly decreasing
functions. Let V be a Banach space with a norm | · |V . The space of V -
valued tempered distributions we denote by S ′(Rd, V ) (f ∈ S ′(Rd, V ) is
a continuous V -valued linear functional on S(Rd)). If V = R, we write
S ′(Rd, V ) = S ′(Rd) and denote by 〈·, ·〉 the duality between S ′(Rd) and
S(Rd).
For a V -valued measurable function h on Rd and p > 1 we denote
|h|pV,p =
∫
Rd
|h(x)|pV dx.
Further, for a characterization of our function spaces we will use the
following construction (see [1]). By Lemma 6.1.7 in [1], there is a function
φ ∈ C∞0 (R
d) such that suppφ = {ξ : 12 6 |ξ| 6 2}, φ(ξ) > 0 if 2
−1 < |ξ| < 2
and
∞∑
j=−∞
φ(2−jξ) = 1 if ξ 6= 0.
Define the functions ϕk ∈ S(R
d), k = 1, . . . , by
Fϕk(ξ) = φ(2
−kξ),
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and ϕ0 ∈ S(R
d) by
Fϕ0(ξ) = 1−
∑
k>1
Fϕk(ξ).
Let β ∈ R and p > 1. We introduce the Besov space Bβpp(Rd, V ) of
generalized functions f ∈ S ′(Rd, V ) with finite norm
|f |
Bβpp(Rd,V )
=
{
∞∑
j=0
2jβp|ϕj ∗ f |
p
V,p
}1/p
and the Sobolev space Hβp (Rd, V ) of f ∈ S ′(Rd, V ) with finite norm
|f |
Hβp (Rd,V )
= |F−1((1 + |ξ|2)β/2Ff)|V,p =
∣∣∣Jβf ∣∣∣
V,p
, (6)
where
Jβ = (I −∆)β/2,
I is the identity map and ∆ is the Laplacian in Rd. For the scalar functions
an equivalent norm to (6) is defined by
|f |
Hβp (Rd)
=
{∫
Rd
( ∞∑
j=0
22βj |ϕj ∗ f(x)|
2
)p/2
dx
}1/p
. (7)
We also introduce the corresponding spaces of generalized functions on
E = [0, T ]×Rd. The spaces Bβpp(E,V ) and H
β
p (E,V ) consist of all measur-
able S′(Rd, V )-valued functions f on [0, T ] with finite norms
|f |
Bβpp(E,V )
=
{∫ T
0
|f(t)|p
Bβpp(Rd,V )
dt
} 1
p
and
|f |
Hβp (E,V )
=
{∫ T
0
|f(t)|p
Hβp (Rd,V )
dt
} 1
p
.
Similarly we introduce the corresponding spaces of random generalized
functions.
Let (Ω,F ,P) be a complete probability space with a filtration of σ-
algebras F = (Ft) satisfying the usual conditions. Let R(F) be the progres-
sive σ-algebra on [0,∞)× Ω.
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The spaces Bβpp(Rd, V ) and H
β
p (Rd, V ) consist of all F-measurable ran-
dom functions f with values in Bβpp(Rd, V ) and H
β
p (Rd, V ) with finite norms
|f |
B
β
pp(Rd,V )
=
{
E|f |p
Bβpp(Rd,V )
}1/p
and
|f |
H
β
p (Rd,V )
=
{
E|f |p
Hβp (Rd,V )
}1/p
.
The spaces Bβpp(E,V ) and H
β
p (E,V ) consist of all R(F)-measurable ran-
dom functions with values in Bβpp(E,V ) and H
β
p (E,V ) with finite norms
|f |
B
β
pp(E,V )
=
{
E|f |p
Bβpp(E,V )
}1/p
and
|f |
H
β
p (E,V )
=
{
E|f |p
Hβp (E,V )
}1/p
.
If V = Lr(U,U ,Π), r > 1, the space of r-integrable measurable functions
on U , for brevity of notation we write
Bβr,pp(A) = B
β
pp(A,V ), B
β
r,pp(A) = B
β
pp(A,V ),
Hβr,p(A) = H
β
p (A,V ), H
β
r,p(A) = H
β
p (A,V ),
Lr,p(A) = H
0
r,p(A), Lr,p(A) = H
0
r,p(A),
where A = Rd or E. For scalar functions we drop V in the notation of
function spaces.
We also introduce the spaces B
β
r,pp(E) and H
β
r,p(E) consisting of R(F)⊗
B(Rd0)-measurable S
′(Rd)-valued random functions f = f(t, x, y) with finite
norms
|f |
B
β
r,pp(E)
=
{
E
∞∑
j=0
2jβp
∫ T
0
∫
Rd
||(ϕj ∗ f)(t, x, ·)||
p
rdxdt
}1/p
and
|f |
H
β
r,p(E)
=
{
E
∫ T
0
∫
Rd
||Jβf(t, x, ·)||prdxdt
}1/p
,
where
||g(t, x, ·)||r =
{∫
Rd
0
|g(t, x, y)|r l(α)(t, y)
dy
|y|d+α
}1/r
.
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2.3 Main results
We fix non-random functions m
(α)
0 (t, y) > 0, α ∈ (0, 2), on [0, T ] ×R
d
0 and
positive constants K and δ. Throughout the paper we assume that the
functions m
(α)
0 satisfy the following conditions.
Assumption A0. (i) For each α ∈ (0, 2) the function m
(α)
0 (t, y) > 0 is
measurable, homogeneous in y with index zero, differentiable in y up to the
order d0 = [
d
2 ] + 2 and
|Dγym
(α)
0 (t, y)| 6 K
for all t ∈ [0, T ], y ∈ Rd0 and multiindices γ ∈ N
d
0 such that |γ| 6 d0;
(ii) For all t ∈ [0, T ]∫
Sd−1
wm
(1)
0 (t, w)µd−1(dw) = 0,
where Sd−1 is the unit sphere in Rd and µd−1 is the Lebesgue measure on
it;
(iii) For each α ∈ (0, 2) and t ∈ [0, T ]
inf
|ξ|=1
∫
Sd−1
|(w, ξ)|αm
(α)
0 (t, w)µd−1(dw) > δ > 0.
Remark 1 The nondegenerateness assumption A0 (iii) holds with certain
δ > 0 if, e.g.
inf
t∈[0,T ],w∈Γ
m
(α)
0 (t, w) > 0
for a measurable subset Γ ⊂ Sd−1 of positive Lebesgue measure (the function
m
(α)
0 can degenerate on a substantial set).
Assumption A. (i) The real-valued random functionsm(α)(t, y) and l(α)(t, y)
on [0, T ] × Rd0 are non-negative and R(F) ⊗ B(R
d
0)-measurable; the real-
valued random functions Bij(t) = Bji(t), bi(t), i, j = 1, . . . , d, on [0, T ] are
R(F)-measurable; the Hilbert space Y -valued random functions σi(t), i =
1, . . . , d, on [0, T ] are R(F)-measurable.
(ii) P-a.s. for all t ∈ [0, T ], y ∈ Rd0 and i, j = 1, . . . , d
m(α)(t, y) + l(α)(t, y) + |Bij(t)|+ |bi(t)|+ |σi(t)|Y 6 K
and for all 0 < r < R <∞,∫
r6|y|6R
ym(1)(t, y)
dy
|y|d+1
= 0.
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(iii) P-a.s. for all t ∈ [0, T ] and y ∈ Rd0
m(α)(t, y)− l(α)(t, y) > m
(α)
0 (t, y) if α ∈ (0, 2),(
Bij(t)−
1
2
σi(t) · σj(t)
)
yiyj > δ|y|
2 if α = 2,
where δ > 0, the function m
(α)
0 satisfies Assumption A0 and · denotes the
inner product in Y .
Remark 2 Assumption A (iii) is called superparabolicity of (1).
Definition 3 Let α ∈ (0, 2], β ∈ R, p > 2, u0 ∈ B
β+α−α
p
pp (Rd) be F0-
measurable, f ∈ Hβp (E), Φ ∈ B
β+α−α
p
p,pp (E) ∩ H
β+α
2
2,p (E), g ∈ B¯
β+α−α
p
p,pp (E) ∩
H¯
β+α
2
2,p (E) and h ∈ H
β+α/2
p (E,Y ).
We say that u ∈ Hβ+αp (E) is a strong solution to (1) if u(t, ·) is strongly
cadlag in Hβp (Rd) with respect to t, A(α)u ∈ H
β
p (E) and P-a.s. in ϕ ∈ S(Rd)
d 〈u(t), ϕ〉 =
〈
A(α)u(t)− λu(t) + f, ϕ
〉
dt (8)
+
∫
Rd
0
〈u(t−, ·+ y)− u(t−, ·) + g(t, ·, y), ϕ〉 q(α)(dt, dy)1α∈(0,2)
+
∫
U
〈Φ(t, ·, υ), ϕ〉 η(dt, dυ) +
〈
1α=2σ
i(t)∂iu(t) + h(t), ϕ
〉
dWt ,
u(0) = u0;
equivalently, in integral form
〈u(t), ϕ〉 = 〈u0, ϕ〉+
∫ t
0
〈
A(α)u(s)− λu(s) + f, ϕ
〉
ds
+
∫ t
0
∫
Rd
0
〈u(s−, ·+ y)− u(s−, ·) + g(s, ·, y), ϕ〉 q(α)(ds, dy)1α∈(0,2)
+
∫ t
0
∫
U
〈Φ(s, ·, υ), ϕ〉 η(ds, dυ) +
∫ t
0
〈
1α=2σ
i(s)∂iu(s) + h(s), ϕ
〉
dWs ,
0 6 t 6 T.
Remark 4 Since according to Theorem 2.4.2 in [19]
B
β+α−α
p
p,pp (E)∩H
β+α
2
2,p (E) ⊆ H
β
p,p(E)∩H
β
2,p(E), B¯
β+α−α
p
p,pp (E)∩H¯
β+α
2
2,p (E) ⊆ H¯
β
p,p(E)∩H¯
β
2,p(E),
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the assumptions of Definition 3 imply (see Lemma 12 below) that
M1t =
∫ t
0
∫
Rd
0
g(s, ·, y)q(α)(ds, dy)1α∈(0,2),
M2t =
∫ t
0
∫
U
Φ(s, ·, υ)η(ds, dυ), 0 6 t 6 T,
are cadlag Hβp (Rd)-valued. According to Theorem 1 in [16],
M3t =
∫ t
0
[1α=2σ
i(s)∂iJ
βu(s) + Jβh(s)]dWs, 0 6 t 6 T,
is continuous Hβp (Rd)-valued. By Corollary 13 below
Q(t) =
∫ t
0
∫
[u(s, ·+ y)− u(s, ·)] q(α)(ds, dy), 0 6 t 6 T,
is Hβp (Rd)-valued cadlag.
The first main result concerns the so-called uncorrelated case of (1) de-
fined by
du(t, x) =
(
A(α)u− λu+ f
)
(t, x)dt (9)
+
∫
U
Φ(t, x, υ)η(dt, dυ) + h(t, x)dWt in E,
u(0, x) = u0(x) in R
d.
The following statement is a consequence of Theorem 20 proved in Section
5 below.
Theorem 5 Let α ∈ (0, 2], β ∈ R, p > 2 and Assumption A be satisfied
with l(α) = 0 and σi = 0, i = 1, . . . , d. Let u0 ∈ B
β+α−α
p
pp (Rd) be F0-
measurable, f ∈ Hβp(E), Φ ∈ B
β+α−α
p
p,pp (E)∩H
β+α
2
2,p (E) and h ∈ H
β+α/2
p (E,Y ).
Then there is a unique strong solution u ∈ Hβ+αp (E) of (9). Moreover,
there is a constant C = C(α, β, p, d, T,K, δ) such that
|u|
H
β+α
p (E)
6 C
(
|u0|
B
β+α−αp
pp (E)
+ |f |
H
β
p (E)
(10)
+|Φ|
H
β+α
2
2,p (E)
+ |Φ|
B
β+α−αp
p,pp (E)
+ |h|
H
β+α/2
p (E,Y )
)
.
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Remark 6 According to the embedding theorem (see Theorem 6.4.4 in [1]),
the estimate (10) holds with |u0|Bκpp(E) and |Φ|Bκp,pp(E) replaced by |u0|Hκp (E)
and |Φ|Hκp,p(E), where κ = β + α−
α
p .
Theorem 5 covers the deterministic equation
∂tu(t, x) = A
(α)u(t, x)− λu(t, x) + f(t, x) in E, (11)
u(0, x) = u0(x) in R
d
with non-random coefficients and input functions. The following obvious
consequence of Theorem 5 holds.
Corollary 7 Let α ∈ (0, 2], β ∈ R, p > 2 and for all t ∈ [0, T ], y ∈ Rd0,
m(α)(t, y) + |Bij(t)|+ |bi(t)| 6 K, i, j = 1, . . . , d,
m(α)(t, y) > m
(α)
0 (t, y) if α ∈ (0, 2)
and
Bij(t)yiyj > δ|y|
2 if α = 2,
where m
(α)
0 satisfies Assumption A0. Let u0 ∈ B
β+α−α
p
pp (Rd) and f ∈
Hβp (E).
Then there is a unique strong solution u ∈ Hβ+αp (E) of (11). Moreover,
there is a constant C = C(α, β, p, d, T,K, δ) such that
|u|
Hβ+αp (E)
6 C
(
|u0|
B
β+α−αp
pp (E)
+ |f |
Hβp (E)
)
.
Given g ∈ B¯
β+α−α
p
p,pp (E) ∩ H¯
β+α
2
2,p (E) we denote
Λg(t, x, y) = g(t, x− y, y), (t, x) ∈ E, y ∈ Rd0.
For a g,Λg ∈ B¯
β+α−α
p
p,pp (E) ∩ H¯
β+α
2
2,p (E) we denote
Ig(t, x) =
∫
Rd
0
(Λg − g)(t, x, y)l(α)(t, y)
dy
|y|d+α
(t, x) ∈ E,
assuming that
Ig(t, x) = lim
ε→0
∫
|y|>ε
(Λg − g)(t, x, y)l(α)(t, y)
dy
|y|d+α
(t, x) ∈ E, (12)
is well defined as a limit in Hβp (E) (we write simply that Ig ∈ H
β
p (E) in this
case).
In the general case the following statement holds for (1).
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Theorem 8 Let α ∈ (0, 2], β ∈ R, p > 2 and Assumption A be satisfied.
Let u0 ∈ B
β+α−α
p
pp (Rd) be F0-measurable, f, Ig ∈ H
β
p (E),Φ ∈ B
β+α−α
p
p,pp (E) ∩
H
β+α
2
2,p (E), g,Λg ∈ B¯
β+α−α
p
p,pp (E) ∩ H¯
β+α
2
2,p (E) and h ∈ H
β+α/2
p (E,Y ).
Then there is a unique strong solution u ∈ Hβ+αp (E) of (1). Moreover,
there is a constant C = C(α, β, p, d, T,K, δ) such that
|u|
H
β+α
p (E)
6 C
(
|u0|
B
β+α−αp
pp (E)
+ |f + Ig|
H
β
p (E)
+|h|
H
β+α/2
p (E,Y )
+ |Φ|
H
β+α
2
2,p (E)
+ |Φ|
B
β+α−αp
p,pp (E)
+|Λg|
H¯
β+α
2
2,p (E)
+ |Λg|
B¯
β+α−αp
p,pp (E)
)
.
3 Approximation of input functions
Let a non-negative function ζ ∈ C∞0 (R
d) be such that ζ(x) = 0 if |x| > 1
and
∫
ζ(x)dx = 1. For ε ∈ (0, 1) we set
ζε(x) = ε
−dζ(x/ε), x ∈ Rd.
Let V be a Banach space with a norm | · |V .
Lemma 9 Let β ∈ R, p > 1 and u ∈ A, where A = Bβpp(Rd, V ) or
Hβp (Rd, V ). Let uε = u ∗ ζε.
Then |uε − u|A → 0 as ε → 0. Moreover, for every ε and multiindex
γ ∈ Nd0 there is a constant C not depending on u such that
sup
x
|∂γuε(x)|V + |∂
γuε|V,p 6 C|u|A.
Proof. Let v ∈ Lp(R
d, V ), p > 1, and vε = v ∗ ζε. It is well known that
|vε|V,p 6 |v|V,p
and
|v − vε|V,p → 0, ε→ 0.
Therefore,
|uε|
p
Bβpp(Rd,V )
=
∞∑
j=0
2jβp|ϕj ∗ uε|
p
V,p =
∞∑
j=0
2jβp|(ϕj ∗ u)ε|
p
V,p
6
∞∑
j=0
2jβp|ϕj ∗ u|
p
V,p = |u|
p
Bβpp(Rd,V )
13
and
|uε − u|
p
Bβpp(Rd,V )
=
∞∑
j=0
2jβp|ϕj ∗ (uε − u)|
p
V,p
=
∞∑
j=0
2jβp
∣∣(ϕj ∗ u)ε − ϕj ∗ u∣∣pV,p → 0
as ε→ 0. Similarly,
|uε|Hβp (Rd,V )
= |Jβuε|V,p = |
(
Jβu
)
ε
|V,p 6 |J
βu|V,p = |u|Hβp (Rd,V )
and
|uε − u|Hβp (Rd,V )
= |Jβ(uε − u)|V,p =
∣∣∣(Jβu)
ε
− Jβu
∣∣∣
V,p
→ 0
as ε→ 0.
Let u ∈ Bβpp(Rd, V ). Then
u =
∞∑
j=0
u ∗ ϕj
in S ′(Rd). Therefore,
uε =
∞∑
j=0
u ∗ ϕj ∗ ζε
and, for every m ∈ N0 and l > 0,
Jmuε =
∞∑
j=0
J−lu ∗ ϕj ∗ J
m+lζε.
Applying Minkowski’s and Ho¨lder’s inequalities, we get
|Jmuε(x)|V 6
∞∑
j=0
∣∣J−lu ∗ ϕj ∗ Jm+lζε∣∣V 6 ∞∑
j=0
∣∣J−lu ∗ ϕj∣∣V ∗ ∣∣Jm+lζε∣∣(x)
6 C
∞∑
j=0
∣∣J−lu ∗ ϕj∣∣V,p
and
|Jmuε|V,p 6
∞∑
j=0
∣∣J−lu ∗ ϕj ∗ Jm+lζε∣∣V,p 6 C ∞∑
j=0
∣∣J−lu ∗ ϕj∣∣V,p.
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By Lemma 6.2.1 in [1],
|J−lu ∗ ϕj |V,p 6 C2
−lj|u ∗ ϕj |V,p.
On the other hand,
|u ∗ ϕj |V,p 6 2
−βj |u|
Bβpp(Rd,V )
, j > 0.
Choosing l so that l + β > 0, we have
|Jmuε(x)|V + |J
muε|V,p 6 C
∞∑
j=0
|J−lu ∗ ϕj|V,p 6 C
∞∑
j=0
2−lj |u ∗ ϕj|V,p
6 C
∞∑
j=0
2−(β+l)j |u|
Bβpp(Rd,V )
6 C|u|
Bβpp(Rd,V )
.
For u ∈ Hβp (Rd, V ), we have
Jmuε = J
βu ∗ Jm−βζε.
Applying Minkowski’s and Ho¨lder’s inequalities, we get
|Jmuε(x)|V + |J
muε|V,p 6 C|J
βu|V,p = C|u|Hβp (Rd,V )
.
The lemma is proved.
Similarly we approximate random functions.
Lemma 10 Let β ∈ R, p > 1 and g ∈ A, where A = Bβpp(E,V ) or
H
β
p (E,V ). Let
(g)n = gn(t, x) = n
∫ t
tn
g(s, ·) ∗ ζ 1
n
(x)ds, (t, x) ∈ E, (13)
where tn = (t−
1
n) ∨ 0.
Then |gn − g|A → 0 as n → ∞. Moreover, for every n and multiindex
γ ∈ Nd0 there is a constant C not depending on u such that
E
[
sup
(t,x)∈E
∣∣∂γxgn(t, x)∣∣pV + ∫ T
0
∣∣∂γxgn(t, ·)|pV,pdt]
6 nC|g|A <∞.
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Proof. Let
g˜n(t, x) = n
∫ t
tn
g(s, x)ds, g¯n(t, x) = g(t, ·) ∗ ζ 1
n
(x).
Applying Minkowski’s and Ho¨lder’s inequalities, we have
|gn − g˜n|
p
A
=
∫ T
0
∣∣∣∣n ∫ t
tn
[
g¯n(s, ·)− g(s, ·)
]
ds
∣∣∣∣p
Ad
dt
6
∫ T
0
n
∫ t
tn
∣∣g¯n(s, ·)− g(s, ·)∣∣pAddsdt
6
∫ T
0
∣∣g¯n(s, ·)− g(s, ·)∣∣pAdds,
where Ad = B
β
pp(Rd, V ) or H
β
p (Rd, V ). Hence, by Lemma 9, |gn − g˜n|A → 0
as n→∞.
Let v(t), t ∈ [0, T ], be a function in a Banach space with norm || · || such
that
∫ T
0 ||v(t)||
pdt <∞. It is well known that
n
∫ T
0
∫ t
tn
||v(s)− v(t)||pdsdt→ 0
as n → ∞. Therefore, applying Minkowski’s and Ho¨lder’s inequalities, we
get
|g˜n − g|
p
A
=
∫ T
0
∣∣∣∣n ∫ t
tn
[
g(s, ·) − g(t, ·)]ds
∣∣∣∣p
Ad
dt
6
∫ T
0
[
n
∫ t
tn
∣∣g(s, ·) − g(t, ·)∣∣
Ad
ds
]p
dt
6 n
∫ T
0
∫ t
tn
∣∣g(s, ·) − g(t, ·)∣∣p
Ad
dsdt→ 0
as n→∞. Hence,
|gn − g|A 6 |gn − g˜n|A + |g˜n − g|A → 0, n→∞.
Applying Minkowski’s and Ho¨lder’s inequalities, we have
|∂γxgn(t, x)|
p
V =
∣∣∣∣n ∫ t
tn
∂γx g¯n(s, x)ds
∣∣∣∣p
V
6
(
n
∫ t
tn
∣∣∂γx g¯n(s, x)∣∣V ds)p
6 n
∫ t
tn
∣∣∂γx g¯n(s, x)∣∣pV ds.
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Therefore, by Lemma 9,
E
(
sup
(t,x)∈E
∣∣∂γxgn(t, x)∣∣pV + ∫ T
0
∣∣∂γxgn(t, ·)ds∣∣pV,pdt)
6 nE
(
sup
(t,x)∈E
∫ t
tn
∣∣∂γx g¯n(s, x)ds∣∣pV ds+ ∫ T
0
∫ t
tn
∣∣∂γx g¯n(s, ·)ds∣∣pV,pdsdt)
6 nC|g|p
A
<∞.
The lemma is proved.
We denote by Dp(E,V ), p > 1, the space of allR(F)⊗B(R
d)-measurable
V -valued random functions Φ on E such that Φ ∈ ∩κ>0H
κ
p(E,V ) and for
every multiindex γ ∈ Nd0
E sup
(t,x)∈E
|DγxΦ(t, x)|
p
V <∞.
Similarly we define the space Dp(R
d, V ) replacing R(F) and E by F and Rd
in the definition ofDp(E,V ). For brevity of notation, if V = Lr(U,U ,Π), r >
1, we write Dr,p(E) = Dp(E,V ). If V = R, we drop V in Dp(E,V ).
We denote by D¯r,p(E), r > 1, p > 1, the space of all R(F) ⊗ B(R
d) ⊗
B(Rd0) -measurable real-valued random functions g such that for every mul-
tiindex γ ∈ Nd0
E
{
sup
(t,x)∈E
[ ∫
Rd
0
|Dγxg(t, x, y)|
r l(α)(t, y)
dy
|y|d+α
]p/r
+
∫ T
0
∫
Rd
[ ∫
Rd
0
|Dγxg(t, x, y)|
r l(α)(t, y)
dy
|y|d+α
]p/r
dxdt
}
<∞.
Lemmas 9 and 10 imply the following statement.
Lemma 11 Let p > 1, r > 1 and κ, κ′ ∈ R. Then:
(a) the set Dp(R
d) is a dense subset in Bκpp(R
d) and the set Dp(E) is a
dense subset of Hκp(E);
(b) the set Dr,p(E) is a dense subset in H
κ
r,p(E) and B
κ
r,pp(E), and the
set D2,p(E) ∩Dp,p(E) is a dense subset of H
κ
2,p(E) ∩ B
κ′
p,pp(E);
(c) the set D¯r,p(E) is a dense subset in H¯
κ
r,p(E) and B¯
κ
r,pp(E), and the
set D¯2,p(E) ∩ D¯p,p(E) is a dense subset of H¯
κ
2,p(E) ∩ B¯
κ′
p,pp(E).
Proof. (a) Let u ∈ Bκpp(R
d) and un(x) = u ∗ ζ1/n(x), n = 1, 2, . . . . Using
Lemma 9, it is easy to derive that un ∈ Dp(R
d) and |u − un|Bκpp(Rd) → 0
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as n → ∞. If g ∈ Hκp(E) and gn is defined by (13), then by Lemma 10,
|g − gn|Hκp(E) → 0 as n→∞.
(b) According to Lemma 10, we have the following statements:
(i) if g ∈ Hκr,p(E) or B
κ
r,pp(E), then the functions gn defined by (13)
belong to Dr,p(E) and |g − gn|Hκr,p(E) → 0 or |g − gn|Bκr,pp(E) as n→∞;
(ii) if g ∈ Hκ2,p(E) ∩ B
κ′
p,pp(E), then gn ∈ D2,p(E) ∩Dp,p(E), n = 1, . . . ,
and |g − gn|Hκ
2,p(E)
+ |g − gn|Bκ′p,pp(E)
→ 0 as n→∞.
(c) According to Lemma 14.50 in [7], there is a Rd-valued R(F) ⊗ B(R0)-
measurable function c(α)(t, z) such that
l(α)(t, y)
dy
|y|d+α
=
∫
R0
1dy(c
(α)(t, z))
dz
z2
(14)
and for any non-negative measurable function F (t, x, y)∫
Rd
0
F (t, x, y)l(α)(t, y)
dy
|y|d+α
=
∫
R0
F˜ (t, x, z)
dz
z2
,
where F˜ (t, x, z) = F (t, x, c(α)(t, z)). Hence, if F ∈ H¯κr,p(E), then |F |H¯κr,p(E) =
|F˜ |Hκp(E,Vr), where Vr = Lr(R0,B(R0), dz/z
2). Also, if F ∈ B¯κr,pp(E), then
|F |B¯κr,pp(E) = |F˜ |Bκpp(E,Vr).
Let g ∈ H¯κr,p(E) and gn be the function defined by (13). By Lemma 10,
g˜n ∈ Dp(E,Vr) and |g˜− g˜n|Hκp(E,Vr) → 0 as n→∞. Therefore, gn ∈ D¯r,p(E)
and |g − gn|H¯κr,p(E) = |g˜ − g˜n|Hκp(E,Vr) → 0 as n → ∞. So, D¯r,p(E) is dense
in H¯κr,p(E).
Similarly we prove the remaining assertions of part (c).
3.1 Stochastic integrals
We discuss here the definition of the stochastic integrals with respect to a
martingale measure η.
Lemma 12 Let β ∈ R,p > 2,Φ ∈ Hβ2,p(E) ∩ H
β
p,p(E). There is a unique
cadlag Hβp (Rd)-valued process
M(t) =
∫ t
0
∫
Φ(s, x, υ)η(ds, dυ), 0 6 t 6 T, x ∈ Rd,
such that for every ϕ ∈ S(Rd)
〈M(t), ϕ〉 =
∫ t
0
∫
〈Φ(s, ·, υ), ϕ〉 η(ds, dυ), 0 6 t 6 T. (15)
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Moreover, there is a constant independent of C such that
E sup
t6T
|
∫ t
0
∫
Φ(s, ·, υ)η(ds, dυ)|
Hβp (Rd)
6 C
∑
r=2,p
|Φ|
H
β
r,p(E)
.
Proof. For an arbitrary φ ∈ Hβ2,p(E)∩H
β
p,p(E), by stochastic Fubini theorem
(Lemma 2 in [15])∫ t
0
∫
〈φ(s, ·, υ), ϕ〉 η(ds, dυ) =
∫ t
0
∫ ∫
Jβφ(s, x, υ)J−βϕ(x)dxη(ds, dυ)
=
∫ ∫ t
0
∫
Jβφ(s, x, υ)η(ds, dυ)J−βϕ(x)dx,
and (see Corollary 2 in [13])
E[ sup
t6T
∣∣∣∣∫ t
0
∫
〈φ(s, ·, υ), ϕ〉 η(ds, dυ)
∣∣∣∣p] (16)
6 C
∫
E sup
t6T
∣∣∣∣∫ t
0
∫
Jβφ(s, x, υ)η(ds, dυ)
∣∣∣∣p dx 6 C ∑
r=2,p
|φ|
H
β
r,p(E)
.
First we define the stochastic integral for Φ ∈ D2,p(E) ∩ Dp,p(E). By
Lemma 15 in [15], for a given Φ ∈ D2,p(E) ∩Dp,p(E) there is a cadlag in t
and smooth in x adapted function M(t, x) such that for each γ ∈ Nd0 and
x ∈ Rd, P-a.s.
DγxM(t, x) =
∫ t
0
∫
DγxΦ(s, x, υ)η(ds, dυ), 0 6 t 6 T.
By stochastic Fubini theorem (Lemma 2 in [15]), for each β ∈ R and x ∈ Rd,
P-a.s.
JβM(t, x) =
∫ t
0
∫
JβΦ(s, x, υ)η(ds, dυ), 0 6 t 6 T,
and P-a.s
〈M(t), ϕ〉 =
∫
M(t, x)ϕ(x)dx =
∫ t
0
∫
(
∫
Φ(s, x, υ)ϕ(x)dx)η(ds, dυ)(17)
=
∫ t
0
∫
〈Φ(s, ·, υ), ϕ〉 η(ds, dυ), 0 6 t 6 T.
Obviously, JβM(t) is Lp(R
d)-valued continuos and, by Corollary 2 in [13],
there is a constant independent of Φ such that
E sup
t6T
|M(t)|p
Hβp (Rd)
6 C
∑
r=2,p
|Φ|p
H
β
r,p(E)
. (18)
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If Φ ∈ Hβ2,p(E) ∩ H
β
p,p(E), then there is a sequence Φn ∈ D2,p(E) ∩Dp,p(E)
such that ∑
r=2,p
|Φ− Φn|Hβr,p(E)
→ 0
as n→∞. Let
Mn(t) =
∫ t
0
∫
Φn(t, ·, υ)η(ds, dυ), 0 6 t 6 T.
According to (18) and (17),
E sup
t6T
|Mn(t)−Mm(t)|
p
Hβp (Rd)
6 C
∑
r=2,p
|Φn − Φm|
p
H
β
r,p(E)
→ 0
as n,m→∞. Therefore there is an adapted cadlag Hβp (Rd)-valued process
M(t) so that
E sup
t6T
|Mn(t)−M(t)|
p
Hβp (Rd)
→ 0
as n→∞. On the other hand by (16),
E sup
t6T
|
∫ t
0
∫
〈Φn(s, ·, υ)− Φ(s, ·, υ), ϕ〉 η(ds, dυ)|
p
6 C
∑
r=2,p
|Φn − Φ|Hβr,p(E)
→ 0
as n→∞, and (15) holds. The statement follows.
Corollary 13 Let α ∈ (0, 2), β ∈ R, p > 2, u ∈ Hβ+αp (E). Then
Q(t) =
∫ t
0
∫
[u(s, ·+ y)− u(s, ·)] q(α)(ds, dy), 0 6 t 6 T,
is cadlag Hβp (Rd)-valued and
E sup
t6T
|Q(t)|
Hβp (Rd)
6 C |u|
H
β+α/2
p (E)
.
Proof. We apply Lemma 12 with Φ(s, x, y) = u(s, x+ y)− u(s, x), (s, x) ∈
E, y ∈ Rd0. We have
JβΦ(s, x, y) = Jβu(s, x+ y)− Jβu(s, x)
20
and, by Theorem 2.2 in [18],∫ (∫
JβΦ(s, x, y)|2
dy
|y|d+α
)p/2
dx
=
∫ (∫
|Jβu(s, x+ y)− Jβu(s, x)|2
dy
|y|d+α
)p/2
6 C |u|p
H
β+α/2
p
.
By definition of the norm,
E
∫ T
0
∫ ∫
JβΦ(s, x, y)|p
dydxds
|y|d+α
= E
∫ T
0
∫ ∫
|Jβu(s, x+ y)− Jβu(s, x)|p
dydxds
|y|d+α
6 C |u|p
B
β+α/p
pp
6 C |u|p
H
β+α/2
p
.
We will need the following auxiliary statement as well. Let (Ω,F ,P)
be a complete probability space. We introduce the product of probability
spaces
(Ω˜, F˜ , P˜) = (Ω× Ω,F ⊗ F ,P×P).
Let F˜′ = (F˜ ′t) be the usual augmentation of (Ft ⊗ F) (see [4]). Obviously,
η(dt, dυ) is a (F˜′, P˜)-martingale measure. For a measurable integrable func-
tion F on Ω˜ = Ω× Ω¯ we denote
E(1)F =
∫
F (ω, ω¯)P(dω), ω ∈ Ω,
E(2)F =
∫
F (ω, ω¯)P¯(dω¯), ω¯ ∈ Ω¯.
Lemma 14 (a) Let ξ(s, ω, ω¯, υ) be R(F˜′)⊗ U-measurable and
EP˜
∫ T
0
∫
U
|ξ(s, υ)|2Π(dυ)ds <∞.
Then P˜-a.s. for all t > 0,
E(1)
∫ t
0
∫
ξ(s, υ)η(ds, dυ) = 0,
E(2)
∫ t
0
∫
ξ(s, υ)η(ds, dυ) =
∫ t
0
∫
E(2)ξ(s, υ)η(ds, dυ).
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(b) Let ξ(s, ω, ω¯) be Y -valued R(F˜′)-measurable and
EP˜
∫ T
0
|ξ(s)|2Y ds <∞.
Then P˜-a.s. for all t > 0,
E(1)
∫ t
0
ξ(s)dWs = 0,
E(2)
∫ t
0
ξ(s)dWs =
∫ t
0
∫
E(2)ξ(s)dWs.
Proof. (a) Obviously,
Mt =
∫ t
0
∫
ξ(s, υ)η(ds, dυ), 0 6 t 6 T,
is a (F˜′, P˜)-martingale. Then for any A ∈ F¯ ,
0 =
∫
χA(ω¯)Mt(ω, ω¯)P˜(dω, dω¯) =
∫
χA(ω¯)E
(1)Mt(·, ω¯)P¯(dω¯).
Since A ∈ F¯ is arbitrary, it follows that E(1)Mt(ω¯) = 0 P¯-a.s.
Obviously, there is a sequence of the form
ξn(s, ω, ω¯, υ) =
Nn∑
k=1
φn,k(ω¯)ξn,k(s, ω, υ)
such that φn,k are F¯- and ξn,k are P(F)⊗ U -measurable,
EP˜
∫ T
0
∫
φn,k(ω¯)
2ξn,k(s, ω, υ)
2Π(dυ)ds <∞, n > 1, 1 6 k 6 Nn,
and
EP˜
∫ T
0
∫
(ξn(s, ω, , ω¯, υ)− ξn(s, ω, , ω¯, υ))
2Π(dυ)ds→ 0
as n→∞. Since for any k, n
E(2)
∫ t
0
∫
φn,kξn,k(s, υ)η(ds, dυ)
= EP¯φn,k(ω¯)
∫ t
0
∫
ξn,k(s, υ)η(ds, dυ) =
∫ t
0
∫
EP¯φn,k(ω¯)ξn,k(s, υ)η(ds, dυ)
=
∫ t
0
∫
E(2)[φn,kξn,k(s, υ)]η(ds, dυ),
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we have
E(2)
∫ t
0
∫
ξn(s, υ)η(ds, dυ) =
∫ t
0
∫
E(2)ξn(s, υ)η(ds, dυ)
and the statement follows by passing to the limit.
(b) The satement is shown by repeating with obvious changes the proof
of the part (a).
4 Model problem. Partial case I
In this section, we consider the Cauchy problem
du(t, x) =
(
A
(α)
0 u− λu+ f
)
(t, x)dt (19)
+
∫
U
Φ(t, x, υ)η(dt, dυ) + h(t, x)dWt in E,
u(0, x) = u0(x) in R
d
for smooth in x input functions u0, f,Φ, h.
The operator A
(α)
0 , α ∈ (0, 2], is defined by
A
(α)
0 u(t, x) =
∫
∇αyu(t, x)m
(α)
0 (t, y)
dy
|y|d+α
1α∈(0,2)
+(b(t),∇u(t, x))1α=1 +
1
2
δ∆u(t, x)1α=2,
where δ > 0,
∇αyu(t, x) = u(t, x+ y)− u(t, x)− (∇u(t, x), y)χ
(α)(y),
χ(α)(y) = 1α∈(1,2) + 1|y|611α=1 and ∆ is the Laplace operator in R
d.
4.1 Auxiliary results
In terms of Fourier transform
F(A
(α)
0 u)(t, ξ) = ψ
(α)
0 (t, ξ)Fu(t, ξ),
where
ψ
(α)
0 (t, ξ) = −c0
∫
Sd−1
|(w, ξ)|α
[
1− i
(
tan
αpi
2
sgn(w, ξ)1α 6=1
−
2
pi
sgn(w, ξ) ln |(w, ξ)|1α=1
)]
m
(α)
0 (t, w)µd−1(dw)1α∈(1,2)
+i(b(t), ξ)1α=1 −
1
2
δ|ξ|21α=2.
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and c0 = c0(α) is a positive constant.
Let us introduce the functions
G
(α)
s,t (x) = F
−1
{
exp
(∫ t
s
ψ
(α)
0 (r, ξ)dr
)}
(x),
G
(α),λ
s,t (x) = e
−λ(t−s)G
(α)
s,t (x) 0 6 s < t 6 T, x ∈ R
d.
Remark 15 The function G
(α)
s,t (α)(x) is the fundamental solution of the
equation ∂tu = A
(α)
0 u. On the other hand (see, e.g. [17]), G
(α)
s,t is the density
function of an α-stable distribution. Hence, G
(α)
s,t > 0 and∫
Rd
G
(α)
s,t (x)dx = 1.
Further, for brevity of notation, we will drop the superscript α in G
(α),λ
s,t
and G
(α)
s,t .
For a representation of solution to (19) we introduce the following oper-
ators:
T λt u0(x) = G
λ
0,t ∗ u0(x), u0 ∈ Dp(R
d),
Rλf(t, x) =
∫ t
0
Gλs,t ∗ f(s, x)ds, f ∈ Dp(E),
R˜λΦ(t, x) =
∫ t
0
∫
U
Gλs,t ∗Φ(s, x, υ)η(ds, dυ), Φ ∈ D2,p(E) ∩Dp,p(E),
R¯λh(t, x) =
∫ t
0
Gλs,t ∗ h(s, x)dWs, h ∈ Dp(E,Y ).
Lemma 16 Let α ∈ (0, 2], p > 2 and Assumption A0 be satisfied. Then
there is a constant C = C(α, p, d,K, δ) such that the following estimates
hold:
(i) |T λu0|Lp(E) 6 ρ
1
p
λ |u0|Lp(Rd), u0 ∈ Dp(R
d),
(ii) |Rλf |Lp(E) 6 ρλ|f |Lp(E), f ∈ Dp(E),
(iii) |R˜λΦ|Lp(E) 6 C
∑
r=2,p
ρ
1
r
λ |Φ|Lr,p(E), Φ ∈ D2,p(E) ∩Dp,p(E),
(iv) |R¯λh|Lp(E) 6 Cρ
1
2
λ |h|Lp(E,Y ), h ∈ Dp(E,Y ),
where ρλ = T ∧
1
λ .
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Proof. (i) By Minkowski’s inequality and Remark 15,
|T λu0|
p
Lp(E)
= E
∫ T
0
∫
Rd
|Gλ0,t ∗ u0(x)|
pdxdt 6
∫ T
0
e−λpt|u0|
p
Lp(Rd)
dt
6 ρλ|u0|
p
Lp(Rd)
.
(ii) By Minkowski’s inequality and Remark 15,
|Rλf |
p
Lp(E)
= E
∫ T
0
∫
Rd
∣∣∣∣ ∫ t
0
Gλs,t ∗ f(s, x)ds
∣∣∣∣pdxdt
6
∫ T
0
(∫ t
0
∫
Rd
Gλs,t(y)|f(s, ·)|Lp(Rd)dyds
)p
dt
=
∫ T
0
(∫ t
0
e−λ(t−s)|f(s, ·)|Lp(Rd)ds
)p
dt ≡ I.
Applying here Ho¨lder’s inequality, we get
I 6
∫ T
0
(∫ t
0
e−λ(t−s)ds
)p−1 ∫ t
0
e−λ(t−s)|f(s, ·)|p
Lp(Rd)
dsdt
6 ρp−1λ
∫ T
0
∫ T
s
e−λ(t−s)|f(s, ·)|p
Lp(Rd)
dtds 6 ρpλ|f |
p
Lp(E)
. (20)
(iii) By Doob’s and Minkowski’s inequalities
E|R¯λh(t, x)|
p = E
∣∣∣∣ ∫ t
0
Gλs,t ∗ h(s, x)dWs
∣∣∣∣p 6 CE(∫ t
0
∣∣Gλs,t ∗ h(s, x)∣∣2Y ds)
p
2
6 CE
(∫ t
0
[
Gλs,t ∗ |h(s, x)|Y
]2
ds
) p
2
.
Therefore, by Minkowski’s inequality and Remark 15,
|R¯λh|
p
Lp(E)
= E
∫ T
0
∫
Rd
∣∣R¯λh(t, x)∣∣pdxdt
6 CE
∫ T
0
∫
Rd
(∫ t
0
[
Gλs,t ∗ |h(s, x)|Y
]2
ds
) p
2
dxdt
6 C
∫ T
0
(∫ t
0
∫
Rd
e−2λ(t−s)Gs,t(y)|h(s, ·)|
2
Lp(Rd,Y )
dyds
) p
2
dt
= C
∫ T
0
(∫ t
0
e−2λ(t−s)|h(s, ·)|2
Lp(Rd,Y )
ds
) p
2
dt.
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Now, similarly as in (20) with p replaced by p/2, we get
|R¯λh|
p
Lp(E)
6 Cρ
p
2
λ |h|
p
Lp(E)
.
By Corollary 2 in [13],
|R˜λΦ|
p
Lp(E)
6 C(A+B),
where
A = E
∫ T
0
∫
Rd
(∫ t
0
∫
U
[
Gλs,t ∗ Φ(s, x, v)
]2
Π(dv)ds
) p
2
dxdt
and
B = E
∫ T
0
∫
Rd
∫ t
0
∫
U
∣∣Gλs,t ∗Φ(s, x, v)∣∣pΠ(dv)dsdxdt.
By Minkowski’s inequality and Remark 15,
A 6 E
∫ T
0
∫
Rd
(∫ t
0
[
Gλs,t ∗
(∫
U
Φ2(s, x, v)Π(dv)
) 1
2
]2
ds
) p
2
dxdt
6
∫ T
0
(∫ t
0
e−2λ(t−s)|Φ(s, ·, ·)|2
L2,p(Rd)
ds
) p
2
dt
and
B 6 E
∫ T
0
∫
Rd
∫ t
0
[
Gλs,t ∗
(∫
U
|Φ(s, x, v)|pΠ(dv)
) 1
p
]p
dsdxdt
6
∫ T
0
∫ t
0
e−pλ(t−s)|Φ(s, ·, ·)|p
Lp,p(Rd)
dsdt.
Now, similarly as in (20), we get
A 6 ρ
p
2
λ |Φ|
p
L2,p(E)
and
B 6 ρλ|Φ|
p
Lp,p(E)
.
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Lemma 17 Let α ∈ (0, 2], β ∈ R, p > 2 and Assumption A0 be satis-
fied. Then there is a constant C = C(α, p, d,K, δ, T ) such that the following
estimates hold:
(i) |T λu0|Hβ+αp (E)
6 C|u0|
B
β+α−αp
pp (Rd)
, u0 ∈ Dp(R
d),
(ii) |Rλf |Hβ+αp (E)
6 C|f |
H
β
p (E)
, f ∈ Dp(E),
(iii) |R˜λΦ|Hβ+αp (E)
6 C
∑
r=2,p
|Φ|
B
β+α−αr
r,pp (E)
, Φ ∈ D2,p(E) ∩Dp,p(E),
(iv) |R¯λh|Hβ+αp (E)
6 C|h|
H
β+α/2
p (E,Y )
, h ∈ Dp(E,Y ).
Proof. We have Lp-estimates by Lemma 16. The estimate (ii) follows by
Theorem 2.1 in [11]. The estimate (iii) is proved in [13] (we apply Corollary
1 and Proposition 2 with V = L2(U,U ,Π)). The estimate (iv) is proved in
[13] (Proposition 2 with V = Y ).
It remains to prove (i). We follow the arguments in [13] (see [3] as well).
Let
Ttu0(x) = G0,t ∗ u0(x).
Since
|T λ· u0|
p
H
β
p (E)
= E
∫ T
0
e−λpt|Ttu0|
p
Hβp (Rd)
dt 6 E|T·u0|
p
Hβp (E)
,
it suffices to prove the estimate
|T·u0|Hβp (E)
6 C|u0|
B
β−αp
pp (Rd)
(21)
for non-random functions u0 ∈ Dp(R
d).
In order to show (21), we follow [11]. Let
ϕ˜0 = ϕ0 + ϕ1,
ϕ˜j = ϕj−1 + ϕj + ϕj+1, j > 1,
where the functions ϕj , j > 0, are defined in Subsection 2.2. Let
hjt (x) = G0,t ∗ ϕ˜j(x), j > 0.
According to Lemma 12 in [11] or inequality (36) and Lemma 16 in [13],
there are positive constants C and c such that for all s < t, j > 1,∣∣hjt ∣∣1 6 Ce−c2jαt ∑
k6d0
(
2jαt
)k
, |h0t |1 6 C. (22)
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Here and in the remaining part of the proof we use the notation | · |p =
| · |Lp(Rd), p > 1.
We set
u0,j = u0 ∗ ϕj , j > 0.
Obviously,
ϕj ∗ Ttu0 = Tt(u0 ∗ ϕj) = Ttu0,j , j > 0.
Since ϕj = ϕj ∗ ϕ˜j , j > 0, we have
Ttu0,j = h
j
t ∗ u0,j , j > 0.
By Minkowski’s inequality,
|T·u0|
p
Hβp (E)
=
∫ T
0
∫
Rd
( ∞∑
j=0
22βj
[
ϕj ∗ Ttu0(x)
]2) p2
dxdt
=
∫ T
0
∫
Rd
( ∞∑
j=0
22βj
[
hjt ∗ u0,j(x)
]2) p2
dxdt
6
∫ T
0
( ∞∑
j=0
22βj
∣∣hjt ∗ u0,j∣∣2p)
p
2
dt. (23)
Applying Minkowski’s inequality and (22), we get
|hjt ∗ u0,j |p 6 |h
j
t |1 |u0,j |p 6 Ce
−c2αjt|u0,j|p, j > 0.
Hence, by (23)
|T·u0|
p
Hβp (E)
6 C
∫ T
0
( ∞∑
j=0
e−c2
αjt22βj|u0,j |
2
p
) p
2
dt. (24)
If p = 2, we have immediately
|T·u0|
p
Hβp (E)
6 C
∫ T
0
∞∑
j=0
e−c2
αjt22βj |u0,j|
2
2dt
6 C
∞∑
j=0
2−αj22βj|u0,j |
2
2 = C|u0|B
β−α
2
22
(Rd)
.
If p > 2, we split the sum in (24) as follows:
∞∑
j=0
e−c2
αjt22βj |u0,j|
2
p =
∑
j∈J
e−c2
αjt22βj |u0,j|
2
p
+
∑
j∈N0\J
e−c2
αjt22βj|u0,j |
2
p = A(t) +B(t),
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where J = {j ∈ N0 : 2
αjt 6 1}.
Fix κ ∈ (0, 2αp ). Using Ho¨lder’s inequality, we get
A(t) 6
∑
j∈J
22βj2κj2−κj|u0,j |
2
p 6
(∑
j∈J
2qκj
)1/q(∑
j∈J
2pβj2−pκj/2|u0,j |
p
p
)2/p
with q = pp−2 . Since ∑
j∈J
2qκj 6 Ct−qκ/α,
we have
A(t) 6 Ct−
κ
α
(∑
j∈J
2pβj2−pκj/2|u0,j|
p
p
) 2
p
= Ct−
κ
α
(∑
j
1{t62−αj}2
pβj2−pκj/2|u0,j|
p
p
) 2
p
.
So, ∫ T
0
A(t)
p
2 dt 6 C
∑
j
2pβj2−pκj/2|u0,j|
p
p
∫ 2−αj
0
t−
pκ
2α dt
6 C
∑
j
2−αj2pβj|u0,j |
p
p.
By Ho¨lder’s inequality,
B(t) 6
{ ∑
j∈N0\J
e−c2
αjt
} 1
q
{ ∑
j∈N0\J
e−c2
αjt2βpj|u0,j |
p
p
} 2
p
with q = pp−2 . Since e
−c2αjt is decreasing in j, we have∑
j∈N0\J
e−c2
αjt
6
∫
t>2−αr
e−c2
−α2αrtdr 6 C.
Therefore, ∫ T
0
B(t)
p
2 dt 6 C
∑
j
2βpj|u0,j|
p
p
∫ T
0
e−c2
αjtdt
6 C
∑
j
2−αj2βpj|u0,j|
p
p.
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Finally,
|T·u0|
p
Hβp (E)
6 C
(∫ T
0
A(t)
p
2 dt+
∫ T
0
B(t)
p
2 dt
)
6 C
∑
j
2−αj2βpj|u0,j |
p
p = C|u0|
p
B
β−αp
pp (Rd)
.
The lemma is proved.
For a bounded measurable m(y), y ∈ Rd, and α ∈ (0, 2), set for v ∈
S(Rd), x ∈ Rd,
Lv(x) = Lαv(x) =
∫
∇αv(x)m(y)
dy
|y|d+α
.
We will need the following continuity estimate (see [2] for a symmetric case,
Theorem 2.1 in [5] for a general case using Ho¨lder estimates, and Lemma 10
in [14] for a direct proof).
Lemma 18 (Lemma 10, [14]) Let |m(y)| 6 K, y ∈ Rd, p > 1, and α ∈
(0, 2). Assume ∫
r6|y|6R
ym(y)
dy
|y|d+α
= 0
for any 0 < r < R if α = 1. Then there is a constant C such that
|Lαu|p 6 CK|∂
αu|p, u ∈ Lp(R
d).
4.2 Solution for smooth input functions
Theorem 19 Let α ∈ (0, 2], p > 2 and Assumption A0 be satisfied. Let
u0 ∈ Dp(R
d) be F0-measurable, f ∈ Dp(E), Φ ∈ D2,p(E) ∩ Dp,p(E) and
h ∈ Dp(E,Y ).
Then there is a unique strong solution u ∈ Dp(E) of (19). Moreover,
P-a.s. u(t, x) is cadlag in t, smooth in x and the following assertions hold:
(i) for each multiindex γ ∈ Nd0 and (t, x) ∈ E P-a.s.
∂γxu(t, x) = T
λ
t ∂
γu0(x) +Rλ∂
γ
xf(t, x) + R˜λ∂
γ
xΦ(t, x)
+R¯λ∂
γ
xh(t, x);
(ii) for each multiindex γ ∈Nd0
|∂γu|Lp(E) 6 C
{
ρ
1/p
λ |∂
γu0|Lp(Rd) + ρλ|∂
γf |Lp(E)
+
∑
r=2,p
ρ
1/r
λ |∂
γΦ|Lr,p(E) + ρ
1/2
λ |∂
γh|p
Lp(E,Y )
}
,
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where ρλ = T ∧
1
λ and the constant C = C(α, p, d, |γ|,K, δ);
(iii) for each β ∈ R
|u|
H
β+α
p (E)
6 C
{
|u0|
B
β+α−αp
pp (Rd)
+ |f |
H
β
p(E)
+ |Φ|
H
β+α
2
2,p (E)
+|Φ|
B
β+α−αp
p,pp (E)
+ |h|
H
β+α/2
p (E,Y )
}
,
where the constant C = C(α, β, p, d, T,K, δ).
Proof. We follow the arguments in [15], [12]. Denote by C∞p (E) the set
of all R(F) ⊗ B(Rd)-measurable random functions v(t, x) on E such that
P-a.s. for all t ∈ [0, T ] u(t, x) is infinitely differentiable in x and for every
multiindex γ ∈ Nd0
sup
(t,x)∈E
E|Dγxv(t, x)|
p <∞.
According to the definition of Dp(E), we have Dp(E) ⊂ C
∞
p (E).
Let u0 = 0. Since for every multiindex γ ∈ N
d
0
sup
(t,x)∈E
E
{
|Dγxf(t, x)|
p +
∑
r=2,p
(∫
U
∣∣DγxΦ(t, x, υ)∣∣rΠ(dυ)) pr
+
∣∣Dγxh(t, x)∣∣pY} <∞,
by Lemma 8 in [15] and Lemma 7 in [12] there is a unique u ∈ C∞p (E)
solving (19), u(t, x) is cadlag in t and the assertion (i) holds with γ = 0.
Moreover (see equation (20) in the proof of Lemma 8 in [15] and the proof
of Lemma 7 in [12]), for every γ ∈ Nd0 and (t, x) ∈ E we have P-a.s.
Dγxu(t, x) =
∫ t
0
[
A
(α)
0 D
γ
xu− λD
γ
xu+D
γ
xf
]
(s, x)ds
+
∫ t
0
∫
U
DγxΦ(s, x, υ)η(ds, dυ) +
∫ t
0
Dγxh(s, x)dWs .
Applying Lemma 8 in [15] and Lemma 7 in [12] again, we get the assertion
(i) for arbitrary γ ∈ Nd0. The estimates (ii) and (iii) follow by Lemmas 16
and 17. The assertion (iii) and embedding theorem imply that u ∈ Dp(E).
Using Lemma 3.2 in [11], we get that there is a constant C such that for
every υ ∈ Hβ+αp (E)
|A
(α)
0 υ|Hβp (E)
6 C|υ|
H
β+α
p (E)
.
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Hence, u ∈ Dp(E) is a unique strong solution of (19).
The case u0 6= 0 is considered as above repeating the proof of Lemma 8
in [15] with obvious changes. The theorem is proved.
5 Model problem. Partial case II
In this section, we consider the following partial case of equation (1):
du(t, x) =
(
A(α)u− λu+ f
)
(t, x)dt+
∫
U
Φ(t, x, υ)η(dt, dυ) (25)
+
∫
Rd
0
g(t, x, y)q(α)(dt, dy)1α∈(0,2) + h(t, x)dWt,
u(0, x) = u0(x).
We prove Theorem 5 which is a partial case of the following statement.
Theorem 20 Let α ∈ (0, 2], β ∈ R, p > 2 and Assumptions A(i)-(ii) be
satisfied with σi = 0, i = 1, . . . , d. Assume P-a.s. for all t ∈ [0, T ] and
y ∈ Rd0
m(α)(t, y) > m
(α)
0 (t, y) if α ∈ (0, 2),(
Bij(t)
)
yiyj > δ|y|
2 if α = 2,
where the functions m
(α)
0 satisfy Assumption A0. Let u0 ∈ B
β+α−α
p
pp (Rd) be
F0-measurable, f ∈ H
β
p (E), Φ ∈ B
β+α−α
p
p,pp (E)∩H
β+α
2
2,p (E), g ∈ B¯
β+α−α
p
p,pp (E)∩
H¯
β+α
2
2,p (E) and h ∈ H
β+α/2
p (E,Y ).
Then there is a unique strong solution u ∈ Hβ+αp (E) of (25). Moreover,
there is a constant C = C(α, β, p, d, T,K, δ) such that
|u|
H
β+α
p (E)
6 C
(
|u0|
B
β+α−αp
pp (E)
+ |f |
H
β
p(E)
+ |Φ|
H
β+α
2
2,p (E)
+ |Φ|
B
β+α−αp
p,pp (E)
(26)
+
(
|g|
H¯
β+α
2
2,p (E)
+ |g|
B¯
β+α−αp
p,pp (E)
)
+ |h|
H
β+α/2
p (E,Y )
)
.
First, we consider (25) for smooth in x input functions u0, f,Φ, g and h.
Lemma 21 Let α ∈ (0, 2], β ∈ R, p > 2 and Assumption A be satisfied
with σi = 0, i = 1, . . . , d, and l(α) = 0 in A(iii). Let u0 ∈ Dp(R
d) be F0-
measurable, f ∈ Dp(E), Φ ∈ D2,p(E)∩Dp,p(E), g ∈ D¯2,p(E)∩ D¯p,p(E) and
h ∈ Dp(E,Y ).
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Then there is a unique strong solution u ∈ Dp(E) of (25). Moreover,
P-a.s. u(t, x) is cadlag in t, smooth in x and the following assertions hold:
(i) for every multiindex γ ∈ Nd0
|Dγu|Lp(E) 6 C
{
ρ
1/p
λ |D
γu0|Lp(Rd) + ρλ|D
γf |Lp(E) (27)
+
∑
r=2,p
ρ
1/r
λ
(
|DγΦ|Lr,p(E) + |D
γg|L¯r,p(E)
)
+ρ
1/2
λ |D
γh|Lp(E,Y )
}
.
where ρλ = T ∧
1
λ and the constant C = C(α, p, d, |γ|,K, δ);
(ii) the estimate (26) holds for every β ∈ R.
Proof. Existence. 10. First, we consider the equation (25) with A(α)
replaced by A
(α)
0 (equivalently, m
(α) in the definition of A(α) is replaced by
m
(α)
0 ) .
By Lemma 14.50 and Theorem 14.56 in [7], there is a Rd-valued R(F)⊗
B(R0)-measurable random function c
(α)(t, z) on [0, T ] ×R0 satisfying (14)
and a Poisson point measure p˜(dt, dz) on ([0,∞)×R0,B([0,∞))⊗B(R0)),
possibly on an extended probability space, such that
p(α)(dt, dy) =
∫
R0
1dy(c
(α)(t, z))p˜(dt, dz)
and
q(α)(dt, dy) =
∫
R0
1dy(c
(α)(t, z))q˜(dt, dz),
where q˜(dt, dz) = p˜(dt, dz) − dzdtz2 . Hence, for every g ∈ D¯2,p(E) ∩ D¯p,p(E),
we have ∫ t
0
∫
Rd
0
g(s, x, y)q(α)(ds, dy) =
∫ t
0
∫
R0
g˜(s, x, z)q˜(ds, dz),
where g˜(s, x, z) = g(s, x, c(α)(s, z)). Since the point measures p˜ and η have
no common jumps, the problem (25) reduces to the case of a single point
measure on [0,∞)×V , where V is the sum of U and R0. Therefore,Theorem
19 applies and all the assertions of the Lemma follow in the case A(α) = A
(α)
0 .
20. Let (Ω,F ,P) be a complete probability space with a filtration of
σ-algebras F = (F t) satisfying the usual conditions. Let p¯(dt, dz) be an
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F-adapted Poisson measure on ([0,∞) × R0,B([0,∞)) ⊗ B(R0)) with the
compensator dtdz/z2 andW t be an independent standard F-adapted Wiener
process in Rd.
We introduce the product of probability spaces
(Ω˜, F˜ , P˜) = (Ω× Ω,F ⊗ F ,P×P).
Let F˜ ′ be the completion of F˜ . Let F˜′ = (F˜ ′t), F˜
′′ = (F˜ ′′t ) and F˜
′′′ = (F˜ ′′′t ) be
the usual augmentations of (Ft ⊗F t), (F ⊗ F t) and (Ft ⊗F), respectively
(see [4]).
Obviously,
q¯(dt, dz) = p¯(dt, dz) −
dzdt
z2
is an (F˜′, P˜)- and (F˜′′, P˜)-martingale measure. Also, q(α)(dt, dy) and η(dt, dυ)
are (F˜′, P˜)- and (F˜′′′, P˜)-martingale measures.
By Lemma 14.50 in [7], there is a R(F) ⊗ B(R0)-measurable R
d-valued
function c
(α)
0 (t, z) such that
[m(α)(t, y)−m
(α)
0 (t, y)]
dy
|y|d+α
=
∫
R0
1dy(c
(α)
0 (t, z))
dz
z2
with α ∈ (0, 2).
Let σδ(t) be a symmetric square root of the matrix B(t) − δI. We
introduce the F˜′-adapted processes Y
(α)
t , t ∈ [0, T ], defined by
Y
(α)
t =
∫ t
0
∫
R0
χ(α)(c
(α)
0 (s, z))c
(α)
0 (s, z)q¯(ds, dz)
+
∫ t
0
∫
R0
[1− χ(α)(c
(a)
0 (s, z))]c
(α)
0 (s, z)p¯(ds, dz)
for α ∈ (0, 2) and
Y
(2)
t =
∫ t
0
σδ(s)dW s.
Let us consider the problem
dw(t, x) =
[
A
(α)
0 w(t, x) − λw(t, x) + f
(
t, x− Y
(α)
t
)]
dt
+
∫
U
Φ
(
t, x− Y
(α)
t− , υ
)
η(dt, dυ)
+
∫
Rd
0
g
(
t, x− Y
(α)
t− , y
)
q(α)(dt, dy)1α∈(0,2) (28)
+h
(
t, x− Y
(α)
t
)
dWt ,
w(0, x) = u0(x).
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Obviously, f(t, x−Y
(α)
t ) ∈ Dp(E),Φ(t, x−Y
(α)
t , υ) ∈ D2,p(E)∩Dp,p(E), g(t, x−
Y
(α)
t , y) ∈ D¯2,p(E)∩D¯p,p(E) and h(t, x−Y
(α)
t ) ∈ Dp(E,Y ), where the classes
Dp(E), Dr,p(E), Dr,p(E) and Dp(E,Y ) are defined on the extended prob-
ability space (Ω˜, F˜ , P˜) with the filtration F˜′. According to the first part
of the proof, there is a unique strong solution w ∈ Dp(E) of (28). More-
over, w(t, x) is cadlag in t, smooth in x and possesses the properties (i) and
(ii) with all the norms defined on the extended probability space. Since
the norms entering the estimates (i) and (ii) are invariant with respect to
random shifts of the space variable x ∈ Rd, we conclude that the norms
|∂γw|Lp(E) and |w|Hβ+αp (E)
defined on the extended probability space do not
exceed the right-hand sides of the estimates (i) and (ii) defined on the orig-
inal probability space.
Applying the Ito-Wentzel formula (see Proposition 1 of [10] and note
that Y
(α)
s and w(s, x) have no common jumps), we have
w(t, x + Y
(α)
t ) = u0(x) +
∫ t
0
[
A
(α)
0 w
(
s, x+ Y (α)s
)
− λw
(
s, x+ Y (α)s
)
+f(s, x) +
1
2
(
B(s)− δI
)ij
wxixj(s, x+ Y
(α)
s )1α=2
]
ds
+
∫ t
0
∇w
(
s−, x+ Y
(α)
s−
)
dY (α)s
+
∑
s6t
[
w
(
s−, x+ Y (α)s
)
− w
(
s−, x+ Y
(α)
s−
)
−
(
∇w(s−, x+ Y
(α)
s− ), Y
(α)
s − Y
(α)
s−
)]
1α∈(0,2)
+
∫ t
0
∫
U
Φ(s, x, υ)η(ds, dυ)
+
∫ t
0
∫
Rd
0
g(s, x, y)q(α)(ds, dy)1α∈(0,2) +
∫ t
0
h(s, x)dWs .
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Thus
w(t, x + Y
(α)
t ) (29)
= u0(x) +
∫ t
0
[
A(α)w
(
s, x+ Y (α)s
)
− λw
(
s, x+ Y (α)s
)
+ f(s, x)
]
ds
+
∫ t
0
∫
R0
[
w
(
s−, x+ Y
(α)
s− + c
(α)
0 (s, z)
)
− w
(
s−, x+ Y
(α)
s−
)]
q¯(ds, dz)1α∈(0,2)
+
∫ t
0
∇w(s, x+ Y (α)s )σδ(s)dW s 1α=2 +
∫ t
0
∫
U
Φ(s, x, υ)η(ds, dυ)
+
∫ t
0
∫
Rd
0
g(s, x, y)q(α)(ds, dy)1α∈(0,2) +
∫ t
0
h(s, x)dWs.
Let
w˜(t, x) = w
(
t, x+ Y
(α)
t
)
, u(t, x) = Ew˜(t, x),
where for a measurable integrable function F on Ω˜ = Ω× Ω¯ we denote
EF =
∫
F (ω, ω¯)P¯(dω¯).
Obviously, u ∈ Dp(E), and by Ho¨lders inequality,
|∂γu|Lp(E) 6 |∂
γw˜|Lp(E), |u|Hβ+αp (E)
6 |w˜|
H
β+α
p (E)
,
where the norms |∂γw˜|Lp(E) and |∂
γw˜|
H
β+α
p (E)
defined on the extended prob-
ability space coincide with the norms |∂γw|Lp(E) and |w|Hβ+αp (E)
and do not
exceed the right-hand sides of the estimates (i) and (ii). Therefore, the
function u satisfies the estimates (i) and (ii). Moreover, u is cadlag in t,
and smooth in x. Since a R(F˜′)-measurable process is R(F˜′′)- and R(F˜′′′)-
measurable as well, taking expectation E¯ of both sides of (29) and applying
Lemma 14, we see that u satisfies (25).
Uniqueness. Let ui ∈ Dp(E), i = 1, 2, be two strong solutions of (25).
Then u = u1 − u2 is a strong solution to the problem
du(t, x) =
(
A(α)u− λu
)
(t, x)dt in E,
u(0, x) = 0 in Rd. (30)
Considering (30) separately for every ω ∈ Ω, without loss of generality we
can assume that the coefficients m(α), B, b of the operator A(α) and the
function u are non-random.
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We fix arbitrary (t0, x) ∈ E and introduce the processes Z
(α)
t , t ∈
[0, t0], α ∈ (0, 2], defined on some probability space by
Z
(α)
t =
∫ t
0
∫
Rd
0
χ(α)(y)yqα(ds, dy) +
∫ t
0
∫
Rd
0
[
1− χ(α)(y)
]
ypα(ds, dy)
+
∫ t
0
b(s)ds 1α=1
for α ∈ (0, 2) and
Z
(2)
t =
∫ t
0
σˆ(s)dŴs.
Here, pα(dt, dy) is a Poisson point measure on ([0, t0]×R
d
0,B([0, t0])⊗B(R
d
0))
with the compensator m(α)(t0 − t, y)dydt/|y|
d+α,
qα(dt, dy) = pα(dt, dy) −m
(α)(t0 − t, y)
dydt
|y|d+α
is a martingale measure, σˆ(t) is a symmetric square root of the matrix B(t)
and Ŵt is a standard Wiener process in R
d. By Ito’s formula,
−u(t0, x) = e
−λt0u
(
0, x+ Z
(α)
t0
)
− u(t0, x)
=
∫ t0
0
e−λt
(
−
∂u
∂t
+A(α)u− λu
)(
t0 − t, x+ Z
(α)
t
)
dt = 0.
Since (t0, x) ∈ E was arbitrary, u = 0 on E.
The lemma is proved.
Proof of Theorem 20. Existence. According to Lemma 11, there is
a sequence of input functions (u0n, fn,Φn, gn, hn), n = 1, 2, . . . , such that
u0n ∈ Dp(R
d), fn ∈ Dp(E), Φn ∈ D2,p(E)∩Dp,p(E), gn ∈ D2,p(E)∩Dp,p(E),
hn ∈ Dp(E,Y ) and
|u0 − u0n|
B
β+α−αp
pp (Rd)
+ |f − fn|Hβp (E)
+ |Φ− Φn|
H
β+α
2
2,p (E)
+ |Φ− Φn|
B
β+α−αp
p,pp (E)
+|g − gn|
H
β+α
2
2,p (E)
+ |g − gn|
B
β+α−αp
p,pp (E)
+ |h− hn|
H
β+α/2
p (E,Y )
→ 0 (31)
as n→∞. By Lemma 21, for every n there is a strong solution un ∈ Dp(E)
of (25) with the input functions u0n, fn,Φn, gn, hn. Since (25) is a linear
equation, using the estimate (ii) of Lemma 21 we derive that (un) is a
Cauchy sequence in Hβ+αp (E). Hence, there is a function u ∈ H
β+α
p (E) such
that |un − u|Hβ+αp (E)
→ 0 as n→∞.
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Passing to the limit in (26) with u, u0, f,Φ, g, h replaced by un, u0n, fn,Φn, gn, hn
and using (21), we get the estimate (26).
Passing to the limit in the equality (see Definition 3)
〈
Jβun(t, ·), ϕ
〉
=
〈
Jβu0, ϕ
〉
+
∫ t
0
[〈
(A(α) − λ)Jβun(s, ·), ϕ
〉
+
〈
Jβf(s, ·), ϕ
〉]
ds
+
∫ t
0
∫
U
〈
JβΦn(s, ·, υ), ϕ
〉
η(ds, dυ)
+
∫ t
0
∫
Rd
0
〈
Jβgn(s−, ·, y), ϕ
〉
q(α)(ds, dy)1α∈(0,2)
+
∫ t
0
〈
Jβhn(s, ·), ϕ
〉
dWs , ϕ ∈ S(R
d),
as n → ∞ and using Lemma 18, we get that the function u is a strong
solution of (25).
Uniqueness. Let u ∈ Hβ+αp (E) be a strong solution of (25) with zero
input functions u0, f,Φ, g and h. Hence, for every ϕ ∈ S(R
d) and t ∈ [0, T ]
P-a.s. 〈
Jβu(t, ·), ϕ
〉
=
∫ t
0
〈
(A(α) − λ)Jβu(s, ·), ϕ
〉
ds (32)
Let ζε = ζε(x), x ∈ R
d, ε ∈ (0, 1), be the functions introduced in
Section 3. Inserting ϕ(·) = ζε(x− ·) into (32), we get that the function
υε(t, x) = J
βu(t, ·) ∗ ζε(x)
belongs to Dp(E) and
υε(t, x) =
∫ t
0
(
A(α) − λ
)
υε(s, x)ds.
By Lemma 21, υε = 0 P-a.s. in E for all ε ∈ (0, 1). Hence, for every
ϕ ∈ S(Rd) and t ∈ [0, T ] P-a.s.
0 =
〈
υε(t, ·), ϕ
〉
=
〈
Jβu(t, ·) ∗ ζε, ϕ
〉
→
〈
Jβu(t, ·), ϕ
〉
as ε→ 0.
The theorem is proved.
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6 General model
Finally let us consider the equation (1). First we solve it for the smooth
input functions. For g ∈ D¯2,p(E) ∩ D¯p,p(E) let
Λg(t, x, y) = g(t, x− y, y), (t, x) ∈ E, y ∈ Rd0.
We define for ε > 0
Iεg(t, x) = 1α∈(0,2)
∫
|y|>ε
[Λg(t, x, y) − g(t, x, y)]l(α)(t, y)
dy
|y|d+α
, (t, x) ∈ E.
If g,Λg ∈ D¯2,p(E) ∩ D¯p,p(E), then for each ε > 0 we have Iεg ∈ D¯2,p(E) ∩
D¯p,p(E).
Proposition 22 Let p > 2 and Assumption A hold. Let
f ∈ Dp(E),Φ ∈ D2,p(E) ∩Dp,p(E),
Λg, g ∈ D¯2,p(E) ∩ D¯p,p(E), u0 ∈ Dp(R
d)
(u0 is F0-measurable). Assume that there is Ig ∈ Dp(E) such that for every
κ ∈ R and multiindex γ ∈Nd0
|Iεg − Ig|Hκp(E) +E[ sup
(s,x)∈E
|DγxIεg(s, x) −D
γ
xIg(s, x)|
p]→ 0
as ε→ 0 (we denote
Ig(t, x) = 1α∈(0,2)
∫
[g(t, x− y, y)− g(t, x, y)]l(α)(t, y)
dy
|y|d+α
, (t, x) ∈ E.)
Then there is a unique u ∈ Dp(E) solving (1). Moreover, P-a.s. u(t, x)
is cadlag in t and smooth in x, and there is a constant C independent of
u0, f, g,Φ such that
|u|
H
β+α
p (E)
6 C[|u0|
B
β+α−αp
p (Rd)
+ |f + Ig|
H
β
p (E)
+ |Φ|
H
β+α
2
p (E)
+ |Φ|
B
β+α−αp
pp (E)
(33)
+|Λg|
H¯
β+α
2
p (E)
+ |Λg|
B¯
β+α−αp
pp (E)
+ |h|
H
β+α/2
p (E,Y )
].
Proof. Let
Y
(α)
t = 1α∈(0,2)[
∫ t
0
∫
χ(α)(y)yq(α)(ds, dy) +
∫ t
0
∫
(1− χ(α)(y))yp(ds, dy)]
+1α=2
∫ t
0
σ(s)dWs.
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Consider the problem
dw(t, x) = {A˜(α)w(t, x) − λw(t, x) + f
(
t, x− Y
(α)
t
)
+ Ig(t, x − Y
(α)
t ) (34)
+{h(t, x− Y
(α)
t )dWt − 1α=2∂ih(t, x− Y
(α)
t )σ
i(t)dt}
+
∫
g(t, x− y − Y
(α)
t− , y)q
(α)(dt, dy) +
∫
Φ(t, x− Y
(α)
t− , υ)η(dt, dυ),
w(0, x) = u0(x),
where A˜(α)u is defined as A(α)u in (2) with m(α) replaced by m(α)− l(α) and
Bij(t) replaced by Bij(t)− 12σ
i(t) · σj(t). Obviously,
Φ(t, x− Y
(α)
t , υ) ∈ D2,p(E) ∩Dp,p(E), f(t, x− Y
(α)
t ),
Ig(t, x − Y
(α)
t ), ∂ih
i(t, x− Y
(α)
t )σ
i(t)1α=2 ∈ Dp(E),
g(t, x− y − Y
(α)
t , y) ∈ D¯2,p(E) ∩ D¯p,p(E), u0 ∈ Dp(R
d),
and by Lemma 21 there is a unique solution w ∈ Dp(E) of ( 34). Moreover,
P-a.s. w(t, x) is cadlag in t, smooth in x and the estimates (26), (27) hold.
For ε ∈ (0, 1) set
Y
(α),ε
t = 1α∈(0,2)[
∫ t
0
∫
|y|>ε
χ(α)(y)yq(α)(ds, dy) +
∫ t
0
∫
(1− χ(α)(y))yp(ds, dy)]
+1α=2
∫ t
0
σ(s)dWs, Y¯
(α),ε
t = 1α∈(0,2)
∫ t
0
∫
|y|6ε
χ(α)(y)yq(α)(ds, dy),
0 6 t 6 T. Applying Ito-Wentzel formula (see Proposition 1 of [10]) we have
w(t, x + Y
(α),ε
t )
= u0(x) +
∫ t
0
∇w(s−, x+ Y
(α),ε
s− )dY
(α),ε
s +
∫ t
0
∫
Φ(s, x, υ)η(ds, dυ)
+
∑
s6t
[w
(
s−, x+ Y (α),εs
)
− w(s−, x+ Y
(α),ε
s− )−∇w(s−, x+ Y
(α),ε
s− )∆Y
(α),ε]
+
∫ t
0
h(s, x)dWs +
∫ t
0
∫
g(s, x− y, y)q(α)(ds, dy)
+
∫ t
0
(
A˜(α)w(s, x+ Y (α),εs )− λw(s, x+ Y
(α),ε
s ) + f(s, x) + Ig(s, x)
)
ds
+
∑
s6t
[
∆w(s, x+ Y (α),εs )−∆w(s, x+ Y
(α),ε
s− )
]
+1α=2
1
2
∫ t
0
σi(s) · σj(s)∂2ijw(s, x+ Y
(α),ε
s )ds, 0 6 t 6 T.
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Since ∑
s6t
[
∆w(s, x+ Y (α),εs )−∆w(s, x+ Y
(α),ε
s− )
]
=
∫ t
0
∫
|y|>ε
[g(s, x, y) − g(s, x− y, y)] p(α)(ds, dy)
=
∫ t
0
∫
|y|>ε
[g(s, x, y) − g(s, x− y, y)] q(α)(ds, dy)−
∫ t
0
Iεg(s, x)ds,
it follows (by passing to the limit as ε → 0) that u(t, x) = w(t, x + Y
(α)
t )
satisfies (1). By our assumptions and Lemma 21 (the estimate (27),
|∂γu|Lp(E) <∞, γ ∈ N
d
0
and (33) holds. Therefore u is a solution of (1). The uniqueness follows from
the fact that we can go backwards. Repeating the arguments as above we
find that if u ∈ Dp(E) solves (1) then w(t, x) = u(t, x−Y
(α)
t ) is the solution
of the class Dp(E) to (34) for which the uniqueness holds.
Corollary 23 There is at most one solution u ∈ Hβ+αp (E) of (1).
Proof. Let u ∈ Hβ+αp (E) be a solution to (1) with zero input functions. Let
ζ ∈ C∞0 (R
d), ε > 0, ζε(x) = ε
−dζ(x/ε) and applying (8) with ζε(x−·) ∈ C
∞
0
we see that
uε(t, x) =
∫
u(t, y)ζε(x− y)dy
belongs to Dp(E) and solves (1)). Therefore, by Proposition 22 uε(t, x) = 0
for all ε > 0. The statement follows.
6.1 Proof of Theorem 8
By Lemmas 10 and 11 there are sequences
fn ∈ Dp(E),Φn ∈ D2,p(E) ∩Dp,p(E),
gn ∈ D¯2,p(E) ∩ D¯p,p(E), u0,n ∈ Dp(R
d)
defined by (13) such that
|fn − f |Hβp (E)
+ |Φn − Φ|
H
β+α
2
2,p (E)
+ |Φn − Φ|
B
β+α−αp
p,pp (E)
+ |hn − h|
H
β+α/2
p (E,Y )
+|gn − g|
H¯
β+α
2
2,p (E)
+ |gn − g|
B¯
β+α−αp
p,pp (E)
+ |u0,n − u0|
B
β+α−αp
pp (Rd)
→ 0 as n→∞.
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Since Λg ∈ B¯
β+α−α
p
p,pp (E) ∩ H¯
β+α
2
2,p (E) it follows by the definition of the ap-
proximating sequence that Λgn ∈ D¯2,p(E) ∩ D¯p,p(E) and
|Λgn − Λg|
H¯
β+α
2
2,p (E)
+ |Λgn − Λg|
B¯
β+α−αp
p,pp (E)
→ 0
as n → ∞ as well. Since Iεg → Ig in H
β
p (E) as ε → 0 we have for each n
and κ ∈ R (see estimate of Lemma 10)
(Iεg)n = Iεgn → (Ig)n = Ign as ε→ 0 in H
κ
p(E),
where (Iεg)n and (Ig)n are approximations defined by (13). In addition, by
Lemma 10,
(Ig)n = Ign → Ig in H
β
p (E) as n→∞,
and for each n and multiindex γ ∈ Nd0
E[ sup
(s,x)∈E
|DγxIεgn(s, x)−D
γ
xIgn(s, x)|
p]→ 0
as ε→ 0. Therefore all the assumptions of Proposition 22 are satisfied with
smooth input functions fn, gn, hn, u0,n,Φn. Let us denote un the correspond-
ing smooth solution of the class Dp(E). By definition,
un(t) (35)
= un,0 +
∫ t
0
[A(α)un(s)− λun(s) + fn(s)]ds
+
∫ t
0
∫
Rd
0
[un(s−, ·+ y)− un(s−, ·) + gn(s, ·, y)]q
(α)(ds, dy)1α∈(0,2)
+
∫ t
0
∫
U
Φn(s, ·, υ)η(ds, dυ) +
∫ t
0
[1α=2σ
i(s)∂iun(s) + hn(s)]dWs ,
0 6 t 6 T.
According to the estimate of Proposition 22, there is a constant C indepen-
dent of n,m such that
|un − um|Hβ+αp (E)
6 C[|un,0 − um,0|
B
β+α−αp
p (Rd)
+ |fn − fm + (Ign − Igm)|Hβp (E)
+|Φn − Φm|
H
β+α
2
p (E)
+ |Φn −Φm|
B
β+α−αp
pp (E)
+ |hn − hm|
H
β+α/2
p (E,Y )
+|Λgn − Λgm|
H¯
β+α
2
p (E)
+ |Λgn − Λgm|
B¯
β+α−αp
pp (E)
].
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Therefore the sequence un is Cauchy in H
β+α
p (E) and there is u ∈ H
β+α
p (E)
such that |un − u|Hβ+αp (E)
→ 0 as n→∞. Using Lemmas 12, 18, Corollary
13 and Theorem 1 in [16], we pass easily to the limit in (35) as n → ∞ in
Hβp (Rd). Obviously, u(t) is H
β
p (Rd)-valued cadlag function.
The uniqueness follows by Corollary 23. Theorem 8 is proved.
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