Delaying product differentiation is a hybrid strategy that strives to reconcile the dual needs of high variety and quick response time. A common product platform is built to stock in the first stage of production (called the Make-To-Stock (MTS) stage) which is then differentiated into different products after demand is known in the second stage (known as the Make-To-Order (MTO) stage). In this article, we develop models to compute the costs and benefits of delaying differentiation in series production systems when the order lead times are load dependent. The models are then used to gain insights through analytical and numerical comparisons. For example, we observe the following patterns in a large number of numerical experiments. The effect of congestion in the MTS and MTO stages is asymmetric with tighter capacity at the MTO stage having a greater detrimental effect on the desirability of delaying differentiation. If there is flexibility in choosing the point of differentiation, higher loading is observed to favor later differentiation. Also, if the sequence in which work is performed can be affected, then placing workstations that have a tighter capacity in the MTS stage lowers costs.
Introduction
In today's business environment, a manufacturing firm that has the ability to fill customer orders quickly, as well as offer custom products, enjoys a competitive advantage. However, the need to a have high product variety and quick response time places conflicting demands on the production system (Lee, 1996; Lee and Tang, 1997; Fisher et al., 1999) . It is for this reason that businesses that compete on response time focus on producing a limited portfolio of products. Items are produced ahead of demand and kept in stock, ready to be shipped upon receipt of orders. Producing to stock becomes costly when the number of products is large. It is also risky when demand is highly variable and/or products have short life cycles. Therefore, a significant increase in product variety normally goes hand-in-hand with a shift from a Make-To-Stock (MTS) to a Make-To-Order (MTO) mode of production. In the MTO mode, production is not initiated until a customer order is received. While this strategy eliminates finished-goods inventories and reduces a firm's exposure to financial risk, it usually spells long customer lead times and large order backlogs. An alternative to both MTO and MTS paradigms that has recently gained in pop- * Corresponding author ularity is delayed differentiation (Lee and Billington, 1994; Feitzinger and Lee, 1997; Swaminathan and Tayur, 1998) . Delayed differentiation is a hybrid strategy in which a common product platform is built to stock. It is differentiated, by assigning to it certain customer-specific features, only after demand is realized. Hence, manufacturing occurs in two stages, (i) a MTS stage where one or more undifferentiated platforms are produced and stocked; and (ii) a MTO stage where product differentiation takes place in response to specific customer orders.
Delaying differentiation carries several benefits. Maintaining stocks of semi-finished goods reduces the orderfulfillment delay relative to the pure MTO system. Since many different end products have common parts, holding semi-finished goods inventory benefits from demand pooling, which is known to lower the amount of inventory needed to achieve a service-level performance equal to that of a comparable system with no pooling (Eppen, 1979) . Furthermore, investment in semi-finished inventories is smaller when compared with the option to maintain a similar amount of finished-goods inventory. There is also the benefit of learning, realized from having better demand information before committing generic semi-finished products to unique end products. Additional benefits from delaying differentiation include a significant streamlining of the MTS segment of the manufacturing process and 0740-817X C 2004 "IIE" simplification of production scheduling, sequencing and raw material purchasing. However, implementing delayed differentiation also carries costs; included here are the costs of extra materials (when common designs are made possible by having redundant or more expensive parts) and less efficient processing (when common processing leads to the use of a less specialized production equipment, extra processing steps, or greater yield losses). In this paper, we call all costs necessary to realize a common product platform as the product and process redesign costs. Therefore, in assessing the value of delaying differentiation, its costs have to be carefully weighed against its counter-balancing benefits.
Recent literature showcases several examples in which delayed differentiation has been successfully used to control inventory costs while maintaining high service levels. For example, Feitzinger and Lee (1997) describe how delayed differentiation, through operation reversal and component sharing, helped Hewlett-Packard's printer division to customize its products in a cost-effective manner. Swaminathan and Tayur (1998) describe how IBM exploited component commonalities in personal computers to design a common platform, or a vanilla box, from which end products are differentiated based on customer orders. Fisher et al. (1999) discuss how component sharing is used by several major automotive companies to standardize braking systems. Bruce (1987) reports on the well-known case of Benetton who, by reversing the order in which yarn is dyed and knitted, are able to successfully delay color selection until the season's fashion preferences become more established. Graman and Magazine (1998) describe how delayed packaging is used by a manufacturer of household cleaning products to reduce its finished-goods inventory and improve service levels.
Previous studies also present quantitative models to assess the costs and benefits of delaying differentiation (see, for example, Lee (1996) , Garg and Tang (1997) , Lee and Tang (1997) , Tayur (1998, 1999) , and Aviv and Federgruen (1999 , 2001a , 2001b , among others). These models focus on the trade-off between the benefits of inventory pooling and learning on the one hand, and product/process redesign costs, on the other. The majority use order-up-to-level inventory models in which order lead times are not affected by the order size, the number of pending orders, or the number of end products. If limited production capacity is modeled, the order lead times are assumed to be constant which ignores any congestion at the production facility. In doing so, these models ignore how the utilization of the production facility and processing time variability interact to affect order delays. Recently, Federgruen (2001a, 2001b) have modeled a system that is closely related to the model under investigation in this article. They consider a two-stage system in which stage-1 produces undifferentiated items that are later differentiated in stage-2. The lead times in both stages are assumed constant. In Aviv and Federgruen (2001a) , both stages have no capacity constraint, whereas in Aviv and Federgruen (2001b) , stage-1 has limited capacity.
In this paper, we extend the existing literature on delayed differentiation by explicitly modeling the effect of queueing at both the MTS and the MTO stages of the production process. To our knowledge, our paper is the first to examine the benefits of delaying differentiation when lead times are load dependent and induced by a capacitated production system. Our work is related to a growing body of literature on MTS queues, an overview of which can be found in Buzacott and Shanthikumar (1993) . Other treatments of multi-class production-inventory systems include Lee and Zipkin (1992, 1995) , Wein (1992) , Zipkin (1995) , Ha (1997), and De Véricourt et al. (2000) .
The models presented in this article are deliberately kept simple so that operations managers may use them to examine the key trade-offs arising from different manufacturingsystem configurations. In fact, for some commonly occurring configurations, we carry out numerical and analytical comparisons and identify new insights. That is, there are three types of results presented in this article. First, we present algebraic expressions to compute the aggregate performance measures of systems that use the Delayed Differentiation (DD) strategy and systems that keep finishedgoods inventories. In all cases, the performance measures of systems with DD are based on an approximation. These results are presented as propositions. Next, we use these performance measures to compute the optimal stocking levels for different system configurations in numerical experiments. Generalizations based on observing patterns that emerge from these numerical experiments are reported as observations. Such observations appear to be generally true, but we have not been able to prove them through rigorous mathematical arguments. Finally, we compare the limiting behavior of some configurations using the algebraic expressions of performance measures. These comparisons are also reported as propositions, and they are in agreement with the generalizations based on numerical experiments. Some examples of the generalizations that are supported by a large number of numerical experiments are as follows. A higher utilization at either stage (which implies greater congestion) makes DD less desirable. Intuitively, this can be explained as follows. A tighter second-stage capacity forces the system with DD to hold more inventory in order to meet service-level requirements or avoid shortage penalties (depending on the model formulation). The inventory investment is more significant under DD because the second stage does not carry inventory, with the result that when utilization is sufficiently high, DD becomes inferior to pure MTS. The effect of a tighter capacity at the first stage is more subtle. A higher stage-1 utilization induces a higher congestion and causes the lead times experienced by consecutive orders processed by stage-1 to have a greater positive dependence. An increased positive dependence in turn diminishes the value of the inventory pooling associated with DD. We observe that having a tighter capacity in the second stage has a greater negative effect on the desirability of DD. A corollary of this phenomenon is that if there exists some flexibility in choosing the point of differentiation, a higher loading tends to favor later differentiation. Also, when there is flexibility in ordering the workstations that constitute the production line, placing workstations that have a tighter capacity in the MTS stage is found to be more cost effective.
The remainder of this article is organized as follows. In Section 2, we discuss our target application and modeling assumptions. In Section 3, we evaluate the advantage of DD relative to a pure MTS system when commonalities among products already exist. In Section 4, we identify the optimal point of differentiation when varying degrees of DD can be achieved at the cost of redesigning the products and/or the production processes. The effect of using several partially differentiated products, instead of a single undifferentiated platform common to all products, is explored in Section 5. Finally, in Section 6, we summarize key results. The proofs of selected propositions are provided in the Appendix.
Target application and modeling assumptions
We focus attention on assemblers that initially choose a strategy for competing on price, quality, size of product menu and delivery-time dimensions. These choices and the competitive response, in turn determine their market share and demand rate. Assemblers then design their production systems to achieve the desired performance on the chosen competitive dimensions. This paper is concerned with the selection of an appropriate manufacturing-system configuration with the goal of minimizing the overall system costs. The choices considered are the pure MTO, the pure MTS and a hybrid design which utilizes DD.
The primary application of our models is to industries, such as computer assembly, that make different products utilizing a component assembly process with productinvariant assembly time. For example, all laptop models in a particular product line undergo the same assembly process with nearly uniform assembly times. In these systems, DD is enabled either by taking advantage of existing commonalities among products, or by standardizing components across products or by reorganizing operations so that those that are common to all products are performed first (Lee and Tang, 1997) . A multistage production system has three types of inventory: (i) a Work-In-Process (WIP) inventory; (ii) a semi-finished-goods inventory; and (iii) a finished-goods inventory. The WIP inventory consists of raw materials or semi-finished products that have been released to a workstation, but have not yet completed processing. These items are worked upon as soon as the workstation becomes available. In contrast, the semi-finished goods inventory resides between production stages. It is inventory that is staged ahead of demand and has not yet been released to the downstream stage. Release of this inventory is triggered only by the arrival of a customer order, at which time a unit of semifinished-goods inventory (if one is available) is transfered to the immediate downstream station to become WIP for that station. The location of the semi-finished-goods inventory defines the boundary between MTS and MTO stages, also known as the push-pull boundary. The removal of semifinished and finished goods from their respective stores is driven by demand from the immediate downstream stage, or exogenous customers, as appropriate. In contrast, WIP is found in the input buffers of workstations, regardless of whether the workstation belongs to the MTS or MTO stage.
For each fixed service level, the standardization of components and semi-finished products and inventory pooling that goes hand-in-hand with DD can lower requirements of all three types of inventory. In this article, we focus on the reduction in cost attributed to semi-finished-goods inventory because such benefits accrue only to the assembler. In contrast, the benefits of component standardization are mostly realized by the supplier since the applications we have in mind are those in which components are delivered just-in-time and little or no inventory is held at the assembly site (Magretta, 1998) .
The reduction in WIP inventory is due to the fact that the input process to the MTO stage is affected by the size of the undifferentiated inventory buffer separating the MTS and the MTO stages (see Section 3). Having an inventory buffer between the two stages can lower the inter-arrival time variability to the second stage, thereby reducing WIP in that stage. However, the overall impact of pooling on WIP inventory is relatively small since both the total demand and the assembly times are assumed not to be affected by DD. In Section 3, we present further evidence that the net change in WIP inventory is negligible in all practical applications and consequently argue that it may be ignored.
Manufacturing managers often set and strive to achieve explicit delivery time goals, which they may measure either as the average order-fulfillment time, or as the proportion of orders that exceed a critical delivery-time target (e.g., a quoted lead time). The models we present treat either of these points of view. Our choice of order delay as the measure of service stems from the observation that most applications of DD arise in situations where quick response to customer orders is central to the competitiveness of the firm. We also treat the case where instead of striving to meet a service-level constraint, the assembler incurs a backorder cost per unit short per unit time. We assume that there is no setup involved in switching from assembling one product to another. This is true in many industries where our models will be applicable, e.g., computer assembly. We assume in all our models that customer orders are met on a First-Come First-Served (FCFS) basis. Since all customers carry the same priority and are quoted the same lead time, the use of the FCFS policy is reasonable.
We consider three situations in this article. In the first situation, there are some pre-existing commonalities among products, e.g., when the first few operations/components are naturally common among all products. The question then is "should we take advantage of the existing commonalities and delay differentiation until demand is realized or should we continue to produce each product in the MTS fashion?" In the second situation, we consider systems that have flexibility in choosing the point of differentiation. The question there is "what is the optimal point of differentiation and how is it affected by system parameters?" In the third situation, we consider systems where instead of building a single and expensive common platform across all products, it is cheaper to build several semi-differentiated platforms; each of which may correspond to a different product family. The question then is "what is the relative advantage of full DD (a single platform) as compared to partial differentiation (multiple platforms)? Put differently, "are there cases for which partial DD is nearly as good as full DD?"
MTS versus DD
In this section, we identify conditions under which a firm should take advantage of naturally occurring commonalities and delay differentiation instead of producing in the MTS fashion. A graphical depiction of the two systems being compared is shown in Fig. 1 .
The model
There are M finished products, indexed by j; j = 1, 2, · · · , M. Demand for product-j occurs according to a Poisson process of rate λ j ; denotes the total demand rate. For the pure MTS system, demand is satisfied from stock unless the corresponding inventory store is empty. All shortages are backordered. For the system with DD, each demand arrival releases an undifferentiated item from the intermediate inventory store, which then joins the queue of jobs, if any, that are waiting to be processed at stage-2 where differentiation takes place. However, if there are no semifinished items in store, then the demand is backlogged for processing at stage-1. Our DD model can also be viewed as an instance of a generalized queueing network with signals where a demand arrival signals a transfer from the buffer to stage-2 (see Chao and Zheng (1998) for details).
For both systems, inventories are managed according to a base-stock policy, that is, each demand triggers the immediate release of a new raw-material kit (which is assumed to be always available) to the queue of kits at stage-1. The basestock level for semi-finished items is denoted as b d , whereas the base-stock level for type-j finished items is called b f (j). The base-stock levels are also referred to as the buffer sizes since replenishments under a base-stock control policy are triggered to keep the inventory buffers full. The processing rate at stage-i is denoted by µ i (regardless of product type). For stability, we require that /µ i = ρ i < 1, where ρ i is the stage-i utilization. We assume that the unit processing times at each stage are exponentially distributed. This helps simplify analysis and represents the practical worst case for benchmarking production system performance (Hopp and Spearman, 2000) . Finally, we let λ j = λ = /M for all j and assume that per-unit holding and backorder costs are independent of product type. These assumptions of symmetry imply that optimal buffer sizes for finished products are also equal. That is, b f (j) = b f for all j. The above-mentioned simplifications are necessary in order to carry out fair comparisons between systems with different levels of product variety. It is, however, mathematically straightforward to extend the analysis to systems with unequal demand and product-specific holding and backorder costs.
Before the DD and the MTS configurations can be compared, managers need to resolve the related operational problem of choosing the best values of b d and b f , which we shall denote with the superscript " * ." Our modeling approach allows several different formulations of the operations managers' objective function for the purpose of finding b * d and b * f . For example, a plausible objective is to minimize the relevant inventory costs subject to a servicelevel constraint. Alternatively, managers may want to minimize the sum of inventory and backorder costs. An acceptable service can be specified either as an upper bound on the average order-fulfillment time or as an upper bound on the probability of not filling customer orders within a quoted lead time. (Note that the order-fulfillment time is the total time elapsed from the moment a demand arrives to the moment the finished product is supplied to the customer.) Fill rate or stock-out probability are not meaningful measures of service in the setting we describe since no order can be filled immediately upon receipt under DD. Indeed, we are implicitly assuming that the customers are willing to tolerate some delay, although they measure performance by a function of the length of this delay. Since we impose the same service-level requirement on both systems, the two systems can be compared in terms of the cost of inventories held either as finished goods or as undifferentiated items (for cost-based systems, we must also consider backorder costs). We shall observe later in this section that WIP inventory level is approximately the same for the two systems. Carrying costs of WIP inventory are therefore irrelevant for the task of finding the optimal buffer sizes.
We shall focus next on developing a detailed formulation of the problem for finding b * d and b * f . To this end, we shall derive expressions for the relevant costs and service performance measures in each case. The inventory and backorder costs for the pure MTS system are given respectively by:
, where h f is the holding-cost rate of finished goods, β is the backorder cost per item short per unit time andĪ f (y) andB f (y) are respectively the average finished-goods inventory and backorder level for each end product when the base-stock level is y. Similarly, inventory cost and backorder costs for the system with DD are given respectively by h dĪ d (b d ) and βB d (b d ) where h d is the holding-cost rate for undifferentiated inventory andĪ d (y) is the average semi-finished-goods inventory given a basestock level of y. The termB d (y) stands for the average total backorder level for all finished items. We use the notation F f (y) andF d (y) to refer, respectively, to the expected orderfulfillment time for the pure MTS and the DD systems. Similarly, we use the notation F x (y) to refer to the probability that the order-fulfillment time exceeds a quoted lead time x, when the base-stock level is y.
Upon treating each stage as a single-server queueing system, performance measures of interest for the MTS system can be derived as shown in the following proposition. Proposition 1. In the MTS system, the expected inventory, backorder level and the order-fulfillment time are:
Furthermore, the probability that the order-fulfillment time exceeds a quoted lead time x (x ≥ 0) is given by:
where, for any y ≥ 0:
Proof. A proof is provided in Appendix A.
Evaluating performance measures for the model with DD is more complicated since the stage-2 input process is Poisson only in two special cases: b d = 0 and b d = ∞. The former instance results in two M/M/1 queues in tandem whose steady-state probabilities are known to have a product-form structure (Jackson, 1957) . Similarly, when buffer size is very large, the two stages are completely decoupled and behave like two independent M/M/1 queues. However, when 0 < b d < ∞, there is a positive dependence between the arrival of input units from stage-1 to stage-2 (see Appendix A for details), which makes the determination of the steady-state probabilities difficult. Lee and Zipkin (1992) develop an approximation scheme for evaluating performance measures of multistage production systems by proposing that each stage be treated as an exogenous, sequential supply system. The term exogenous is used to underscore their assumption that the workload at each stage is independent of the other stages in the system. Each supply system is then modeled as having an exponentially distributed delay with parameter ν i = µ i (1 − ρ i ). In our model, this is tantamount to assuming that each stage operates like a M/M/1 queue. Lee and Zipkin's approximation procedure can be adapted for systems for which the processing delay at each stage can be modeled as a continuous phase-type distribution after ignoring the interdependence among different stages. Buzacott et al. (1992) characterize the distribution of inter-arrival times to the second stage in a two-stage system of the type shown in Fig. 1(b) . They observe that the coefficient of variation of the inter-arrival times at stage-2 is between 0.8 and one. Therefore, they recommend using the M/M/1 approximation for stage-2 queueing systems. In effect, both approximations replace a system with b d > 0 by a system with b d = 0 for the purpose of finding joint queue occupancy levels. Both articles report that the approximation works well after comparing approximate performance measures to their estimates obtained via simulation. Lee and Zipkin also point out that their approximate procedure is sufficiently accurate to be used in applications in which one wishes to find optimal base-stock levels. In this article, we use Lee and Zipkin's approximation to estimate performance measures of all systems that use DD. Given our goal of providing a rapid modeling tool useful for generating insights, this represents an appropriate compromise between accuracy and ease of modeling.
Proposition 2 below provides expressions for performance measures of interest. The proof is omitted as it is similar to the way in which Equations (1)-(4) are derived.
Proposition 2. In a system with DD, expected inventory, the backorder level and the order-fulfillment time are given by:
Furthermore, the probability that the order-fulfillment time exceeds a quoted lead time x is
Consider now the WIP inventory in the two types of production systems. In the pure MTS system, each production stage is a M/M/1 queue with a utilization factor of ρ i and therefore the total WIP is i ρ i /(1 − ρ i ) (see, for example, Kleinrock (1975) ). Since the MTS stage of the system with DD is indeed a M/M/1 queue, its average WIP is ρ 1 /(1 − ρ 1 ). The MTO stage is not M/M/1, however, it can be approximated quite accurately by a M/M/1 queue (Lee and Zipkin, 1992) . Thus, a close approximation for the average WIP in the DD system is the same as the average Delaying differentiation in capacitated production systems 535 WIP in the pure MTS system. This is the reason why the relevant inventory cost terms do not include the WIP inventory costs.
Let z f (b f ) and z d (b d ) denote expected costs for the MTS and DD systems respectively. Then, for systems with service-level constraints,
For cost-based systems, the objective is to minimize the sum of expected inventory holding and backordering costs, i.e.,
. From the fact that for both pure MTS and DD systems, the average inventory is increasing in the base-stock level, b f or b d , and that the average order delay and the probability of the delay not exceeding a quoted lead time are both decreasing in the same, it follows that the optimal values of b f and b d are always the smallest values that satisfy the service-level constraints. For cost-based systems, the functions z f (b f ) and z d (b d ) are convex in b f and b d respectively. Therefore, the optimal base-stock level is the smallest
Obtaining a closed-form expression for the optimal basestock level for the MTS system is difficult. However, it can be easily computed numerically. For the approximating system with DD, whose performance measures are listed in Proposition 2, a closed-form expression for the optimal base-stock level can be derived for each problem formulation. These are presented in the proposition below (the proof is omitted for brevity).
Proposition 3. For a DD system, if the objective is to minimize the expected inventory cost subject to the expected orderfulfillment time not exceeding α, then:
where t represents the integer ceiling of t. If the service performance is defined by an upper bound on the probability of the order-replenishment time exceeding a quoted lead time x, then:
and, if the objective is to minimize the sum of the expected holding and backorder costs, then:
Notice that the optimal base-stock for a cost-based system is independent of ρ 2 since with DD all items are backordered.
Analysis and comparisons
Next, we compare the optimal costs incurred in the MTS and the DD system in a large number of numerical experiments. Patterns that emerge from these experiments are reported below as observations. We also comment on the importance of these observations to operations managers. Later, in Section 5, we shall see that the limiting behavior of the optimal cost functions observed in the numerical experiments indeed matches with the limiting behavior of the algebraic functions representing the costs in closely related systems. However, we have not been able to prove the results reported in the remainder of this section through rigorous mathematical arguments.
Observations are reported under three headings, where we focus, respectively, on: (i) the effect of loading; (ii) the number of products; and (iii) the desired service level. The system design objective is to minimize the expected inventory holding cost while keeping the average order delay below a maximum permissible level. However, the qualitative insights remain largely valid when a constraint on the probability of the order delay exceeding a quoted lead time is used, or when a cost-only formulation is used. Differences are noted when appropriate.
SinceF
If α < ρ 2 / (1 − ρ 2 ), then DD is not a feasible option and a pure MTS system must be adopted. On the other hand, if ρ 1 / (1 − ρ 1 ) + ρ 2 / (1 − ρ 2 ) < α, there is no need to hold inventory and a pure MTO system is optimal. Figure 2 shows the results of our first experiment in which ρ 1 is varied and all other parameters are kept fixed. The ratio of the optimal inventory costs under pure MTS and the DD systems, denoted as z *
The effect of loading
. Both systems meet the same service performance constraint. Therefore, larger values of this ratio indicate a greater relative cost advantage of using DD over MTS.
The effect of ρ 1 is non-monotonic. For ρ 1 ≤ ρ min 1 , where:
, z * f = z * d = 0 since both systems operate in the MTO fashion. For ρ 1 slightly larger than ρ min 1 , a larger ρ 1 tends to increase the relative cost advantage of DD. This initial increase is an artifact of the integrality of the base-stock levels since the MTS system is required to hold at least one unit of stock for each product even though a small fractional amount is optimal. The effect diminishes for a higher ρ 1 and the ratio z * f /z * d decreases in ρ 1 . In the limit as
Since in most practical situations, stage-1 utilization is likely to be high, we expect the relative advantage of DD to decrease as stage-1 becomes more capacity constrained. Note that DD is cheaper so long as h d ≤ h f .
Observation 1. When ρ 1 is sufficiently large, the relative advantage of DD over the pure MTS strategy is diminishing in
In order to understand on an intuitive level why the ratio z * f /z * d decreases in ρ 1 , note that when ρ 1 is high, stage-1 begins to dominate the replenishment delay. Itemfor-item, the semi-finished inventory is less effective in reducing the replenishment time as compared to the finishedgoods inventory. At the same time, a high ρ 1 implies that the inter-departure times from stage-1 become more dependent. Since inventory pooling becomes less valuable when the lead time demands of the items being pooled are more positively correlated, DD also becomes less valuable. When ρ 1 is high both the DD and the MTS systems require significant levels of inventory to meet the service-level requirement. Eventually, both b * d and b * f explode causing the ratio z * f /z * d to approach the ratio of their holding cost rates (i.e.,
The ratio z * f /z * d is affected in a different way by changes in ρ 2 . First, note that, similar to ρ 1 , when:
no inventory is held under both MTS and DD and the two systems are equivalent. However, in contrast to the effect of ρ 1 , the ratio z * f /z * d is monotonically decreasing in ρ 2 when ρ 2 > ρ min 2 . For a sufficiently large ρ 2 , DD becomes more expensive than MTS and eventually infeasible. These effects are illustrated in Table 1 for an example system. The main reason why DD is progressively less desirable can be explained by the fact that in the DD system, the only way to compensate for a longer delay at stage-2 is to reduce the delay at stage-1 by holding more semi-finished inventory. The effectiveness of additional semi-finished inventory is increasingly smaller as more inventory is added (see Equation (8)). That forces the DD system to hold a proportionally greater amount of inventory to meet the target order-fulfillment time.
Observation 2. DD becomes less desirable with increases in ρ 2 . When ρ 2 is sufficiently high, DD becomes an inferior strategy to MTS, and eventually infeasible.
The effect of the number of products
The effect of the number of products on the ratio z * f /z * d is illustrated in Fig. 3 . In this figure, we vary M for a fixed . A larger M therefore corresponds to greater fragmentation of the finished-goods inventory for the MTS system or, equivalently, to a bigger relative advantage for the DD system owing to inventory pooling. In other words, the ratio z * f /z * d is generally increasing in M. The MTS system needs to keep at least one unit of inventory in order to satisfy the constraint on the orderfulfillment time. Since individual-item demand, and therefore the need for inventory decreases with M, for sufficiently large M, the MTS system keeps exactly one unit of inventory for each item, making its cost linear in M. In contrast, from Equations (6) and (8), the DD system's order delay and inventory carrying cost remain unaffected. This explains why z * f /z * d is linear in M for large M. However, since b f and b d need to be integer quantities, the effect of increasing M is not always monotone. Specifically, the requirement of an integer b f can sometimes lead to choosing a higher inventory level than the precise amount needed to meet the order-delay requirement. Consequently, within a limited range, small increases in M can result in a significant decrease in the average inventory (see Fig. 3 ).
When observing the effect of M on z * f /z * d , the results observed for a cost-only formulation are different. In a costbased formulation, when M is sufficiently large, no stock is held in the finished-goods inventory and the MTS system reduces to a pure MTO system. In that region, z * f /z * d is constant.
Observation 3. For systems with a service-level constraint, the ratio z * f /z * d is linear in M when M is large; for cost-based systems, the ratio is unaffected by M for large M.
The effect of the service level
The effect of varying the service level is illustrated in Fig. 4 . Here, in order to carry out a meaningful comparison we let α = ρ 2 / (1 − ρ 2 ) + , and vary , where 0 < < ρ 1 / (1 − ρ 1 ). For ≥ ρ 1 / (1 − ρ 1 ), no inventory is held and production occurs in a MTO fashion. Thus, increasing α means increasing the order-delay slack available to the system with DD. As we can see, a smaller order-delay slack tends to diminish the relative benefit of DD since it requires the system to maintain more inventory. In fact, when is sufficiently small, DD becomes a more expensive strategy than MTS. This effect is particularly pronounced when the utilization at stage-2 is high. The overall effect of reducing service-level slack is similar to the effect of increasing utilization. Therefore, the behavior of z * f /z * d can be explained using arguments similar to the case when ρ 1 and ρ 2 are increased. In practice, this means that when customers have little tolerance for delay, DD is not an economic strategy. Observation 4. The relative value of DD decreases with tighter service-level requirements. The decrease is particularly significant when the utilization at stage-2 is high.
The optimal point of differentiation
Here we explore the economics of affecting the Point of Differentiation (PoD), when the production process consists of an arbitrary number of stations in series. In this context, choosing a PoD corresponds to locating the pullpush boundary, or equivalently, to the point where we place the buffer of undifferentiated inventory, dividing the production process into MTS and MTO stages. There are many documented examples of companies successfully changing the pull-push boundary. For example, HP used a universal power supply to advance the inventory staging point in their printer supply chain (Feitzinger and Lee, 1997) . Benetton developed a dyeing process that allows it to dye knitted sweaters into desired colors (Bruce, 1987) . This advanced Fig. 5 . The serial production system. the semi-finished inventory's stocking point from wool to knitted sweaters. However, such changes do involve additional costs. In what follows, we assume that later differentiation is associated with a higher production system operating cost and a higher per-unit inventory holding cost. The former is the amortized cost of altering the product design and/or the production process to make delayed differentiation a reality; it is also called the product/process redesign cost.
The model
We consider a series production system comprising of K distinct stations/indivisible tasks. Each station is characterized by an exponential processing time with mean E(T i ) = 1/µ i and a utilization of ρ i = E(T i ). The choice of the PoD is analogous to choosing the number of stations, k, after which the buffer of undifferentiated inventory is placed (see Fig. 5 for a schematic) . The holding cost per unit per unit time of undifferentiated inventory is h(i), if the PoD occurs after station-i. For the moment, we assume that there is complete flexibility in choosing k, i.e., 0 ≤ k ≤ K, with k = 0 corresponding to a pure MTO system and k = K representing the MTS system with a fully flexible product that can satisfy all types of customer demands. In practice, the latter situation corresponds to the case when product differentiation occurs at the point of sale, for example, in the form of dealer installed options on automobiles.
The production system design problem can be formulated in a variety of ways. For example, we may choose to optimize the inventory holding cost and product/process redesign cost subject to a service-level constraint, as formulated below:
subject toF
In the formulation above, we have used b to denote the target base-stock level, the function c(k) to denote the amortized product/process redesign cost when PoD occurs after station k and F(k, b) to denote the associated order-delay distribution. Both c(k) and h(k) are assumed to be non-decreasing in k. In an alternative formulation, we could minimize the sum of inventory holding, backorder and process redesign costs and eliminate the servicelevel constraint. If the PoD cannot be moved beyond the station indexed k max , then constraint (15) is replaced by k ≤ k max . Notice that at any station j ≤ k, the WIP inventory is not affected by the position of the inventory buffer of undifferentiated items since these stations continue to operate as M/M/1 queues. This happens because a raw-material kit is released into the system for each order received and the station processing times are assumed invariant as the PoD is moved. For stations indexed j > k, the WIP levels are affected by the size of the inventory buffer since it influences the inter-arrival times of the input units to station k + 1, which in turn affects station k + 2, and so on. Lee and Zipkin (1992) present evidence that even for multistage systems of this kind, modeling each stage as an exogenous supply system with exponentially distributed sojourn times is a good approximation. Since we have only one staging area for planned inventories, their method is equivalent to treating each station-j, j > k, as a M/M/1 queue. Therefore, the total WIP inventory is not affected significantly by changing the PoD.
Key performance measures of interest areĪ(k, b) and F(k, b) (or F x (k, b) ). These can be computed using the matrix-geometric approach. Similar arguments have been used to obtain Equation (4) in Proposition 1 (for additional details, see Lee and Zipkin (1992) ). In what follows, we sketch out the significant steps of this analysis.
Let C j and P j be j × j matrices such that:
(Note that I is the identity matrix of appropriate dimensions.) We also define row vectors γ j = [1,0, . . . ,0] for j = 1, . . . ,
and γ j+1 = [γ j , (1 − γ j e)], for j = k, . . . , K − 1, where e is a column vector of ones with similar dimensions as γ j . Setting π j = γ j P j and using Lee and Zipkin's approximation, the backorder level at station j, B j , has a discrete-phase-type distribution with parameters (π j , P j ) for j = k and parameters (π k P b k , P k ) for j = k. This also means that order delay F j has a continuous-phasetype distribution with parameters (γ j , C j ) for j = k and (γ k P b k , C k ) for j = k. Furthermore, if we let N k denote the number of units on order at station k (N k = b − I k + B k ), then N k has a discrete-phase-type distribution with parameters (π k , P k ). Performance measures of interest are now obtained as summarized below.
Proposition 4. In a series system with the PoD at stationk and buffer size b, the expected inventory, backorder level and average order-fulfillment time at station-j are given as follows.
Furthermore, the probability that the order delay exceeds a quoted lead time x at station j is:
System-level performance measures areĪ (k, b) 
The approximations in the above expressions come from the fact that for stations j > k, we are approximating the queue-length and order-delay distributions by those of independent M/M/1 queues.
The expected inventory, backorder level and the orderfulfillment delay can be further simplified after recognizing that the distribution of number of items in the MTS segment follows a generalized negative binomial distribution. These relationships are given below:
where
It is easy to see that for each fixed k,Ī(k, b) is monotonically increasing andF(k, b) and Pr(F k ≥ x) are monotonically decreasing in b. Therefore, given k the value of b that minimizes the holding cost subject to a service-level constraint is the smallest feasible b. In light of this property, it is easy to devise a procedure for finding the optimal k and b. Starting with the smallest feasible k, denoted k min , we calculate contingent optimal b(k) and z (k, b(k) ), until k = min(k max , K). The best (k, b) pair is the one that results in the minimum overall cost.
Examples and insights
Next, we carry out numerical experiments in which we study how the optimal values of k and b and the optimal cost change with respect to changes in the capacity, service level and holding and redesign costs. Results of selected experiments, as well as generalizations supported by these experiments are reported in the remainder of this section. (For brevity, we only consider the case where the objective is to minimize the sum of the inventory holding and process redesign costs, subject to a constraint on the expected order delay.) Note that even without redesign costs, choosing the optimal k is non-trivial. For the same service performance level, b is decreasing in k in a non-linear fashion. Since a larger b results in a greater average inventory, there is a nontrivial trade-off between the unit holding costs (which are increasing in k) and the average inventory (which is decreasing in k). (In this article, increasing means non-decreasing and decreasing means non-increasing. The qualifier "strict" is used to denote a strict inequality.) Some generalizations based on numerical experiments that capture these tradeoffs are summarized in Observations 5 and 6 below. We do not have rigorous proofs for the statements made in these observations.
Observation 5. A series system with balanced stations has the following properties:
1. k * and b * are decreasing in α (lower α ⇒ tighter service requirement) and increasing in (higher utilization). However, due to the requirement that k * and b * be integer quantities, this pattern may not hold for small changes in α and . 2. k * is increasing and b * is decreasing in the unit inventory cost h(i), when h(i) is assumed linear in i. 3. k * is decreasing and b * is increasing in the redesign cost c(k).
The above properties are illustrated in Figs. 6-9. Figures 6  and 7 show, respectively, the overall pattern and the nonmonotone relationship between k * and b * and α for an example system. Both figures use the same basic data: ρ = 0.85, K = 10 and linear holding and production system costs. In Fig. 6 , α is increased in steps of one over the range [1, 57] whereas in Fig. 7 , we choose a finer granularity by way of changing α in steps of 0.5 from 35 to 55. An example illustrating the effect of b * and c(k) on k * is shown in Fig. 8 and the effect of c(k) on b * is shown in Fig. 9 .
Observation 6. If there is flexibility in arranging the sequence in which different workstations are visited, it is desirable to place stations with a tighter capacity in the MTS stage. Furthermore, it is desirable to balance stations within each stage but not necessarily across stages.
We give concrete examples of these trends in Tables 2 and  3 . Table 2 data pertains to a system with K = 4 stations, exactly two of which are in the MTS stage, i.e., k = 2. This production system is comprised of two stations with utilization 0.7 and two stations with utilization 0.8. We assume that any two of these four stations can be placed in the MTS stage. Table 2 shows the optimal b and corresponding cost under different workstation orderings at the two production stages. Note that the configuration in which the two stations with the heaviest load are placed in the MTS stage minimizes the overall cost. This makes intuitive sense since undifferentiated inventory only reduces the effective delay in the MTS stage. Table 3 presents evidence that balancing the workload within a production stage is desirable. Its data are: K = 4, 
where n is varied and ρ = 0.85). k = 3, α = 12 and linear holding and process design costs. The base case consists of four stations with different loads ordered in decreasing utilization. Suppose that the workload could be redistributed among the three stations in the MTS stage. How should the workload be assigned? This example shows that redistributing the load such that workstations within the MTS stage are balanced minimizes the total relevant costs. Redistributing the workload among stations in the MTS stage increases the effective production rate of the bottleneck station in that stage. This is what drives the improvement we observe upon balancing the workload.
The effect of partial DD
In the previous two sections, we assumed that a platform common to all products can be built in the undifferentiated segment of the production process. In many industries, this is either not possible or too expensive. Instead, products are often grouped into families and a standardized platform is designed for each family (Garg and Tang, 1997) . Thus, instead of building a single undifferentiated product in stage-1, multiple partially differentiated items are produced and stocked in separate intermediate buffers. These partially differentiated items are then fully differentiated in stage-2 once demand is realized. In this section, we compare systems with full versus partial DD. We are particularly interested in identifying conditions when Partial Differentiation (PD) does not result in a significant deterioration in performance. Note that if we ignore redesign costs, a system with a single undifferentiated product is always superior. However, since the costs of designing a common platform that is shared by all products can be significant (especially when the number of these products is large), there is a need to trade-off the additional benefits of full DD against the cost savings realized with PD.
The model
We use a single station to model each of the MTS and MTO stages of the production process (extension to a system with multiple stations of the type described in Section 4 is possible). For a system with PD, we have M buffers of partially differentiated products. In order to isolate the effect of the number of PD products, we let the demand associated with each PD product be λ = /M. Proposition 4 provides performance measures for systems with PD. The proof is similar to that of Proposition 2 and is omitted for brevity.
Proposition 5. For a system with M PD products, the average inventory level, the average number of backorders, the average order-fulfillment time and the probability of the fulfillment time exceeding a quoted lead time x, can be obtained respectively as
, and (27)
where, as before,
Note that F j,x (b pd ) refers to the waiting-time distribution for items that are made from the type-j undifferentiated platform.
The expressions in Equations (26)-(28) are approximations since the second term in each case is derived after assuming that the stage-2 production system operates approximately like a M/M/1 queue. This assumption allows us to simplify the constraint on the average order-fulfillment time as follows:
whereα is the allowable delay in stage-1, after netting out the delay in the MTO production stage. According to our approximation,α can be estimated as:
Similarly in a cost-based system we can ignore the component of backorders due to stage-2 in determining the optimal base-stock level.
Optimal base-stock levels can be obtained using the approach presented in Section 3. For systems with a constraint on the average order-fulfillment time, the optimal base-stock level is given by:
Note that we assumeα < ρ 1 / ( (1 − ρ 1 ) ). If this condition is not satisfied, then a pure MTO system is optimal. For a cost-based system:
For a system with a constraint on the probability of the order-fulfillment time exceeding a quoted lead time x, a closed-form for the base-stock level is difficult to obtain. However, it can be easily computed numerically.
The models presented in this section, with appropriate reinterpretation, may also be useful in studying systems where the second stage takes significantly less time than the first one (i.e., differentiation can be rapidly carried out). In that case, both the MTS and DD systems have a single stage, with the difference being in the number of end items stocked.
Analysis and insights
As we did in earlier sections, we compute the ratio of the optimal inventory costs, subject to a constraint on the average order-fulfillment time, under partial DD and full DD. We begin by examining the effect of utilization; since the MTO stage of the production process is not affected by the degree of PD, we focus attention on the effect of changing ρ 1 . However, unlike the earlier sections, we are able here to analytically characterize the limiting behavior of optimal cost functions with respect to capacity utilization, the number of partially differentiated items and the order-delay slack. These results agree with the numerical insights obtained in Section 3 (proofs can be found in Appendix B). Proposition 6. The ratio z * pd /z * d → h pd / h d as ρ 1 → 1, where z * pd = h pd MĪ pd (b * pd ) and z * d = h dĪ d (b * d ), which means that I pd (b * pd )/Ī d (b * d ) → 1 as ρ 1 → 1. Furthermore, z * pd = z * d = 0 when ρ 1 ≤ ρ min =α /(1 +α ).
Proposition 6 shows that the relative advantage of using a single common platform diminishes when the utilization is high, an effect related to the high correlation of the number of items of different platforms that are on order in the PD system. The result also shows that when the utilization is sufficiently low, PD and DD become equivalent since producing to order becomes feasible. On the other hand, when the utilization is in the midrange, the benefits of DD can be significant.
The effect of M on the ratio z * pd /z * d can be shown to be non-monotonic in general. The non-monotonicity is, however, limited to cases when M is relatively small. For large M, cost for the PD system increases linearly in M and, since the cost z * d is independent of M, the ratio z * pd /z * d also increases linearly in M. Proposition 7. If M ≥ M max = [ρ 1 /(1 − ρ 1 )][ρ 1 /α (1 − ρ 1 ) − 1], then z * pd = h pd M(1 −ρ 1 ). Proposition 8 considers the effect of the order-delay requirement on the ratio z * pd /z * d . Proposition 8. z * pd /z * d → (h pd / h d )M ln(ρ 1 )/ ln(ρ 1 ), asα → 0. Furthermore, z * pd /z * d = (h pd / h d )M(1 −ρ 1 )/(1 − ρ 1 ) when ρ 2 1 /[ (1 − ρ 1 )] ≤α ≤ ρ 1 / (1 − ρ 1 ) and z * pd = z * d = 0 when α ≥ ρ 1 / (1 − ρ 1 ).
In the rangeα ≤ ρ 2 1 /[ (1 − ρ 1 )], z * pd /z * d is observed to be mostly increasing (although not monotone) inα. DD is less valuable when eitherα is small or large enough that MTO production becomes feasible. The value of DD can, however, be significant whenα is in the mid-range. For example, when ρ 2 1 /[ (1 − ρ 1 )] ≤α ≤ ρ 1 / (1 − ρ 1 ), the expected inventory under PD is at least M times the expected inventory under complete DD.
Conclusions
In this article, we presented mathematical models, analysis and numerical examples to assess the benefits of DD in settings where the lead times are load dependent. Our models capture important interactions due to congestion that are absent in traditional inventory models. The following generalizations are supported by a large number of numerical experiments.
1. The desirability of DD depends on the amount of slack capacity available. A tighter capacity diminishes the value of DD and favors MTS production. This effect has two underlying causes; (i) a higher utilization, at either stage of production, induces the higher inventory levels that are needed to meet service level requirements or to mitigate backorder penalties; and (ii) a higher utilization in the MTS stage increases the positive correlation in the lead times of consecutive orders, thus reducing the value of inventory pooling due to DD. 2. The effects of slack capacity in the MTS and MTO segments of the production process for systems with DD are not symmetric. A tighter capacity in the MTO segment is more detrimental to the desirability of DD since there is no inventory to buffer the longer lead times in the MTO segment. 3. If there is flexibility in choosing the PoD, a higher loading tends to favor later differentiation. Also, whenever there is flexibility in ordering the workstations that constitute the production process, placing workstations that have a tighter capacity in the MTS stage is more effective.
The simplicity and ease of implementation of the models make them useful for strategic decision-making and for building intuition regarding the complex interactions between capacity, congestion, inventory levels, quality of service and cost.
