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ABSTRACT
We propose a new approach to linear ill-posed inverse problems. Our
algorithm alternates between enforcing two constraints: the measure-
ments and the statistical correlation structure in some transformed space.
We use a non-linear multiscale scattering transform which discards the
phase and thus exposes strong spectral correlations otherwise hidden
beneath the phase fluctuations. As a result, both constraints may be put
into effect by linear projections in their respective spaces. We apply
the algorithm to super-resolution and tomography and show that it out-
performs ad hoc convex regularizers and stably recovers the missing
spectrum.
Index Terms— Inverse problems, tomography, super-resolution,
scattering transform, regularization.
1. INTRODUCTION
In this paper we propose a new way to solve ill-posed linear inverse
problems. We consider the usual problem statement: estimate x P X
from noisy measurements y by a singular operator Γ:
y “ Γx` b, (1)
with b being the measurement noise. The estimator px “ pxpyq of x is a
function of the measurements y.
A standard approach to deal with ill-posedness is to cook up a
regularizer hpuq which promotes signals within the desired model and
solve
min
uPX dpy,Γuq ` λhpuq,
where dpy,Γuq is the data fidelity term [1, 2]. Both d and h are typically
convex which may be undesirable in severely ill-posed problems (cf.
Section 5.3).
We propose a different route. Measurements y reveal certain in-
formation about the signal x that can often be interpreted spectrally: a
part of the spectrum is known from y, and solving the inverse problem
means reconstructing the unknown part from the known part. This is
illustrated in Fig. 1 for the two inverse problems we study—super-
resolution and tomography. Any signal can be made to satisfy the
measurements by projecting it in an appropriate space A of signals con-
sistent with measurements. For example, in the case of super-resolution,
this projection replaces the low frequencies by the measured ones.
For some z, PApzq may be a bad estimate of x in the sense that
the joint statistics of the known and unknown spectral regions will
be wrong. We show that these joint statistics are captured by the
scattering coefficients [3, 4]—local averages of moduli of complex
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Fig. 1. Known part of the Fourier transform with super-resolution measurements
(A); Radon transform uniformly subsampled in angle (B); Radon transform with
directions restricted to a cone (C).
wavelet coefficients which encode interactions across scales. Scattering
has been used earlier to build probabilistic models for super-resolution
[5].
To see why we work with amplitudes and discard the phases, con-
sider estimating a complex-valued random variable X “ |X|ejφX
from Y “ |Y |ejφY . Assume that phases and magnitudes are indepen-
dent, φX is distributed uniformly on a circle, and phases are perfectly
correlated: φY “ ´φX . One may expect that this correlation is benefi-
cial. However, the quality of linear estimation depends on achieving
significant linear correlations between coordinates of the transform, as
measured by the correlation coefficients [6]:1
corrpXi, Xjq “ ErpXi ´ ErXisqpXj ´ ErXjsqqa
VpXiqVpXjq . (2)
A quick computation shows that ErXY ˚s “ 0, so that correlation
is zero and at best we can restore the mean (0 in this case). In gen-
eral, phases inevitably reduce linear correlations: an instance of a
phenomenon known in statistics as regression to the mean.
By eliminating the phase, a scattering transform yields strongly
correlated coefficients which can thus be estimated linearly from the
scattering coefficients of the measured signal. This estimator defines
another projection in the space of square integrable random variables.
Signals obtained by this second projection will generally not belong
to A. We then propose a natural idea: iterate the two projections—
a linear one onto A and a non-linear one that adjusts the transform
statistics—until we obtain a signal in A with the right statistics.
We demonstrate the method in two inverse problems: super-
resolution and tomography, showing that our approach stably estimates
the missing spectral information. The paper is organized as follows:
Section 2 reviews scattering transforms, Section 3 presents our main
approach and Section 4 gives the algorithmic details. Finally, Section 5
presents numerical experiments.
2. SCATTERING TRANSFORM
A scattering representation is a vector of signal descriptors computed
as moduli of iterated wavelet coefficients, which are made locally
1Even in the Gaussian case, absence of correlation in the sense of (2) limits
our estimation potential to that of restoring the mean.
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invariant to translations. By eliminating the phase, it creates a set
of highly correlated coefficients so that the missing spectrum can be
linearly estimated from known coefficients at different scales.
Let xpuq for u P Zd be a stationary process, with Er|x|2s ă 8. A
wavelet transform analyzes multiscale variability of x through convo-
lutions with dilated wavelet band-pass filters. For image processing,
the wavelets ψk may be constructed by rotating a single wavelet ψ
throughs an angle kpi{K: ψkpuq “ ψprkuq. They are dilated diadi-
cally by factors of 2j , ψj,kpuq “ 2´jnψkp2´juq, up to the maximum
scale 2J . The resulting wavelet transform of x is
WJx “ tx ‹ φJpuq , x ‹ ψj,kpuqujďJ,1ďkďK , (3)
where φJpuq “ 2´dJφp2´Juq is a scaled averaging filter, withş
φpuq du “ 1.
If x is stationary then x ‹ ψj,kpuq is also stationary. We consider
complex-valued wavelets ψ whose Fourier transform has a support
concentrated on one-half of the Fourier domain—for any ω P Rd either
ψˆpωq « 0 or ψˆp´ωq « 0. We define K wavelets ψkpuq, which are
regular functions with a fast decay and a zero average
ş
ψkpuq du “ 0.
One can verify that the wavelet transform is invertible with a stable in-
verse if the wavelet Fourier transform satisfies the following Littlewood-
Paley condition at all frequencies ω:
1´  ď |φJpωq|2 ` 1
2
ÿ
j,k
p|ψˆj,kpωq|2 ` |ψˆj,kp´ωq|2q ď 1 . (4)
First-order scattering coefficients are obtained by averaging the enve-
lope of the complex wavelet coefficients:
Φxpu, j, kq “ |x ‹ ψj,k| ‹ φJpuq . (5)
Because of the averaging, these coefficients are locally invariant to
translations at a scale 2J . However, the averaging erases information,
and to recover it we must recover the variability of the wavelet transform
envelope |x ‹ ψj,kpuq| for each j, k.
Second-order scattering coefficients provide information about this
variability by filtering the envelope with a new set of wavelets ψj1,k1
and averaging the amplitude of the resulting coefficients with φJ :
Φxpu, j, k, j1, k1q “ ||x ‹ ψj,k| ‹ ψj1,k1 | ‹ φJpuq .
They measure the average multiscale time variations of |x ‹ ψj,kpuq|.
Note that in general, the scattering transform is not invertible.
If xpuq is a stationary process then |x ‹ ψj,k| ‹ φJpuq and ||x ‹
ψj,k| ‹ ψj1,k1 | ‹ φJpuq are also stationary, but also slowly varying
in space. They are strongly correlated with correlation coefficients
which depend upon the properties of x. In the following we explain
how learning these correlation coefficients enables us to estimate the
missing spectral information.
3. OUR APPROACH IN A NUTSHELL
As mentioned in the introduction, we work with two types of infor-
mation about x: measurements y and the correlation structure of our
representation Φx. Satisfying the measurement constraints is achieved
with a linear projection in the original signal domain, whereas adjusting
the correlation structure is achieved with a linear operator in the trans-
formed domain Φ. We assume knowing the first and second moments
of pΦx,ΦΓ`yq.
In general, the two criteria will not have the same minimizers,
therefore the estimator resulting from the best linear predictor in the
scattering domain will not satisfy (1). More precisely, since the involved
distributions are not Gaussian and Φ is not invertible, the best linear
estimator (LMMSE)2 will in general not satisfy measurements (1) even
with b “ 0. That is, letting R be the estimator, the set
L def“  z : Φz “ RΦΓ`y ^ Γz “ y(
could be empty, and in principle it will. To resolve this issue, we define
the estimator pxpyq by the following three relations (strictly speaking, px
is a set):
‖Γpx´ y‖ ď , (A1)
ErΦpxs “ ErΦxs, (A2)
ErpΦpxqipΦpx´ Φxqs “ 0, @i. (A3)
Let us explain these conditions. The first one is a natural require-
ment that our estimate satisfy the measurement constraint (1) up to the
noise ball, where 2 is proportional to variance of the noise b. For con-
venience, we denote by A the set of vectors satisfying the measurement
constraint,
A def“ tu : ‖Γu´ y‖ ď u .
The second and the third condition are related to linearity of esti-
mation. This is not to say that the defined Φpx is linear in ΦΓ`y—it
is somewhat more subtle: we ask that our Φ-domain estimate Φpx opti-
mally exploits the statistical information about x in the sense that no lin-
ear (affine) estimatorQ applied to Φpx can extract additional information
about Φx that would make E‖Φx´QΦpx‖2 smaller than E‖Φx´Φpx‖2.
This is equivalent to asking that the error vector Φppxq ´ Φpxq have
zero mean and be uncorrelated with every coordinate of the estimate
Φpx.
The goal is thus to find an estimator px which satisfies conditions
(A1,A2,A3). In the next section we propose a new algorithm to compute
such an estimator.
4. ALGORITHM
4.1. Projection on the Transform-Domain Statistics
As argued above, the LMMSE estimator of Φx given ΦΓ`y will in
general not be consistent with the measurements. This means that the
relations (A1,A2,A3) do not specify the LMMSE estimator. However,
we propose to use the LMMSE estimator as a building block of an
iterative algorithm that will lead to px satisfying the three conditions.
We require our estimate to be uncorrelated with the estimation error
in the Φ-domain. Thus, given some Φ-domain data Z “ fpyq which
we interpret as an intermediate estimate (say Z “ ΦΓ`y), we want to
produce a random vector pX “ pXpZq such that
Er pXs “ ErXs (6)
and Er pXjp pX ´Xqs “ 0, @j P t1, . . . , nu . (7)
Note that there is no typo in having pX in both terms of the orthogonality
relation (7). This is because our goal is not to specify how pX is related
to this particular Z. Rather, we are stating a property of the estimator pX .
Showing how to obtain from Z a vector pX is then only a mechanism to
satisfy this property which we refer to as projection.
Regardless of whether or not Z and X are jointly Gaussian, a
random vector satisfying the above conditions can always be found by
linear regression over coordinates of Z which optimizes the MSE. In
other words, if G P Rnˆn, h P Rn are (uniquely) defined as
2Although it is common to call this estimator linear, it is in fact affine.
G, h “ arg minxG, ph E ‖X ´ p
pGZ ` phq‖2, (8)
then GZ `h satisfies (6) and (7). Conveniently, G and h only depend
on the first and second moments of pX,Zq and we can find them in
closed form:
G “ KXZK´1ZZ , h “ ErXs ´GErZs. (9)
4.2. Projection on the Measurements
Given z P Rd we define a second projector z1 “ PAz where Φz1 is
such that z1 P A and E ‖Φz1´Φz‖2 is minimized. We can obtain such
a projector on a per-realization basis as follows,
z1 P PAz def“ arg min
uPA
‖Φu´ Φz‖2. (10)
Since Φ is non-linear this projection is non-convex. We can associate
to PA a projector in the Φ-domain. Given Z “ Φz, we have
Z 1 P PΦpAqZ def“
"
Φv : v P arg min
uPA
‖Φu´ Z‖2
*
. (11)
4.3. Algorithm
We now state the alternating projection algorithm. Let zp0q “ 0. Then
for any k ě 0 we define
Φzpk`1q P PΦpAqRΦzpkq .
At each iteration, the linear regression operator R applied to Φzpkq is
computing the closest Zpk`1q such that Φx´ Zpk`1q is uncorrelated
with Φzpkq. Note that to compute PΦpAq, we must first compute PA,
so the algorithm also maintains an estimate in the signal domain, zpkq.
The operator PΦpAq is a non-linear operator which is approximated
with a projected gradient descent algorithm. The alternating projection
can be explicitly written as
Φzpk`1q P PΦpAq
”
GpkqΦzpkq ` hpkq
ı
.
The algorithm is stopped after r iterations and the associated (non-
unique) zpkq is taken as an approximation of px. It is important to point
out that since in every iteration we compute a new estimator, we need
not only the first- and second-order statistics of pΦx,ΦΓ`yq, but also
of pΦx,Φzpkqq for all iterations k.
5. NUMERICAL RESULTS
5.1. Figures of Merit
The proposed algorihtm iteratively reduces the MSE in the Φ domain.
However, this does not translate into improved PSNR in the pixel
domain. In fact, in super-resolution, a simple low-pass projection
will generally yield better PSNR than our reconstructions. One of the
reasons for this is that we reconstruct inexact phase at high frequencies.
This results in a slight misalignement of singularities such as points
and edges, which in turn leads to large `2 errors. Lowpassing hedges
its bets by blurring singularities thus reducing the `2 error, although the
final result cleary looks wrong.
There is a need for a different translation-invariant measure which
which goes beyond Gaussian statistics, and which is independent of our
specific Φ. To this end, we propose to use higher-order moments, and
in particular kurtosis.
Kurtosis of a random variable is the standardized fourth central
moment. For a random vector x “ rx1, . . . , xN s, one may define a
multivariate (co)kurtosis tensor by analogy to the covariance matrix:
kurtrxsijk` “ Erpxi ´ µiqpxj ´ µjqpxk ´ µkqpx` ´ µ`qsa
VrxisVrxjsVrxksVrx`s . (12)
Note that for shift-invariant processes we can fix one index.
To circumvent the challenges of estimating and comparing large
tensors, we further use a result by Mardia [7] who showed that β def“
E
!“px´ µqJΣ´1px´ µq‰2) is a good measure of multivariate kur-
tosis. Given a random sample x1, . . . , xn, we can estimate β by the
empirical mean using estimated covariance pΣ. Mardia demonstrated
that for x P Rp we have Erpβs “ ppp` 2qn´1
n`1 .
Non-normality is an important aspect of natural signals. For an
illustration in texture classification see [3]. We will use the excess
sample kurtosis pβ ´ ppp` 2q as a measure of how well the statistics of
the desired signals are reproduced by the various methods.
5.2. Operators and Processes
We study two different problems: super-resolution and limited-angle
tomography (Radon transform). Their action in Fourier space is il-
lustrated in Fig. 1. In super-resolution, the operator is given as a
decimator—a composition of lowpass filtering HLP and downsampling
S, ΓSR “ S ˝ HLP, and the corresponding projection is given as
(assuming y are measurements and HLP is self-adjoint)
PSRz “ HLP ˝ S˚y ` pI ´HLPqz, (13)
where S˚ is upsampling.
In tomography, the operator is given as the Radon transform
rΓRxs` “ ş` xpsq ds, for a set of lines ` P Λ. Unlike in the case of
super-resolution, here we do not use a linear right inverse. A better
result can be obtained if we impose positivity and max norm:
Γ`Ry
def“ arg min
z:0ďzpuqď1
‖y ´ ΓRz‖22, (14)
Note that this is a right inverse only on signals in the constraint space.
We use two types of signals: realizations of the Ising spin-glass
model [8] and Cox point processes [9]. At the right temperature, Ising
realizations behave like a mixture of simple shapes and textures while
Cox processes are useful for comparisons with sparse regularizations.
5.3. Comparison With `1 Minimization: Cox Point Processes
We first attempt to demonstate why convex methods that work in the
pixel domain and do not use a phase-removal mechanism fail in some
simple cases. Fig. 2C shows a reconstruction of a Cox point process.
Measurements are obtained by Gaussian filtering and downsampling
by a factor of 4 along each axis. Signal sparisty is set so that com-
bined with the relatively high coherence of the forward operator the `1
minimization does not have a unique solution [10].
Convexity of the cost function Epuq def“ dpy,Γuq ` λhpuq can be
a bottleneck in severely ill-posed problems as it makes the estimate
vulnerable to regression to the mean. If u1 and u2 are two minimizers
with Epu1q “ Epu2q, then u˜ “ tu1 ` p1´ tqu2 is also a minimizer
of E. But if u2 is a small translation or deformation of u1, u˜ will be a
blurred version of u1 with corrupted high-frequency information. This
can be seen clearly for hp ¨ q “ ‖ ¨ ‖`1 in Fig. 2C.
The reconstruction using one iteration of the proposed algorithm
looks better. Even though it is not equal to the original realization,
it has the correct spatial statistics (it looks right), and it reproduces
A - Ising Super-Resolution B - Ising Tomography C - Cox Super-Resolution:      vs Proposed 
Fig. 2. Results of computer experiments. A: upper-left—the original Ising realization of size 256ˆ 256, at temperature T “ 0.3; lower-left—lowpass version
(projection of the original on A) obtained by decimating by a factor of 16 along each axis; upper-right—reconstruction after the first iteration; lower-right—
reconstruction after 20 iterations, projected onA. B: same as A but with half-angle Radon measurements. C: upper-left—realization of a Cox random process
(non-homogeneous Poisson); lower-left—lowpass version; upper-right—reconstruction by `1 minimization; lower-right—one iteration of the proposed algorithm.
Fig. 3. Reconstructions of Ising measurements from Fig. 2 by TV-norm mini-
mization. Left: super-resolution; right: tomography.
Original One iteration 20 iterationsProjection on 
Fig. 4. Translation invariant cokurtosis tensors of size 64 ˆ 64 computed on
patches of size 8ˆ 8 and averaged along the first dimension (tomography).
measurements. It is thus a valid solution within the proposed framework.
Indeed, Table 1 shows that although the `1-minimal solution fares better
in terms of the MSE, in terms of higher-order moments it performs
much worse than the scattering-based reconstruction.
5.4. Ising Super-Resolution
Fig. 2A shows super-resolution of Ising realizations. The operator is
a decimation by a factor of 16 along each axis, thus the data loss is
256-fold. The following can be noted: using a linear reconstruction
(lower-left) gives a bad result. Already the first iteration of the proposed
algorithm gives a much better result, and iterating further brings out
correct structural details as indicated in the lower right. In Table 1
we see that the excess kurtosis corroborates our ocular observations,
although the MSE might suggest otherwise. In the light of the severity
of data loss we find these results remarkable.
For a comparison, in Fig. 3 we provide a reconstruction regularized
by the total variation (TV): arg minz:0ďzpuqď1‖y´ΓSRz‖22`λ‖z‖TV.
The value λ “ 5ˆ 10´6 was tuned by hand.
Experiment MSE Ex. Kurtosis
Ising Original 0 1760
Ising SR Projection 0.91e4 85
Ising SR Iteration 1 1.32e4 1282
Ising SR Final 1.35e4 1290
Ising Radon Projection 6.91e3 2285
Ising Radon Iteration 1 6.55e3 1705
Ising Radon Final 7.54e3 1787
Cox Original 0 605
Cox SR Projection 1814 267
Cox `1 1500 3164
Cox One Iteration 1910 514
Table 1. Figures of merit computed on various sets of images.
5.5. Ising Tomography
In Fig. 2Bwe present reconstructions of Ising models from tomographic
(Radon) measurements. ΓR performs a half angle Radon transform
with angles between 0˝ and 89˝ in steps of 1˝. We see that a simple
reconstruction subject to the positivity constraint (14) does not give a
very good result. First iteration of our algorithm gives a nicer image,
and a considerable improvement comes from iterating.
The excess kurtosis given in Table 1 corroborates what our eyes
are telling us. We also show the cokurtosis tensors in Fig. 4. It is clear
that the final result best matches the cokurtosis of the original signal.
Finally, a TV-norm regularized reconstruction is shown in Fig. 3
(λ “ 1ˆ 10´6). Since in the tomographic experiments the data loss is
less severe, this reconstruction looks better than in super-resolution.
6. CONCLUSION
We proposed a new algorithm for solving linear inverse problems which
exploits the correlation structure of the data in a non-linearly trans-
formed domain. The modulus non-linearity reveals spectral correla-
tions otherwise hidden by phase fluctuations. Promising initial results
on super-resolution and tomography show that we indeed recover the
correct missing spectral information in hard problems. Future work
includes optimizing the transform, more general classes of operators,
efficient implementations, and proofs of convergence.
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