We present an algorithm for minimizing the sum of a strongly convex time-varying function with a time-invariant, convex, and nonsmooth function. The proposed algorithm employs the prediction-correction scheme alongside the forward-backward envelope, and we are able to prove the convergence of the solutions to a neighborhood of the optimizer that depends on the sampling time. Numerical simulations for a time-varying regression problem with elastic net regularization highlight the effectiveness of the algorithm.
INTRODUCTION
In this work, we are interested in the solution of time-varying optimization problems in the form x˚ptq " arg min xPR n tf px; tq`gpxqu
where f : R nˆR`Ñ R is smooth and strongly convex, and g : R n Ñ R is proper, closed and convex, but possibly nondifferentiable. Since the solution x˚ptq -the trajectory -changes over time, the objective is to track it up to a bounded error ball.
In particular, we are interested in solving problem (1) in a discrete-time framework, in order to directly implement the solution on digital hardware. Hence we discretize the problem with a sampling period Ts :" t k`1´tk , which yields the sequence of time-invariant problems x˚pt k`1 q " arg min xPR n tf px; t k`1 q`gpxqu, k P N.
The smaller the sampling time is, the higher the accuracy of the trajectory composed of the solutions to (2) will be. However, we need to account for the time required to solve the problems which might exceed some values of Ts, and therefore there is a trade-off between precision and practical implementation constraints.
There are many applications in which problems in the form (1) arise. For instance, in signal processing the reconstruction of timevarying signals on the basis of (noisy) observations gathered online can be cast as a sequence of optimization problems [1] [2] [3] [4] [5] [6] . In control, the model predictive control (MPC) requires that we solve an optimization problem which varies over time [7] [8] [9] in order to design a control action. In robotics, path tracking and leader following problems can be cast in the framework of (1), see for example [10] [11] [12] .
In this paper, we are interested in the solution of (2) using a prediction-correction scheme. Time-varying optimization algorithms based on the prediction-correction scheme have been proposed for both the discrete-time framework that we employ [13] [14] [15] and in a continuous-time setup [16] [17] [18] .
These works, however, are designed to solve smooth optimization problems only; here, our aim is to tackle non-smooth optimization problems by employing the recent results on envelope functions, and in particular the forward-backward envelope (FBE) first introduced in [19] , in conjunction with the prediction-correction scheme.
The main contributions of this paper are: (i) a predictioncorrection algorithm to solve the time-varying optimization problem (1) by using the envelope functions in both the prediction and correction step; (ii) a detailed convergence and convergence rate analysis of the above that show global convergence to an error bound of OpTsq and local convergence to an error bound of OpT 2 s q, under additional assumptions.
Remark 1
The forward-backward envelope is a powerful tool that has recently gained momentum, especially in the context of solving certain classes on non-convex optimization problems. In this sense, this paper can be seen as a first step towards a more general theory of time-varying optimization algorithms. We remark also that the FBE has been advocated as a way to derive Newton-like methods for 1 regularized problems, showing improved results in comparison to more traditional approaches, such as FISTA [6] , at lower computational cost. In Sec. 2, we will report some results about the FBE, and we refer the reader to [20] [21] [22] for an in-depth treatment of the subject.
Remark 2 For the relationship of the FBE with the forwardbackward splitting (also known as proximal gradient method) [23, 24] , see e.g. [20] .
Organization The paper is organized as follows. Sec. 2 introduces the prediction-correction scheme, the forward-backward envelope, and then the proposed algorithm. Sec. 3 presents the convergence results for the algorithm and a sketch of the proof. Sec. 4 describes the results of the numerical simulations and Sec. 5 some concluding remarks.
Basic definitions
We say that a function ϕ : R n Ñ R is mstrongly convex for a constant m P R`iff ϕpxq´m 2 }x} 2 is convex. The function ϕ is said to be L-smooth if its gradient is L-Lipschitz continuous, or equivalently ϕpxq´L 2 }x} 2 is concave. We denote the class of m-strongly convex and L-smooth functions with Sm,LpR n q. A function is said to be closed if for any a P R the set tx P dompf q | ϕpxq ď au is closed. A function is said to be proper if it does not attain´8. We denote the class of closed, convex and proper functions with Γ0pR n q. Given ϕ P Γ0pR n q we define its subdifferential as the set-valued operator Bϕ : R n Ñ R n such that
x Þ Ñ tz P R n | @y P R n : xy´x, zy`ϕpxq ď ϕpyqu .
PREDICTION-CORRECTION WITH ENVELOPES
In this section, we introduce the prediction-correction scheme for time-varying optimization alongside with the forward-backward envelope function. In the remainder of this paper we make use of the following assumptions.
Assumption 1 The function f : R nˆR`Ñ R n belongs to Sm,LpR n q uniformly in time. The function g : R n Ñ R belongs to Γ0pR n q and is in general nonsmooth.
Assumption 2 The function f has bounded time derivative of its gradient derivative as: ∇txf px; tq ď C0.
Assumption 3
The function f is at least three time differentiable and has bounded derivatives w.r.t. x P R n and t P R`as:
In the analysis of time-varying problems, Assumption 1 is common, see e.g. [13, 25, 26] . This assumption ensures by strong convexity that the solution to the problem is unique at each time, and that the gradient of f is Lipschitz continuous. Moreover, Assumption 2 guarantees that the gradient of f has a variability over time that is bounded, thus enabling the computation of reliable predictions. Assumption 3 imposes instead boundedness of the tensor ∇xxxf px; tq, which is typical when analyzing the convergence of second-order algorithms. Moreover, it bounds the variability of the Hessian of f over time, which makes it possible to carry out even more precise predictions of the optimal trajectory.
Prediction-correction
Prediction-correction algorithms have appeared as a computationallight way to solve time-varying optimization problems. The main idea is to compute approximate optimizers for the sequence of timeinvariant problems (2), such that eventually one converges on the time-varying optimizer trajectory x˚ptq. More formally, let x k be the approximate optimizer for (2) at k. Then we want to design methods to determine the sequence tx k u kPN such that }x k´x˚p t k q} goes eventually to a bounded error term.
Prediction-correction algorithms determine each x k`1 by first predicting (at t k ) how the optimizer will change in time, and then by correcting (at t k`1 ) based on the new acquired sampled cost function. Both prediction and correction are here based on a few descent iterations on the envelope functions. The more iterations one performs, the smaller the asymptotical tracking error, however the greater the computational time is.
The prediction step has the aim of computing an approximation of the optimal solution at time t k`1 , x˚pt k`1 q ": xk`1, by using only the information available at time t k , that is f px; t k q and the previous solution x k computed by the algorithm. Once the new cost function f px; t k`1 q is observed at time t k`1 , we perform the correction step, that is we solve problem (2) approximately, using as initial condition the prediction computed at time t k .
In order to use the forward-backward envelope framework, it is useful to reformulate the minimization problem (2) as the following generalized equation
During the prediction step at time t k , we cannot solve (3) to predict how the optimizer will change at t k`1 ; instead, we make use of the available information at time t k to approximate ∇xf px; t k`1 q with the following Taylor expansion
Therefore during the prediction step we want to solve the approximated generalized equation
derived from (3) substituting h k pxq to the (as yet unknown) f px; t k`1 q; notice that x k`1|k will denote the computed prediction. During the correction step at time t k`1 , we can now solve (approximately) (3) , which is what we will do.
Remark 3 From Assumption 1 follows that h k P Sm,LpR n q, and by definition we can write it explicitly as
Forward-backward envelope
Notice that both the prediction and correction problems, (5) and (3), are of the form ∇ϕpx˚q`Bgpx˚q Q 0
with ϕ that is m-strongly convex and L-smooth. Therefore we can apply the recently proposed forward-backward envelope (FBE) to solve them. The FBE for a problem (6) is defined as
where γ P p0, 1{Lq. Under Assumption 1 it holds that arg minpϕ`gqpxq " arg min Mpxq, and therefore minimizing the FBE is equivalent to solving problem (6) . Moreover, the envelope is continuously differentiable on R n and twice continuously differentiable at the unique solution x˚, with positive definite Hessian. In general, the FBE is however nonconvex, and hence in order to minimize it a quasi-Newton scheme with line search has been proposed in [20] , that estimates the Hessian of the FBE using the BFGS method. In our framework, it is possible to prove that the quasiNewton method applied to the FBE has global linear convergence, that is
a result that will be instrumental in proving convergence of our prediction-correction algorithm.
Remark 4 The recent work [22] proved that if ϕ is convex quadratic, then the FBE is strongly convex and smooth, and notice that this is exactly the case of h k in the prediction step. Therefore we can minimize the FBE at the prediction step using a Newton method with BFGS scheme, without the need for the line search that requires a larger number of iterations. The numerical results presented in Sec. 4 exploit this.
Remark 5 An alternative minimization strategy for the FBE is proposed in [21] .
Proposed algorithm
The previous section introduced the forward-backward envelope, that is suited to solving the prediction and correction problems. However, the convergence of the quasi-Newton method is guaranteed only asymptotically. For practical reasons, namely the finite length of each sampling period, we choose to perform only a fixed number of iterations of the solution algorithm: P for the prediction step, C for the correction.
We are now ready to describe the proposed prediction-correction algorithm with the FBE, which is reported in Algorithm 1: at every time t k , we perform P steps of the quasi-Newton method for the FBE, 
Algorithm 1 Prediction-correction algorithm with the FBE.
Input: x0, parameter γ, horizons P and C. 1: for k " 0, 1, . . . do setx k`1|k equal to the last iterate produced by the quasiNewton observe the cost function f p¨; t k`1 q 7: perform C steps of the quasi-Newton method for the FBE with initial condition the predictionx k`1|k 8: set x k`1 equal to the last iterate produced by the quasiNewton 9: end for Remark 6 In general we could use two different γ parameters for the prediction and correction steps, but for simplicity we use a single one.
CONVERGENCE ANALYSIS
In this section, we prove that the sequence tx k u kPN generated by Algorithm 1 converges to a neighborhood of the optimal trajectory, which is characterized in terms of the sampling period Ts. We divide the result in two theorems. The first is a global convergence result with standard assumptions; the second is a local enhanced convergence result with additional assumptions. Such results are typical in prediction-correction time-varying optimization and they extend the ones in [14] for non-smooth cost functions.
Theorem 1 Let Assumptions 1-2 hold, and choose the parameters P and C in such a way that
Then the trajectory tx k u kPN generated by Algorithm 1 converges to a neighborhood of the optimal trajectory txk u kPN as lim sup kÑ8
x k´xk " Opζ C Tsq.T heorem 2 Let Assumptions 1, 2, and 3 hold, and choose the parameters P and C, and τ P p0, 1q in such a way that ζ P`C ă τ . Then there exist an upper bound for the sampling timeTs and a convergence regionR such that if Ts ăTs and x0´x0 ăR, then lim sup
In particular, the bound for the sampling time and the convergence region are characterized bȳ
with κ " p1´γmq{rmp1´γLqs.T he two theorems guarantee that, under suitable regularity conditions of the problem in hand, the trajectory generated by Algorithm 1 converges asymptotically to a neighborhood of the optimal trajectory. Moreover, the size of this neighborhood depends on Ts for Theorem 1 and on T 2 s for Theorem 2, in accordance with the fact that the smaller the sampling time is, the better the sequence of problems (2) approximates the original problem (1).
The neighborhoods depend also on the convergence rate ζ, which in turn depends on the convexity and smoothness moduli of the function f ; thus the structure of the problem influences the accuracy of the proposed algorithm.
The proof of both results can be found in the Appendix of [27] , along with the exact expression for the asymptotic error. Here we mention only some facts. The idea behind the proof is to compute an upper bound to the error x k´xk , and to do so we need to account for two sources of error: the approximation error introduced during the prediction step, and the early termination error due to the finite number of minimization steps in both prediction and correction. The approximation error depends (among other things) on how fast the cost function is changing and a bound on such error can be derived based on implicit function mapping theorems. In particular, we make use of Dini's theorem, see e.g., [28, Th. 1B.1], and the algebraic properties of the envelope function. The early termination errors are instead bounded based solely on the properties of the envelope function.
Once the bound for the errors is derived, we combine them and provide a bound for the error x k´xk based on the parameters of Algorithm 1 (i.e., the step-size γ, and the horizons P and C). Then, we choose such parameters in order to guarantee a finite error. The error bound available is in general not tight, and therefore it might be possible to relax the conditions on the parameters while still ensuring the convergence; which we will explore in future research.
SIMULATIONS
Inspired by [6] , and only as a proof of concept of our algorithm, we consider a regression problem, where we are interested in reconstructing a sparse time-varying signal y k from the noisy measurements b k " Ay k`ek where the matrix A P R mˆn , the measurement vector b k P R m with m ă n -in particular m " 25 and n " 50 -and the components of the error vector e k are drawn from the normal distribution N p0, 10´3q. We apply an elastic net to solve the problem, i.e., we define gpxq " α x 1 and f px; t k q " p1{2q Ax´b k 2 2`p 1´αq x 2 2 {2 for α P r0, 1s, and we formulate the sequence of time-invariant problems
(9) Each component of the signal to be reconstructed is either of the form y i k " c sinpωt k`φ i q where c, φ i are random, or it is 0; ω is set as 1{20, so that we do half-a-turn every minute. The number and index of the "active" components is fixed at 6.
In Fig. 1(a) we present the evolution of the error
Er " x k´xk {6, (the error divided by the number of non-zero components), labeled as "Tracking error", for different values of the prediction horizon P , and α " 0.8, obtained with Ts " 0.1s, C " 5, γ " 0.8{L and minimizing the FBE with the line-search quasi-Newton. Notice that a larger number of prediction steps yields a faster convergence rate and a lower error, which justifies the use of the prediction-correction scheme. Indeed in case we perform only a correction (P " 0) we obtain the worst performance, which means that the ability to predict the future solution enhances the performance of the optimization algorithm. Note that, even with P " 5, the performance is better. The quasi-cyclic nature of the error is due to the sinusoidal reference signal.
As noted in Remark 4, a convex quadratic cost function f guarantees that the FBE is strongly convex. In this scenario, we can compute a descent direction for the FBE without the need for the linesearch procedure included in the quasi-Newton algorithm of [20] ; moreover, the quasi-Newton algorithms with and without line-search yield the same results. We can also think of applying the gradient method, which has good convergence properties for strongly and well-conditioned convex functions and which does not require the computation of the Hessian of the FBE. Fig. 1(b) depicts the evolution of the error for the quasi-Newton and the gradient methods (with the parameter P " 10, C " 5), while Fig. 1(c) the number of matrix-vector products required by the quasi-Newton with and without line-search, and the gradient. Matrix-vector products
Gradient method Quasi-Newton Quasi-Newton w/o line-search (c) Matrix-vector products. Therefore we can choose between a more computationally demanding quasi-Newton, or a gradient method that is simpler to implement but obtains results close to the former.
CONCLUSION
In this paper, we presented a prediction-correction scheme for timevarying optimization that employs the forward-backward envelope. We described two Theorems that guarantee the convergence of the solution computed by the algorithm to a neighborhood of the optimal solution that depends on the sampling time. Finally we validated the proposed algorithm with some numerical results. Future works will address the problem of relaxing the requirements on the cost functions, especially strong convexity, and perhaps convexity altogether, together with extensive numerical validation and comparison with state-of-the-art methods in specific applications, e.g., dynamic 1 reconstruction. 
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