Inclines are the additively idempotent semirings in which the products are less than or equal to factors. Thus inclines generalize Boolean algebra, fuzzy algebra and distributive lattice. And the Boolean matrices, the fuzzy matrices and the lattice matrices are the prototypical examples of the incline matrices (i.e., the matrices over inclines). In this paper, the complete description of the invertible incline matrices is given. Some necessary and sufficient conditions for an incline matrix to be invertible are studied, Cramer's rule over inclines is presented and the group of invertible incline matrices is investigated. The main results in the present paper generalize and develop the corresponding results in the literatures for the Boolean matrices, the fuzzy matrices and the lattice matrices.
Definition 2.1 [1] . A nonempty set L with two binary operations + and · is called an incline if it satisfies the following conditions:
(1) (L, +) is a semilattice, (2) (L, ·) is a commutative semigroup, (3) x(y + z) = xy + xz for all x, y, z ∈ L, (4) x + xy = x for all x, y ∈ L.
In an incline L, define a relation by x y ⇔ x + y = y. Obviously, xy x for all x, y ∈ L.
The Boolean algebra ({0, 1}, ∨, ∧) is an incline. The fuzzy algebra ([0, 1], ∨, T ) is also an incline, where T is a t-norm. And the distributive lattice is a kind of inclines.
For any positive integer n, n always stands for the set {1, 2, . . . , n} and [n] denotes the least common multiple of the integers 1, 2, . . . , n.
Throughout this paper, unless otherwise stated, L always denotes any given incline with the additive identity 0 and the multiplicative identity 1. It follows that 0 is the least element and 1 is the greatest element in L.
Denote by L m×n and L n the set of all m × n matrices over L and the set of all column vectors of order n over L, respectively. Especially, we denote M n (L) := L n×n .
Given For a convenience, I n is sometimes written as I . The set M n (L) constitutes a partially ordered monoid with respect to the matrix multiplication.
Definition 2.2 [1] . Let S be a semigroup and a ∈ S. Assume that a k = a k+d for some positive integers k and d. The least such positive integers k and d are called an index and a period of a, respectively. In this case, we say that a has index. Definition 2.3 [1] . An incline L with 0 and 1 is called an integral incline if it has no nonzero elements x and y such that xy = 0 and x + y = 1. 
Then T e is a t-norm and L = ([0, 1], ∨, T e ) is an incline. It is clear that I (L)
The following are the fundamental lemmas which will be used in the next sections.
Lemma 2.3. If D is a distributive lattice and
Proof. Let A = (a ij ). Then for any i, j ∈ n, we have that
Consider any term a ii
ij . Put i 0 = i and i n = j . Since i u ∈ n for all u (0 u n), there exist p and t such that 0 p < t n and i p = i t . Then we obtain that 
.
From Lemma 2.3, we obtain that
This completes the proof.
Some conditions for invertibility of incline matrices
In this section, we give some necessary and sufficient conditions for the incline matrices to be invertible. Proof. Since A is invertible, AX = XA = I for some X ∈ M n (L). Put A = (a ij ) and X = (x ij ). By AX = I , we have that if i / = j , then s∈n a is x sj = 0, and so a is x sj = 0 for all s ∈ n. And by XA = I , we obtain that s∈n a si s∈n x is a si = 1 and s∈n x is s∈n x is a si = 1 for all i ∈ n. Hence we see that
for all i, j ∈ n. Therefore, X = A T and this completes the proof. .
Theorem 3.3. If A ∈ M n (L) and f A is surjective mapping, then A is right invertible.
Proof. Since f A is surjective mapping, there are some column vectors (
, then the following statements are equivalent to each other: The equivalence of the first seven statements is proved in the procedures of
by using Theorem 3.1 and Theorem 3.
(9) ⇒ (8) It is obvious. (8) ⇒ (1) It is Theorem 3.3. (3) ⇒ (9) By Theorem 3.2,
(10) ⇒ (5) Suppose that (10) holds. Then for any x, y ∈ L n ,
Let A = (a st ). For any i ∈ n, let e i be the ith unit vector in L n , i.e., the only ientry of it is 1 and the other entries are 0. For any i, j ∈ n, replace x and y with e i and e j , respectively, in the expression above. Then we have that
Hence (10) holds. (3) ⇒ (11) Let
be an invertible matrix. It follows from (4) that for any i ∈ n, s∈n a is s∈n a 2 is = 1, i.e., s∈n a is = 1. Hence for any i, j ∈ n, we have that
On the other hand, by (5), we see that k∈n a kj a ks = 0 for j / = s, i.e., a kj a ks = 0 for all k ∈ n. Therefore, a ij = a 2 ij , which implies that a ij ∈ I (L) and A ∈ M n (I (L)). By (9), f A is injective mapping. 
Then we see that
Hence the mapping f A is injective. However, AA T / = I , and so A is not an invertible matrix. Zhao [20] proved that the statements (3)-(5) in Corollary 3.3 are equivalent. Give'on [4] proved that the statements (3), (6) and (7) in Corollary 3.3 are equivalent.
Permanent and Cramer's rule over inclines
In this section, we first define the permanent of an m × n incline matrix and prove the expansion theorem for it. [16] . If k ∈ l, then kl denotes the following set of k-tuples of integers: A(α 1 , α 2 , . . . , α r |β 1 , β 2 
Similarly, it is proved that per(AQ) = per(A). Therefore, per(P AQ) = per(AQ) = per(A).

Lemma 4.2 generalizes Proposition 1.1 of Yi and Liu
kl := {α = (α 1 , α 2 , . . . , α k ) | 1 α 1 < α 2 < · · · < α k l}. Let A ∈ L m×n , α = (α 1 ,
denotes the r × t submatrix of A whose (i, j )-entry is equal to a α i β j (i ∈ r, j ∈ t), and
A(α|β) =
, . . . , β t ) denotes the (m − r) × (n − t) submatrix of A obtained from A by deleting the rows and the columns where the entries of A[α|β] stand. A(α|β) is called a complementary submatrix of A[α|β].
Definition 4.2. Let A ∈ M n (L). An adjoint matrix adj(A) ∈ M n (L) of A is the matrix whose (i, j )-entry is per(A(j |i)) for all i, j ∈ n.
The following is the expansion theorem for the permanent of incline matrices. α = (α 1 , α 2 , . . . , α r ). For a fixed β = (β 1 , β 2 , . . . , β r ) We next show that the permanent of the invertible incline matrix is equal to 1 and establish Cramer's rule over inclines.
Proof. (1) Put
Proof. By Theorem 3.2, AA T = I . Let A = (a ij ). Then for any i ∈ n, we have that s∈n a is s∈n a 2 is = 1, i.e., s∈n a is = 1. And if i / = j and t ∈ n, then we have that a it a jt k∈n a ik a jk = 0, i.e., a it a jt = 0. Hence we see that
where S n is the set of all permutations of the symbols 1, 2, . . . , n. Therefore, 1 = per(A). [14] . 
Theorem 4.1 generalizes (1) of Lemma 2.10 in Tan
Theorem 4.3. Let
is the permanent of n × n matrix formed from A by replacing the j th column of A with the vector b, i.e., 
Proof. By Theorem 3.2, AA
T = A T A = I . Hence A(A T b) = (AA T )b = I · b = b,
Group of invertible incline matrices
In this section, we study some properties of the group of all n × n invertible incline matrices.
Denote by G n (L) the set of all n × n invertible matrices over an incline L, and denote by P n (L) the set of all n × n permutation matrices over L.
It is clear that G n (L) forms a subgroup of the monoid M n (L) and P n (L) is a subgroup of G n (L).
Obviously, P n (L) ∼ = S n , where S n is the symmetric group of degree n. 
Theorem 5.1. If H is a subsemigroup of G n (L), then H is a subgroup of G n (L).
Proof. Let
And we have that a, b ∈ I (L) since
Let n 2 and define A ∈ M n (L) as follows:
Since a 2 + b 2 = a + b = 1 and ab + ba = 0, we can see that AA T = I . By Theorem 3.4, A is invertible, i.e., A ∈ G n (L). However, A is not a permutation matrix.
This is a contradiction. 
Proof. It is easy to see that
By ( This completes the proof.
The following example shows that there is an incline L such that P n (L) is not a normal subgroup of G n (L) for n 3. Then B ∈ G n (L) and Q ∈ P n (L). However,
Therefore, P n (L) is not a normal subgroup of G n (L).
Conclusions
In this paper, we gave the complete description of the invertible matrices over commutative inclines. Some necessary and sufficient conditions for an incline matrix to be invertible were studied, Cramer's rule over inclines was established and the group of invertible incline matrices was investigated. The main results in the present paper are the generalizations of the corresponding results in the literatures for the Boolean matrices, the fuzzy matrices and the lattice matrices.
It is clear that if T is a noncommutative t-norm [3] , then the fuzzy algebra ([0, 1], ∨, T ) constitutes a noncommutative incline [1, 10] . We believe that our techniques can be applied to study the invertible matrices over noncommutative inclines and many results above can be further generalized to the setting of noncommutative inclines.
