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1. Einleitung
You see, one thing is, I can live with doubt, and uncertainty, and not knowing. I
think it’s much more interesting to live not knowing than to have answers which
might be wrong. I have approximate answers [...] and different degrees of certainty
about different things. [...].
Richard P. Feynman, Nobelpreistra¨ger fu¨r Physik [86]
Bevo¨lkerungsprognosen versuchen die zuku¨nftige Entwicklung einer Bevo¨lkerung zu
prognostizieren — dies gelingt aber mit an Sicherheit grenzender Wahrscheinlichkeit nicht,
wenn sie lediglich einen zuku¨nftigen Entwicklungspfad angeben.
Bei einer Bevo¨lkerungsprognose werden verfu¨gbare Informationen wesentlicher Ein-
flussfaktoren der Bevo¨lkerungsentwicklung eingesetzt. Allerdings ist weder die zuku¨nftige
Entwicklung der Einflussfaktoren noch die der zu prognostizierenden Bevo¨lkerung mit
Sicherheit bekannt, sodass vielmehr das Spektrum potentieller Bevo¨lkerungsentwicklungen
aufgezeigt und quantifiziert werden sollte. Dabei wird dann anstatt einer konkreten Bevo¨lke-
rungsentwicklung, deren Wahrscheinlichkeit, tatsa¨chlich in der Zukunft einzutreten, ohnehin
relativ gering ist, eine Verteilung mit mehreren potentiellen Bevo¨lkerungsentwicklungen
(mit unterschiedlichen Eintrittswahrscheinlichkeiten) prognostiziert, die dafu¨r aber auch
die tatsa¨chlich in der Zukunft eintretende Bevo¨lkerungsentwicklung mit einer relativ hohen
Wahrscheinlichkeit entha¨lt. Entsprechend der Aussage Richard P. Feynmans ist es demnach
besser eine na¨herungsweise Lo¨sung mit zugeordneten Wahrscheinlichkeiten als gar keine
oder, schlimmer noch, eine falsche Lo¨sung zu haben.
Die Prognose der zuku¨nftigen Bevo¨lkerungsentwicklung kann als Grundlage vielfa¨ltiger
Entscheidungen u. a. in den Bereichen der Politik, Wirtschaft, Wissenschaft und Umwelt
dienen. So kann beispielsweise die zuku¨nftige Bevo¨lkerung (in Zahl und Struktur (z. B.
nach dem Alter und dem Geschlecht)) zur Umgestaltung sozialer Sicherungssysteme (wie
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der Gesundheits-, Pflege-, Arbeitslosen und Rentenversicherung), zur Planung der in
Zukunft zu beno¨tigenden Wohnungen (in Anzahl und Gro¨ße), Krankenha¨user und Schulen
wie auch zur adaptiven Ausrichtung (der Produktpalette) einzelner Unternehmen auf
zuku¨nftig wachsende Kundengruppen genutzt werden. Daru¨ber hinaus kann damit der
Fokus auf Forschungsfelder neu ausgerichtet werden, sodass sowohl die Bedingungen der
zuku¨nftig wachsenden Altersgruppen (wie z. B. mit der Altersforschung im soziologischen
und medizinischen Bereich) als auch die Ursachen fu¨r die zuku¨nftig schrumpfenden Alters-
gruppen (wie z. B. mit der Familiendemographie) na¨her analysiert werden. Ferner ko¨nnen
mit Bevo¨lkerungsprognosen auch die bevo¨lkerungsdynamischen Auswirkungen bestimm-
ter Umweltbedingungen bzw. a¨ußerer Einflu¨sse (wie z. B. einer Pandemie) untersucht werden.
Aufgrund der weitreichenden Bedeutung der Bevo¨lkerungsprognosen fu¨r die zuku¨nftige
Gestaltung diverser gesellschaftlicher Lebensbereiche ist eine fortlaufende Verbesserung
ihrer Methodik unabdingbar. Zumal die U¨berpru¨fung vergangener Bevo¨lkerungsprognosen
(von nationalen Statistika¨mtern in Europa in den letzten 60 Jahren) zeigt, dass deren
Genauigkeit weder durch die bessere Datenqualita¨t noch durch die bislang verbesserte
Methodik wesentlich gesteigert werden konnte [129].
In der Demographie werden grundsa¨tzlich je zwei verschiedene Arten der Prognose
hinsichtlich ihrer eigentlichen Zielstellung und der Beru¨cksichtigung von Unsicherheit
unterschieden. Einerseits gibt es die so genannten forecasts, die versuchen, die tatsa¨chlich
in der Zukunft eintretende Bevo¨lkerungsentwicklung zu prognostizieren. Allerdings ist die
zuku¨nftige Bevo¨lkerungsentwicklung nicht deterministisch, sondern probabilistisch, sodass
es anstatt nur einer mehrere potentielle zuku¨nftige Bevo¨lkerungsentwicklungen gibt, die
in einem Bevo¨lkerungsprognosemodell angemessen beru¨cksichtigt und quantifiziert werden
ko¨nnen sollten. Andererseits gibt es — im Gegensatz zu den forecasts — noch die so ge-
nannten projections, die versuchen, die bevo¨lkerungsdynamischen Auswirkungen bestimmter
(auch einzelner) Annahmen zu ermitteln.
Bisherige probabilistische Bevo¨lkerungsprognosemodelle versuchen zwar bei der Prognose
der tatsa¨chlich in der Zukunft eintretenden Bevo¨lkerungsentwicklung die verschiedenen
potentiellen zuku¨nftigen Bevo¨lkerungsentwicklungen einzufangen. Jedoch ko¨nnen sie oftmals
aufgrund einer ungenauen Modellierung der demographischen Komponenten (Fertilita¨t,
Mortalita¨t und vor allem der Migration) und einer einschra¨nkenden Annahmengenerierung
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(u. a. durch die Vorgabe modell-basierter Methode(n) und einer festen Verteilungsform fu¨r
deren Eintrittswahrscheinlichkeiten) das Spektrum der wahren Annahmen- und Ergebnis-
verteilung (der zu beru¨cksichtigenden Modellparameter und Ergebnisgro¨ßen) gerade bei
besonders unsicheren Prognosen nur ungenu¨gend abdecken, wodurch die Prognosegenauigkeit
betra¨chtlich geschma¨lert werden kann.
Deshalb wird in dieser Arbeit ein neuartiges probabilistisches Bevo¨lkerungsprognosemo-
dell, das Probabilistic Population Projection M odel (PPPM), theoretisch entwickelt und
implementiert, das u. a. durch die genaue Modellierung demographischer Modellparameter
und der flexiblen Generierung ihrer Annahmen (ohne die einschra¨nkende Vorgabe modell-
basierte(r) Methode(n) und einer Verteilungsform fu¨r deren Eintrittswahrscheinlichkeiten)
das Spektrum der wahren Annahmen- und Ergebnisverteilung na¨herungsweise — sofern es
die verfu¨gbaren Informationen erlauben — abdecken kann.
Die vorliegende Arbeit gliedert sich (neben der Einleitung und der Zusammenfassung) in
zwei Teile. Der erste Teil fu¨hrt in die allgemeine Theorie bestehender Prognosemodelle fu¨r
eine Bevo¨lkerung wie auch fu¨r einzelne demographische Komponenten ein. Dabei werden in
Kapitel 2 relevante Begriffe erla¨utert und der Ablauf eines Prognoseprozesses skizziert. In
den darauf folgenden Kapiteln werden die einzelnen Prognoseschritte na¨her beleuchtet. So
wird im Kapitel 3 die Entwicklung der Methodik zur Bevo¨lkerungsprognose von den ersten
Anfa¨ngen bis in die Gegenwart beschrieben. Dabei liegt der Fokus auf der (zunehmenden)
Erkennung und Beru¨cksichtigung der Prognoseunsicherheit in Bevo¨lkerungsprognosemodel-
len, wobei bestehende probabilistische Bevo¨lkerungsprognosemodelle nochmals gesondert
im Kapitel 4 ausfu¨hrlich dargestellt werden. Da sich probabilistische Bevo¨lkerungspro-
gnosemodelle mitunter in der Generierung der Annahmen(verteilung) unterscheiden, wird
zudem in den Kapiteln 5, 6 und 7 jeweils ein U¨berblick u¨ber die bestehenden Methoden zur
Generierung der Mortalita¨ts-, Fertilita¨ts- und Migrationsannahmen gegeben. Jedes dieser
theoretischen Kapitel endet mit einer Zusammenfassung der bestehenden Methodik und den
daraus zu ziehenden Konsequenzen fu¨r die Entwicklung des neuartigen probabilistischen
Bevo¨lkerungsprognosemodells PPPM. Abschließend werden im Kapitel 8 Methoden zur
Bewertung deterministischer Bevo¨lkerungsprognosen betrachtet und fu¨r probabilistische
Bevo¨lkerungsprognosen erweitert bzw. neu entwickelt, wobei auch grundsa¨tzlich zu kla¨ren
ist, inwieweit Bevo¨lkerungsprognosen u¨berhaupt hinsichtlich ihrer Genauigkeit bewertet
werden ko¨nnen.
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Der zweite Teil der Arbeit bescha¨ftigt sich mit der methodischen Entwicklung, Implemen-
tierung und Anwendung des PPPM. In den Kapiteln 9 bis 11 werden dafu¨r die Dateneingabe,
Berechnung und Ausgabe bzw. Analyse der Prognoseergebnisse als drei wesentliche Aspekte
des PPPM und dessen prototypischer Realisierung als Software, dem P3J, interdependent
erkla¨rt. Wa¨hrend im Kapitel 9 zuna¨chst die separate Prognose einzelner Subpopulationen,
respektive der Einheimischen, der direkten Zu- und Fortzu¨ge und ihrer einzelnen Nachkom-
mengenerationen, demographisch motiviert und die dafu¨r zu beno¨tigenden Modellparameter
formal erla¨utert werden, werden im Kapitel 10 darauf aufbauend die deterministischen Mo-
dellgleichungen zur Berechnung wesentlicher Ergebnisgro¨ßen vorgestellt. Anschließend wird
erkla¨rt, wie (nur) im PPPM (bzw. P3J) mehrere Annahmenverla¨ufe pro Modellparameter
eingegeben, flexibel gewichtet und letztlich in mehreren Prognosedurchla¨ufen kombiniert
werden ko¨nnen, sodass auf der Basis des Berechnungsmodells anstatt eines deterministischen
Ergebnisverlaufs eine probabilistische Ergebnisverteilung resultiert, mit der die Prognoseun-
sicherheit ada¨quat eingefangen und quantifiziert werden kann. Um dem Benutzer relativ viel
Freiheit bei der Durchfu¨hrung einer Bevo¨lkerungsprognose mit dem PPPM (bzw. P3J) zu
u¨berlassen, kann grundsa¨tzlich zwischen dem Open Type und dem Limited Type des PPPM
sowie dem simulativen und (quasi-)vollsta¨ndigen Berechnungsmodus gewa¨hlt werden. Der
Open Type und der Limited Type unterscheiden sich z. B. darin, Annahmenverla¨ufe eines
oder/und mehrerer Modellparameter miteinander zu kombinieren, sodass unplausible An-
nahmenverlaufskombinationen — jeweils angepasst an die Erwartungen eines Prognostikers
— gezielt eliminiert werden ko¨nnen. Daneben eignen sich die Berechnungsmodi fu¨r die
Berechnung einer kompletten Ergebnisverteilung oder zur erweiterten Ergebnisanalyse bei
einer jeweils unterschiedlich großen Anzahl an Annahmenverlaufskombinationen. Im Kapitel
11 wird dann die Ausgabe und Analyse der Prognoseergebnisse beschrieben. Eine Beson-
derheit resultiert dabei aus der separaten Prognose einzelner Subpopulationen: Wa¨hrend
in herko¨mmlichen Bevo¨lkerungsprognosemodellen (auf der Makroebene) ha¨ufig nur die
zuku¨nftige Entwicklung der Gesamtbevo¨lkerung (disaggregiert nach Alter und Geschlecht)
betrachtet werden kann, kann beim PPPM (bzw. P3J) zusa¨tzlich die zuku¨nftige Entwicklung
einzelner (und variabel zusammengesetzter) Subpopulationen analysiert werden. Weitere
Vorzu¨ge ergeben sich aus der Assoziation der Prognoseergebnisse mit den sie erzeugenden
Annahmen (pro Modellparameter). So kann beispielsweise die Auswirkung ausgewa¨hlter
Annahmen (ausgewa¨hlter Modellparameter) auf die Ho¨he der Prognoseergebnisse analysiert
werden. Daneben besteht auch die Mo¨glichkeit, automatisch einen Ergebnisreport erstellen
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zu lassen, der wesentliche Prognoseergebnisse graphisch zusammenfasst, sodass ha¨ufig bei
einer Bevo¨lkerungsprognose anfallende Arbeitsschritte auf ein Minimum reduziert werden
ko¨nnen. Das PPPM und seine prototypische Realisierung P3J werden abschließend im
Kapitel 12 bei einer umfassenden Beispielprojektion mit realen Daten zur Bevo¨lkerung
Deutschlands praktisch eingesetzt, um das generelle Prozedere bei der Durchfu¨hrung einer
probabilistischen Bevo¨lkerungsprognose mit dem PPPM (bzw. P3J) aufzuzeigen. Der prak-
tische Vergleich mit herko¨mmlichen (probabilistischen) Bevo¨lkerungsprognose(modelle)n
offenbart dabei zahlreiche konzeptionelle Vorzu¨ge des PPPM, um letztlich die Prognoseun-
sicherheit angemessen einzufangen und eine Ergebnisverteilung zu generieren, die die in der
Zukunft eintretende Bevo¨lkerungsentwicklung auch tatsa¨chlich (bzw. mit einer relativ hohen
Wahrscheinlichkeit) entha¨lt.
Aufgrund dieser umfangreichen Ausrichtung der Arbeit mu¨ssen einige inhaltliche Limitie-
rungen vorgenommen werden. So konzentriert sich der theoretische Teil auf die vielfa¨ltige
und einflussreiche internationale Literatur zu bestehenden Bevo¨lkerungsprognosemodellen
und Methoden zur Generierung von Annahmen zur Mortalita¨t, Fertilita¨t und Migration. Da-
neben liegt der Fokus dieser Arbeit auf der Entwicklung des neuartigen probabilistischen
Bevo¨lkerungsprognosemodells PPPM. Dabei geht es prima¨r um die konkrete methodisch-
technische Umsetzung der im Theorieteil abgeleiteten Anforderungen an ein mo¨glichst rea-
listisches und umfassendes Prognosemodell im PPPM, sodass damit letztendlich auf der
Makroebene eine Bevo¨lkerung mo¨glichst flexibel und genau nach der Zahl und Struktur pro-
gnostiziert werden kann. Anstatt einer echten Bevo¨lkerungsprognose (im Sinne der forecasts)
werden ausfu¨hrlich die methodisch-technischen Besonderheiten des PPPM im Vergleich zu
herko¨mmlichen (probabilistischen) Bevo¨lkerungsprognose(modelle)n anhand einer umfang-
reichen Beispielprojektion gezeigt und verdeutlicht.
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2. Terminologie und Ablauf von
Bevo¨lkerungsprognosen
Die Bescha¨ftigung mit Bevo¨lkerungsprognosen erfordert die Kenntnis einiger grundlegender
Begriffe wie auch die des formalen Aufbaus eines Prognoseprozesses.
2.1. Grundlegende Terminologie von Bevo¨lkerungsprognosen
Bevo¨lkerungsprognosen prognostizieren die zuku¨nftige Bevo¨lkerungsentwicklung u¨ber
Annahmen wesentlicher Erkla¨rungsfaktoren, die als Modellparameter bezeichnet werden.
Oftmals wird zur Generierung der Annahmen die quantitative Entwicklung der Bevo¨lkerung
aus der Vergangenheit — aus der so genannten Basisperiode — herangezogen. Diese Basis-
periode erstreckt sich vom Basisjahr, dem Jahr mit den fru¨hesten verfu¨gbaren Daten, bis
zum Jump-off Jahr, dem Jahr mit den aktuell verfu¨gbaren Daten. Der Projektionshorizont,
abgegrenzt vom Startjahr und vom End- oder Zieljahr, umfasst den gesamten Zeitraum
der Prognose. Eine Bevo¨lkerungsprognose findet bei la¨ngeren Projektionshorizonten nicht
direkt vom Start- zum Zieljahr der Prognose, sondern in einzelnen Schritten — so genannten
Projektionsintervallen — statt. Bei einer Bevo¨lkerungsprognose nach Alter entspricht die
La¨nge der Projektionsintervalle der La¨nge der Altersintervalle oder einem Vielfachen davon
[256]. In der Abbildung 2.1 sind diese grundlegenden Begriffe einer Prognose graphisch
veranschaulicht.
Als Punktprognose werden Bevo¨lkerungsprognosen zu einem bestimmten Zeitpunkt in der
Zukunft bezeichnet. So kann eine Bevo¨lkerungsprognose fu¨r ein Projektionsintervall oder
auch fu¨r das End- oder Zieljahr einer Prognose als Punktprognose bezeichnet werden.
Im Zusammenhang mit Bevo¨lkerungsprognosen werden ha¨ufig Begriffe aus relevanten
Bereichen wie z. B. der Systemtheorie oder der computergestu¨tzten Modellierung und
Simulation verwendet. So stellt eine Bevo¨lkerung ein zu betrachtendes System dar, dem
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Basisjahr Jump-off Jahr
Basisperiode
Zeit
Projektionshorizont
Projektionsintervalle
Startjahr End-/Zieljahr
Abbildung 2.1.: Grundlegende Terminologie von Bevo¨lkerungsprognosen
wesentliche Beobachtungsdaten entnommen werden ko¨nnen. Daru¨ber hinaus werden in
einem experimentellen Rahmen die bei einer Prognose zu beru¨cksichtigenden Variablen bzw.
Modellparameter abgegrenzt. Die meist funktionalen Zusammenha¨nge der auszuwa¨hlenden
Modellparameter werden beispielsweise u¨ber Gleichungen im Modellformalismus festgelegt.
Hingegen sind die vom Prognostiker zu generierenden Annahmen u¨ber die zuku¨nftige
Entwicklung der Modellparameter dem eigentlichen Prognosemodell zuzuordnen. Das
Prognosemodell gibt demnach das Verhalten u¨ber Eingabedaten fu¨r die Modellparameter
vor, um daraus entsprechende Ausgabedaten fu¨r die Ergebnisgro¨ßen (wie die zuku¨nftige
Bevo¨lkerungszahl) zu generieren. Dabei wird das Verhalten des Modells von einem Simulator
auf der Basis des Modellformalismus berechnet bzw. mit Hilfe eines Simulationsalgorithmus
auf einem Computer ausgefu¨hrt [16, 39, 321].1
Die Komplexita¨t eines Modells wird von der Anzahl der zu beru¨cksichtigenden Modell-
parameter, ihrer funktionalen Zusammenha¨nge wie auch von den fu¨r sie einzugebenden
Annahmen bestimmt. Mit zunehmender Komplexita¨t eines Modells wird dessen analytische
Lo¨sung zunehmend schwieriger, sodass nur noch eine simulative Lo¨sung praktikabel ist.
Bei der simulativen Lo¨sung eines Modells wird das u¨ber die Annahmen zu bestimmende
Modellverhalten in einem oder mehreren Simulationsdurchla¨ufen simuliert, sodass anhand
dieses Simulationsexperiments schließlich die Ausgabewerte fu¨r die Ergebnisgro¨ßen gescha¨tzt
werden ko¨nnen [16, 95].
1Im weiteren Verlauf der Arbeit wird — sofern es unno¨tig ist — nicht weiter zwischen einem Modell und
seinem zugeho¨rigen Modellformalismus unterschieden. Anstatt dessen wird der Begriff Modell fu¨r beide
Begriffe synonym verwendet.
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Modelle ko¨nnen nach verschiedenen Merkmalen unterschieden werden. So ko¨nnen beispiels-
weise diskrete von kontinuierlichen Modellen oder auch deterministische von probabilistischen
Modellen unterschieden werden. Bei diskreten Modellen ko¨nnen sich die Annahmenwerte
der Modellparameter nur zu diskreten Zeitpunkten (oder endlich oft), quasi beim U¨bergang
zwischen zwei aufeinanderfolgenden Projektionsintervallen, vera¨ndern. Im Gegensatz dazu
ko¨nnen sich bei einem kontinuierlichen Modell die Annahmenwerte kontinuierlich, also unend-
lich oft, in einem Zeitintervall (wie dem Projektionshorizont) vera¨ndern.2 Deterministische
und probabilistische (bzw. stochastische) Bevo¨lkerungsprognosemodelle unterscheiden sich
hingegen in der Zufa¨lligkeit der Annahmenwerte fu¨r die Modellparameter. Wa¨hrend determi-
nistische Modelle Annahmenwerte fu¨r die Modellparameter fu¨r einen Prognosedurchlauf ge-
nau festlegen, sind diese bei probabilistischen Modellen (ganz oder teilweise) zufallsabha¨ngig.
Demzufolge ko¨nnen deterministische Modelle genau einen Ergebnisverlauf3 erzeugen, wohin-
gegen probabilistische Modelle unterschiedliche Ergebnisverla¨ufe erzeugen ko¨nnen [16]. Neben
den bereits aufgefu¨hrten Merkmalen ko¨nnen Modelle noch dahingehend unterschieden wer-
den, ob sie die Bevo¨lkerung auf der Mikro- oder auf der Makroebene analysieren. Dabei ziehen
Mikromodelle einzelne Individuen und Makromodelle die gesamte Bevo¨lkerung als Untersu-
chungsgegenstand heran.4
2.2. Genereller Ablauf eines Bevo¨lkerungsprognoseprozesses
Der Ablauf einer Bevo¨lkerungsprognose kann in Anlehnung an Armstrong [12, 13], Cruijsen
und Keilman [66] und Willekens [307] in verschiedene Arbeitsschritte unterteilt werden, die
in Abbildung 2.2 veranschaulicht sind.
Zuerst muss die Frage- bzw. Zielstellung der auszufu¨hrenden Prognose genau festgelegt
werden. Dazu werden der Prognosegegenstand und dessen Abstraktionsniveau wie auch die
La¨nge des Projektionshorizonts bestimmt. Der Prognosegegenstand bezeichnet die Ergeb-
nisgro¨ßen wie z. B. die totale Bevo¨lkerungszahl. Mit dem Abstraktionsniveau kann zudem
bestimmt werden, ob die Ergebnisgro¨ße aggregiert oder aufgeschlu¨sselt nach verschiedenen
2In der Praxis kann es aber genau genommen nur diskrete Modelle geben, da die Berechnungschritte immer
in (wie klein auch immer) vorgegebenen Zeitintervallen ausgefu¨hrt werden.
3Ein Ergebnisverlauf einer Ergebnisgro¨ße entha¨lt fu¨r jedes Projektionsintervall genau einen Prognosewert.
4Es gibt noch eine Vielzahl weiterer zu unterscheidender Modellmerkmale, die jedoch fu¨r den weiteren Verlauf
der Arbeit unwesentlich sind.
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Formulierung der Fragestellung
Auswahl eines geeigneten 
bestehenden Prognosemodells 
Erstellung eines Prognosemodells 
(Systemspezifikation und 
gegebenenfalls Implementierung) 
Sammlung und/oder Erhebung 
relevanter Informationen/Daten
Generierung der Annahmen für 
die Modellparameter
Ausführung des 
Prognosemodells und speichern 
der Ergebnisse 
Evaluation der 
Prognoseergebnisse
Verwendung der 
Prognoseergebnisse
+ -
Abbildung 2.2.: Genereller Ablauf eines Prognoseprozesses von der Formulierung der Frage-
stellung bis zur Berechnung und Verwendung der Prognoseergebnisse (durch-
gezogene Pfeile); ein Fehlschlagen in einem Arbeitsschritt kann das Ansetzen
an einem fru¨heren Arbeitsschritt erfordern (gestrichelte Pfeile).
Merkmalen wie z. B. dem Alter oder dem Geschlecht prognostiziert werden soll. Je niedriger
das Abstraktionsniveau gewa¨hlt wird, desto ho¨her ist der Grad der Disaggregation.
Die Ergebnisgro¨ßen, deren Abstraktionsniveau wie auch die La¨nge des Projektionshori-
zonts entscheiden maßgeblich die Wahl des zu verwendenden Prognosemodells. Steht kein
geeignetes Prognosemodell fu¨r die Umsetzung der Zielstellung zur Verfu¨gung, muss ein
neues Prognosemodell erstellt werden. Dafu¨r mu¨ssen die notwendigen Modellparameter und
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deren funktionale Zusammenha¨nge zur Bestimmung der entsprechenden Ergebnisgro¨ßen
bei der so genannten Systemspezifikation als Modellformalismus festgelegt werden. Mit
zunehmender Komplexita¨t des Modellformalismus und der zu treffenden Annahmen fu¨r die
Modellparameter kann es außerdem erforderlich sein, einen Simulator zur Ausfu¨hrung des
Prognosemodells zu implementieren.
Um das ausgewa¨hlte bzw. erstellte Prognosemodell fu¨r die Bearbeitung der Zielstellung
nutzen zu ko¨nnen, mu¨ssen alle relevanten und verfu¨gbaren Informationen fu¨r alle Modellpa-
rameter mo¨glichst vollsta¨ndig zusammengetragen werden. Informationsquellen ko¨nnen z. B.
in der Vergangenheit beobachtete Werte, Befragungen oder auch erkla¨rende Theorien sein.
Dabei kann es passieren, dass nicht genu¨gend Daten zur Verfu¨gung stehen, sodass entweder
fehlende Daten extra erhoben werden oder das Prognosemodell u¨berarbeitet oder/und die
Fragestellung neu formuliert werden mu¨ssen.
Wenn alle relevanten Informationen fu¨r die Modellparameter verfu¨gbar sind, werden die
Annahmen fu¨r die zuku¨nftige Entwicklung dieser Modellparameter mit geeigneten Methoden
generiert (vgl. Kapitel 5, 6 und 7). Grundsa¨tzlich ko¨nnen statistische von wertenden (und
kombinierten) Methoden unterschieden werden [307]. Statistische Methoden nutzen vor-
nehmlich historische Zeitreihenwerte, wohingegen wertende Methoden auch Informationen
aus Befragungen, z. B. u¨ber die so genannte Expertenmeinung, bei der Generierung der An-
nahmen beru¨cksichtigen. Kombinierte Methoden nutzen sowohl historische Zeitreihenwerte
als auch Expertenmeinung.
Liegen alle Annahmen als Eingabewerte fu¨r jeden Modellparameter bereit, ko¨nnen
diese in das Prognosemodell zur Ausfu¨hrung eingegeben werden. Nach der Berechnung
der Prognoseergebnisse ko¨nnen diese (in einer externen Datenbank) zur weiteren Analyse
gespeichert werden.
Bevor die Ergebnisse einer Bevo¨lkerungsprognose zu weiteren Zwecken verwendet werden,
sollten sie mit entsprechenden Gu¨tekriterien und Fehlermaßen u¨berpru¨ft werden (vgl. Kapi-
tel 8). So kann z. B. unmittelbar nach einer Bevo¨lkerungsprognose u¨berpru¨ft werden, inwie-
fern die Prognoseergebnisse tatsa¨chlich die eingangs formulierte Fragestellung beantworten
und inwiefern sie mit Ergebnissen vergleichbarer Bevo¨lkerungsprognosen u¨bereinstimmen.
Im Gegensatz dazu kann die Genauigkeit der Prognoseergebnisse erst einige Zeit nach einer
20
2. Terminologie und Ablauf von Bevo¨lkerungsprognosen
Bevo¨lkerungsprognose u¨berpru¨ft werden, indem die Abweichungen zwischen den prognosti-
zierten und tatsa¨chlich eingetroffenen Werten quantifiziert werden.
21
3. Entwicklung der Bevo¨lkerungsprognose
von den ersten Anfa¨ngen bis zur
Gegenwart
Das Interesse an der zuku¨nftigen Entwicklung einer Bevo¨lkerung besteht seit einem relativ
langen Zeitraum, in dem sich die Bedeutung und Methodik der Bevo¨lkerungsprognosen
vera¨ndert haben. Sind Bevo¨lkerungsprognosen anfangs ha¨ufig zur Untermauerung aufgestell-
ter Bevo¨lkerungstheorien im Zusammenhang mit der potentiellen Tragfa¨higkeit der Erde —
wie z. B. von Su¨ßmilch [274], Malthus und Pearl und Reed [211, 230] ab dem 18. Jahrhundert
— diskutiert worden [62, 63], dienen sie heute ha¨ufig als Basis wichtiger Entscheidungen
in diversen gesellschaftlichen Bereichen wie z. B. der Raumplanung (vgl. Kapitel 1). Um
diese Anforderungen erfu¨llen zu ko¨nnen, sind anstelle der vormaligen Bevo¨lkerungswachs-
tumsgesetze fortgeschrittene Methoden geru¨ckt, die u. a. immer mehr Erkla¨rungsfaktoren
bei der Prognose der zuku¨nftigen Bevo¨lkerungsentwicklung verwenden. Die Wahl der zu
beru¨cksichtigenden demographischen und nicht-demographischen Erkla¨rungsfaktoren stellt
dabei ein Kriterium zur Unterscheidung bestehender Bevo¨lkerungsprognosemethoden dar
(vgl. Abschnitt 3.2 ab Seite 31). Aus der Erkenntnis, dass die Bevo¨lkerungsentwicklung
ein Resultat aus dem komplexen Zusammenspiel diverser Faktoren ist, hat sich mit der
Zeit ein Bewusstsein fu¨r die Unsicherheit von Bevo¨lkerungsprognosen entwickelt. Es sind
einige Versuche unternommen worden, diese Prognoseunsicherheit mit unterschiedlichen
Methoden einzufangen. Allerdings stellt die umfassende Quantifizierung der Unsicherheit
einer Bevo¨lkerungsprognose bis heute eine Herausforderung dar.
In diesem Kapitel werden Stationen der geschichtlichen Entwicklung von Bevo¨lkerungspro-
gnosen beleuchtet. Dabei soll der Fokus vorrangig auf der Herausbildung des Bewusstseins
fu¨r die Unsicherheit von Bevo¨lkerungsprognosen liegen.
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3.1. Bevo¨lkerungsprognosen in der Vergangenheit
Die Bevo¨lkerungszahl ist bereits vor 5.000 bis 6.000 Jahren in verschiedenen Gesellschaften
erhoben worden. So beispielsweise in Babylon (vor etwa 5.800 Jahren), in China (vor et-
wa 5.000 Jahren) oder auch in A¨gypten (vor etwa 4.600 Jahren). In Rom sind die ersten
regelma¨ßig durchgefu¨hrten Zensen in Europa dokumentiert. Nach dem Untergang des Ro¨mi-
schen Reiches sind im Mittelalter nur noch vereinzelt Bevo¨lkerungserhebungen wie z. B. das
Gu¨terverzeichnis von Karl dem Großen oder das Doomsday Book von Wilhelm dem Eroberer
bekannt. Diese fru¨hen Volksza¨hlungen sind jedoch nicht vorrangig zur Erfassung der Bevo¨lke-
rungszahl und ihrer Struktur, sondern vielmehr zur Ermittlung der Ho¨he der Steuern und
Abgaben fu¨r jeden einzelnen Bu¨rger wie auch zur Erfassung der Wehrpflichtigen durchgefu¨hrt
worden1 [63, 233].
3.1.1. Erste Ansa¨tze zur Bevo¨lkerungsprognose
Im Laufe des 17. und 18. Jahrhunderts haben sich Wissenschaftler in Europa erstmals in-
tensiv mit der Bevo¨lkerungsentwicklung bescha¨ftigt. Dabei haben sie versucht, anhand der
vergangenen Bevo¨lkerungsentwicklung Gesetzma¨ßigkeiten zu erkennen und diese in einem
Wachstumsgesetz zu formulieren. Ha¨ufig sind damals arithmetische und geometrische Wachs-
tumsmodelle aufgestellt worden, die zuerst graphisch und spa¨ter versta¨rkt auch mit einer
mathematischen Formel ausgefu¨hrt worden sind [230, 306]. Einerseits sollte mit den Wachs-
tumsmodellen ein biblischer Beweis erbracht werden, der besta¨tigt, dass sich die Menschheit
in relativ kurzer Zeit ausgehend von nur einem Paar bis zur damaligen Bevo¨lkerungsgro¨ße
entwickeln kann. Andererseits sollten existenzielle Fragestellungen beispielsweise zum Zusam-
menhang zwischen der Bevo¨lkerungsentwicklung und der Tragfa¨higkeit der Erde beantwortet
werden ko¨nnen [216].
Su¨ßmilch — Go¨ttliche Ordnung
Su¨ßmilch [274] hat sich 1741 mit der Bevo¨lkerungszahl im Zusammenhang mit den Lebens-
bedingungen und der Tragfa¨higkeit der Erde befasst. Dabei ist er von einer natu¨rlichen
Selbstregulation der demographischen und o¨konomischen Einflussfaktoren ausgegangen.
1Auch in der Gegenwart werden Zensen zur Erfassung der Bevo¨lkerungszahl- und struktur (in den Bereichen
Bildung, Beruf und Wohnen) durchgefu¨hrt, um beispielsweise Ausgaben des Bundeshaushalts vorausschau-
end planen zu ko¨nnen; der na¨chste Zensus wird in Deutschland im Rahmen des 2010 World Population
and Housing Census Programme der UN im Mai 2011 durchgefu¨hrt werden [www.zensus2011.de].
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Auf der Basis eigener und von anderen Wissenschaftlern durchgefu¨hrten empirischen und
theoretischen Analysen ist Su¨ßmilch zu dem Schluss gekommen, dass auf der Erde noch
zehn- bis sechzehn mal mehr Menschen (besser) leben ko¨nnen als damals zu seiner Zeit als
die Bevo¨lkerungszahl in etwa 800 Millionen Menschen umfasst hat [25, 26, 27, 63].
1761 erscheint in der zweiten Auflage von Su¨ßmilchs Werk der Go¨ttlichen Ordnung eine
von Su¨ßmilch beauftragte Berechnung zur Bevo¨lkerungsentwicklung ausgehend von nur einem
Paar von Euler. Dabei geht Euler von konstanten, relativ unrealistischen Annahmen zur
Fertilita¨t und Mortalita¨t aus. So soll jedes gleichaltrige Paar in den Altern 22, 24 und 26 ein
ungleichgeschlechtliches Zwillingspaar bekommen. Daru¨ber hinaus sollen alle Personen im
Alter 40 sterben. Resultat ist ein geometrisches Bevo¨lkerungswachstum, mit dem bewiesen
werden kann, dass sich innerhalb eines relativ kurzen Zeitraums eine relativ große Bevo¨lkerung
von nur einem Paar aus entwickeln kann. Allerdings ist die absolute Bevo¨lkerungsentwicklung
nach wenigen hundert Jahren derart groß, dass eine zuku¨nftige Bevo¨lkerungszunahme nach
diesem Wachstumsgesetz irrational ist [102, 216].
Verdopplungsperioden
Ein anderer Ansatz hat versucht, die Bevo¨lkerungsentwicklung mit der Vorgabe von Ver-
dopplungsperioden nachzubilden. Verdopplungsperioden geben die Anzahl der Jahre vor, in
denen sich die Bevo¨lkerung vom Bestand aus gesehen verdoppelt. Vertreter dieses Ansatzes,
wie z. B. Sir William Petty [214], haben herausgefunden, dass sich die Verdopplungsperi-
oden zunehmend u¨ber einen la¨ngeren Zeitraum erstrecken, sodass von einem verlangsamten
Bevo¨lkerungswachstum in der Zukunft ausgegangen werden kann [102].
Malthus — Geometrisches Bevo¨lkerungswachstum
Malthus [180] hat eine Bevo¨lkerungstheorie aufgestellt, in der er behauptet, dass eine
ungehemmte Bevo¨lkerung geometrisch und die lebenswichtigen Ressourcen wie die Nah-
rungsmittel nur arithmetisch wachsen. Demzufolge mu¨ssen das Wachstum der Bevo¨lkerung
und das der lebenswichtigen Ressourcen eine Balance finden, deren Niveau sich sowohl nach
dem Entwicklungsstand der entsprechenden Technologie und Wissenschaft als auch nach dem
jeweiligen Lebensstandard der Menschen bemisst. Im Gegensatz zu Su¨ßmilch ist Malthus
davon ausgegangen, dass die damalige Bevo¨lkerungszahl der Erde schon einer U¨berbevo¨lke-
rung gleichkomme und jeglicher weiterer Bevo¨lkerungszuwachs zu einer Verelendung fu¨hren
mu¨sse. Diese Feststellungen haben sich im Nachhinein als falsch erwiesen [26, 27, 63, 102].
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Entgegen der Behauptung Malthus, dass ein gegebener Entwicklungsstand der Nahrungs-
mittelproduktion das Bevo¨lkerungswachstum bedingen und sogar stoppen kann, hat Boserup
[34] 1981 bei ihren U¨berlegungen u¨ber das Zusammenspiel zwischen dem Wachstum der
Bevo¨lkerung und seinen lebenswichtigen Ressourcen eine weitere Determinante, und zwar die
des Technologiefortschritts, mit einbezogen. So ist Boserup der festen U¨berzeugung, dass der
durch ein u¨berproportionales Bevo¨lkerungswachstum entstehende Mangel an lebenswichtigen
Ressourcen mit einem Technologiefortschritt ausgeglichen werde, da insbesondere existenzielle
Notlagen technologische Erfindungen und Weiterentwicklungen anregen. Folglich bedingt das
Bevo¨lkerungswachstum die Nahrungsmittelproduktion und damit die Wirtschaftsentwicklung
und nicht umgekehrt. Mit dieser Auffassung vertritt Boserup ein nahezu zeitlich uneinge-
schra¨nktes Bevo¨lkerungswachstum, wobei sie die Auswirkungen auf die Umwelt vo¨llig außen
vor la¨sst [63]. Auch Simon [253] ist der Auffassung, dass der durch ein Bevo¨lkerungswachstum
zunehmende Druck auf die verfu¨gbaren lebenswichtigen Ressourcen (wie z. B. Nahrung und
Energie) mit der Erfindung neuartiger Ideen nicht nur ausgeglichen, sondern gegenu¨ber dem
urspru¨nglichen Niveau sogar reduziert werden kann. Eine große Anzahl (ausgebildeter) Per-
sonen erweitere dabei das Innovationspotential, um die Ressourcenknappheit noch effektiver
beka¨mpfen zu ko¨nnen.
Pritchett — Polynomiales Bevo¨lkerungswachstumsmodell
Pritchett [222] hat als einer der ersten Wissenschaftler, die sich mit Bevo¨lkerungsprognosen
bescha¨ftigen, die Irrationalita¨t der bis zu diesem Zeitpunkt verwendeten meist arithmetischen
und geometrischen Wachstumsmodelle erkannt. Deren Irrationalita¨t begru¨ndet sich auf der
Annahme unendlich anhaltenden und z. T. sogar unendlich zunehmenden Bevo¨lkerungswachs-
tums. Um diese Irrationalita¨t aufzuheben, hat Pritchett die Verwendung eines polynomialen
Bevo¨lkerungswachstumsmodells dritten Grades vorgeschlagen, mit dem auch ein mit der Zeit
abnehmendes Wachstum modelliert werden kann. Die praktische Anwendung des polynomia-
len Modells dritten Grades nach Pritchett fu¨r die US-Bevo¨lkerung mit der Basisperiode von
1790 bis 1880 zeigt zwar eine relativ hohe Anpassungstreue an die Basisdaten, jedoch sind
die mit diesem gescha¨tzten Modell prognostizierten Daten schon in den ersten Projektions-
intervallen immer noch deutlich zu hoch [75, 211, 216, 230].
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Verhulst — Logistisches Bevo¨lkerungswachstum
Verhulst [302] und Pearl und Reed [211, 230] gehen (a¨hnlich wie Fourier und Que´telet) da-
von aus, dass eine ungehemmte Bevo¨lkerung dem geometrischen Wachstumsgesetz folgt. Je-
doch kann eine Bevo¨lkerung in einem begrenzten Gebiet (auf lange Sicht) nicht unendlich
wachsen, da sie die bereits erreichte Bevo¨lkerungsdichte wie auch die knapper werdenden
Ressourcen zum U¨berleben immer sta¨rker daran hindern bzw. darin einschra¨nken. Folglich
mu¨sse einer Phase zunehmenden Bevo¨lkerungswachstums ein Umkehrpunkt folgen, nach dem
das Bevo¨lkerungswachstum langsam bis zu einem Nullpunkt abnimmt. Ist das Bevo¨lkerungs-
wachstum bei null angelangt, hat die Bevo¨lkerung eine obere Grenze, die der Tragfa¨higkeit
des zu betrachtenden Gebietes entspricht, erreicht. Diese Theorie formuliert zuerst Verhulst
mathematisch in Form der beru¨hmten S-Kurve, der logistischen Wachstumskurve. Der ent-
scheidende Unterschied zwischen den bis hierhin verwendeten mathematischen Wachstums-
gesetzen und der Theorie des logistischen Bevo¨lkerungswachstums besteht also darin, dass
bei einem logistischen Wachstum sowohl eine vorher festzulegende obere Sa¨ttigungsgrenze als
auch ein verlangsamtes Wachstum einer Bevo¨lkerung modelliert werden kann. Daru¨ber hin-
aus hat das logistische Wachstumsmodell eine theoretische Basis, mit der die Bevo¨lkerungs-
entwicklung u¨ber einen sehr langen Zeitraum nachgebildet und prognostiziert werden kann.
Im Gegensatz dazu sind die einfachen arithmetischen und geometrischen Wachstumsmodelle
eher fu¨r Kurzzeitprognosen geeignet [211]. Die beiden Biologen Pearl und Reed [211, 230]
haben ein logistisches Wachstumsmodell fu¨r die Prognose der US-Bevo¨lkerung verwendet.
Dabei haben sie konstatiert, dass nur unter einer Stabilita¨tsannahme der Wachstumsbedin-
gungen die resultierende Bevo¨lkerungszahl realistisch sei. Bei instabilen Wachstumsbedingun-
gen mu¨sse folglich jedes logistische Bevo¨lkerungsprognosemodell aktualisiert werden, indem
es an die vera¨nderten Bedingungen angepasst wird. Demzufolge ist die Bestimmung einer
oberen Sa¨ttigungsgrenze wie auch einer geeigneten Wachstumsrate fu¨r das logistische Modell
durch die sich sta¨ndig vera¨ndernden Wachstumsbedingungen gerade auch in einer menschli-
chen Bevo¨lkerung schwierig. Zumal hier nicht nur a¨ußere Faktoren aus der Umwelt, sondern
auch (von einem Prognostiker schwer einscha¨tzbare) individuelle Faktoren wie beispielsweise
das Geburtenverhalten zu beachten sind [75, 71, 103, 139].
Zusammenfassung
Die ersten Ansa¨tze zur Bevo¨lkerungsprognose weisen einige Gemeinsamkeiten auf. So unter-
stellen sie, dass die Bevo¨lkerungsentwicklung einem mathematischen Wachstumsgesetz folge
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und deshalb mit Sicherheit vorhersagbar sei. Daru¨ber hinaus prognostizieren diese ersten
Ansa¨tze vereinfachend die totale Bevo¨lkerungszahl in Abha¨ngigkeit von (hauptsa¨chlich) o¨ko-
logischen und o¨konomischen Faktoren (wie z. B. der Tragfa¨higkeit der Erde oder auch der
potentiellen Nahrungsmittelproduktion), sodass einerseits fu¨r alle Personen einer Bevo¨lke-
rung dasselbe demographische Verhalten angenommen wird und andererseits keine demogra-
phischen Erkla¨rungsfaktoren (aus den Bereichen der Fertilita¨t, Mortalita¨t und Migration)
beru¨cksichtigt werden. Folglich wird eine Bevo¨lkerung auch nicht nach Alter und Geschlecht
unterschieden.
3.1.2. Erste moderne Ansa¨tze zur Bevo¨lkerungsprognose
Ab der Mitte des 19. Jahrhunderts hat die regelma¨ßige Sammlung, Aufbereitung und Ana-
lyse statistischer Daten zur Demographie eingesetzt und ein Umdenken in der Theorie und
Methodik zur Bevo¨lkerungsprognose bewirkt. Die zusa¨tzliche Beru¨cksichtigung quantitativer
demographischer Entwicklungen hat nicht nur die bei einer Bevo¨lkerungsprognose zu nut-
zenden Informationsquellen erweitert, sondern auch den Ablauf eines Prognoseprozesses neu
strukturiert [71]. Anstatt der Suche nach einem mathematischen Wachstumsgesetz fu¨r die
totale Bevo¨lkerung werden nun bei der Erstellung eines Prognosemodells demographische
Erkla¨rungsfaktoren als Modellparameter integriert und anschließend separate Annahmen zur
Fertilita¨t und Mortalita¨t getroffen (vgl. Abschnitt 2.2 ab Seite 18).
Cannan — Entwicklung der ersten modernen demographischen
Bevo¨lkerungsprognose
Cannan [46] ist der Begru¨nder der modernen demographischen Bevo¨lkerungsprognostik,
da er 1895 erstmalig bei einer nationalen Bevo¨lkerungsprognose fu¨r England und Wales
die Altersstruktur der Bevo¨lkerung wie auch die Entwicklung einzelner demographischer
Komponenten, insbesondere die der Fertilita¨t und die der Mortalita¨t, beru¨cksichtigt hat. Im
Gegensatz zu vielen seiner Kollegen hat sich Cannan ausdru¨cklich von der Vorgehenswei-
se der ersten Ansa¨tze zur Bevo¨lkerungsprognose (vgl. Abschnitt 3.1.1 ab Seite 23) distanziert.
Cannans neuartiger Ansatz unterscheidet Geburtskohorten, um die Bevo¨lkerung nach
Altersgruppen mit einer Breite von jeweils 10 Jahren zu prognostizieren. Fu¨r jede dieser
Altersgruppen werden vom Startjahr (1891) bis zum Endjahr der Prognose (1991) Annahmen
zu demographischen Ereignissen (wie beispielsweise zu Sterbefa¨llen, Nettowanderung und
Geburten) generiert. Grundsa¨tzlich erkennt Cannan, dass jede Bevo¨lkerungsprognose auf
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U¨berlegungen zur zuku¨nftigen Entwicklung wesentlicher demographischer Wachstumsfak-
toren (wie Fertilita¨t und Immigration) und Schrumpfungsfaktoren (wie Mortalita¨t und
Emigration) basieren sollte. Demzufolge formuliert er sowohl Annahmen fu¨r die Mortalita¨t
und die Nettowanderung (rate of mortality and loss by migration) als auch fu¨r die Fertilita¨t.
Die Annahmen fu¨r die Schrumpfungsfaktoren umfassen altersspezifische U¨berlebens- bzw.
Sterbeanteile und altersspezifische Bevo¨lkerungsanteile der Nettowanderung. Dabei geht
Cannan generell davon aus, dass sowohl die U¨berlebensanteile als auch der Anteil der
Nettowanderung u¨ber den Projektionshorizont in jeder Altersgruppe konstant bei den
beobachteten Werten aus der Periode zwischen dem Zensus von 1881 und dem Zensus
von 1891 bleibt. Diese Annahme begru¨ndet er mit der bestehenden Unsicherheit von
Bevo¨lkerungsprognosen, wodurch ein negatives und ein positives Bevo¨lkerungswachstum
gleich wahrscheinlich seien. Um diese getroffenen Annahmen empirisch zu begru¨nden, nutzt
Cannan außerdem historische Zeitreihen, die einen sinkenden Trend bei der Mortalita¨t und
einen ausgleichenden wachsenden Trend bei der Nettowanderung zeigen. Daraus resultiert
die Annahme einer (anna¨hernd) konstanten Schrumpfungsrate durch die Mortalita¨t und die
Nettowanderung. Fu¨r die (nach Cannan spekulativeren) Annahmen der Wachstumsfaktoren
analysiert Cannan relativ lange Zeitreihen (1853 bis 1891) zu Parametern der Fertilita¨t.
Dabei setzt er die quantitative Entwicklung der Personen im fertilen Alter zwischen 20
und 40 zu der absoluten Zahl der Geburten in Beziehung. Cannan stellt ab 1876 zwar eine
konstante Geburtenzahl aber auch eine sinkende Geburtenrate2 in der Basisperiode fest.
Folglich muss die Personenzahl im fruchtbaren Alter zugenommen haben. Deshalb geht
Cannan in der Zukunft von einer Vera¨nderung der Altersstruktur durch eine einsetzende
demographische Alterung aus. Außerdem nimmt Cannan an, dass die Geburtenrate durch
den gesteigerten sozialen und wirtschaftlichen Druck auf die arbeitende Bevo¨lkerung weiter
sinke. Die Annahmen der sinkenden Geburtenrate und der gleichzeitig wachsenden U¨berle-
bensanteile fu¨hren zur Annahme einer beinah konstanten zuku¨nftigen Geburtenzahl, die in
ihrer Ho¨he dem Wert vom Startjahr der Prognose (1891) entspricht. Nach der Generierung
der einzelnen Annahmen fu¨r die demographischen Komponenten erfolgt die Berechnung
der Bevo¨lkerungszahl und -struktur u¨ber jedes Projektionsintervall bis zum Endjahr der
Prognose.
Der Vergleich der von Cannan prognostizierten mit den tatsa¨chlich eingetroffenen Bevo¨lke-
2Cannan berechnet fu¨r seine Bevo¨lkerungsprognose die Geburtenrate, indem er die Anzahl der Geburten
durch die Anzahl der Ma¨nner und Frauen im Alter zwischen 20 und 40 dividiert.
28
3. Entwicklung der Bevo¨lkerungsprognose von den ersten Anfa¨ngen bis zur Gegenwart
rungswerten zeigt eine relativ hohe Diskrepanz: So prognostiziert Cannan fu¨r England
und Wales eine Bevo¨lkerungszahl von 37.376.000 im Jahr 1991, wohingegen tatsa¨chlich
50.648.1903 Personen zu diesem Zeitpunkt erfasst worden sind. Allerdings besteht das
grundlegende Ziel Cannans nicht in der exakten, sondern in der wahrscheinlichen Prognose
der Bevo¨lkerungszahl, wobei er insbesondere u¨ber diesen langen Projektionshorizont (anhand
der potentiellen Entwicklung der Fertilita¨t, Mortalita¨t und Migration) ein wahrscheinliches
Absinken des Bevo¨lkerungswachstums bis zu einem Stillstand bzw. einer Umkehr aufzeigen
wollte.
Mit seiner Arbeit hat Cannan den Grundstein fu¨r moderne demographische Bevo¨lkerungs-
prognosen gelegt. Anstelle der Prognose der totalen Bevo¨lkerung mit einem allgemeingu¨lti-
gen mathematischen Wachstumsgesetz, prognostiziert er die Bevo¨lkerung nach Alter unter
Beru¨cksichtigung demographischer Einflussfaktoren aus den Bereichen der Fertilita¨t, Morta-
lita¨t und Migration. Fu¨r jeden dieser Einflussfaktoren kann Cannan altersspezifische Annah-
men treffen, sodass der Informationsgehalt und damit auch die Genauigkeit der resultierenden
Bevo¨lkerungsprognose gegenu¨ber den ersten Ansa¨tzen gesteigert werden kann. Daru¨ber hi-
naus ist sich Cannan u¨ber die in Bevo¨lkerungsprognosen enthaltene Unsicherheit bewusst; so
fließt z. B. die Prognoseunsicherheit teilweise in die Argumentation zur Findung geeigneter
Annahmen fu¨r einzelne Modellparameter ein [46, 71].
Fahlbeck — Moderner Ansatz zur Generierung von Fertilita¨tsannahmen
Fahlbeck [85] hat sich zu Beginn des 20. Jahrhunderts im Gegensatz zu Cannan nicht mit der
Entwicklung eines neuartigen Bevo¨lkerungsprognosemodells, sondern mit der Generierung
von Annahmen, vornehmlich fu¨r die Fertilita¨t, bescha¨ftigt. Entgegen der damals ga¨ngigen
U¨berzeugung eines in der Zukunft anhaltenden Bevo¨lkerungswachstums aus dem 19. in das
20. Jahrhundert, hat Fahlbeck einen Bevo¨lkerungsru¨ckgang fu¨r alle westlichen, zivilisierten
La¨nder prognostiziert. Dabei begru¨ndet er den Fertilita¨tsru¨ckgang damit, dass Frauen (ins-
besondere aus der Oberschicht) ihre natu¨rliche Bereitschaft, sich zu reproduzieren, durch
zunehmende Wahlfreiheit und zunehmende alternative Lebensgestaltungsmo¨glichkeiten, ver-
mindern. Dadurch kann die Fertilita¨t in der Zukunft unter das Bestandserhaltungsniveau
sinken. Daru¨ber hinaus hat Fahlbeck auch ein negatives Bevo¨lkerungswachstum nicht ausge-
3Datenquelle: Human Mortality Database. University of California, Berkeley (USA), und Max Planck Institut
fu¨r Demographische Forschung (Deutschland). Erha¨ltlich unter http://www.mortality.org oder http:
//www.humanmortality.de (Zugriff am 29.10.2010)
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schlossen, wobei er davon ausgegangen ist, dass die Geburtenrate durchaus unter die Sterbe-
rate sinken ko¨nne [71].
Westergaard — Moderner Ansatz zur Generierung von Fertilita¨ts- und
Mortalita¨tsannahmen
Westergaard [303] hat sich ebenso wie Cannan und Fahlbeck zu Beginn des 20. Jahrhun-
derts mit der zuku¨nftigen Bevo¨lkerungsentwicklung auseinandergesetzt. Die Prognose der
Mortalita¨t und Fertilita¨t und deren Auswirkungen auf die Altersstruktur haben dabei im
Fokus seiner Forschungsarbeit gestanden. Westergaard ist von einem zuku¨nftigen Ru¨ckgang
sowohl in der Sterblichkeit als auch in der Fertilita¨t ausgegangen. Als Erkla¨rung fu¨r diese in
der damaligen Zeit unu¨bliche Annahme, die einem Bruch mit der historischen Entwicklung
gleichkommt, fu¨hrt er Fortschritte in der Hygiene und Medizin wie auch einen sozialen und
o¨konomischen Wandel an. Effekte auf die zuku¨nftige Altersstruktur entsprechen einer demo-
graphischen Alterung, da weniger Geburten und mehr U¨berlebende den Anteil der Jungen
verkleinern und den Anteil der A¨lteren vergro¨ßern [71].
Zusammenfassung
Die ersten modernen Ansa¨tze zur Bevo¨lkerungsprognose nutzen sowohl bevo¨lkerungsdynami-
sche als auch bevo¨lkerungstheoretische Analysen. Sie beru¨cksichtigen neben bevo¨lkerungsdy-
namischen Effekten der Fertilita¨t, Mortalita¨t und z. T. der Migration auch deren Effekte auf
die zuku¨nftige Alters- und Geschlechtsstruktur. Als Informationsquelle dienen ihnen histori-
sche Zeitreihen entsprechender demographischer Parameter wie auch U¨berlegungen und Theo-
rien zu den Auswirkungen sozialer und o¨konomischer Faktoren auf die zuku¨nftige Bevo¨lke-
rungsentwicklung. Der Einsatz bevo¨lkerungstheoretischer U¨berlegungen nimmt mit der La¨nge
des Projektionshorizonts zu. Daru¨ber hinaus haben Vertreter dieser ersten modernen Ansa¨tze
zur Bevo¨lkerungsprognose erstmals erkannt, dass die zuku¨nftige Bevo¨lkerungsentwicklung von
diversen Faktoren abha¨ngig und folglich nur mit Unsicherheit zu prognostizieren ist. Deshalb
bezeichnet z. B. Westergaard [303] seine Prognose als Horoskop oder Cannan ([46], S. 513-
514) betont, dass er nicht seinen Ruf als Prophet aufs Spiel setzen mo¨chte, nur weil die
tatsa¨chliche von der von ihm aufgezeigten Bevo¨lkerungsentwicklung in der Zukunft leicht ab-
weiche. Demnach beabsichtigt Cannan nicht die zuku¨nftige Bevo¨lkerungsentwicklung exakt
zu prognostizieren, sondern die grobe bzw. wahrscheinliche Entwicklung dieser aufzuzeigen
[71].
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3.1.3. U¨bergang von den Bevo¨lkerungsprognosen aus der Vergangenheit in
die Gegenwart
Mit dem Aufkommen der ersten modernen, demographischen Ansa¨tze zur Bevo¨lkerungspro-
gnose ist erstmals auch ein Gespu¨r fu¨r die Unsicherheit von Bevo¨lkerungsprognosen entwickelt
worden. Allerdings haben sie sich nicht widerstandslos gegen die damals auch noch weit ver-
breiteten ersten, mathematischen Ansa¨tze zur Bevo¨lkerungsprognose durchsetzen ko¨nnen. So
ist vorrangig das logistische Wachstumsmodell (z. B. von Pearl und Reed [211, 230]) noch u¨ber
einen la¨ngeren Zeitraum relativ stark vertreten worden. Jedoch hat die Idee, die zuku¨nftige
Bevo¨lkerungsentwicklung nach demographischen Ereignissen wie den Geburten, Sterbefa¨llen
und Wanderungen unter bestimmten sozialen, o¨konomischen und biologischen Bedingungen
zu prognostizieren, immer mehr Wissenschaftler u¨berzeugen ko¨nnen, sodass sich letztend-
lich der moderne, demographische Ansatz zur Bevo¨lkerungsprognose in den dreißiger Jahren
des 20. Jahrhunderts international durchsetzen konnte. Als Folge ist er dann auch in vielen
La¨ndern zur Erstellung nationaler und regionaler Bevo¨lkerungsprognosen verwendet worden
[71]. Die ungleichgewichtige Beru¨cksichtigung der Fertilita¨t, Mortalita¨t und Migration stellt
aber bei den ersten praktischen Anwendungen des modernen, demographischen Ansatzes ein
Problem dar. Wa¨hrend die Fertilita¨t im Zentrum der Aufmerksamkeit gestanden hat, sind
die Mortalita¨t und sta¨rker noch die Migration vernachla¨ssigt worden. Erkla¨rungen bieten
einerseits die damals (u¨berraschend) schrumpfende Fertilita¨tsentwicklung in etlichen westeu-
ropa¨ischen La¨ndern und andererseits die relativ stabile Mortalita¨tsentwicklung wie auch die
geringe Datenbasis fu¨r die Migration derzeit [30, 72, 71, 103, 119, 270].4
3.2. Bevo¨lkerungsprognosen in der Gegenwart
3.2.1. Kohorten-Komponenten Methode
Die Kohorten-Komponenten Methode ist erstmalig von Cannan [46] eingefu¨hrt und ungefa¨hr
30 Jahre spa¨ter unabha¨ngig von Bowley [35] und Whelpton [304, 305] noch einmal entwickelt
worden. Die Bevo¨lkerungsprognosen von Whelpton nach dem analytischen Ansatz haben
4Diese Sicht- und Vorgehensweise ha¨ngt mit der damaligen Einscha¨tzung der Eignung der einzelnen demo-
graphischen Komponenten fu¨r eine Vorausscha¨tzung zusammen. So ist gerade die Migration als ungeeignet
fu¨r Prognosen erachtet worden, da hier — wie auch in geringerem Maß bei der Fertilita¨t und der Mortalita¨t
— die Spontanita¨t des menschlichen Willens besonders entwicklungsbestimmend sei (Deneffe 1938 [72], S.
19-20).
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eine sehr breite Akzeptanz und eine hohe Popularita¨t gefunden5 [75, 256].
Bei der Kohorten-Komponenten Methode handelt es sich um die am meisten verbreitete
Methode zur Generierung von Bevo¨lkerungsprognosen. Ihre Besonderheit besteht darin,
mo¨glichst homogene Subpopulationen, die neben dem Alter nach verschiedenen Merkmalen
wie z. B. dem Geschlecht, der Region oder auch der Ethnizita¨t variabel gebildet werden
ko¨nnen, separat u¨ber spezifische Annahmen zur Fertilita¨t, Mortalita¨t und Migration zu
prognostizieren. Neben der zuku¨nftigen Bevo¨lkerungszahl ko¨nnen somit auch Aussagen zur
zuku¨nftigen Bevo¨lkerungsstruktur getroffen werden. Ferner ko¨nnen die Beitra¨ge der einzelnen
demographischen Komponenten zum resultierenden Bevo¨lkerungswachstum ermittelt werden.
Seit der Einfu¨hrung der Kohorten-Komponenten Methode sind zahlreiche Weiterentwick-
lungen entstanden, die sich jeweils an die gegebene Fragestellung und Rahmenbedingungen
der zu erstellenden Prognose angepasst haben. So ist beispielsweise der Detailgrad der Model-
lierung von Migration, also z. B. die Betrachtung von Brutto- oder Nettomigration, ein vari-
ierender Aspekt unter den verschiedenen bestehenden Varianten der Kohorten-Komponenten
Methode. Das grundlegende System der jahrgangsweisen Fortschreibung fu¨r einzelne Subpo-
pulationen ist jedoch gleich geblieben.6
Klassische Kohorten-Komponenten Methode
Fu¨r eine Bevo¨lkerungsprognose mit der Kohorten-Komponenten Methode muss in einem
ersten Schritt festgelegt werden, ob die zu prognostizierende Bevo¨lkerung nach Einzelalter
oder aggregierten Altersgruppen prognostiziert werden soll. Diese Entscheidung bedingt
auch die La¨nge der Projektionsintervalle, die gemeinhin mit der La¨nge der Altersklassen
bzw. mit einem Vielfachen davon u¨bereinstimmen.
Anschließend wird in Abha¨ngigkeit von der Fragestellung die zu prognostizierende
Bevo¨lkerung aus dem Startjahr der Prognose nach weiteren Merkmalen wie dem Geschlecht
5In ihren Grundzu¨gen entspricht die Kohorten-Komponenten Methode der Biologischen Methode vom Sta-
tistischen Reichsamt [215]. Ausfu¨hrungen zur Biologischen Methode sind u. a. bei Deneffe [72], Hage [103]
oder auch bei einer Vero¨ffentlichung des Statistischen Reichsamts [270] zu finden.
6Im Prinzip wird die Bevo¨lkerung auf der Basis der Bilanzgleichung [221] fortgeschrieben, nach der sich
der aktuelle Bevo¨lkerungsbestand aus dem zuletzt beobachteten Bevo¨lkerungsbestand ergibt, dem die seit
diesem Zeitpunkt stattfindenden Geburten und Zuwanderer hinzugerechnet und von dem die seit diesem
Zeitpunkt stattfindenden Sterbefa¨lle und Fortzu¨ge abgezogen werden.
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und der Region in mo¨glichst homogene Subpopulationen eingeteilt.
Fu¨r jeden Jahrgang dieser Subpopulationen werden gesondert Annahmen fu¨r Geburten,
Sterbefa¨lle, Immi- und Emigranten u¨ber den gesamten Projektionshorizont getroffen [305].
Spezielle Vorgaben zur Generierung dieser Annahmen gibt es nicht. Die Wahl einer oder
mehrerer statistischer oder/und wertender Methoden zur Erstellung der Annahmen (vgl.
Kapitel 5, 6 und 7) ist demnach ein Charakteristikum zur Unterscheidung moderner
Bevo¨lkerungsprognoseansa¨tze, die auf der Kohorten-Komponenten Methode basieren.
Tatsa¨chlich treten demographische Ereignisse kontinuierlich auf. In einem diskreten
Bevo¨lkerungsprognosemodell mu¨ssen jedoch genaue Zeitpunkte festgelegt werden, zu denen
Geburten, Sterbefa¨lle und Wanderungen auftreten (vgl. Abschnitt 2.1 ab Seite 16). Dies stellt
eine Vereinfachung der Realita¨t dar, die bezu¨glich der zu bestimmenden Reihenfolge der
demographischen Ereignisse in einem Projektionsintervall wesentliche Auswirkungen auf die
Prognoseergebnisse haben kann. Jedoch werden weder die Reihenfolge der demographischen
Ereignisse noch die genauen Modellparameter (und die Methoden zur Generierung ihrer
Annahmen) von der Kohorten-Komponenten Methode fest vorgegeben, sodass diese bei
jeder Anwendung variieren ko¨nnen. Nach Smith et al. [256] besteht ein mo¨glicher Ablauf
einer Bevo¨lkerungsprognose nach der Kohorten-Komponenten Methode darin, zuerst die
Mortalita¨t mit U¨berlebensraten, dann die Migration mit Migrationsraten und abschließend
die Fertilita¨t mit Fertilita¨tsraten in jedem Projektionsintervall auf die Startbevo¨lkerung bzw.
auf die Endbevo¨lkerung des vorhergehenden Projektionsintervalls nacheinander anzuwenden
(bis das Zieljahr der Prognose erreicht ist). Demnach werden in einem Projektionsintervall
zuna¨chst von der jeweiligen Ausgangsbevo¨lkerung die U¨berlebenden fu¨r jedes Alter (bis
auf die ju¨ngste Altersklasse bzw. -gruppe) in jeder Subpopulation berechnet. Anschließend
werden die zu prognostizierenden Immi- und Emigranten hinzugerechnet bzw. abgezogen.
Abschließend werden die Neugeborenen anhand der verbleibenden Frauen im reproduktiven
Alter und den entsprechenden Fertilita¨tsraten bestimmt. Die ermittelten Neugeborenen
werden dann nach anzunehmenden Anteilen (wie z. B. dem Geschlechteranteil bei Geburt7
zur Bestimmung des Geschlechts) auf die einzelnen Subpopulationen aufgeteilt und an-
schließend der subpopulationsspezifischen Mortalita¨t und Migration ausgesetzt. Potentielle
Variationen der Kohorten-Komponenten Methode sind beispielsweise die Verwendung
zusammengesetzter Mortalita¨ts- und Migrationsraten oder auch eine vera¨nderte Reihenfolge
7vgl. Abschnitt 9.2.5 auf Seite 175
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der demographischen Ereigbnisse, bei der zuna¨chst die Mortalita¨t und die Fertilia¨t auf
die jeweilige Ausgangsbevo¨lkerung angewendet werden und anschließend die Migration in
absoluten Zahlen (netto oder auch brutto) hinzugerechnet wird.
In verschiedenen Anwendungen der Kohorten-Komponenten Methode wird die Fertilita¨t
vereinfachend allein den Frauen zugeschrieben, weshalb sie dann auch als female-dominant
models bezeichnet werden [221]. Mit Hilfe von Annahmen zur Entwicklung des Geschlech-
teranteils bei Geburt ko¨nnen dann aber sowohl fu¨r die weibliche als auch fu¨r die ma¨nnliche
Subpopulation die Besta¨nde in der untersten Altersgruppe berechnet und zugeordnet werden.
Die Prognose einzelner Subpopulationen ermo¨glicht u. a. die Ausgabe vielfa¨ltiger Ergeb-
nisse. So ko¨nnen diverse Ergebnisgro¨ßen in verschiedenen Abstraktionsgraden wie z. B. die
Bevo¨lkerungszahl insgesamt oder nach Geschlecht berechnet werden.
Die Vorzu¨ge der Kohorten-Komponenten Methode liegen in ihrer Anlehnung an den
natu¨rlichen bevo¨lkerungsdynamischen Aufbau einer Bevo¨lkerung wie auch in ihrer generellen
Anpassungsfa¨higkeit an verschiedene Prognosebedingungen. Die separate Betrachtung der
Fertilita¨t, Mortalita¨t und Migration ermo¨glicht es, deren unterschiedliche Reaktionen auf
Einflu¨sse relevanter gesellschaftlicher und wissenschaftlicher Bereiche (wie z. B. aus der
Medizin, der Politik oder auch aus der Wirtschaft) bei der externen Generierung der
Annahmen mit verschiedenen Methoden zu beru¨cksichtigen.8 Daru¨ber hinaus kann demo-
graphische Heterogenita¨t, die sich in unterschiedlichen Niveaus fu¨r die Fertilita¨t, Mortalita¨t
und Migration bei Personen unterschiedlicher Merkmalskombinationen auspra¨gt, durch die
Bildung mo¨glichst homogener Subpopulationen (zumindest eingeschra¨nkt) beru¨cksichtigt
werden. So bietet gerade die Unterscheidung der demographisch wichtigen Merkmale Alter
und Geschlecht die Mo¨glichkeit, die demographische Heterogenita¨t teilweise einzufangen und
in einer Bevo¨lkerungsprognose zu einem gewissen Grad zu integrieren. Die dieser Methode
eigene Flexibilita¨t kann sich sowohl positiv als auch negativ auswirken. So ist es dem
Prognostiker u¨berlassen, ob er bei einer Prognose theoretische Kenntnisse einbaut, wie viele
unterscheidende Merkmale er zur Bildung homogener Subpopulationen verwendet, welche
8So ist beispielsweise bei der Generierung der Annahmen fu¨r die Fertilita¨t eine Vera¨nderung in der Familien-
politik (wie z. B. der Beschluss des Tagesbetreuungsausbaugesetzes von 2005 [43] oder auch die Einfu¨hrung
des Elterngelds 2007 [44] in Deutschland) von Bedeutung, wohingegen die Entwicklung eines neuen Medi-
kaments zur Behandlung bo¨sartiger Neubildungen bei der Generierung der Annahmen fu¨r die Mortalita¨t
entscheidend ist.
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(verschiedenen) Methoden er zur Generierung der Annahmen heranzieht, wie viele detaillierte
Daten er nutzt und ob er die potentielle Vielfa¨ltigkeit der Ergebnisausgabe ausscho¨pft. Je
nachdem, wie viele dieser Besonderheiten in eine Prognose mit der Kohorten-Komponenten
Methode eingebaut werden, nimmt deren Aufwand hinsichtlich der beno¨tigten Daten und der
durchzufu¨hrenden Rechenprozeduren zu. Infolge dieser U¨berlegungen wird ersichtlich, dass
diese grundsa¨tzlich freie Wahl entscheidender Spezifika bei dieser Methode auch ein enormes
Fachwissen beim Prognostiker voraussetzt.9 Ein ha¨ufig gegen die Kohorten-Komponenten
Methode vorgebrachter Kritikpunkt ist ihr ahistorischer Charakter, da sie ausschließlich
Daten aus der Gegenwart fu¨r die Startbevo¨lkerung und Daten aus der Zukunft fu¨r die
Annahmen in ihre Berechnungen einschließt. Die Beru¨cksichtigung historischer Daten, die
u a. auch die zuku¨nftige Entwicklung der vitalen Raten mitbestimmen, kann nur indirekt
u¨ber die jeweils vom Prognostiker zu verwendende Methode zur Generierung der Annahmen
erfolgen. Außerdem beru¨cksichtigt die Kohorten-Komponenten Methode direkt ausschließlich
demographische Faktoren, die die zuku¨nftige Entwicklung einer Bevo¨lkerung beeinflussen,
obwohl auch nicht demographische Faktoren diese beeinflussen ko¨nnen (vgl. Abschnitt 3.2.4
ab Seite 47) [63, 256, 273].
Transformation der klassischen Kohorten-Komponenten Methode in ein
Matrixmodell
Die Kohorten-Komponenten Methode ist nach der Entwicklung ihrer urspru¨nglichen Form
zur vereinfachten Darstellung und Berechnung in ein Matrixmodell umgeschrieben worden.
Die ersten matrix population models sind voneinander unabha¨ngig in den 1940ern
entstanden. Bernadelli [20], Lewis [166] und vor allem Leslie [162, 163, 165, 164] haben
erste bedeutende Arbeiten zu Matrixmodellen eingefu¨hrt. Doch bis zu ihrer Neuentdeckung
in den 1960er Jahren von u. a. Keyfitz [134, 135], Rogers [234] und Goodman [99] sind
Matrixmodelle weitestgehend als Alternative zu Bevo¨lkerungsmodellen, die auf Integral- und
Differentialgleichungen basieren, vernachla¨ssigt worden [53, 71, 137].
In einem Matrixmodell der Kohorten-Komponenten Methode wird jede der vorhandenen,
9Wobei Prognoseergebnisse auch trotz eines großen Fachwissens beim Prognostiker aufgrund der Progno-
seunsicherheit (vgl. Kapitel 4) von der tatsa¨chlich in der Zukunft beobachtbaren Bevo¨lkerungsentwicklung
abweichen ko¨nnen.
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nach Altersklassen gegliederten Subpopulationen von einem Zeitpunkt t zum na¨chsten Zeit-
punkt t+1 mit jeweils subpopulationsspezifischen U¨berlebenswahrscheinlichkeiten und Ferti-
lita¨tsraten nach Alter (und einem entsprechenden Geschlechteranteil bei Geburt10) prognosti-
ziert. Dazu werden die einzelnen, nach dem Alter unterteilten Subpopulationen zum Zeitpunkt
t in einem Bevo¨lkerungsvektor P und die alters- und subpopulationsspezifischen U¨berlebens-
wahrscheinlichkeiten und Fertilita¨tsraten (wie auch der Geschlechteranteil bei Geburt) in
einer nach Leslie benannten population projection matrix, der Leslie-Matrix, L, zusammenge-
tragen. Die Multiplikation der Leslie-Matrix und des Bevo¨lkerungsvektors zum Zeitpunkt t
ergeben die jeweilige Zusammensetzung einer Subpopulation nach dem Alter zum Startpunkt
des na¨chst folgenden Projektionsintervalls, t+ 1, in einem weiteren Bevo¨lkerungsvektor (vgl.
Formel 3.1).
Pt+1 = L · Pt (3.1)
Der Aufbau der Bevo¨lkerungsvektoren und der Leslie- oder Projektionsmatrix richtet
sich nach der Anzahl der zu unterscheidenden Subpopulationen und Altersklassen. Wird
eine Bevo¨lkerung neben dem Alter nicht nach weiteren Merkmalen unterschieden, entstehen
Bevo¨lkerungsvektoren und eine quadratische Projektionsmatrix, deren Dimensionsla¨nge der
Anzahl der Altersklassen entspricht.
In der ersten Zeile entha¨lt die Projektionsmatrix Angaben zur Bestimmung der Neugebo-
renen. Dies entspricht jeweils einer Kombination aus den entsprechenden altersspezifischen
Fertilita¨tsraten, fx, (dem jeweiligen Geschlechteranteil bei Geburt) und den entsprechenden
altersspezifischen U¨berlebenswahrscheinlichkeiten fu¨r die Frauen im reproduktiven Alter wie
auch fu¨r die Neugeborenen im ersten Lebensjahr. Des Weiteren stehen in der Subdiagonalen
der Projektionsmatrix die altersspezifischen U¨berlebenswahrscheinlichkeiten, 1px, zur Be-
stimmung der Personen, die das Alter x zum Zeitpunkt t u¨berleben und so zum Zeitpunkt
t+ 1 in das Alter x+ 1 u¨bergehen. Die restlichen Positionen der Projektionsmatrix sind mit
Nullen gefu¨llt. Die Abbildung 3.1 zeigt den Aufbau der beiden Bevo¨lkerungsvektoren, Pt und
Pt+1, und der Leslie-Matrix, L, fu¨r eine menschliche Bevo¨lkerung nach Einzelaltern bis zur
ho¨chsten, nach oben offenen Altersgruppe 100+. In der ersten Zeile der Leslie-Matrix stehen
vereinfachend die Fertilita¨tsraten der reproduktiven Alter 15 bis 45 zur Bestimmung der
Neugeborenen und in der Subdiagonalen stehen die U¨berlebenswahrscheinlichkeiten fu¨r alle
Einzelalter zur Bestimmung der U¨berlebenden. Sobald sich der Bestand der 100+-Ja¨hrigen
10—sofern u¨berhaupt nach dem Geschlecht unterschieden wird—
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Abbildung 3.1.: Kohorten-Komponenten Methode in Matrixnotation: Aufbau der Projekti-
onsmatrix und der entsprechenden Bevo¨lkerungsvektoren; in diesem Beispiel
wird eine Bevo¨lkerung nach Einzelalter von 0 bis 100+ fu¨r ein weiteres Pro-
jektionsintervall prognostiziert.
aber nicht nur aus Personen zusammensetzt, die vom Alter 99 neu in diese Altersgruppe
eintreten, sondern auch aus Personen, die ein weiteres Projektionsintervall in dieser Alters-
gruppe u¨berleben, ist zusa¨tzlich noch eine U¨berlebenswahrscheinlichkeit fu¨r die Personen in
dieser nach oben offenen Altersgruppe, p100+, zu bestimmen; die U¨berlebenswahrscheinlich-
keit p100+ ist dann an die Position der letzten Zeile und Spalte in der Projektionsmatrix
einzugeben.
Wenn anstatt der Gesamtbevo¨lkerung einzelne Subpopulationen prognostiziert werden
sollen, kann die Projektionsmatrix entsprechend erweitert werden. Bei der Prognose einer
Bevo¨lkerung nach Alter und Geschlecht, bei der die Bevo¨lkerungsvektoren in der oberen bzw.
unteren Ha¨lfte die Besta¨nde der Frauen bzw. Ma¨nner enthalten, verdoppelt sich die Anzahl
der Zeilen und Spalten in der Projektionsmatrix, die sowohl die Fertilita¨tsannahmen fu¨r die
Frauen als auch die Mortalita¨tsannahmen fu¨r die Frauen und Ma¨nner entha¨lt. Daru¨ber hi-
naus ko¨nnen mit einer Projektionsmatrix aber auch Subpopulationen prognostiziert werden,
zwischen denen U¨berga¨nge erwartet werden. So kann beispielsweise eine Bevo¨lkerung nicht
nur nach Alter und Geschlecht, sondern zudem noch nach Bildungsgrad oder Familienstand
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prognostiziert werden. Dabei stellen z. B. Eheschließungen, Ehescheidungen oder auch
Bildungsabschlu¨sse Ereignisse dar, die U¨berga¨nge zwischen den Subpopulationen auslo¨sen.
Wenn zudem nicht eine geschlossene, sondern eine offene Bevo¨lkerung prognostiziert werden
soll, muss zusa¨tzlich Migration beru¨cksichtigt werden. Die Beru¨cksichtigung von Migration
stellt dabei ein wesentliches Unterscheidungsmerkmal bestehender Ansa¨tze zur Bevo¨lkerungs-
prognose dar. Die Formeln 3.2 bis 3.4 zeigen drei Varianten, Nettomigration (NI) zu unter-
schiedlichen Zeitpunkten in einer Prognose mit der Projektionsmatrix zu beru¨cksichtigen; so
kann die Nettomigration z. B. zu Beginn, am Ende oder jeweils zur Ha¨lfte zu Beginn und am
Ende des Projektionsintervalls (von t nach t+ 1) stattfinden. Vereinfachend werden hier (wie
in vielen bestehenden Bevo¨lkerungsprognosemodellen) dieselben Annahmen zur Fertilita¨t und
Mortalita¨t fu¨r die Einheimischen und die Nettomigranten unterstellt.
Pt+1 = L · (Pt +NIt) (3.2)
Pt+1 = L · Pt +NIt (3.3)
Pt+1 = L · (Pt + NIt
2
) +
NIt
2
(3.4)
Neben der Nettomigration kann aber z. B. auch Bruttomigration mit separaten Annah-
men zur Fertilita¨t und Mortalita¨t in einer Prognose mit der Projektionsmatrix beru¨cksich-
tigt werden (vgl. Formel 3.5). Dazu werden subpopulationsspezifische Projektionsmatrizen
mit separaten Fertilita¨ts- und Mortalita¨tsannahmen erstellt und mit den entsprechenden
(Sub)Bevo¨lkerungsvektoren fu¨r die Einheimischen (E), Immigranten (Im) und Emigranten
(Em) multipliziert. Die Summe aller drei (Sub)Bevo¨lkerungsvektoren ergibt dann den (Ge-
samt)Bevo¨lkerungsvektor.
Pt+1 = L
Einheimische · Et + LImmigranten · Imt − LEmigranten · Emt (3.5)
Daru¨ber hinaus hat Rogers [234] ein interregionales Prognosemodell vorgeschlagen, bei
dem die Projektionsmatrix so erweitert wird, dass Wanderungsbewegungen zwischen diesen
beiden Regionen beru¨cksichtigt werden ko¨nnen.
Die Annahme konstanter Fertilita¨t und Mortalita¨t erlaubt zudem eine relativ einfache
Bestimmung wesentlicher bevo¨lkerungsdynamischer Parameter wie beispielsweise der gleich-
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gewichtigen Wachstumsrate und der gleichgewichtigen Altersstruktur u¨ber die Berechnung
des dominanten Eigenwerts und des dazugeho¨rigen rechten Eigenvektors der Projektionsma-
trix [53, 137, 221].
Die bisher vereinfachende Annahme konstanter Fertilita¨t und Mortalita¨t wird jedoch mit
zunehmender La¨nge des Projektionshorizonts unplausibel. Wa¨hrend die Projektionsmatrix
bei zeitinvarianten Annahmen unvera¨ndert bleibt, muss sie bei zeitvarianten Annahmen fu¨r
die entsprechenden Projektionsintervalle vera¨ndert bzw. angepasst werden (vgl. Formel 3.6).
Wie diese Anpassung der Projektionsmatrix erfolgt, ha¨ngt vom jeweiligen Prognoseansatz
ab (vgl. Kapitel 4).
Pt+n = Lt+n−1→t+n · . . . · Lt→t+1 · Pt (3.6)
Diese verschiedenen, jeweils an bestimmte Bedingungen angepassten Varianten der
Kohorten-Komponenten Methode unterscheiden sich zwar in ihren Ausfu¨hrungen (wie z. B.
den Berechnungsformeln oder auch dem Aufbau der Projektionsmatrix), allerdings bleibt
das generelle Prinzip stets erhalten [137, 221].
Funktionale Bevo¨lkerungsprognosen auf der Basis der Kohorten-Komponenten
Methode
Funktionale Bevo¨lkerungsprognosen teilen die nach der Kohorten-Komponenten Methode zu
prognostizierende, alters- und geschlechtsspezifische Bevo¨lkerung auf funktionale Zusta¨nde
auf. Funktionale Zusta¨nde ko¨nnen beispielsweise den Erwerbsstatus,11 den Haushaltstyp12
oder auch den Gesundheitszustand13 betreffen. Die Aufteilung der Bevo¨lkerung auf die ver-
schiedenen, jeweils zu betrachtenden funktionalen Zusta¨nde kann mit verschiedenen Metho-
den erfolgen. Generell muss nur fu¨r jede Alters- und Geschlechtsgruppe in jedem Projektions-
intervall der Anteil fu¨r jeden zu betrachtenden funktionalen Zustand vorher bestimmt werden.
Pra¨valenzraten stellen eine Mo¨glichkeit zur Bestimmung solcher Anteilswerte dar. Die jeweils
vorher zu bestimmende Verteilungsfunktion zur Aufteilung der Bevo¨lkerung auf die jeweils
zu betrachtenden Zusta¨nde kann sich zwar u¨ber den Projektionshorizont vera¨ndern. Den-
11z. B. erwerbsta¨tig oder arbeitslos
12z. B. 1-Personen-Haushalt oder Mehrpersonen-Haushalt
13z. B. gesund oder krank
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noch ist die hier beschriebene Vorgehensweise funktionaler Bevo¨lkerungsprognosen statisch,
da die Aufteilung auf die funktionalen Zusta¨nde erst im Anschluss an die bereits durch-
zufu¨hrende Bevo¨lkerungsprognose erfolgt [28, 145, 310]. So findet z. B. keine dynamische In-
teraktion zwischen den einzelnen Subpopulationen nach Alter, Geschlecht und funktionalem
Status statt. Dieser Nachteil kann erst bei Bevo¨lkerungsprognosen mit der multidimensio-
nalen Kohorten-Komponenten Methode aufgehoben werden. Allerdings sind dann auch der
Modellierungs-, Daten- und Rechenaufwand deutlich erho¨ht. Demnach stellen funktionale
Bevo¨lkerungsprognosen eine einfache Alternative zur Prognose einer Bevo¨lkerung nach ver-
schiedenen Zusta¨nden dar.
Erweiterung der Kohorten-Komponenten Methode um die Multidimensionalita¨t
Homogene Bevo¨lkerungen ko¨nnen im Vergleich zu heterogenen Bevo¨lkerungen genauer pro-
gnostiziert werden, da bei ihnen die Annahmen fu¨r die demographischen Komponenten auf
fast alle Individuen weitestgehend zutreffen. Da gro¨ßere Bevo¨lkerungen fu¨r gewo¨hnlich he-
terogen sind, ko¨nnen sie nach bestimmten Merkmalen wie dem Geschlecht, dem Alter, der
Ethnizita¨t oder auch der Lokalita¨t disaggregiert werden. Diese in sich homogenen Subpopu-
lationen ko¨nnen dann nach der klassischen Kohorten-Komponenten Methode prognostiziert
und am Ende zusammengeschlossen werden. Die Besonderheit des multi-state modelling, der
Erweiterung der klassischen Kohorten-Komponenten Methode um zusa¨tzliche Dimensionen
liegt nun darin, nicht nur einzelne Subpopulationen separat, sondern in einem komplexen Zu-
sammenspiel zu prognostizieren. Neben der Fertilita¨t, Mortalita¨t und Migration bestimmt nun
auch die Mobilita¨t zwischen den Subpopulationen die bevo¨lkerungsdynamische Entwicklung.
U¨berga¨nge zwischen den Subpopulationen werden durch merkmalsabha¨ngige U¨bergangsra-
ten bestimmt [30, 112, 113, 147, 169, 307]. Es ko¨nnen grundsa¨tzlich interne von externen
Ereignissen unterschieden werden. Interne Ereignisse bezeichnen U¨berga¨nge zwischen Subpo-
pulationen innerhalb der zu prognostizierenden Bevo¨lkerung. Wohingegen externe Ereignisse
Eintritte und Austritte u¨ber die Grenzen der zu prognostizierenden Bevo¨lkerung bezeichnen.
Die Immigration ist ein typisches Beispiel fu¨r einen externen Eintritt und die Emigrati-
on oder auch der Tod sind typische Beispiele fu¨r externe Austritte [290, 291, 292]. Rogers
[235, 236] gilt als der Begru¨nder der multidimensionalen Kohorten-Komponenten Methode,
die er anfa¨nglich fu¨r regionale Bevo¨lkerungsprognosen konstruiert hat (vgl. Abschnitt 7.1.1
ab Seite 135). Darauffolgend sind zahlreiche weitere Anwendungen fu¨r die multidimensio-
nale Kohorten-Komponenten Methode entstanden. So gibt es z. B. Anwendungen, die eine
Bevo¨lkerung nach dem Familienstand [290, 291, 292] oder auch nach dem Bildungsstand
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[171, 172] mit der multidimensionalen Kohorten-Komponenten Methode prognostizieren.
Kohorten-Komponenten Methode als Basis fu¨r neue Ansa¨tze zur
Bevo¨lkerungsprognose
Die Kohorten-Komponenten Methode ist ab der Mitte des 20. Jahrhunderts regelma¨ßig
von statistischen Bundesa¨mtern verschiedener entwickelter La¨nder zur Erstellung nationaler
Bevo¨lkerungsprognosen genutzt worden. Jedoch haben U¨berpru¨fungen zur Genauigkeit der
Prognoseergebnisse (vgl. Abschnitt 8.1 ab Seite 147) oft nur eine beschra¨nkte Vorhersagekraft
feststellen ko¨nnen; daran hat auch nicht der versta¨rkte Einsatz fortgeschrittener Methoden
zur Generierung der Annahmen fu¨r die Modellparameter (wie z. B. die Prognose der Fertilita¨t
nach Kohorten oder/und der Parita¨t (vgl. Kapitel 6)) wesentlich etwas a¨ndern ko¨nnen. Ein
Grund dafu¨r ist, dass es bis zum Ende der 1970er Jahre keine signifikante Weiterentwicklung
in der eigentlichen Methodik zur Bevo¨lkerungsprognose gegeben hat [30, 125].
Dennoch sind seit der Entwicklung der Kohorten-Komponenten Methode und ihrer zahlrei-
chen Erweiterungen bis in die aktuelle Gegenwart diverse Ansa¨tze zur Bevo¨lkerungsprognose
entstanden. Diese unterscheiden sich in der Beru¨cksichtigung der Prognoseunsicherheit, der
Untersuchungseinheit und im Einbau exogener, nicht-demographischer Einflussfaktoren bei
einer Bevo¨lkerungsprognose. Daru¨ber hinaus ko¨nnen Prognosen auch noch hinsichtlich ihrer
Zielstellung unterschieden werden.
3.2.2. Deterministische und probabilistische Ansa¨tze zur
Bevo¨lkerungsprognose
Im Hinblick auf die Beru¨cksichtigung von Unsicherheit ko¨nnen deterministische von proba-
bilistischen (oder stochastischen) Bevo¨lkerungsprognosen unterschieden werden.
Der allgemeine Vorgang einer deterministischen Bevo¨lkerungsprognose ist in der Abbildung
3.2 graphisch veranschaulicht. Fu¨r jeden Modellparameter des Prognosemodells muss genau
ein Annahmenverlauf generiert werden, der die angenommenen Werte u¨ber den gesamten
Projektionshorizont entha¨lt. Der (in Abha¨ngigkeit von der Komplexita¨t des Prognosemodells
eventuell einzusetzende) Simulator (zur Berechnung) des Prognosemodells nutzt dann diese
eingegebenen Annahmenverla¨ufe fu¨r alle Modellparameter, um genau einen Ergebnisverlauf
fu¨r jede Ergebnisgro¨ße zu berechnen. Ein Ergebnisverlauf entha¨lt dabei die prognostizierten
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Werte der jeweiligen Ergebnisgro¨ße u¨ber den gesamten Projektionshorizont.
Modellparameter A
Modellparameter B
Modellparameter C
Annahmenverlauf
Annahmenverlauf
Annahmenverlauf
Prognosemodell
[Implementierte 
Systemspezifikation 
mit 
Ausführungssemantik]
Ergebnisverlauf Ergebnisgröße A
Ergebnisgröße BErgebnisverlauf
Abbildung 3.2.: Ablauf einer deterministischen Bevo¨lkerungsprognose. Mit genau einem An-
nahmenverlauf pro Modellparameter wird genau ein Ergebnisverlauf fu¨r jede
Ergebnisgro¨ße prognostiziert.
Deterministische Bevo¨lkerungsprognosen sind weit verbreitet. Jedoch ko¨nnen sie durch die
Beru¨cksichtigung nur eines Annahmenverlaufs pro Modellparameter das Spektrum poten-
tieller zuku¨nftiger Entwicklungen (fu¨r die Modellparameter wie auch fu¨r die Ergebnisgro¨ßen)
nur ungenu¨gend einfangen. Ha¨ufig kann die potentielle zuku¨nftige Entwicklung aber nur mit
mehreren Annahmenverla¨ufen umfassend abgedeckt werden, um die Prognoseunsicherheit
angemessen einzufangen; jeder potentielle Annahmenverlauf kann dabei auf Informationen
verschiedener Quellen (wie z. B. der empirischen Entwicklung, Surveys oder auch erkla¨render
Theorien) beruhen. Anstatt sich fu¨r einen dieser potentiellen Annahmenverla¨ufe zu entschei-
den, sollten mehrere (bzw. alle) in einem Prognosemodell beru¨cksichtigt werden ko¨nnen.
Eine Mo¨glichkeit, diese Prognoseunsicherheit bzw. die potentiellen Entwicklungen der
Modellparameter einzufangen besteht deshalb darin, anstatt nur eines mehrere Szenarien mit
der so genannten Szenario-Technik zu erstellen. Jedoch stellt jedes Szenario immer noch eine
deterministische Bevo¨lkerungsprognose in sich dar, sodass die Unsicherheit zwar etwas mehr,
aber noch immer ungenu¨gend erfasst wird. Zumal den unterschiedlichen Ergebnisverla¨ufen
aus den verschiedenen Szenarien keine Eintrittswahrscheinlichkeit zugeordnet werden kann.
Nationale Statistika¨mter und o¨ffentliche Institutionen greifen bei der Erstellung einer
Bevo¨lkerungsprognose ha¨ufig auf die Szenario-Technik zuru¨ck.14 Dabei erstellen sie meist drei
14Die Szenario-Technik ist in Vergangenheit und Gegenwart z. B. vom Statistischen Bundesamt in Deutschland
fu¨r die 11. und 12. koordinierte Bevo¨lkerungsprognose [264, 266] wie auch von den Vereinten Nationen,
Eurostat und der Weltbank praktiziert worden [30].
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(oder mehr) alternative Entwicklungsverla¨ufe fu¨r die zuku¨nftige Bevo¨lkerung. Pro Szenario
kann nur ein Annahmenverlauf pro Modellparameter generiert werden, jedoch ko¨nnen diese
Annahmenverla¨ufe pro Modellparameter von Szenario zu Szenario variieren. Die daraus
entstehenden, alternativen Ergebnisverla¨ufe pro Ergebnisgro¨ße ko¨nnen unterschiedlich
interpretiert werden. So ko¨nnen alle alternativen Ergebnisverla¨ufe einerseits als gleichwertig
betrachtet werden oder es kann andererseits ein Ergebnisverlauf als wahrscheinlichster Ver-
lauf angegeben werden [30, 169, 273]. Zusa¨tzlich ko¨nnen die Extremverla¨ufe aller Szenarien
mit dem wahrscheinlichsten Ergebnisverlauf als Prognose mit Bereichsangabe interpretiert
werden [130].
Unabha¨ngig von der Einscha¨tzung des Eintretens der alternativen Szenarien ist es aber
letztlich entscheidend, ob der mit ihnen ermittelte Unsicherheitsbereich tatsa¨chlich das
Spektrum aller potentiellen zuku¨nftigen Bevo¨lkerungsentwicklungen abdeckt. In diesem Zu-
sammenhang haben Analysen vergangener Bevo¨lkerungsprognosen mit der Szenario-Technik
oft einen zu engen Unsicherheitsbereich festgestellt [8], mit dem die Prognoseunsicherheit
weder umfassend abgedeckt noch exakt quantifiziert werden kann.
Aus diesem Grund sind die so genannten probabilistischen Bevo¨lkerungsprognosen
entwickelt worden, die nun versuchen, das Spektrum aller potentiellen zuku¨nftigen Bevo¨lke-
rungsentwicklungen vollsta¨ndig abzudecken, indem sie die Prognoseunsicherheit umfassend
einfangen und exakt quantifizieren. Demnach ist das zunehmende Bewusstsein fu¨r die
Prognoseunsicherheit ein Auslo¨ser fu¨r die Weiterentwicklung der Methodik zur Bevo¨lke-
rungsprognose.
Ein wesentlicher Ausgangspunkt fu¨r die Entwicklung probabilistischer Bevo¨lkerungs-
prognosen besteht darin, Prognosefehler zu erkennen und Quellen ihrer Entstehung zu
analysieren; so sind z. B. ex-post Fehleranalysen (vgl. Abschnitt 4.2.2 ab Seite 61) durch-
gefu¨hrt und Fehlerquellen beim Ablauf eines Prognoseprozesses (vgl. 4.1 ab Seite 52)
zunehmend erkannt worden. Das Wissen um das Ausmaß und die Entstehung vergangener
bzw. empirischer Prognosefehler kann dann mitunter zur Bestimmung der Prognosefehler
neu zu erstellender Bevo¨lkerungsprognosen eingesetzt werden.
Die Abbildung 3.3 stellt den generellen Ablauf einer probabilistischen Bevo¨lkerungspro-
gnose graphisch dar. Fu¨r jeden Modellparameter des Prognosemodells ko¨nnen verschiedene
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Annahmenverla¨ufe, die deren potentielle zuku¨nftige Entwicklungen abbilden, generiert
werden. Die Methode zur Generierung der Annahmen kann modell-basiert oder extern, frei
wa¨hlbar sein. Fu¨r einen Prognosedurchlauf wird mittels einer Zufallsziehung ein Annah-
menverlauf pro Modellparameter gezogen und in das Prognosemodell eingegeben. Die Wahl
der Annahmenverla¨ufe fu¨r die Modellparameter kann sowohl abha¨ngig als auch unabha¨ngig
voneinander erfolgen. Der Simulator berechnet aus den zufa¨llig gezogenen Annahmen
einen Ergebnisverlauf pro Ergebnisgro¨ße. Diese Prozedur wird n Male wiederholt, sodass
nach n Prognosedurchla¨ufen n Ergebnisverla¨ufe pro Ergebnisgro¨ße herauskommen. Diese n
Ergebnisverla¨ufe bilden eine Ergebnisverteilung. Die Ha¨ufigkeit, mit der ein Ergebnisverlauf
eintritt, bestimmt seine Eintrittswahrscheinlichkeit.
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Abbildung 3.3.: Ablauf einer probabilistischen Bevo¨lkerungsprognose. Pro Prognosedurchlauf
wird ein Annahmenverlauf fu¨r jeden Modellparameter zufa¨llig gezogen und
in das Prognosemodell eingegeben, sodass daraus ein Ergebnisverlauf pro Er-
gebnisgro¨ße berechnet wird. Beispielhaft wird im ersten Prognosedurchlauf
der blaue Annahmenverlauf fu¨r Modellparameter A, der rote Annahmenver-
lauf fu¨r Modellparameter B und der orange Annahmenverlauf fu¨r Modell-
parameter C zufa¨llig gezogen, sodass der Ergebnisverlauf blau-rot-orange,
der sich aus den gezogenen Annahmenverla¨ufen zusammensetzt, entsteht.
Angedeutet sind zwei weitere Prognosedurchla¨ufe mit entsprechenden gestri-
chelten, zufa¨llig gezogenen Annahmen- und Ergebnisverla¨ufen.
Der hier beschriebene Ablauf einer probabilistischen Bevo¨lkerungsprognose richtet sich
prinzipiell nach der simulativen Ausfu¨hrung des PPPM (vgl. Teil II). Abweichungen zu
anderen probabilistischen Bevo¨lkerungsprognosemodellen ko¨nnen bei der Generierung der
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Annahmen, der Wahl der Annahmenverla¨ufe und bei der Bestimmung der Ergebnisverteilung
(vgl. Abschnitt 4.2 ab Seite 57) auftreten.
Eine ausfu¨hrliche Besprechung probabilistischer Ansa¨tze zur Bevo¨lkerungsprognose erfolgt
in Kapitel 4.
3.2.3. Mikromodelle und Makromodelle zur Bevo¨lkerungsprognose
Mikro- und Makromodelle zur Bevo¨lkerungsprognose unterscheiden sich hinsichtlich ihrer
Untersuchungseinheit. Mikromodelle betrachten einzelne Individuen, wohingegen Makromo-
delle den Zusammenschluss der Individuen, also die Bevo¨lkerung im Ganzen, betrachten.
Seit der Vorlage des ersten Ansatzes zur Mikrosimulation von Orcutt [210] in der Mitte
des 20. Jahrhunderts sind im Zuge der erho¨hten und vermehrt verfu¨gbaren Rechnerleistung
zahlreiche neue Mikrosimulationsansa¨tze entwickelt worden [293].
Gemeinhin wird bei einer Bevo¨lkerungsprognose mit einem Mikromodell zuna¨chst eine
repra¨sentative Stichprobe aus der zu prognostizierenden Bevo¨lkerung gezogen. Fu¨r jedes
Individuum dieser Stichprobe wird in Abha¨ngigkeit seiner zu betrachtenden Merkmale15
ein Lebensverlauf, der durch den Verbleib und den Wechsel zwischen den zu betrachtenden
Stati16 gekennzeichnet ist, konstruiert. Ereignisse wie der Statuswechsel und der Verbleib in
einem Status werden durch vorher festzulegende Eintrittswahrscheinlichkeiten in Abha¨ngig-
keit der zu betrachtenden Merkmale17 bestimmt. Bei einer stochastischen Mikrosimulation
wird z. B. mit der Monte-Carlo Simulation fu¨r jedes Individuum ein Zufallsexperiment
fu¨r jedes Ereignis pro Projektionsintervall durchgefu¨hrt. Ist die generierte Zufallszahl, die
generell zwischen null und eins liegen muss, gro¨ßer als die Eintrittswahrscheinlichkeit des
betroffenen Ereignisses, findet das Ereignis nicht statt. Das Ereignis findet hingegen statt,
wenn die Zufallszahl kleiner als die Eintrittswahrscheinlichkeit des betroffenen Ereignisses ist.
U¨ber den gesamten Projektionshorizont werden mit den Zufallsexperimenten Lebensverla¨ufe
15Zu betrachtende Merkmale ko¨nnen z. B. das Alter, das Geschlecht, die Kinderzahl, der Familienstand oder
auch der Bildungsabschluss sein. Sie variieren mit der jeweiligen Fragestellung und den verfu¨gbaren Daten.
16Zu betrachtende Stati ko¨nnen z. B. kinderlos, 1 Kind, 2 Kinder, 3 und mehr Kinder und tot sein. Auch sie
variieren wie die zu betrachtenden Merkmale nach der Fragestellung und den verfu¨gbaren Daten.
17Je nach dem zu verwendenden Mikrosimulationsmodell ko¨nnen z. B. neben dem Alter und dem Geschlecht
auch der aktuelle Status, die bisherige Statusabfolge und die Stati der anderen zu betrachtenden Individuen
die U¨bergangsraten bestimmen.
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einzelner Individuen simuliert. Die prognostizierte Bevo¨lkerungszahl ergibt sich aus dem
Aggregat der Individuen und deren anteiliger Hochrechnung auf die gesamte Bevo¨lkerung
in jedem Projektionsintervall. Neben der gesamten Bevo¨lkerungszahl kann mit einem
Mikromodell aber auch die Verteilung der Bevo¨lkerung (nach verschiedenen Merkmalen) auf
bestimmte Stati prognostiziert werden. Zudem ko¨nnen mit Mikromodellen Auswirkungen
einzelner Vera¨nderungen in unterschiedlichen gesellschaftlichen Bereichen18 auf die Entwick-
lung individueller Lebensverla¨ufe wie auch auf die Interaktion der Individuen untereinander
dynamisch simuliert werden. Allerdings werden fu¨r derart detaillierte Prognosen auf der
Mikroebene auch sehr viele, detaillierte Daten beno¨tigt, die in der Form oftmals nicht
verfu¨gbar sind und deshalb ha¨ufig gescha¨tzt werden mu¨ssen. Folglich entsteht durch den
Versuch der detailgetreuen Abbildung der Realita¨t auf der Individualebene mit einem
Mikromodell vermehrt Unsicherheit [24, 293, 259, 260].
Bei einer Bevo¨lkerungsprognose mit einem Makromodell wird hingegen die gesamte
Bevo¨lkerung auf der Basis eines demographischen Grundmodells wie der Kohorten-
Komponenten Methode (vgl. Abschnitt 3.2.1 ab Seite 31) prognostiziert. Dabei wird die
Bevo¨lkerung durch demographische Ereignisse wie Geburten, Sterbefa¨lle, Zuzu¨ge und
Fortzu¨ge in Abha¨ngigkeit von einigen Merkmalen wie z. B. dem Alter und dem Geschlecht
fortgeschrieben.
Ein wesentlicher Unterschied zwischen Makro- und Mikromodellen besteht darin, dass bei
einem Makromodell allen Personen einer Merkmalsgruppe, also z. B. allen Personen desselben
Alters und desselben Geschlechts, dieselbe Wahrscheinlichkeit, ein demographisches Ereignis
zu erfahren, unterstellt wird. Folglich wird die demographische Heterogenita¨t [295] in
Mikromodellen durch die Prognose demographischer Ereignisse auf der Individualebene19
sta¨rker beru¨cksichtigt als in Makromodellen. Jedoch sind Mikromodelle durch den Einschluss
mehrerer (individuell ausgepra¨gter) Erkla¨rungsvariablen deutlich komplexer und es bleibt zu
beweisen, ob sie tatsa¨chlich genauere Prognoseergebnisse als Makromodelle erzielen ko¨nnen.
Zumal durch die exakte Modellierung der Realita¨t sehr detaillierte Daten beno¨tigt werden
und der Rechenaufwand bei der Ausfu¨hrung eines Prognosemodells auf der Mikroebene
enorm zunimmt [293].
18Eine Vera¨nderung in einem gesellschaftlichen Bereich kann z. B. eine familienpolitische Maßnahme wie die
Erho¨hung des Kindergeldes sein.
19bzw. in Abha¨ngigkeit zusa¨tzlicher individueller Merkmale
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Im Rahmen des internationalen Forschungsprojekts MicMac — Bridging the micro-macro
gap in population forecasting werden erstmals ein Mikro- und ein Makromodell (Mic und
Mac) zur Bevo¨lkerungsprognose miteinander verbunden. Mic und Mac nutzen dieselben
U¨bergangsraten oder transition intensities zur Prognose von Individual- bzw. Kohorten-
biographien. Die U¨bergangsraten bestimmen in Abha¨ngigkeit vom Alter, der Kalenderzeit,
der Verweildauer im aktuellen Status und perso¨nlichen Merkmalen, ob fu¨r eine Person
ein U¨bergang von einem Status in einen anderen Status zu einem bestimmten Zeitpunkt
stattfindet. Dadurch ko¨nnen z. B. die Annahmen zur Fertilita¨t und Mortalita¨t (sowohl in
Mic als auch in Mac) nicht nur nach dem Alter und dem Geschlecht, sondern auch in
Abha¨ngigkeit weiterer perso¨nlicher Merkmale variieren.20 Außerdem soll das Verhalten der
Personen (in Mic) nicht ausschließlich von ihren eigenen Merkmalen, sondern auch von ihrer
Umwelt, also anderen Personen und deren Stati(abfolge) abha¨ngen [91, 92, 308, 309, 310].
Generell sind Mikro- und Makromodelle in der Bevo¨lkerungsprognose zwei alternative
Ansa¨tze, die letztlich beide die zuku¨nftige Bevo¨lkerungszahl und ihre Struktur nach be-
stimmten Merkmalen prognostizieren. Jedoch ist die Prognose der zuku¨nftigen Bevo¨lkerungs-
entwicklung bei Mikromodellen eher ein Nebenprodukt, wohingegen sich Makromodelle vor-
nehmlich darauf spezialisiert haben.
3.2.4. Strukturmodelle zur Bevo¨lkerungsprognose
System- oder Strukturmodelle versuchen die Bevo¨lkerung oder auch eine (oder mehrere)
demographische Komponente(n) als abha¨ngige Variable in einem komplexen Zusammenspiel
diverser Einflussfaktoren zu prognostizieren. Dazu schließen sie neben demographischen auch
nicht-demographische Erkla¨rungsfaktoren wie beispielsweise aus der O¨konomie, der Umwelt,
der Politik oder auch aus der Medizin zur Prognose der zuku¨nftigen Bevo¨lkerungsentwicklung
ein. Oftmals sind System- oder Strukturmodelle, die eine demographische Komponente u¨ber
verschiedene Erkla¨rungsfaktoren prognostizieren, fu¨r eine Bevo¨lkerungsprognose mit der
Kohorten-Komponenten Methode (vgl. Abschnitt 3.2.1 ab Seite 31) verbunden [256].
System- oder Strukturmodelle versuchen zwar eine Bevo¨lkerung umfassend zu prognosti-
zieren, jedoch nimmt durch den Einschluss zahlreicher Erkla¨rungsfaktoren die Komplexita¨t
20In diesem Zusammenhang wird deshalb von intra-cohort variation oder auch von cohort heterogeneity ge-
sprochen.
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des zu verwendenden Prognosemodells zu. So muss fu¨r jeden Modellparameter, der einen
Erkla¨rungsfaktor fu¨r die zuku¨nftige Bevo¨lkerungsentwicklung repra¨sentiert, eine Annahme
u¨ber dessen zuku¨nftigen Verlauf getroffen werden. Allerdings wird auch die zuku¨nftige Ent-
wicklung eines jeden Modellparameters von diversen Faktoren beeinflusst. Je vielseitiger die
zu betrachtenden Erkla¨rungsfaktoren auf die zuku¨nftige Bevo¨lkerungsentwicklung demnach
sind, desto ho¨her ist die Anzahl der insgesamt bei einer Prognose direkt zu beru¨cksichtigen-
den Faktoren. Folglich nimmt die Unsicherheit einer Prognose mit zunehmender Komplexita¨t
zu [63, 168]. Außerdem gibt es in der Demographie eine langanhaltende Diskussion u¨ber
den Nutzen komplexer Bevo¨lkerungsprognosemodelle hinsichtlich der Genauigkeit der
Prognoseergebnisse (vgl. 8.2 ab Seite 161). In diesem Zusammenhang haben Vergleiche zu
anderen Bevo¨lkerungsprognosemodellen gezeigt, dass System- oder Strukturmodelle bisher
keine genaueren Prognoseergebnisse hervorgebracht haben [30].
Nicht zu missachten ist jedoch deren zusa¨tzlicher Erkenntnisgewinn. Anstatt ausschließlich
die zuku¨nftige Bevo¨lkerungszahl und ihre Struktur z. B. nach Alter und Geschlecht zu
prognostizieren, ko¨nnen mit System- oder Strukturmodellen auch Effekte aus verschiedenen
Bereichen wie z. B. aus der O¨konomie oder der Umwelt auf die zuku¨nftige Bevo¨lkerungsent-
wicklung ermittelt werden. Insbesondere fu¨r diesen Zweck werden sie auch immer wieder
fu¨r Bevo¨lkerungsprognosen verwendet [168, 256]. Meadows et al. [187, 188, 189] haben
z. B. ein popula¨res Strukturmodell vorgelegt, mit dem sie u. a. einen Bevo¨lkerungsru¨ck-
gang als Auswirkung global andauernder Wachstumstrends in der Industrialisierung, der
Umweltverschmutzung, der Nahrungsmittelproduktion und im Ressourcenabbau aus der
jeweiligen Gegenwart prognostiziert haben. Als Begru¨ndung fu¨hren Meadows et al. u. a.
den versta¨rkten Einsatz von Maßnahmen zur Verbesserung der Stellung von Frauen auf,
um ausgleichend in das Reproduktionsverhalten von Entwicklungsla¨ndern einzugreifen und
damit (den Problemen) einer U¨berbevo¨lkerung entgegenzuwirken. Allerdings stimmen die
Bevo¨lkerungsprognoseergebnisse nicht mit der tatsa¨chlich eingetretenden Bevo¨lkerungsent-
wicklung u¨berein. Daru¨ber hinaus sind der Versuch und die Wirkung der Einflussnahme auf
das Reproduktionsverhalten anderer Gesellschaften umstritten [89].
Demnach eignen sich System -oder Strukturmodelle nicht vorrangig zur Bevo¨lkerungspro-
gnose an sich, sondern eher zur Ermittlung zuku¨nftiger bevo¨lkerungsdynamischer Effekte
diverser Entwicklungen aus verschiedenen (z. B. o¨konomischen oder politischen) Bereichen.
Jedoch versuchen sie dabei die Realita¨t detailliert durch eine Vielzahl vielfa¨ltiger Einflussfak-
48
3. Entwicklung der Bevo¨lkerungsprognose von den ersten Anfa¨ngen bis zur Gegenwart
toren abzubilden, sodass die Komplexita¨t und demzufolge auch die Unsicherheit der Prognose
(unverha¨ltnisma¨ßig) steigen.
3.2.5. Projections und Forecasts
Bevo¨lkerungsprognosen ko¨nnen nicht nur im Hinblick auf die Eintrittswahrscheinlichkeit
ihrer Ergebnisse oder im Hinblick auf ihre Untersuchungseinheit oder die Vielfalt der
einzuschließenden Erkla¨rungsfaktoren, sondern eben auch hinsichtlich ihrer eigentlichen
Zielstellung unterschieden werden. So werden in der englischen Fachliteratur projections von
forecasts unterschieden [137, 256]. Dabei sind unter projections Modellrechnungen und unter
forecasts echte Vorausscha¨tzungen zu verstehen.
Projektionen zeichnen sich dadurch aus, dass sie nicht die Prognose des wahrscheinlichsten
Verlaufs der zuku¨nftigen Bevo¨lkerungsentwicklung zum Ziel haben, sondern vielmehr
bevo¨lkerungsdynamische Effekte bestimmter Entwicklungen einer (oder mehrerer) demo-
graphischer Komponente(n) aufzeigen sollen. Dabei ko¨nnen generell Zielprojektionen von
Wirkungsprojektionen unterschieden werden. Zielprojektionen ermitteln den potentiellen
Verlauf einzelner Komponenten, um ein vorgegebenes Ergebnis wie z. B. eine bestimmte
Bevo¨lkerungszahl in einem vorher festgelegten Zeitraum zu erzielen. Hingegen werden bei
Wirkungsprojektionen die Effekte bestimmter Entwicklungen fu¨r die demographischen
Komponenten auf die zuku¨nftige Bevo¨lkerungsentwicklung analysiert. Aufgrund dieser Vor-
gehensweise werden bei Zielprojektionen Handlungsbedarf und bei Wirkungsprojektionen
Handlungskonsequenzen aufgedeckt [198].
Bevo¨lkerungsprognosen im Sinne von Vorausscha¨tzungen versuchen den wahrscheinlichsten
Verlauf der zuku¨nftigen Bevo¨lkerungsentwicklung zu ermitteln. Dafu¨r treffen sie fu¨r die
einzelnen demographischen Komponenten realistische Annahmen, die, zumindest zum Zeit-
punkt der Prognoseerstellung, die ho¨chste Wahrscheinlichkeit haben, tatsa¨chlich einzutreffen.
Projektionen ko¨nnen ausschließlich durch Berechnungsfehler ungenaue Ergebnisse gene-
rieren, wohingegen Bevo¨lkerungsprognosen im Sinne echter Vorausscha¨tzungen zudem als
fehlerhaft bewertet werden ko¨nnen, wenn die prognostizierten mit den spa¨ter tatsa¨chlich
eingetretenen Werten nicht u¨bereinstimmen. Um das Ausmaß der fehlenden U¨bereinstim-
mung zwischen prognostizierten und beobachteten Werten zu quantifizieren, ko¨nnen diverse
Fehlermaße (vgl. Abschnitt 8.1 ab Seite 147) berechnet werden.
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Die hier beschriebene Unterscheidung der verschiedenen Prognosearten ist nicht universal
gu¨ltig. Neben projections und forecasts ko¨nnen z. B. auch noch predictions und estimations
im Bereich der Prognosen unterschieden werden. In dieser Arbeit sollen jedoch all diese
verschiedenen Begriffe synonym als Prognose oder auch als Projektion verwendet werden.
3.2.6. Zusammenfassung
Derzeit gibt es eine Vielfalt bestehender Ansa¨tze zur Bevo¨lkerungsprognose, die sich u. a. in
der Beru¨cksichtigung der Prognoseunsicherheit, der Untersuchungseinheit, der einzuschlie-
ßenden Erkla¨rungsfaktoren und der eigentlichen Zielstellung unterscheiden.
Nichtsdestotrotz basieren diese modernen Ansa¨tze zur Bevo¨lkerungsprognose meist auf
einer Variante der Kohorten-Komponenten Methode, die eine Bevo¨lkerung nach Alter (und
mo¨glicherweise weiteren Merkmalen) mit Annahmen zu demographischen Ereignissen aus
den Bereichen der Fertilita¨t, Mortalita¨t und Migration prognostiziert.
Da der Fokus dieser Arbeit auf die ada¨quate Beru¨cksichtigung von Prognoseunsicherheit
ausgerichtet ist, sollen nachfolgend in Kapitel 4 Unsicherheitsquellen wie auch bestehende
probabilistische Makromodelle zur Bevo¨lkerungsprognose na¨her beleuchtet werden.
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4. U¨berblick u¨ber probabilistische
Bevo¨lkerungsprognosemodelle
Eine probabilistische Bevo¨lkerungsprognose versucht wahrscheinliche Zukunftsaussagen u¨ber
das komplexe System einer Bevo¨lkerung zu treffen. Dabei bestimmt das Zusammenwirken
von Fertilita¨t, Mortalita¨t und Migration die zuku¨nftige Bevo¨lkerungszahl und -struktur. Da
jedoch die Bevo¨lkerung aus einer Vielzahl komplexer Individuen besteht, deren Verhalten
— gerade auch in Bezug auf das Eintreten demographischer Ereignisse — auf individuellen
Entscheidungsprozessen basiert, ko¨nnen diese aufgrund ihrer Privatheit und Instabilita¨t
oft nur unvollkommen antizipiert werden. Aus diesem Grund kann die Unsicherheit von
Prognosen auch als wesentliche Eigenschaft dieser verstanden werden, sodass bei Bevo¨lke-
rungsprognosen auch von einer prognoseimmanenten Unsicherheit gesprochen werden kann.1
Neben der prognoseimmanenten Unsicherheit gibt es in jedem Arbeitsschritt eines Pro-
gnoseprozesses (vgl. Abschnitt 2.2 ab Seite 18) vielfa¨ltige Fehler- und Unsicherheitsquellen,
die die Prognoseergebnisse verzerren ko¨nnen. Bei der Entwicklung eines Bevo¨lkerungs-
prognosemodells ist vornehmlich die Auswahl geeigneter Modellparameter wie auch die
Generierung ihrer Annahmenwerte mit Unsicherheit behaftet. Daru¨ber hinaus ko¨nnen
besonders bei der Sammlung relevanter Daten oder auch bei der Implementierung und
Ausfu¨hrung eines Prognosemodells Fehler auftreten. Derlei Fehler- und Unsicherheitsquellen
werden ausfu¨hrlich im Abschnitt 4.1 ab Seite 52 erla¨utert.
Probabilistische Bevo¨lkerungsprognosen versuchen, die bekannten Fehler in jedem Arbeits-
schritt zu vermeiden und die verbleibende Unsicherheit mit geeigneten Methoden einzufangen
und zu quantifizieren. Dazu ermitteln sie anstatt nur eines Ergebnisverlaufs eine Ergebnis-
verteilung aus mehreren Ergebnisverla¨ufen pro Ergebnisgro¨ße. Mit dieser Ergebnisverteilung
kann dann die Prognoseunsicherheit quantifiziert werden, indem jedem Prognoseergebnis ei-
1So scha¨tzt z. B. Stoto [272] Prognosen als inherently inaccurate ein und Lee [152] bringt Prognosen mit einer
intrinsic uncertainty in Verbindung.
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ne Eintrittswahrscheinlichkeit zugeordnet wird (vgl. Abschnitt 3.2.2 auf Seite 41). Generell
sollen mit probabilistischen Bevo¨lkerungsprognosen nicht nur sichere, sondern auch genaue
Prognoseergebnisse generiert werden. Allerdings bewirken diese beiden Ziele gegensa¨tzliche
Effekte: Wa¨hrend eine sichere probabilistische Prognose eher eine breitere Ergebnisverteilung
erzeugt, erzeugt eine genauere probabilistische Prognose eher eine schmalere Ergebnisvertei-
lung [130]. Ein U¨berblick u¨ber die verschiedenen bestehenden Ansa¨tze zur probabilistischen
Bevo¨lkerungsprognose wird im Abschnitt 4.2 ab Seite 57 gegeben. Daru¨ber hinaus werden
exemplarisch einige Vertreter fu¨r die unterschiedlichen Kategorien probabilistischer Bevo¨lke-
rungsprognoseansa¨tze vorgestellt.
4.1. Fehler- und Unsicherheitsquellen beim
Bevo¨lkerungsprognoseprozess
Jeder Arbeitsschritt eines Bevo¨lkerungsprognoseprozesses (vgl. Abschnitt 2.2 auf Seite
18) entha¨lt diverse Fehler- und Unsicherheitsquellen. Die Kenntnis dieser Fehler- und
Unsicherheitsquellen kann dazu fu¨hren, Fehler zu vermeiden und die verbleibende Progno-
seunsicherheit angemessen zu beru¨cksichtigen, indem sie noch besser eingefangen und z. T.
quantifiziert wird.2
Bei der Formulierung der Frage- bzw. Zielstellung einer Bevo¨lkerungsprognose ko¨nnen
unaufgedeckte, unterschiedlich verstandene Fachtermini zu einem Missversta¨ndnis zwischen
Auftraggebern, Erstellern und Nutzern einer Bevo¨lkerungsprognose fu¨hren.
Ebenso entha¨lt die Entwicklung eines Prognosemodells bei der Wahl der relevanten
Modellparameter und einer fu¨r sie geeigneten Abstraktionsebene Unsicherheit. Ein Pro-
gnosemodell versucht grundsa¨tzlich die in der Realita¨t auftretende Bevo¨lkerungsbewegung
mo¨glichst wirklichkeitsgetreu abzubilden. Da jedoch nicht alle Einzelheiten bis ins letzte
Detail modelliert werden ko¨nnen, mu¨ssen vereinfachend wesentliche Einflussfaktoren erkannt
und als Modellparameter festgelegt werden. Allerdings ko¨nnen bei dieser Auswahl nicht nur
unnotwendige, sondern auch notwendige Einflussfaktoren und Ergebnisgro¨ßen ausgeschlossen
werden. Neben der Wahl der relevanten Modellparameter ist auch der zu wa¨hlende Grad
der Disaggregation bei jedem Modellparameter entscheidend. So kann ein zu geringer Dis-
2Eine Beschreibung verschiedener Fehlerquellen einer Bevo¨lkerungsprognose ist u. a. bei Lee [156] und Alho
und Spencer [10] zu finden.
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aggregationsgrad einiger Modellparameter dazu fu¨hren, dass die zentrale Fragestellung nur
ungenu¨gend beantwortet werden kann. Beispiele fu¨r das Entstehen zusa¨tzlicher Unsicherheit
durch die Wahl eines zu geringen Disaggregationsgrades einiger Modellparameter sind der
Verzicht auf eine Einzelalters- und Geschlechtsstruktur oder auch die Betrachtung von Netto-
statt Bruttomigration. So entstehen erst durch die Unterscheidung von Einzelaltern und
Geschlechtern relativ homogene Subpopulationen, die sich aus Personen zusammensetzen,
deren demographisches Verhalten bestimmte Regelma¨ßigkeiten bzw. A¨hnlichkeiten aufweist,
sodass die Treffsicherheit von Annahmen gesteigert werden kann. Zudem werden bei der
alleinigen Betrachtung von Nettomigration bevo¨lkerungsdynamische Effekte, die aufgrund
der unterschiedlichen Alters- und Geschlechtsstruktur der Zu- und Fortzu¨ge entstehen,
nicht beru¨cksichtigt, obwohl sie einen entscheidenden Einfluss auf die Entwicklung der
Gesamtbevo¨lkerung haben ko¨nnen (vgl. Abschnitt 3.2.1 ab Seite 31). Folglich fu¨hren der
Ausschluss notwendiger und der Einschluss unnotwendiger Modellparameter wie auch die
Wahl eines ungeeigneten Abstraktionsniveaus fu¨r die Modellparameter zu einer erho¨hten
Prognoseunsicherheit [169, 307].
Daru¨ber hinaus kann Unsicherheit durch verschiedene Arten der Modellmissspezifikation
entstehen. Einerseits ko¨nnen die festzulegenden definitorischen Zusammenha¨nge der einzu-
bauenden Modellparameter Fehler aufweisen. Andererseits kann ein Prognosemodell generell
fu¨r die Beantwortung der eigentlichen Fragestellung ungeeignet sein. Dieser Fall trifft eher
bei der Verwendung eines bereits bestehenden Prognosemodells als bei der Entwicklung
eines neuen Prognosemodells ein. So ist beispielsweise ein Makromodell ungeeignet, Indivi-
dualbiographien zu prognostizieren (vgl. Abschnitt 3.2.3 ab Seite 45).
Bei der Implementierung eines Simulators zur computergestu¨tzten Ausfu¨hrung eines
Prognosemodells stellt ein Programmierfehler in der Software eine Fehlerquelle dar, die
aufgrund einer fehlerhaften Ausfu¨hrung zur Berechnung verzerrter Ergebnisse fu¨hren kann.
Um diese Fehlerquelle auszuschalten, kann der gleiche Simulator fu¨r dasselbe formale
Prognosemodell von verschiedenen Personen in derselben Computersprache oder aber
in verschiedenen Computersprachen geschrieben werden. Die Replikation des Simulators
ermo¨glicht den Vergleich der jeweils mit demselben Prognosemodell berechneten Prognose-
ergebnisse, sodass Programmierfehler aufgedeckt und eliminiert werden ko¨nnen. In diesem
Zusammenhang ist auch die Verifikation eines implementierten Simulators zur Ausfu¨hrung
eines Prognosemodells zu nennen, bei der u¨berpru¨ft wird, ob der Simulator exakt die formale
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Spezifikation des entsprechenden Prognosemodells entha¨lt. Andernfalls ko¨nnen fehlerhafte
Prognoseergebnisse generiert werden.
Fehler in der zu verwendenden Hardware ko¨nnen ebenfalls verzerrte Prognoseergebnisse
erzeugen. Sie ko¨nnen — wenn u¨berhaupt — durch die Nutzung unterschiedlicher Computer
umgangen werden. Neben der Hardware ko¨nnen aber auch einzelne Bestandteile der Software
unvollkommen und damit fehlerbehaftet sein. Ein Beispiel hierfu¨r stellt die Verwendung
eines Zufallszahlengenerators dar. So ist es technisch und methodisch sehr kompliziert, echte
Zufallszahlen zu generieren (vgl. Abschnitt 10.4.1 ab Seite 216).
Daneben kann Unsicherheit bei der Sammlung relevanter Daten fu¨r eine Prognose entste-
hen, wenn entscheidende Daten nicht verfu¨gbar oder fehlerhaft sind. So ko¨nnen Daten fu¨r
bestimmte Modellparameter einer demographischen Komponente u¨berhaupt nicht erha¨ltlich
sein, Daten ungenu¨gend disaggregiert vorliegen oder nur in unausreichender Menge fu¨r
eine bestimmte (vornehmlich statistische) Methode (z. B. als zu kurze historische Zeitreihe)
vorhanden sein. Außerdem ko¨nnen relevante, verfu¨gbare Daten Fehler enthalten, die u. a.
durch eine fehlerhafte Erhebung oder Dokumentation entstehen ko¨nnen.
Relevante, jedoch nicht verfu¨gbare Daten ko¨nnen dazu fu¨hren, dass ein komplexes
Prognosemodell, das diese Daten beno¨tigt, verworfen werden muss. Anstattdesssen wird
dann ein einfacheres Prognosemodell herangezogen, dass (im Vergleich zu einem komplexeren
Prognosemodell) Modellparameter mit einem niedrigeren Disaggregationslevel wie auch
einfachere Methoden zur Generierung der Annahmen (vgl. Kapitel 5, 6 und 7) nutzt.
Insbesondere unter instabilen Bedingungen wirkt sich dieses Vorgehen nachteilig aus, da
komplexe Prognosemodelle unerwartete Vera¨nderungen besser einfangen ko¨nnen als einfache
Prognosemodelle. Deshalb nimmt mit der Verwendung einfacherer Prognosemodelle die
Unsicherheit gerade bei Langzeitprognosen unter instabilen Bedingungen zu [307] (vgl.
Abschnitt 8.2 ab Seite 161).
Im Vergleich dazu ko¨nnen fehlerhafte (Ausgangs-)Daten die Prognoseergebnisse verzerren,
da sie die Gefahr erho¨hen, fehlerhafte Annahmen fu¨r die einzelnen Modellparameter zu
generieren. Fehler in den Originaldaten sind sehr tu¨ckisch, da sie schwer festzustellen und
kaum zu korrigieren sind (mit Ausnahme einer erneuten Erhebung).
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Daru¨ber hinaus ist der Arbeitsschritt der Annahmengenerierung insbesondere durch
diskontinuierliche Entwicklungen einzelner Modellparameter mit Prognoseunsicherheit
behaftet. Unerwartete Ereignisse3 oder auch die erschwerte Prognostizierbarkeit von demo-
graphischem Verhalten, das auf individuellen Entscheidungsprozessen basiert, fo¨rdern die
Prognoseunsicherheit nahezu unkontrollierbar.
Außerdem geben Prognosemodelle ha¨ufig eine (modell-basierte) Methode zur Generierung
der Annahmen fu¨r die Modellparameter vor. Dadurch ko¨nnen die Annahmenwerte der
Modellparameter in ihrem Niveau wie auch in ihrem Verlauf u¨berma¨ßig stark eingeschra¨nkt
werden, sodass sie nicht alle potentiellen zuku¨nftigen Entwicklungen ada¨quat beru¨cksichtigen
ko¨nnen. So bestimmt z. B. die Art der vorzugebenden modell-basierten Methode(n), welche
Einflussfaktoren bzw. Informationsquellen bei der Annahmengenerierung beru¨cksichtigt
werden. Wa¨hrend einige Methoden ausschließlich in der Vergangenheit beobachtete Werte
einbeziehen, beru¨cksichtigen andere Methoden zusa¨tzlich Theorien zur zuku¨nftigen Bevo¨lke-
rungsentwicklung aus der Demographie und benachbarten Wissenschaftsdisziplinen wie auch
Ergebnisse aus themenrelevanten Erhebungen via Expertenmeinung. Die Nutzung mo¨glichst
aller relevanten Quellen zur Generierung der Annahmen fu¨r die Modellparameter eines Pro-
gnosemodells mit mo¨glichst vielfa¨ltigen Methoden ko¨nnte hingegen die Prognoseunsicherheit
angemessen einfangen (vgl. Abschnitt 10.2.1 ab Seite 200).
Zudem sollten die mit verschiedenen Methoden zu generierenden Annahmen fu¨r die
Modellparameter demographisch erkla¨rbar sein. Denn nur, wenn verschieden modellierte
Annahmenverla¨ufe demographisch interpretierbar sind, kann auch das Ausmaß der Ab-
deckung der potentiellen, realistischen zuku¨nftigen Entwicklungen eingescha¨tzt werden.
Demographisch nicht erkla¨rbare Annahmenverla¨ufe ko¨nnen beispielsweise mit statistischen
Methoden generiert werden, deren Parameter selbst nicht demographisch interpretierbar
sind. Ein Beispiel ist in diesem Zusammenhang das komplexe Mortalita¨tsgesetz von Rogers
und Little [239] (vgl. 5.2.1 ab Seite 90).
Eine weitere Unsicherheitsquelle betrifft die Entscheidung, ob die Entwicklung von Modell-
parametern unterschiedlicher demographischer Komponenten voneinander (un)abha¨ngig ist.
3Unerwartete Ereignisse ko¨nnen sich beipielsweise in Bereichen wie der Politik, der Medizin, der Wirtschaft
oder auch in der Umwelt ereignen. Sie beeinflussen die zuku¨nftige Bevo¨lkerungsentwicklung maßgeblich,
ko¨nnen von einem Prognostiker aber nur schwer antizipiert werden.
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Wenn sie abha¨ngig voneinander modelliert werden, ist es zudem fraglich, ob ein Ansteigen
der Annahmenwerte der einen Komponente auch ein Ansteigen der Annahmenwerte der
anderen Komponente(n) nach sich zieht und umgekehrt (vgl. Abschnitt 10.2.2 ab Seite 203).
In diesem Zusammenhang gehen u. a. die Theorie des Parallelismus von Bertillon oder auch
der Demographische U¨bergang von Thompson [280] und spa¨ter auch von Notestein [200] von
einer (ursa¨chlich) abha¨ngigen, (teils) parallelen Entwicklung der Geburten- und Sterberate
u¨ber die Zeit aus. Jedoch haben diese Behauptungen allenfalls Modellcharakter, da bereits
in der Vergangenheit gegenla¨ufige empirische Entwicklungen der Fertilita¨t und Mortalita¨t
nachgewiesen werden konnten [71]. Aufgrund dieser Ungewissheit u¨ber den abha¨ngigen oder
unabha¨ngigen Verlauf der demographischen Komponenten gibt es sowohl Unsicherheit bei
der einen als auch bei der anderen Modellierungsvariante.
Weitere Fehlerquellen stellen bei der Ausfu¨hrung einer Prognose Hardware-, Software-
und Rechenfehler dar.
Bei der U¨berpru¨fung der berechneten Prognoseergebnisse ob ihrer Eignung zur Beant-
wortung der Fragestellung kann Unsicherheit entstehen, wenn diese aufgrund erneuter
Missversta¨ndnisse verworfen werden.
Da bei der Bewertung von Prognoseergebnissen Fehlermaße (vgl. Abschnitt 8.1 ab
Seite 147) zur Quantifizierung der Abweichungen zwischen den prognostizierten und den
tatsa¨chlich eingetretenen Werten eingesetzt werden, ko¨nnen hierbei Ungenauigkeiten durch
die Verwendung eines ungeeigneten Fehlermaßes oder auch durch dessen fehlerhafte Berech-
nung auftreten.
Abschließend birgt die Verwendung der Prognoseergebnisse durch den Endnutzer die
Gefahr der Fehlinterpretation.
Die ada¨quate Beru¨cksichtigung der hier aufgefu¨hrten, vielfa¨ltigen Unsicherheits- und Feh-
lerquellen kann die Vorhersagekraft einer Bevo¨lkerungsprognose verbessern. Inwiefern beste-
hende probabilistische Ansa¨tze zur Bevo¨lkerungsprognose diese Unsicherheitsquellen beru¨ck-
sichtigen, wird u. a. im folgenden Abschnitt 4.2 erla¨utert.
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4.2. Systematik probabilistischer Ansa¨tze zur
Bevo¨lkerungsprognose
Es gibt in der wissenschaftlichen Literatur diverse Vorschla¨ge zur Einteilung probabilistischer
Bevo¨lkerungsprognoseansa¨tze, die sich u. a. in der Terminologie und der Anzahl der zu
differenzierenden Methoden unterscheiden. Die Systematik, die in dieser Arbeit verwendet
werden soll, lehnt sich u. a. an die Arbeiten von Pflaumer [215], Smith et al. [256], Lee [156],
Tuljapurkar et al. [282], Long [169, 168] und Keilman und Pham [130, 132] an.4
Wie die Abbildung 4.1 zeigt, ko¨nnen probabilistische Bevo¨lkerungsprognoseansa¨tze
zuna¨chst anhand des Aggregationsniveaus des Prognosegegenstands und der zu beru¨ck-
sichtigenden Modellparameter unterschieden werden. So kann z. B. die Bevo¨lkerung
entweder aggregiert oder disaggregiert nach verschiedenen Merkmalen wie dem Alter und
dem Geschlecht prognostiziert werden. Daneben kann der Prognosegegenstand entwe-
der ausschließlich u¨ber sich selbst oder aber unter Einschluss diverser Modellparameter
prognostiziert werden. Mehrere Modellparameter werden beispielsweise bei der Kohorten-
Komponenten Methode (vgl. Abschnitt 3.2.1 ab Seite 31) beru¨cksichtigt. Weiterhin ko¨nnen
probabilistische Bevo¨lkerungsprognoseansa¨tze dahingehend unterschieden werden, ob sie
keine, eine oder mehrere modell-basierte Methoden zur Annahmengenerierung fu¨r die
einzelnen Modellparameter vorgeben. Vorzugebende Methoden zur Annahmengenerierung
ko¨nnen z. B. der Expertenmeinung, der Extrapolation, der Fehlerfortschreibung oder auch
einem Methodenmix entsprechen. Bei einer Extrapolation wird ausschließlich die vergangene
empirische Entwicklung des Prognosegegenstands oder auch einzelner Modellparameter mit
einem bestimmten statistischen Verfahren in die Zukunft fortgeschrieben, wohingegen bei der
Expertenmeinung zusa¨tzliche Informationen z. B. inform von Theorien und Erkenntnissen aus
Befragungen bei der Generierung der Annahmen beru¨cksichtigt werden ko¨nnen. Im Vergleich
dazu werden bei der Fehlerfortschreibung die Fehler vergangener Bevo¨lkerungsprognosen
als Unsicherheitsbereich auf die Bevo¨lkerungsprognosen der Gegenwart u¨bertragen. Neben
den bereits genannten Merkmalen ko¨nnen probabilistische Bevo¨lkerungsprognoseansa¨tze
außerdem dahingehend unterschieden werden, ob sie auf der Makro- oder auf der Mikroebene
(vgl. Abschnitt 3.2.3 ab Seite 45) prognostizieren, ob die Projektionsintervalle diskret oder
kontinuierlich sind und ob die Prognoserechnung analytisch oder simulativ ausgefu¨hrt wird.5
4Daru¨ber hinaus haben beispielsweise Alho und Spencer [9], Ahlburg [2], Smith [254], Rogers [238], Smith
und Sincich [255] einfachere Einteilungen fu¨r verschiedene Bevo¨lkerungsprognoseansa¨tze erarbeitet.
5Die Liste der hier aufgefu¨hrten wesentlichen Merkmale zur Unterscheidung probabilistischer Bevo¨lkerungs-
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Wesentliche Unterscheidungsmerkmale probabilistischer Ansätze zur Bevölkerungsprognose
Vorgabe modell-basierter Methode(n)
zur Annahmengenerierung
Anzahl der zu berücksichtigenden 
Modellparameter
Abstraktionsniveau des 
Prognosegegenstands wie auch der 
Modellparameter 
Art der vorgegebenen modell-
basierten Methode(n)
zur Annahmengenerierung
Prognoseeebene
Projektionsintervalle
Berechnung
Aggregiert 
(z. B. Prognose der totalen 
Bevölkerungszahl)
Nicht aggregiert
(z. B. Prognose der Bevölkerung nach 
Einzelalter und Geschlecht)
Einer
(z. B. Prognose der Bevölkerung nur 
mit eigener historischer Entwicklung)
Mehrere
(z. B. Prognose der Bevölkerung mit 
ursächlichen Komponenten)
Ja
(intern fest vorgegebene Methode(n) 
zur Annahmengenerierung)
Nein
(extern frei wählbare Methode(n) zur 
Annahmengenerierung)
Experten-
meinung
Extrapo-
lation
Fehlerfort-
schreibung Mix
Mikroebene Makroebene
Diskret Kontinuierlich
Analytisch Simulativ
Abbildung 4.1.: Wesentliche Unterscheidungsmerkmale probabilistischer Ansa¨tze zur
Bevo¨lkerungsprognose; den verschiedenen Merkmalen (links) werden ihre
entsprechenden Auspra¨gungen (rechts) zugeordnet.
Die hier aufgefu¨hrten Unterscheidungsmerkmale errichten quasi einen Dimensionsraum, in
dem die bestehenden Ansa¨tze zur probabilistischen Bevo¨lkerungsprognose hinsichtlich ha¨ufig
auftretender Merkmalskombinationen systematisch angeordnet werden ko¨nnen.
Nachfolgend werden exemplarisch Ansa¨tze zur probabilistischen Bevo¨lkerungsprognose auf
der Makroebene vorgestellt, die die totale Bevo¨lkerungszahl extrapolieren (vgl. Abschnitt
4.2.1) und die Fehler vergangener auf aktuelle Prognosen u¨bertragen (vgl. Abschnitt 4.2.2);
außerdem werden in den Abschnitten 4.2.3 und 4.2.4 fortgeschrittenere Ansa¨tze pra¨sentiert,
die eine Bevo¨lkerung disaggregiert (nach Alter und Geschlecht) unter Beru¨cksichtigung de-
prognoseansa¨tze ist nicht erscho¨pfend. Beispielsweise ko¨nnen probabilistische Bevo¨lkerungsprognoseansa¨tze
auch hinsichtlich ihrer Korrelationsstruktur zwischen verschiedenen Modellparametern unterschieden wer-
den. Allerdings reichen diese wesentlichen Merkmale aus, um die bestehenden probabilistischen Bevo¨lke-
rungsprognoseansa¨tze nach entscheidenden Charakteristika zu unterscheiden und zu systematisieren.
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mographischer Komponenten extrapolieren bzw. unter zusa¨tzlichem Einsatz von Experten-
meinung simulativ berechnen; abschließend wird im Abschnitt 4.2.5 noch ein Ansatz na¨her
erla¨utert, der verschiedene Methoden zur Generierung der Annahmen verbindet, um eine
Bevo¨lkerung umfassend prognostizieren zu ko¨nnen.
4.2.1. Extrapolation der totalen Bevo¨lkerungszahl
Relativ simple Bevo¨lkerungsprognosen, die lediglich die historische Bevo¨lkerungsentwicklung
mit einem komplexen Zeitreihenenmodell6 extrapolieren, sind u. a. von Saboia [242] und Pflau-
mer [217] genutzt worden.
Der Ansatz von Saboia
Saboia [242] ist 1974 einer der ersten gewesen, der ein ARIMA(p,d,q)-Zeitreihenmodell
aus der historischen Bevo¨lkerungsentwicklung scha¨tzt und zur Bevo¨lkerungsprognose nutzt.
Zur Prognose der schwedischen Bevo¨lkerung bis zum Zieljahr 1980 scha¨tzt Saboia mehrere
ARIMA(p,d,q)-Zeitreihenmodelle auf der Basis der vergangenen schwedischen Bevo¨lkerungs-
entwicklung von 1780 bis 1970 mit Projektionsintervallen der La¨nge von 5 Jahren. Um aus
den Originaldaten der Basisperiode eine stationa¨re Zeitreihe zu erhalten, berechnet Saboia
sowohl die Differenzen ersten als auch die Differenzen zweiten Grades. Die anschließende Ana-
lyse der Autokorrelationsfunktion und der partiellen Autokorrelationsfunktion lassen Saboia
ein ARIMA(0,2,1)-Zeitreihenmodell favorisieren, mit dem er die schwedische Bevo¨lkerung auf
8, 586 Millionen Personen im Zieljahr 1980 prognostiziert.
Der Ansatz von Pflaumer
Pflaumer [217] prognostiziert 1992 die totale US-amerikanische Bevo¨lkerung mit einem
ARIMA(p,d,q)-Zeitreihenmodell bis zum Zieljahr 2088. Zur Scha¨tzung eines geeigneten
ARIMA(p,d,q)-Zeitreihenmodells nutzt er die historische Bevo¨lkerungsentwicklung von 1900
bis 1988 als Basisdaten. Um die Originalwerte der Basisperiode in eine stationa¨re Zeitreihe
umzuwandeln, bildet Pflaumer die Differenzen zweiten Grades. Anschließend kann er die Pro-
zesse der Autoregression und des gleitenden Durchschnitts anhand der Autokorrelationsfunk-
tion und der partiellen Autokorrelationsfunktion ermitteln. Da die Autokorrelationsfunktion
6Komplexe Zeitreihenmodelle sind von Box und Jenkins [36] in der zweiten Ha¨lfte des 20. Jahrhunderts ent-
wickelt worden. Sie ko¨nnen zur Prognose aller demographischen Prozesse, also zur Prognose der Mortalita¨t,
der Fertilita¨t, der Migration wie auch zur Prognose der Bevo¨lkerung verwendet werden.
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betragsma¨ßig exponentiell fa¨llt und die partielle Autokorrelationsfunktion zwei Spitzen auf-
weist, schließt Pflaumer auf ein ARIMA(2,2,0)-Modell. Pflaumer prognostiziert mit diesem
ARIMA(2,2,0)-Modell, dass die US-amerikanische Bevo¨lkerung im Zieljahr 2088 mit einer
Wahrscheinlichkeit von 95 Prozent zwischen 265 Millionen und 712, 6 Millionen Personen
liegt und um den Mittelwert von 488, 8 Millionen Personen schwankt. Den Vorteil einfacher
Bevo¨lkerungsprognosemodelle sieht Pflaumer zwar darin, dass sie oftmals a¨hnlich genaue Pro-
gnoseergebnisse erzielen wie komplexe Bevo¨lkerungsprognosemodelle (vgl. Abschnitt 8.2 ab
Seite 161). Allerdings befu¨rwortet er auch die Weiterentwicklung komplexer Bevo¨lkerungs-
prognosemodelle, indem demographisches Wissen zunehmend beru¨cksichtigt und dadurch
letztendlich die Prognosekraft erho¨ht wird.
Zusammenfassung
Probabilistische Ansa¨tze, die zur Prognose der totalen Bevo¨lkerung lediglich die vergangene
Bevo¨lkerungsentwicklung extrapolieren, ko¨nnen zwar bei einer stabilen Entwicklung zufa¨llig
genaue Prognoseergebnisse erzeugen. Allerdings ko¨nnen sie eine instabile Bevo¨lkerungs-
entwicklung nur ungenu¨gend einfangen, da sie nicht alle verfu¨gbaren (demographischen)
Informationen nutzen, pauschal den in der Basisperiode enthaltenen Entwicklungstrend
fortschreiben und die Prognoseunsicherheit durch die Konstruktion ihrer Konfidenzintervalle
unterscha¨tzen.
Um eine instabile Bevo¨lkerungsentwicklung angemessen einfangen zu ko¨nnen, kann
nicht einfach die historische Bevo¨lkerung mit dem in der Basisperiode beobachteten Trend
pauschal fortgeschrieben werden, da dadurch etwaige zuku¨nftige Trendumkehrungen weder
erkannt noch modelliert werden ko¨nnen. Anstattdessen sollte die Bevo¨lkerungsentwicklung
in Abha¨ngigkeit ihrer demographischen Komponenten (also der Fertilita¨t, Mortalita¨t
und Migration) jeweils unter Beru¨cksichtigung spezieller Einflussfaktoren (ursa¨chlich)
prognostiziert werden, sodass die Auslo¨ser instabiler Entwicklungen erkannt und (mit
fortgeschritteneren Methoden) eingefangen werden ko¨nnen. Daru¨ber hinaus bestimmt die
Vorgabe eines komplexen Zeitreihenmodells bei den einfachen Bevo¨lkerungsprognosemo-
dellen von Saboia [242] und Pflaumer [217] nicht nur die Verlaufsstruktur der zuku¨nftigen
Bevo¨lkerungsentwicklung, sondern auch die einzuschließenden Unsicherheitsquellen bei der
Berechnung der Konfidenzintervalle. Da die Konfidenzintervalle u¨ber die Punktprognose und
die Abweichung der mit dem Zeitreihenmodell gescha¨tzten von den tatsa¨chlich eingetroffenen
Werten bestimmt werden, bleiben weitere Fehler- und Unsicherheitsquellen (vgl. Abschnitt
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4.1 ab Seite 52) unberu¨cksichtigt, sodass die Prognoseunsicherheit unterscha¨tzt werden kann.
Folglich eignen sich einfache probabilistische Bevo¨lkerungsprognoseansa¨tze, die die totale
Bevo¨lkerung extrapolieren, lediglich fu¨r kurze Projektionshorizonte, in denen die Annahme
stabiler Bedingungen noch einigermaßen plausibel ist. Außerdem ko¨nnen komplexe Zeitrei-
henmodelle nur zur Scha¨tzung und Prognose einer Bevo¨lkerung verwendet werden, fu¨r die
eine genu¨gend lange, konsistente Zeitreihe mit fehlerfreien Daten vorliegt.
4.2.2. Fehlerfortschreibung
Eine ganz andere Vorgehensweise zeichnet die Ansa¨tze mit Fehlerfortschreibung aus, die quasi
deterministischen Bevo¨lkerungsprognosen Unsicherheitsbereiche zuordnen, indem sie empiri-
sche Fehler vergangener auf aktuelle Bevo¨lkerungsprognosen u¨bertragen.
Der Ansatz von Keyfitz
Keyfitz [136] hat 1981 einen Ansatz zur Bestimmung eines Unsicherheitsbereichs fu¨r
deterministische Bevo¨lkerungsprognosen vorgelegt. Die Grundidee besteht darin, die Ab-
weichungen bzw. Fehler7 vergangener Bevo¨lkerungsprognosen auf in der Gegenwart zu
erstellende deterministische Bevo¨lkerungsprognosen zu u¨bertragen, sodass fu¨r sie daraus ein
Unsicherheitsbereich wie bei einer probabilistischen Bevo¨lkerungsprognose bestimmt werden
kann.
Die genaue Auswertung von 810 Bevo¨lkerungsprognosen von der UN ab dem Ende
der 1950er zeigt, dass die prognostizierte ja¨hrliche Wachstumsrate einer Bevo¨lkerung mit
einer Wahrscheinlichkeit von 67 Prozent im Durchschnitt8 zwischen +/ − 0, 4 Prozent-
punkten schwankt. Zur Bestimmung dieses Wertes gewichtet Keyfitz die Fehler weniger
lang zuru¨ckliegender Bevo¨lkerungsprognosen sta¨rker, um die festgestellte Verringerung
der Prognosefehler u¨ber die Zeit entsprechend zu beru¨cksichtigen. Daru¨ber hinaus ist die
Ho¨he des durchschnittlichen Fehlers abha¨ngig von der Ho¨he der prognostizierten ja¨hrlichen
7Ein Fehler entspricht dabei der Abweichung der prognostizierten von den tatsa¨chlich eingetroffenen Bevo¨lke-
rungswerten (vgl. Abschnitt 8.1 ab Seite 147).
8Keyfitz hat zur Bestimmung des durchschnittlichen Fehlers den Root Mean Square Error (vgl. Formel 8.5
auf Seite 151) verwendet, da er u. a. durch das Quadrieren der Abweichung ein gro¨ßeres Gewicht auf gro¨ßere
Fehler legt.
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Wachstumsrate einer Bevo¨lkerung: Je ho¨her das Bevo¨lkerungswachstum ist, desto ho¨her
ist auch der Prognosefehler.9 Daneben weist Keyfitz darauf hin, dass die Annahme des
konstanten Fehlers von +/ − 0, 4 Prozentpunkten nur fu¨r kurze Projektionshorizonte der
La¨nge von 5 bis 20 Jahren valide ist.
Keyfitz ermo¨glicht mit diesem Ansatz die Berechnung eines 67 Prozent Konfidenzinter-
valls fu¨r deterministische Bevo¨lkerungsprognosen auf der Basis vergangener Prognosefehler.
Allerdings ist die Verwendung vergangener Prognosefehler nur gu¨ltig, wenn sich weder die
Prognosemethoden verbessert, noch die Bevo¨lkerungsbewegung grundlegend vera¨ndert ha-
ben. Diese Bedingungen werden mit zunehmender La¨nge des Projektionshorizonts immer
unrealistischer.
Der Ansatz von Stoto
Auch Stoto [272] hat 1983 einen Ansatz vorgelegt, mit dem Konfidenzintervalle fu¨r zuku¨nftige
Bevo¨lkerungsprognosen mittels vergangener Prognosefehler bestimmt werden ko¨nnen. Dabei
wird der Fehler der ja¨hrlichen Wachstumsrate einer Bevo¨lkerung in zwei Komponenten zer-
legt, wobei die eine Komponente den Fehler des Jump-off Jahres und die andere Komponen-
te einen zufa¨lligen Fehlerterm repra¨sentiert.10 Beide Fehlerkomponenten weisen eine stabile
zeitliche Entwicklung (fu¨r entwickelte La¨nder) auf, sodass Stoto davon ausgeht, dass eine
U¨bertragung von Fehlern vergangener Prognosen auf aktuelle Prognosen u¨berhaupt mo¨glich
ist. Die Analyse zahlreicher vergangener Bevo¨lkerungsprognosen der UN ergibt eine Stan-
dardabweichung des Fehlers von 0, 28. Unter der Annahme einer Normalverteilung kann ein
95 Prozent Konfidenzintervall aus der Summe der prognostizierten Wachstumsrate und der
doppelten Standardabweichung des Fehlers fu¨r einzelne Projektionsintervalle berechnet wer-
den. Bei der Bestimmung eines 2/3 Konfidenzintervalls wird dann anstatt der doppelten die
einfache Standardabweichung des Fehlers verwendet.
9So schwanken die ermittelten durschnittlichen Fehlerwerte zwichen +/− 0, 29, +/− 0, 48 und +/− 0, 60 bei
Bevo¨lkerungen mit einer ja¨hrlichen Wachstumsrate von bis zu 1, 8 Prozent, zwischen 1, 8 und 2, 6 Prozent
und u¨ber 2, 6 Prozent.
10Die Fehlerkomponente des Jump-off Jahres beru¨cksichtigt den Zeitpunkt der Erstellung einer Bevo¨lkerungs-
prognose. So kann eine Bevo¨lkerungsprognose einen gro¨ßeren Prognosefehler erzeugen, wenn sie zu einem
Zeitpunkt erstellt worden ist, nach dem unerwartete Vera¨nderungen in der Bevo¨lkerungsentwicklung ein-
getreten sind. Ein Beispiel in der Geschichte stellen Bevo¨lkerungsprognosen fu¨r die USA in den 1940ern
dar, die den kurz darauf einsetzenden Babyboom nicht antizipiert und somit eine viel zu geringe Bevo¨lke-
rungszahl prognostiziert haben.
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Zusammenfassung
Die Ansa¨tze zur Fehlerfortschreibung von Keyfitz [136] und Stoto [272] bestimmen einen Un-
sicherheitsbereich fu¨r aktuelle deterministische Bevo¨lkerungsprognosen auf der Basis vergan-
gener Prognosefehler. Dabei unterstellen sie, dass sich weder die Prognosemethoden, noch die
Datenqualita¨t (einschließlich der generell verfu¨gbaren Informationen) verbessert ha¨tten, so-
dass exakt die Fehler vergangener auf aktuelle Bevo¨lkerungsprognosen u¨bertragbar seien. Die-
se Annahme ist fu¨r einen la¨ngeren Projektionshorizont nicht haltbar, da die Prognosemetho-
den fortlaufend weiterentwickelt werden und qualitativ immer bessere Daten verfu¨gbar sind.
Daneben vera¨ndern sich auch die Faktoren, die eine Bevo¨lkerungsentwicklung maßgeblich
beeinflussen. Demzufolge vera¨ndern sich die Bedingungen fu¨r die Erstellung einer Bevo¨lke-
rungsprognose u¨ber die Zeit derart, dass Fehler vergangener, insbesondere weiter zuru¨cklie-
gender Bevo¨lkerungsprognosen nicht exakt auf aktuelle Bevo¨lkerungsprognosen u¨bertragen
werden ko¨nnen. Zumal sich die Unsicherheit einer Bevo¨lkerungsprognose aus der (unbekann-
ten) zuku¨nftigen Entwicklung der demographischen Komponenten bestimmt, sodass weniger
Fehler vergangener Bevo¨lkerungsprognosen als vielmehr das jeweilige Spektrum potentieller
zuku¨nftiger Entwicklungen als Quelle zur Bestimmung eines Unsicherheitsbereichs herange-
zogen werden sollte.
4.2.3. Extrapolation der Bevo¨lkerung nach Alter und Geschlecht unter
Beru¨cksichtigung demographischer Komponenten
Probabilistische Ansa¨tze zur Bevo¨lkerungsprognose, die die zuku¨nftige Bevo¨lkerung disag-
gregiert nach Alter und Geschlecht unter Beru¨cksichtigung demographischer Komponenten
extrapolieren, sind relativ komplex.
Der Ansatz von Lee und Tuljapurkar
Lee und Tuljapurkar [153, 159] haben 1994 einen Ansatz zur probabilistischen Prognose
einer Bevo¨lkerung nach Alter und Geschlecht auf der Basis der Kohorten-Komponenten
Methode (mit einer stochastischen Projektionsmatrix) vorgeschlagen. Zur Fortschreibung
einer Bevo¨lkerung (nach der Formel 3.3 auf Seite 38) werden die Mortalita¨t und Fertilita¨t
separat mit einem (beliebigen) Modell11 prognostiziert, sodass die Annahmenwerte (wie
11So kann z. B. die Mortalita¨t mit dem Lee-Carter Modell [50, 157] (vgl. Abschnitt 5.2.1 ab Seite 84) und
die Fertilita¨t nach dem von Lee [155] abgewandelten Lee-Carter Modell zur Prognose der Fertilita¨t (vgl.
Abschnitt 6.1.1 ab Seite 117) extrapoliert werden.
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auch die Projektionsmatrix) zu jedem Projektionsintervall in einen deterministischen und
einen stochastischen Teil zerlegt werden ko¨nnen; der deterministische bzw. stochastische Teil
entspricht dabei jeweils dem zu erwartenden Punktprognosewert bzw. der zu erwartenden
stochastischen Abweichung (mit dem Mittelwert null). Daneben werden fu¨r die Netto-
migration lediglich deterministische Annahmenwerte generiert und am Ende eines jeden
Projektionsintervalls zur (stochastisch) prognostizierten Bevo¨lkerung addiert. Die Zerlegung
der Projektionsmatrix in einen deterministischen und stochastischen Teil ermo¨glicht auch
die Zerlegung des (aus den entsprechenden Matrixprodukten) resultierenden Bevo¨lkerungs-
vektors in einen deterministischen Term und Terme ho¨herer Ordnung n, die den Momenten
der Ordnung n der stochastischen Abweichungen aus der Projektionsmatrix entsprechen. So
entsprechen beispielsweise die ersten und zweiten (zentralen) Momente dem arithmetischen
Mittel und der Varianz der stochastischen Abweichungen vom jeweiligen deterministischen
Punktprognosewert, die dann auch zur analytischen Berechnung entsprechender Konfidenz-
intervalle fu¨r diverse Ergebnisgro¨ßen genutzt werden ko¨nnen.
Lee und Tuljapurkar [159] nutzen diesen Ansatz zur probabilistischen Prognose der US-
amerikanischen Bevo¨lkerung von 1990 bis 2065, wobei die Zeitreihenmodelle fu¨r die Mortalita¨t
und Fertilita¨t an vergangene Werte von 1900 bzw. 1909 bis 1989 angepasst worden sind.
Entsprechend der getroffenen Annahmen ergibt sich fu¨r die totale Bevo¨lkerung im Zieljahr
der Prognose ein Wert von 407, 5 Millionen, der mit einer Wahrscheinlichkeit von 95 Prozent
zwischen 258, 7 und 641, 8 Millionen schwankt.
Der Ansatz von Hyndman und Booth
Hyndman und Booth [116] haben 2008 einen probabilistischen Ansatz zur Prognose
einer Bevo¨lkerung nach Alter und Geschlecht mit der Kohorten-Komponenten Methode
vorgeschlagen. Die Fertilita¨t, Mortalita¨t und Nettomigration sind Zufallsvariablen, deren
Annahmenwerte mit einem entsprechenden Unsicherheitsbereich u¨ber ein Zeitreihenmodell
extrapoliert werden. Dabei werden die alters- und geschlechtsspezifischen Sterberaten
und totalen Nettomigrationszahlen wie auch die altersspezifischen Fertilita¨tsraten der
Frauen mit dem leicht vera¨nderten functional data Ansatz von Hyndman und Ullah [118]
generiert (vgl. Abschnitte 5.2.1 und 6.1.1 auf den Seiten 88 und 118), der jeweils eine
Erweiterung der Modelle von Lee und Carter [50, 157] und Lee [155] zur Prognose der
Mortalita¨t und Fertilita¨t darstellt (vgl. Abschnitte 5.2.1 und 6.1.1 auf den Seiten 84 und 117).
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Um nun eine probabilistische Bevo¨lkerungsprognose mit dem Modell von Hyndman und
Booth [116] durchzufu¨hren, wird in jedem Prognosedurchlauf ein Annahmenverlauf mit dem
functional data Ansatz fu¨r die Mortalita¨t, Fertilita¨t und Nettomigration u¨ber den gesam-
ten Projektionshorizont zufa¨llig erzeugt. Anschließend wird der entsprechende Ergebnisver-
lauf der Bevo¨lkerung (schrittweise von Projektionsintervall zu Projektionsintervall) mit der
Bevo¨lkerungsbilanzgleichung u¨ber die Kohorten-Komponenten Methode berechnet. Dabei
werden die Sterbefa¨lle bzw. Geburten aus einer Poissonverteilung, deren Mittelwert aus der
zufa¨llig generierten Sterberate bzw. Fertilita¨tsrate und der jeweiligen durchschnittlichen Risi-
kobevo¨lkerung erstellt wird, zusa¨tzlich zufa¨llig in jedem Projektionsintervall gezogen. Dieses
Prozedere wird n Mal wiederholt, sodass fu¨r jede Ergebnisgro¨ße (wie z. B. die totale Bevo¨lke-
rungszahl) eine Ergebnisverteilung mit n Ergebnisverla¨ufen resultiert.
Zusammenfassung
Komplexe Ansa¨tze prognostizieren eine Bevo¨lkerung im Vergleich zu einfachen Ansa¨tzen
(vgl. Abschnitt 4.2.1 auf Seite 59) nach Alter und Geschlecht und in Abha¨ngigkeit ihrer
demographischen Komponenten (also der Fertilita¨t, Mortalita¨t und Migration).
Dadurch ko¨nnen zwar bei der Prognose der zuku¨nftigen Bevo¨lkerungsentwicklung detail-
lierte Entwicklungen der Fertilita¨t, Mortalita¨t und Migration (nach Alter und Geschlecht)
beru¨cksichtigt werden; jedoch ist die Annahmengenerierung auf in der Vergangenheit
beobachtete Werte als einzige (aller verfu¨gbaren) Informationsquelle(n) beschra¨nkt, sobald
ausschließlich extrapolative Verfahren dafu¨r eingesetzt werden. Folglich ko¨nnen durch die
Limitierung der zu verwendenden Informationsquellen etwaige Trendumkehrungen in der
zuku¨nftigen Entwicklung einzelner Modellparameter auch von solchen komplexen Ansa¨tzen
nur unvollkommen antizipiert und eingeschlossen werden, sodass auch sie die Prognoseun-
sicherheit unterscha¨tzen ko¨nnen. Zudem kann die Prognoseunsicherheit durch die Vorgabe
komplexer Zeitreihenmodelle zur Annahmengenerierung unterscha¨tzt werden, indem sie
bei der Konstruktion der Konfidenzintervalle bzw. der stochastischen Abweichungen nicht
alle Fehlerquellen einschließen.12 Diese Unterscha¨tzung der Prognoseunsicherheit nimmt bei
instabilen Bedingungen und demzufolge mit der La¨nge des Projektionshorizonts zu.
12Weitere Nachteile, die durch die Verwendung komplexer Zeitreihenmodelle zur Prognose der Mortalita¨t und
der Fertilita¨t mit dem (abgewandelten) Lee-Carter Modell entstehen, sind den Abschnitten 5.2.1 und 6.1.1
ab den Seiten 84 und 117 zu entnehmen.
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Komplexe probabilistische Ansa¨tze, die eine Bevo¨lkerung nach Alter und Geschlecht un-
ter Beru¨cksichtigung demographischer Komponenten extrapolieren, eignen sich demnach fu¨r
Kurzzeitprognosen, da sie (fast) ausschließlich die vergangene Entwicklung als Informations-
quelle beru¨cksichtigen. Um eine Bevo¨lkerung u¨ber einen la¨ngeren, mo¨glicherweise instabilen
Zeitraum prognostizieren zu ko¨nnen, mu¨ssen jedoch weitere Informationsquellen bei einer
Bevo¨lkerungsprognose eingeschlossen werden.
4.2.4. Expertenmeinung und Simulation
Neben den extrapolativen Ansa¨tzen, die eine Bevo¨lkerung entweder aggregiert oder disag-
gregiert auf der Basis der historischen Bevo¨lkerungsentwicklung prognostizieren (und den
Ansa¨tzen mit Fehlerfortschreibung), gibt es Ansa¨tze mit Expertenmeinung, die daru¨ber hi-
naus auch noch weitere Informationen bei einer Bevo¨lkerungsprognose beru¨cksichtigen (und
korrigierend einsetzen).
Der Ansatz von Pflaumer
Pflaumer [215] hat 1988 einen Ansatz zur probabilistischen Bevo¨lkerungsprognose entwickelt,
der auf der simulativen Ausfu¨hrung der Kohorten-Komponenten Methode mit Zufallsvaria-
blen und Expertenmeinung basiert. So werden die TFR, die Lebenserwartung bei Geburt,
die totale Nettomigration wie auch die maximale absolute Abweichung zwischen zwei
aufeinanderfolgenden TFR-Werten als Zufallsvariablen behandelt. Mit Expertenmeinung
wird fu¨r jede dieser Zufallsvariablen ein zuku¨nftiger Wertebereich mit einem Median, einem
Minimum und einem Maximum subjektiv bestimmt. Daru¨ber hinaus wird den Werten
der Zufallsvariablen TFR, Lebenserwartung bei Geburt und totale Nettomigration eine
entsprechende Altersverteilung zugeordnet.13 Um nun die Bevo¨lkerung nach dem Alter in
einem Projektionsintervall zu prognostizieren, wird zufa¨llig ein Wert fu¨r jede Zufallsvariable
gezogen. Dabei hat jeder Wert innerhalb eines Wertebereichs dieselbe Wahrscheinlichkeit,
zufa¨llig gezogen zu werden. Die Bevo¨lkerungzahl in einem Projektionsintervall ergibt sich
dann aus der Bevo¨lkerung des vorherigen Projektionsintervalls,14 der die im Projekti-
onsintervall stattfindenen Geburten und Nettozuzu¨ge hinzugerechnet und von der die im
Projektionsintervall stattfindenen Sterbefa¨lle abgezogen werden. Dieses Prozedere wird
13Der TFR werden altersspezifische Fertilita¨tsraten, der Lebenserwartung bei Geburt werden altersspezifische
U¨berlebenswahrscheinlichkeiten und der totalen Nettomigration werden altersspezifische Nettomigrations-
zahlen zugeordnet.
14Im ersten Projektionsintervall wird ersatzweise die Jump-off Bevo¨lkerung eingesetzt.
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schrittweise fu¨r jedes Projektionsintervall bis zum Zieljahr der Prognose durchgefu¨hrt,
sodass ein Ergebnisverlauf fu¨r die zuku¨nftige Bevo¨lkerungszahl resultiert. Um nun aber eine
Ergebnisverteilung fu¨r die zuku¨nftige Bevo¨lkerungsentwicklung zu erhalten, werden n Ergeb-
nisverla¨ufe der zuku¨nftigen Bevo¨lkerungszahl berechnet, sodass Wahrscheinlichkeitsaussagen
u¨ber die Gro¨ße einer zuku¨nftigen Bevo¨lkerung getroffen werden ko¨nnen. Pflaumer [215]
verwendet diesen Ansatz zur Prognose der US-amerikanischen Bevo¨lkerung von 1987 bis
2082 in Projektionsintervallen der La¨nge von fu¨nf Jahren. Ausgangspunkt ist die Jump-off
Bevo¨lkerung aus dem Jahr 1982. Nach der Berechnung von 1.000 Ergebnisverla¨ufen wird
demnach die US-amerikanische Bevo¨lkerung im Zieljahr 2082 mit einer Wahrscheinlichkeit
von 90 Prozent zwischen 254, 6 Millionen und 354, 8 Millionen Personen (nach diesem Ansatz
und mit den getroffenen Annahmen) liegen.
Der Ansatz von Lutz, Sanderson und Scherbov
Lutz et al. [173] haben 1996 einen umfassenden Ansatz zur probabilistischen Bevo¨lke-
rungsprognose vorgelegt, der auf der simulativen Ausfu¨hrung der Kohorten-Komponenten
Methode mit Zufallsvariablen und Expertenmeinung basiert. Fu¨r die Modellparameter
TFR, Lebenserwartung bei Geburt und Nettomigration wird jeweils ein Bereich potentieller
Annahmenwerte mit einem Minimum, einem Maximum und einem Mittelwert von Experten
fu¨r ein Projektionsintervall einer Prognose abgesteckt. Anschließend wird dieser Wertebereich
von Experten in eine Wahrscheinlichkeitsverteilung15 u¨bertragen, wobei auch angegeben
werden muss, wie groß der Anteil des anzunehmenden Wertebereichs an der gesamten
Wahrscheinlichkeitsverteilung ist. Deckt der Wertebereich weniger als 100 Prozent ab, ist
die Streuung um den Mittelwert mit der anzunehmenden Wahrscheinlichkeitsverteilung
gro¨ßer als vom zuerst abgesteckten Wertebereich. Bei der Durchfu¨hrung eines Prognose-
durchlaufs wird fu¨r jeden Modellparameter zufa¨llig ein Annahmenwert (in Abha¨ngigkeit
seiner Eintrittswahrscheinlichkeit) aus der jeweiligen Wahrscheinlichkeitsverteilung gezogen.
Daraufhin kann fu¨r jeden Modellparameter ein Annahmenverlauf mit einer stu¨ckweisen
linearen Interpolation vom Startwert (aus dem Startjahr) zum zufa¨llig zu ziehenden Wert
(aus der Wahrscheinlichkeitsverteilung) u¨ber den gesamten Projektionshorizont generiert
werden. Aus diesen Annahmenwerten werden dann diverse Ergebnisgro¨ßen mit der Kohorten-
Komponenten Methode fu¨r jedes Projektionsintervall berechnet. Durch die Berechnung n
unabha¨ngiger Prognosedurchla¨ufe entstehen fu¨r jede Ergebnisgro¨ße n Ergebnisverla¨ufe, die
15In praktischen Anwendungen wird ha¨ufig die Normalverteilung als Wahrscheinlichkeitsverteilung verwendet.
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einer Ergebnisverteilung mit Eintrittswahrscheinlichkeiten entsprechen.
Lutz et al. [176] nutzen 1998 diesen Ansatz zur Prognose der Bevo¨lkerung in Deutschland
nach Einzelalter von 1995 bis 2050.16 Dazu wird von Experten fu¨r jeden Modellparameter
eine Normalverteilung mit potentiellen Annahmenwerten fu¨r das Projektionsintervall 2030
konstruiert. Bei der Fertilita¨t wird ein Wertebereich fu¨r die TFR festgelegt, der zwischen
den beiden Grenzwerten 1 und 1, 9 um den Mittelwert von 1, 45 schwankt. Dieser Wer-
tebereich soll 90 Prozent der Normalverteilung im Jahr 2030 abdecken. Zur Erstellung
eines Annahmenverlaufs fu¨r die Fertilita¨t wird zwischen dem Startwert und dem zufa¨llig
zu ziehenden Wert aus der Normalverteilung stu¨ckweise linear interpoliert, wobei in den
ersten Projektionsintervallen ein sta¨rkerer linearer Anstieg angenommen wird, der sich mit
zunehmender La¨nge des Projektionshorizonts verringert.17 Bei der Mortalita¨t wird von
den Experten ein Anstieg zwischen 0 und 3 Jahren fu¨r die Lebenserwartung bei Geburt
pro Dekade angenommen. Dieser Wertebereich, der um einen Mittelwert von 1, 5 Jahren
schwankt, soll ebenfalls 90 Prozent der Normalverteilung im Jahr 2030 abdecken. Bei
der Migration wird von den Experten ein Wanderungssaldo angenommen, der zwischen
100.000 und 300.000 Personen um einen Mittelwert von 200.000 Personen schwankt. Da die
Prognoseunsicherheit bei der Migration besonders hoch ist, gehen die Experten davon aus,
dass dieser Wertebereich nur 67 Prozent der Normalverteilung im Jahr 2030 abdeckt. Nach
1.000 unabha¨ngigen Prognosedurchla¨ufen schwankt die Bevo¨lkerungszahl in Deutschland im
Jahr 2050 mit einer Wahrscheinlichkeit von 95 Prozent zwischen 51, 25 Millionen und 93, 72
Millionen Personen um einen Mittelwert von 71, 76 Millionen Personen.
Lutz et al. [174, 244] haben 2001 ihren ersten Ansatz zur probabilistischen Bevo¨lke-
rungsprognose mit Expertenmeinung mit dem Ziel weiterentwickelt, die Varianz der
anzunehmenden Modellparameterwerte zu erho¨hen bzw. nicht weiter zu unterscha¨tzen.18
Dazu haben sie die modell-basierte Methode zur Generierung der Annahmenwerte fu¨r die
einzelnen Modellparameter vera¨ndert. Anstatt die Annahmenwerte von einem Startwert zum
16Lutz et al. [173, 175] nutzen diesen probabilistischen Ansatz zur Bevo¨lkerungsprognose aber nicht nur fu¨r
Deutschland, sondern z. B. auch fu¨r 13 Weltregionen wie auch fu¨r O¨sterreich.
17Zwischen dem zufa¨llig zu ziehenden Wert fu¨r das Jahr 2030 und dem Zieljahr der Prognose wird eine
Extrapolation verwendet.
18So hat z. B. Lee [156] den Ansatz von Lutz et al. [173] dahingehend kritisiert, dass durch die Verwendung einer
stu¨ckweisen linearen Interpolation die Varianz bei der Generierung der Annahmenverla¨ufe unterscha¨tzt
werde.
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zufa¨llig zu ziehenden Zielwert stu¨ckweise linear zu interpolieren, werden sie nun u¨ber einen
subjektiv zu bestimmenden Mittelwert und eine mit einem stochastischen Zeitreihenprozess
zufa¨llig zu generierende Abweichung, deren potentielles Ausmaß mit Expertenmeinung
vorzugeben ist, in jedem Projektionsintervall neu bestimmt. Die simulative Ausfu¨hrung der
Bevo¨lkerungsprognose bleibt erhalten, sodass fu¨r jede Ergebnisgro¨ße eine Ergebnisverteilung
aus n Prognosedurchla¨ufen resultiert.
Generell wird fu¨r die Modellparameter TFR, Vera¨nderung der Lebenserwartung bei Geburt
in Jahren und Nettomigration, jeweils ein Mittelwert pro Projektionsintervall mit Experten-
meinung vorher bestimmt. Damit die Annahmenwerte fu¨r jeden Modellparameter, vt, um den
jeweils vorzugebenden Mittelwert, vt, schwanken ko¨nnen, mu¨ssen zudem in jedem Projekti-
onsintervall zufa¨llige Abweichungen, εt,
19 generiert werden (vgl. Formel 4.1).
vt = vt + εt (4.1)
Diese zufa¨lligen Abweichungen werden mit einem Moving Average (MA(q))-Prozess er-
zeugt, bei dem mit Expertenmeinung die Breite der Fehlerverteilung u¨ber σ(ε), die Streuung
um den vorzugebenden Mittelwert u¨ber σ(u)20 und die Anzahl der zu beru¨cksichtigenden
vorherigen Fehlerwerte, q, bestimmt werden ko¨nnen. Je ho¨her die σ(ε), desto gro¨ßer sind
die maximalen Abweichungen vom vorzugebenden Mittelwert und je kleiner die σ(u), desto
dichter streuen die Abweichungen um den vorzugebenden Mittelwert (vgl. Formel 4.2).
εt =
q∑
i=0
σ(ε)√
q + 1
ut−i (4.2)
Mit dem MA(q)-Prozess ko¨nnen Autokorrelationen der Abweichungen u¨ber den Pro-
jektionshorizont modelliert werden, da bei der Bestimmung der Abweichung in einem
Projektionsintervall t auch die zufa¨lligen Abweichungen q vorhergehender Projektions-
intervalle beru¨cksichtigt werden. Zudem ko¨nnen durch die Generierung korrelierender
Zufallszahlen fu¨r jedes Projektionsintervall Korrelationen zwischen verschiedenen Modellpa-
rametern (wie z. B. zwischen der TFR und der Lebenserwartung bei Geburt) innerhalb einer
Region oder auch fu¨r einen Modellparameter (wie z. B. die TFR) zwischen verschiedenen
19Die εt sind normalverteilte Zufallsvariablen mit einem Mittelwert von null und einer Standardabweichung
σ(ε).
20Die ut−i sind unabha¨ngige und standardnormalverteilte Zufallsvariablen mit einem Mittelwert null und
einer Standardabweichung σ(u).
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Regionen unterstellt werden.
Lutz et al. [174] nutzen diesen verbesserten Ansatz zur Prognose der Bevo¨lkerungszahl nach
Einzelalter fu¨r die Welt wie auch fu¨r 13 Weltregionen vom Startjahr 2000 bis zum Zieljahr
2100 in Projektionsintervallen der La¨nge von 5 Jahren. Dabei basieren ihre Annahmen fu¨r
die Fertilita¨t, Mortalita¨t und Migration hauptsa¨chlich auf fru¨heren Bevo¨lkerungsprognosen
mit dem alten Prognosemodell [173], deren Annahmen u¨berarbeitet bzw. aktualisiert worden
sind. So werden bei der Fertilita¨t zuna¨chst die Mittelwerte fu¨r die zwei Projektionsintervalle
2025-29 und 2080-84 mit Expertenmeinung bestimmt, um anschließend die Mittelwerte
der u¨brigen Projektionsintervalle mit einer Interpolation (zwischen den jeweils gegebenen
Mittelwerten) festzulegen. Danach wird die Varianz der Fertilita¨t in Abha¨ngigkeit von der
Ho¨he der TFR festgelegt, wobei z. B. die Abweichung einer TFR von u¨ber 3 mit einer
Wahrscheinlichkeit von 80 Prozent zwischen +/−1 liegen soll. Bei der Mortalita¨t gehen Lutz
et al. [174] davon aus, dass die Lebenserwartung bei Geburt alle 10 Jahre im Durchschnitt
um 2 Jahre steigt, wobei die Abweichung mit einer Wahrscheinlichkeit von 80 Prozent
+/− 2 Jahre betragen soll. Die Annahmen zur Migration stehen in einem Zufallsvektor, der
typische interregionale Nettomigrationszahlen der (erst ku¨rzlich) vergangenen Jahre entha¨lt.
Lutz et al. [174] nutzen generell einen MA(31)-Prozess zur Modellierung der Abweichungen
von den jeweils anzunehmenden Mittelwerten bei allen Modellparametern, sodass jeweils
die Abweichungen der 31 vorangegangenen Projektionsintervalle bei der Bestimmung der
aktuellen Abweichung beru¨cksichtigt werden. Daru¨ber hinaus gehen Lutz et al. [174] von
interregionalen Korrelationen bei der Fertilita¨t in der Ho¨he von 0, 7 und bei der Mortalita¨t
in der Ho¨he von 0, 9 aufgrund der zunehmenden Globalisierung aus. Dabei begru¨nden sie
die ho¨here Korrelation bei der Mortalita¨t im Vergleich zur Fertilita¨t damit, dass Verhal-
tensa¨nderungen (bezu¨glich der Fertilita¨t) langsamer vonstatten gehen als der Gebrauch
neuer medizinischer Technologien oder die Ausbreitung von Gesundheitsrisiken. Weiterhin
nehmen Lutz et al. [174] eine perfekte Korrelation bei der Lebenserwartung bei Geburt von
Ma¨nnern und Frauen an. Nach der Berechnung von insgesamt 2.000 Prognosedurchla¨ufen
schwankt die Weltbevo¨lkerungszahl (nach den getroffenen Annahmen) mit 80 Prozent
Wahrscheinlichkeit zwischen 5, 577 Milliarden und 12, 123 Milliarden Personen um einen
Median von 8, 414 Milliarden Personen im Zieljahr 2100.
Ebenso wie Lutz et al. [174] nutzen auch Scherbov et al. [246] 2008 diesen u¨berarbeiteten
Ansatz zur probabilistischen Bevo¨lkerungsprognose, der als expert argument-based approach
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to probabilistic forecasting bezeichnet wird. Dabei wird die Bevo¨lkerungsentwicklung von 27
EU-Mitgliedsla¨ndern vom Jump-off Jahr 2006 bis zum Zieljahr 2050 nach Einzelalter und
Geschlecht prognostiziert. Die Annahmen zur Fertilita¨t, Mortalita¨t und Migration basieren
auf den Annahmen der Bevo¨lkerungsprognosen von Eurostat von 2005 bis 2051 nach der
Szenario-Technik [148]. Zur Bestimmung der jeweiligen Mittelwerte, vt, verwenden Scherbov
et al. [246] das Level aus dem Jump-off Jahr fu¨r die TFR und das jeweilige baseline Szenario
fu¨r die Lebenserwartung bei Geburt wie auch fu¨r die Nettomigration. Zur Bestimmung der
Abweichungen von jedem Mittelwert muss jeweils ein Unsicherheitsbereich bestimmt werden.
Die hohen und niedrigen Annahmenverla¨ufe der Eurostat-Prognose werden dafu¨r in einen
symmetrischen, normalverteilten Unsicherheitsbereich (um den jeweiligen Mittelwert) u¨ber-
tragen, wobei mit Expertenmeinung zusa¨tzlich festgelegt werden muss, welchen Anteil der
Bereich zwischen den Grenzverla¨ufen am gesamten, anzunehmenden, normalverteilten Unsi-
cherheitsbereich tatsa¨chlich abdeckt. So werden bei den Annahmen zur Fertilita¨t 70 Prozent,
bei den Annahmen zur Mortalita¨t 60 Prozent und bei den Annahmen zur Migration nur noch
50 Prozent Abdeckung angenommen. Diese Angaben ko¨nnen u¨ber die Standardabweichung
der Abweichungen vom Mittelwert, σ(ε), eingegeben werden, wobei die Abweichungen, εt,
generell mit einem MA(41)-Prozess generiert werden. Nach der Berechnung von jeweils 1.000
unabha¨ngigen Prognosedurchla¨ufen ergibt sich z. B. fu¨r Deutschland im Zieljahr 2050 eine
zentrale Bevo¨lkerung von 73, 44 Millionen Personen, die mit einer Wahrscheinlichkeit von 80
Prozent zwischen 61, 08 Millionen und 86, 09 Millionen Personen schwankt.
Zusammenfassung
Die probabilistischen Bevo¨lkerungsprognoseansa¨tze von Pflaumer [215] und Lutz et al.
[173, 174] nutzen die Kohorten-Komponenten Methode, um eine Bevo¨lkerung nach Alter
und Geschlecht auf der Basis demographischer Ereignisse zu prognostizieren. Dabei werden
die Modellparameter zur Fertilita¨t, Mortalita¨t und Migration als Zufallsvariablen behandelt,
deren Unsicherheitsbereich von Experten bestimmt wird. Die subjektive Bestimmung des
Unsicherheitsbereichs eines Modellparameters ermo¨glicht eigentlich die uneingeschra¨nkte
Modellierung aller potentiell mo¨glichen Annahmenverla¨ufe. Allerdings wird das bei diesen
Ansa¨tzen fu¨r jeden Modellparameter zu beru¨cksichtigende potentielle Entwicklungsspektrum
durch die (grobe) Vorgabe des Verlaufs und des Niveaus u¨ber eine modell-basierte Methode
oder/und durch die Zuordnung einer Wahrscheinlichkeitsverteilung eingeschra¨nkt. So geht
Pflaumer [215] von einer Gleichverteilung aus, bei der alle Annahmenwerte (und -verla¨ufe)
die gleiche Eintrittswahrscheinlichkeit erhalten. Im Gegensatz dazu gehen Lutz et al.
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[173, 174] bei praktischen Anwendungen ihres ersten und zweiten Ansatzes ha¨ufig von einer
Normalverteilung aus, sodass es jeweils nur einen wahrscheinlichsten Annahmenwert (und
-verlauf) gibt, von dem symmetrisch nach oben und unten abweichende Annahmenwerte
mit abnehmender Wahrscheinlichkeit generiert werden ko¨nnen. Der u¨berarbeitete Ansatz
von Lutz et al. [174] la¨sst zwar zufa¨llige Schwankungen in jedem Projektionsintervall zu,
allerdings nur um einen jeweils subjektiv fest vorzugebenden Mittelwert. Gibt es nur einen
potentiellen Annahmenverlauf mit einer ho¨chsten Eintrittswahrscheinlichkeit pro Modell-
parameter, ko¨nnen diese Ansa¨tze dessen zuku¨nftiges Entwicklungsspektrum angemessen
abdecken. Sofern es jedoch bei einer Prognose fu¨r einen Modellparameter mehrere, auch
stark voneinander abweichende potentielle Annahmenverla¨ufe (mit a¨hnlich hohen Eintritts-
wahrscheinlichkeiten) gibt, die sich sowohl im Niveau als auch in der Verlaufsstruktur
deutlich voneinander unterscheiden, kann dessen zuku¨nftiges Entwicklungsspektrum von
diesen Ansa¨tzen nicht mehr angemessen eingefangen werden. Annahmenverla¨ufe eines
Modellparameters, die sich stark im Niveau, im Verlauf wie auch in der zu erwartenden
Eintrittswahrscheinlichkeit unterscheiden, treten bei besonders unsicheren Prognosen (wie
beispielsweise bei der Prognose der Migration (vgl. Kapitel 7)) auf und sollten variabel in
einem Bevo¨lkerungsprognosemodell eingefangen und beru¨cksichtigt werden ko¨nnen, um die
Prognosegenauigkeit zu steigern (vgl. Abschnitt 10.2.1 ab Seite 200).
Daru¨ber hinaus modellieren alle drei Ansa¨tze den Modellparameter der Nettomigration
relativ oberfla¨chlich, sodass die bevo¨lkerungsdynamischen Effekte tatsa¨chlich auftretender
Zu- und Fortzu¨ge, die sich sowohl in der Alters- und Geschlechtsstruktur als auch im
demographischen Verhalten (untereinander und von den Einheimischen) unterscheiden
ko¨nnen, vereinfachend ignorieren, wodurch die Prognoseergebnisse erheblich verzerrt werden
ko¨nnen.
Weiterhin ist bei dem probabilistischen Bevo¨lkerungsprognoseansatz von Lutz et al.
[173, 174] der Ru¨ckschluss von den zufa¨llig zu generierenden Annahmenwerten der Zu-
fallsvariablen TFR, Lebenserwartung bei Geburt und Nettomigration auf die jeweilige
Altersstruktur der tatsa¨chlich in der Kohorten-Komponenten Methode zu verwendenden
Modellparameterwerte unklar. In der Anwendung dieses Ansatzes von Mamolo et al. [181]
wird von einer konstanten Altersstruktur (des letzten verfu¨gbaren Jahres oder auch eines
Durchschnittswerts mehrerer La¨nder (und Jahre)) gesprochen. Dies wa¨re jedoch eine starke
Vereinfachung, die ebenfalls zu verzerrten Prognoseergebnissen fu¨hren kann.
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Generell sind die Ansa¨tze von Pflaumer [215] und Lutz et al. [173, 174] vielversprechende
komplexe Bevo¨lkerungsprognosemodelle, die die zuku¨nftige Bevo¨lkerung auf der Makroebene
nach der Zahl und Struktur nicht nur mit quantitativen Methoden wie z. B. der Extrapolation,
sondern auch unter Einsatz weiterer Informationsquellen wie der Expertenmeinung fortschrei-
ben. Zudem erfolgt die Berechnung einer Bevo¨lkerungsprognose mit diesen Ansa¨tzen simula-
tiv, sodass mehrere (meist) verschiedene Prognosedurchla¨ufe mit der jeweils modell-basierten
Methode zur Annahmengenerierung zufa¨llig erzeugt werden, woraus letztlich fu¨r jede Ergeb-
nisgro¨ße eine Ergebnisverteilung resultiert. Die eingebaute Zufa¨lligkeit wie auch die Nutzung
von Expertenmeinung stellen herausragende Merkmale dieser drei Ansa¨tze dar, da sie ei-
ne flexible Annahmengenerierung ermo¨glichen. Allerdings reicht diese (z. T. eingeschra¨nkte)
Flexibilita¨t genau dann nicht aus, wenn aufgrund einer hohen Prognoseunsicherheit eine An-
nahmenverteilung mit heterogenen und variabel gewichteten Annahmenverla¨ufen fu¨r jeden
Modellparameter erstellt werden soll. Zudem ko¨nnen durch die oberfla¨chliche Ausarbeitung
der Migration wesentliche bevo¨lkerungsdynamische Effekte mit diesen drei Ansa¨tzen nicht ein-
gefangen werden. Demzufolge ist die eingeschlagene Richtung bei der Bevo¨lkerungsprognose
mit diesen Ansa¨tzen wegweisend, aber auch noch erweiterbar, um die Prognoseunsicherheit
umfassender und gezielter einfangen zu ko¨nnen.
4.2.5. Verbindung verschiedener Methoden
Eine weitere Gruppe von probabilistischen Ansa¨tzen zur Bevo¨lkerungsprognose nutzt nicht
nur eine, sondern mehrere Methoden zur Generierung der Annahmen, um die Prognoseunsi-
cherheit umfassend einfangen und quantifizieren zu ko¨nnen.
Der Ansatz von Alho und Spencer
Alho und Spencer [4, 6, 8, 9, 10] haben Ende der 1990er ein probabilistisches Bevo¨lkerungspro-
gnosemodell vorgeschlagen, das auf der simulativen Ausfu¨hrung der Kohorten-Komponenten
Methode mit Zufallsvariablen basiert. Zur Generierung der Annahmen ko¨nnen neben der
Expertenmeinung z. B. auch empirische Fehler vergangener Prognosen (vgl. Abschnitt 8.1
ab Seite 147) herangezogen werden.
In dem Modell von Alho und Spencer werden die alters- und geschlechtsspezifischen
Fertilita¨ts- und Mortalita¨tsraten wie auch die totalen Nettomigrationszahlen (nach Alter
und Geschlecht) als Zufallsvariablen behandelt. Fu¨r jede dieser Zufallsvariablen mu¨ssen in
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einem ersten Schritt Punktprognosewerte fu¨r jedes Projektionsintervall extern (mit einer
beliebigen Methode) generiert werden.
Anschließend werden die tatsa¨chlichen zuku¨nftigen Modellparameterwerte im Alter x im
Projektionsintervall t, Rx,t, aus dem jeweiligen Punktprognosewert, Fx,t, und dem entspre-
chenden im Modell zu simulierenden Fehler, Ex,t, (zufa¨llig) generiert (vgl. Formeln 4.3 und
4.4).
Rx,t = Fx,t · eEx,t (4.3)
lnRx,t = lnFx,t + Ex,t (4.4)
Der Fehler Ex,t eines zu prognostizierenden Modellparameterwertes im Alter x im Pro-
jektionsintervall t setzt sich aus der Summe der einzelnen Fehlerterme εx,t im Alter x vom
Startjahr bis zum jeweiligen Projektionsintervall t zusammen (vgl. Formel 4.5). Der Erwar-
tungswert der Fehlerterme εx,t betra¨gt null.
Ex,t = εx,1 + εx,2 + · · ·+ εx,t (4.5)
Das so genannte Scaled Model for Error wird zur Simulation der Prognosefehler verwendet.
Jeder Fehlerterm εx,t besteht aus zwei zufa¨lligen Komponenten, deren Summe u¨ber einen
deterministischen Skalenwert hoch- oder herunterskaliert wird (vgl. Formel 4.6). Die beiden
zufa¨lligen Komponenten bilden die Autokorrelation (δx,t) und die Kreuzkorrelation (nx) ab,
deren Varianz u¨ber den Wert von κx im Vorhinein festgelegt wird.
εx,t = Sx,t · (nx + δx,t) (4.6)
Die beiden zufa¨lligen Fehlerkomponenten sind weder von der Zeit noch voneinander
abha¨ngig; zudem sind sie um den Mittelwert null normalverteilt, sodass ihre Schwankungs-
breite ausschließlich von der Streuung der Normalverteilung u¨ber den Wert von κx bestimmt
wird: Je gro¨ßer κx ist, desto mehr Gewicht erha¨lt die Fehlerkomponente der Kreuzkorrelation
und umgekehrt (vgl. Formeln 4.7 und 4.8).
nx ∼ N(0, κx) (4.7)
δx,t ∼ N(0, 1− κx) (4.8)
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Der Modellparameter κx gibt fu¨r jedes Alter x das Ausmaß der Korrelation zwischen den
Fehlertermen εx,t u¨ber den Projektionshorizont fest vor. Der Wert von κx liegt zwischen 0
und 1. Ein κx von 0 bzw. 1 bedeutet, dass es keine bzw. eine perfekte Korrelation zwischen
den εx,t gibt, wohingegen ein κx zwischen 0 und 1 eine systematische Fehlerentwicklung u¨ber
den Projektionshorizont bedeutet (vgl. Formel 4.9).
κx = Corr(εx,t, εx,t+n) n 6= 0 (4.9)
Der deterministische Skalenwert Sx,t in Abha¨ngigkeit vom Alter x und dem Projektionsin-
tervall t ist die fest vorgegebene Standardabweichung der Fehlerterme εx,t (vgl. Formel 4.10).
Diese Standardabweichung soll mit der Zeit t zunehmen. Die generelle Abha¨ngigkeit der Sx,t
von der Zeit t erlaubt eine flexible und variable Modellierung der Varianz der Fehler mit der
Zeit.
S2x,t = V ar(εx,t) (4.10)
Daru¨ber hinaus ko¨nnen fu¨r jeden Modellparameter Annahmen zur Korrelation der
Annahmenwerte zwischen den Geschlechtern getroffen werden.
Im Vergleich zur Mortalita¨t und Fertilita¨t werden die zu simulierenden Fehler bei der Net-
tomigration nach dem Geschlecht j und dem Projektionsintervall t, εj,t, zufa¨llig erzeugt,
wobei eine konstante Altersstruktur, gj,x fu¨r die Bruttomigration (, die hier der Summe aus
Zu- und Fortzu¨gen entspricht,) beru¨cksichtigt wird (vgl. Formel 4.11). Mangelnde Daten-
qualita¨t stellen die Gru¨nde fu¨r eine derart einfache Modellierung der Migration in diesem
Bevo¨lkerungsprognosemodell dar.
Yj,x,t = Sj,t · gj,x · (nj + δj,t) (4.11)
Es gibt verschiedene Mo¨glichkeiten, um die deterministischen Annahmenwerte der Sx,t
und κx fu¨r die Fehlerterme der Mortalita¨t, Fertilita¨t und Nettomigration zu bestimmen. Eine
Mo¨glichkeit besteht darin, empirische Fehler vergangener oder/und naiver Prognosen (vgl.
Abschnitte 4.2.2 und 8.1 ab den Seiten 61 und 147) fu¨r Projektionshorizonte verschiedener
La¨nge zu analysieren. Das Ausmaß, die Streuung und die Korrelation dieser empirischen
Prognosefehler dienen dann als Hinweis fu¨r Fehler gegenwa¨rtiger Prognosen. Eine weitere
Mo¨glichkeit zur Bestimmung der Werte fu¨r Sx,t und κx besteht neben der Analyse empirischer
Prognosefehler in der modell-basierten Fehlerscha¨tzung mittels mathematisch-statistischer
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Methoden wie z. B. einem stochastischen Zeitreihenmodell. Expertenmeinung kann zudem
genutzt werden, um die mit einer Methode ermittelten Werte fu¨r die Sx,t und κx zu
korrigieren bzw. an bestehende Theorien und U¨berzeugungen anzupassen [4, 7, 9].
Das Scaled Model for Error ist in dem Computerprogramm Program for Error Propagation
(PEP) implementiert [258]. PEP ist im Rahmen des Projektes Changing Population of
Europe: Uncertain Future, kurz Uncertain Population of Europe (UPE), zur Erstellung
probabilistischer Bevo¨lkerungsprognosen fu¨r 18 La¨nder der European Economic Area (EEA)
mit der Schweiz, aber ohne Liechtenstein verwendet worden. Bei der probabilistischen
Bevo¨lkerungsprognose fu¨r jedes dieser La¨nder werden 3.000 Simulationsla¨ufe durchgefu¨hrt.
In jedem Simulationslauf wird dabei fu¨r jede Zufallsvariable ein Wert auf der Basis der
Punktprognose und der Unsicherheitsparameter (nx und δx,t) zufa¨llig gezogen. Diese sto-
chastisch variierenden Modellparameterwerte fu¨r die Fertilita¨t, Mortalita¨t und die Migration
werden dann unter Anwendung der Kohorten-Komponenten Methode zu diversen Ergebnis-
gro¨ßen wie z. B. dem Bevo¨lkerungsstand in einem Projektionsintervall t zusammengefasst.
Die Ergebnisverteilung bzw. die predictive distribution fu¨r die jeweilige Ergebnisgro¨ße
resultiert aus den korrespondierenden 3.000 Ergebniswerten aller Simulationsla¨ufe. Ein
predictive interval mit der Eintrittswahrscheinlichkeit von (1− α)100 Prozent kann fu¨r jede
Ergebnisgro¨ße so bestimmt werden, dass jeweils α2 100 Prozent der aufsteigend sortierten
Ergebniswerte u¨ber und unter der oberen und unteren Grenze liegen. Im Anschluss ko¨nnen
diese initial guesses mit empirischer Fehleranalyse und/oder Expertenmeinung korrigiert
werden [4, 7, 261].
Das probabilistische Bevo¨lkerungsprognosemodell von Alho und Spencer hebt sich durch
die relativ flexible Kombination verschiedener statistischer und wertender Methoden von allen
bisher vero¨ffentlichten probabilistischen Bevo¨lkerungsprognosemodellen ab. Die stochastische
Variabilita¨t wird durch einen zufa¨lligen Fehlerprozess um fest vorgegebene Punktprognose-
werte erzielt. Diese Fehler schwanken in Abha¨ngigkeit von Modellparametern, deren Werte
auf der Analyse empirischer Prognosefehler, (meist) historischer Zeitreihenanalyse und Exper-
tenmeinung basieren. Demnach ist eine außerordentlich hohe Vielfalt der Informationsquellen
gegeben. Jedoch wird die Expertenmeinung tatsa¨chlich (ha¨ufig) nur marginal zur Korrektur
bzw. Anpassung der vornehmlich aus statistischen Methoden resultierenden Modellparame-
terwerte verwendet. Zudem wird fu¨r jeden Modellparameter der Fertilita¨t, Mortalita¨t und
Migration jeweils ein fester Punktprognosewert pro Projektionsintervall vorgegeben, sodass
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das Niveau, der Verlauf wie auch die Eintrittswahrscheinlichkeit der potentiellen Annahmen-
verla¨ufe trotz der zufa¨lligen Schwankungen relativ fest vorgegeben sind. So ko¨nnen auch bei
diesem Ansatz nicht sich im Niveau und im Verlauf stark unterscheidende Annahmenverla¨ufe
variabel gewichtet werden, um eine heterogene Annahmenverteilung bei einer besonders un-
sicheren Bevo¨lkerungsprognose zu erzeugen (vgl. Abschnitt 10.2.1 ab Seite 200). Außerdem
wird die Migration relativ oberfla¨chlich modelliert, da lediglich die totale Nettomigration mit
einer festen Altersverteilung fu¨r Ma¨nner und Frauen prognostiziert wird. Dadurch ko¨nnen die
bevo¨lkerungsdynamischen Effekte tatsa¨chlich auftretender Zu- und Fortzu¨ge, die sich sowohl
in der Alters- und Geschlechtsstruktur als auch im demographischen Verhalten (untereinander
und von den Einheimischen) unterscheiden ko¨nnen, nur ungenu¨gend beru¨cksichtigt werden,
sodass die Prognoseergebnisse erheblich verzerrt werden ko¨nnen. Alders et al. [4] ra¨umen zwar
diesen Sachverhalt ein und begru¨nden ihn mit der vorliegenden schlechten Datenqualita¨t.
Nichtsdestotrotz ko¨nnen dadurch die Prognoseergebnisse (insbesondere fu¨r Bevo¨lkerungen,
fu¨r die detaillierte Daten zur Bruttomigration verfu¨gbar sind) verzerrt werden.
4.3. Schlussfolgerung — Anforderungen an das PPPM
Es gibt eine Vielzahl bereits bestehender probabilistischer Ansa¨tze zur Bevo¨lkerungsprognose
auf der Makroebene. Das herausstechende Merkmal aller probabilistischen Bevo¨lkerungspro-
gnoseansa¨tze ist die Erzeugung einer Ergebnisverteilung fu¨r die jeweiligen Ergebnisgro¨ßen,
sodass die Prognoseunsicherheit nicht nur eingefangen, sondern sogar quantifiziert werden
kann. Allerdings unterscheiden sich die verschiedenen probabilistischen Ansa¨tze in der
Beru¨cksichtigung ha¨ufig auftretender Fehler- und Unsicherheitsquellen bzw. in zahlreichen
Arbeitsschritten eines Prognoseprozesses (vgl. Abschnitt 2.2 ab Seite 18).
Aus der Analyse der vielfa¨ltigen Fehler- und Unsicherheitsquellen einer Bevo¨lkerungs-
prognose (vgl. Abschnitt 4.1 ab Seite 52) im Allgemeinen und der Vor- und Nachteile der
bestehenden probabilistischen Ansa¨tze zur Bevo¨lkerungsprognose (vgl. Abschnitt 4.2 ab
Seite 57) im Besonderen ko¨nnen wesentliche Anforderungen an das in dieser Arbeit zu
entwicklende probabilistische Bevo¨lkerungsprognosemodell PPPM abgeleitet werden.
Im Wesentlichen sollte mit dem PPPM eine Bevo¨lkerung genau und sicher prognostiziert
werden ko¨nnen. Dabei sollten die Modellparameter derart detailliert ausgestaltet sein,
dass z. B. im Gegensatz zu herko¨mmlichen Prognosemodellen die bevo¨lkerungsdynamischen
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Effekte der Zu- und Fortzu¨ge, die sich in der Alters- und Geschlechtsstruktur wie auch
im demographischen Verhalten (untereinander und von den Einheimischen) unterscheiden,
detailliert beru¨cksichtigt werden ko¨nnen. Daru¨ber hinaus sollten mo¨glichst alle potentiellen
zuku¨nftigen Entwicklungen eines jeden Modellparameters flexibel beru¨cksichtigt werden
ko¨nnen, sodass die zu erzeugenden Annahmenverla¨ufe einerseits im Niveau und Verlauf
(wenn no¨tig) deutlich voneinander abweichen und andererseits auch variabel gewichtet
werden ko¨nnen.
Um eine Bevo¨lkerung also mo¨glichst genau und sicher, d. h. unter Einschluss wesentlicher
Unsicherheitsquellen prognostizieren zu ko¨nnen, sollten jeweils alle potentiellen zuku¨nftigen
Entwicklungen aller Modellparameter flexibel in einer Prognose mit dem PPPM eingefangen
werden ko¨nnen. Demzufolge sollte die Anzahl der einzuschließenden Annahmen fu¨r einen
Modellparameter im PPPM uneingeschra¨nkt sein. Daru¨ber hinaus kann es erforderlich
sein, sehr unterschiedliche Annahmenverla¨ufe fu¨r einen Modellparameter in einer Prognose
zu beru¨cksichtigen, insbesondere wenn dessen zuku¨nftige Entwicklung besonders unsicher
erscheint. So ko¨nnen z. B. die verfu¨gbaren Informationsquellen in ihrer Vorhersage u¨ber
die zuku¨nftige Entwicklung eines Modellparameters deutlich voneinander abweichen, so-
dass sich die Annahmenverla¨ufe im Niveau, im Verlauf wie auch in ihrer zu erwartenden
Eintrittswahrscheinlichkeit voneinander unterscheiden. Kann ein Prognostiker nun aber
keinen dieser unterschiedlichen Annahmenverla¨ufe mit Sicherheit ausschließen, sollte er alle
flexibel beru¨cksichtigen ko¨nnen. Dazu sollten jedoch weder eine (oder mehrere) modell-
basierte Methode(n) zur Generierung der Annahmen noch eine feste Verteilungsform fu¨r
die Eintrittswahrscheinlichkeiten einschra¨nkend vorgegeben werden. Denn die Vorgabe einer
modell-basierten Methode zur Erzeugung der Fehler um einen mittleren Annahmenverlauf
(bzw. um die Punktprognosewerte) eines Modellparameters fu¨hrt in herko¨mmlichen probabi-
listischen Bevo¨lkerungsprognosemodellen zu einer relativ homogenen Annahmenverteilung,
deren Annahmenverla¨ufe mehr oder weniger stark um den einen mittleren vorzugebenden
Annahmenverlauf (nahezu normalverteilt) schwanken. Neben dem Niveau und dem Verlauf
werden dadurch auch die Eintrittswahrscheinlichkeiten der Annahmenverla¨ufe vorgegeben;
sofern die zufa¨lligen Abweichungen vom jeweiligen Punktprognosewert den Erwartungswert
null und eine festzulegende Varianz erhalten, ist dies gleichbedeutend mit einer Normalver-
teilung der Eintrittswahrscheinlichkeiten, wobei der mittlere vorzugebende Annahmenverlauf
jeweils die ho¨chste Eintrittswahrscheinlichkeit erha¨lt. Wenn ein Prognostiker nun allerdings
jedem demographisch interpretierbaren Annahmenverlauf, der jeweils den Vorhersagen einer
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reliablen Informationsquelle entspricht, eine Eintrittswahrscheinlichkeit zuordnen mo¨chte,
die genau seinen Erwartungen entspricht, so mu¨ssen diese subjektiv zugeordnet werden
ko¨nnen; eine subjektive Zuordnung der Eintrittswahrscheinlichkeiten gibt demnach keine
Verteilungsform fu¨r die Eintrittswahrscheinlichkeiten einschra¨nkend vor, sodass z. B. auch
zwei heterogenen Annahmenverla¨ufen, die dem unteren und oberen Grenzverlauf einer
Annahmenverteilung entsprechen, dieselbe, aber insgesamt ho¨chste Eintrittswahrschein-
lichkeit zugeordnet werden kann. Daneben gibt es auch unterschiedliche Auffassungen
zur Korrelation der Annahmenwerte eines Modellparameters u¨ber das Alter oder/und die
Zeit oder/und zwischen den Annahmenwerten verschiedener Modellparameter. Derartige
Korrelationsstrukturen sollten im PPPM flexibel, je nach U¨berzeugung eines Prognostikers,
umgesetzt werden ko¨nnen. Außerdem sollten mit dem PPPM vielfa¨ltige Prognoseergebnisse
auf der Makroebene erzeugt werden ko¨nnen, die auch fu¨r diverse bevo¨lkerungsdynamische
Analysen eingesetzt werden ko¨nnen. Um beispielsweise die bevo¨lkerungsdynamischen Effekte
von Zu- und Fortzu¨gen, die sich in der Alters- und Geschlechtsstruktur wie auch im
demographischen Verhalten (untereinander und von den Einheimischen unterscheiden)
angemessen beru¨cksichtigen (und analysieren) zu ko¨nnen, sollte im PPPM eine erweiterte
Kohorten-Komponenten Methode zur Bevo¨lkerungsprognose verwendet werden, sodass
diverse Subpopulationen (wie die Einheimischen, die Zu- und Fortzu¨ge wie auch deren
Nachkommengenerationen) mit separaten Annahmen zur Mortalita¨t und Fertilita¨t ein-
zeln prognostiziert werden ko¨nnen. (Damit ko¨nnten beispielsweise die Auswirkungen der
Zu- und Fortzu¨ge auf die zuku¨nftige Entwicklung der Gesamtbevo¨lkerung analysiert werden.)
Die Modellspezifikation und Implementierung des PPPM werden umfassend in den Ka-
piteln 9 bis 11 erla¨utert. Daru¨ber hinaus werden die Besonderheiten des PPPM gegenu¨ber
herko¨mmlichen (probabilistischen) Bevo¨lkerungsprognose(modelle)n anhand einer komplexen
Beispielprojektion ausfu¨hrlich im Kapitel 12 aufgezeigt.
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Mortalita¨tsprognosen sind ein wesentlicher Bestandteil von Bevo¨lkerungsprognosen, obgleich
ihre Unsicherheit gegenu¨ber der Prognose der Fertilita¨t und Migration etwas geringer ist;
zumal die vergangene Entwicklung der Fertilita¨t und Migration weitaus gro¨ßeren Schwan-
kungen unterworfen ist als die der Mortalita¨t (vgl. Kapitel 6 und 7). Die Unsicherheit bei
der Prognose der Mortalita¨t, Fertilita¨t und Migration ha¨ngt dabei u. a. von der Sta¨rke des
Einflusses individueller Entscheidungsprozesse auf das jeweilige demographische Verhalten
ab, wobei die individuellen Entscheidungen oftmals von einem Prognostiker aufgrund ihrer
Komplexita¨t, Privatheit und Instabilita¨t nur schwer eingescha¨tzt werden ko¨nnen.
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Abbildung 5.1.: Altersspezifische Sterbewahrscheinlichkeiten der Ma¨nner in Deutschland aus
den Sterbetafeln 1871/81 (rot), 1986/88 (gru¨n) und 2006/08 (dunkelblau) mit
linearer (links) und logarithmischer Skala (rechts); Datenquelle: Statistisches
Bundesamt
Anhand der Abbildung 5.1 ist zu erkennen, dass der Ru¨ckgang der Mortalita¨t zwar relativ
stabil ist, jedoch mit dem Alter und der Zeit variiert. Dominierte in der ersten Ha¨lfte des
20. Jahrhunderts der Ru¨ckgang der Sterblichkeit in den jungen Altern, setzte ab der zwei-
ten Ha¨lfte des 20. Jahrhunderts versta¨rkt der Ru¨ckgang der Sterblichkeit in den ho¨heren
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Altern ein. In diesem Altersbereich liegt derzeit auch das gro¨ßte Potential fu¨r eine weitere
Mortalita¨tsreduktion.
5.1. Bestimmung eines geeigneten Parameters zur
Mortalita¨tsprognose
Um die zuku¨nftige Entwicklung der Mortalita¨t exakt zu prognostizieren, muss ein Mor-
talita¨tsparameter zur Prognose verwendet werden, der sensibel gegenu¨ber Vera¨nderungen
der Mortalita¨t in einzelnen Altern reagiert. Mortalita¨tsparameter wie die altersspezifische
Sterberate oder die altersspezifische Sterbewahrscheinlichkeit erfu¨llen diese Anforderung,
wohingegen der Parameter Lebenserwartung bei Geburt ungeeignet ist, da verschiedene
Verteilungen der altersspezifischen Sterbewahrscheinlichkeiten denselben Wert fu¨r die
Lebenserwartung bei Geburt erzeugen ko¨nnen.1
Wenn die Sterblichkeit mit dem Parameter altersspezifische Sterbewahrscheinlichkeit, qx,
prognostiziert werden soll, darf ihr limitierter Wertebereich, der zwischen 0 und 1 liegt, we-
der unter- noch u¨berschritten werden. Diese Forderung ist bei einer Extrapolation (vgl. Ab-
schnitt 5.2.1 ab Seite 83) des in einer Basisperiode beobachtbaren Trends u¨ber einen la¨ngeren
Projektionshorizont nicht immer einzuhalten, sodass die untere Grenze bei einem Sterblich-
keitsru¨ckgang fa¨lschlicherweise unterschritten werden kann. Um dieses Problem zu beheben,
ko¨nnen Transformationen der originalen altersspezifischen Sterbewahrscheinlichkeiten wie
z. B. der (natu¨rliche) Logarithmus2 oder auch der Logit3 ersatzweise prognostiziert werden.
Der Wertebereich fu¨r die zu prognostizierenden logarithmierten Sterbewahrscheinlichkeiten
liegt zwischen 0 und −∞ und der fu¨r die logit-transformierten Sterbewahrscheinlichkeiten
liegt zwischen +∞ und −∞, sodass das Unterschreiten einer festen unteren Grenze bei einer
Mortalita¨tsreduktion ausgeschlossen werden kann. Denn bei der Umrechnung der prognosti-
zierten transformierten in die originalen Sterbewahrscheinlichkeiten fallen wieder alle Werte
in den Bereich zwischen 0 und 1 (vgl. Abbildung 5.2).
1Dennoch wird der Parameter Lebenserwartung bei Geburt ha¨ufig in amtlichen Bevo¨lkerungsprognosen als
Mortalita¨tsindikator verwendet.
2ln qx
3Der Logit einer altersspezifischen Sterbewahrscheinlichkeit tritt in der Literatur [19, 221] in zwei Varianten
auf: logit(qx) = ln
qx
1−qx und logit(qx) = 0, 5 ln
qx
1−qx .
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Abbildung 5.2.: Transformation (altersspezifischer) Sterbewahrscheinlichkeiten der Ma¨nner
in Deutschland aus der Sterbetafel 2006/08: Natu¨rlich logarithmiert (gru¨n),
logit-transformiert (dunkelblau), 0,5-logit-transformiert (orange) und origi-
nal (rot).
5.2. U¨berblick u¨ber verschiedene Ansa¨tze zur
Mortalita¨tsprognose
Es gibt eine Vielzahl von Ansa¨tzen zur Prognose der Mortalita¨t, die sich hinsichtlich ihres
Prognosegegenstands, ihrer Prognosemethode wie auch hinsichtlich ihrer genutzten Informa-
tionsquellen unterscheiden. Demzufolge ist die Wahl des Ansatzes zur Mortalita¨tsprognose
von der Art, dem Umfang und der Qualita¨t der verfu¨gbaren Daten, von der Fragestellung
wie auch von der La¨nge des Projektionshorizonts abha¨ngig [220]. Sind in der Vergan-
genheit vornehmlich von Demographen und Aktuaren fast ausschließlich trendorientierte
Prognosemethoden wie z. B. die Extrapolation historischer Trends zur Mortalita¨tsprognose
herangezogen worden, werden in letzter Zeit neben den demographisch-statistischen Faktoren
sukzessive biomedizinische und epidemiologische Faktoren in multikausalen Prognosemetho-
den beru¨cksichtigt [275, 276].
In der Fachliteratur gibt es keine einheitliche Systematisierung der bestehenden Ansa¨tze
zur Mortalita¨tsprognose. Gleichwohl ko¨nnen — im Hinblick auf die (korrigierende)
Beru¨cksichtigung von Expertenmeinung — extrapolative Ansa¨tze von interpolativen,
multikausalen und sonstigen Ansa¨tzen zur Mortalita¨tsprognose unterschieden werden
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[11, 30, 33, 97, 128, 220, 221, 275, 276].
In diesem Kapitel sollen nun dieser entwickelten Systematik folgend einige bekannte
Ansa¨tze zur Mortalita¨tsprognose vorgestellt werden, um einen U¨berblick u¨ber die verschie-
denen bestehenden Methoden zu geben. Allerdings ist der Bereich der Mortalita¨tsprognosen
derart umfangreich, dass dieser U¨berblick keinesfalls als erscho¨pfend bzw. allumfassend, son-
dern lediglich als Einblick verstanden werden kann. Methoden, die in der Gegenwart besonders
ha¨ufig verwendet werden, wie beispielsweise der Ansatz von Lee und Carter [50, 157], werden
etwas detaillierter vorgestellt.
5.2.1. Extrapolative Ansa¨tze
Die Extrapolation ist eine relativ einfache und weit verbreitete Methode zur Morta-
lita¨tsprognose. Sie schreibt die in der historischen Zeitreihe des zu prognostizierenden
Mortalita¨tsparameters beobachteten Trends in die Zukunft fort. Damit geht die Extrapo-
lation von der Annahme aus, dass allein die vergangene quantitative Entwicklung eines
Mortalita¨tsparameters dessen zuku¨nftige Entwicklung bedingt und erkla¨rt.
Um die Mortalita¨t extrapolieren zu ko¨nnen, mu¨ssen zuna¨chst ein Mortalita¨tsparameter, ei-
ne Extrapolationsmethode wie auch die zu beru¨cksichtigenden Basisperiodenwerte bestimmt
werden. Die Wahl eines geeigneten Mortalita¨tsparameters (wie z. B. die Sterbewahrscheinlich-
keit) erfordert einerseits die Entscheidung, auf welchem Aggregationsniveau der Parameter
prognostiziert werden soll, und, andererseits, die Entscheidung, ob der Parameter mit origi-
nalen oder transformierten (vgl. Abschnitt 5.1 auf Seite 81) Werten prognostiziert werden
soll. Daru¨ber hinaus wird mit der Wahl einer Extrapolationsmethode — einfach oder kom-
plex4 — bestimmt, wie viele vergangene Zeitpunkte beru¨cksichtigt, ob nichtlineare, eng an
die historische Entwicklung angepasste Verla¨ufe modelliert und ob stochastische Elemente
zum Ausdruck der Unsicherheit eingeschlossen werden. Daneben werden mit der Wahl der
Basisperiode die Werte bestimmt, die zur Extrapolation genutzt werden. Folglich ist die in
der Basisperiode enthaltene Mortalita¨tsentwicklung maßgebend fu¨r den zuku¨nftigen Morta-
lita¨tsverlauf.
4Eine U¨bersicht zu Trendextrapolationsmethoden ist z. B. bei Preston et al. [256] zu finden.
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Mathematische und graphische Extrapolation
Pollard [220] unterscheidet grundsa¨tzlich zwischen der mathematischen und der graphischen
Extrapolation.
Bei der mathematischen Extrapolation wird ein Trendextrapolationsmodell (wie z. B.
ein exponentielles oder ein lineares Modell) an die Basisdaten des zu prognostizierenden
Mortalita¨tsparameters angepasst. Dabei wird der zu prognostizierende Mortalita¨tsparameter
in Abha¨ngigkeit von der Zeit mit einem funktionalen Modell beschrieben. Das Einsetzen
zuku¨nftiger Werte fu¨r die Zeit in das jeweilige Modell erbringt dann die extrapolierten,
zuku¨nftigen Werte des zu prognostizierenden Mortalita¨tsparameters.
Bei der graphischen Extrapolation wird die meist gegla¨ttete, historische Zeitreihe des
zu prognostizierenden Mortalita¨tsparameters manuell fortgezeichnet. Anschließend wird der
fortgezeichnete Verlauf in numerische Daten transformiert, so dass dann die graphisch extra-
polierten Daten fu¨r den zu prognostizierenden Mortalita¨tsparameter vorliegen.
Ansatz von Lee-Carter
Lee und Carter [50, 151, 157] haben 1992 einen Ansatz zur Mortalita¨tsprognose vorgelegt, der
seither als das Standardmodell vielfach genutzt wird. Grundlegend werden mit diesem Ansatz
die Sterblichkeitsentwicklungen einer Basisperiode mit einem einfachen Zeitreihenmodell in
die Zukunft fortgeschrieben, wobei die Modellparameter mit der Singula¨rwertzerlegung (oder
auch mit einem anderen Regressionsverfahren) gescha¨tzt werden. Das Lee-Carter Modell
wird ha¨ufig als Vergleichsmodell zum Testen der Prognosegu¨te (vgl. Kapitel 8) anderer
Mortalita¨tsprognosemethoden herangezogen.
Lee und Carter [157] prognostizieren die logarithmierten, alters- und zeitspezifischen Ster-
beraten mx,t mit dem folgenden, an die Werte der Basisperiode
5 anzupassenden Modell (vgl.
Formel 5.1).
lnmx,t = αx + βxkt + x,t (5.1)
Der Modellparameter αx entspricht der generellen Altersverteilung der Sterberaten. Zur
5Die Basisperiode entha¨lt die Sterberaten fu¨r x Alter u¨ber t vergangene Jahre, wobei Lee und Carter [157]
die Verwendung der la¨ngstmo¨glichen Basisperiode empfehlen.
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Bestimmung der Werte von αx wird fu¨r jedes Alter x der Durchschnitt der logarithmierten
Sterberaten des entsprechenden Alters u¨ber den Basiszeitraum gebildet. Demnach variieren
die Werte fu¨r αx mit dem Alter x, jedoch nicht mit der Zeit t.
Der Modellparameter βx misst die Richtung und das Ausmaß der Vera¨nderung der Ster-
beraten in jedem Alter x. Die Werte fu¨r βx sind quasi ein Maß fu¨r die Standardabweichung
der logarithmierten Sterberaten der einzelnen Alter u¨ber die Zeit [121], sodass sie angeben,
welche Sterberate in welchem Alter sich wie schnell oder langsam im Zusammenspiel mit dem
Zeitindex kt vera¨ndert. Die Werte fu¨r βx ko¨nnen ein positives oder ein negatives Vorzeichen
haben, was fu¨r einen Ru¨ckgang oder Anstieg der Sterblichkeit im jeweiligen Alter steht.
Zudem sind auch die Werte fu¨r βx zeitinvariant.
Der Modellparameter kt ist der Index fu¨r das Mortalita¨tslevel, der den Ru¨ckgang der
Sterblichkeit u¨ber die Zeit ausdru¨ckt. Die Werte fu¨r kt entsprechen quasi der Summe der
zentrierten logarithmierten Sterberaten u¨ber alle Alter in einem Jahr t.6 Das Mortalita¨tslevel
kt variiert mit der Zeit und ist fu¨r alle Alter konstant.
Der Modellparameter x,t ist der (normalverteilte) Fehlerterm des Modells mit einem
Mittelwert von 0 und einer konstanten Varianz, der die vom Modell nicht eingefangenen
Abweichungen der modellierten von den tatsa¨chlich beobachteten Werten wiedergibt.
Die Werte fu¨r βx und kt mu¨ssen mit einem geeigneten Scha¨tzverfahren an die Werte der
Basisperiode angepasst werden. Lee und Carter [157] schlagen die Methode der Singula¨rwert-
zerlegung vor, bei der eine Matrix mit den zentrierten logarithmierten alters- und zeitspezi-
fischen Sterberaten der Basisperiode in ein Produkt aus drei Matrizen mit einer bestimmten
Form so zerlegt wird, dass die quadrierten Abweichungen minimal sind7 (vgl. Formel 5.2).
lnmx,t − αx = UDV ′ (5.2)
D ist eine diagonale Matrix der Dimension x mal t, die die Singula¨rwerte in absteigender
Reihenfolge in der Hauptdiagonalen entha¨lt. U und V’ sind quadratische Matrizen der
6Die zentrierte logarithmierte Sterberate ist die Differenz aus der logarithmierten Sterberate in einem Alter
x und dem entsprechenden Wert fu¨r αx.
7Zwei Bedingungen mu¨ssen bei diesem iterativen Lo¨sungsverfahren erfu¨llt werden: Die Summe der βx muss
1 und die Summe der kt muss 0 ergeben.
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mx,t − αx =

m1,1 − α1 m1,2 − α1 . . . m1,t − α1
m2,1 − α2 m2,2 − α2 . . . m2,t − α2
...
... . . .
...
m100+,1 − α100+ m100+,2 − α100+ . . . m100+,t − α100+

k1 k2 . . . kt
β1
β2
...
β100+
Abbildung 5.3.: Bestimmung der zentrierten Sterberaten, lnmx,t − αx, u¨ber die Randvertei-
lungen kt und βx im Lee-Carter Modell
Dimension x mal x und t mal t. Die Werte fu¨r βx werden mit den Werten der ersten
Spalte der Matrix U gleichgesetzt, wohingegen die Werte fu¨r kt aus dem Produkt der
ersten Spalte von V’ 8 und dem ho¨chsten Singula¨rwert von D bestimmt werden [97, 212].
Die Singula¨rwertzerlegung kann mit diversen Softwarepaketen wie z. B. R [223] ausgefu¨hrt
werden. Sie ist ein relativ grobes Verfahren mit dem lediglich Haupttrends der Mortalita¨ts-
entwicklung erfasst werden ko¨nnen, sodass subtile, einzelne Aspekte dieser Entwicklung
oftmals unberu¨cksichtigt bleiben [121]. Neben der Singula¨rwertzerlegung ko¨nnen auch andere
Verfahren zur Scha¨tzung der Werte fu¨r βx und kt wie z. B. die Methode der (Gewichteten)
Kleinste-Quadrate-Scha¨tzung herangezogen werden [131, 315].
Nach Girosi und King [97] ko¨nnen die zentrierten Sterberaten (lnmx,t − αx) aus dem
Produkt der jeweiligen Randverteilungswerte, die (in etwa) den Modellparametern kt und βx
entsprechen, approximiert werden (vgl. Abbildung 5.3 und Formel 5.3). Demnach kann z. B.
die zentrierte Sterberate im Alter 2 im Jahr 1 aus dem Produkt von k1 und β2 berechnet
werden.
lnmx,t − αx = βxkt (5.3)
Um eine noch bessere Anpassung an die Daten aus der Basisperiode zu erzielen, ko¨nnen
die Werte fu¨r kt zusa¨tzlich an absolute Sterbefallzahlen angepasst werden. Der Aspekt der
erneuten Anpassung von kt wird jedoch in der Literatur kritisch behandelt [31].
Nachdem alle Modellparameterwerte bestimmt worden sind, wird die fu¨r das Mortalita¨ts-
8(oder den Durchschnittswerten der zentrierten Sterberaten pro Jahr t)
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level kt ermittelte historische Zeitreihe mit einem geeigneten Zeitreihenmodell wie z. B. einem
ARIMA-Modell9 zuerst gescha¨tzt und dann u¨ber s Jahre (bzw. Projektionsintervalle) fort-
geschrieben.10 Diese prognostizierten Werte fu¨r das Mortalita¨tslevel kt werden dann in das
originale Lee-Carter Modell (vgl. Formel 5.1) eingesetzt, sodass zuku¨nftige Werte fu¨r die lo-
garithmierten alters- und zeitspezifischen Sterberaten bestimmt werden ko¨nnen (vgl. Formel
5.4).
lnmx,t+s = αx + βxkt+s (5.4)
Um die Unsicherheit einer solchen Mortalita¨tsprognose zu quantifizieren, ko¨nnen zudem
noch Konfidenzintervalle bestimmt werden.
Die Vorteile des Lee-Carter Modells liegen im Vergleich zu anderen Ansa¨tzen zur Morta-
lita¨tsprognose in seinem relativ einfachen Aufbau wie auch in seiner Robustheit. So nutzt das
Lee-Carter Modell verha¨ltnisma¨ßig wenig Modellparameter, die weitestgehend alle demogra-
phisch interpretiert werden ko¨nnen, sodass der Aufwand der Scha¨tzung der entsprechenden
Modellparameterwerte relativ gering ist. Außerdem ko¨nnen mit dem Lee-Carter Modell
wesentliche Trends in den Daten der Basisperiode ermittelt und eingefangen werden. Die Pro-
gnoseunsicherheit kann zudem mit entsprechenden Konfidenzintervallen quantifiziert werden.
Trotz dieser zahlreichen Vorzu¨ge weist das Lee-Carter Modell aber auch einige Schwa¨chen
auf. So ko¨nnen durch die Verwendung roher, ungegla¨tteter Sterberaten Verzerrungen bei der
Scha¨tzung der Modellparameter entstehen, wenn Ausreißer oder auch zufa¨llige erratische
Spru¨nge in den Originaldaten als vermeintliche Trends fehlinterpretiert und als solche
in das Modell eingebaut werden. Daru¨ber hinaus variiert der Ru¨ckgang der Sterblichkeit
in der Realita¨t mit dem Alter und der Zeit (vgl. Abbildung 5.1). Allerdings kann mit
dem Lee-Carter Modell nur ein sich zeitlich vera¨ndernder, aber fu¨r alle Alter konstanter
Sterblichkeitsru¨ckgang u¨ber die kt modelliert werden. Das Ausmaß der relativen Vera¨nderung
der Sterblichkeit zwischen den Altern bleibt dabei u¨ber den gesamten Projektionshorizont
durch die βx unvera¨ndert. Eine wirklichkeitsgetreue Interaktion zwischen dem Alter und
der Zeit wu¨rde erst erreicht werden, wenn sich die kt auch u¨ber das Alter und die βx auch
mit der Zeit vera¨ndern ko¨nnten. Diese zusa¨tzliche Variabilita¨t wu¨rde die Prognose eines
u¨ber den Projektionshorizont sinkenden Sterblichkeitsru¨ckgangs in einem Alter (wie in der
9AutoRegressiveIntegratedMovingAverage nach Box und Jenkins [36]
10Lee und Carter [157] schlagen dafu¨r einen Random Walk mit Drift vor.
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Vergangenheit bei den jungen Altern) und eines gleichzeitig ansteigenden Sterblichkeitsru¨ck-
gangs in einem anderen Alter (wie in der Vergangenheit bei den hohen Altern) ermo¨glichen.
Die stark vereinfachende Annahme der Unabha¨ngigkeit der Alters- und Zeitachse wirkt sich
auch auf die Eignung des Lee-Carter Modells zur Langzeitprognose der Mortalita¨t aus: Je
la¨nger der Projektionshorizont ist, desto unplausibler ist diese Annahme. Demnach ist das
Lee-Carter Modell eher fu¨r Kurzzeitprognosen geeignet, zumal es auch ausschließlich die
vergangene empirische Entwicklung der Sterblichkeit extrapoliert und keine zusa¨tzlichen
Informationen (wie z. B. aus der Medizin) beru¨cksichtigt. Zudem kann das Lee-Carter Modell
die Prognoseunsicherheit unterscha¨tzen, da bei der Konstruktion der Konfidenzintervalle
nur die Fehler bei der Prognose von kt beru¨cksichtigt werden. Unberu¨cksichtigt bleiben
z. B. die nicht unerheblichen Fehler bei der Scha¨tzung der (anderen) Modellparameter wie
auch bei der Anpassung des Modells an tatsa¨chlich beobachtete Daten [50, 131]. Schließlich
erweist sich auch die Nutzung der la¨ngsten verfu¨gbaren historischen Zeitreihe zur Scha¨tzung
des Lee-Carter Modells als problematisch. Diese Forderung bezieht sich wahrscheinlich
auf Box und Jenkins [36], die ein Minimum von 50 Zeitreihenwerten fu¨r eine komplexe
Zeitreihenanalyse vorgeben. Jedoch hat sich bei vergleichenden Anwendungen des Lee-Carter
Modells gezeigt, dass eine ku¨rzere Basisperiode oftmals genauere Ergebnisse hervorbringt,
da dann die zuletzt beobachteten Entwicklungen ein gro¨ßeres Gewicht erhalten [31, 33].
Aufgrund seiner zahlreichen Vorzu¨ge und bekannten und dadurch behebbaren Schwa¨chen
ist das Lee-Carter Modell seit seiner Einfu¨hrung im Jahr 1992 von vielen Wissenschaftlern
in der originalen Form, in leicht abgea¨nderten Varianten oder auch in erweiterten Fassungen
zur Mortalita¨tsprognose verwendet worden [31, 32, 121, 118, 131, 151, 158, 167, 283]. Die
aus dem Lee-Carter Modell hervorgegangenen Varianten unterscheiden sich grundsa¨tzlich in
der Wahl der Basisperiode, der erneuten Anpassung des Mortalita¨tslevels kt und der Nut-
zung von gescha¨tzten oder tatsa¨chlich beobachteten Werten fu¨r die Sterberaten im aktuell
verfu¨gbarsten Jahr.11
Die Erweiterung von Hyndman und Ullah Hyndman und Ullah [118] haben 2007 das
Lee-Carter Modell entscheidend erweitert, indem sie etliche seiner Schwa¨chen behoben haben.
So verwenden sie ausschließlich gegla¨ttete Sterberaten aus der Basisperiode zur Scha¨tzung
der Modellparameter. Dadurch ko¨nnen Ausreißer und zufa¨llige erratische Spru¨nge in den
Basisdaten abgemildert werden anstatt sie wie im originalen Lee-Carter Modell als Trend
11Hierbei handelt es sich um so genannte Jump-off Raten.
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fehlzuinterpretieren und ins Modell einzubinden. Außerdem haben Hyndman und Ullah die
Modellgleichung dermaßen umgewandelt, dass mit den k Sets der Basisfunktionen φk,x und
den entsprechenden Zeitreihenprozessen βt,k einzelne Altersbereiche separat modelliert und
prognostiziert werden ko¨nnen (vgl. Formel 5.5).12
lnmx,t = αx +
∑K
k=1
βt,kφk,x + x,t (5.5)
Dabei werden die Basisfunktionen φk,x, die eine hohe Korrelation der Sterberaten
bestimmter Alter x anzeigen, mit einer robusten Hauptkomponentenanalyse ermittelt.
Der historische Verlauf dieser relativ hoch korrelierenden Altersbereiche wird dann mit
dem jeweiligen Zeitreihenprozess βt,k nachgebildet und anschließend mit einem geeigneten
Zeitreihenmodell prognostiziert.13 Eine weitere entscheidende Verbesserung gegenu¨ber
dem originalen Lee-Carter Modell betrifft die Quantifizierung der Unsicherheit durch die
Konstruktion der Konfidenzintervalle. Beru¨cksichtigen Lee und Carter lediglich die Fehler bei
der Prognose des Mortalita¨tslevels kt, beru¨cksichtigen Hyndman und Ullah die Unsicherheit
in Form der Varianz aller Modellkomponenten, also auch von αx, βx (bzw. φk,x), kt (bzw.
βt,k) und von x,t.
Auch de Jong und Tickle [121] haben 2006 das Lee-Carter Modell erweitert. Ihr erweitertes
Modell weist a¨hnliche Merkmale wie das von Hyndman und Ullah auf, allerdings verwenden
sie andere Methoden zu deren Umsetzung. So nutzen de Jong und Tickle gegla¨ttete Basis-
daten, jedoch verwenden sie zur Scha¨tzung der Modellparameter andere Scha¨tzverfahren
wie z. B. die Kleinste-Quadrate Methode oder die Maximum-Likelihood Methode. Zudem
fu¨hren sie auch einen mit der Zeit variierenden Mortalita¨tstrend ein, der fu¨r verschiedene
Altersbereiche separat modelliert werden kann.
Die beschriebenen Erweiterungen von Hyndman und Ullah und von de Jong und Tickle
sollen eine bessere Anpassung gerade auch an instabile Mortalita¨tsentwicklungen erzielen.
Insbesondere bei der Erweiterung von Hyndman und Ullah ko¨nnen durch die flexibel
anzupassenden k Sets der Basisfunktion und der jeweiligen Zeitreihenprozesse besondere
12Der Modellparameter βt,k entspricht in etwa dem Mortalita¨tslevel kt aus dem originalen Lee-Carter Modell.
13Hyndman und Ullah [118] ermitteln bei einer Mortalita¨tsprognose fu¨r Frankreich mit der Basisperiode von
1899 bis 2001 insgesamt vier Basisfunktionen, die eine relativ hohe Korrelation fu¨r die Sterblichkeit bei
Kindern (φ1,x), bei jungen Erwachsenen im Verha¨ltnis zu u¨ber 60-Ja¨hrigen (φ2,x) und bei sehr Alten
(φ3,x) abbilden. Die vierte Basisfunktion wird von Hyndman und Ullah als zu komplex eingestuft, um sie
entsprechend interpretieren zu ko¨nnen.
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Sterblichkeitsentwicklungen in bestimmten Altersbereichen modelliert werden. Generell
unterscheiden sich die Varianten und Erweiterungen in der Genauigkeit ihrer Ergebnis-
se kaum, jedoch sind sie genauer als die Ergebnisse des originalen Lee-Carter Modells [31, 33].
Das Lee-Carter Modell wie auch seine Varianten und Erweiterungen ko¨nnen zudem nicht
nur zur Prognose von altersspezifischen Sterberaten, sondern auch zur Prognose von alters-
und todesursachenspezifischen Sterberaten verwendet werden (vgl. Abschnitt 5.2.3 ab Seite
102) [52, 97, 314].
Mortalita¨tsgesetze
Ein Mortalita¨tsgesetz beschreibt empirische Regelma¨ßigkeiten in der Verteilung der
Sterblichkeit u¨ber das Alter mit einer mathematischen Funktion. Die Zahl der dafu¨r zu
verwendenden Modellparameter variiert (bisher) zwischen 2 und 9. Bei der Entwicklung eines
Mortalita¨tsgesetzes sind zwei Kriterien zu beachten. Einerseits sollte das Mortalita¨tsgesetz
eine Sterblichkeitsverteilung generieren, die eine hohe Anpassungstreue an die Originaldaten
hat. Andererseits sollten die zu verwendenden Modellparameter demographisch sinnvoll
interpretierbar sein.
Prinzipiell unterscheiden sich bestehende Mortalita¨tsgesetze darin, ob sie eine oder
mehrere ursa¨chliche Komponenten zur Modellierung der Sterblichkeit enthalten, ob sie die
gesamte Altersspanne oder nur einen bestimmten Altersbereich nachbilden und ob sie auf
einer Theorie basieren oder einfach die Sterblichkeit in Abha¨ngigkeit von der Zeit u¨ber ein
entsprechendes Modell modellieren [276].
Bei der Verwendung von Mortalita¨tsgesetzen zur Mortalita¨tsprognose werden Daten zur
altersspezifischen Sterblichkeit aus der Basisperiode mit dem jeweiligen Mortalita¨tsgesetz
nachgebildet. Dabei entsteht fu¨r jeden Modellparameter (des jeweiligen Mortalita¨tsgesetzes)
eine Zeitreihe, die dann fortgeschrieben bzw. mit einer geeigneten Methode extrapoliert
werden kann. Diese prognostizierten Modellparameterwerte werden dann in die Funktionsglei-
chung des Mortalita¨tsgesetzes eingesetzt, um zuku¨nftige Werte fu¨r den zu prognostizierenden
Mortalita¨tsparameter wie z. B. die altersspezifischen Sterbewahrscheinlichkeiten zu erhalten.
Bereits ab der ersten Ha¨lfte des 18. Jahrhunderts ist der Versuch unternommen worden, die
Entwicklung der Ho¨he der Sterblichkeit und ihre Altersverteilung mit einer mathematischen
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Funktion zu formulieren. Erste Klassiker sind Mortalita¨tsgesetze u. a. von de Moivre aus dem
Jahr 1725, von Gompertz aus dem Jahr 1825 [98], von Makeham aus dem Jahr 1860, von
Thiele aus dem Jahr 1872 [278] oder auch von Opperman aus dem Jahr 1870 [105, 205, 221].
Das Mortalita¨tsgesetz von Gompertz [98] aus dem Jahr 1825 basiert auf der Annahme,
dass die Sterblichkeit mit dem Alter exponentiell steigt (vgl. Formeln 5.6 und 5.7).
qx = Bc
x (5.6)
ln qx = lnB + x ln c (5.7)
Demzufolge wird die Sterbewahrscheinlichkeit q im Alter x von Gompertz mit zwei
Konstanten bzw. Faktoren ursa¨chlich erkla¨rt: Einserseits mit der generellen Chance zu
sterben (B) und andererseits mit der physischen Degeneration (c), die mit dem Alter x
zunimmt [285].14 Das Mortalita¨tsgesetz von Gompertz gilt ausschließlich fu¨r die Sterblichkeit
im Erwachsenenalter, da es durch seine inherente Annahme des exponentiellen Anstiegs
der Sterblichkeit mit dem Alter weder die Sa¨uglings- und Kindersterblichkeit noch den
Unfallbuckel nachbilden kann. Jedoch gibt es auch eine obere Altersgrenze fu¨r die Eignung
des Mortalita¨tsgesetzes von Gompertz, da die Sterblichkeit in den ganz hohen Altern nicht
mehr exponentiell, sondern nur noch verlangsamt steigt (vgl. Abschnitt 5.2.3 ab Seite 98).
Demnach gilt das Mortalita¨tsgesetz von Gompertz in etwa fu¨r den Altersbereich der 25 bis
75-Ja¨hrigen, wohingegen er es fu¨r die Alter 20 bis 60 ausgewiesen hat [205, 221].
In der Tradition von Thiele [278], der erstmals 1872 vorgeschlagen hat, mit einem
Mortalita¨tsgesetz die Sterblichkeit u¨ber alle Alter mit drei additiven Termen, die fu¨r die
Sterblichkeit der Kinder, der mittleren Erwachsenenalter und der hohen Alter stehen, zu
modellieren, haben Heligman und Pollard [105] 1980 und Rogers und Little [239] 1994
zwei popula¨re Mortalita¨tsgesetze der na¨heren Gegenwart konzipiert. Demnach haben
Heligman und Pollard ein Mortalita¨tsgesetz entworfen, das mit drei additiv verbundenen
Komponenten und acht verschiedenen Modellparametern die Mortalita¨t der Kindheit, des
Erwachsenenalters und die Unfallsterblichkeit im mittleren Alter funktional modelliert. Alle
14Zur Formulierung dieses Mortalita¨tsgesetzes hat Gompertz Daten zur Sterblichkeit nach dem Alter von
Personen im Erwachsenenalter aus den verschiedenen La¨ndern und Sta¨dten wie Schweden, Carlisle und
Northampton genauer auf regelma¨ßige Strukturen analysiert.
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acht Modellparameter ko¨nnen demographisch sinnvoll interpretiert werden. Das multiex-
ponentielle Modell von Rogers und Little basiert hingegen auf fu¨nf additiv miteinander
verbundenen Komponenten mit insgesamt 13 verschiedenen Modellparametern. Die Beson-
derheit dieses multiexponentiellen Modells besteht in dessen allgemeiner Formulierung, die es
ermo¨glicht, Altersverteilungen verschiedener demographischer Parameter aus der Fertilita¨t,
Mortalita¨t und Migration flexibel zu modellieren. Je nachdem, welche Modellparameter
des multiexponentiellen Modells mit Werten gleich oder ungleich Null belegt werden,
ko¨nnen damit u-fo¨rmige, ein- und zweigipflige Wahrscheinlichkeitsfunktionen konstruiert
werden. Fu¨r die Modellierung der Mortalita¨t mit dem multiexponentiellen Modell ist die
Verwendung von vier Komponenten mit insgesamt 9 Modellparametern geeignet. Damit
entha¨lt das Mortalita¨tsgesetz von Rogers und Little die ho¨chste Zahl eingeschlossener
Modellparameter. Jedoch kann nicht jeder dieser 9 Modellparameter demographisch sinnvoll
interpretiert werden. Zudem weist das multiexponentielle Modell im Vergleich zu Modellen,
die auf die Modellierung eines demographischen Parameters (wie z. B. das Mortalita¨ts-
gesetz von Heligman und Pollard) spezialisiert sind, eine geringere Anpassungstreue an
die originalen Daten auf. Neben der Modellierung der altersspezifischen Sterberaten und
-wahrscheinlichkeiten ko¨nnen mit dem multiexponentiellen Modell auch todesursachenspezi-
fische Sterberaten und -wahrscheinlichkeiten nach dem Alter modelliert werden [30, 185, 186].
In der Vergangenheit sind sowohl Wachstumsgesetze fu¨r die Bevo¨lkerung als auch fu¨r die
Mortalita¨t mit großer U¨berzeugung gesucht und unterstellt worden. Jedoch haben bereits
die Vertreter der ersten modernen Ansa¨tze zur Bevo¨lkerungsprognose (vgl. Abschnitt 3.1.2
ab Seite 27) Zweifel an lang anhaltenden Mortalita¨tsgesetzen gea¨ußert [303]. Zwar ko¨nnen
Mortalita¨tsgesetze aufgrund der verfu¨gbaren Rechnerleistung relativ einfach praktisch an-
gewendet werden, allerdings kann es sich als schwierig erweisen, u¨berhaupt ein geeignetes
Mortalita¨tsgesetz zu finden, das die Originaldaten der Basisperiode mit einer hohen Anpas-
sungstreue nachbildet. Deshalb werden Mortalita¨tsgesetze in der Gegenwart auch eher selten
zur Mortalita¨tsprognose herangezogen. Zumal sie im Vergleich zu anderen Methoden relativ
viele Modellparameter einschließen, ohne dabei die Prognosegu¨te signifikant zu erho¨hen. So
prognostiziert z. B. das Lee-Carter Modell [50, 157] (vgl. Abschnitt 5.2.1 ab Seite 84) die
Sterblichkeit mit nur 3 Modellparametern, die alle sinnvoll interpretiert werden ko¨nnen, wo-
hingegen das Modell von Little und Rogers [239] 9 Modellparameter einschließt, die nicht
alle demographisch sinnvoll interpretiert werden ko¨nnen. Folglich sind Mortalita¨tsgesetze aus
der Gegenwart in ihrem Aufbau komplexer, aber in ihrer Prognose nicht signifikant genauer
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als vergleichbare Standardmodelle zur Mortalita¨tsprognose. Zudem nutzen Mortalita¨tsgeset-
ze ausschließlich die vergangene Sterblichkeitsentwicklung bei der Prognose der Sterblichkeit,
sodass auch sie keine zusa¨tzlichen Informationen (wie z. B. aus der Medizin) beru¨cksichtigen.
Relationales Modell von Brass
Das relationale Modell zur Mortalita¨tsprognose von Brass aus den 1970ern [37, 38] prognos-
tiziert einen (logit-transformierten)15 Sterbetafelverlauf Yx nach dem Alter x u¨ber einen li-
nearen funktionalen Zusammenhang mit einem (logit-transformierten) Standard- oder Mo-
dellsterbetafelverlauf Y ∗x (vgl. Formeln 5.8 und 5.9 und Abschnitt 5.2.2 ab Seite 95).
Yx = α+ βY
∗
x (5.8)
Yx = logit(1− lx) = 0, 5 ln 1− lx
lx
(5.9)
Zur Bestimmung dieses linearen funktionalen Zusammenhangs werden zwei Modellpa-
rameter, α und β, und ein logit-transformierter Standardsterbetafelverlauf, Y ∗x , beno¨tigt.
Der Standardsterbetafelverlauf gibt einen allgemeinen Sterbetafelverlauf vor, der durch
die beiden Modellparameter α und β im Sterblichkeitsniveau und in der Verteilung der
Sterblichkeit u¨ber das Alter vera¨ndert werden kann [104, 197, 221, 273].
Zur Mortalita¨tsprognose werden logit-transformierte Sterbetafelverla¨ufe aus einer
Basisperiode mit dem relationalen Modell von Brass an einen logit-transformierten
Standardsterbetafelverlauf angepasst. Brass [37] schla¨gt vor, den zum Zeitpunkt der Pro-
gnoseerstellung aktuellen Sterbetafelverlauf als Standardsterbetafelverlauf zu verwenden.
Bei der Anpassung des relationalen Modells an die Daten der Basisperiode entsteht jeweils
eine Zeitreihe fu¨r die Modellparameter α und β, die dann mit einem geeigneten Verfahren
extrapoliert werden kann. Anschließend werden diese prognostizierten Werte fu¨r die beiden
Modellparameter α und β in das relationale Modell von Brass eingesetzt, um zuku¨nftige
Werte der logit-transformierten Sterbetafelverla¨ufe fu¨r die einzelnen Projektionsintervalle
des Projektionshorizonts zu erhalten.
Das relationale Modell von Brass ist ein relativ einfaches Modell, dass dazu geeignet ist,
grobe Vera¨nderungen im Sterblichkeitsverlauf zwischen zwei Bevo¨lkerungen u¨ber die Zeit
15(vgl. Abschnitt 5.1 auf Seite 81)
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mit nur zwei Modellparametern zu beschreiben [220]. Doch je gro¨ßer die Abweichungen des
beobachteten Sterbetafelverlaufs vom Standardsterbetafelverlauf sind, desto weniger wird
die Annahme ihres linearen Zusammenhangs erfu¨llt. Demnach kann das relationale Modell
von Brass nicht alle in der Realita¨t auftretenden Variationen im Sterblichkeitsniveau und in
der Sterblichkeitsverteilung u¨ber das Alter einfangen [197].
Das originale relationale Modell von Brass ist einige Male um zusa¨tzliche Modellparameter
erweitert worden, um eine noch bessere Anpassung an die Originaldaten der Basisperiode
und eine noch ho¨here Vorhersagekraft bei der Mortalita¨tsprognose zu erreichen [104, 197].
Age-Period-Cohort Modelle
Age-Period-Cohort Modelle (kurz APC Modelle) passen meist ein Regressionsmodell mit drei
additiv verbundenen Koeffizienten, die Effekte im Alter, in der Periode und in der Kohorte
repra¨sentieren, an logarithmierte alters- und zeitspezifische Sterberaten aus der Basisperiode
an, um diese dann damit zu prognostizieren. Jedoch ko¨nnen die Koeffizienten nicht eindeutig
identifiziert werden, da es anstatt einer einzigen unendlich viele Lo¨sungen fu¨r ein APC Modell
gibt [58, 276]. Generell werden APC Modelle eher selten zur Mortalita¨tsprognose herangezo-
gen, jedoch werden sie im Bereich der Epidemiologie zur Analyse der Sterblichkeit einzelner
Todesursachen verwendet [52, 57, 58].
5.2.2. Ansa¨tze mit Zielverteilungen
Neben der Extrapolation gibt es Ansa¨tze zur Mortalita¨tsprognose, die eine Sterblichkeits-
verteilung u¨ber das Alter fu¨r ein bestimmtes Zieljahr fest vorgeben. Die Auswahl bzw. Ge-
nerierung dieser Zielverteilung bestimmt den konkreten Ansatz. Das Erreichen der jeweils
gewa¨hlten Zielverteilung kann mit verschiedenen Methoden wie z. B. der Extrapolation (vgl.
Abschnitt 5.2.1 ab Seite 83), Interpolation,16 Expertenmeinung oder auch mit einer Mischung
diverser Methoden erfolgen.
Fortgeschrittenere Bevo¨lkerung als Referenz
Einer dieser Ansa¨tze mit Zielverteilungen geht von der Annahme aus, dass die Sterblichkeit
der zu betrachtenden Bevo¨lkerung der Sterblichkeit einer fortgeschritteneren Bevo¨lkerung
16Mit der Methode der Interpolation ko¨nnen Werte zwischen zwei vorgegebenen Punktwerten (wie hier die
Werte der Start- und der Zielverteilung) funktional bestimmt werden.
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folgt. Dabei kann die Sterblichkeit der zu betrachtenden Bevo¨lkerung dem gleichen Entwick-
lungspfad folgen (wie ihn die Sterblichkeit der fortgeschritteneren Bevo¨lkerung durchlaufen
hat) oder sie kann sich dem Sterblichkeitsniveau einer ausgewa¨hlten Zielverteilung auf einem
eigenen Entwicklungspfad anpassen.
Fu¨r eine konkrete Anwendung dieses Ansatzes muss zuna¨chst eine geeignete fortgeschrit-
tenere Bevo¨lkerung bestimmt werden wie auch der Abstand zwischen der Sterblichkeitsent-
wicklung der zu betrachtenden und der ausgewa¨hlten fortgeschritteneren Bevo¨lkerung. Dafu¨r
ko¨nnen sowohl sozioo¨konomische und kulturelle Faktoren wie auch der Entwicklungsstand
der Medizin oder auch die Verteilung der Haupttodesursachen vergleichend in beiden
Bevo¨lkerungen betrachtet werden. Anschließend muss der Entwicklungspfad der Sterb-
lichkeit der zu betrachtenden Bevo¨lkerung genau festgelegt werden. Hierfu¨r gibt es keine
feste Vorgabe. Der prognostizierte Sterblichkeitsverlauf der zu betrachtenden Bevo¨lkerung
kann z. B. zeitversetzt exakt dem Sterblichkeitsverlauf der fortgeschritteneren Bevo¨lkerung
entsprechen oder mit einer Interpolation zwischen Start- und Zielverteilung der Sterblichkeit
ermittelt werden [220, 256].
Die praktische Umsetzung dieses Ansatzes zur Mortalita¨tsprognose birgt einige Probleme.
So hat der Prognostiker kaum feste Vorgaben an die er sich bei einer Prognose mit diesem
Ansatz halten kann. Dabei ist die Wahl einer geeigneten fortgeschritteneren Bevo¨lkerung
schwierig wie auch die Prognose der Entwicklung des Abstands der Sterblichkeitsverteilungen
beider Bevo¨lkerungen. Diese Problematik wird noch versta¨rkt durch die unterschiedlichen
Gru¨nde, die meistens fu¨r die Sterblichkeitsentwicklung beider Bevo¨lkerungen verantwortlich
waren, sind und sein werden. Positiv hervorzuheben ist die Mo¨glichkeit bei diesem Ansatz
auch zusa¨tzliche Informationen (wie z. B. aus der Medizin) indirekt in die Prognose einfließen
zu lassen.
Modellsterbetafel als Referenz
Ein weiterer Ansatz zur Mortalita¨tsprognose dieser Kategorie nutzt eine Modellsterbetafel
als Zielverteilung fu¨r die zu betrachtende Bevo¨lkerung.
Ein System von Modellsterbetafeln, das derzeit am ha¨ufigsten verwendet wird, ist von
Coale und Demeny [59, 60] in der zweiten Ha¨lfte des 20. Jahrhunderts entwickelt worden. Das
Modellsterbetafelsystem von 1983 unterscheidet jeweils 25 verschiedene Sterblichkeitsniveaus
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in insgesamt vier unterschiedlichen Sterblichkeitsverteilungen oder Mustern (Nord, Su¨d, Ost
und West). Jedes dieser 25 Sterblichkeitsniveaus pro Muster wird durch den Mortalita¨tspa-
rameter fernere Lebenserwartung im Alter 10, e10, repra¨sentiert.
17 Deutschland fa¨llt in das
Muster Ost, das durch eine relativ hohe Sa¨uglings- und Kleinkindsterblichkeit und eine
relativ hoch ansteigende Sterblichkeit ab dem Alter 50 gekennzeichnet ist.
Fu¨r eine Mortalita¨tsprognose mit diesem Ansatz muss der Prognostiker sowohl das
zuku¨nftige Niveau des Mortalita¨tsparameters e10 als auch das Muster der Sterblichkeit der
zu betrachtenden Bevo¨lkerung bestimmen. Es gibt keine festen Vorgaben fu¨r diese beiden
Arbeitsschritte. Demnach kann e10 fu¨r das Zieljahr mit jeder geeigneten Methode wie z. B.
der Extrapolation, der Interpolation oder auch der Expertenmeinung prognostiziert werden.
Bei der Wahl des Musters der Sterblichkeit kann sich der Prognostiker an der vergangenen
Entwicklung der Sterblichkeitsverteilung oder auch an der eines Landes mit a¨hnlichen
mortalita¨tsbedingenden Strukturen orientieren. Wenn der zuku¨nftige Wert fu¨r e10 und das
zuku¨nftige Muster der Sterblichkeit der zu betrachtenden Bevo¨lkerung bestimmt sind, kann
die entsprechende Modellsterbetafel mit altersspezifischen Sterbewahrscheinlichkeiten als
Zielverteilung der Sterblichkeit eingesetzt werden [220, 221, 273].
Die Vereinten Nationen [284] haben ein anderes Modellsterbetafelsystem vorgeschlagen,
das gerade auch Sterblichkeitsentwicklungen fu¨r Entwicklungsla¨nder widerspiegeln soll.
Sie unterscheiden die vier Regionen Lateinamerika, Chile, Su¨dasien und Ferner Osten
sowie ein generelles Muster. Jedes Sterblichkeitsniveau einer Region wird durch den
Mortalita¨tsparameter Lebenserwartung bei Geburt, e0, repra¨sentiert. Die Vorgehensweise
fu¨r eine Mortalita¨tsprognose bleibt auch mit diesen Modellsterbetafeln unvera¨ndert [221, 273].
Problematisch ist die Anwendung dieses Ansatzes, wenn das zuku¨nftige Sterblichkeitsni-
veau der zu betrachtenden Bevo¨lkerung nicht im zu verwendenden Modellsterbetafelsystem
enthalten ist, sprich wenn das zuku¨nftige Sterblichkeitsniveau der zu betrachtenden Bevo¨lke-
rung die enthaltenen Sterblichkeitsniveaus des Modellssterbetafelsystems unter- oder u¨ber-
schreitet. A¨hnlich verha¨lt es sich mit der zuku¨nftigen Sterblichkeitsverteilung der zu be-
trachtenden Bevo¨lkerung; ist diese im Modellsterbetafelsystem nicht enthalten, so wird die
Prognose ungenau [197, 221]. Um diese Probleme zu umgehen wird dieser Ansatz meist
17Die Sterblichkeitsniveaus eines Musters reichen von einer Lebenserwartung bei Geburt von 20 bis 80 in 2,5er
Schritten, so dass daraus insgesamt 25 Niveaus resultieren.
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zur Prognose der Sterblichkeit fu¨r Bevo¨lkerungen von Entwicklungsla¨ndern verwendet. Eine
weitere Schwa¨che liegt in der Verwendeung des Mortalita¨tsparameters Lebenserwartung bei
Geburt (e0) oder im Alter 10 (e10) als Repra¨sentant fu¨r eine Sterblichkeitsverteilung und ein
Sterblichkeitsniveau (vgl. Abschnitt 5.1 auf Seite 81).
Optimale Sterbetafel als Referenz
Anstatt einer Modellsterbetafel nutzt ein weiterer Ansatz zur Mortalita¨tsprognose eine so
genannte optimale Sterbetafel als Zielverteilung der Sterblichkeit einer zu betrachtenden
Bevo¨lkerung. Damit verbunden ist die Frage, wie weit die Sterblichkeit in jedem Alter
tatsa¨chlich sinken kann (vgl. Abschnitt 5.2.3 ab Seite 98).
Bei diesem Ansatz wird demnach eine optimale Sterbetafel erstellt, indem die ho¨chsten,
u¨berhaupt mo¨glichen Verbesserungen in der Sterblichkeit angenommen werden. So kann
eine optimale Sterbetafel z. B. aus den niedrigsten, in den verschiedenen La¨ndern der
Erde vorkommenden altersspezifischen Sterbewahrscheinlichkeiten oder aber auch aus den
altersspezifischen Sterbewahrscheinlichkeiten des Landes mit der geringsten Sterblichkeit
bestehen.18 Nachdem diese optimale Zielverteilung der Sterblichkeit fu¨r die zu betrachtende
Bevo¨lkerung festgelegt worden ist, muss anschließend der Entwicklungspfad der Sterblichkeit
von der Start- zur Zielverteilung mit einer geeigneten Methode wie z. B. der Interpolation
bestimmt werden [220].
A¨hnlich wie bei den anderen beiden Ansa¨tzen mit einer Zielverteilung fu¨r die Sterblich-
keit gibt es kaum feste Vorgaben zur Durchfu¨hrung der einzelnen Arbeitsschritte fu¨r einen
Prognostiker. Zudem ist hier die Erstellung der Zielverteilung in Form einer optimalen Ster-
betafel in der Zukunft besonders vage, da entweder ausschließlich theoretische U¨berlegungen
oder auch die niedrigsten Sterberaten in einzelnen Altern aus verschiedenen Bevo¨lkerungen
zum Zeitpunkt der Prognoseerstellung herangezogen werden ko¨nnen. Positiv ist jedoch die
mo¨gliche Beru¨cksichtigung zusa¨tzlicher Informationen wie beispielsweise erkla¨render Theori-
en zum Eingriff in den menschlichen Alterungsprozess in der Zukunft herauszustellen.
18Daneben ko¨nnen z. B. auch die beobachteten Sterbewahrscheinlichkeiten optimaler Subpopulationen zur
Konstruktion einer optimalen Sterbetafel verwendet werden, die besonders gu¨nstigen, mortalita¨tssenkenden
und damit lebensverla¨ngernden Lebensbedingungen ausgesetzt sind. So ist beispielsweise die Sterblichkeit
aktiver kalifornischer Mormonen deutlich geringer als die der (weißen) Allgemeinbevo¨lkerung in den USA
[80, 183].
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5.2.3. Multikausale Ansa¨tze
Mortalita¨tsprognose mit U¨berlegungen zur Langlebigkeit
Es gibt seit langer Zeit eine wissenschaftliche Diskussion u¨ber die Langlebigkeit von
Menschen in der Demographie. Dabei spielt die Frage nach der maximal zu erreichenden
Lebensdauer (fu¨r ein Individuum oder im Durchschnitt fu¨r eine ganze Bevo¨lkerung) eine
zentrale Rolle. Mindestens zwei Positionen sind in dieser Diskussion zu unterscheiden: So
scha¨tzt eine Gruppe von Wissenschaftlern, die sich bei Mortalita¨tsprognosen vornehmlich
auf evolutionsbiologische Argumente stu¨tzt, ein Ansteigen der Lebenserwartung bei Geburt
auf u¨ber 85 bei Ausbleiben sensationeller medizinischer Innovationen zum Eingreifen in
den menschlichen Alterungsprozess als unwahrscheinlich ein. Daru¨ber hinaus schließen sie
sogar einen Ru¨ckgang der zuku¨nftigen Lebenserwartung bei Geburt aufgrund bestimmter
aktueller Gesundheitstrends (wie z. B. Adipositas) in den Bevo¨lkerungen der Industriela¨nder
nicht ganz aus [49, 206]. Im Gegensatz dazu ha¨lt die Gruppe von Wissenschaftlern, die sich
vornehmlich auf die empirisch messbare Sterblichkeitsentwicklung bezieht, die Fortfu¨hrung
des in der Vergangenheit beobachteten, ansteigenden Trends der Lebenserwartung bei
Geburt in der Zukunft fu¨r wahrscheinlich [312]. Damit kann die Lebenserwartung bei
Geburt noch in diesem Jahrhundert auf u¨ber 100 ansteigen [201]. Die Vertreter dieser
Positionen stimmen darin u¨berein, dass die Sterblichkeit in den Altern in der Zukunft sinken
kann, jedoch unterscheiden sie sich in ihren Annahmen u¨ber das Ausmaß, den Verlauf, die
Geschwindigkeit und die dahinterliegenden Prozesse dieser Mortalita¨tsreduktion.19
Die Empiriker gehen bei einer Mortalita¨tsprognose davon aus, dass die in der Vergan-
genheit observierten Trends in die Zukunft u¨bertragen und extrapoliert werden sollten
[201, 296, 297, 301]. So ist die Lebenserwartung bei Geburt in den La¨ndern mit der niedrigs-
ten Mortalita¨t in den letzten 160 Jahren linear um 3 Monate pro Jahr oder auch um 2,5 Jahre
pro Dekade gestiegen. Bei Fortschreibung dieses linearen Trends wu¨rde eine Lebenserwartung
bei Geburt von 100 bereits nach 60 Jahren erreicht werden. Der unverminderte Anstieg
der Lebenserwartung bei Geburt in der Zukunft sei vornehmlich durch die seit 1950 bzw.
versta¨rkt seit 1970 einsetzende Reduktion der Sterblichkeit in den ho¨chsten Altern, also ab
19Nachfolgend werden die Vertreter dieser beiden Positionen als Wissenschaftler, die sich vornehmlich auf
evolutionsbiologische Argumente stu¨tzen, bzw. als Empiriker bezeichnet; diese Bezeichnung stellt keine klare
Trennung nach ausschließlich zu verwendenden Faktoren zur Erkla¨rung der Sterblichkeitsentwicklung fu¨r
die Vertreter der jeweiligen Position dar; vielmehr dient sie in dieser Arbeit zur einfachen Unterscheidung
der Vertreter beider Positionen.
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dem Alter 80, durch z. B. biomedizinische Fortschritte zu erkla¨ren. Die Empiriker sprechen
sich sowohl gegen Unsterblichkeit als auch gegen eine (naheliegende) obere Grenze fu¨r die
Lebenserwartung bei Geburt aus. Ihre Annahme begru¨nden sie neben dem beobachteten
linearen Langzeittrend damit, dass in der Vergangenheit schon oft ultimative Level fu¨r die
Lebenserwartung bei Geburt aufgestellt und kurze Zeit nach ihrer Vero¨ffentlichung bereits
erreicht und auch u¨berschritten worden sind.20 Eine weitere Besta¨tigung fu¨r ihre Annahmen
finden die Empiriker in der empirisch nicht nachweisbaren Korrelation zwischen der Ho¨he
der Mortalita¨t und dem Ausmaß ihrer Reduktion. Wenn es ein Limit ga¨be, so mu¨sste
ihrer Meinung nach der Ru¨ckgang der Mortalita¨t in La¨ndern, die sich na¨her an der oberen
Grenze fu¨r die Lebenserwartung bei Geburt befinden, niedriger sein als fu¨r La¨nder, die
noch weiter von dieser Grenze entfernt sind. Daher werden Mortalita¨tsprognosen, die sowohl
eine verlangsamte Reduktion als auch ein ultimatives Niveau fu¨r die Sterblichkeit anneh-
men, von den Empirikern als fehlerhaft bewertet, da sie nicht nur den zuku¨nftigen Anstieg
der Lebenserwartung bei Geburt, sondern auch die zuku¨nftige Zahl der A¨lteren unterscha¨tzen.
Wissenschaftler, die sich bei der Mortalita¨tsprognose auf evolutionsbiologische Argumente
stu¨tzen, scha¨tzen die (unendliche) Extrapolation vergangener Mortalita¨tsentwicklungen in
die Zukunft als mathematisch korrekt, aber als (evolutions)biologisch unplausibel ein [204].
Sie gehen davon aus, dass Unsterblichkeit nicht im Genom des Menschen angelegt sei.
Vielmehr sei die Vergreisung des Menschen ein Nebenprodukt der Evolution, die prima¨r
Gene zur Gesundheit und Vitalita¨t zur Erreichung der Geschlechtsreife, der Reproduktion
und fu¨r die Aufzucht des Nachwuchses in einem natu¨rlichen Selektionsprozess herausge-
bildet habe.21 Folglich sei die Vergreisung von der Evolution nicht intendiert, sodass die
Lebenserwartung bei Geburt durch Ausbleiben to¨dlicher Bedrohungen aus der Umwelt und
durch medizinische Eingriffe in den menschlichen Alterungsprozess zwar steigen aber nicht
unendlich werden ko¨nne [49, 203]. Deshalb gehen die Vertreter dieser Perspektive bei einer
Mortalita¨tsprognose davon aus, dass die zuku¨nftige Entwicklung der Mortalita¨t von der
vergangenen und gegenwa¨rtigen Entwicklung abweicht. Sie untermauern diese Annahme,
20So listen Oeppen und Vaupel [201] zahlreiche in der Vergangenheit aufgestellte Limits fu¨r die Lebenserwar-
tung bei Geburt auf — angefangen 1921 von Dublin bis in die Gegenwart von Olshansky et al. —, die
bereits zum Zeitpunkt der Vero¨ffentlichung oder einige Jahre danach u¨berschritten worden sind.
21In diesem Zusammenhang ist auch die Theorie der antagonistischen Pleiotropie von Williams [311] zu
nennen, die u. a. besagt, dass scha¨dliche Auswirkungen von Genen nach der Reproduktionsphase nicht
selektiert werden ko¨nnen, insbesondere wenn diese Gene vor und in der reproduktiven Phase (fu¨r die
Fortpflanzung) vorteilhaft sind.
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indem sie die unterschiedlichen altersspezifischen Mortalita¨tsreduktionen im Verlauf des
20. Jahrhunderts anfu¨hren: Wa¨hrend der Anstieg der Lebenserwartung bei Geburt in
der ersten Ha¨lfte hauptsa¨chlich auf den Ru¨ckgang der Sa¨uglings- und Mu¨ttersterblichkeit
zuru¨ckzufu¨hren ist, tra¨gt in der zweiten Ha¨lfte hauptsa¨chlich die zunehmende Bedeutung de-
generativer Krankheiten im Alter dazu bei. Die zuku¨nftige Entwicklung der Mortalita¨t kann
insofern von der vergangenen und gegenwa¨rtigen Entwicklung abweichen, als dass tatsa¨chlich
Mo¨glichkeiten gefunden werden, in den menschlichen Alterungsprozess einzugreifen. Jedoch
stehen sie einem entscheidenden Fortschritt in der Gentechnik zur wesentlichen Erho¨hung
der Lebenserwartung bei Geburt skeptisch gegenu¨ber [206].
Vallin und Mesle´ [286] zeigen 2009 in einer erneuten umfassenden Untersuchung (unter
Einschluss verschiedener Datenquellen), dass die maximale Lebenserwartung bei Geburt seit
1750 einem stu¨ckweise linearen Trend mit jeweils unterschiedlich hohen Anstiegen anstatt
einem einheitlichen linearen Anstieg (wie ihn Oeppen et al. [201] beobachtet haben) folgt.
Der Trend eines jeden Abschnitts kann mit medizinischen, sozialen und o¨konomischen
Entwicklungen begru¨ndet werden. Zudem wird auch hier die zeitliche Verschiebung des
Beitrags bestimmter Alter zur Erho¨hung der Lebenserwartung bei Geburt deutlich. Demnach
findet heute der gro¨ßte Mortalita¨tsru¨ckgang in den hohen Altersstufen statt, jedoch hat
dieser Fortschritt einen weitaus geringeren Effekt auf die Lebenserwartung bei Geburt als
ein (ebenso großer absoluter) Mortalita¨tsru¨ckgang in jungen Altern.22 Folglich sprechen sich
die Autoren fu¨r einen ho¨chstwahrscheinlich verlangsamten Anstieg der Lebenserwartung bei
Geburt in der Zukunft aus, wenn nicht eine neue, schwer vorstellbare, bahnbrechende Ent-
wicklung eine Beschleunigung bewirke. Demnach sei die bloße Extrapolation des historischen
Langzeittrends zu optimistisch.
Eine gesonderte Stellung nimmt die Diskussion u¨ber die Existenz einer oberen Grenze
fu¨r die Lebenserwartung bei Geburt ein. Vertreter beider Positionen sind sich u¨ber die
Unsicherheit der zuku¨nftigen Entwicklung der Mortalita¨t bewusst [124] und ziehen unter-
schiedliche Argumente zur Generierung der Annahmen fu¨r die zuku¨nftige Lebenserwartung
22Vaupel [294] zeigt in diesem Zusammenhang, dass jung versterbende Personen zwar mehr Lebensjahre
verlieren als a¨ltere versterbende Personen. Gleichwohl kann aber eine Reduktion der Sterbefa¨lle um einen
bestimmten Prozentsatz in der Summe mehr Lebensjahre bei A¨lteren sparen als bei Ju¨ngeren, da in ho¨heren
Altern deutlich mehr Sterbefa¨lle stattfinden als in ju¨ngeren Altern. Insofern sollte die Bedeutung des
Sterblichkeitsru¨ckgangs in den hohen Altersstufen bei der Erho¨hung der Lebenserwartung (bei Geburt)
nicht unterscha¨tzt werden.
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bei Geburt heran. Die Vertreter der evolutionsbiologischen Perspektive sprechen sich fu¨r
eine obere Grenze aus, die durch einen verlangsamten Anstieg in der (nahen) Zukunft
erreicht werden ko¨nne. Dies begru¨nden sie mit den bereits oben aufgefu¨hrten theoretischen
U¨berlegungen u. a. zur Evolution. Daraus schließen sie, dass die Lebenserwartung bei Geburt
einen bestimmten Wert nicht u¨berschreite, sofern keine lebensverla¨ngernden Eingriffe in den
menschlichen Alterungsprozess durch medizinische, gentechnische Innovationen durchgefu¨hrt
werden ko¨nnen [49, 317]. Im Gegensatz dazu zeigen die Empiriker anhand empirischer
Daten, dass bisher keine obere Grenze fu¨r die Lebenserwartung bei Geburt erreicht worden
ist. So sinken in etlichen Industriela¨ndern die Sterberaten stetig und in den hohen Altern
findet seit 1970 sogar ein beschleunigender Ru¨ckgang der Sterblichkeit statt. Auch die
empirisch nicht nachweisbare Korrelation zwischen der Ho¨he der Mortalita¨tsreduktion
und dem Mortalita¨tsniveau wird als ein weiteres Indiz dafu¨r angesehen, dass sich der
gegenwa¨rtige Wert der Lebenserwartung bei Geburt nicht in der Na¨he einer oberen Grenze
befindet [124, 224, 296, 297, 299, 316]. Daru¨ber hinaus steigt die maximale individuelle
Lebensdauer in etlichen Industriela¨ndern seit u¨ber 100 Jahren und in letzter Zeit sogar
versta¨rkt (linear) an [312, 313, 316]. Daru¨ber hinaus wird auch dem Lebensstil mit der
vermehrt bewussten Vermeidung gesundheitsgefa¨hrdender Risikofaktoren ein bedeutender
Einfluss auf die Erho¨hung der zuku¨nftigen Lebenserwartung bei Geburt zugeschrieben [183].
Daraus schließen die Empiriker generell, dass keine obere Grenze fu¨r die Lebenserwartung
bei Geburt in naher Zukunft erreicht wu¨rde. Die Annahme, dass es keine (naheliegende)
obere Grenze gibt, hieße jedoch nicht, dass die Sterblichkeit abrupt auf 0 sinke und damit
Unsterblichkeit vorherrsche. Vielmehr bedeute dies, das die Lebenserwartung bei Geburt
weiter ansteigen ko¨nne [312]. Generell ko¨nne aber auch aufgrund der geringen Datenbasis
insbesondere in den hohen Altern solch eine obere Grenze nicht ga¨nzlich ausgeschlossen
werden. Wenn es demnach ein Limit ga¨be, ko¨nne sich dieses mit der Zeit durch z. B.
medizinische, gentechnische Innovationen oder auch durch bestimmte Verhaltensa¨nderungen
vera¨ndern bzw. in ein jeweils noch ho¨heres Alter verschieben [316, 298].
Zusammenfassend kann festgehalten werden, dass sich die Positionen letztlich gar nicht
so stark voneinander unterscheiden. Wa¨hrend die Empiriker davon u¨berzeugt sind, dass die
Lebenserwartung bei Geburt durch medizinische Innovationen in der Zukunft wie in der
Vergangenheit weiter ansteigen wird, schwa¨chen die Vertreter der evolutionsbiologischen
Perspektive diese Aussage ab, indem sie sagen, dass wenn medizinische Innovationen stattfin-
den, die Lebenserwartung bei Geburt weiter steigen kann. Gibt es jedoch keine medizinischen
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Innovationen, so erreicht die Lebenserwartung bei Geburt aus evolutionsbiologischer Per-
spektive eine (naheliegende) obere Grenze, die aus Sicht der Empiriker noch lange nicht
erreicht ist. Eine wissenschaftlich fundierte und sachkundige Diskussion zu diesem Thema
ist allein mit der Demographie nicht zu bewerkstelligen. Die Demographie kann lediglich
statistische Maßzahlen zur Mortalita¨t und damit zur Langlebigkeit in der Vergangenheit und
Gegenwart liefern. Daru¨ber hinaus ist die rein demographische Diskussion u¨ber die zuku¨nftige
Entwicklung der Langlebigkeit eher spekulativ, da sie zusa¨tzliche Informationen u. a. aus
der Biologie, Systembiologie, Medizin und Gerontologie bedarf, die selbst in der Gegenwart
zu diesem Thema noch auf dem Stand der Entwicklung und Forschung sind [65, 203, 204].
Die Diskussion u¨ber die Langlebigkeit der Menschen hat insbesondere mit der Aufdeckung
des menschlichen Genoms an Fahrt gewonnen. Jedoch gestalten sich die Fortschritte in
der Biologie und Systembiologie schleppend, sodass die seit der Entdeckung gemachten
Erwartungen an die Hilfe in der Medizin bislang noch nicht erfu¨llt werden konnten. So
reicht die Kenntnis der DNS (Desoxyribonukleinsa¨ure) und ihrer einzelnen Bestandteile
wie z. B. Gene und die mit ihnen zu generierenden Proteine nicht aus. Vielmehr wird ein
umfassendes Versta¨ndnis des komplexen lebenden Systems Mensch von den Genen bis zum
gesamten Organismus beno¨tigt, um fundierte Mutmaßungen u¨ber die Langlebigkeit anstellen
zu ko¨nnen [199]. Wenn demnach keine zusa¨tzlichen gesicherten Informationen aus relevanten
Fachbereichen vorliegen, bleibt bei einer Sterblichkeitsprognose lediglich der Zugriff auf die
empirisch messbare Sterblichkeitsentwicklung in der Vergangenheit und Gegenwart. Bereits
Pritchett ([222], S. 278) hat 1891 festgestellt, dass dadurch die Genauigkeit einer Prognose
nicht unbedingt geschma¨lert werden muss, wenn nur die (zum Zeitpunkt der Prognoseerstel-
lung nicht ganz verstandenen) Bedingungen der Sterblichkeitsentwicklung weiterhin anhalten.
Fu¨r die Generierung von Moratlita¨tsannahmen sind dieser Diskussion zwei Alternativen zu
entnehmen: Einerseits die Extrapolation vergangener Trends in die Zukunft und andererseits
die Abschwa¨chung vergangener Trends in der na¨heren Zukunft bis zu einem ultimativen
Niveau.
Mortalita¨tsprognose mit Beru¨cksichtigung von Todesursachen
Wie die Diskussion u¨ber die Langlebigkeit des Menschen (vgl. Abschnitt 5.2.3 ab Seite
98) bereits gezeigt hat, ist ab der zweiten Ha¨lfte des 20. Jahrhunderts eine zunehmen-
de demographische Alterung in etlichen Industriela¨ndern beobachtet worden. Wa¨hrend
anfangs die Reduktion der Sterblichkeit in allen Altern beobachtet werden konnte, ist
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mit der Zeit die Frage nach den Ursachen fu¨r diese Entwicklung aufgeworfen worden.
Dabei sollte die Disaggregation der gesamten Sterblichkeitsentwicklung nach dem Alter,
dem Geschlecht und nach einzelnen Todesursachen einen zusa¨tzlichen Erkenntnisgewinn
erbringen [11, 64, 97, 186, 220, 275].23
Die vergangene Entwicklung der Gesamtsterberate ist zwar relativ stabil und regelma¨ßig,
jedoch ist sie zu verschiedenen Zeiten von unterschiedlichen Haupttodesursachen bestimmt
bzw. dominiert worden [315]. Sofern der jeweils aus unterschiedlichen Entwicklungen
zusammengesetzte Haupttrend der Sterblichkeit nicht von seiner vergangenen Entwicklung
abweicht, ist eine Prognose der Gesamtsterblichkeit angebracht. Sofern jedoch die heterogene
Ursachenstruktur zu einer Abweichung der Gesamtsterblichkeit von ihrem bisherigen Trend
fu¨hrt, ko¨nnte die Prognose der Gesamtsterberate als Summe der todesursachenspezifischen
Sterberaten genauere Prognoseergebnisse generieren.
Mit der Beru¨cksichtigung der Todesursachenstruktur auf die Entwicklung der Gesamtsterb-
lichkeit ko¨nnen sowohl direkt die Effekte einzelner Todesursachen auf die Gesamtsterblichkeit
als auch indirekt die Auswirkungen einzelner Vera¨nderungen im Gesundheitsverhalten (oder
auch in der Wirksamkeit medizinischer Therapien) auf die Entwicklung der Sterblichkeit
einer Todesursache ermittelt werden [97, 275]. Beispielhaft sei hier an die Erho¨hung der
Lungenkrebssterblichkeit bei den Frauen durch den vermehrten Tabakkonsum in letzter
Zeit oder auch an den Ru¨ckgang des Geba¨rmutterhalskrebses durch vermehrte Pra¨vention
erinnert [51, 312]. Außerdem sollten die Ergebnisse der Prognose der Gesamtsterblichkeit
nicht mehr durch unberu¨cksichtigte Heterogenita¨t verzerrt werden, da nun die einzelnen
Ursachenkomponenten inform der Todesursachen separat betrachtet und zu einer Prognose
der Gesamtsterblichkeit addiert werden.
Jedoch ko¨nnen auch einige Probleme bei der Beru¨cksichtigung von Todesursachen in
einer Prognose der Gesamtsterblichkeit auftreten. So ist die vergangene Entwicklung der
todesursachenspezifischen Sterberaten weitaus weniger stabil und regelma¨ßig als die der
Gesamtsterberate [314, 315]. Daru¨ber hinaus erschwert die regelma¨ßige U¨berarbeitung des
international einheitlichen Systems zur Klassifizierung der Todesursachen und Krankhei-
23Thompson und Whelpton [281] oder auch Dublin und Lotka [76] haben bereits in der ersten Ha¨lfte des 20.
Jahrhunderts herausgestellt, dass bei einer Prognose der Sterblichkeit auch Krankheiten und Todesursachen
beru¨cksichtigt werden sollten.
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ten24 die konsistente Analyse der Sterblichkeit an einer Todesursache u¨ber die Zeit, da
mit der Herausgabe neuer Revisionen Krankheiten nicht mehr aufgefu¨hrt werden, durch
Ausdifferenzierung anders kodiert oder neu hinzukommen ko¨nnen [64, 220, 275]. Außerdem
ko¨nnen die Todesursachendaten nicht immer fehlerfrei erhoben werden. Im medizinischen
Teil eines Totenscheins muss (in der Bundesrepublik) vom Arzt eine Kausalkette vom
Grundleiden bis zur unmittelbar zum Tode fu¨hrenden Krankheit angegeben werden. Erste
Erfassungsunreinheiten ko¨nnen demnach durch a¨rztliche Fehldiagnosen [51] entstehen; zumal
die a¨rztliche Diagnose bei Sterbefa¨llen im ho¨heren Altern durch relativ ha¨ufig auftretende
Multimorbidita¨t erschwert wird, da immer nur ein Grundleiden angegeben werden kann.
Zusa¨tzliche Erfassungsprobleme ko¨nnen außerdem durch Fehlkodierungen des Grundleidens
in den zusta¨ndigen Statistika¨mtern entstehen.25 Um diesen Problemen zumindest teilweise
zu entgehen, sollten nur Haupttodesursachengruppen wie z. B. Erkrankungen des Kreislauf-
systems oder bo¨sartige Neubildungen verwendet werden. Aber auch unter der Annahme, alle
Todesursachen wu¨rden amtlich richtig erfasst werden, besteht immer noch das Problem der
so genannten konkurrierenden Risiken. Darunter ist eine Verzerrung der Prognoseergebnisse
der Gesamtsterblichkeit durch die unabha¨ngige Prognose der einzelnen todesursachenspezifi-
schen Sterberaten zu verstehen, obwohl die Todesursachen in der Realita¨t weder unabha¨ngig
sind noch unabha¨ngig voneinander betrachtet werden ko¨nnen [11, 33, 315, 319].
Generell sollte ein ideales Modell zur Prognose der Gesamtsterblichkeit alle relevanten
Einflussfaktoren beru¨cksichtigen. Sind jedoch nicht alle relevanten Einflussfaktoren in
einem entsprechenden Mortalita¨tsprognosemodell enthalten, ko¨nnen mo¨glicherweise auch
nicht alle Trendentwicklungen erkannt und in der Prognose beru¨cksichtigt werden. Eine
Mo¨glichkeit besteht nun darin, die Entwicklung der Gesamtsterblichkeit in ihre Teilent-
wicklungen zu zerlegen. Dazu kann die Gesamtsterblichkeit als Summe der Sterblichkeit
einzelner Todesursachen prognostiziert werden. Verschiedene (bereits oben besprochene)
Methoden ko¨nnen zur Prognose der todesursachenspezifischen Sterberaten verwendet werden.
Ha¨ufig kommt bei der Prognose der todesursachenspezifischen Sterberaten die Extra-
polation zum Einsatz. Allerdings ist eine Extrapolation der todesursachenspezifischen
Sterberaten nur geeignet, wenn die in der Vergangenheit aufgetretenen Trends auch in der
Zukunft weiter anhalten [315]. Folglich muss die extrapolierte Gesamtsterblichkeit nach
24ICD - International Classification of Diseases and Related Health Problems
25So werden in der aktuellen ICD 10 bis zu 13.000 Positionen unterschieden [245].
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Todesursachen nicht zwingend genauer sein als die Extrapolation der Gesamtsterblichkeit
allein. So ko¨nnen zum Zeitpunkt der Prognoseerstellung unerwartete Trendumkehrungen
mit einer reinen Extrapolation in der Vergangenheit beobachteter Trends nur ungenu¨gend
bzw. gar nicht antizipiert werden. Um solche zuku¨nftigen Trendumkehrungen antizipieren
zu ko¨nnen, mu¨ssen nicht nur vergangene empirische Entwicklungen, sondern z. B. auch
Annahmen zu relevantem Verhalten und medizinischen Innovationen und Therapien in eine
Prognose fu¨r einzelne Todesursachen mit einbezogen werden [315]. Finden keine unerwarteten
Trendumkehrungen statt, ist die Extrapolation der Sterblichkeit nach Todesursachen a¨hnlich
genau wie die der Gesamtsterblichkeit allein [186].
Die Untersuchung von Caselli [52] zeigt, dass die Extrapolation der Gesamtsterberate
als Summe der todesursachenspezifischen Sterberaten keinen entscheidenden Vorteil ge-
genu¨ber der Prognose der Gesamtsterberate allein erbringt. Zudem ist die Prognose der
Gesamtsterberate nach Todesursachen meist ho¨her bzw. pessimistischer als die Prognose der
Gesamtsterberate allein [52, 64, 314, 315]. So wird der anteilma¨ßig sinkende positive Effekt
in der Sterblichkeit u¨berdurchschnittlich sinkender Todesursachen (wie z. B. Unfa¨lle bei den
Jungen) durch den wachsenden negativen Effekt in der Sterblichkeit unterdurchschnittlich
sinkender oder sogar steigender Todesursachen (wie z. B. degenerative Krankheiten) u¨berla-
gert, sodass daraus ha¨ufig eine ho¨here kumulierte Gesamtsterblichkeit resultiert [314].
Um die Extrapolation der Gesamtsterblichkeit nach Todesursachen zu verbessern, schla¨gt
Crimmins [64] vor, die Einflussfaktoren einer jeden Todesursache zu rekapitulieren und sich
dementsprechend Trends von Basisperioden unterschiedlicher La¨nge herauszusuchen, die
diese Annahmen am besten widerspiegeln. Ha¨ufig wird dabei auf die zuletzt beobachteten
Trends zuru¨ckgegriffen werden.
Eine weitere Mo¨glichkeit zur Prognose der Gesamtsterblichkeit nach Todesursachen besteht
in der Verwendung eines Mortalita¨tsgesetzes. Aber auch hier wird wie bei der Extrapolation
die vergangene Entwicklung der Modellparameter mit einem geeigneten Zeitreihenmodell
fortgeschrieben, ohne zusa¨tzliche Informationen zu beru¨cksichtigen [186]. Demnach stellen
Mortalita¨tsgesetze keine Verbesserung bei der Prognose der Gesamtsterblichkeit nach
Todesursachen dar.
Grundsa¨tzlich gibt Alho [5] zu bedenken, dass bei einer Prognose der Gesamtsterblichkeit
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nach Todesursachen vermehrt Fehler durch Modellmissspezifikation und Missklassifikation
auftreten und das Ergebnis verzerren ko¨nnen. Daneben ist die Prognose der Mortalita¨t nach
Todesursachen gerade in den ho¨chsten Altern durch das vermehrte Auftreten von Multi-
morbidita¨t und der dadurch erschwerten Diagnose des zum Tode gefu¨hrten Grundleidens
problematisch. Das ist um so gravierender fu¨r die gesamte Mortalita¨tsprognose als dass
gerade in diesem Altersbereich das gro¨ßte Potential fu¨r eine Mortalita¨tsreduktion steckt [275].
Zusammenfassend ist festzuhalten, dass die Prognose der Gesamtsterblichkeit nach
Todesursachen nur dann genauere Ergebnisse als die Prognose der Gesamtsterblichkeit allein
generiert, wenn Vera¨nderungen in der Ursachenstruktur durch z. B. Trendumkehrungen
auftreten und diese durch geeignete Modellparameter eingefangen werden ko¨nnen. Die bisher
ha¨ufig angewendete Extrapolation der Gesamtsterblichkeit nach Todesursachen erbringt
keine genaueren Ergebnisse als die Extrapolation der Gesamtsterblichkeit allein, da sie
auch ausschließlich die in der Vergangenheit beobachteten Trends fortschreibt und keine
zusa¨tzlichen Informationen beru¨cksichtigen kann. Anstatt dessen entha¨lt die Prognose der
Gesamtsterblichkeit nach Todesursachen zusa¨tzlich Unsicherheit durch ho¨here Komplexita¨t.
Damit liefert sie weder einen methodischen noch einen inhaltlichen Vorteil gegenu¨ber der
Extrapolation der Gesamtsterblichkeit allein, wenn die Genauigkeit der Prognoseergebnisse
das ausschlaggebende Kriterium ist. Sofern es bei einer Prognose aber auch um weitere
Erkenntnisgewinne geht, also z. B. wie bedeutend bestimmte Todesursachen fu¨r die Ent-
wicklung der Gesamtsterblichkeit sind oder wie wichtig die Transparenz der getroffenen
Annahmen ist, so kann die Prognose der Gesamtsterblichkeit nach Todesursachen einen
entscheidenden Beitrag liefern [64, 97, 186, 275]. Jedoch muss dann eine Methode gefunden
werden, mit der zusa¨tzliche Informationen aus z. B. allgemein anerkannten biologischen
Theorien zum Alterungsprozess in der Zukunft beru¨cksichtigt werden ko¨nnen, damit die
Prognose der Sterblichkeit nach Todesursachen nicht nur genauere, sondern auch zusa¨tzliche
Erkenntnisse liefert [315].
Eine Mortalita¨tsprognose nach Todesursachen auf dem derzeitigen Entwicklungsstand ist
(wenn u¨berhaupt) eher fu¨r Kurz- als fu¨r Langzeitprognosen geeignet, da sie dann mit einer
ho¨heren Wahrscheinlichkeit von einem Fortdauern der jeweils bis dahin beobachteten Trends
ausgehen kann [11].
Dem Unterabschnitt Mortalita¨tsprognosen mit Todesursachen sind noch erga¨nzend der An-
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satz der Todesursachenelimination wie auch der Cause-Delay Ansatz zuzuordnen. Bei dem
Ansatz der Todesursachenelimination geht es um die grundlegende Frage, wie hoch die Le-
benserwartung bei Geburt wa¨re, wenn eine (oder mehrere) Todesursachen eliminiert werden
wu¨rden. Problematisch erweist sich dabei die Scha¨tzung der Sterbewahrscheinlichkeiten an
den verbleibenden Todesursachen, da dazu die (zu verhindernden) Sterbefa¨lle an der zu eli-
minierenden Todesursache auf die u¨brigen Todesursachen verteilt werden mu¨ssen.26 Aller-
dings ist die Sterblichkeit nach Todesursachen nicht fu¨r jede einzelne Todesursache separat
(bzw. isoliert) messbar, da die Todesursachen ausschließlich voneinander abha¨ngig auftre-
ten27 [182, 191]. Der Cause-Delay Ansatz analysiert dagegen, wie sich eine Verschiebung der
Sterbefa¨lle in ein ho¨heres Alter auf die Lebenserwartung bei Geburt auswirkt. Diese Her-
angehensweise ist im Vergleich zur Todesursachenelimination plausibler, da beispielsweise
eine gesu¨ndere Lebensweise oder auch eine wirksamere medizinische Behandlung den Tod
an einer Todesursache hinauszo¨gern kann. Daru¨ber hinaus mu¨ssen beim Cause-Delay An-
satz auch keine zu verhindernden Sterbefa¨lle, die aufgrund einer Todesursachenelimination
anfallen, auf u¨brige Todesursachen aufgeteilt werden, da sich nicht die Anzahl der Ster-
befa¨lle an den einzelnen Todesursachen, sondern lediglich der Zeitpunkt der Sterbefa¨lle an
den einzelnen Todesursachen vera¨ndert. Doch auch bei der Bestimmung der altersspezifi-
schen Sterbewahrscheinlichkeiten nach (zu verschiebenden) Todesursachen tritt das Problem
der konkurrierenden Risken auf. Eine Mo¨glichkeit zur Scha¨tzung der Sterbewahrscheinlich-
keiten in den Altern x an einer (zu verschiebenden) Todesursache besteht darin, jeweils die
Werte der Sterbewahrscheinlichkeiten aus vorherigen Altern x − n heranzuziehen. Die Ver-
wendung der Sterbewahrscheinlichkeitswerte ju¨ngerer Alter aus derselben Bevo¨lkerung hat
den Vorteil, dass die mortalita¨tsbedingenden Faktoren unvera¨ndert bleiben [182, 202, 256].
5.2.4. Sonstige Ansa¨tze
Neben den extrapolativen, interpolativen und erkla¨renden bzw. multikausalen Ansa¨tzen gibt
es sonstige Ansa¨tze, die in letzter Zeit im Bereich der Mortalita¨tsprognose an Bedeutung ge-
wonnen haben. Dazu za¨hlen z. B. bayesianische Ansa¨tze oder auch Ansa¨tze, die Tempoeffekte
in einer Mortalita¨tsprognose beru¨cksichtigen.
26Wu¨rden die zu verhindernden Sterbefa¨lle nicht auf andere Todesursachen aufgeteilt werden, wu¨rde fu¨r diese
Personen Unsterblichkeit angenommen werden.
27Hierbei handelt es sich um das Problem der konkurrierenden Risiken [191, 319].
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Bayesianische Ansa¨tze
Es gibt eine Vielzahl bayesianischer Ansa¨tze, die erst in den letzten Jahren im Bereich der
Mortalita¨tsprognose Beachtung finden.28 Bayesianische Ansa¨tze ko¨nnen einen Mortalita¨tspa-
rameter in Abha¨ngigkeit diverser Erkla¨rungsvariablen (bzw. Modellparameter) unter Beru¨ck-
sichtigung der Prognoseunsicherheit flexibel prognostizieren. So ko¨nnen bei der Generierung
der Annahmen fu¨r die Modellparameter quantitative und qualitative Informationen unter-
schiedlicher Quellen in der jeweiligen prior distribution variabel vereint werden. Dabei ko¨nnen
die Informationen aus den verfu¨gbaren Daten (likelihood) um zusa¨tzliche subjektive Exper-
tenmeinung (prior) erga¨nzt werden. Nach Einsetzen der Annahmen in die Modellgleichung
werden die zuku¨nftigen Werte des zu prognostizierenden Mortalita¨tsparameters in einer pos-
terior distribution ausgegeben (vgl. Formel 5.10). Die Prognoseunsicherheit wird sowohl u¨ber
die Wahrscheinlichkeitsverteilung der Modellparameter als auch u¨ber die Wahrscheinlichkeits-
verteilung der Ergebnisse widergespiegelt.
Posterior ∝ Likelihood · Prior (5.10)
Girosi und King [96, 97] oder auch Pedroza [212] nutzen beispielsweise bayesianische
Ansa¨tze zur Prognose der altersspezifischen Sterblichkeit.
Bayesianische Ansa¨tze schaffen prinzipiell eine gelungene Symbiose aus quantitativen und
zusa¨tzlichen qualitativen Informationen unter Beru¨cksichtigung der Prognoseunsicherheit in
entsprechenden Wahrscheinlichkeitsverteilungen fu¨r die Modellparameter und die jeweilige
Ergebnisgro¨ße. Damit ko¨nnen quasi alle verfu¨gbaren Informationen und subjektiven Annah-
men flexibel in einer Prognose integriert werden. Allerdings sind die bayesianischen Ansa¨tze
methodisch sehr anspruchsvoll und mit einem relativ hohen Datenaufwand verbunden. Au-
ßerdem versuchen auch diese Ansa¨tze alle Informationen in eine Funktionsgleichung zu inte-
grieren, wodurch die Vielfa¨ltigkeit eingeschra¨nkt werden kann.
Beachtung von Tempoeffekten in der Mortalita¨tsprognose
In der neueren Zeit sind U¨berlegungen zu Tempoeffekten in der Mortalita¨t aufgekommen
[29, 177]. Der grundlegenden Idee nach werde die ja¨hrlich auszuweisende Lebenserwartung bei
Geburt u¨ber- oder unterscha¨tzt, wenn die Sterblichkeit gleichzeitig von mehreren Kohorten
28Eine Einfu¨hrung zu bayesianischen Ansa¨tzen ist z. B. bei Gelman [93], Carlin und Louis [47] oder auch bei
Lynch [179] zu finden.
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in ein ho¨heres oder fru¨heres Alter verschoben wird. Solche Verzerrungseffekte sollten bei
einer Mortalita¨tsprognose durch die Berechnung einer tempo-adjustierten Lebenserwartung
bei Geburt beru¨cksichtigt werden. Allerdings sind diese beschriebenen Verzerrungseffekte in
der Mortalita¨t umstritten [101]. So gibt es sogar gegensa¨tzliche U¨berlegungen, die besagen,
dass die Sterblichkeit in einem Jahr bei Verlagerung ins ho¨here Alter u¨berscha¨tzt werde,
da die einzelnen altersspezifischen Sterberaten nicht nur von der aktuellen Periode, sondern
auch von verschiedenen Bedingungen vergangener Perioden beeinflusst werden. Demnach
ko¨nnen bei der Durchfu¨hrung einer Mortalita¨tsprognose U¨berlegungen angestellt werden,
inwiefern Tempoeffekte und Auswirkungen der Heterogenita¨t in der Sterblichkeit [295] auf
zusammenfassende Mortalita¨tsparameter wie die Lebenserwartung bei Geburt beru¨cksichtigt
werden sollen.
5.3. Schlussfolgerung — Vorschla¨ge zur Generierung von
Mortalita¨tsannahmen fu¨r eine Prognose mit dem PPPM
Wie in diesem Kapitel gezeigt worden ist, gibt es eine Vielzahl von Ansa¨tzen zur Mortalita¨ts-
prognose. Ein wesentliches Unterscheidungsmerkmal stellt die Art der dabei zu nutzenden
Informationen dar. Schreiben pure Extrapolationsansa¨tze ausschließlich die historische
Trendentwicklung der (willku¨rlich zu bestimmenden) Basisperiode fort, nutzen interpola-
tive Ansa¨tze, multikausale Ansa¨tze und bayesianische Ansa¨tze auch zunehmend weitere,
qualitative (bzw. subjektive) Informationen zur Mortalita¨tsprognose.29 Bei interpolativen
Ansa¨tzen kann zumindest die Zielverteilung subjektiv bestimmt werden, wohingegen der
Entwicklungspfad von der Start- zur Zielverteilung u¨ber ein rein mathematisch interpo-
latives Verfahren bestimmt werden kann. Dagegen ko¨nnen bei multikausalen Ansa¨tzen
vielfa¨ltige theoretische U¨berlegungen und Erkenntnisse relevanter Wissenschaftsbereiche
subjektiv bei einer Mortalita¨tsprognose integriert werden, indem z. B. die Fortfu¨hrung eines
(abgeschwa¨chten bzw. versta¨rkten) in der Vergangenheit observierten Trends oder auch
eine Trendumkehr mit einem geeigneten parametrischen Verfahren angenommen werden
kann. Zudem kann auch das Aggregationsniveau des zu prognostizierenden Parameters
vera¨ndert werden, um die Prognosekraft durch zusa¨tzliche Informationen zu erho¨hen. So
29Die in diesem Kapitel aufgestellte Systematik der zu unterscheidenden Ansa¨tze zur Mortalita¨tsprognose
orientiert sich an dem Nutzungsgrad zusa¨tzlicher subjektiver Informationen. Infolgedessen gibt es keine
klare Trennung zwischen den rein mathematisch-statistischen Verfahren, sodass z. B. eine Extrapolation in
allen vier Kategorien wiedergefunden werden kann.
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kann beispielsweise das Aggregationsniveau der zu prognostizierenden Sterberate reduziert
werden, um todesursachenspezifische Sterberaten unter Einsatz zusa¨tzlicher, todesursachen-
betreffender Informationen zu prognostizieren. Daneben ko¨nnen quantitative und qualitative
Informationen mit bayesianischen Ansa¨tzen flexibel (und subjektiv) mit einer entsprechenden
Wahrscheinlichkeitsverteilung beru¨cksichtigt werden.
Die bestehenden Ansa¨tze zur Mortalita¨tsprognose ko¨nnen nur sinnvolle und genaue
Ergebnisse liefern, wenn die in der Vergangenheit und Gegenwart beobachteten Erfahrungen
auch in der Zukunft gelten, da unerwartete Entwicklungen nur sehr schwer eingefangen
werden ko¨nnen [97]. Jedoch versuchen Wissenschaftler der Medizin oder Gentechnik in den
Alterungsprozess des Menschen einzugreifen, um diesen mit mo¨glichst gesunden Lebens-
jahren zu verla¨ngern. Folglich handelt es sich hierbei um zuku¨nftige Ereignisse, die zwar
erwartet werden ko¨nnen, aber noch nicht in der Vergangenheit beobachtet werden konnten.
Solche Informationen oder Erwartungen ko¨nnen nur u¨ber Expertenmeinung Eingang in eine
Prognose finden. Deshalb sollten Ansa¨tze zur Mortalita¨tsprognose nicht nur die quantitative
Entwicklung des zu prognostizierenden Mortalita¨tsparameters, sondern zudem noch weitere,
qualitative Informationen aus diversen relevanten wissenschaftlichen Fachbereichen wie der
Medizin und Gentechnik beru¨cksichtigen.
Demnach ist der Einsatz aller verfu¨gbaren Informationen auf den ersten Blick zwingend
notwendig, um eine genaue Mortalita¨tsprognose zu erstellen. Allerdings hat sich gezeigt,
dass das nicht immer zutreffen muss. Zumal die Informationen u¨ber mortalita¨tsbedingende
Faktoren oftmals noch ungesichert sind, sodass ein eindeutiger Effekt (in Richtung und
Ausmaß) auf die Sterblichkeit in der Zukunft nur sehr schwer korrekt ermittelt werden kann.
Eine Schlussfolgerung aus dieser Diskussion besteht darin, sich bei einer Mortalita¨tspro-
gnose vornehmlich auf die gesicherten (demographischen) Daten zu stu¨tzen, die dann mit
weiteren Informationen (korrigierend) abgea¨ndert werden ko¨nnen. So ist die Extrapolation
der (vergangenen) Sterblichkeitsentwicklung zu empfehlen, wenn dabei die Wahl (der Basis-
periode wie auch) des zu verwendenden parametrischen Modells subjektiv unter Einschluss
zusa¨tzlicher Informationsquellen wie z. B. beim multikausalen Ansatz zur Langlebigkeit
getroffen wird. Es steht zwar fest, dass pure Extrapolationsmethoden eine relativ sichere
Datenbasis nutzen, allerdings ist ihre Annahme gleichbleibender stabiler Bedingungen nur
u¨ber einen relativ kurzen Projektionshorizont hinreichend plausibel. Demzufolge sollten mit
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zunehmender La¨nge des Projektionshorizonts zusa¨tzliche Informationen bei einer Prognose
der Sterblichkeit zunehmend genutzt werden, um potentielle Trendumkehrungen einfangen
zu ko¨nnen. Allerdings sollte dabei stets die Sicherheit des zusa¨tzlichen Informationsgehalts
mit dem entsprechenden Informationsgewicht in der Mortalita¨tsprognose korrespondieren.
Bei der beispielhaften Anwendung des PPPM (vgl. Kapitel 12) werden deshalb zur Generie-
rung der Mortalita¨tsannahmen Extrapolationsmethoden in Verbindung mit Expertenmeinung
bzw. unter Einschluss zusa¨tzlicher Informationen genutzt werden.
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Die Prognose der relativ instabilen Fertilita¨tsentwicklung ist komplex und unsicher, da sie
von fu¨r einen Prognostiker oftmals schwer einscha¨tzbaren individuellen und sozio-o¨konomi-
schen Faktoren abha¨ngt.
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Abbildung 6.1.: Entwicklung der TFR in den alten (links) und neuen (rechts) Bundesla¨ndern
von 1955 bis 2008; Datenquelle: Statistisches Bundesamt
In der Abbildung 6.1 ist zu erkennen, dass die Entwicklung der TFR1 in den alten und
neuen La¨ndern in der Zeit von 1955 bis 2008 relativ stark schwankt. In den alten La¨ndern
folgt in dieser Zeit dem Hoch der TFR von 2, 5425 im Jahr 1964 ein rapider Abfall bis zum
Ende der 1970er Jahre. Seitdem schwankt die TFR in den alten La¨ndern um den Wert von
ungefa¨hr 1, 38. In den neuen La¨ndern zeigt sich hingegen ein anderes Bild. Auch hier folgt
1Die Total Fertility Rate, kurz die TFR, bildet sich fu¨r ein Jahr t u¨ber die Summe aller altersspezifischen
Fertilita¨tsraten (vgl. Formel 9.1 auf Seite 174) im Jahr t. Damit gibt die TFR eines Jahres t die durch-
schnittliche Kinderzahl einer Frau in einem Jahr t unter der Bedingung an, dass diese Frau die gesamte
reproduktive Phase u¨berlebt und dass fu¨r sie in jedem Alter die angenommenen Fertilita¨tsraten gelten
[221].
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zwar dem Hoch von 2, 50576 im Jahr 1964 ein rapider Ru¨ckgang der TFR bis zur Mitte
der 1970er Jahre. Allerdings steigt die TFR anschließend u. a. aufgrund der Einfu¨hrung
pronatalistischer Familienmaßnahmen2 bis 1980 auf einen Wert von 1, 9418 an, um dann bis
1990 leicht und dann aufgrund der Wende bis 1994 fast sprunghaft auf einen Tiefstwert von
0, 7722 abzusinken. Seitdem steigt die TFR in den neuen La¨ndern kontinuierlich an, sodass
sie im Jahr 2008 einen Wert von 1, 4043 erreicht hat.
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Abbildung 6.2.: Altersspezifische Fertilita¨tsraten in den alten (links) und neuen (rechts) Bun-
desla¨ndern 1990 und 2008; Datenquelle: Statistisches Bundesamt
Daneben zeigen die Abbildungen 6.2 und 12.6 (auf der Seite 254), dass die Fertilita¨t in
den alten und neuen La¨ndern wie auch in Deutschland eine relativ stabile Altersverteilung
aufweist, die einer Glockenkurve a¨hnelt. Allerdings wird die Verteilung der altersspezifischen
Fertilita¨tsraten einerseits immer flacher und andererseits verschiebt sie sich zunehmend nach
rechts. Diese beiden Effekte werden auch als Quantum- und Timingeffekt bezeichnet, die (in
dieser Auspra¨gung) einerseits den Ru¨ckgang der Fertilita¨t und andererseits das Aufschieben
der Geburt von Kindern in ein ho¨heres Alter im Lebensverlauf beschreiben. Die Abbildung
6.2 zeigt zudem die Anna¨herung der Fertilita¨t zwischen den neuen und alten La¨ndern seit
2So ist der Geburtenanstieg in der zweiten Ha¨lfte der 1970er nach Huinink et al. [115] mitunter der Einfu¨hrung
eines Babyjahres 1976 zuzuschreiben, nach der erwerbsta¨tige Mu¨tter ab der Geburt eines zweiten Kindes
ein Jahr vollen Lohnausgleich erhalten.
3Der Wert der TFR in der Ho¨he von 1, 404 gilt fu¨r die neuen La¨nder ohne Berlin nach der Geburtsjahrme-
thode. Wird der Wert der TFR fu¨r die neuen La¨nder mit Berlin nach der Geburtsjahrmethode ausgegeben,
so liegt er bei 1, 373.
113
6. Generierung von Fertilita¨tsannahmen
1990.
Da die Fertilita¨t in ihrer Ho¨he relativ stark vom Alter der Frauen abha¨ngt, sollte ein
Parameter zur Fertilita¨tsprognose verwendet werden, der sensibel gegenu¨ber Vera¨nderungen
der Fertilita¨t in einzelnen Altern ist. Demzufolge stellen die altersspezifischen Fertilita¨tsraten
(vgl. Abschnitt 9.2.3 ab Seite 173) einen geeigneten Parameter zur Prognose der Fertilita¨t
dar. Die TFR eignet sich indes weniger fu¨r eine genaue Fertilita¨tsprognose, da verschiedene
Verteilungen der altersspezifischen Fertilita¨tsraten denselben Wert fu¨r die TFR erzielen
ko¨nnen.
Neben dem Alter variiert die Fertilita¨t auch nach der Parita¨t einer Frau. Allerdings ist die
Analyse parita¨tsspezifischer Fertilita¨tsraten in Deutschland mit amtlichen Daten unmo¨glich,
da zufolge des Bevo¨lkerungsstatistikgesetzes [42] nur die Geburtenfolge von Kindern einer
bestehenden Ehe erfasst wird. Deshalb sollte fu¨r parita¨tsspezifische Fertilita¨tsanalysen
auf andere Datenquellen zuru¨ckgegriffen werden, die Personen nach der Kinderzahl —
unabha¨ngig von deren (Il)Legitimita¨t — befragen.4
Daru¨ber hinaus ko¨nnen statistische Maßzahlen zur Messung der Fertilita¨t sowohl im
Querschnitt fu¨r eine Periode als auch im La¨ngsschnitt fu¨r eine Geburtskohorte erstellt
werden. Da Periodenmaße die Fertilita¨t einer fiktiven Kohorte bestimmen, ko¨nnen sie
durch echte Kohorteneffekte verzerrt werden. Ein Kohorteneffekt kann beispielsweise darin
bestehen, dass Geburten durch ein sozial und o¨konomisch einschneidendes Ereignis (wie
z. B. die Wende in den neuen La¨ndern in Deutschland) in ein ho¨heres Alter verschoben
werden, sodass die TFR, ein Periodenmaß, sinkt, obwohl sich die tatsa¨chliche Fertilita¨tsho¨he
nicht vera¨ndert. Derlei Verzerrungseffekte ko¨nnen bei Kohortenmaßen, wie z. B. der CFR,5
nicht auftreten, da sie die Fertilita¨t echter Geburtskohorten u¨ber die gesamte reproduktive
Altersspanne bestimmen, wodurch weder ein Aufschub noch eine Vorverlegung von Geburten
im Lebensverlauf die Ho¨he der CFR beeinflussen kann.
4So nutzen z. B. Kreyenfeld et al. [146] den Mikrozensus, um Aussagen u¨ber Fertilita¨tsbiographien zu treffen.
5Die Cohort Fertility Rate, CFR, gibt (analog zur TFR) die durchschnittliche Kinderzahl einer Frau einer
echten Geburtskohorte an. Sie wird demzufolge aus der Summe der altersspezifischen Fertilita¨tsraten einer
Geburtskohorte berechnet.
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6.1. U¨berblick u¨ber verschiedene Ansa¨tze zur
Fertilita¨tsprognose
Es gibt eine Vielzahl bestehender Ansa¨tze zur Prognose der Fertilita¨t, die sich hinsichtlich
des zu prognostizierenden Fertilita¨tsparameters, der Prognosemethode wie auch der zu
verwendenden Informationen (wie beispielsweise der historischen Entwicklung oder auch
Theorien zum Fertilita¨tsverhalten) unterscheiden.
In diesem Abschnitt kann lediglich ein Einblick in die Vielfalt der bestehenden Ansa¨tze zur
Fertilita¨tsprognose gegeben werden.6 Die Einteilung der verschiedenen Ansa¨tze orientiert sich
dabei an der entwickelten Systematik fu¨r die Ansa¨tze zur Mortalita¨tsprognose (vgl. Abschnitt
5.2 ab Seite 82), sodass extrapolative von interpolativen, theoriebasierten und multikausalen
Ansa¨tzen zur Fertilita¨tsprognose unterschieden werden ko¨nnen.
6.1.1. Extrapolation
Extrapolative Ansa¨tze zur Fertilita¨tsprognose schreiben den zu prognostizierenden Ferti-
lita¨tsparameter in Abha¨ngigkeit seiner historischen Entwicklung ohne Einschluss weiterer
Informationen fort. Anstelle des Fertilita¨tsparameters ko¨nnen aber auch Modellparameter ei-
nes funktionalen Modells zur Bestimmung der Fertilita¨tsparameterwerte extrapoliert werden.
Grundsa¨tzlich kann (wie bei der Mortalita¨tsprognose) zwischen der graphischen und der
mathematischen Extrapolation unterschieden werden (vgl. Abschnitt 5.2.1 ab Seite 84). Die
graphische Extrapolation ist aufgrund ihrer Subjektivita¨t weder reproduzierbar noch reliabel,
sodass sie im Vergleich zur mathematischen Extrapolation nachrangig einzuordnen ist.
Konstante Fertilita¨tsannahmen
Eine einfache Mo¨glichkeit der Fertilita¨tsprognose besteht darin, die Fertilita¨t mit einem kon-
stanten Wert in die Zukunft zu extrapolieren. Zur Bestimmung eines solchen konstanten Wer-
tes kann beispielsweise der zuletzt beobachtete Wert oder auch ein Durchschnittswert zuletzt
beobachteter Werte des jeweils zu prognostizierenden Fertilita¨tsparameters herangezogen wer-
6Umfassende U¨berblicke zu bestehenden Ansa¨tzen zur Fertilita¨tsprognose geben beispielsweise de Beer [67],
Smith et al. [256] und Booth [30].
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den.7 Die Annahme konstanter Werte fu¨r einen Fertilita¨tsparameter ist dann geeignet, wenn
gleichbleibende Fertilita¨tsverha¨ltnisse unterstellt werden ko¨nnen oder wenn die Prognose der
Fertilita¨t derart unsicher ist, dass weder ein Ansteigen noch ein Absinken mit mehr Sicher-
heit vorausgesagt werden kann. Daru¨ber hinaus ko¨nnen auch Benchmark-Modelle konstante
Fertilita¨tswerte verwenden, um z. B. eine Bevo¨lkerungsentwicklung als Konsequenz bestimm-
ter Annahmen zu prognostizieren. Soll jedoch der wahrscheinlichste Verlauf der zuku¨nftigen
Fertilita¨t prognostiziert werden, ist die Annahme konstanter Fertilita¨t nur solange geeignet
bis die Annahme stabiler Fertilita¨tsbedingungen verletzt wird. Demzufolge eignet sich die
Annahme konstanter Fertilita¨t eher fu¨r kurze Projektionshorizonte [67, 256].
Nichtkonstante Fertilita¨tsannahmen mit Trendextrapolationsmodellen
Nichtkonstante Fertilita¨tsannahmen ko¨nnen u¨ber Trendextrapolationsmodelle generiert
werden, die einen funktionalen Zusammenhang zwischen dem zu prognostizierenden Fer-
tilita¨tsparameter und der Zeit modellieren. Dabei ha¨ngt die zuku¨nftige Entwicklung des
Fertilita¨tsparameters vornehmlich von der Wahl des Trendextrapolationsmodells und der
La¨nge der Basisperiode ab. So ko¨nnen mit der Wahl eines geeigneten Trendextrapolati-
onsmodells subjektive Erwartungen des Prognostikers insofern in die Fertilita¨tsprognose
einfließen, als die Sta¨rke und die zeitliche Entwicklung der Anstiege8 oder auch feste zu
erreichende Niveaus9 bestimmt werden ko¨nnen. Zudem werden mit den historischen Werten
des zu prognostizierenden Fertilita¨tsparameters aus der frei wa¨hlbaren Basisperiode die
Modellparameter des Trendextrapolationsmodells gescha¨tzt, sodass der in der Basisperiode
beobachtete Trend (ohne Einschluss weiterer Informationen) in die Zukunft fortgeschrieben
wird. Dabei kann der fortzuschreibende Trend je nach auszuwa¨hlender La¨nge der Basisperi-
ode variieren [67].
Ha¨ufig werden komplexe Zeitreihenmodelle nach Box und Jenkins [36] zur Prognose aggre-
gierter und disaggregierter Fertilita¨tsparameter verwendet, da sie mit dem Einbau zufa¨lliger
Schwankungen Unsicherheitsbereiche (inform von Konfidenzintervallen) angeben ko¨nnen. So
hat z. B. Saboia [243] bereits 1977 ein ARIMA(p,d,q)-Zeitreihennodell (einer ho¨heren Ord-
nung p) zur Prognose der TFR vorgeschlagen, das nicht nur kurz- sondern auch langzeitige
7So prognostiziert z. B. das Statistische Bundesamt in der 11. und 12. koordinierten Bevo¨lkerungsprognose
bis 2050 bzw. 2060 die TFR in einer von insgesamt drei verschiedenen Fertilita¨tsannahmen mit einem
konstanten Wert von (anna¨hernd) 1, 4 [265, 267].
8z. B. mit der Wahl eines linearen oder exponentiellen Trendextrapolationsmodells
9z. B. mit der Wahl eines logistischen Trendextrapolationsmodells
116
6. Generierung von Fertilita¨tsannahmen
Schwankungen, die die La¨nge des Generationenabstands repra¨sentieren, beru¨cksichtigt. Nach-
folgend sollen die extrapolativen Ansa¨tze von Lee [155] und Hyndman und Ullah [118] genauer
vorgestellt werden, da sie ebenfalls ein Zeitreihenmodell zur Prognose der Fertilita¨t nutzen.
Der Ansatz von Lee Lee [155] hat 1993 eine Abwandlung des Lee-Carter Modells (vgl.
Abschnitt 5.2.1 ab Seite 84) vorgeschlagen, um (logarithmierte) altersspezifische Fertilita¨ts-
raten, fx,t, zu prognostizieren (vgl. Formel 6.1).
ln fx,t = αx + ftβx + εx,t (6.1)
Der Modellparameter αx stellt dabei jeweils den Durchschnittswert der logarithmierten
Fertilita¨tsraten eines Alters x in der Basisperiode dar.10 Die Abweichungen der altersspe-
zifischen Fertilita¨tsraten von ihrem jeweiligen Durchschnittswert αx werden von βx
11 fu¨r
jedes Alter und von dem Fertilita¨tsindex ft
12 u¨ber die Zeit t ausgedru¨ckt. Daru¨ber hinaus
stellen die εx,t die normalverteilten Abweichungen des Modells mit einem Mittelwert von 0
und einer konstanten Varianz dar, die die vom Modell nicht eingefangenen Abweichungen
der modellierten von den tatsa¨chlich beobachteten Werten wiedergeben.
Die Modellparameterwerte fu¨r βx und ft werden mit den zentrierten alters- und zeitspezi-
fischen Fertilita¨tsraten13 der Basisperiode u¨ber eine Singula¨rwertzerlegung gescha¨tzt.
Anschließend wird der Fertilita¨tsindex, ft, mit einem geeigneten Zeitreihenmodell, das an
die mit der Singula¨rwertzerlegung gescha¨tzten Werte des Fertilita¨tsindexes angepasst wird,
prognostiziert. Um mo¨glichst plausible Werte fu¨r die zuku¨nftige Fertilita¨t zu prognostizieren,
kann der Fertilita¨tsindex vereinfachend fu¨r die TFR (vgl. Fomel 6.2) unter bestimmten (vom
Prognostiker frei regulierbaren) Bedingungen extrapoliert werden.
lnTFR = lnTFRBasisperiode + ft + εt (6.2)
So ko¨nnen nach Lee [155] sowohl eine fixe obere und untere Grenze als auch ein ultimatives
Niveau fu¨r die TFR u¨ber den gesamten Projektionshorizont vorgegeben werden. Bei der
Fertilita¨tsprognose fu¨r die USA von 1990 bis 2065 soll beispielweise die TFR weder die 0
10Folglich stimmt die Summe aller αx (u¨ber alle Alter x) mit der durchschnittlichen (logarithmierten) TFR
der Basisperiode, lnTFRBasisperiode, u¨berein.
11Die Summe der βx soll dabei u¨ber alle Alter x eins sein.
12Die Summe der ft soll dabei u¨ber alle t der Basisperiode null sein.
13Eine zentrierte alters- und zeitspezifische Fertilita¨tsrate bestimmt sich aus der Differenz: fx,t − αx.
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unter- noch die 4 u¨berschreiten und ein ultimatives Niveau von 1, 85 anstreben.
Die prognostizierten Werte des Fertilita¨tsindexes ko¨nnen dann in die Modellgleichung
(vgl. Formel 6.1), eingesetzt werden, sodass im Zusammenschluss mit den Modellparame-
terwerten der ax und βx prognostizierte Werte fu¨r die (logarithmierten) altersspezifischen
Fertilita¨tsraten resultieren.
Zwei der wesentlichen Vorteile dieses Ansatzes zur Fertilita¨tsprognose sind die relativ ein-
fache Umsetzung wie auch die Berechnung von Konfidenzintervallen, wenn Zeitreihenmodelle
zur Prognose des Fertilita¨tsindexes verwendet werden. Nachteilig wirkt sich hingegen die
Modellierung der inflexiblen Fertilita¨tsvera¨nderung u¨ber die Alter und die Zeit aus. So ist
beispielsweise die Modellierung einer erst stark und dann allma¨hlich sinkenden Fertilita¨t der
jungen Frauen und eine erst leicht und dann stark zunehmende Fertilita¨t der a¨lteren Frauen
mit diesem Ansatz nicht mo¨glich, da die βx zeit- und die ft altersinvariant sind. Demzufolge
eignet sich dieser Ansatz eher zur Kurz- als zur Langzeitprognose der Fertilita¨t.14,15
Der Ansatz von Hyndman und Ullah Hyndman und Ullah [118] haben 2007 einen
functional data Ansatz zur Prognose altersspezifischer Fertilita¨ts(- und Sterbe)raten vorge-
schlagen, der auf dem Lee-Carter Modell [157, 50] zur Mortalita¨tsprognose und dem Ansatz
von Lee [155] zur Fertilita¨tsprognose aufbaut (vgl. Abschnitt 5.2.1 ab Seite 88). Dabei werden
die gegla¨tteten und logarithmierten Fertilita¨tsraten, ln fx,t, derart flexibel prognostiziert,
dass einzelne Altersbereiche, die durch Basisfunktionen, φk,x, repra¨sentiert werden, separat
u¨ber die βt,k mit einem stochastischen Zeitreihenmodell fortgeschrieben werden ko¨nnen (vgl.
Formel 5.5 auf Seite 89).16 Dadurch wird die invariante Prognose der Fertilita¨t u¨ber alle Alter
und die Zeit von dem Modell von Lee [155] aufgehoben, sodass das Modell von Hyndman
und Ullah [118] fu¨r la¨ngere Projektionshorizonte geeignet wa¨re, wenn nicht ausschließlich
die historische Fertilita¨tsentwicklung als Informationsquelle genutzt werden wu¨rde. Denn
so ko¨nnen keine neuartigen Fertilita¨tsentwicklungen prognostiziert werden, die mit anderen
Informationsquellen (wie z. B. Expertenmeinung und Fertilita¨tstheorien (vgl. Abschnitt 6.1.3
14Dennoch nutzen Lee und Tuljapurkar [159] diesen Ansatz zur Generierung stochastischer Fertilita¨tsannah-
men fu¨r eine probabilistische Bevo¨lkerungsprognose (vgl. Abschnitt 4.2.3 ab Seite 63).
15Lee [152] beschreibt 2004 die Ru¨ckkehr zu einem stochastischen Ansatz zur Fertilita¨tsprognose als Nieder-
lage all seiner vorangegangenen erfolglosen Versuche, andere, erkla¨rende Methoden zur Fertilita¨tsprognose
einzusetzen.
16Bei der Prognose der australischen Fertilita¨t von 2001 bis 2020 ermitteln Hyndman und Ullah [118] drei
Basisfunktionen, die die Fertilita¨t in den hohen, niedrigen und mittleren reproduktiven Altern darstellen.
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ab Seite 123)) antizipiert werden ko¨nnen.
Da Trendextrapolationsmodelle lediglich die vergangene Entwicklung in die Zukunft fort-
schreiben, ko¨nnen sie keine Trendumkehrungen infolge instabiler fertilita¨tsbeeinflussender
Faktoren prognostizieren. Folglich sind sie aufgrund ihrer Stabilita¨tsannahme nur fu¨r kurze
Projektionshorizonte geeignet.
Fertilita¨tsgesetze
Eine weitere Mo¨glichkeit der extrapolativen Fertilita¨tsprognose besteht darin, die (besta¨ndi-
ge) Verteilung der altersspezifischen Fertilita¨tsraten mit einem geeigneten Modell funktional
nachzubilden. Dabei werden in einem ersten Schritt die Werte der Modellparameter (des
jeweiligen Fertilita¨tsgesetzes) fu¨r jede Verteilung der altersspezifischen Fertilita¨tsraten aus
der Basisperiode gescha¨tzt. Anschließend ko¨nnen die zuku¨nftigen Werte eines jeden Mo-
dellparameters anhand seiner ermittelten Zeitreihenwerte aus der Basisperiode extrapoliert
werden. Der Einsatz dieser zuku¨nftigen Modellparameterwerte in das Fertilita¨tsgesetz ergibt
dann die zuku¨nftigen Werte der altersspezifischen Fertilita¨tsraten17 [67, 170].
Es gibt eine Vielzahl von Modellen zur Beschreibung der glockenfo¨rmigen Verteilung der
altersspezifischen Fertilita¨tsraten wie z. B. die Coale-Trussell Funktion [61], die Hadwiger
Funktion, (un)modifizierte Beta- und Gammaverteilungen [133, 279], die Doppelexponen-
tialfunktion von Rogers [237, 239], polynomiale Modelle oder auch Spline Funktionen (wie
z. B. das quadratische Splinemodell von Schmertmann [248]).18 Diese Modelle unterscheiden
sich grundsa¨tzlich in der Anzahl der zu beru¨cksichtigenden Parameter wie auch in deren
demographischer Interpretierbarkeit [56]. Hoem et al. [111] unterscheiden zudem zwei
verschiedene Einsatzmo¨glichkeiten fu¨r Fertilita¨tsgesetze: Einerseits die Fertilita¨tsprognose
und andererseits die Gla¨ttung tatsa¨chlich beobachteter Verteilungen altersspezifischer
Fertilita¨tsraten zur Erkennung und Analyse der jeweils dahinterstehenden, von zufa¨lligen
Abweichungen bereinigten Struktur. Fertilita¨tsgesetze, die sich zur Fertilita¨tsprognose
eignen, sollten generell nur eine kleine Anzahl an Parametern verwenden, die obendrein
sinnvoll demographisch interpretiert (und damit auch prognostiziert) werden ko¨nnen19
17Dieses Verfahren entspricht den Mortalita¨tsgesetzen zur Prognose der Sterblichkeit (vgl. Abschnitt 5.2.1 ab
Seite 90).
18Einen umfassenden U¨berblick u¨ber bestehende Modelle zur Beschreibung der Verteilung altersspezifischer
Fertilita¨tsraten geben z. B. Hoem et al. [111], Booth [30], Bell [18] und Peristera et al. [213].
19Dabei ko¨nnen die Parameter nicht nur u¨ber die Zeitreihe ihrer gescha¨tzten Werte, sondern auch, bei entspre-
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[140, 195, 237, 240, 279].
Hoem et al. [111] haben 1981 die Anpassungsfa¨higkeit diverser Fertilita¨tsgesetze fu¨r
da¨nische Daten zur Fertilita¨t in der Zeit von 1962 bis 1971 miteinander verglichen. Dabei
zeigen eine Spline Funktion, die Hadwiger Funktion, eine modifizierte Gammaverteilung
wie auch die Coale-Trussell Funktion eine relativ hohe Anpassung an die beobachteten
Daten. Zu einer anderen Einscha¨tzung fu¨hrt hingegen die vergleichende Analyse der Anpas-
sungsfa¨higkeit diverser Fertilita¨tsgesetze von Peristera et al. [213] fu¨r verschiedene La¨nder in
dem Zeitraum von 1975 bis 2000. Hier erzielen die Betaverteilung und eine Spline Funktion
deutlich genauere Anpassungen an tatsa¨chlich beobachtete Fertilita¨tsverteilungen als die
Hadwiger Funktion und die Gammaverteilung.
Demnach reagieren die Fertilita¨tsgesetze zwar relativ sensibel auf Vera¨nderungen in
der Fertilita¨tsverteilung. Allerdings sind sie auch derart inflexibel, dass sie die leicht von
der nahezu symmetrischen Glockenkurve abweichenden Verteilungen der altersspezifischen
Fertilita¨tsraten, wie sie in letzter Zeit in einigen entwickelten La¨ndern zu beobachten sind,
nur ungenu¨gend einfangen ko¨nnen. So zeigt sich beispielsweise in Irland, dem Vereinigten
Ko¨nigreich [56] oder auch in den USA [213] eine erho¨hte Fertilita¨t sowohl in den jungen
als auch in den mittleren reproduktiven Altern der Frauen.20 Um diese Entwicklungen
angemessen einfangen zu ko¨nnen, schlagen Chandola et al. [56] eine Verbindung zweier
Verteilungen, die jeweils der Hadwiger Funktion a¨hneln, u¨ber einen Parameter m vor,
der das relative Gewicht der jungen und mittleren Fertilita¨t zueinander bestimmt. Diese
Vorgehensweise resultiert aus der Annahme, dass die erho¨hte Fertilita¨t in den jungen
und mittleren reproduktiven Altern der nichtehelichen und ehelichen Fertilita¨t in diesen
La¨ndern entspra¨che. Daneben schlagen auch Peristera et al. [213] ein flexibles Modell mit
6 Parametern vor, um die neu auftretende Heterogenita¨t in der Fertilita¨t einiger La¨nder
ada¨quat zu beru¨cksichtigen. Die Parameter entsprechen dabei dem Niveau der Fertilita¨t, dem
mittleren Alter bei Geburt wie auch der Streuung in den jungen und mittleren reproduktiven
Altern. Neben der ehelichen und nichtehelichen Fertilita¨t fu¨hren Peristera et al. [213] noch
weitere Faktoren wie die Bildung, den sozioo¨konomischen Status, die Religion oder auch
chender demographischer Bedeutung (wie z. B. der TFR, dem Durchschnittsalter oder auch dem Modalalter
bei der Geburt eines Kindes) separat mit jeweils geeigneten Methoden (wie z. B. der Trendextrapolation)
prognostiziert werden.
20Bei na¨herer Betrachtung der Abbildung 6.2 zeigt sich auch in den neuen La¨ndern im Jahr 2008 eine (lokale)
Erho¨hung in den jungen und mittleren reproduktiven Altersstufen.
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die ethnische Zusammensetzung als Grund fu¨r die heterogene Fertilita¨t auf. So vermuten
sie, dass z. B. in Spanien eine hohe Zahl von Immigranten die Fertilita¨tsmuster aus den
Herkunftsla¨ndern beibeha¨lt und entgegen der einheimischen Bevo¨lkerung Geburten in relativ
jungen Altern realisiert.21 Ein Vergleich der flexiblen Modelle von Peristera et al. [213] und
Chandola et al. [56] zeigt a¨hnlich hohe Anpassungswerte [213], sodass beide zur Modellierung
der neu auftretenden Fertilita¨tsverteilungen geeignet sind.
Die Prognose der gesamten Verteilung der altersspezifischen Fertilita¨tsraten mit einem ge-
eigneten Fertilita¨tsgesetz ist gegenu¨ber der separaten, unabha¨ngigen Prognose der einzelnen
altersspezifischen Fertilita¨tsraten insofern vorteilhaft, dass eine glatte und vor allem konsis-
tente Fertilita¨tsverteilung fu¨r die einzelnen Projektionsintervalle, insbesondere u¨ber la¨ngere
Projektionshorizonte, resultiert [279]. Daru¨ber hinaus wird der komplexe Prognoseprozess
der einzelnen altersspezifischen Fertilita¨tsraten mit einem Fertilita¨tsgesetz auf die Prognose
weniger, mo¨glichst demographisch sinnvoll interpretierbarer Modellparameter reduziert. Al-
lerdings ko¨nnen Fertilita¨tsgesetze meist nur die bereits in der Vergangenheit beobachteten
Fertilita¨tsverteilungen erzeugen, sodass zuku¨nftige, neuartige Vera¨nderungen in der Vertei-
lungsform (wie z. B. die Entwicklung einer zweiten lokalen Ha¨ufung der Fertilita¨t in einem
ju¨ngeren Alter) nur ungenu¨gend eingefangen werden ko¨nnen. Demzufolge eignen sich Fer-
tilita¨tsgesetze eher zur Kurzzeitprognose der Fertilita¨t. Fu¨r Langzeitprognosen eignen sich
Fertilita¨tsgesetze folglich nur, wenn sie flexibel auf Vera¨nderungen in der Verteilungsform
reagieren.
6.1.2. Interpolation
Interpolative Ansa¨tze zur Fertilita¨tsprognose schreiben den Entwicklungspfad (meist)
zwischen dem zuletzt beobachteten und dem zu bestimmenden Zielwert eines zu pro-
gnostizierenden Fertilita¨tsparameters fort. Die Bestimmung des Zielwerts stellt dabei das
wesentliche Kriterium zur Unterscheidung diverser interpolativer Ansa¨tze zur Fertilita¨tspro-
gnose dar.
Eine Mo¨glichkeit zur Bestimmung eines ultimativen Fertilita¨tsniveaus besteht darin, die
beobachteten Fertilita¨tsparameterwerte einer fortgeschritteneren (Sub)Population auf eine
weniger fortgeschrittenere Bevo¨lkerung mit einem gewissen Zeitabstand zu u¨bertragen. Dies
21Eine na¨here Beschreibung bestehender Theorien zur Erkla¨rung des Fertilita¨tsverhaltens von Immigranten
erfolgt im Abschnitt 9.1.6 ab Seite 172.
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kann aufgrund der Annahme erfolgen, dass die fortgeschrittenere (Sub)Population den fu¨r
die weniger fortgeschrittenere Bevo¨lkerung (zum Zeitpunkt der Prognoseerstellung) wahr-
scheinlichsten Entwicklungsverlauf der Fertilita¨t bereits erfahren hat, da fu¨r sie dieselben
(bzw. hinreichend a¨hnliche) Fertilita¨tsbedingungen gegolten haben, die in der Zukunft fu¨r
die weniger fortgeschrittenere Bevo¨lkerung erwartet werden [67, 256].
Daru¨ber hinaus ko¨nnen ultimative Fertilita¨tsniveaus mit Erhebungen zur erwarteten bzw.
gewu¨nschten Kinderzahl oder auch mit Expertenmeinung bestimmt werden [168, 170]. Lee
[154] hat z. B. 1980 einen Ansatz zur Fertilita¨tsprognose vorgeschlagen, der das ultimative
Fertilita¨tsniveau auf der Basis von zu erhebenden Kinderwunschzahlen bestimmt. Dabei
kann das ultimative Fertilita¨tsniveau (inform einer gewu¨nschten Kinderzahl) fu¨r jede Kohorte
an die sich permanent vera¨ndernden sozioo¨konomischen Rahmenbedingungen angepasst
werden. Lee [154] nimmt dazu vereinfachend an, dass die gewu¨nschte Kinderzahl fu¨r alle
Mitglieder einer Kohorte bzw. Altersgruppe identisch ist und synchron fu¨r alle Kohorten
bzw. Altersgruppen u¨ber den Projektionshorizont (systematisch) schwankt. Außerdem
wird der ja¨hrliche Wert des zu prognostizierenden Fertilita¨tsparameters als fixer Anteil
der durchschnittlich noch zu erwartenden Kinderzahl dieser Altersgruppe bestimmt.22 Mit
diesen Modellannahmen kann dann der Verlauf des zu prognostizierenden Fertilita¨tspa-
rameters flexibel (mit diversen Trendextrapolationsmodellen z. B. linear, logistisch oder
auch (co)sinusfo¨rmig) an die zusa¨tzlich (fu¨r jede Kohorte) zu prognostizierende moving
Kinderwunschzahl angepasst werden. Ein Nachteil dieses relativ realistischen und flexiblen
Ansatzes zur Fertilita¨tsprognose besteht darin, dass nicht nur der eigentliche Fertilita¨tspa-
rameter, sondern auch noch die gewu¨nschte Kinderzahl und der daran anzupassende (bzw.
konvergierende) Verlauf des Fertilita¨tsparameters prognostiziert werden mu¨ssen. Da die
gewu¨nschte Kinderzahl von diversen (individuellen und a¨ußeren) Faktoren abha¨ngig ist, die
von einem Prognostiker z. T. nur schwer vorauszusehen sind, ist dieser Ansatz mit einer
erho¨hten Prognoseunsicherheit verbunden.
Der Verlauf des zu prognostizierenden Fertilita¨tsparameters zwischen seinem Start- und
Zielwert kann mit verschiedenen Methoden (wie z. B. einem Zeitreihenmodell oder auch
Expertenmeinung) interpoliert werden.
22Fu¨r die USA ermittelt Lee [154] zur Bestimmung der ja¨hrlichen Geburtenrate in einem Alter x einen fixen
Anteil von 0, 18 in der Zeit von 1955 bis 1975.
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Die interpolativen Ansa¨tze ko¨nnen im Vergleich zu den extrapolativen Ansa¨tzen zur Fer-
tilita¨tsprognose neben der historischen Entwicklung zusa¨tzliche Informationen (wie z. B. er-
kla¨rende Theorien oder auch Ergebnisse aus entsprechenden Erhebungen) beru¨cksichtigen,
sodass das zuku¨nftige Entwicklungsspektrum der Fertilita¨t umfassender abgedeckt werden
kann. Allerdings ko¨nnen sich aufgrund der z. T. unkonkreten Vorgaben (zu den einzelnen Ar-
beitsschritten) etliche Probleme bei der praktischen Umsetzung ergeben. So ist beispielsweise
die Wahl einer geeigneten fortgeschritteneren (Sub)Population wie auch die Bestimmung der
exakten zeitlichen Verzo¨gerung zwischen den Fertilita¨tsniveaus der weniger fortgeschrittene-
ren und der fortgeschritteneren (Sub)Population problematisch, da das Eintreten desselben
Entwicklungpfads insbesondere aufgrund der zeitlichen Vera¨nderung der fertilita¨tsbeeinflus-
senden Faktoren unsicher ist. Daneben ist der Einsatz eines solchen interpolativen Ansatzes
auf weniger fortgeschrittenere Bevo¨lkerungen beschra¨nkt, da es fu¨r fortgeschrittenere Bevo¨lke-
rungen keine (Sub)Population gibt, die den zuku¨nftigen Entwicklungspfad der Fertilita¨t be-
reits durchlaufen hat. Daru¨ber hinaus kann mit Expertenmeinung zwar uneingeschra¨nkt bzw.
mit vielfa¨ltigen Informationen ein ultimatives Fertilita¨tsniveau bestimmt werden, allerdings
stets zulasten der Reproduzierbarkeit. Desweiteren ist die Bestimmung eines ultimativen
Fertilita¨tsniveaus in Abha¨ngigkeit der zusa¨tzlich zu prognostizierenden gewu¨nschten bzw. er-
warteten Kinderzahl mit zusa¨tzlicher Prognoseunsicherheit verbunden, da durch die Beru¨ck-
sichtigung zusa¨tzlicher, z. T. schwer einscha¨tzbarer a¨ußerer und individueller Faktoren die
Komplexita¨t des Prognoseprozesses gesteigert wird. Ungewiss ist dabei, ob dieser erho¨hte
Prognoseaufwand auch tatsa¨chlich durch eine erho¨hte Prognosegenauigkeit aufgewogen wird.
6.1.3. Erkla¨rende theoretische bzw. Qualitative Ansa¨tze
Erkla¨rende Theorien zum zuku¨nftigen Fertilita¨tsverhalten ko¨nnen entweder pur oder un-
terstu¨tzend als zusa¨tzliche Informationsquelle bei einer Fertilita¨tsprognose eingesetzt werden.
Es gibt eine Vielzahl erkla¨render Theorien zum Fertilita¨tsverhalten, die sich in der Art
und dem Umfang der zu beru¨cksichtigenden fertilita¨tsbeeinflussenden Faktoren wie auch in
der Untersuchungseinheit unterscheiden. So ko¨nnen z. B. o¨konomische, soziale, kulturelle,
psychologische, medizinische oder auch politische Einflussfaktoren bei der theoretischen
Erkla¨rung der zu realisierenden Fertilita¨t auf der Mikro- oder Makroebene23 beru¨cksichtigt
werden. Je nachdem, welche Erkla¨rungsfaktoren bei einer Theorie beru¨cksichtigt werden,
23Neben den Mikro- und Makromodellen gibt es z. B. auch so genannte Mehrebenenmodelle. Dieser Aspekt
soll an dieser Stelle jedoch nicht vertieft werden.
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ko¨nnen beispielsweise o¨konomische von sozial-psychologischen Theorien unterschieden
werden. Wa¨hrend bei o¨konomischen Theorien vorrangig der Nutzen und die Kosten von
Kindern betrachtet werden, bescha¨ftigen sich sozial-psychologische Theorien mit den von
den Kindern zu erfu¨llenden Erwartungen bzw. Wu¨nschen der Eltern.24
Ein Beispiel fu¨r einen o¨konomischen Erkla¨rungsansatz stellt beispielsweise die Easterlin
Hypothese dar. Easterlin [78] postuliert 1973 eine inverse Beziehung zwischen der Fertilita¨t
und der relativen Kohortengro¨ße. Wenn demnach eine dem Bestand nach kleinere auf
eine gro¨ßere Kohorte folgt, bekomme diese infolge besserer o¨konomischer Opportunita¨ten
(z. B. durch erho¨hte Arbeitsplatzangebote und ho¨here Einkommen) mehr Kinder. Daraus
resultiere eine zyklische Fertilita¨tsentwicklung, da sich kleine und große Kohorten in der
zeitlichen Abfolge abwechselten. Lee [160] hat 1976 Easterlins Hypothese mit empirischen
Datenanalysen fu¨r die USA unterstu¨tzt, indem er sowohl fu¨r die CFR als auch fu¨r die TFR
einen inversen Zusammenhang zur relativen Kohortengro¨ße bzw. zur Relation der potentiell
Erwerbsta¨tigen und der Bevo¨lkerungsgro¨ße ermittelt hat. Infolgedesssen befu¨rwortet Lee
[160] zwar die Prognose der Fertilita¨t in Abha¨ngigkeit zur Kohortengro¨ße als Alterna-
tive zu bisherigen Methoden, hinterfragt allerdings auch u. a. die Besta¨ndigkeit dieses
Zusammenhangs. Neben den ansonsten raren, eindeutigen empirischen Belegen [67, 241]
werden ha¨ufig auch die ungenauen Angaben zur Fertilita¨tsho¨he und dem Timing der
Geburten kritisiert, da mit Easterlins Hypothese lediglich Vorhersagen zur Richtung der
Abweichungen vom Langzeittrend getroffen werden [241, 256]. So geht Ryder [241] zwar
auch von einem Zusammenhang zwischen den o¨konomischen Rahmenbedingungen, dem
reproduktiven Verhalten und der relativen Kohortengro¨ße aus. Allerdings zieht er daraus
zusa¨tzlich Schlu¨sse u¨ber das Timing von Geburten. Je einfacher demnach der Eintritt ins
Erwerbsleben sei, desto eher werden Geburten im Lebensverlauf realisiert und umgekehrt.
Demgema¨ß werden in Abha¨ngigkeit der relativen Kohortengro¨ßen und der o¨konomischen
Bedingungen Geburten im Lebensverlauf auf- und vorgeschoben, sodass sich daraus ja¨hrliche
Schwankungen fu¨r die TFR ergeben. Neben Annahmen zum Timing der Geburten trifft
Ryder [241] auch Annahmen zum Langzeittrend der Fertilita¨t (in Abha¨ngigkeit diverser
z. B. politischer, o¨konomischer und normativer Faktoren), sodass daraus eine theoretisch
fundierte Vorgehensweise fu¨r die Durchfu¨hrung einer Fertilita¨tsprognose resultiert.
24Einen umfassenden U¨berblick u¨ber bestehende Theorien zur Erkla¨rung reproduktiven Verhaltens geben z. B.
de Bruijn [69, 70], van de Kaa [288], Schmitt [251] oder auch Ermisch [81].
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Weitere, ha¨ufig in fertilita¨tserkla¨renden Theorien25 angebrachte Faktoren sind bei-
spielsweise die zunehmende Partizipation der Frauen am Bildungsprozess und auf dem
Arbeitsmarkt, die Vera¨nderung der Werte und Einstellungen, sodass sich (u. a. durch den
zunehmend ausgelebten Willen zur Selbstverwirklichung) die Position der Frauen gegenu¨ber
den Ma¨nnern gesta¨rkt hat und neben die Ehe als dominierende traditionelle Lebensform
(diverse) zusa¨tzliche moderne Lebensformen wie beispielsweise die nichteheliche Lebensge-
meinschaft getreten sind. Die Prognose der zuku¨nftigen Entwicklung dieser Einflussfaktoren
und deren Auswirkungen auf die Fertilita¨t ko¨nnen unterstu¨tzend bei einer Fertilita¨tsprognose
eingesetzt werden.
Erkla¨rende theoretische Ansa¨tze ko¨nnen zwar vielfa¨ltige fertilita¨tsbeeinflussende Faktoren
bei einer Fertilita¨tsprognose beru¨cksichtigen. Allerdings mu¨ssen dann nicht nur die Ferti-
lita¨tsparameter, sondern auch deren, z. T. schwer einscha¨tzbare Einflussfaktoren prognosti-
ziert werden, wodurch die Komplexita¨t und vor allem die Prognoseunsicherheit deutlich zu-
nehmen.26 Fertilita¨tstheorien ko¨nnen allerdings unterstu¨tzend bei der Wahl eines geeigneten
Extrapolationsmodells oder/und bei der Bestimmung eines ultimativen Niveaus eingesetzt
werden, indem sie das Ausmaß und die Richtung der zuku¨nftigen Fertilita¨t begru¨ndet vorge-
ben.
6.1.4. Methodenmix bzw. Multikausale Ansa¨tze
Neben den extrapolativen, interpolativen und fertilita¨tstheoretischen Ansa¨tzen gibt es auch
multikausale Ansa¨tze zur Fertilita¨tsprognose, die anstatt nur einer mehrere Informations-
quellen und Methoden in sich vereinen. Ein wesentliches Ziel der multikausalen Ansa¨tze zur
Fertilita¨tsprognose besteht darin, die potentiellen Fehlerquellen angemessen einzuscha¨tzen,
sodass z. B. nach Long [168] die Genauigkeit der Prognoseergebnisse erho¨ht werden kann.
Alders et al. [3] beschreiben 2004 einen Ansatz zur Fertilita¨tsprognose von Statistics
Netherlands, der auf der komplementierenden Analyse vergangener Fertilita¨tsprognosefehler,
der Extrapolation des zu prognostizierenden Fertilita¨tsparameters mit einem geeigneten
Zeitreihenmodell und Expertenmeinung basiert. Die erste Mo¨glichkeit besteht darin, einfache
Prognosefehler (vgl. Abschnitt 8.1.1 ab Seite 148) vergangener Fertilita¨tsprognosen auf
den zu prognostizierenden Fertilita¨tsparameter zu u¨bertragen oder z. B. bei einem Pro-
25wie z. B. die Theorie des zweiten demographischen U¨bergangs von van de Kaa [287]
26Dieses Problem ist bereits bei den Strukturmodellen im Abschnitt 3.2.4 ab Seite 47 beschrieben worden.
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jektionshorizont, der die La¨nge der Projektionshorizonte vergangener Fertilita¨tsprognosen
u¨bertrifft, zu extrapolieren.27,28 Eine weitere (modell-basierte) Mo¨glichkeit besteht darin,
die historische Zeitreihe eines zu prognostizierenden Fertilita¨tsparameters direkt mit einem
Zeitreihenmodell, das automatisch Konfidenzintervalle generiert, zu extrapolieren. Bei
beiden bisher beschriebenen Mo¨glichkeiten zur Bestimmung eines Unsicherheitsbereichs
fu¨r den zu prognostizierenden Fertilita¨tsparameter kann Expertenmeinung regulierend
eingesetzt werden, indem bei der ersten Variante die zu beru¨cksichtigenden vergangenen
Fertilita¨tsprognosen und bei der zweiten Variante die La¨nge der Basisperiode subjektiv
bestimmt werden. Alternativ kann Expertenmeinung in einer dritten Variante auch pur
verwendet werden, sodass hauptsa¨chlich auf der Basis parita¨tsspezifischer Fertilita¨tsanalysen,
aber auch unter Beru¨cksichtigung erhobener gewu¨nschter bzw. erwarteter Kinderzahlen
und weiterer fertilita¨tsbeeinflussender Faktoren (wie z. B. der Partizipation der Frauen am
Arbeitsmarkt) ein Unsicherheitsbereich fu¨r den zu prognostizierenden Fertilita¨tsparameter
bestimmt werden kann. Alle drei Varianten fu¨hren nach Alders et al. [3] zu einem a¨hnlichen
95-Prozent Konfidenzintervall fu¨r die Fertilita¨t in den Niederlanden fu¨r das Zieljahr 2050,
nach dem die TFR zwischen der unteren Grenze von 1, 2 und der oberen Grenze von 2, 3 mit
einer Irrtumswahrscheinlichkeit von 5 Prozent liegen wird.
Ein multikausaler Ansatz zur Fertilita¨tsprognose wird z. B. auch in dem internationalen
Projekt UPE (vgl. Abschnitt 4.2.5 ab Seite 73) genutzt, wobei hier neben der Analyse
empirischer Prognosefehler, einem Zeitreihenmodell zur Extrapolation der Fertilita¨t und
Expertenmeinung zusa¨tzlich Korrelationen der Prognosefehler zwischen den La¨ndern beru¨ck-
sichtigt werden [4, 7].
Da sich die verschiedenen bestehenden Ansa¨tze zur Fertilita¨tsprognose fu¨r unterschiedlich
lange Projektionshorizonte eignen, kann es sinnvoll sein, den Projektionshorizont einer
Fertilita¨tsprognose mit einem multikausalen Ansatz so zu zerlegen, dass die zuku¨nftige
Fertilita¨t in den jeweiligen Projektionsintervallen mit entsprechend geeigneten Methoden
prognostiziert wird. So ko¨nnten bei den ersten Projektionsintervallen, die einem kurzen
Projektionshorizent entsprechen, extrapolative Ansa¨tze genutzt werden, wohingegen bei den
27Zur Extrapolation der Prognosefehler ko¨nnen Trendextrapolationsmodelle wie z. B. ein Random Walk ver-
wendet werden.
28Ein (1−α)100 Prozent Konfidenzintervall kann dabei so bestimmt werden, dass jeweils (α
2
)100 Prozent der
aufsteigend sortierten Prognosefehler in einem Projektionsintervall u¨ber und unter der oberen und unteren
Grenze liegen.
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anschließenden Projektionsintervallen, die einem la¨ngeren Projektionshorizont entsprechen,
Methoden eingesetzt werden ko¨nnten, die zunehmend zusa¨tzliche Informationsquellen mit
Expertenmeinung nutzen [67].
Multikausale Ansa¨tze eignen sich in besonderem Maße zur Fertilita¨tsprognose, da sie ver-
suchen, das zuku¨nftige Entwicklungsspektrum der Fertilita¨t umfassend mit weitestgehend
allen zum Zeitpunkt der Prognoseerstellung verfu¨gbaren Methoden und Informationsquel-
len abzudecken. Dadurch ko¨nnen sowohl die historische Entwicklung als auch Erwartungen
zur zuku¨nftigen Fertilita¨tsentwicklung, die mitunter auch einen Bruch mit der historischen
Fertilita¨tsentwicklung darstellen, prognostiziert werden. So werden bei einem multikausalen
Ansatz diverse potentielle Fertilita¨tsentwicklungen durch komplementierende Methoden und
Informationsquellen eingefangen, wohingegen bei der Nutzung nur einer einzigen Methode be-
reits existierende Erkenntnisse unno¨tig bzw. vereinfachend vernachla¨ssigt werden. Allerdings
fu¨hrt der Einsatz vielfa¨ltiger Methoden und Informationsquellen auch zu einer erho¨hten Kom-
plexita¨t, die in einem ausgewogenen Maß zur (erho¨hten) Genauigkeit der Fertilita¨tsprognose
stehen sollte.
6.2. Schlussfolgerung — Vorschla¨ge zur Generierung von
Fertilita¨tsannahmen fu¨r eine Prognose mit dem PPPM
Dieses Kapitel zeigt die Vielzahl bestehender Ansa¨tze zur Fertilita¨tsprognose, die sich hin-
sichtlich der Methode(n) und der zu beru¨cksichtigenden Informationsquelle(n) unterscheiden.
Extrapolative Ansa¨tze schreiben die historische Entwicklung eines zu prognostizierenden
Fertilita¨tsparameters fort, wohingegen interpolative, erkla¨rende und multikausale Ansa¨tze
zusa¨tzliche Informationsquellen (und damit auch von der vergangenen Fertilita¨tsentwicklung
abweichende Verla¨ufe) subjektiv mit einschließen.29
Je la¨nger ein Projektionshorizont ist, desto wahrscheinlicher ist es, dass von der ver-
gangenen Fertilita¨tsentwicklung abweichende Verla¨ufe in der Zukunft (durch sich sta¨ndig
vera¨ndernde fertilita¨tsbeeinflussende Faktoren) eintreten. Demnach ko¨nnen extrapolative
Ansa¨tze ausschließlich fu¨r kurze Projektionshorizonte angewendet werden, da dann die
Stabilita¨tsannahme gleichbleibender Fertilita¨tsbedingungen in der Vergangenheit und
29Gleichwohl werden extrapolative Ansa¨tze z. T. erga¨nzend auch in interpolativen, erkla¨renden und multikau-
salen Ansa¨tzen genutzt.
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Zukunft noch als (anna¨hernd) realistisch einzuscha¨tzen ist. Mit zunehmender La¨nge des Pro-
jektionshorizonts sollten jedoch Ansa¨tze zur Fertilita¨tsprognose genutzt werden, die durch
den subjektiven Einschluss zusa¨tzlicher Informationsquellen (gegenu¨ber der Vergangenheit)
neuartige Fertilita¨tsentwicklungen modellieren und beru¨cksichtigen ko¨nnen.
Neuartige Fertilita¨tsentwicklungen ko¨nnen demnach mit Ansa¨tzen zur Fertilita¨tsprognose
generiert werden, die Expertenmeinung zur Bestimmung eines ultimativen Niveaus oder auch
zur Prognose der Auswirkung fertilita¨tsbeeinflussender Faktoren auf die zuku¨nftige Fertilita¨t
nutzen. Umfassend kann das potentielle Spektrum der zuku¨nftigen Fertilita¨tsentwicklung
allerdings nur mit einem multikausalen Ansatz zur Fertilita¨tsprognose abgedeckt werden,
indem zum Zeitpunkt der Prognoseerstellung weitestgehend alle verfu¨gbaren Methoden und
Informationsquellen sinnvoll eingesetzt werden. Damit sollte einerseits die Prognosegenauig-
keit erho¨ht und andererseits die Prognoseunsicherheit reduziert werden.
Daru¨ber hinaus sollte ein Fertilita¨tsparameter zur Prognose verwendet werden, der sensi-
bel auf Vera¨nderungen in der Altersverteilung der Fertilita¨t reagiert und sowohl Perioden-
und Kohorteneffekte als auch Vera¨nderungen in der parita¨tsspezifischen Verteilung der
Fertilita¨t — wenn nicht direkt, dann doch zumindest indirekt — beru¨cksichtigen kann.
Im PPPM werden daher die altersspezifischen Fertilita¨tsraten als zu prognostizierender
Fertilita¨tsparameter verwendet.
Bei der praktischen Anwendung des PPPM (vgl. Kapitel 12) werden zur Generierung der
Annahmen fu¨r die altersspezifischen Fertilita¨tsraten vielfa¨ltige Informationsquellen mit ge-
eigneten Methoden beru¨cksichtigt.
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Die Migration ist von diversen politischen, sozialen und o¨konomischen Faktoren der jewei-
ligen Ziel- und Herkunftsla¨nder abha¨ngig, sodass ihre Prognose (z. T. auch aufgrund ihrer
vergleichsweise schwierigen Datenlage) besonders komplex und unsicher ist.
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Abbildung 7.1.: Entwicklung der Zu- und Fortzu¨ge (links) und des Wanderungssaldos (rechts)
u¨ber die Außengrenzen Deutschlands in der Zeit von 1991 bis 2008; Daten-
quelle: Statistisches Bundesamt
Die Entwicklung der Zu- und Fortzu¨ge (vgl. Abbildung 7.1) u¨ber die Außengrenzen
Deutschlands ist relativ instabil.1 So schwanken die Zuzu¨ge im Zeitraum von 1991 bis
2008 zwischen 1.489.945 im Jahr 1992 und 661.855 im Jahr 2006 betra¨chtlich, wohingegen
die Fortzu¨ge in dieser Zeit um einen Wert von 679.997, 8 schwanken. Die Instabilita¨t der
Wanderungen ha¨ngt von dem komplexen, sich permanent vera¨ndernden Zusammenspiel
sozialer, o¨konomischer und politisch(-rechtlich)er Bedingungen in den jeweiligen Herkunfts-
und Ziella¨ndern ab, sodass tempora¨r Personen aus verschiedenen Beweggru¨nden wandern. In
den 1990ern za¨hlen beispielsweise (Spa¨t)Aussiedler, Asylantragsteller, aber auch Flu¨chtlinge
1Die Altersstruktur der Zu- und Fortzu¨ge zeigt die Abbildung 12.12 auf Seite 262 fu¨r das Jahr 2006.
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(aus dem ehemaligen Jugoslawien) versta¨rkt zu den Zuzu¨gen nach Deutschland [41]. Sofern
sich nur ein Faktor (in nur einem Herkunfts- oder Zielland) in dem komplexen Zusammenspiel
vera¨ndert, kann sich das Migrationsgeschehen global und lokal fu¨r die zu prognostizierende
Bevo¨lkerung entscheidend vera¨ndern.
Dennoch ist die Migration in der Vergangenheit oftmals bei Bevo¨lkerungsprognosen ob
ihrer vermeintlichen quantitativen Bedeutungslosigkeit oder/und aufgrund ihrer unvoll-
sta¨ndigen Datenreihen vernachla¨ssigt worden2 (vgl. Abschnitt 3.1.3 ab Seite 31). Allerdings
ist die Prognose der Migration unerla¨sslich, da sie die einheimische Bevo¨lkerung nicht nur
voru¨bergehend quantitativ sta¨rkt oder schwa¨cht, sondern langfristig in ihrer Zusammenset-
zung nach Alter, Geschlecht, Ethnie und Kultur vera¨ndern kann. Folglich kann sich auch
das Verhalten der zu prognostizierenden (Gesamt)Bevo¨lkerung hinsichtlich wesentlicher
demographischer Ereignisse (wie Geburten und Sterbefa¨lle) infolge langfristiger Migration
vera¨ndern. Dieser Aspekt tritt umso mehr in den Vordergrund, wenn die quantitative
Bedeutung der natu¨rlichen Bevo¨lkerungsbewegung fu¨r das Bevo¨lkerungswachstum der
einheimischen Bevo¨lkerung (z. B. infolge eines drastischen Fertilita¨tsru¨ckgangs) abnimmt
[21, 68, 94, 114, 289].
Demzufolge sollte ein geeigneter Parameter zur Prognose der Migration die Alters- und Ge-
schlechtsstruktur einzelner Migranten-Subpopulationen (wie die direkten Zu- und Fortzu¨ge
und deren einzelne Nachkommengenerationen), wenn nicht sogar noch deren Herkunft,
beru¨cksichtigen, sodass die bevo¨lkerungsdynamischen Auswirkungen von Migration auf die
einheimische Bevo¨lkerung detailliert prognostiziert werden ko¨nnen. Cruijsen und Keilman
[66] schlagen vor, die Migrationsereignisse (wie bei der Prognose der Fertilita¨t und Morta-
lita¨t) auf die jeweilige Risikobevo¨lkerung zu beziehen. Allerdings entspricht die Risikobevo¨lke-
rung der Immigranten im Prinzip der Weltbevo¨lkerung, sodass die Berechnung und Prognose
von Immigrationsraten zu aufwendig und mit den verfu¨gbaren Daten unmo¨glich ist. Aus
diesem Grund schlagen sie die Verwendung totaler Immigrationszahlen vor. Analog eignen
sich zur Prognose der Emigranten totale Emigrationszahlen oder auch nach Cruijsen und
Keilman [66] Emigrationsraten, bei denen die Emigranten auf die jeweilige Risikobevo¨lke-
rung, also auf die zu prognostizierende Bevo¨lkerung bezogen wird. Im Gegensatz dazu ist
die ha¨ufig in Bevo¨lkerungsprognosemodellen verwendete Nettomigration (vgl. Abschnitt 4.2
2So hat z. B. das Statistische Bundesamt bei der ersten [252, 262] und zweiten [263, 318] koordinierten
Bevo¨lkerungsprognose keine Annahmen zur Migration getroffen [119, 271].
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ab Seite 57) als zu prognostizierender Migrationsparameter ungeeignet, da sie aufgrund der
vernachla¨ssigten Unterschiede bei den Zu- und Fortzu¨gen z. B. hinsichtlich Anzahl, Struktur
(Alter, Geschlecht) und demographischem Verhalten (Fertilita¨t und Mortalita¨t) zu verzerrten
Prognossergebnissen fu¨hren kann [22, 68].
7.1. U¨berblick u¨ber verschiedene Ansa¨tze zur
Migrationsprognose
Es gibt eine Vielzahl unterschiedlicher Ansa¨tze zur Prognose der Migration, die sich in dem
Aggregationsniveau des Prognosegegenstands wie auch in der Art und dem Umfang der
zu nutzenden Informationsquellen unterscheiden. So sind extrapolative, von interpolativen,
(theoretisch) erkla¨renden, bayesianischen und weiteren multikausalen Ansa¨tzen zu unter-
scheiden, die entweder die Brutto- oder die Nettomigration prognostizieren.3
Da es fu¨r etliche La¨nder schwierig ist, detaillierte Migrationsdaten zu erhalten, behandeln
die meisten Prognoseansa¨tze die Migration relativ oberfla¨chlich, indem nur die Nettomigra-
tion oder in Ausnahmefa¨llen die Bruttomigration nach Alter und Geschlecht prognostiziert
wird (vgl. Abschnitt 4.2 ab Seite 57). Allerdings sollen im (in dieser Arbeit zu entwickelnden)
PPPM neben den direkten Zu- und Fortzu¨gen auch deren einzelne Nachkommengenerationen
separat prognostiziert werden, um u. a. detaillierte bevo¨lkerungsdynamische Auswirkungen
der Migration auf die einheimische Bevo¨lkerung analysieren zu ko¨nnen (vgl. Abschnitte 9.1
und 12.4 ab den Seiten 168 und 242). Deshalb werden in diesem Kapitel zusa¨tzlich Ansa¨tze
zur Fertilita¨ts- und Mortalita¨tsprognose fu¨r die einzelnen Subpopulationen der Migranten
vorgestellt.
7.1.1. Ansa¨tze zur Prognose der Bruttomigration
In diesem Abschnitt soll die Vielfalt der bestehenden Ansa¨tze zur Prognose der Zu- und
Fortzu¨ge u¨ber die Außengrenzen eines Landes mit einigen ausgewa¨hlten Ansa¨tzen vorgestellt
werden.
3Einen umfassenden U¨berblick u¨ber bestehende Ansa¨tze zur Migrationsprognose geben beispielsweise Raymer
und Willekens [227], Bijak [21], Smith et al. [256], George et al. [94] und Booth [30].
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Extrapolative Ansa¨tze
Extrapolative Ansa¨tze schreiben zur Prognose der Migration die in der Vergangenheit
beobachtete Migrationsentwicklung in die Zukunft fort.
Eine einfache Mo¨glichkeit der extrapolativen Migrationsprognose besteht darin, den
zuletzt beobachteten Wert oder auch einen Durchschnittswert vergangener Jahre konstant
fu¨r den zu prognostizierenden Migrationsparameter in der Zukunft anzunehmen. Ha¨ufig wird
auch vereinfachend die Nettomigration mit einem Wert von null fortgeschrieben4 [68, 94, 289].
Eine weitere Mo¨glichkeit besteht darin, die in der Basisperiode beobachtete Entwicklung
des zu prognostizierenden Migrationsparameters mit einem geeigneten Trendextrapolations-
modell (wie z. B. mit einem ARIMA-Zeitreihenmodell) fortzuschreiben. Die Prognoseergeb-
nisse ko¨nnen dabei durch die Wahl des Trendextrapolationsmodells und der Basisperiode
subjektiv vom Prognostiker beeinflusst werden [22, 68].
Extrapolative Ansa¨tze eignen sich bei der Prognose der Migration — wenn u¨berhaupt
— nur fu¨r kurze Projektionshorizonte, da die Annahme stabiler sozialer, o¨konomischer und
politisch(-rechtlich)er Bedingungen in den jeweiligen Herkunfts- und Ziella¨ndern u¨ber einen
la¨ngeren Zeitraum unrealistisch ist und vergangene Migrationsentwicklungen auch kurzfristig
(aufgrund neuartiger Bedingungen) große Schwankungen aufweisen ko¨nnen. Daru¨ber hinaus
ist der Einsatz einer so simplen Prognosemethode fu¨r die Migration nur insofern zu recht-
fertigen, als die Beru¨cksichtigung aller Einflussfaktoren (und deren zuku¨nftige Entwicklung)
unmo¨glich ist und folglich die Frage aufgeworfen werden kann, ob der Einschluss mehrerer
verfu¨gbarer Informationen u¨berhaupt eine genauere Migrationsprognose erzeugt. Allerdings
sollten die verfu¨gbaren Informationen grundsa¨tzlich genutzt werden, um die vielfa¨ltigen po-
tentiellen Entwicklungsverla¨ufe der Migration u¨berhaupt aufdecken zu ko¨nnen und begru¨ndet
— mo¨glicherweise mit verschiedenen Annahmenverla¨ufen — in einer Bevo¨lkerungsprognose
zu beru¨cksichtigen.
4Eine Nettomigration von null kann entweder durch eine bewusste Vernachla¨ssigung der Migration oder als
zufa¨lliges Resultat zu treffender Annahmen zu den Zu- und Fortzu¨gen entstehen. Bei der zweiten Variante
ko¨nnen daher dennoch (im Gegensatz zur ersten Variante) realistische bevo¨lkerungsdynamische Effekte
durch Vera¨nderungen in der Alters- und Geschlechtsstruktur der zu prognostizierenden Bevo¨lkerung durch
Migration hervorgerufen werden.
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Interpolative Ansa¨tze
Interpolative Ansa¨tze schreiben die Entwicklung des zu prognostizierenden Migrationspara-
meters zwischen einem Startwert und einem mit vielfa¨ltigen Informationen zu bestimmenden
Zielwert fort.
Der Zielwert des zu prognostizierenden Migrationsparameters kann dabei mit Exper-
tenmeinung unter Beru¨cksichtigung diverser Informationsquellen wie z. B. zu erwartender
(inter)nationaler Migrationspolitiken und der vergangenen Migrationsentwicklung bestimmt
werden [94]. Im Anschluss daran kann der konkrete Entwicklungspfad zwischen dem
Start- und Zielwert des zu prognostizierenden Migrationsparameters entweder mit einem
mathematischen Modell oder graphisch ermittelt (bzw. interpoliert) werden.
Interpolative Ansa¨tze eignen sich nicht nur fu¨r kurz-, sondern auch fu¨r mittel- bis langfris-
tige Migrationsprognosen, da sie zusa¨tzliche Informationen beru¨cksichtigen. Allerdings gibt
es (wie bei den interpolativen Ansa¨tzen zur Prognose der Mortalita¨t und Fertilita¨t (vgl. Ab-
schnitte 5.2.2 und 6.1.2 ab den Seiten 94 und 121)) keine festen Vorgaben zur Bestimmung
der Werte zwischen dem Start- und Zielwert, sodass diese entsprechend den Erwartungen
eines Prognostikers variabel mit geeigneten Methoden modelliert werden ko¨nnen.
Erkla¨rende theoretische bzw. Qualitative Ansa¨tze
Erkla¨rende theoretische Ansa¨tze ko¨nnen neben der vergangenen Migrationsentwicklung noch
weitere, vielfa¨ltige Erkla¨rungsfaktoren zur Migrationsprognose einsetzen.
Es gibt eine Vielzahl bestehender Theorien zur Erkla¨rung internationaler (und na-
tionaler) Migrationsbewegungen, die (unterstu¨tzend) zur Migrationsprognose verwendet
werden ko¨nnen. Bijak [21, 23] unterscheidet soziologische, o¨konomische, geographische
und interdisziplina¨re Migrationstheorien.5 Prinzipiell versuchen diese Theorien wesentliche
Erkla¨rungsfaktoren fu¨r das Entstehen von Wanderung auf der Mikro- oder/und Makroebene
herauszufiltern. Dabei wird grundsa¨tzlich von der Annahme ausgegangen, dass Personen
wandern, wenn sie erwarten, dadurch ihre Position (in einem oder mehreren Lebensberei-
chen)6 verbessern zu ko¨nnen. Die Pra¨ferenzstruktur der zu vera¨ndernden Lebensbereiche wie
5Einen U¨berblick u¨ber bestehende Migrationstheorien geben z. B. auch Du¨vell [77], Howe und Jackson [114],
Ba¨hr [45] und Massey [184].
6— vorerst unabha¨ngig davon, ob sie nun freiwillig oder unfreiwillig wandern —
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auch die Art und der Umfang der fu¨r diesen Entscheidungsprozess zu beru¨cksichtigenden
Faktoren stellen wesentliche Unterscheidungsmerkmale der verschiedenen Migrationstheorien
dar. So legen o¨konomische Theorien z. B. den Fokus auf die o¨konomische Position bzw.
Situation einer (potentiell wandernden) Person bzw. ihres Haushalts (oder ihrer Familie),
die versucht, ihr Einkommen zu maximieren bzw. (auch in der Zukunft) zu sichern. Neben
dem Lohnniveau und dem Arbeitsplatzangebot ko¨nnen deshalb z. B. auch der o¨konomische
Entwicklungsstand wie auch der Diversifikationsgrad des Arbeitsmarktes in den jeweiligen
Herkunfts- und potentiellen Zielbevo¨lkerungen als Entscheidungsfaktoren herangezogen wer-
den. Soziologische Migrationstheorien ko¨nnen im Vergleich dazu zwischen freiwilligen und
unfreiwilligen Migrationsbewegungen unterscheiden. Die Verbesserung der o¨konomischen Si-
tuation im Sinne einer Einkommensmaximierung ist z. B. als freiwillige Migrationsbewegung
einzustufen, wohingegen die durch Misssta¨nde wie z. B. Kriege, Umweltkatastrophen, politi-
sche oder religio¨se Verfolgung, Vertreibung und Armut ausgelo¨ste Wanderung als unfreiwillig
bzw. erzwungen einzustufen ist.7 Daru¨ber hinaus ko¨nnen soziologische Migrationstheorien
auch die Pra¨senz dicht ausgebauter sozialer Netzwerke, Institutionen und Organisationen als
wanderungsunterstu¨tzende Elemente bei der Erkla¨rung von Migrationsbewegungen nutzen.
Geographische Migrationstheorien beru¨cksichtigen dagegen u. a. die Bevo¨lkerungsgro¨ße
(z. B. im Zusammenhang mit dem Arbeitsangebot und dem Lohnniveau) und die ra¨umliche
Distanz (z. B. im Zusammenhang mit der Erreichbarkeit mittels diverser Transportmittel)
zwischen der Herkunfts- und Zielregion als Erkla¨rungsfaktoren fu¨r internationale Wande-
rungsbewegungen.8 Im Vergleich zu den o¨konomischen, soziologischen und geographischen
Migrationstheorien versuchen interdisziplina¨re Migrationstheorien die internationale Migra-
tion als Zusammenspiel diverser soziologischer, o¨konomischer, geographischer und mitunter
auch weiterer (wie beispielsweise psychologischer) Faktoren umfassend zu erkla¨ren.
Migrationstheorien ko¨nnen (pur) u¨ber Expertenmeinung oder auch (unterstu¨tzend) in
mathematischen Modellen (wie z. B. Regressionsmodellen) zur Migrationsprognose genutzt
werden. Da Migrationstheorien meist nur einzelne Aspekte des Entstehens internationaler
Migration betrachten, ko¨nnen sie zur Steigerung der Prognosegenauigkeit (in Abha¨ngigkeit
der jeweils dominierenden Wanderungsgru¨nde) komplementa¨r fu¨r unterschiedliche Projekti-
onsintervalle oder/und Subpopulationen eingesetzt werden [68].
7Der Ansatz der Push- und Pull-Faktoren geht auf Lee [150] aus dem Jahr 1966 zuru¨ck.
8Ravenstein [225, 226] hat bereits zum Ende des 19. Jahrhunderts bei der Ausarbeitung der ersten Migra-
tionsgesetze die Bevo¨lkerungsgro¨ße und die ra¨umliche Distanz zwischen der Herkunfts- und Zielregion als
Erkla¨rungsfaktoren fu¨r Migrationsbewegungen verwendet.
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Allerdings sollten nicht nur verschiedene Migrationstheorien erga¨nzend, sondern auch noch
zusa¨tzliche, bislang (in den Theorien) vernachla¨ssigte Aspekte wie z. B. die Steuerung inter-
nationaler Zu- und Fortzu¨ge durch la¨nderspezifische Migrationspolitiken oder auch die Ent-
wicklung politischer (In)Stabilita¨ten u¨ber Expertenmeinung zusa¨tzlich beru¨cksichtigt werden
[23, 149]. Der Einschluss weiterer Erkla¨rungsfaktoren erho¨ht jedoch die Komplexita¨t der
Migrationstheorien derart, dass deren Einsatz als unterstu¨tzende Informationsquelle in ei-
ner Migrationsprognose immer schwieriger umzusetzen ist; zumal die theoretisch fundierten
Zusammenha¨nge empirisch gemessen und ebenfalls mit geeigneten Methoden prognostiziert
werden mu¨ssen. Dennoch eignen sich theoretisch erkla¨rende Ansa¨tze fu¨r langfristige Migra-
tionsprognosen, da sie neuartige Entwicklungen unter Beru¨cksichtigung vielfa¨ltiger Einfluss-
faktoren differenziert (z. B. nach Projektionsintervall und Subpopulation) antizipieren und
prognostizieren ko¨nnen.
Multikausale Ansa¨tze
Fu¨r eine umfassende und genaue Prognose der (aus diversen Gru¨nden enstehenden) Migra-
tion sollten vielfa¨ltige Informationsquellen sinnvoll kombiniert und in einem entsprechenden
Modell angemessen operationalisiert werden ko¨nnen.
Der multiregionale Ansatz von Rogers Rogers [219, 234, 235, 236] hat ab den 1960ern
ein multi- bzw. interregionales Modell zur Prognose einer Bevo¨lkerung vorgeschlagen (und
fortlaufend weiterentwickelt), das auf der multistate Kohorten-Komponenten Methode (vgl.
Abschnitt 3.2.1 auf Seite 40) basiert und mit einer entsprechend erweiterten Projektionsma-
trix (vgl. 3.2.1 ab Seite 35) umgesetzt werden kann. Dieses interregionale Modell kann neben
dem Alter (und dem Geschlecht) auch noch die Lokalita¨t bei einer Bevo¨lkerungsprognose
beru¨cksichtigen, sodass die Migration nicht extern zur zu prognostizierenden Bevo¨lkerung
addiert (vgl. Formeln 3.2 bis 3.4 ab Seite 38), sondern integrativ wa¨hrend der Prognose
inform kombinierter Migrations- und Mortalita¨tsraten beru¨cksichtigt wird.
Um eine Bevo¨lkerung (vereinfachend nur) nach dem Alter und der Region zu prognos-
tizieren, mu¨ssen die Annahmen fu¨r die Fertilita¨t, Mortalita¨t und Migration alters- und
regionalspezifisch sein. Werden allein zwei verschiedene Regionen A und B unterschieden,
werden in dem anfa¨nglichen Modell von Rogers [234] Annahmen fu¨r altersspezifische
Fertilita¨tsraten pro Region (fx,A, fx,B), altersspezifische U¨berlebenswahrscheinlichkeiten pro
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Region (px,A, px,B) wie auch kombinierte altersspezifische Emigrations- und Mortalita¨tsraten
aus der einen in die andere Region (ex,AB, ex,BA)
9 beru¨cksichtigt (vgl. Abbildung 7.2).
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Abbildung 7.2.: Matrixnotation eines interregionalen Bevo¨lkerungsprognosemodells nach Ro-
gers [234] mit zwei Regionen A und B
Daneben hat Rogers [219, 235, 236] dieses interregionale Modell auch noch so formuliert,
dass zusa¨tzlich explizit Annahmen zur Fertilita¨t und kombinierter Mortalita¨t und Migration
fu¨r Personen getroffen werden ko¨nnen, die aus der einen in die andere Region wandern (vgl.
Abbildung 7.3).10
Die entsprechenden alters- und regionalspezifischen Fertilita¨ts- und Mortalita¨ts-
/Migrationsraten ko¨nnen mit diversen Methoden wie z. B. der Extrapolation, der In-
terpolation oder auch Expertenmeinung prognostiziert werden.
Im Vergleich zu herko¨mmlichen Modellen (vgl. Abschnitt 4.2 ab Seite 57) beru¨cksichtigt
das interregionale Bevo¨lkerungsprognosemodell von Rogers die Migration sehr detailliert.
Zwar ko¨nnen pro Region separate Annahmen zur Fertilita¨t, Mortalita¨t und Migration fu¨r
die Einheimischen und die im jeweils aktuellen Projektionsintervall auftretenden Emigranten
getroffen werden, allerdings gelten dann (jeweils ab dem na¨chsten Projektionsintervall) diesel-
9Die ex,AB entsprechen dabei dem Anteil der Personen, die aus der Region A in die Region B wandern und
vom Alter x zum Alter x+ 1 u¨berleben.
10So werden mit den f15,AA die sich zum Zeitpunkt t+ 1 in der Region A aufhaltenden Geburten 15-ja¨hriger
Frauen, die sich auch zum Zeitpunkt t in der Region A aufgehalten haben, berechnet. Analog dazu werden
mit den f15,BA die sich zum Zeitpunkt t + 1 in der Region A aufhaltenden Geburten 15-ja¨hriger Frauen,
die sich allerdings zum Zeitpunkt t noch in der Region B aufgehalten haben, berechnet.
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Abbildung 7.3.: Matrixnotation eines interregionalen Bevo¨lkerungsprognosemodells nach Ro-
gers [219, 235, 236] mit zwei Regionen A und B
ben Annahmen fu¨r die Einheimischen und die Immigranten in jeder Region. Folglich ko¨nnen
in diesem Modell nicht die Einheimischen, Migranten und deren einzelne Nachkommenge-
nerationen unterschieden werden, sodass z. B. auch nicht sukzessive Anpassungsprozesse in
der Fertilita¨t und Mortalita¨t zwischen den Migranten und Einheimischen u¨ber die einzelnen
Nachkommengenerationen modelliert werden ko¨nnen (vgl. Abschnitt 7.1.2 ab Seite 138). Da
die Annahmen zur Fertilita¨t, Mortalita¨t und Migration mit diversen Methoden generiert wer-
den ko¨nnen, gibt es diesbezu¨glich auch keine Einschra¨nkungen hinsichtlich der zu nutzenden
Informationsquellen. Folglich ko¨nnen mit dem interregionalen Modell von Rogers auch la¨nger-
fristige Prognosen erstellt werden, wobei die Prognoseergebnisse umso mehr verzerrt werden,
desto sta¨rker sich das demographische Verhalten zwischen Migranten und Einheimischen auch
nach dem Wanderungszeitpunkt unterscheidet.
Der Ansatz von Bijak 2008 schla¨gt Bijak [22] einen bayesianischen Ansatz zur Pro-
gnose internationaler Migration vor, bei dem die beiden Methoden Expertenmeinung
und Zeitreihenanalyse formal miteinander kombiniert werden. Generell wird dabei die
Wahrscheinlichkeitsverteilung (posterior) des zu prognostizierenden Migrationsparameters
u¨ber ein (mathematisches) Prognosemodell, das sowohl auf den bereits beobachteten Daten
der zu beru¨cksichtigenden Modellparameter (likelihood) als auch auf (der daran sukzessive
anzupassenden) Expertenmeinung (prior) basiert, bestimmt (vgl. Formel 5.10 auf Seite 108).
Bijak [22] vergleicht zur (bayesianischen) Prognose der (logarithmierten) Emigrationsraten
von Deutschland nach Polen und von Polen nach Deutschland fu¨r den kurzen Projektionsho-
rizont von 2004 bis 2010 drei komplexe Zeitreihenmodelle, die sich in der Beru¨cksichtigung
o¨konomischer Einflussfaktoren wie z. B. der Einkommensdifferenz und der Arbeitslosenquote
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und den entsprechenden subjektiven Einscha¨tzungen zur Auspra¨gung und Entwicklung
der jeweiligen Parameterwerte unterscheiden. 100.000 Prognosedurchla¨ufe erzeugen fu¨r
jedes Projektionsintervall eine Wahrscheinlichkeitsverteilung fu¨r die zu prognostizierenden
Emigrationsraten. Der Vergleich der drei Prognosemodelle zeigt, dass der Einsatz zusa¨tz-
licher Erkla¨rungsfaktoren in Verbindung mit Expertenmeinung die Prognoseunsicherheit
reduziert, indem die Breite der Wahrscheinlichkeitsverteilung fu¨r die zu prognostizierenden
Emigrationsraten (zumindest in diesem Beispiel) abnimmt.
Multikausale Ansa¨tze eignen sich besonders zur Prognose der instabilen Migration, da sie
heterogene potentielle zuku¨nftige Entwicklungen der Migration mit unterschiedlichen Me-
thoden und Informationsquellen (auch u¨ber einen la¨ngeren Projektionshorizont) aufdecken
ko¨nnen. Dabei sollten heterogene Migrationsentwicklungen mit verschiedenen Annahmen-
verla¨ufen modelliert und in einer Bevo¨lkerungsprognose beru¨cksichtigt werden ko¨nnen.
7.1.2. Ansa¨tze zur Prognose der Fertilita¨t und Mortalita¨t einzelner
Migranten-Subpopulationen
Im Gegensatz zu bestehenden Ansa¨tzen zur Bevo¨lkerungsprognose sollen im (in dieser Ar-
beit zu entwickelnden) PPPM die Immigranten und die Emigranten derart detailliert mo-
delliert und prognostiziert werden, dass sowohl fu¨r die direkten Zu- und Fortzu¨ge als auch
fu¨r deren einzelne Nachkommengenerationen separat Annahmen zur Fertilita¨t und Morta-
lita¨t getroffen werden ko¨nnen (vgl. Abschnitt 9.1 und 12.4 ab den Seiten 168 und 242).
Erst diese separate Betrachtung einzelner Subpopulationen erlaubt eine flexible Nachbildung
sukzessiver Anpassungsprozesse der Immigranten und Emigranten an die Gegebenheiten im
jeweiligen Zielland (oder auch das Beibehalten des demographischen Verhaltens aus dem
jeweiligen Herkunftsland), sodass auch deren (bisher meist in Bevo¨lkerungsprognosen aus-
geblendete) bevo¨lkerungsdynamische Konsequenzen umfassend beru¨cksichtigt und analysiert
werden ko¨nnen [257].
Fertilita¨tsprognose
Es gibt verschiedene Hypothesen, die zur Erkla¨rung des fertilen Verhaltens von Migranten
herangezogen werden ko¨nnen [107, 193, 257]. Die Hypothese der Sozialisation geht davon
aus, dass die Fertilita¨t der Migranten vorrangig von den in der Kindheit (bzw. im jeweiligen
Herkunftsland) vermittelten Normen und Werten determiniert wird. Im Gegensatz dazu
geht die Hypothese der Adaption davon aus, dass sich das Fertilita¨tsverhalten der Migranten
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(mit zunehmender Aufenthaltsdauer) dem der Bevo¨lkerung im Zielland anpasst, sodass das
gegenwa¨rtige Umfeld maßgeblich das Fertilita¨tsverhalten der Migranten bestimmt. Wa¨hrend
das Fertilita¨tsverhalten der Migranten mit den Hypothesen der Sozialisation und Adaption
langfristig erkla¨rt werden soll, fokussieren sich die Hypothesen der Disruption und der
Familien- bzw. Haushaltsgru¨ndung auf die kurzfristigen Auswirkungen der Migration auf
die Fertilita¨t. So geht die Hypothese der Disruption davon aus, dass die Fertilita¨t wa¨hrend
und kurz nach dem Wanderungsprozess durch den damit verbundenen Stress und die
Umgewo¨hnung an neue soziale, o¨konomische Bedingungen kurz unterbrochen wird, um sich
anschließend an die Fertilita¨t der Einheimischen anzupassen. Hingegen geht die Hypothese
der Familien- bzw. Haushaltsgru¨ndung (mit einhergehender Eheschließung) von einer kurzzei-
tigen Fertilita¨tserho¨hung unmittelbar nach dem Wanderungszeitpunkt aus, da bei Personen,
die aufgrund einer Familienzusammenfu¨hrung wandern, diese fertilita¨tsbegu¨nstigenden
Ereignisse zusammenfallen. Daneben geht die Hypothese der Selektion davon aus, dass
Migranten eine selektive Gruppe hinsichtlich sozialer, o¨konomischer und demographischer
Merkmale darstellen, deren Fertilita¨t von der Bevo¨lkerung im Herkunftsland wie auch
von der im Zielland abweichen kann. Sofern sich diese Merkmale zwischen Migranten und
Einheimischen anpassen, ko¨nnen auch die Unterschiede in der Fertilita¨t abnehmen.
Diverse empirische Untersuchungen zur Fertilita¨t von Migranten im Zielland (respektive
in Europa, den USA, Kanada, Brasilien und Australien) haben gezeigt, dass sich die
Migranten mit zunehmender Aufenthaltsdauer wie auch u¨ber die Nachkommengenerationen
dem Fertilita¨tsverhalten der einheimischen Bevo¨lkerung im Zielland sukzessive anpassen
[1, 17, 48, 74, 79, 107, 122, 123, 192, 193, 257, 320]. Milewski [192, 193] hat daru¨ber hinaus
festgestellt, dass sich die Fertilita¨t der Migranten in Deutschland kurzfristig (im Sinne der
Hypothese der Familien- bzw. Haushaltsgru¨ndung) erho¨ht und langfristig (im Sinne der
Hypothese der Adaption) an die Fertilita¨t der Einheimischen anpasst.
Allerdings stellen die Immigranten keine homogene Subpopulation dar. So ko¨nnen z. B.
die Ethnie [120, 122, 193, 320], sozioo¨konomische Unterschiede [192, 193] wie auch die
Wanderungsmotive [1] ausschlaggebend fu¨r Unterschiede im Fertilita¨tsverhalten zwischen
Immigranten im Zielland sein. So setzen sich die Zuzu¨ge in Deutschland aus verschiedenen
Nationalita¨ten zusammen, die sich z. T. deutlich in der Fertilita¨t unterscheiden. Wa¨hrend
die Immigranten aus der Tu¨rkei eine relativ hohe Fertilita¨t aufweisen, ist die Fertilita¨t
der Immigranten aus Polen, Ruma¨nien, Ungarn oder auch Spanien z. T. so niedrig, dass
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sie sogar die Fertilita¨t der Einheimischen unterschreitet.11 Daru¨ber hinaus ko¨nnen die
Unterschiede in der Fertilita¨t zwischen Immigranten und Einheimischen durch Selektions-
prozesse z. B. hinsichtlich des Alters, der Bildung und des Arbeitsplatzes nahezu vollsta¨ndig
erkla¨rt werden [192, 193]. Außerdem wird die Fertilita¨t der Migranten, die aufgrund einer
Familienzusammenfu¨hrung wandern, ho¨her sein als von Migranten, die aufgrund einer
Erwerbsta¨tigkeit wandern. Folglich bestimmt die ethnische Zusammensetzung wie auch die
Selektion hinsichtlich demographischer und sozioo¨konomischer Merkmale die Ho¨he der zu
realisierenden Fertilita¨t der Migranten (als eine gemeinsame Gruppe) in einem Zielland.
Daneben haben auch die Bemu¨hungen zur Integration (wie z. B. das Erlernen der Sprache
im Zielland) oder aber auch die Wanderungspolitik als a¨ußere Rahmenbedingung einen
wesentlichen Einfluss auf das demographische Verhalten der Migranten im Zielland.
Der Aufbau des PPPM ermo¨glicht eine flexible Beru¨cksichtigung all dieser Faktoren bei
der Generierung der Annahmen zur Fertilita¨t fu¨r die (direkten) Immi- und Emigranten
und ihre jeweiligen Nachkommengenerationen. Fu¨r eine Bevo¨lkerungsprognose mit dem
PPPM ist die Annahme eines sukzessiven Anpassungsprozesses zwischen der Fertilita¨t der
Immigranten und Einheimischen u¨ber die Nachkommengenerationen zu empfehlen. In diesem
Zusammenhang hat Sobotka 2008 [257] in einer vergleichenden Analyse der Fertilita¨t von
Immigranten und Einheimischen in 11 europa¨ischen La¨ndern festgestellt, dass die TFR aller
Immigranten zwischen 0, 3 und 0, 8 ho¨her ist als bei den Einheimischen. Außerdem nimmt
dieser Fertilita¨tsunterschied mit der Zeit zwischen den Immigranten und den Einheimischen
ab. Ferner ist bei den Immigranten im Vergleich zu den Einheimischen das durchschnittliche
Alter der Mu¨tter bei Geburt niedriger, der Anteil der Kinderlosen geringer und der Anteil
mit relativ vielen Kindern (bzw. einer ho¨heren Parita¨t) ho¨her.
In Deutschland gibt es bislang keine Angaben zu den altersspezifischen Fertilita¨tsraten der
direkten Zuzu¨ge12. Ersatzweise ko¨nnen die altersspezifischen Fertilita¨tsraten ausla¨ndischer
Frauen in Deutschland herangezogen werden. Allerdings unterscheiden sich diese beiden Per-
sonengruppen in einigen wesentlichen Punkten. So za¨hlen zu den Ausla¨ndern ausschließlich
Personen mit einer ausla¨ndischen Staatsangeho¨rigkeit (und Staatenlose), wohingegen zu den
11So betra¨gt die TFR nach Daten von Eurostat im Jahr 2008 2, 1 in der Tu¨rkei, 1, 39 in Polen, 1, 35 in
Ruma¨nien, 1, 35 in Ungarn und 1, 46 in Spanien.
12Allerdings verbessert sich die Datenlage zusehends: So wird z. B. im Mikrozensus 2008 der Migrationssta-
tus (wie auch die entsprechende Staatsangeho¨rigkeit) neu erfasst, sodass umfassendere Auswertungen in
Verbindung mit weiteren Variablen bzw. Merkmalen durchgefu¨hrt werden ko¨nnen [269].
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direkten Zuzu¨gen auch noch Personen mit einer deutschen Staatsangeho¨rigkeit (wie z. B.
deutsche Remigranten aus den USA) geho¨ren [41]. Daneben kann sich die Aufenthaltsdauer
zwischen den Ausla¨ndern und den direkten Zuzu¨gen stark unterscheiden; wa¨hrend Ausla¨nder
im Durchschnitt (bereits) 18,2 Jahre (am Ende des Kalenderjahres 2008) in Deutschland sind
[41], wandern direkte Zuzu¨ge gerade (ha¨ufig) erst zu, sodass sich Ausla¨nder im Gegensatz zu
den direkten Zuzu¨gen auch schon sta¨rker an die Gegebenheiten (so z. B. auch in Bezug auf
das fertile Verhalten im Sinne der Hypothese der Adaption) im Zielland angepasst haben
ko¨nnen. Weiterhin wird die Fertilita¨t der Ausla¨nderinnen in Deutschland von der amtlichen
Statistik unterscha¨tzt. Dabei ist der erfasste Bevo¨lkerungsbestand durch unterlassene Abmel-
dung von Remigrantinnen zu hoch, wohingegen die erfassten Geburten zu niedrig sind, da im
Ausland stattfindende Geburten von in Deutschland gemeldeten ausla¨ndischen Frauen nicht
in die Geburtenstatistik eingehen [249, 250]. Folglich ko¨nnen die von der amtlichen Statistik
ausgewiesenen altersspezifischen Fertilita¨tsraten ausla¨ndischer Frauen als untere Scha¨tzung
fu¨r die altersspezifischen Fertilita¨tsraten der direkten Zuzu¨ge dienen.
Mortalita¨tsprognose
Empirische Studien haben gezeigt, dass die Sterblichkeit von Migranten im Zielland (re-
spektive in Deutschland und Australien) oftmals geringer als in ihrem Herkunftsland ist
[143, 178, 228, 229, 320]. Dieses Pha¨nomen wird ha¨ufig mit dem so genannten Healthy-
Migrant Effekt erkla¨rt. Der Healthy-Migrant Effekt besagt, das es sich bei Migranten um
eine ausgewa¨hlte Gruppe von Personen handle, die, im Vergleich zu der restlichen, nicht
wandernden Herkunftsbevo¨lkerung, besonders fit bzw. gesund sei. Diese Fitness schla¨gt sich
nicht nur in einem Sterblichkeitsvorteil der Migranten gegenu¨ber ihrer Herkunftsbevo¨lke-
rung, sondern auch, wie beispielsweise in Deutschland, gegenu¨ber ihrer Zielbevo¨lkerung
nieder. Allerdings gehe, dem Healthy-Migrant Effekt zufolge, dieser Sterblichkeitsvorteil
der Migranten gegenu¨ber der Zielbevo¨lkerung nach kurzer Zeit verloren, da die Integration
beispielsweise im sozialen, o¨konomischen und gesundheitlichen Bereich suboptimal sei und
zu einer ho¨heren Sterblichkeit der Migranten fu¨hre.
Diese Erkla¨rung stimmt jedoch nicht mit der beobachtbaren Sterblichkeit der Migranten
in Deutschland u¨berein, nach der die Migranten u¨ber einen la¨ngeren Zeitraum eine deutlich
geringere Sterblichkeit als die Einheimischen aufweisen. Jedoch wird die Sterblichkeit der
Migranten in der amtlichen Statistik unterscha¨tzt, da die erfassten Sterbefallzahlen zu
niedrig und die erfassten Bevo¨lkerungsbesta¨nde zu hoch sind. Dieser Effekt kann durch
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unterlassene Abmeldungen und nicht gemeldete Sterbefa¨lle von Zuwanderern im Ausland
verursacht werden, sodass die tatsa¨chliche Sterblichkeit der Zuwanderer in Deutschland
etwas ho¨her als die von der amtlichen Statistik erfasste Sterblichkeit der Migranten ist
[142]. Allerdings zeigen auch Analysen zur Sterblichkeit von Zuwanderern in Deutschland
mit anderen Datenquellen wie mit dem Ausla¨nderzentralregister, dem Sozioo¨konomischen
Panel oder auch mit Daten der deutschen Rentenversicherung einen Sterblichkeitsvorteil
der Migranten gegenu¨ber den Einheimischen der Zielbevo¨lkerung in den ersten Jahren
nach der Ankunft. Allerdings verschwindet dieser Sterblichkeitsvorteil mit der La¨nge des
Aufenthalts der Migranten in der Zielbevo¨lkerung zusehends [144, 229]. Razum [228]
erkla¨rt den Sterblichkeitsvorteil der direkten Zuzu¨ge in Deutschland in den ersten Jah-
ren damit, dass die direkten Zuzu¨ge in Deutschland anderen Risikofaktoren ausgesetzt
sind als in ihrem Herkunftsland. Dadurch ko¨nnen die direkten Zuzu¨ge einerseits von
der besseren medizinischen Versorgung im Zielland und andererseits von der erst ab
dem Wanderungszeitpunkt einsetzenden, la¨ngeren Latenzzeit vor dem Ausbrechen nicht
u¨bertragbarer Krankheiten, denen sie nun im Zielland neu ausgesetzt sind, profitieren.
Zusa¨tzlich wird dieser Sterblichkeitsvorteil durch die Remigration kranker oder auch so-
zio¨konomisch benachteiligter Migranten in ihr Herkunftsland versta¨rkt, da vermehrt gesunde
Migranten im Zielland verbleiben. Allerdings nimmt dieser Sterblichkeitsvorteil der direkten
Zuzu¨ge mit zunehmender La¨nge ihres Aufenthalts im Zielland ab, da das Ende der seit
der Ankunft im Zielland einsetzenden Latenzzeit neuer Krankheiten erreicht ist. Zudem
ko¨nnen nun auch versta¨rkt Krankheiten bei den direkten Zuzu¨gen im Gegensatz zu den
Einheimischen auftreten, die durch die Risikofaktoren aus der Kindheit im Herkunftsland
bedingt werden.13 Daneben nehmen die Unterschiede in der Sterblichkeit zwischen den
Einheimischen und jeder weiteren Nachkommengeneration der Migranten zunehmend ab, da
sich die Lebensstile und damit auch die Risikofaktoren fu¨r Krankheiten zunehmend anglei-
chen. Außerdem ist bei den Nachkommen auch die selektive Remigration kaum noch relevant.
Demzufolge ist fu¨r eine Bevo¨lkerungsprognose mit dem PPPM die Modellierung eines
Sterblichkeitsvorteils fu¨r die direkten Zuzu¨ge und eines Anna¨herungsprozesses an die
Sterblichkeit der Einheimischen fu¨r die entsprechenden Nachkommengenerationen bei der
Generierung der Mortalita¨tsannahmen zu empfehlen. In diesem Zusammenhang hat Kohls
[143] in einer empirischen Analyse die Sterblichkeit der ausla¨ndischen und einheimischen
13Ein Beispiel fu¨r eine erho¨hte Sterblichkeit der Migranten gegenu¨ber den Einheimischen ist Magenkrebs, der
durch die Risikofaktoren in der Kindheit im Herkunftsland hervorgerufen werden kann.
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Bevo¨lkerung in Deutschland verglichen, wobei verschiedene Datenquellen zur Bestimmung
der Sterblichkeit der ausla¨ndischen Bevo¨lkerung (bzw. Migranten) verwendet worden sind.
Den Daten der amtlichen Statistik zufolge betra¨gt der Unterschied in der Lebenserwartung
bei Geburt zwischen der ausla¨ndischen und einheimischen Bevo¨lkerung bei den Ma¨nnern 6
und bei den Frauen 4 Jahre, wohingegen er den Daten des Ausla¨nderzentralregisters zufolge
bei den Ma¨nnern 4 und bei den Frauen 2 Jahre betra¨gt. Demzufolge reduziert sich der
Sterblichkeitsunterschied zwischen der ausla¨ndischen und einheimischen Bevo¨lkerung, wenn
Verzerrungen in den Daten eliminiert werden. Ferner ist die Sterblichkeit der ausla¨ndischen
Bevo¨lkerung in Deutschland in den jungen Altern (ca. bis zum Alter 15) etwas ho¨her und in
den darauffolgenden Altern niedriger als in der einheimischen Bevo¨lkerung.14
In Deutschland gibt es keine Angaben zu den altersspezifischen Sterbewahrscheinlichkeiten
der direkten Zuzu¨ge. Ersatzweise ko¨nnen die altersspezifischen Sterbewahrscheinlichkeiten
der ausla¨ndischen Bevo¨lkerung herangezogen werden (vgl. Abschnitt 12.4.1 ab Seite 243). Al-
lerdings unterscheiden sich diese beiden Personengruppen (wie bei der Fertilita¨t) in einigen
wesentlichen Merkmalen. So ist die Sterblichkeit der ausla¨ndischen Bevo¨lkerung aufgrund der
la¨ngeren Aufenthaltsdauer (im Sinne der Hypothese der Adaption und des Healthy-Migrant
Effekts) vermutlich ho¨her als die der direkten Zuzu¨ge, zumal auch in Deutschland Gebo-
rene mit einer ausla¨ndischen Staatsangeho¨rigkeit zur ausla¨ndischen Bevo¨lkerung geho¨ren.
Allerdings kann dieser Effekt durch die selektive Remigration (gescheiterter Migranten) z. T.
aufgehoben werden. Daneben ist die Sterblichkeit der direkten Zuzu¨ge nicht soviel niedri-
ger als die der ausla¨ndischen Bevo¨lkerung anzusetzen, da deren von der amtlichen Statistik
ausgewiesene Sterblichkeit durch unterlassene Abmeldung und nicht registrierte Sterbefa¨lle
im Ausland sowieso unterscha¨tzt wird [142]. Folglich kann die von der amtlichen Statistik
ausgewiesene altersspezifische Sterblichkeit der ausla¨ndischen Bevo¨lkerung als eine (untere)
Scha¨tzung fu¨r die altersspezifische Sterblichkeit der direkten Zuzu¨ge dienen.
14Die Sterblichkeit der Migranten ist nach den Daten des Ausla¨nderzentralregisters (im Berichtsjahr 2006) in
den Altern von 10 bis 64 um 10 Prozent ho¨her als in der amtlichen Statistik; ab dem Alter 65 steigt dieser
Sterblichkeitsunterschied sogar noch weiter an (bis zu 250 Prozent in der Altersgruppe 85+), sodass der
Sterblichkeitsvorteil der Migranten gegenu¨ber der einheimischen Bevo¨lkerung insbesondere in den hohen
Altern reduziert wird [143].
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7.2. Schlussfolgerung — Vorschla¨ge zur Generierung von
Migrationsannahmen fu¨r eine Prognose mit dem PPPM
Dieses Kapitel gibt einen U¨berblick u¨ber die Vielzahl der bestehenden Ansa¨tze zur Mi-
grationsprognose, die verschiedene Informationsquellen nutzen und sich demzufolge fu¨r
unterschiedlich lange Projektionshorizonte eignen. Generell ko¨nnen extrapolative von
interpolativen, theoretisch erkla¨renden, bayesianischen und weiteren multikausalen Ansa¨tzen
unterschieden werden.
Die Prognose der Migration ist in der Vergangenheit ha¨ufig aufgrund kaum verfu¨gbarer
Daten oder/und einer (fa¨lschlicherweise) unterstellten quantitativen Bedeutungslosigkeit
vernachla¨ssigt worden. Als Konsequenz ist die Migration entweder gar nicht oder oftmals
nur vereinfachend mit einem konstanten Wert in die Zukunft extrapoliert worden. Allerdings
kann die aus variierenden Wanderungsgru¨nden stark schwankende Migrationsentwick-
lung mit dieser Vorgehensweise nur ungenu¨gend eingefangen werden, sodass neben der
vergangenen, rein quantitativen Entwicklung noch weitere Informationsquellen bei einer
umfassenden Migrationsprognose beru¨cksichtigt werden sollten. So ko¨nnen beispielsweise
mit theoretisch erkla¨renden Ansa¨tzen vielfa¨ltige Gru¨nde fu¨r das Auftreten internationaler
Migration aufgedeckt und in Zusammenhang mit Expertenmeinung oder/und entsprechenden
mathematischen Modellen (auf der Basis empirischer Datenanalysen) prognostiziert werden.
Multikausale Ansa¨tze ko¨nnen dann quasi kulminierend (nahezu) alle verfu¨gbaren Informa-
tionen und Methoden komplementa¨r vereinen, um die Migration in all ihren potentiellen
Auspra¨gungen (mo¨glichst genau) zu prognostizieren.
Die Migration ist das Resultat eines komplexen Zusammenspiels diverser sozialer, o¨kono-
mischer und politisch(-rechtlich)er Faktoren im In- und Ausland, das von einem Prognostiker
weder vollsta¨ndig durchschaut noch exakt prognostiziert werden kann. Deshalb ist die
Prognose der Migration besonders unsicher, sodass nicht nur ein, sondern mehrere Annah-
menverla¨ufe der Migration in einer Bevo¨lkerungsprognose beru¨cksichtigt werden sollten, um
das potentielle Spektrum zuku¨nftiger, mitunter stark heterogener Migrationsentwicklungen
angemessen abdecken zu ko¨nnen.
Im PPPM ko¨nnen deshalb diverse Annahmenverla¨ufe fu¨r die (totalen) Zu- und Fortzu¨ge
(nach Alter und Geschlecht) gewichtet in einer probabilistischen Bevo¨lkerungsprognose
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beru¨cksichtigt werden, sodass die potentiellen Auspra¨gungen der Migration angemessen
eingefangen werden ko¨nnen.
Daneben werden nicht nur die direkten Zu- und Fortzu¨ge, sondern auch noch deren
Nachkommengenerationen mit separaten Annahmen zur Fertilita¨t und Mortalita¨t (einzeln)
prognostiziert, sodass einerseits sukzessive Anpassungsprozesse zwischen der Fertilita¨t und
Sterblichkeit der Migranten und Einheimischen (u¨ber die Nachkommen) modelliert und
andererseits diverse langfristige bevo¨lkerungsdynamische Effekte der Migranten auf die
einheimische Bevo¨lkerung detailliert analysiert werden ko¨nnen.
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Eine umfassende Bewertung von Bevo¨lkerungsprognosen ist fu¨r deren Weiterentwicklung
bzw. Verbesserung unerla¨sslich, da mit ihr u¨berpru¨ft werden kann, inwiefern die prognosti-
zierten mit den tatsa¨chlich eintreffenden Bevo¨lkerungszahlen u¨bereinstimmen und wodurch
eventuelle Abweichungen bzw. Prognosefehler1 entstehen.
Zur Bewertung von Bevo¨lkerungsprognosen ko¨nnen prinzipiell diverse Gu¨tekriterien,2
die einzelne Arbeitsschritte eines Prognoseprozesses (vgl. Abschnitt 2.2 ab Seite 18) aus
verschiedenen Perspektiven beleuchten, herangezogen werden. Grundsa¨tzlich sollte ein Pro-
gnostiker mit einem Bevo¨lkerungsprognosemodell die zuku¨nftige Bevo¨lkerungsentwicklung
objektiv, zuverla¨ssig, valide und genau prognostizieren. Das Gu¨tekriterium der Objektivita¨t
misst dabei, ob die erzeugten Prognoseergebnisse unabha¨ngig von den Einstellungen des
jeweiligen Prognostikers (oder der Institution des Prognostikers) generiert worden sind.
Daran schließt sich das Gu¨tekriterium der Reliabilita¨t, mit dem u¨berpru¨ft werden kann,
ob sich die Prognoseergebnisse nach mehrmaliger Wiederholung vera¨ndern oder ob sie
zuverla¨ssig reproduzierbar sind. Mit dem Gu¨tekriterium der Validita¨t kann getestet werden,
ob ein Bevo¨lkerungsprognosemodell tatsa¨chlich den vorher genau zu definierenden Prognose-
gegenstand misst. Daru¨ber hinaus kann mit so genannten Fehlermaßen u¨berpru¨ft werden, wie
genau die Prognoseergebnisse die tatsa¨chlich eintreffenden Bevo¨lkerungswerte wiedergeben.
Ferner gibt es u. a. noch die Gu¨tekriterien der Benutzerfreundlichkeit, der Transparenz
oder auch der Entwicklungskosten. Die Vielseitigkeit der Gu¨tekriterien ermo¨glicht deren
sinnvollen Einsatz bei einer Fehleranalyse wie auch als Entscheidungshilfe fu¨r ein geeignetes
Prognosemodell.
Der Fokus bei der Bewertung von Bevo¨lkerungsprognosen richtet sich gemeinhin auf die
1Unter einem Prognosefehler ist die Abweichung der prognostizierten von den tatsa¨chlich eingetroffenen
Bevo¨lkerungswerten zu verstehen.
2Eine Auflistung und Besprechung diverser Gu¨tekriterien ist z. B. bei Diekmann [73], Smith et al. [256], Long
[169], Ahlburg [2], Rogers [238] und Booth [30] zu finden.
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Genauigkeit der Prognoseergebnisse. Deshalb werden nachfolgend Fehlermaße fu¨r determinis-
tische Bevo¨lkerungsprognosen kurz vorgestellt und anschließend hinsichtlich ihrer Anwend-
barkeit fu¨r bzw. U¨bertragbarkeit auf probabilistische Bevo¨lkerungsprognosen diskutiert. Ab-
schließend sollen die wesentlichen Punkte der Diskussion u¨ber die Superiorita¨t von simplen
oder komplexen Bevo¨lkerungsprognosemodellen erla¨utert werden, wobei Gu¨tekriterien un-
terstu¨tzend eingesetzt werden ko¨nnen.
8.1. Fehlermaße
Es gibt eine Vielzahl bestehender Fehlermaße, die sich in ihrer Aussagekraft wie auch in
dem, was sie eigentlich messen, deutlich voneinander unterscheiden.3
Fehlermaße ko¨nnen aufgrund ihrer unterschiedlichen Konstruktion fu¨r verschiedene Zwecke
eingesetzt werden. So ko¨nnen sie z. B. neben dem Ausmaß und der Richtung der Progno-
sefehler auch die Sensitivita¨t eines Bevo¨lkerungsprognosemodells gegenu¨ber bestimmten
Parametervariationen messen. Je nach Fragestellung ko¨nnen dann z. B. Fehlermaße herange-
zogen werden, die einfache oder mittlere Fehler u¨ber ein oder mehrere Projektionsintervalle
messen bzw. a¨ußerst sensibel oder robust auf Ausreißer reagieren. Demzufolge sollte die
Wahl eines Fehlermaßes immer auf die jeweilige Fragestellung abgestimmt werden, um eine
valide Bewertung zu erhalten [12, 14, 87, 125, 126].
Herko¨mmliche Fehlermaße sind vornehmlich fu¨r deterministische Bevo¨lkerungsprognosen
konzipiert, sodass sie entsprechend erweitert werden mu¨ssen, um auch fu¨r probabilistische
Bevo¨lkerungsprognosen angewendet werden zu ko¨nnen.
3In der deutschen Literatur sind Fehlermaße weniger verbreitet. Jedoch hat sich z. B. Bretz [40] mit der Treff-
sicherheit fru¨herer Bevo¨lkerungsprognosen bescha¨ftigt, indem er die fortgeschriebene mit der tatsa¨chlich
eingetroffenen Entwicklung der Bevo¨lkerung und einzelner demographischer Komponenten miteinander
verglichen hat.
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8.1.1. Herko¨mmliche Fehlermaße fu¨r deterministische
Bevo¨lkerungsprognosen
Hyndman und Koehler [117]4 unterscheiden skalenabha¨ngige von skalenunabha¨ngigen
Fehlermaßen und Fehlermaße aus relativen Fehlern von relativen Fehlermaßen. Skalenun-
abha¨ngige Fehlermaße ermo¨glichen einen Vergleich der Prognosefehler unterschiedlich
großer Bevo¨lkerungen, wohingegen die Ho¨he skalenabha¨ngiger Fehlermaße von der Gro¨ße
einer zu prognostizierenden Bevo¨lkerung abha¨ngt. Um die Prognosekraft verschiedener
Prognosemethoden zu vergleichen, ko¨nnen Fehlermaße aus relativen Fehlern und relative
Fehlermaße herangezogen werden. Fehlermaße aus relativen Fehlern setzen Prognosefehler
einer formalen und einer naiven Prognose5 fu¨r einzelne Projektionsintervalle ins Verha¨ltnis,
wohingegen relative Fehlermaße Lagemaße wie mittlere Fehler einer formalen und einer
naiven Prognose u¨ber mehrere Projektionsintervalle ins Verha¨ltnis setzen.
Im Folgenden sollen einige Fehlermaße fu¨r jede dieser vier Kategorien beispielhaft erla¨utert
werden. In den Berechnungsformeln fu¨r die einzelnen Fehlermaße wird eine einheitliche No-
tation verwendet, in der F fu¨r den prognostizierten und A fu¨r den tatsa¨chlich eingetrof-
fenen Bevo¨lkerungswert in einem Projektionsintervall t steht. Daru¨ber hinaus umfasst der
Projektionshorizont insgesamt N Projektionsintervalle, wobei n das letzte zu betrachtende
Projektionsintervall einer Prognose kennzeichnet.
Beispiele fu¨r skalenabha¨ngige Fehlermaße
Prognosefehler — E — Error Der einfache Prognosefehler E in einem Projektionsinter-
vall t ist die Differenz aus dem prognostizierten und dem tatsa¨chlich eingetroffenen Bevo¨lke-
rungswert in diesem Projektionsintervall (vgl. Formel 8.1).
Et = Ft −At (8.1)
Der Prognosefehler E kann sowohl positive als auch negative Werte annehmen. Bei einem
positiven Prognosefehler liegt der prognostizierte u¨ber dem tatsa¨chlich eingetroffenen Wert,
wohingegen bei einem negativen Prognosefehler der prognostizierte unter dem tatsa¨chlich
4Außer bei Hyndman und Koehler [117] werden Fehlermaße beispeilsweise auch bei Armstrong [12], Smith
et al. [256], Keilman und Pham [130], Keilman [127] und Pflaumer [218] na¨her erla¨utert und vielfa¨ltig
angewendet.
5Unter einer naiven Bevo¨lkerungsprognose ist beispielsweise die Annahme konstanter, zuletzt beobachteter
Bevo¨lkerungswerte zu verstehen.
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eingetroffenen Wert liegt. Der einfache Prognosefehler betra¨gt null, wenn der prognostizierte
und der reale Wert u¨bereinstimmen. Die Ho¨he des Prognosefehlers richtet sich nach der
Ho¨he der Prognoseergebnisse, sodass er skalenabha¨ngig ist.
Es ko¨nnen nun diverse weitere skalenabha¨ngige Fehlermaße berechnet werden, die die Ver-
teilung des einfachen Prognosefehlers u¨ber mehrere Projektionsintervalle charakterisieren.
Mittlerer Prognosefehler — ME — Mean Error Der mittlere Prognosefehler ME
bestimmt sich u¨ber die Summe der Prognosefehler E u¨ber alle Projektionsintervalle t geteilt
durch die Anzahl aller Projektionsintervalle N (vgl. Formel 8.2).
ME =
∑n
t=1Et
N
(8.2)
Der mittlere Prognosefehler ME ist ein Lagemaß, das den arithmetischen Mittelwert
der Prognosefehler E einer Prognose u¨ber alle Projektionsintervalle bestimmt. Er kann
sowohl positive als auch negative Werte annehmen. Ist der mittlere Prognosefehler positiv,
so u¨berscha¨tzen die prognostizierten Werte im Durchschnitt die realen Werte. Hingegen
unterscha¨tzen die prognostizierten Werte im Durchschnitt die realen Werte, wenn der
mittlere Prognosefehler negativ ist. Demnach zeigt der ME die Richtung der Prognosefehler
an. Stimmen alle prognostizierten Werte exakt mit den realen Werten u¨berein, so nimmt der
mittlere Prognosefehler den Wert null an. Daru¨ber hinaus kann der mittlere Prognosefehler
auch null sein, wenn sich positive und negative Prognosefehler entsprechend ausgleichen.
Anstatt des arithmetischen Mittels kann auch der Median der einfachen Prognosefehler
u¨ber den Projektionshorizont bestimmt werden. Dieses Fehlermaß wird dann als Median der
Prognosefehler, MdE (Median Error), bezeichnet. Der MdE kann sowohl positive als auch
negative Werte annehmen. Der MdE nimmt den Wert null an, wenn mehr als die Ha¨lfte
aller prognostizierten Werte mit den entsprechenden realen Werten u¨bereinstimmen. Ist der
MdE gro¨ßer bzw. kleiner als der ME, so ist die Verteilung der Prognosefehler linksschief bzw.
rechtsschief. Der MdE ist gegenu¨ber Ausreißern und Fehlern in den Daten weniger sensibel
als der ME.
Mittlerer absoluter Prognosefehler — MAE — Mean Absolute Error Der mittlere
absolute Prognosefehler MAE bestimmt sich u¨ber die Summe der absoluten Prognosefehler
|E| u¨ber alle Projektionsintervalle t geteilt durch die Anzahl aller Projektionsintervalle N
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(vgl. Formel 8.3).
MAE =
∑n
t=1|Et|
N
(8.3)
Der mittlere absolute Prognosefehler MAE ist ein Lagemaß, das den arithmetischen
Mittelwert der absoluten Prognosefehler |E| u¨ber den Projektionshorizont bestimmt. Im
Gegensatz zum mittleren Prognosefehler ME kann der mittlere absolute Prognosefehler
aufgrund der Betragsbildung ausschließlich positive Werte annehmen, sodass sich positive
und negative Prognosefehler nicht mehr ausgleichen ko¨nnen. Der mittlere absolute Progno-
sefehler hat einen Minimalwert von null, wenn die prognostizierten mit den realen Werten
u¨bereinstimmen. Je ho¨her der Wert des mittleren absoluten Prognosefehlers ist, desto
gro¨ßer sind die (positiven und negativen) Abweichungen der prognostizierten von den realen
Werten. Demnach bestimmt der MAE das Ausmaß und nicht wie der ME die Richtung der
Prognosefehler.
Statt des arithmitischen Mittelwerts kann auch der Median der absoluten Prognosefehler,
MdAE (Median Absolute Error), u¨ber den Projektionshorizont bestimmt werden. Die Ho¨he
des MdAE richtet sich nach der Ho¨he der Werte der absoluten Prognosefehler. Da die ab-
soluten Prognosefehler aufgrund der Betragsbildung durchweg positiv sind, nimmt auch der
Median der absoluten Prognosefehler ausschließlich positive Werte an. Der MdAE entspricht
seinem Minimalwert null, wenn mehr als die Ha¨lfte aller prognostizierten Werte mit den jewei-
ligen realen Werten u¨bereinstimmt. Ist der Median gro¨ßer bzw. kleiner als der arithmetische
Mittelwert der absoluten Prognosefehler, so ist die Verteilung der absoluten Prognosefehler
linksschief bzw. rechtsschief. Der MdAE ist robuster gegenu¨ber Ausreißern als der MAE.
Mittlerer quadrierter Prognosefehler — MSE — Mean Squared Error Der mitt-
lere quadrierte Prognosefehler MSE berechnet sich aus der Summe der quadrierten Progno-
sefehler E u¨ber den Projektionshorizont geteilt durch die Anzahl aller Projektionsintervalle
N (vgl. Formel 8.4).
MSE =
∑n
t=1E
2
t
N
(8.4)
Der mittlere quadrierte Prognosefehler MSE ist ein Lagemaß, das die Verteilung der
quadrierten Prognosefehler charakterisiert. Prinzipiell entspricht der MSE der Varianz der
Prognosefehler um den jeweils tatsa¨chlich eingetroffenen Wert. Durch die Quadrierung der
Prognosefehler kann der MSE ausschließlich positive Werte annehmen. Der Minimalwert
150
8. Bewertung von Bevo¨lkerungsprognosen
des MSE von null wird genau dann angenommen, wenn alle prognostizierten mit den
entsprechenden realen Werten u¨bereinstimmen. Je ho¨her der Wert des MSE ist, desto
gro¨ßer sind die Abweichungen der prognostizierten von den realen Werten. Demzufolge
kann auch mit dem MSE (wie mit dem MAE) das Ausmaß und nicht die Richtung der
Prognosefehler bestimmt werden. Der MSE reagiert besonders sensibel auf Ausreißer,
da hohe Prognosefehler, ob nun im negativen oder positiven Bereich, deutlich sta¨rker ins
Gewicht fallen als niedrigere Prognosefehler.
Anstatt des arithmetischen Mittelwerts kann auch der Median der quadrierten Prognose-
fehler mit dem MdSE (Median Squared Error) bestimmt werden. Der MdSE ist robuster
gegenu¨ber Ausreißern als der MSE.
Wurzel aus dem mittleren quadrierten Prognosefehler — RMSE — Root Mean
Squared Error Der RMSE berechnet sich aus der Wurzel des mittleren quadrierten Pro-
gnosefehlers MSE (vgl. Formel 8.5).
RMSE =
2
√∑n
t=1E
2
t
N
(8.5)
Prinzipiell entspricht der RMSE der Standardabweichung der Prognosefehler um den
jeweils tatsa¨chlich eingetroffenen Wert. Der RMSE kann ausschließlich positive Werte
annehmen. Je ho¨her der Wert des RMSE ist, desto gro¨ßer sind die Prognosefehler. Der
Minimalwert von null tritt dann beim RMSE ein, wenn alle prognostizierten Werte mit
den entsprechenden realen Werten u¨bereinstimmen. Genau wie der MSE reagiert auch der
RMSE sehr sensibel auf Ausreißer, da ho¨here Prognosefehler durch die Quadrierung ein
deutlich ho¨heres Gewicht erhalten. Dennoch ist der RMSE in der Vergangenheit eines der
am ha¨ufigsten verwendeten Fehlermaße zur Bewertung von Prognoseergebnissen gewesen [12].
Neben dem RMSE gibt es auch den RMdSE (Root Median Squared Error), der die Wurzel
aus dem Median aller quadrierten Prognosefehler bildet. Der RMdSE ist robuster gegenu¨ber
Ausreißern als der RMSE.
Zusammenfassung Skalenabha¨ngige Fehlermaße basieren auf dem einfachen Progno-
sefehler E. Die Verteilung dieser z. T. umgeformten Prognosefehler (E, AE, SE) u¨ber
den Projektionshorizont kann mit diversen (Lage)Fehlermaßen charakterisiert werden. Die
Fehlermaße messen entweder die Genauigkeit (accuracy) oder systematische Verzerrungen
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(bias) der Prognoseergebnisse. Daru¨ber hinaus unterscheiden sie sich in ihrer Sensibilita¨t
gegenu¨ber Ausreißern.
Die Ho¨he (bzw. Skala) des Prognosefehlers E (und seiner Varianten) ist von der Ho¨he (bzw.
Skala) der Prognoseergebnisse abha¨ngig ist. Demzufolge ist ein Vergleich der Prognosefehler
unterschiedlich großer Bevo¨lkerungen mit skalenabha¨ngigen Fehlermaßen nicht mo¨glich. Im
Gegensatz dazu ko¨nnen mit skalenunabha¨ngigen Fehlermaßen Prognosefehler unterschiedlich
großer Bevo¨lkerungen miteinander verglichen werden, da die Abweichungen zur Bevo¨lkerungs-
gro¨ße ins Verha¨ltnis gesetzt werden.
Beispiele fu¨r skalenunabha¨ngige Fehlermaße
Prozentualer Prognosefehler — PE — Percentage Error Der prozentuale Prognose-
fehler PE in einem Projektionsintervall t berechnet sich aus der Differenz des prognostizierten
und realen Bevo¨lkerungswerts geteilt durch den realen Bevo¨lkerungswert im Projektionsin-
tervall t (vgl. Formel 8.6).
PEt =
Ft −At
At
(8.6)
Der prozentuale Prognosefehler, PE, gibt den Anteil der Abweichung des prognostizierten
vom tatsa¨chlich beobachteten Bevo¨lkerungswert relativ zum realen Bevo¨lkerungswert an. Da-
durch ist der prozentuale Prognosefehler skalenunabha¨ngig. Der prozentuale Prognosefehler
kann sowohl positive als auch negative Werte annehmen. Bei einem positiven prozentualen
Prognosefehler ist der prognostizierte Wert gro¨ßer als der reale Wert; wohingegen bei einem
negativen prozentualen Prognosefehler der reale Wert gro¨ßer als der prognostizierte Wert
ist. Stimmen der prognostizierte und der reale Wert u¨berein, so entspricht der prozentuale
Prognosefehler null. Eine generelle Schwa¨che des prozentualen Prognosefehlers liegt in seiner
Anfa¨lligkeit gegenu¨ber kleinen realen Werten nahe oder gleich null. In diesem Fall droht der
prozentuale Prognosefehler schnell unverha¨ltnisma¨ßig groß zu werden oder bei einer Division
durch null nicht definiert zu sein.
(Lage)Fehlermaße auf der Basis des prozentualen Prognosefehlers Analog zum
einfachen Prognosefehler E kann auch die Verteilung der (z. T. umgeformten) prozentualen
Prognosefehler (PE, APE (Absolute Percentange Error), SPE (Squared Percentage Error))
u¨ber den Projektionshorizont mit entsprechenden (Lage)Fehlermaßen charakterisiert werden.
Die Berechnung entspricht den (Lage)Fehlermaßen mit dem einfachen Prognosefehler, nur
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dass nun der prozentuale anstatt des einfachen Prognosefehlers verwendet wird.
Das Ausmaß bzw. die Genauigkeit der Prognosefehler kann z. B. mit dem MAPE (Mean
Absolute Percentage Error), dem MdAPE (Median Absolute Percentage Error), dem
MSPE (Mean Squared Percentage Error), dem MdSPE (Median Squared Percentage
Error), dem RMSPE (Root Mean Squared Percentage Error) oder auch mit dem RMdSPE
(Root Median Squared Percentage Error) gemessen werden. Auch diese Fehlermaße un-
terscheiden sich in ihrer Sensibilita¨t gegenu¨ber Ausreißern. So sind Fehlermaße, die die
Verteilung der prozentualen Prognosefehler u¨ber den Projektionshorizont mit einem Median
charakterisieren, robuster als Fehlermaße, die dafu¨r einen arithmetischen Mittelwert berech-
nen. Daru¨ber hinaus erhalten Ausreißer bei Fehlermaßen, die den quadrierten prozentualen
Prognosefehler verwenden, ein ho¨heres Gewicht als bei Fehlermaßen, die den einfachen
prozentualen Prognosefehler verwenden.
Die Richtung bzw. die systematische Verzerrung (bias) der Prognosefehler kann z. B. mit
dem MALPE (Mean Algebraic Percentage Error) oder auch mit dem MdPE (Median
Percentage Error) gemessen werden. Dabei reagiert der MdPE robuster auf Ausreißer als
der MALPE.
Fehlermaße ko¨nnen nicht nur eine Prognosemethode, sondern gleich zwei Prognosemetho-
den vergleichend auf ihre Prognosekraft untersuchen bzw. bewerten. Dazu ko¨nnen Fehlermaße
aus relativen Fehlern und relative Fehlermaße herangezogen werden.
Beispiele fu¨r Fehlermaße aus relativen Fehlern
Relativer absoluter Prognosefehler — RAE — Relative Absolute Error Der re-
lative absolute Prognosefehler RAE in einem Projektionsintervall t ist der Quotient aus dem
einfachen Prognosefehler einer formalen und einer naiven Prognosemethode (vgl. Formel 8.7).
RAEt =
|Et|
|Enaivt |
(8.7)
Der relative absolute Prognosefehler, RAE, vergleicht die Prognosefehler einer formalen
und einer naiven Prognosemethode fu¨r jedes Projektionsintervall t separat. Der RAE kann
ausschließlich positive Werte annehmen. Entspricht der RAE exakt dem Wert null, so betra¨gt
der Prognosefehler der formalen Prognose ebenfalls null. Liegt der RAE u¨ber null und unter
eins, so ist der Prognosefehler der formalen Prognose kleiner als der der naiven Prognose.
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Ist der RAE gro¨ßer als eins, so ist der Prognosefehler der formalen Prognose gro¨ßer als der
der naiven Prognose. Betra¨gt der RAE exakt eins, so sind die Prognosefehler der beiden
zu vergleichenden Prognosen identisch. Problematisch ist die Berechnung des RAE, wenn
der Prognosefehler der naiven Prognose null oder sehr klein ist, da dann der RAE nicht
definiert oder unverha¨ltnisma¨ßig groß ist. Armstrong [12] schla¨gt deshalb die Berechnung
eines winsorisierten RAE vor, bei dem extrem große und extrem kleine Werte abgeschnitten
werden (vgl. Formel 8.8).
WRAEt =

0, 01 wenn RAEt < 0, 01
RAEt wenn 0, 01 ≤ RAEt ≤ 10
10 wenn RAEt > 10
(8.8)
Bei einem Fehlermaß aus relativen Fehlern ko¨nnen anstatt der einfachen Prognosefehler
auch die prozentualen Prognosefehler einer formalen und einer naiven Prognose ins Verha¨ltnis
gesetzt werden. DerRAE und derRAPE (bzw. derWRAE und derWRAPE) sind identisch,
wenn sie bei denselben Prognoseergebnissen angewendet werden.
(Lage)Fehlermaße auf der Basis des relativen absoluten Prognosefehlers Die Ver-
teilung der relativen absoluten Fehler u¨ber den Projektionshorizont kann mit diversen (La-
ge)Fehlermaßen charakterisiert werden. So ko¨nnen beispielsweise der MRAE (Mean Relative
Absolute Error), der MdRAE (Median Relative Absolute Error) oder auch der GMRAE
(Geometric Mean Relative Absolute Error) zum Vergleich der Genauigkeit zweier verschie-
dener Prognosemethoden berechnet werden. Armstrong und Collopy [14] empfehlen den
MdRAE fu¨r den Vergleich verschiedener Prognosemethoden aufgrund seiner Robustheit ge-
genu¨ber Ausreißern.
Beispiele fu¨r relative Fehlermaße
Relative Fehlermaße vergleichen die Prognosekraft zweier Prognosemethoden, indem sie das
gleiche (Lage)Fehlermaß einer formalen und einer naiven Prognose ins Verha¨ltnis setzen. Dazu
ko¨nnen alle skalenabha¨ngigen und skalenunabha¨ngigen (Lage)Fehlermaße verwendet werden.
Beispielhaft soll nachfolgend der relative mittlere Prognosefehler RelMAE genauer erla¨utert
werden.
Relativer mittlerer Prognosefehler — RelMAE — Relative Mean Error Der rela-
tive mittlere Prognosefehler RelMAE entspricht dem Quotient aus dem mittleren absoluten
Prognosefehler einer formalen und einer naiven Prognose (vgl. Formel 8.9).
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RelMAE =
MAE
MAEnaiv
(8.9)
Der relative mittlere Prognosefehler vergleicht die mittleren absoluten Prognosefehler einer
formalen und einer naiven Prognose u¨ber den gesamten Projektionshorizont. Der RelMAE
kann ausschließlich positive Werte annehmen. Die MAE der formalen und naiven Prognose
sind identisch, wenn der RelMAE den Wert eins annimmt. Liegt der RelMAE zwischen
null und eins, so ist der MAE der naiven Prognose gro¨ßer als der der formalen Prognose.
Ist der RelMAE hingegen gro¨ßer als eins, so ist der MAE der formalen Prognose gro¨ßer als
der der naiven Prognose.
Zusammenfassung
Die in diesem Abschnitt aufgefu¨hrten Fehlermaße geben einen U¨berblick u¨ber die Vielfalt
der bestehenden Fehlermaße, jedoch stellen sie lediglich eine Auswahl dar.
Skalenabha¨ngige und skalenunabha¨ngige Fehlermaße messen die Prognosefehler einer
Prognosemethode, wohingegen die Fehlermaße aus relativen Fehlern und die relativen
Fehlermaße die Prognosefehler zweier verschiedener Prognosemethoden miteinander ver-
gleichen. Daru¨ber hinaus bestimmt die Konstruktion der Fehlermaße, ob sie das Ausmaß
oder die Richtung der Prognosefehler messen und ob sie dabei sensibel oder robust auf
Ausreißer reagieren. Demzufolge sollte bei der Bewertung einer Bevo¨lkerungsprognose ein
Fehlermaß verwendet werden, dass den tatsa¨chlichen Anforderungen entspricht. Wenn
z. B. ein Bevo¨lkerungsprognosemodell kalibriert werden soll, ist es entscheidend, dass ein
Fehlermaß auf kleine Vera¨nderungen sensibel reagiert. Sollen aber z. B. zwei Progno-
semethoden miteinander verglichen werden, so sollte ein Fehlermaß robuster gegenu¨ber
Ausreißern, die z. B. auch durch Fehler in den Daten hervorgerufen werden ko¨nnen, reagieren.
Herko¨mmliche Fehlermaße sind generell zur Messung der Prognosefehler deterministischer
Bevo¨lkerungsprognosen konzipiert. Allerdings sollten auch die Ergebnisse probabilistischer
Bevo¨lkerungsprognosen mit Fehlermaßen bewertet werden ko¨nnen.
8.1.2. Fehlermaße fu¨r probabilistische Bevo¨lkerungsprognosen
Probabilistische Bevo¨lkerungsprognosen prognostizieren die zuku¨nftige Bevo¨lkerungsent-
wicklung mit einem Unsicherheitsbereich aus vornehmlich zwei Gru¨nden. Erstens kann von
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einem Prognostiker nicht das komplexe Zusammenspiel aller wesentlichen Determinanten
durchschaut und vorhergesagt werden. Zweitens ist die zuku¨nftige Entwicklung grundsa¨tzlich
nicht vorherbestimmt bzw. deterministisch, sondern chaotisch bzw. stochastisch.
Dies wirft die Frage auf, inwiefern eine probabilistische Bevo¨lkerungsprognose u¨berhaupt
bewertet werden kann. Im Prinzip kann eine probabilistische Bevo¨lkerungsprognose nur
dahingehend bewertet werden, ob die tatsa¨chliche zuku¨nftige Bevo¨lkerungsentwicklung
prognostiziert worden ist. Allerdings kann daraus kein Ru¨ckschluss auf die Qualita¨t der
Annahmen einer Prognose erfolgen, da die wahre Wahrscheinlichkeit der potentiellen
Ereignisse, die in der Zukunft stattfinden ko¨nnen, unbekannt ist.6
Folglich ko¨nnen Fehlermaße lediglich die prognostizierte und die reale Bevo¨lkerungs-
entwicklung im Nachhinein vergleichen. Dabei kann u¨berpru¨ft werden, ob die realen
Bevo¨lkerungswerte in der Ergebnisverteilung enthalten sind, in welchem Ausmaß und in
welcher Richtung die prognostizierten um die realen Werte streuen und ob der Verlauf der
realen und der prognostizierten Bevo¨lkerungsentwicklung (un)a¨hnlich ist.
Fehlermaße zur Bewertung probabilistischer Bevo¨lkerungsprognosen sollten daher die
Breite und die Form der Ergebnisverteilung im Querschnitt (fu¨r ein Projektionsintervall)
wie auch im La¨ngsschnitt (u¨ber den Projektionshorizont) im Hinblick auf die tatsa¨chlich ein-
getroffene Bevo¨lkerungsentwicklung evaluieren. Nachfolgend werden deshalb einige in dieser
Arbeit zu entwickelnde Fehlermaße zur Bewertung probabilistischer Bevo¨lkerungsprognosen
vorgestellt, die ein oder mehrere dieser Bewertungskriterien aufgreifen.
Die Fehlermaße zur Bewertung probabilistischer Bevo¨lkerungsprognosen lehnen sich da-
bei an die Fehlermaße zur Bewertung deterministischer Bevo¨lkerungsprognosen an. Um nun
aber mehrere Ergebnisverla¨ufe einer Ergebnisverteilung mit nur einem Fehlermaß bewerten
zu ko¨nnen, mu¨ssen zusa¨tzliche Variablen eingefu¨hrt werden. So gibt R die Anzahl aller zu
6So kann zwar z. B. die Wahrscheinlichkeitsverteilung der getroffenen Annahmen mit der wahren Wahrschein-
lichkeitsverteilung u¨bereinstimmen, allerdings wu¨rde bei Eintritt eines weniger wahrscheinlichen Ereignis-
ses die Prognose fa¨lschlicherweise als ungenauer eingestuft werden als wenn das Ereignis mit der ho¨chsten
Wahrscheinlichkeit eingetroffen wa¨re. Umgekehrt wu¨rde eine Prognose als genauer eingestuft werden, de-
ren Wahrscheinlichkeitsverteilung zwar nicht mit der wahren Wahrscheinlichkeitsverteilung u¨bereinstimmt,
aber die das eigentlich unwahrscheinliche, aber dennoch eintretende Ereignis als sehr wahrscheinlich ein-
stuft.
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evaluierenden Ergebnisverla¨ufe einer Ergebnisverteilung an. Daru¨ber hinaus erha¨lt jeder der
in aufsteigender Reihenfolge sortierten, zu evaluierenden Ergebnisverla¨ufe eine Nummer i,
wobei der niedrigste Ergebnisverlauf die Nummer i = 0 erha¨lt. Damit kann jedem Ergeb-
nisverlauf i ein Quantil der Ordnung p der Ergebnisverteilung, pi, zugeordnet werden (vgl.
Formel 8.10).
pi =
i
R− 1 (8.10)
Mittlerer Prognosefehler einer Ergebnisverteilung — MERD — Mean Error of
a Result Distribution
Der mittlere Prognosefehler einer Ergebnisverteilung MERD in einem Projektionsintervall t
entspricht der Summe der Abweichungen aller prognostizierten von den realen Bevo¨lkerungs-
werten geteilt durch die Anzahl aller generierten Ergebnisverla¨ufe (vgl. Formel 8.11 auf Seite
157).
MERDt =
1
R
∑
i
Fpi,t −At (8.11)
Der mittlere Prognosefehler einer Ergebnisverteilung, MERD, gibt somit die durchschnitt-
liche Abweichung aller prognostizierten Werte vom realen Bevo¨lkerungswert in einem Pro-
jektionsintervall t an. Der MERD kann sowohl positive als auch negative Werte annehmen.
Ist der MERD negativ, so unterscha¨tzen die prognostizierten Bevo¨lkerungswerte im Durch-
schnitt den realen Wert. Entspricht der MERD exakt dem Wert null, so gleichen sich die po-
sitiven und negativen Abweichungen im Durchschnitt in der Ho¨he aus. Ist der MERD hinge-
gen positiv, u¨berscha¨tzen die prognostizierten Bevo¨lkerungswerte im Durchschnitt den realen
Wert. Demzufolge kann mit dem mittleren Prognosefehler einer Ergebnisverteilung, MERD,
die Richtung des Prognosefehlers einer Ergebnisverteilung bestimmt werden. Daru¨ber hinaus
ist der MERD skalenabha¨ngig, sodass er nicht zum Vergleich der Prognosefehler unterschied-
lich großer Bevo¨lkerungen herangezogen werden kann.
Mittlerer prozentualer Prognosefehler einer Ergebnisverteilung — MALPERD
— Mean Algebraic Percentage Error of a Result Distribution
Der mittlere prozentuale Prognosefehler einer Ergebnisverteilung,MALPERD, in einem Pro-
jektionsintervall t berechnet sich u¨ber die Summe der Quotienten aus den Abweichungen der
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prognostizierten von dem realen Bevo¨lkerungswert in Relation zum realen Bevo¨lkerungswert
geteilt duch die Anzahl aller prognostizierten Bevo¨lkerungswerte (vgl. Formel 8.12).
MALPERDt =
1
R
∑
i
Fpi,t −At
At
(8.12)
Der mittlere prozentuale Prognosefehler einer Ergebnisverteilung, MALPERD, gibt die
durchschnittliche relative Abweichung der prognostizierten von dem realen Bevo¨lkerungs-
wert im Verha¨ltnis zum realen Bevo¨lkerungswert in einem Projektionsintervall t an. Der
MALPERD kann sowohl positive als auch negative Werte annehmen. Ist der MALPERD
negativ bzw. positiv, so unter- bzw. u¨berscha¨tzen die prognostizierten den realen Bevo¨lke-
rungswert im Durchschnitt. Entspricht der MALPERD exakt dem Wert null, so sind die
postiven und die negativen Abweichungen im Durchschnitt in ihrer Ho¨he identisch. Folglich
kann mit dem MALPERD (wie auch mit dem MERD) die Richtung des Prognosefehlers
einer Ergebnisverteilung bestimmt werden. Daneben ist der MALPERD skalenunabha¨ngig,
sodass mit ihm die Prognosefehler von Ergebnisverteilungen unterschiedlich großer Bevo¨lke-
rungen miteinander verglichen werden ko¨nnen.
Mittlerer absoluter Prognosefehler einer Ergebnisverteilung — MAERD —
Mean Absolute Error of a Result Distribution
Der mittlere absolute Prognosefehler einer Ergebnisverteilung, MAERD, in einem Projekti-
onsintervall t wird u¨ber die Summe der absoluten Abweichungen der prognostizierten von dem
realen Bevo¨lkerungswert geteilt durch die Anzahl aller prognostizierten Bevo¨lkerungswerte
ermittelt (vgl. Formel 8.13).
MAERDt =
1
R
∑
i
|Fpi,t −At| (8.13)
Der mittlere absolute Prognosefehler einer Ergebnisverteilung, MAERD, gibt die durch-
schnittliche absolute Abweichung der prognostizierten von dem realen Bevo¨lkerungswert in
einem Projektionsintervall t an. Der MAERD kann durch die Betragsbildung ausschließlich
positive Werte annehmen. Je ho¨her der MAERD ist, desto gro¨ßer sind auch die Abweichun-
gen bzw. der Prognosefehler der Ergebnisverteilung. Demnach kann mit dem MAERD nicht
die Richtung, sondern das Ausmaß des Prognosefehlers der Ergebnisverteilung bestimmt wer-
den. Der MAERD ist wie der MERD skalenabha¨ngig.
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Mittlerer absoluter prozentualer Prognosefehler einer Ergebnisverteilung —
MAPERD — Mean Absolute Percentage Error of a Result Distribution
Der mittlere absolute prozentuale Prognosefehler einer Ergebnisverteilung, MAPERD, in
einem Projektionsintervall t berechnet sich u¨ber die Summe der Quotienten aus den absoluten
Abweichungen der prognostizierten vom realen Bevo¨lkerungswert in Relation zum realen
Bevo¨lkerungswert geteilt durch die Anzahl aller prognostizierten Bevo¨lkerungswerte (vgl.
Formel 8.14).
MAPERDt =
1
R
∑
i
|Fpi,t −At
At
| (8.14)
Der mittlere absolute prozentuale Prognosefehler einer Ergebnisverteilung, MAPERD,
gibt den durchschnittlichen Anteil der absoluten Abweichungen der prognostizierten vom
realen Bevo¨lkerungswert relativ zum realen Bevo¨lkerungswert in einem Projektionsintervall t
an. Der MAPERD kann durch die Betragsbildung ausschließlich positive Werte annehmen.
Je ho¨her der MAPERD, desto ho¨her sind auch die Abweichungen der prognostizierten vom
realen Bevo¨lkerungswert. Mit dem MAPERD kann das Ausmaß des Prognosefehlers einer
Ergebnisverteilung gemessen werden. Zudem ist der MAPERD skalenunabha¨ngig.
Lokalisation des realen Werts in der Ergebnisverteilung — LARD — Location
of Actual value in Result Distribution
Die Lokalisation des realen Werts in der Ergebnisverteilung, LARD, bestimmt sich aus der
Abweichung des niedrigsten prognostizierten vom realen Bevo¨lkerungswert geteilt durch die
Differenz aus dem ho¨chsten und dem niedrigsten prognostizierten Bevo¨lkerungswert in einem
Projektionsintervall t (vgl. Formel 8.15).
LARDt =
At − Fpi=0,t
Fpi=1,t − Fpi=0,t
(8.15)
LARD gibt somit die Position des tatsa¨chlich eintreffenden Bevo¨lkerungswerts A zwischen
dem oberen und unteren Grenzverlauf der Ergebnisverteilung fu¨r ein Projektionsintervall t
an. LARD kann sowohl positive als auch negative Werte annehmen. Liegt LARD zwischen
null und eins, so liegt der reale Wert innerhalb der Ergebnisverteilung. Entspricht LARD
exakt dem Wert null bzw. eins, so entspricht der reale Bevo¨lkerungswert dem unteren bzw.
oberen Grenzwert der Ergebnisverteilung. Ist LARD kleiner als null bzw. gro¨ßer als eins, so
liegt der reale Bevo¨lkerungswert unterhalb bzw. oberhalb der Ergebnisverteilung.
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Weitere Fehlermaße zur Bewertung probabilistischer Bevo¨lkerungsprognosen
Die bisher vorgestellten Fehlermaße zur Bewertung probabilistischer Bevo¨lkerungsprognosen
ko¨nnen nicht nur fu¨r ein Projektionsintervall t, sondern auch zusa¨tzlich fu¨r den gesamten
Projektionshorizont berechnet werden. Dazu kann beispielsweise der Verlauf der Fehler-
maßwerte u¨ber den Projektionshorizont analysiert oder auch ein Lagemaß (wie z. B. der
arithmetische Mittelwert) der Fehlermaßwerte u¨ber alle Projektionsintervalle bestimmt
werden.
Außerdem gibt es noch zahlreiche Mo¨glichkeiten, die vorgestellten Fehlermaße zur Be-
wertung probabilistischer Bevo¨lkerungsprognosen zu vera¨ndern. So ko¨nnen z. B. besonders
hohe Ausreißer sta¨rker bei der Berechnung des Prognosefehlers ins Gewicht fallen, wenn
die Abweichungen der prognostizierten von dem jeweils realen Bevo¨lkerungswert quadriert
werden.
Neben dem Ausmaß und der Richtung der Prognosefehler stellt auch die (Un)A¨hnlichkeit
des Verlaufs der realen und der prognostizierten Bevo¨lkerungsentwicklung ein Bewertungs-
kriterium dar. Je a¨hnlicher sich die beiden Verla¨ufe sind, desto ho¨her ist die Prognosekraft zu
bewerten. Eine Mo¨glichkeit zur Bestimmung der A¨hnlichkeit der Verla¨ufe stellt eine lineare
Regression dar, mit der die Absta¨nde zwischen den realen und prognostizierten Bevo¨lke-
rungswerten (z. B. mit den Konstanten c und β u¨ber die Zeit t) modelliert werden ko¨nnen
(vgl. Formel 8.16). Ist die Gu¨te der linearen Regression7 zu niedrig, unterscheiden sich die
beiden Verla¨ufe zu stark. In der Abbildung 8.1 ist dieser Sachverhalt noch einmal graphisch
veranschaulicht.
At = Fpi,t + c+ β · t (8.16)
Zusammenfassung
Fehlermaße zur Bewertung probabilistischer Bevo¨lkerungsprognosen ko¨nnen u¨berpru¨fen,
inwiefern die realen Bevo¨lkerungswerte prognostiziert worden sind. Dazu kann die Ergebnis-
verteilung hinsichtlich Ausmaß, Richtung, Streuung und Verlaufsstruktur der Prognosefehler
untersucht werden. Allerdings ko¨nnen daraus weder Ru¨ckschlu¨sse auf die getroffenen
7Ein Gu¨temaß einer linearen Regression ist beispielsweise das Bestimmtheitsmaß.
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At
Fp(i),t
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Abbildung 8.1.: (Nicht)Modellierbarkeit der Abweichungen a¨hnlicher (links) und una¨hnlicher
(rechts) Bevo¨lkerungsentwicklungen (At und Fpi,t) mit einer linearen Regres-
sion
Annahmen noch auf die Prognosemethode gezogen werden.8
Um eine Ergebnisverteilung probabilistischer Bevo¨lkerungsprognosen im Querschnitt wie
auch im La¨ngsschnitt umfassend bewerten zu ko¨nnen, sollten mehrere der in diesem Ab-
schnitt entwickelten Fehlermaße verwendet werden. So gibt der LARD die Position des rea-
len Wertes innerhalb (wie auch außerhalb) der Ergebnisverteilung an. Außerdem ko¨nnen der
MALPERD (oder der MERD) und der MAPERD (oder der MAERD) Richtung, Aus-
maß und Streuung des Prognosefehlers in einem Projektionsintervall bestimmen. Werden
diese Fehlermaße anstatt fu¨r ein Projektionsintervall u¨ber den gesamten Projektionshori-
zont betrachtet, so ko¨nnen zudem Erkenntnisse u¨ber die Entwicklung des Prognosefehlers im
Verlauf hinsichtlich des Niveaus und der Verteilung analysiert werden. Daneben kann auch
die A¨hnlichkeit der realen und der prognostizierten Bevo¨lkerungsentwicklung gepru¨ft wer-
den, indem die Abweichungen mit einer linearen Regression modelliert werden. Je ho¨her die
Gu¨te der lineraren Regression, desto a¨hnlicher sind sich die Verla¨ufe und desto ho¨her ist die
Prognosekraft (des Modells).
8.2. Komplexe versus simple Prognosemodelle
In der Demographie gibt es im Bereich der Bevo¨lkerungsprognosen eine lang anhaltende
Diskussion daru¨ber, ob simple Bevo¨lkerungsprognosemodelle besser oder schlechter sind als
8Um Ru¨ckschlu¨sse auf die Annahmen ziehen zu ko¨nnen, mu¨sste die wahre Wahrscheinlichkeitsverteilung der
Ereignisse bekannt sein. Um Ru¨ckschlu¨sse auf die Prognosemethode ziehen zu ko¨nnen, mu¨ssten zahlreiche
Bevo¨lkerungsprognosen mit der Prognosemethode wiederholt ausgefu¨hrt und ausgewertet werden.
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komplexe Bevo¨lkerungsprognosemodelle.
Simple und komplexe Bevo¨lkerungsprognosemodelle unterscheiden sich in wesentlichen Di-
mensionen wie z. B. der Anzahl und dem Aggregationsniveau der Modellparameter oder auch
in der Wahl der Methode(n) zur Generierung der Annahmen (vgl. Abschnitt 4.2 ab Seite 57)
[169]. Simple Bevo¨lkerungsprognosemodelle nutzen ha¨ufig nur wenige Modellparameter auf
einem hohen Aggregationsniveau, um die Bevo¨lkerung oftmals nur anhand ihrer vergangenen
Entwicklung in die Zukunft fortzuschreiben bzw. zu extrapolieren. Dagegen nutzen komplexe
Bevo¨lkerungsprognosemodelle mehrere Modellparameter auf einem niedrigen Aggregations-
niveau, um die Bevo¨lkerung unter Beru¨cksichtigung vielfa¨ltiger Informationsquellen, die sich
in einem Mix verschiedener Methoden zur Annahmengenerierung widerspiegeln ko¨nnen, zu
prognostizieren.
Die entscheidende Frage bei der Diskussion u¨ber die bessere Eignung simpler oder
komplexer Bevo¨lkerungsprognosemodelle geht mit der Gegenu¨berstellung von Aufwand und
Leistung einher. Insofern die Prognoseergebnisse simpler und komplexer Bevo¨lkerungspro-
gnosemodelle unter denselben Prognosebedingungen in der Genauigkeit wie auch im Nutzen
fu¨r den Endverbraucher u¨bereinstimmen, sind simple komplexen Bevo¨lkerungsprognose-
modellen vorzuziehen, da der Mehraufwand eines komplexen Bevo¨lkerungsprognosemodells
dann ungerechtfertigt ist. Wenn allerdings komplexe Bevo¨lkerungsprognosemodelle genauere
und fu¨r den Endverbraucher geeignetere Prognoseergebnisse erzeugen, so sind sie simplen
Bevo¨lkerungsprognosemodellen vorzuziehen.9
Es gibt bislang keinen eindeutigen (und reliablen) Test, um die jeweils geeignetsten
Prognosebedingungen fu¨r simple und komplexe Bevo¨lkerungsprognosemodelle zu identifizie-
ren. Testergebnisse variieren z. B. in Abha¨ngigkeit des zu verwendenden Fehlermaßes, der
Basisperiode und der La¨nge des Projektionshorizonts. Außerdem haben Untersuchungen
gezeigt, dass es bei solchen Tests schwierig ist, zu unterscheiden, ob die beobachtete
ho¨here Genauigkeit simpler oder komplexer Bevo¨lkerungsprognosemodelle auf die jeweils
herrschenden (in)stabilen demographischen Verha¨ltnisse oder tatsa¨chlich auf die Progno-
semethode zuru¨ckzufu¨hren ist [238]. In diesem Zusammenhang stellt Willekens [307] fest,
9So stellt z. B. Long [169] fest, dass simple Bevo¨lkerungsprognosemodelle fu¨r die Prognose aggregierter Er-
gebnisgro¨ßen (wie z. B. der totalen Bevo¨lkerungszahl) geeignet sind, wohingegen komplexe Bevo¨lkerungs-
prognosemodelle fu¨r die Prognose disaggregierter Ergebnisgro¨ßen (wie z. B. der totalen Bevo¨lkerung nach
Alter und Geschlecht) geeignet sind.
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dass bei vergleichenden Tests simpler und komplexer Bevo¨lkerungsprognosemodelle die
(In)Stabilita¨t der demographischen Bedingungen neben anderen Prognosebedingungen
fa¨lschlicherweise nachrangig behandelt wird. Simple Bevo¨lkerungsprognosemodelle ko¨nnen
unter stabilen demographischen Verha¨ltnissen u¨ber einen kurzen Projektionshorizont noch
a¨hnlich genaue Prognoseergebnisse erzielen wie komplexe Bevo¨lkerungsprognosemodelle.
Sobald sich jedoch die demographischen Verha¨ltnisse vera¨ndern, ko¨nnen diese nur noch
von komplexen Bevo¨lkerungsprognosemodellen antizipiert und ada¨quat eingefangen werden.
Dadurch wird der Nutzen komplexer Bevo¨lkerungsprognosemodelle noch gesteigert, da
insbesondere in instabilen Zeiten genaue Voraussagen zur Bevo¨lkerungsentwicklung fu¨r
diverse Endverbraucher vonno¨ten sind.
Simple (oder naive) Bevo¨lkerungsprognosemodelle haben den Vorteil, relativ einfach
umsetzbar zu sein. So beno¨tigen sie relativ wenige Daten, sind einfach zu berechnen und
ko¨nnen durch ihre Transparenz relativ gut u¨berpru¨ft werden. Allerdings sind simple Bevo¨lke-
rungsprognosemodelle auch fehleranfa¨llig, da sie lediglich ein Bruchstu¨ck der relevanten
verfu¨gbaren Informationen nutzen.10 Komplexe Bevo¨lkerungsprognosemodelle nutzen hinge-
gen mo¨glichst alle verfu¨gbaren Informationsquellen, um disaggregierte Ergebnisgro¨ßen genau
zu prognostizieren. Dabei ist es unvermeidlich, die Modellstruktur entsprechend zu erweitern,
um mehr Daten fu¨r mehr Modellparameter in einem anspruchsvolleren Rechenprozess nutzen
zu ko¨nnen.
Demnach sind weder simple komplexen noch komplexe simplen Bevo¨lkerungsprognose-
modellen rigoros vorzuziehen. Vielmehr sollte sich die Wahl eines simplen oder komple-
xen Bevo¨lkerungsprognosemodells an den jeweiligen Prognosebedingungen orientieren. Dazu
za¨hlen beispielsweise die eigentliche Fragestellung, die Anforderungen der Endverbraucher
wie auch die La¨nge des Projektionshorizonts.
8.3. Schlussfolgerung — Anforderungen an das PPPM
Die Diskussion der Bewertbarkeit (und Bewertung) von Bevo¨lkerungsprognosen wie auch die
Gegenu¨berstellung komplexer und simpler Prognosemethoden hat zwei weitere interessante
Aspekte (neben denen aus den Abschnitten 4.3, 5.3, 6.2 und 7.2) fu¨r die Entwicklung des
10So wu¨rde beispielsweise ein simples Bevo¨lkerungsprognosemodell fu¨r zwei zwar gleichgroße, aber unterschied-
lich alte Bevo¨lkerungen dieselbe totale Bevo¨lkerungszahl extrapolieren, obwohl die a¨ltere Bevo¨lkerung in
der Zukunft wahrscheinlich kleiner sein wu¨rde als die ju¨ngere Bevo¨lkerung.
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PPPM hervorgebracht.
So ist bei der Modellspezifikation des PPPM darauf zu achten, dass der Detailgrad der Mo-
dellparameter einerseits so hoch ist, dass auch bei instabilen Bedingungen noch eine genaue
Prognose erstellt werden kann. Andererseits sollte der Detailgrad der Modellparameter aber
auch so niedrig sein, dass mit den verfu¨gbaren Daten (verschiedener Informationsquellen) im-
mer noch plausible Annahmen generiert werden ko¨nnen. Dieser Aspekt betrifft beispielsweise
die Modellierung der Migration. Ha¨ufig prognostizieren herko¨mmliche Bevo¨lkerungsprogno-
semodelle vereinfachend die Nettomigration mit denselben Annahmen zur Fertilita¨t und
Mortalita¨t fu¨r die Nettoimmigranten und die Einheimischen (vgl. Abschnitt 4.2 ab Seite
57). Im PPPM soll nun aber Bruttomigration mit separaten Annahmen zur Fertilita¨t und
Mortalita¨t beru¨cksichtigt werden, sodass die direkten Zu- und Fortzu¨ge und ihre Nach-
kommengenerationen einzeln prognostiziert werden ko¨nnen. Dadurch kann beispielsweise
ein sukzessiver Anpassungsprozess von der ho¨heren Fertilita¨t der direkten Zuzu¨ge an das
niedrigere Niveau der Einheimischen u¨ber die einzelnen Nachkommengenerationen simuliert
werden (vgl. Abschnitt 7.2). Da sich nun aber das demographische Verhalten nicht nur
zwischen, sondern auch in diesen Subpopulationen unterscheidet, wa¨re es noch realistischer,
die Annahmen zur Fertilita¨t und Mortalita¨t zusa¨tzlich in Abha¨ngigkeit von dem jeweiligen
Herkunfts- bzw. Zielland zu generieren. Allerdings wa¨re dann der Detailgrad bei den
Modellparametern der Migration so hoch, dass kaum noch plausible Annahmen zu deren
Fertilita¨t und Mortalita¨t aufgrund fehlender detaillierter Daten generiert werden ko¨nnen.
Folglich wird im PPPM der Detailgrad der Modellparameter nicht nur in Abha¨ngigkeit
von theoretischen und empirischen Erkenntnissen, sondern auch in Abha¨ngigkeit von den
verfu¨gbaren Daten bestimmt, sodass die Prognosegenauigkeit angemessen gesteigert werden
kann.
Daneben tritt die Erkenntnis, dass die Prognosegu¨te eines Prognosemodells nicht aus-
schließlich u¨ber den Abgleich der prognostizierten und tatsa¨chlich eingetroffenen Werte erfol-
gen kann, da die wahre Wahrscheinlichkeitsverteilung der potentiell in der Zukunft eintreten-
den Ereignisse weder vor noch nach einer Prognose bekannt ist. So kann z. B. eine Bevo¨lke-
rungsprognose fa¨lschlicherweise als ungenau eingescha¨tzt werden, wenn ein unwahrscheinlich
prognostiziertes Ereignis tatsa¨chlich eintritt, obwohl es auch in der wahren Wahrscheinlich-
keitsverteilung nur eine geringe Eintrittswahrscheinlichkeit hat. Folglich sollte bei probabilisti-
schen Bevo¨lkerungsprognosemodellen neben den Prognoseergebnissen vor allem die Fa¨higkeit,
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alle potentiellen zuku¨nftigen Entwicklungen der Modellparameter flexibel beru¨cksichtigen zu
ko¨nnen, bewertet werden.
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PPPM
Im ersten Teil der Arbeit sind u. a. bestehende Ansa¨tze zur probabilistischen Bevo¨lkerungs-
prognose (vgl. Kapitel 4) wie auch zur Prognose einzelner Modellparameter der Mortalita¨t
(vgl. Kapitel 5), Fertilita¨t (vgl. Kapitel 6) und Migration (vgl. Kapitel 7) betrachtet und
hinsichtlich ihrer Sta¨rken und Schwa¨chen analysiert worden. Diese Analyse bisheriger
Prognoseansa¨tze hat zahlreiche Anforderungen zur Entwicklung des neuartigen Prognosemo-
dells PPPM hervorgebracht, um die zuku¨nftige Bevo¨lkerungsentwicklung umfassender und
flexibler (als herko¨mmliche Bevo¨lkerungsprognosemodelle) prognostizieren zu ko¨nnen.
In den folgenden Kapiteln 9 bis 11 werden nun das PPPM und dessen prototypische
Realisierung als Software, das P3J, systematisch vorgestellt; von den Modellparametern u¨ber
die Berechnung wesentlicher Ergebnisgro¨ßen bis hin zur Analyse der Prognoseergebnisse
(vgl. Abbildung 9.1).
PPPM
P3J
Modellparameter
Dateneingabe
Modellgleichungen 
und -struktur
Berechnung und 
Ausführung
Ergebnisgrößen
Datenausgabe
Abbildung 9.1.: Aspekte des theoretischen Modells, PPPM, und seiner Realisierung P3J
Jedes dieser drei Kapitel ist a¨hnlich aufgebaut: Anfangs wird der konzeptionelle Aufbau des
theoretischen Modells — PPPM — demographisch motiviert und mathematisch formuliert.
Anschließend wird dessen praktische Umsetzung im P3J erla¨utert.
Das P3J ist eine implementierte Realisierung des PPPM, die in enger Zusammenarbeit mit
dem Lehrstuhl fu¨r Modellierung und Simulation an der Universita¨t Rostock u¨ber mehrere
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Jahre entstanden ist. Anforderungen an die zu realisierende Software sind sukzessive aus
der im Vordergrund stehenden konzeptionellen Entwicklung des PPPM entstanden. Dabei
sind u. a. Modellgleichungen, Organisationsstrukturen zur Kombination der Modellparame-
ter und Annahmenverla¨ufe sowie Algorithmen zur simulativen und (quasi-)vollsta¨ndigen
Berechnung zuna¨chst theoretisch entwickelt und dann z. T. mit Hilfe des Lehrstuhls fu¨r
Modellierung und Simulation in Java programmiert worden. A¨hnlich verha¨lt es sich mit
der Entwicklung der Bedienoberfla¨che des P3J: Aufbau und Inhalt sind zuna¨chst theo-
retisch (mit diversen Skizzen) entwickelt und anschließend mit Unterstu¨tzung umgesetzt
worden. Die praktische Umsetzung hat jeweils aus einem mehrstufigen Austauschprozess
bestanden, wobei mehrmalige intensive Testphasen immer wieder Hinweise fu¨r Verbesse-
rungen geliefert haben. Programmbausteine, die auf R und LATEX beruhen, wie z. B. beim
Ergebnisreport (vgl. Abschnitt 11.2 ab Seite 226), sind ohne unterstu¨tzende Hilfe entstanden.
In diesem Kapitel werden nun der Aufbau des PPPM nach Subpopulationen wie auch
die sich daraus ergebenden Modellparameter demographisch und formal (mathematisch)
erla¨utert. (Die hier aufgefu¨hrten Modellparameter sind allerdings nicht vollsta¨ndig, da die
Erla¨uterung weiterer Modellbausteine im folgenden Kapitel 10 die Einfu¨hrung noch weiterer
Modellparameter nach sich fu¨hrt.) Abschließend wird die Eingabe der Daten grundlegender
Modellparameter im P3J geschildert (vgl. Abbildung 9.2).
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Abbildung 9.2.: Aspekte des theoretischen Modells, PPPM, und seiner Realisierung P3J: Das
aktuelle Kapitel 9 befasst sich mit den Modellparametern des PPPM bzw.
der Dateneingabe im P3J (rot unterlegt).
9.1. Zu unterscheidende Subpopulationen im PPPM
Im probabilistischen Bevo¨lkerungsprognosemodell PPPM setzt sich die Gesamtbevo¨lkerung
aus diversen Subpopulationen zusammen. Zu den separat (nach Geschlecht und Einzelalter)
zu prognostizierenden Subpopulation za¨hlen die Einheimischen, die direkten Zuzu¨ge und
ihre Nachkommengenerationen wie auch die direkten Fortzu¨ge und ihre Nachkommengene-
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rationen (vgl. Abbildung 9.3).
Direkte Fortzüge MännerDirekte Fortzüge Frauen
Gesamtbevölkerung
Emigranten
Männer
Einheimische
Direkte Zuzüge Frauen Direkte Zuzüge MännerFrauen
Immigranten
Nachkommen -
Generation 1
Nachkommen -
Generation 1
Frauen FrauenMänner Männer
Nachkommen -
Generation 2
Nachkommen -
Generation 2
Frauen FrauenMänner Männer
......
Abbildung 9.3.: Aufbau des PPPM hinsichtlich zu unterscheidender Subpopulationen: die Ge-
samtbevo¨lkerung setzt sich aus den Einheimischen (blau), den Immigranten
(orange) und Emigranten (lila) zusammen.
Jede Subpopulation wird mit separaten Annahmen zur Fertilita¨t und Mortalita¨t einzeln
prognostiziert. Folglich kann beispielsweise im Gegensatz zu herko¨mmlichen Bevo¨lke-
rungsprognosemodellen (vgl. Abschnitt 4.2 ab Seite 57) ein Anpassungsprozess von der
ho¨heren Fertilita¨t oder/und niedrigeren Mortalita¨t der Immigranten an das jeweilige Niveau
der Einheimischen u¨ber die einzelnen Nachkommengenerationen modelliert werden (vgl.
Abschnitt 7.1.2 ab Seite 138).
Daru¨ber hinaus kann die Anzahl der bei einer Bevo¨lkerungsprognose mit dem PPPM zu
unterscheidenden Nachkommengenerationen der Zu- und Fortzu¨ge in Abha¨ngigkeit von der
La¨nge des Projektionshorizonts (und dem Generationenabstand) variabel bestimmt werden.
Nachfolgend soll kurz erla¨utert werden, welche Personen zu welcher Subpopulation geho¨ren.
9.1.1. Jump-off Bevo¨lkerung
Die Jump-off Bevo¨lkerung stellt die Gesamtbevo¨lkerung zum Ende des Jahres dar, von dem
aus die Bevo¨lkerungsprognose startet. Generell entspricht sie der de jure Bevo¨lkerung in
einer genau definierten Gebietseinheit zu einem bestimmten Stichtag.1
1Da die Erfassung des Bevo¨lkerungsbestandes nach dem de jure Konzept international uneinheitlich ist
[83], sollten die entsprechenden la¨nderspezifischen Praktiken bei einer Bevo¨lkerungsprognose angemessen
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Bei einer aktuellen Bevo¨lkerungsprognose in die Zukunft kommen die Daten fu¨r die Jump-
off Bevo¨lkerung fu¨r gewo¨hnlich aus dem Jahr mit den letzten verfu¨gbaren Daten.
9.1.2. Einheimische
Ausgehend von der Jump-off Bevo¨lkerung entwickelt sich die Subpopulation der Einhei-
mischen ausschließlich u¨ber in ihr stattfindende Geburten und Sterbefa¨lle. Demzufolge kann
die Bevo¨lkerung der Einheimischen weder u¨ber direkte Zu- bzw. Fortzu¨ge noch u¨ber deren
Nachkommen im In- bzw. Ausland wachsen bzw. schrumpfen. Anstatt dessen ist allein die
natu¨rliche Bevo¨lkerungsbewegung in der einheimischen Bevo¨lkerung fu¨r ihre numerische und
bevo¨lkerungsstrukturelle Vera¨nderung ausschlaggebend.
9.1.3. Immigranten
Zu den Immigranten za¨hlen auf einer ersten Ebene die direkten Zuzu¨ge. Unter direkten
Zuzu¨gen werden (neben (in der Gebietseinheit gebu¨rtigen) Remigranten) Personen zusam-
mengefasst, die im Ausland geboren worden sind und die in die zu betrachtende, genau
definierte Gebietseinheit ziehen. Die Subpopulation der direkten Zuzu¨ge vera¨ndert sich in
ihrem Bestand und in ihrer Bevo¨lkerungsstruktur durch Annahmen zu den stattfindenden
direkten Zuzu¨gen wie auch zur Sterblichkeit der direkten Zuzu¨ge im Inland u¨ber den
Projektionshorizont.
Die im Inland von den direkten Zuzu¨gen zu realisierenden Geburten bilden die erste Nach-
kommengeneration der direkten Zuzu¨ge, wohingegen die Kinder der ersten Nachkommen-
generation bereits die zweite Nachkommengeneration der urspru¨nglich direkt Zugezogenen
sind. In der Folge ko¨nnen in Abha¨ngigkeit von der La¨nge des Projektionshorizonts und des
anzunehmenden Generationenabstands u¨ber die Fertilita¨t n Nachkommengenerationen der
direkten Zuzu¨ge in einer Bevo¨lkerungsprognose mit dem PPPM beru¨cksichtigt werden. Be-
stand und Struktur einer Nachkommengeneration n der direkten Zuzu¨ge vera¨ndern sich durch
die Geburten der vorangegangenen Nachkommengeneration n − 1 bzw. der direkten Zuzu¨ge
und durch die anzunehmende Sterblichkeit u¨ber den Projektionshorizont.
beru¨cksichtigt werden.
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9.1.4. Emigranten
Zu den Emigranten za¨hlen auf einer ersten Ebene die direkten Fortzu¨ge. Unter direkten
Fortzu¨gen werden Personen zusammengefasst, die im In(- oder Aus-)land geboren worden
sind und vom Inland ins Ausland ziehen. Die Subpopulation der direkten Fortzu¨ge vera¨ndert
sich in ihrem Bestand und in ihrer Bevo¨lkerungsstruktur durch Annahmen zu den statt-
findenden direkten Fortzu¨gen wie auch zur Sterblichkeit der direkten Fortzu¨ge u¨ber den
Projektionshorizont.
Die im Ausland von den direkten Fortzu¨gen zu realisierenden Geburten bilden die erste
Nachkommengeneration der direkten Fortzu¨ge, wohingegen die Kinder der ersten Nachkom-
mengeneration bereits die zweite Nachkommengeneration der urspru¨nglich direkt Fortgezo-
genen sind. In der Folge ko¨nnen in Abha¨ngigkeit von der La¨nge des Projektionshorizonts und
des anzunehmenden Generationenabstands u¨ber die Fertilita¨t n Nachkommengenerationen
der direkten Fortzu¨ge in einer Bevo¨lkerungsprognose mit dem PPPM beru¨cksichtigt werden.
Bestand und Struktur einer Nachkommengeneration n der direkten Fortzu¨ge vera¨ndern sich
durch die Geburten der vorangegangenen Nachkommengeneration n − 1 bzw. der direkten
Fortzu¨ge und durch die anzunehmende Sterblichkeit u¨ber den Projektionshorizont.
9.1.5. Gesamtbevo¨lkerung
Zur Bildung der Gesamtbevo¨lkerung in einem Projektionsintervall werden die direkten
Fortzu¨ge und ihre Nachkommengenerationen von den Einheimischen und den direkten
Zuzu¨gen und ihren Nachkommengenerationen abgezogen.
Die Prognose der einzelnen Subpopulationen ermo¨glicht zwar separate Fertilita¨ts- und Mor-
talita¨tsannahmen sowie die Analyse vielfa¨ltiger bevo¨lkerungsdynamischer Effekte auf einzelne
oder zusammengeschlossene Subpopulationen (vgl. Kapitel 11 und Abschnitt 12.4 ab Seite
242). Allerdings kann sie auch bei der Zusammenfassung der Subpopulationen zur Gesamt-
bevo¨lkerung Unstimmigkeiten hervorrufen. So werden die direkten Fortzu¨ge und ihre Nach-
kommengenerationen durch die separate Prognose der Subpopulationen nicht sofort im Laufe
der Prognose, sondern erst am Projektionsende bei den Einheimischen und den Immigran-
ten abgezogen. Da allerdings alle Subpopulationen eigenen, anzunehmenden Fertilita¨ts- und
Mortalita¨tsbedingungen u¨ber den Projektionshorizont ausgesetzt sind, ko¨nnen die separat
prognostizierten direkten Fortzu¨ge und ihre Nachkommengenerationen von den in den ande-
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ren Subpopulationen mitgefu¨hrten direkten Fortzu¨gen und ihren Nachkommengenerationen
abweichen. Bei den direkten Zuzu¨gen und ihren Nachkommengenerationen besteht diese Dis-
krepanz nicht, da sie bei den Einheimischen im Laufe der Prognose nicht mitgefu¨hrt werden
ko¨nnen, sondern einfach fehlen. Demzufolge mu¨ssen am Ende der Prognose bei der Kon-
struktion der Gesamtbevo¨lkerung keine separat prognostizierten und mitgefu¨hrten Besta¨nde
der direkten Zuzu¨ge und ihrer Nachkommengenerationen gegeneinander aufgerechnet wer-
den. Die hier beschriebene Diskrepanz bei den Emigranten ist zwar theoretisch von Belang,
spielt aber numerisch eine untergeordnete Rolle; generell gilt, je sta¨rker sich die Annahmen
zur Fertilita¨t und Mortalita¨t zwischen den Emigranten, Einheimischen und Immigranten un-
terscheiden, desto gro¨ßer wird diese Diskrepanz sein.
9.1.6. Theoretischer Hintergrund
Die Idee, eine zu prognostizierende Bevo¨lkerung in relevante Subpopulationen zu zerlegen und
separat zu prognostizieren, ist nicht neu. So bescha¨ftigen sich u. a. Espenshade et al. [82, 15],
Mitra [194, 196], Schmertmann [247], Cerone [55] und Edmonston und Passel [79] mit den
Auswirkungen von Zuwanderung unter besonderen bis hin zu allgemeineren Annahmen auf
die zu prognostizierende Bevo¨lkerung. Das Bevo¨lkerungsprognosemodell von Edmonston und
Passel [79] aus dem Jahr 1992 kommt dabei dem PPPM relativ nah, da es die Immigranten in
einzelne Subpopulationen zerlegt. Demnach werden im Modell von Edmonston und Passel [79]
die direkten Zuzu¨ge von drei ihrer weiteren Nachkommengenerationen2 unterschieden. Fu¨r je-
de dieser Subpopulationen ko¨nnen eigene Annahmen zur Fertilita¨t, Mortalita¨t und Migration
getroffen werden. Allerdings werden beim Bevo¨lkerungsprognosemodell von Edmonston und
Passel [79] nur drei Nachkommengenerationen der direkten Zuzu¨ge unterschieden, wohinge-
gen beim PPPM die Anzahl der zu betrachtenden Nachkommengenerationen frei bestimmt
werden kann und demnach keinen Beschra¨nkungen unterliegt. Daru¨ber hinaus werden beim
PPPM im Gegensatz zum Modell von Edmonston und Passel [79] nicht nur die Immigranten,
sondern auch die Emigranten detailliert mit direkten Fortzu¨gen und entsprechenden Nach-
kommengenerationen modelliert und prognostiziert, wobei fu¨r jede dieser Subpopulationen
separat Annahmen zur Mortalita¨t und Fertilita¨t getroffen werden ko¨nnen. Damit ermo¨glicht
das PPPM vielfa¨ltige weiterfu¨hrende Analysen bevo¨lkerungsdynamischer Effekte diverser Zu-
und Fortzugsszenarien als ein herausstechendes Merkmal.
2Die erste Nachkommengeneration sind die Kinder der direkten Zuzu¨ge, die zweite Nachkommengeneration
sind die Enkelkinder der direkten Zuzu¨ge und die dritte Nachkommengeneration umfasst alle weiteren
Kinder, die zur dritten oder ho¨heren Nachkommengeneration geho¨ren.
172
9. Grundlegende Modellparameter des PPPM
9.2. Formale Definition der zu verwendenden
Modellparameter im PPPM
Bei einer Bevo¨lkerungsprognose mit dem PPPM mu¨ssen zuna¨chst in Abha¨ngigkeit von der
Fragestellung (vgl. Abbildung 2.2 auf Seite 19)
• die La¨nge des Projektionshorizonts in Jahren
• die Anzahl der zu unterscheidenden Einzelalter (wie auch)
• die Anzahl der zu unterscheidenden Nachkommengenerationen der Migranten
bestimmt werden.
Anschließend muss eine Jump-off Bevo¨lkerung festgelegt werden, die den eigentlichen Aus-
gangspunkt einer Bevo¨lkerungsprognose darstellt. Daraufhin mu¨ssen fu¨r jede Subpopulation
Annahmen zu verschiedenen Modellparametern der Fertilita¨t, Mortalita¨t und Migration ge-
troffen werden.
9.2.1. Jump-off Bevo¨lkerung
Im PPPM muss eine Jump-off Bevo¨lkerung ausschließlich fu¨r die einheimische Bevo¨lkerung
eingegeben werden. Dazu wird die Jahresendbevo¨lkerung der zu prognostizierenden Wohn-
bevo¨lkerung nach Alter und Geschlecht, meist fu¨r das Jahr mit den aktuellsten verfu¨gbaren
Daten, herangezogen.
9.2.2. Direkte Zu- und Fortzu¨ge
Im PPPM mu¨ssen fu¨r die Modellparameter direkte Zuzu¨ge und direkte Fortzu¨ge absolute
Bestandszahlen nach Alter und Geschlecht als Annahmenverla¨ufe u¨ber den gesamten Projek-
tionshorizont getroffen und in das Modell eingegeben werden. Dabei werden nur die Zu- und
Fortzu¨ge betrachtet, die direkt in die zu prognostizierende einheimische Bevo¨lkerung einwan-
dern bzw. die direkt aus der zu prognostizierenden einheimischen Bevo¨lkerung auswandern.
9.2.3. Altersspezifische Fertilita¨tsraten
Fu¨r jede weibliche Subpopulation (der Einheimischen, Immi- und Emigranten) mu¨ssen
Annahmen zu den altersspezifischen Fertilita¨tsraten u¨ber den gesamten Projektionshorizont
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generiert und in das Modell eingegeben werden.
Altersspezifische Fertilita¨tsraten bestimmen die Anzahl der Geburten einer Frau in einem
bestimmten Alter. Daher werden bei der Berechnung der altersspezifischen Fertilita¨tsraten,
fx, die Geburten, B, von Frauen in einem bestimmten Alter x zu der durchschnittlichen
Anzahl der Frauen, P
f
, im Alter x in Beziehung gesetzt (vgl. Formel 9.1).
fx =
Bx
P
f
x
(9.1)
9.2.4. U¨berlebende im Alter x
Fu¨r jede Subpopulation mu¨ssen u¨ber den gesamten Projektionshorizont Annahmen zu
den U¨berlebenden im Alter x generiert und in das Modell eingegeben werden. U¨berlebende
im Alter x sind ein Sterbetafelparameter,3 der die Anzahl der Personen einer fiktiven
Sterbetafelbevo¨lkerung im jeweils exakten Alter x, 0 wiedergibt. Fu¨r das Alter 0 wird mit
dem Radix die Gro¨ße der Sterbetafelbevo¨lkerung zu Beginn festgelegt4 [221]. Die Anzahl
der Sterbetafelsterbefa¨lle in den einzelnen Altersstufen richtet sich nach der tatsa¨chlich
beobachteten Sterblichkeit in der Allgemeinbevo¨lkerung.
So werden die U¨berlebenden im exakten Alter x, lx, mit dem Produkt aus den U¨berlebenden
im vorherigen Alter, lx−1, und der Wahrscheinlichkeit, vom Alter x − 1 bis zum Alter x zu
u¨berleben, 1− qx−1, berechnet (vgl. Formel 9.2).
lx = lx−1 · (1− qx−1) (9.2)
Die Sterbewahrscheinlichkeit qx wird u¨ber den Quotienten der Sterbefa¨lle D im Altersin-
tervall [x, x+ 1) und den Personen im exakten Alter x, die dem Sterberisiko am Beginn des
Altersintervalls ausgesetzt sind, berechnet (vgl. Formel 9.3).
qx =
Dx
Px
(9.3)
3Die Konstruktion einer Sterbetafel wird beispielsweise bei Preston et al. [221] ausfu¨hrlich beschrieben.
4Der Radix kann willku¨rlich bestimmt werden. U¨blich ist ein Radix von 100.000 Personen.
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9.2.5. Geschlechteranteil bei Geburt
Annahmen zur Entwicklung des Geschlechteranteils bei Geburt mu¨ssen fu¨r alle Subpopulatio-
nen u¨ber den gesamten Projektionshorizont getroffen und in das Modell eingegeben werden.
Der weibliche Geschlechteranteil bei Geburt, pi(PF0 ), bestimmt den Anteil der weiblichen Le-
bendgeborenen, LGF , an allen Lebendgeborenen (vgl. Gleichung 9.4), wohingegen der ma¨nn-
liche Geschlechteranteil bei Geburt, pi(PM0 ), den Anteil der ma¨nnlichen Lebendgeborenen,
LGM , an allen Lebendgeborenen bestimmt (vgl. Formel 9.5).
pi(PF0 ) =
LGF
LGF + LGM
(9.4)
pi(PM0 ) =
LGM
LGF + LGM
(9.5)
9.2.6. Anteil der Sa¨uglingssterbefa¨lle im ersten Halbjahr
Fu¨r jede Subpopulation mu¨ssen Annahmen zum Anteil der Sa¨uglingssterbefa¨lle im ersten
Halbjahr u¨ber den gesamten Projektionshorizont bestimmt und in das Modell eingegeben
werden.
Der Anteil der Sa¨uglingssterbefa¨lle im ersten Halbjahr, pi(0,5D0), gibt den Anteil der Sa¨ug-
linge, die im ersten halben Lebensjahr versterben, 0,5D0, an allen im ersten Lebensjahr verster-
benden Sa¨uglingen, 1D0, an (vgl. Formel 9.6).
pi(0,5D0) =
0,5D0
1D0
(9.6)
9.2.7. U¨berlebenswahrscheinlichkeit der obersten, nach oben offenen
Altersgruppe
Im PPPM wird die Anzahl der Personen in einer frei wa¨hlbaren, obersten, nach oben offe-
nen Altersgruppe mit dem Modellparameter U¨berlebenswahrscheinlichkeit der obersten, nach
oben offenen Altersgruppe berechnet. Dieser Modellparameter gibt die Wahrscheinlichkeit an,
mit der Personen dieser obersten Altersgruppe noch ein weiteres Projektionsintervall u¨berle-
ben. Die entsprechenden Annahmenverla¨ufe sind extern und separat fu¨r jede Subpopulation
u¨ber den Projektionshorizont zu generieren und einzugeben. Kannisto ([277], S. 33) hat in
einer umfassenden Analyse der Sterblichkeit in den ho¨chsten Altern kaum einen Wert fu¨r die
Sterbewahrscheinlichkeit, qx, gefunden, der 0, 6 u¨berschreitet. Weiterhin hat Gampe [90, 300]
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mit Daten aus der internationalen Datenbank zur Langlebigkeit5 ermittelt, dass die Sterbe-
wahrscheinlichkeit der Supercentenarians, also der Personen, die mindestens 110 Jahre alt
sind, den Wert von 0, 5 nicht u¨berschreitet. Folglich ko¨nnen solche Werte als Richtwerte bei
der Generierung der Annahmen fu¨r den Modellparameter U¨berlebenswahrscheinlichkeit der
obersten, nach oben offenen Altersgruppe herangezogen werden. Nachfolgend soll beispielhaft
die Altersgruppe der 95+-Ja¨hrigen als oberste, nach oben offene Altersgruppe zur Beschrei-
bung der definitorischen Zusammenha¨nge der Modellparameter des PPPM (vgl. Abschnitt
10.1 ab Seite 185) verwendet werden.
9.2.8. U¨berblick
Die Abbildung 9.4 zeigt den Aufbau des PPPM hinsichtlich der zu unterscheidenden Subpo-
pulationen und der jeweils dazugeho¨renden Modellparameter.
9.3. P3J — Dateneingabe
Das PPPM ist in der prototypischen Anwendung P3J umgesetzt worden, um das zugrun-
deliegende theoretische Modell in der Praxis tatsa¨chlich anwenden (und testen) zu ko¨nnen
(vgl. Kapitel 12).
Nachfolgend soll die Realisierung des PPPM im P3J schrittweise erla¨utert werden. Dazu
wird zuna¨chst motiviert, warum das P3J auf der Grundlage des Modellierungs- und Simu-
lationsrahmenwerks James II entwickelt worden ist. Anschließend werden dann die intern
verwendeten Datenstrukturen wie auch die graphische Benutzeroberfla¨che, die den Nutzer
bei der Dateneingabe unterstu¨tzen soll, beschrieben.
9.3.1. Das P3J und James II
Ein komplexes Prognosemodell wie das PPPM als Software zu realisieren ist mit einem
relativ großen Aufwand verbunden. Ein Grund dafu¨r liegt in der Vielzahl von Funktionen, wie
z. B. Mechanismen zur Speicherung, Darstellung und Bearbeitung von Modellparametern,
die fu¨r eine sinnvolle Benutzung des PPPM no¨tig sind. Wa¨hrend die konkrete Ausgestaltung
dieser Funktionen PPPM-spezifisch ist und daher neu implementiert werden muss, sind die
prinzipiellen Funktionen (wie z. B. die Speicherung von Modellen oder deren Bearbeitung)
5International Database on Longevity (IDL)
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Männer
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Altersspezifische Fertilitätsraten
Überlebende im Alter x - lx
Geschlechteranteil bei Geburt - π(P0)
Anteil Säuglingssterbefälle im ersten Halbjahr - π(0,5D0)
Überlebenswahrscheinlichkeit der 95+ -Jährigen - p(95+)
Jump-off Bevölkerung nach Alter
lx, π(P0), π(0,5D0), p(95+)
Immigranten
Frauen
Männer
Absolute Zahl der Immigranten nach Alter
Altersspezifische Fertilitätsraten
lx, π(P0), π(0,5D0), p(95+)
Absolute Zahl der Immigranten nach Alter
lx, π(P0), π(0,5D0), p(95+)
Nachkommen der Immigranten - Generation 1
Frauen
Männer
Nachkommen der Immigranten - Generation ...
Emigranten Absolute Zahl der Emigranten nach Alter
Altersspezifische Fertilitätsraten
lx, π(P0), π(0,5D0), p(95+)Frauen
Männer Absolute Zahl der Emigranten nach Alterlx, π(P0), π(0,5D0), p(95+)
Nachkommen der Emigranten - Generation 1
Frauen
Männer
Nachkommen der Emigranten - Generation ...
Altersspezifische Fertilitätsraten
lx, π(P0), π(0,5D0), p(95+)
lx, π(P0), π(0,5D0), p(95+)
Altersspezifische Fertilitätsraten
lx, π(P0), π(0,5D0), p(95+)
lx, π(P0), π(0,5D0), p(95+)
...
...
Abbildung 9.4.: Aufbau des PPPM hinsichtlich zu unterscheidender Subpopulationen und
Modellparameter, wobei geschlechts- und subpopulationsspezifische Modell-
parameter extra farblich gekennzeichnet sind: Rot fu¨r die Frauen, hellblau
fu¨r die Einheimischen, orange fu¨r die Immigranten und lila fu¨r die Emi-
granten; zudem ist der Modellparameter U¨berlebenswahrscheinlichkeit der
obersten, nach oben offenen Altersgruppe mit der Farbe grau extra farblich
gekennzeichnet, da er optional ist und die einzuschließenden Alter in dieser
Altersgruppe selbst bestimmbar sind; beispielhaft sind in dieser Abbildung
die 95+-Ja¨hrigen als oberste, nach oben offene Altersgruppe gewa¨hlt worden.
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auch fu¨r viele andere Anwendungen wichtig.
Damit solche grundlegenden Funktionen nicht fu¨r jede Anwendung neu konzeptioniert
werden mu¨ssen, werden Sammlungen von Hilfsfunktionen und vordefinierten Abla¨ufen
in so genannten Software-Rahmenwerken zusammengefasst. Im Gegensatz zu Software-
Bibliotheken, die lediglich eine Menge von Hilfsfunktionen bereitstellen (, die dann explizit
aufgerufen werden mu¨ssen), ermo¨glichen es die zusa¨tzlich in einem Rahmenwerk definierten
Arbeitsabla¨ufe, auch den grundlegenden Kontrollfluss wiederzuverwenden, der vielen Funk-
tionen eigen ist. Der Unterschied zwischen einem Rahmenwerk und einer Bibliothek wird
z. B. beim Speichern von Dateien deutlich; wa¨hrend eine Bibliothek zwei Hilfsfunktionen zur
Verfu¨gung stellen ko¨nnte, wie z. B. eine zur Eingabe des gewu¨nschten Dateinamens durch
den Nutzer und eine weitere zum Speichern von Daten in einer Datei, ko¨nnte ein Rahmen-
werk den Arbeitsablauf Datei speichern bereitstellen, der dann zuna¨chst den gewu¨nschten
Dateinamen vom Nutzer abfragt und danach die Daten in die angegebene Datei schreibt.
Die Wiederverwendung von Funktionen und Abla¨ufen kann die Entwicklungszeit von
Anwendungssoftware drastisch verku¨rzen, d. h. auf Grundlage von Rahmenwerken ko¨nnen
komplexe Anwendungen meist schneller realisiert werden. Neben der Zeitersparnis erho¨ht
diese Herangehensweise auch die Verla¨sslichkeit der entwickelten Software, da die meisten
Rahmenwerke separat (und in verschiedenen Kontexten) getestet werden. Der letztgenannte
Aspekt ist fu¨r wissenschaftliche Software besonders relevant, da Programmierfehler hier
leicht die gewonnenen Erkenntnisse verfa¨lschen ko¨nnen [190].
Das P3J ist auf Basis des quelloffenen Modellierungs- und Simulationsrahmenwerks James
II [109] erstellt worden. James II wird am Lehrstuhl fu¨r Modellierung und Simulation der
Universita¨t Rostock entwickelt. Es ist in der weit verbreiteten Programmiersprache Ja-
va [207] geschrieben. Dies erlaubt die zusa¨tzliche Einbindung von weiteren Bibliotheken und
Rahmenwerken, die in Java entwickelt worden sind. Außerdem ko¨nnen Java-Anwendungen
auf den meisten Betriebssystemen ohne weitere Anpassungen ausgefu¨hrt werden, sodass das
P3J relativ einfach installiert und benutzt werden kann. Das James II fu¨r die Entwicklung
von demographischen Simulationswerkzeugen geeignet ist, dokumentiert z. B. auch die
Entwicklung von MicMac bzw. Mic-Core, welches ebenfalls von dessen Vorteilen Gebrauch
macht [323] (vgl. Abschnitt 3.2.3 ab Seite 45).
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Basis vom Rahmenwerk James II ist das Plug’n Simulate-Konzept [110], welches es erlaubt,
die in den Arbeitsabla¨ufen verwendeten Komponenten — so genannte Plug-ins — auszutau-
schen. Durch das Hinzufu¨gen von neuen, anwendungsspezifischen Plug-ins kann James II
daher schnell um die gewu¨nschten Funktionen erweitert werden.
9.3.2. Interne Datenverwaltung
Die zahlreichen Modellparameter, die im PPPM definiert werden (siehe Abbildung 9.4),
fu¨hren zu einer relativ großen Menge an Eingabedaten. Die genaue Anzahl der Parameter
ist dabei von der Anzahl der zu betrachtenden Nachkommengenerationen (der direkten
Zu- und Fortzu¨ge) abha¨ngig, sodass sie nicht von vornherein feststeht. Aus diesem Grund
bietet es sich an, die verschiedenen Arten von Parametern, z. B. die altersspezifischen
Fertilita¨tsraten (vgl. Abschnitt 9.2.3), zu unterscheiden. Fu¨r jede vorhandene Subpopulation
wird automatisch ein entsprechender Modellparameter angelegt, der die altersspezifischen
Fertilita¨tsraten fu¨r diese Subpopulation repra¨sentiert.
Die Annahmenverla¨ufe, die mit einem bestimmten Modellparameter assoziiert werden,
ko¨nnen als m× n Matrizen aufgefasst werden.6 Die Gro¨ße der Matrix, d. h. die Zeilenanzahl
m und die Spaltenanzahl n, sowie die Bedeutung der darin enthaltenen Zahlen ha¨ngt vom
konkreten Modellparameter ab. So werden die altersspezifischen Fertilita¨tsraten in einer
Matrix gespeichert, bei der die Spalten die einzelnen Jahre des Projektionshorizonts und
die Zeilen die verschiedenen Altersgruppen symbolisieren. Zusa¨tzlich werden fu¨r jeden
Annahmenverlauf noch weitere fu¨r den Nutzer hilfreiche Daten gespeichert; dazu za¨hlen bei-
spielsweise ein Name und ein Beschreibungstext. Diese Daten sollen den Nutzern helfen, sich
schnell einen U¨berblick u¨ber die verwendeten Annahmenverla¨ufe zu verschaffen. Um effektiv
mit solchen Matrizen zu rechnen, werden die Matrix-Komponenten der frei verfu¨gbaren
Colt-Bibliothek [54] verwendet.
Zur Verwaltung großer Datenmengen eignen sich standardisierte Werkzeuge bzw. so
genannte Datenbankmanagementsysteme (DBMS). Allerdings wird die Standardabfrage-
sprache fu¨r Datenbankmanagementsysteme, die Structured Query Language (SQL), von
vielen DBMS nur mit leichten Abwandlungen unterstu¨tzt. Das fu¨hrt dazu, dass eine fu¨r
ein bestimmtes DBMS geschriebene Anwendung nicht ohne Weiteres mit anderen DBMS
zusammenarbeiten kann. Um dieses Problem zu vermeiden, verwendet das P3J die Java-
6Dies schließt auch Vektoren, d. h. Matrizen der Gro¨ße 1× n, mit ein.
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Persistenzschnittstelle Hibernate [108], die eine Vermittlungsposition zwischen DBMS und
Anwendungsprogramm (wie hier dem P3J) einnimmt. Damit ist es mo¨glich, das P3J mit
diversen DBMS zu kombinieren und es somit an die jeweiligen Speicher-Anforderungen des
Nutzers anzupassen.
Fu¨r kleinere Datenmengen, z. B. fu¨r eine einzelne Prognose mit wenigen Annahmen-
verla¨ufen pro Modellparameter, reicht ein einfaches, lokal installiertes DBMS aus, welches
die zu speichernden Daten z. B. in einfache Textdateien schreibt. Fu¨r umfangreichere Pro-
gnosen (mit relativ vielen Annahmenverla¨ufen pro Modellparameter), die zudem in Gruppen-
arbeit erstellt werden, bietet sich hingegen die Verwendung eines zentral (u¨ber ein Netzwerk)
verfu¨gbaren und leistungsfa¨higen DBMS an. Neben der erho¨hten Flexibilita¨t fu¨r den Nutzer
sichert die Verwendung eines DBMS auch die U¨bertragbarkeit der Daten in andere Soft-
waresysteme. Das P3J ist bisher mit dem quelloffenen DBMS MySQL [209, 231] genutzt
und getestet worden.
9.3.3. Nutzeroberfla¨che zur Eingabe der Daten
Neben der Speicherung der Eingabedaten stellt auch die Gestaltung einer graphischen
Benutzeroberfla¨che eine zentrale Herausforderung dar. Sie sollte darauf ausgerichtet sein,
dem Nutzer die Dateneingabe so einfach wie mo¨glich zu machen und außerdem einen guten
U¨berblick u¨ber die bereits eingegebenen Daten erlauben. Dies schließt auch den Inhalt der
Annahmenverla¨ufe mit ein. Durch die Neuartigkeit der vorgestellten Prognosetechnik scheint
es außerdem hilfreich, Nutzer in die Lage zu versetzen, Annahmenverla¨ufe aus vorherigen
PPPM-Prognosen abzufragen (und gegebenenfalls wiederzuverwenden).
Die Bedienoberfla¨che des P3J ist so gestaltet, dass der Nutzer mit wenigen Mausklicks
einen gewu¨nschten Modellparameter auswa¨hlen und fu¨r diesen Parameter Annahmenverla¨ufe
eingeben oder bearbeiten kann. Annahmenverla¨ufe und Modellparameter werden, wie bei
einem Dateisystem, in einer Baumstruktur angeordnet. Die unterste Ebene dieser Hierarchie
bilden die Annahmenverla¨ufe selbst, die mit jeweils einem Modellparameter assoziiert sind.
Modellparameter stellen die na¨chste Hierarchieebene dar. Sie sind wiederum der Art der
Subpopulation (z. B. Einheimische, Emigranten) und der betreffenden Nachkommengenerati-
on zugeordnet (sofern dies relevant ist), wodurch sich eine weitere Hierarchieebene definieren
la¨sst. Analog zum Windows Explorer (, dem Dateimanager von Microsoft Windows), der
den meisten Anwendern gela¨ufig sein sollte, wird die so definierte Baumstruktur in einem
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Abbildung 9.5.: Screenshot der P3J Eingabemaske fu¨r einen Annahmenverlauf: Der Nutzer
wa¨hlt einen Modellparameter aus der Baumstruktur auf der linken Seite, um
ihn dann im zentralen Bereich der Nutzeroberfla¨che zu bearbeiten.
abgetrennten Bereich auf der linken Seite angezeigt, wa¨hrend im Zentrum der Inhalt des
jeweils links ausgewa¨hlten Elements angezeigt wird. Diese grundlegende Aufteilung zeigt der
Screenshot in Abbildung 9.5.
Der Nutzer kann die Hierarchieebenen auf- und zuklappen, indem die entsprechenden
Symbole im Baum auf der linken Seite ausgewa¨hlt werden. Wird ein Element der Hierarchie
ausgewa¨hlt, werden seine Eigenschaften im Zentrum der Oberfla¨che angezeigt und ko¨nnen
vom Nutzer vera¨ndert werden. Abbildung 9.5 zeigt dies fu¨r einen einzelnen Annahmenverlauf.
Hat ein Element der Hierarchie untergeordnete Elemente, werden diese ebenfalls im Zentrum
angezeigt und ko¨nnen vom Nutzer mit der Maus zur genaueren Ansicht ausgewa¨hlt werden.
Diese in Analogie mit Webbrowsern gestaltete Funktion ermo¨glicht es Nutzern, sich schnell
und einfach durch die komplexen Eingabeparameter des PPPM zu bewegen — ohne dabei
den U¨berblick zu verlieren. Die Hierarchie auf der linken Seite zeigt immer das aktuelle
Element (und seine Position in der Gesamtstruktur) an.
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Die Nutzeroberfla¨che basiert auf Java Swing-Komponenten [208] aus der offiziellen
Standard-Bibliothek fu¨r graphische Bedienelemente. Daru¨ber hinaus verwendet die Nutzer-
oberfla¨che einige frei verfu¨gbare Hilfsbibliotheken. Die Darstellung des in der Abbildung 9.5
ausgewa¨hlten Annahmenverlaufs erfolgt graphisch in einem Plot mit JMathTools [232] und
tabellarisch mit Jeppers [322]. Die Handhabung der tabellarischen Darstellung ist dabei
stark an die Funktionalita¨t von Tabellenkalkulationsprogrammen (wie Calc (OpenOffice.org)
oder Microsoft Excel) angelehnt, z. B. hinsichtlich der Tastenkombinationen zum Selektieren
und Einfu¨gen von Daten. Dies soll die Benutzung der Oberfla¨che zusa¨tzlich erleichtern.
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In diesem Kapitel werden sowohl die (deterministischen) Modellgleichungen (zur Berechnung
grundlegender Ergebnisgro¨ßen) als auch alternative Modi z. B. zur Erstellung und Kombina-
tion der Annahmenverla¨ufe eines oder/und mehrerer Modellparameter wie auch zur simulati-
ven oder/und (quasi-)vollsta¨ndigen Berechnung des PPPM und P3J erla¨utert (vgl. Abbildung
10.1).
PPPM
P3J
Modellparameter
Dateneingabe
Modellgleichungen 
und -struktur
Berechnung und 
Ausführung
Ergebnisgrößen
Datenausgabe
Abbildung 10.1.: Aspekte des theoretischen Modells, PPPM, und seiner Realisierung P3J:
Das aktuelle Kapitel 10 befasst sich mit der Berechnung grundlegender Er-
gebnisgro¨ßen des PPPM und P3J (rot unterlegt).
Dieses Kapitel ist dabei so aufgebaut, dass zuna¨chst die deterministischen Modellgleichun-
gen zur Berechnung wesentlicher Ergebnisgro¨ßen im Abschnitt 10.1 vorgestellt werden; in
einem deterministischen Modell wird ein Annahmenverlauf pro Modellparameter eingegeben,
sodass auch nur ein Ergebnisverlauf pro Ergebnisgro¨ße resultiert (vgl. Abschnitt 3.2.2 ab
Seite 41).
Um nun anstatt eines Ergebnisverlaufs eine Ergebnisverteilung zu erhalten, wird in
Abschnitt 10.2 erla¨utert, wie im PPPM (auf einzigartige Weise) mehrere Annahmenverla¨ufe
pro Modellparameter eingegeben, flexibel gewichtet und letztlich in mehreren Prognose-
durchla¨ufen kombiniert werden ko¨nnen.
Im Abschnitt 10.2.1 wird deshalb gezeigt, wie eine Annahmenverteilung erstellt werden
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kann, die alle potentiellen Entwicklungen beinhalten und flexibel — entsprechend den
Erwartungen eines Prognostikers — gewichten kann. Um diese Anforderungen zu erfu¨llen,
werden im PPPM (im Gegensatz zu herko¨mmlichen probabilistischen Ansa¨tzen) weder
modell-basierte Methoden noch Verteilungen zur Generierung der Annahmenverla¨ufe und
Eintrittswahrscheinlichkeiten fest vorgegeben.
Daru¨ber hinaus werden im Abschnitt 10.2.2 der Open Type und der Limited Type des
PPPM vorgestellt, die sich in ihrer Fa¨higkeit unterscheiden, Annahmenverla¨ufe eines
oder/und mehrerer Modellparameter miteinander zu kombinieren. Im so genannten Open
Type ko¨nnen alle Annahmenverla¨ufe aller Modellparameter uneingeschra¨nkt miteinander
kombiniert werden, sodass auch unplausible Annahmenverlaufskombinationen, die nicht
(theorie)konsistent sind oder den Erwartungen eines Prognostikers entsprechen, entstehen
ko¨nnen. Um nun diese unplausiblen Kombinationen gezielt zu eliminieren, werden im so
genannten Limited Type Settypen und Sets als Ordnungsstrukturen neu eingefu¨hrt, mit
denen ein Prognostiker entsprechend seiner Erwartungen Annahmenverla¨ufe eines oder
mehrerer Modellparameter zu ausschließlich plausiblen Kombinationen zusammenschließen
kann.
Im Abschnitt 10.3.2 werden dann noch verschiedene Modi zur Berechnung einer Ergeb-
nisverteilung vorgestellt, die sowohl in Abha¨ngigkeit von der Anzahl der Annahmenverla¨ufe
als auch von der eigentlichen Zielstellung optional gewa¨hlt werden ko¨nnen. Bei heterogenen
Annahmenverteilungen mit relativ vielen Annahmenverla¨ufen pro Modellparameter ist die
simulative Berechnung zu wa¨hlen, wohingegen die vollsta¨ndige Berechnung bei homogenen
Annahmenverteilungen mit relativ wenigen Annahmenverla¨ufen pro Modellparameter zu
wa¨hlen ist. Die (quasi-)vollsta¨ndige Berechnung ist hingegen bei der erweiterten Ergebnis-
analyse vorteilhaft; insbesondere wenn anstatt der gesamten Ergebnisverteilung nur die n
wahrscheinlichsten Ergebnisverla¨ufe ausgegeben werden sollen.
Abschließend wird im Abschnitt 10.4 die Umsetzung dieser konzeptionellen Bausteine des
PPPM zur Erzeugung einer Ergebnisverteilung fu¨r jede Ergebnisgro¨ße im P3J erkla¨rt.
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10.1. Berechnung einer Annahmenverlaufskombination bzw.
eines Ergebnisverlaufs
Im PPPM werden die Besta¨nde der Subpopulationen zwischen dem Start- und Zieljahr
in Halbjahresschritten prognostiziert. Folglich stellen Jahresend- und Jahresdurchschnitts-
besta¨nde wesentliche Ergebnisgro¨ßen der einzelnen Subpopulationen dar.
Generell finden demographische Ereignisse wie Sterbefa¨lle, Geburten, Zuzu¨ge und Fortzu¨ge
u¨ber das ganze Jahr verteilt statt. Allerdings muss bei der Berechnung der wesentlichen Er-
gebnisgro¨ßen im PPPM eine Reihenfolge der demographischen Ereignisse festgelegt werden.
Um dabei die Kontinuita¨t der demographischen Ereignisse einigermaßen einzufangen, werden
die Annahmen zur Migration und Mortalita¨t in einem Alters- bzw. Projektionsintervall
aufgespalten. Wa¨hrend die Geburten genau zur Jahresmitte stattfinden, findet Migration
jeweils zur Ha¨lfte zu Beginn und am Ende eines Projektionsintervalls statt. Da alle Personen
zur Jahresmitte x, 0 Jahre alt sind, muss die Mortalita¨t so aufgespalten werden, dass mit der
ersten bzw. zweiten U¨berlebenswahrscheinlichkeit, p1 bzw. p2, das U¨berleben im ersten bzw.
zweiten Altersintervall, [x, 0;x, 5) bzw. [x, 0;x, 5), also vom Jahresdurchschnittsbestand zum
na¨chsten Jahresendbestand und vom Jahresendbestand zum na¨chsten Jahresdurchschnitts-
bestand, bestimmt werden kann (vgl. Abbildung 10.2).1
Um nun die Jahresdurchschnittsbesta¨nde und Jahresendbesta¨nde der Subpopulationen
u¨ber den gesamten Projektionshorizont mit den subpopulationsspezifischen Fertilita¨ts-
und Mortalita¨tsannahmen zu prognostizieren, mu¨ssen entsprechende Modellgleichungen
aufgestellt werden. Da sich die Berechnungen in den einzelnen Subpopulation teilweise
unterscheiden, werden sie nachfolgend, wenn no¨tig, fu¨r die Einheimischen, die direkten Zu-
und Fortzu¨ge wie auch fu¨r die Nachkommengenerationen der direkten Zu- und Fortzu¨ge
separat beschrieben.
In den subpopulationsspezifischen Berechnungsformeln werden Indizes verwendet, damit
eine eindeutige Identifikation der zu verwendenden Parameter gewa¨hrleistet werden kann.
Die Indizes E, SZ und SFz werden fu¨r die Subpopulationen der Einheimischen, der direkten
Zuzu¨ge und der direkten Fortzu¨ge verwendet. Fu¨r die jeweils n-te Nachkommengenerati-
1Im Anhang B wird die Anpassung der Reihenfolge der demographischen Ereignisse im PPPM an die Da-
tenerfassung in Deutschland nochmal gesondert erla¨utert.
185
10. Berechnung und Ausfu¨hrung des PPPM
Zeit
Jahresend- bzw. 
Jahresanfangs-
bevölkerung
Migration
Jahresend- bzw. 
Jahresanfangs-
bevölkerung
Jahresdurch-
schnittsbe-
völkerung
MigrationGeburten
p2 p1 p2
Geburten
p1
Jahresend- bzw. 
Jahresanfangs-
bevölkerung
Migration
t-1 t
[0] [1][0,5] [1,5]Alter des Geburtsjahrgangs t-1
[x,0] [x,5] [x+1] [x+1,5]
...
...
Generelles Alter der Personen der 
zu prognostizierenden Bevölkerung
Jahresdurch-
schnittsbe-
völkerung
Abbildung 10.2.: Reihenfolge demographischer Ereignisse im PPPM: Geburten (dunkelrot)
finden zur Jahresmitte statt, Mortalita¨t findet mit der ersten U¨berlebens-
wahrscheinlichkeit p1 (helllila) vom Jahresdurchschnittsbestand zum Jah-
resendbestand und mit der zweiten U¨berlebenswahrscheinlichkeit p2 (lila)
vom Jahresanfangsbestand zum Jahresdurchschnittsbestand statt; Migrati-
on (hellblau) findet jeweils zur Ha¨lfte am Beginn und am Ende eines Beob-
achtungsjahres statt.
on der Subpopulationen der direkten Zuzu¨ge bzw. Fortzu¨ge werden die Indizes SZG(n) und
SFzG(n) verwendet. Annahmenwerte fu¨r direkte Zu- und Fortzu¨ge werden mit den Indizes Z
und Fz gekennzeichnet. Mit den Indizes F und M ko¨nnen zusa¨tzlich Frauen und Ma¨nner un-
terschieden werden. Grundsa¨tzlich sind die mathematischen Berechnungsformeln fu¨r Ma¨nner
und Frauen identisch bis auf wenige Ausnahmen wie die Berechnung der ma¨nnlichen und
weiblichen Geburten. Ansonsten unterscheiden sie sich zwar in ihren geschlechtsspezifischen
Annahmenwerten, jedoch soll dies in den Indizes aus Gru¨nden der Vereinfachung nicht weiter
beru¨cksichtigt werden. Hilfsgro¨ßen und Ergebnisgro¨ßen, die es in mehreren Subpopulatio-
nen gibt und deren mathematische Berechnung identisch ist, werden mit dem Index S fu¨r
Subpopulation gekennzeichnet. Allerdings unterscheiden sich die zu prognostizierenden Werte
fu¨r diese Hilfsgro¨ßen und Modellparameter aufgrund der subpopulationsspezifischen Annah-
menwerte.2
2Die hier zu beschreibenden definitorischen Zusammenha¨nge der Modellparameter basieren gro¨ßtenteils auf
dem unvero¨ffentlichten deterministischen Bevo¨lkerungsprognosemodell von Dinkel, wobei diese erstmals in
einer einheitlichen Notation zusammengetragen und u¨berarbeitet worden sind.
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10.1.1. Halbja¨hrige U¨berlebenswahrscheinlichkeiten
Die halbja¨hrigen U¨berlebenswahrscheinlichkeiten3 stellen eine Hilfsgro¨ße zur Berechnung
der Ergebnisgro¨ßen Jahresendbestand und Jahresdurchschnittsbestand im PPPM dar. Sie
geben die Wahrscheinlichkeit an, mit der eine Person das jeweils zu betrachtende halbe Jahr
u¨berlebt.
Die ersten und zweiten halbja¨hrigen U¨berlebenswahrscheinlichkeiten, pS1,[x,0;x,5),t und
pS2,[x,5;x+1),t, werden fu¨r alle Subpopulationen, also fu¨r die Einheimischen, die direkten Zu-
und Fortzu¨ge wie auch fu¨r jede Nachkommengeneration der direkten Zu- und Fortzu¨ge, mit
derselben Formel berechnet. Jedoch unterscheiden sich die bei ihrer Berechnung zu verwen-
denden, jeweils subpopulationsspezifisch anzunehmenden Werte fu¨r die Modellparameter
Anteil der Sa¨uglingssterbefa¨lle im ersten Halbjahr und U¨berlebende im Alter x.
Die erste, subpopulationsspezifische, halbja¨hrige U¨berlebenswahrscheinlichkeit fu¨r das Al-
tersintervall [0; 0, 5) des Jahres t, pS1,[0;0,5),t, wird zur Berechnung der jeweils subpopulati-
onsspezifischen Jahresendbevo¨lkerung im Alter 0, 5 fu¨r ein Jahr t herangezogen. Dabei wird
neben den U¨berlebenden im Alter x im Jahr t, lSx,t, auch der Modellparameter Anteil der
Sa¨uglingssterbefa¨lle im ersten Halbjahr im Jahr t, pi(0,5D0)
S
t , verwendet (vgl. Formel 10.1).
pS1,[0;0,5),t = 1− pi(0,5D0)St ·
lS0,t − lS1,t
lS0,t
(10.1)
Zur Berechnung der ersten, subpopulationsspezifischen, halbja¨hrigen U¨berlebenswahr-
scheinlichkeit u¨berhalb von Alter 0, 5 fu¨r ein Jahr t, pS1,[x;x,5),t, wird neben den U¨berlebenden
im Alter x im Jahr t auch der Faktor 0, 5 verwendet. Dieser Faktor unterstellt eine Gleich-
verteilung der Sterblichkeit im ganzen Altersintervall [x, x+1), sodass gleich viele Sterbefa¨lle
in den beiden Teilintervallen, [x, 0;x, 5) und [x, 5;x+ 1), auftreten (vgl. Formel 10.2).
pS1,[x;x,5),t = 1− 0, 5 ·
lSx,t − lSx+1,t
lSx,t
(10.2)
Im Prinzip wird die erste halbja¨hrige U¨berlebenswahrscheinlichkeit u¨ber die Differenz aus 1
und der ersten halbja¨hrigen Sterbewahrscheinlichkeit ermittelt. Bei der Berechnung der ersten
halbja¨hrigen Sterbewahrscheinlichkeit fu¨r ein Alter x in einem Jahr t wird die Anzahl der
3U¨berlebenswahrscheinlichkeiten im Alter x, px, geben die Wahrscheinlichkeit an, mit der eine Person das
Altersintervall von x bis unter x+ 1 u¨berlebt. Sie berechnen sich u¨ber die Differenz aus 1 und der Sterbe-
wahrscheinlichkeit im Alter x: px = 1 - qx.
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Sterbefa¨lle aus dem ersten Halbjahr 0,5Dx,t durch die Gesamtzahl aller Personen zu Beginn
im exakten Alter x im Jahr t, lx,t, geteilt. Die Anzahl der Sterbefa¨lle im ersten Halbjahr wird
dabei aus dem Produkt des Anteils der Sterbefa¨lle im ersten Halbjahr und den Sterbefa¨llen im
gesamten ersten Altersjahr berechnet; fu¨r die unterste Altersstufe wird dafu¨r der Anteil der
Sa¨uglingssterbefa¨lle im ersten Halbjahr eingesetzt und fu¨r alle weiteren Altersstufen wird eine
Gleichverteilung der Sterbefa¨lle u¨ber das gesamte Altersjahr angenommen, sodass der Faktor
0, 5 eingesetzt werden kann. Demzufolge ko¨nnen die Formeln 10.1 und 10.2 zum na¨heren
Versta¨ndnis in die Formeln 10.3 und 10.4 umgeschrieben werden.4
pS1,[0;0,5),t = 1−
pi(0,5D0)
S
t · 1DS0,t
lS0,t
(10.3)
pS1,[x;x,5),t = 1−
0, 5 · 1DSx,t
lSx,t
(10.4)
Die zweite, subpopulationsspezifische, halbja¨hrige U¨berlebenswahrscheinlichkeit fu¨r das Al-
tersintervall [0, 5; 1) des Jahres t, p2,[,5;1),t, wird zur Berechnung der jeweils subpopulations-
spezifischen Jahresdurchschnittsbevo¨lkerung im Alter 1 fu¨r ein Jahr t+1 herangezogen. Dabei
wird neben den U¨berlebenden im Alter x aus dem Jahr t auch wieder der Modellparameter
Anteil der Sa¨uglingssterbefa¨lle im ersten Halbjahr im Jahr t verwendet (vgl. Formel 10.5).
pS2,[0,5;1),t = 1−
(1− pi(0,5D0)St ) · (lS0,t − lS1,t)
lS0,t − pi(0,5D0)St · (lS0,t − lS1,t)
(10.5)
Zur Berechnung der zweiten, subpopulationsspezifischen, halbja¨hrigen U¨berlebenswahr-
scheinlichkeit u¨berhalb von Alter 1 fu¨r ein Jahr t, p2,[x,5;x+1),t, wird neben den U¨berlebenden
im Alter x aus dem Jahr t auch wieder der Faktor 0, 5 verwendet, der eine Gleichverteilung
der Sterblichkeit im ganzen Altersintervall [x, x+ 1) unterstellt (vgl. Formel 10.6).
pS2,[x,5;x+1),t = 1−
0, 5 · (lSx,t − lSx+1,t)
lSx,t − 0, 5 · (lSx,t − lSx+1,t)
(10.6)
Prinzipiell wird auch die zweite halbja¨hrige U¨berlebenswahrscheinlichkeit u¨ber die Diffe-
renz aus 1 und der zweiten halbja¨hrigen Sterbewahrscheinlichkeit berechnet. Zur Berechnung
der zweiten halbja¨hrigen Sterbewahrscheinlichkeit vom Alter x, 5 zum Alter x+ 1 im Jahr t
4Bei den hier zu betrachtenden Sterbefa¨llen handelt es sich um Sterbetafelsterbefa¨lle und nicht um Sterbe-
fallzahlen aus einer realen Bevo¨lkerung. Aus Gru¨nden der Vereinfachung wird das nicht zusa¨tzlich in der
Notation beru¨cksichtigt.
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wird die Anzahl der Sterbefa¨lle aus dem zweiten Halbjahr durch die Personen zu Beginn die-
ses zu betrachtenden Halbjahres geteilt. Die Anzahl der Sterbefa¨lle im zweiten Halbjahr wird
u¨ber das Produkt aus dem Anteil der Sterbefa¨lle fu¨r das zweite Halbjahr und den Sterbefa¨llen
u¨ber das gesamte Altersjahr berechnet. Der Anteil der Sterbefa¨lle im zweiten Halbjahr wird
u¨ber die Differenz aus 1 und dem Anteil der Sterbefa¨lle im ersten Halbjahr ermittelt. Fu¨r die
unterste Altersgruppe wird dafu¨r der jeweilige Annahmenwert des Modellparameters Anteil
der Sa¨uglingssterbefa¨lle im ersten Halbjahr und fu¨r alle weiteren Altersstufen wird dafu¨r der
Wert 0, 5 eingesetzt. Daru¨ber hinaus wird die Anzahl der Personen zu Beginn des zweiten
Halbjahres u¨ber die Differenz aus den Personen zu Beginn des ersten Halbjahres und den
Sterbefa¨llen im ersten Halbjahr berechnet.5 Somit ko¨nnen die Formeln 10.5 und 10.6 zum
na¨heren Versta¨ndnis in die Formeln 10.7 und 10.8 umgeschrieben werden.
pS2,[0,5;1),t = 1−
(1− pi(0,5D0)St ) · 1DS0,t
lS0,t − pi(0,5D0)St · 1DS0,t
(10.7)
pS2,[x,5;x+1),t = 1−
0, 5 · 1DSx,t
lSx,t − 0, 5 · 1DSx,t
(10.8)
10.1.2. Jahresdurchschnittsbesta¨nde u¨berhalb von Alter 0
Jahresdurchschnittsbesta¨nde stellen eine wesentliche Ergebnisgro¨ße im PPPM dar auf die
bei der Prognoserechnung auch immer wieder zuru¨ckgegriffen wird.
Es wird zuna¨chst die Berechnung der Jahresdurchschnittsbesta¨nde u¨berhalb von Alter 0
betrachtet, da die subpopulationsspezifischen Jahresdurchschnittsbesta¨nde der Frauen im
reproduktiven Alter im Jahr t zur Berechnung der Geburten im selben Jahr beno¨tigt werden
(vgl. Abschnitt 10.1.3).
Die mathematischen Formeln zur Berechnung der Jahresdurchschnittsbesta¨nde unterschei-
den sich zwischen den einzelnen Subpopulationen wie auch innerhalb der einzelnen Subpo-
pulationen zwischen verschiedenen Altern.
5Auch hier werden wie bei den ersten, halbja¨hrigen U¨berlebenswahrscheinlichkeiten Sterbetafelsterbefa¨lle
betrachtet.
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Einheimische und Nachkommengenerationen der direkten Zu- und Fortzu¨ge
Die Berechnung der Jahresdurchschnittsbesta¨nde ist fu¨r die Einheimischen und jede der zu
betrachtenden Nachkommengenerationen der direkten Zu- und Fortzu¨ge identisch, sodass
bei den Formeln stellvertretend der Index S fu¨r diese Subpopulationen verwendet wird.
Die Ergebnisgro¨ßen Jahresendbevo¨lkerung und Jahresdurchschnittsbevo¨lkerung, die Hilfs-
gro¨ße zweite halbja¨hrige U¨berlebenswahrscheinlichkeit und der optionale Modellparameter
U¨berlebenswahrscheinlichkeit der obersten, nach oben offenen Altersgruppe kommen bei der
Berechnung der subpopulationsspezifischen Jahresdurchschnittsbesta¨nde mit subpopulati-
onsspezifischen Ergebnis- und Annahmenwerten zum Einsatz.
Die subpopulationsspezifischen Jahresdurchschnittsbesta¨nde im Alter x im Jahr t, P
S
x,t,
werden fu¨r die Alter 1 bis 94 u¨ber das Produkt aus dem Jahresendbestand der jeweiligen
Subpopulation im Alter x−0, 5 im Jahr t−1, PS(x−0,5),31.12.t−1, und der zweiten, halbja¨hrigen
U¨berlebenswahrscheinlichkeit im Jahr t− 1, pS2,[x−0,5;x),t−1, berechnet (vgl. Formel 10.9).
P
S
x,t = P
S
(x−0,5),31.12.t−1 · pS2,[x−0,5;x),t−1 (10.9)
Folglich ergibt sich die Anzahl der Personen zur Jahresmitte aus den Personen zum
vorherigen Jahresende abzu¨glich derer, die im zweiten Altershalbjahr gestorben sind.
Die subpopulationsspezifischen Jahresdurchschnittsbesta¨nde werden fu¨r die oberste, nach
oben offene Altersgruppe, wie hier beispielsweise fu¨r die 95+-Ja¨hrigen, im Jahr t, P
S
95+,t, u¨ber
die Summe zweier Personengesamtheiten berechnet. Einerseits ko¨nnen Personen neu dazu-
kommen, die zum Zeitpunkt des vorherigen Jahresendbestands im Alter 94, 5 gewesen sind
und die das halbe Jahr bis zum zu betrachtenden Jahresdurchschnittsbestand im Jahr t u¨ber-
leben. Um diese Personengesamtheit zu bestimmen, wird der Jahresendbestand der Personen
im Alter 94, 5 aus dem Jahr t− 1 mit der zweiten halbja¨hrigen U¨berlebenswahrscheinlichkeit
vom Alter 94, 5 zum Alter 95 aus dem Jahr t − 1 multipliziert. Andererseits ko¨nnen Perso-
nen, die bereits zum Zeitpunkt des vorherigen Jahresendbestands in der Altersgruppe 95+
gewesen sind weiterhin u¨berleben. Diese Personengesamtheit wird aus dem Produkt des Jah-
resendbestands der 95+-Ja¨hrigen aus dem Jahr t − 1 und der U¨berlebenswahrscheinlichkeit
der 95+-Ja¨hrigen im Jahr t berechnet. Die U¨berlebenswahrscheinlichkeit der 95+-Ja¨hrigen
im Jahr t wird mit den subpopulationsspezifischen Annahmewerten des Modellparameters
U¨berlebenswahrscheinlichkeit der obersten, nach oben offenen Altersgruppe bestimmt (vgl.
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Formel 10.10 auf Seite 191).
P
S
95+,t = P
S
(94,5),31.12.t−1 · pS2,[94,5;95),t−1 + PS(95+),31.12.t−1 · pS95+,t (10.10)
Direkte Zu- und Fortzu¨ge
Die mathematischen Formeln zur Berechnung der Jahresdurchschnittsbesta¨nde sind fu¨r
die direkten Zu- und Fortzu¨ge nahezu identisch, nur dass bei der Subpopulation der
direkten Zuzu¨ge, SZ, anzunehmende Zuzu¨ge Z und bei der Subpopulation der direkten
Fortzu¨ge, SFz, anzunehmende Fortzu¨ge Fz in einem Alter x in einem Jahr t betrachtet
werden. Zudem unterscheiden sich die Berechnungsformeln innerhalb dieser Subpopulationen
zwischen verschiedenen Altern. Aus Gru¨nden der U¨bersichtlichkeit werden die Formeln fu¨r
die direkten Zu- und Fortzu¨ge separat ausgewiesen.
Die Jahresdurchschnittsbesta¨nde der Subpopulationen der direkten Zu- bzw. Fortzu¨ge
haben keine Nullja¨hrigen, da sie mit ihren zu realisierenden Geburten jeweils die erste Nach-
kommengeneration aufbauen (vgl. Abschnitt 10.1.3). Außerdem mu¨ssten die Nullja¨hrigen
zur Jahresmitte der direkten Zu- und Fortzu¨ge exakt null Jahre alt sein, da ansonsten die
Modellannahmen zur Fertilita¨t und damit auch zum Alter verletzt werden wu¨rden. Jedoch
ist eine Wanderung im exakten Alter null sehr unwahrscheinlich, sodass sie im PPPM
ausgeschlossen wird.
Die dennoch stattfindenden Zu- bzw. Fortzu¨ge im Alter 0, die sich u¨ber ein ganzes
Kalenderjahr t− 1 erstrecken, werden im Jahresdurchschnittsbestand der direkten Zu- bzw.
Fortzu¨ge im Alter 1 im Jahr t beru¨cksichtigt. Allerdings mu¨ssen die bis zur Mitte des Jahres
t stattfindenden Sa¨uglingssterbefa¨lle abgezogen werden. Neben den nullja¨hrigen kommt
auch noch die Ha¨lfte der einja¨hrigen Zu- bzw. Fortzu¨ge zum Jahresdurchschnittsbestand der
direkten Zu- bzw. Fortzu¨ge hinzu, die ebenfalls vom Jahresanfang bis zur Jahresmitte im
Jahr t u¨berleben mu¨ssen.
Demnach berechnen sich die Jahresdurchschnittsbesta¨nde der direkten Zu- bzw. Fortzu¨ge
im Alter 1 im Jahr t, P
SZ
1,t und P
SFz
1,t , u¨ber die Summe der Zu- bzw. Fortzu¨ge im Alter 0
im Jahr t − 1 und der Ha¨lfte der Zu- bzw. Fortzu¨ge im Alter 1 im Jahr t multipliziert mit
der zweiten subpopulationsspezifischen halbja¨hrigen U¨berlebenswahrscheinlichkeit vom Alter
0, 5 zum Alter 1 aus dem Jahr t− 1. Die Formel 10.11 zeigt die Berechnung der Jahresdurch-
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schnittsbesta¨nde der direkten Zuzu¨ge im Alter 1 im Jahr t und die Formel 10.12 zeigt die
Berechnung der Jahresdurchschnittsbesta¨nde der direkten Fortzu¨ge im Alter 1 im Jahr t.
P
SZ
1,t = (Z0,t−1 +
Z1,t
2
) · pSZ2,[0,5;1),t−1 (10.11)
P
SFz
1,t = (Fz0,t−1 +
Fz1,t
2
) · pSFz2,[0,5;1),t−1 (10.12)
Die Jahresdurchschnittsbesta¨nde der direkten Zu- bzw. Fortzu¨ge setzen sich fu¨r die Alter
2 bis 94 im Jahr t aus den U¨berlebenden des vorherigen Jahresendbestands aus dem Jahr
t− 1 und der Ha¨lfte der Zu- bzw. Fortzu¨ge zum Jahresanfang im Jahr t zusammen.
Folglich berechnen sich die Jahresdurchschnittsbesta¨nde der direkten Zu- bzw. Fortzu¨ge
im Alter x im Jahr t, P
SZ
x,t und P
SFz
x,t , fu¨r die Alter 2 bis 94 aus der Summe der Ha¨lfte der
Zu- bzw. Fortzu¨ge im Alter x im Jahr t und dem Jahresendbestand der direkten Zu- bzw.
Fortzu¨ge im Alter x − 0, 5 im Jahr t − 1, PSZ(x−0,5),31.12.t−1 und PSFz(x−0,5),31.12.t−1, multipliziert
mit der zweiten subpopulationsspezifischen halbja¨hrigen U¨berlebenswahrscheinlichkeit vom
Alter x− 0, 5 zum Alter x aus dem Jahr t− 1 (vgl. Formeln 10.13 und 10.13).
P
SZ
x,t = (
Zx,t
2
+ PSZ(x−0,5),31.12.t−1) · pSZ2,[x−0,5;x),t−1 (10.13)
P
SFz
x,t = (
Fzx,t
2
+ PSFz(x−0,5),31.12.t−1) · pSFz2,[x−0,5;x),t−1 (10.14)
Die Jahresdurchschnittsbesta¨nde der direkten Zu- bzw. Fortzu¨ge fu¨r die 95+-Ja¨hrigen im
Jahr t, P
SZ
95+,t und P
SFz
95+,t, setzen sich jeweils aus drei Personengesamtheiten zusammen. Neben
den U¨berlebenden des vorherigen Jahresendbestands im Alter 94, 5 und 95+ ko¨nnen nun
auch U¨berlebende neuer Zu- bzw. Fortzu¨ge im Alter 95+ vom Jahresanfang dazukommen.
Die U¨berlebenden des vorherigen Jahresendbestands berechnen sich u¨ber das Produkt aus
den Besta¨nden in den Altern 94, 5 und 95+ aus dem Jahr t − 1 und den entsprechenden
U¨berlebenswahrscheinlichkeiten, pS2,[94,5;95),t−1 und p
S
95+,t. Wohingegen die U¨berlebenden der
Ha¨lfte der Zu- bzw. Fortzu¨ge u¨ber das Produkt aus der Ha¨lfte der Zu- bzw. Fortzu¨ge im
Alter 95+ im Jahr t und der subpopulationsspezifischen U¨berlebenswahrscheinlichkeit der
95+-Ja¨hrigen bestimmt werden (vgl. Formeln 10.15 und 10.16).
P
SZ
95+,t = P
SZ
(94,5),31.12.t−1 · pSZ2,[94,5;95),t−1 + (
Z95+,t
2
+ PSZ(95+),31.12.t−1 · pSZ95+,t) (10.15)
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P
SFz
95+,t = P
SFz
(94,5),31.12.t−1 · pSFz2,[94,5;95),t−1 + (
Fz95+,t
2
+ PSFz(95+),31.12.t−1 · pSFz95+,t) (10.16)
10.1.3. Geburten
Nachdem die Jahresdurchschnittsbesta¨nde der Frauen im reproduktiven Alter fu¨r die
Subpopulationen der Einheimischen, der direkten Zu- und Fortzu¨ge wie auch fu¨r jede Nach-
kommengeneration der direkten Zu- und Fortzu¨ge fu¨r das Jahr t mit den Formeln 10.9, 10.13
und 10.14 prognostiziert worden sind, ko¨nnen auch die subpopulationsspezifischen Geburten
fu¨r das Jahr t berechnet werden. Dazu werden neben den Jahresdurchschnittsbesta¨nden der
Frauen auch die subpopulationsspezifischen Annahmenwerte der Modellparameter alters-
spezifische Fertilita¨tsraten und Geschlechteranteil bei Geburt beno¨tigt. Jedoch unterscheiden
sich die Berechnungen der Nullja¨hrigen fu¨r die einzelnen Subpopulationen.
Im PPPM ha¨ngt die Zahl der Geburten ausschließlich vom Jahresdurchschnittsbestand
der Frauen und ihren altersspezifischen Fertilita¨tsraten ab. Dies liegt darin begru¨ndet, dass
potentiellen Mu¨ttern aufgrund der Schwangerschaftsdauer nicht mehr als eine Geburt eines
oder mehrerer neugeborener Kinder in einem Jahr mit relativ großer Sicherheit zugeordnet
werden kann. Im Gegensatz dazu ko¨nnen Ma¨nner nicht nur mehrere Kinder in einem Jahr,
sondern zudem auch u¨ber eine la¨ngere Altersspanne (er)zeugen. Da die Zuordnung von Kin-
dern demnach bei Ma¨nnern mit einer gro¨ßeren Unsicherheit verbunden ist, wird die Fertilita¨t
im PPPM allein den Frauen zugeschrieben.
Einheimische
Zur Berechnung der Geburten der Einheimischen BEt wird zuna¨chst ein Summenprodukt
aus der durchschnittlichen Zahl der einheimischen Frauen im reproduktiven Alter x6 und
den entsprechenden altersspezifischen Fertilita¨tsraten berechnet. Anschließend wird dieses
Summenprodukt mit dem jeweiligen Geschlechteranteil bei Geburt multipliziert, um auch die
Anzahl ma¨nnlicher und weiblicher einheimischer Geburten, BE,Mt und B
E,F
t , im Jahr t zu
bestimmen. Die weiblichen einheimischen Geburten des Jahres t werden im PPPM mit der
6Als reproduktive Altersstufen gelten fu¨r gewo¨hnlich die Alter 15 bis 50. Im PPPM sollen jedoch auch
Schwangerschaften ju¨ngerer (und a¨lterer) Frauen beru¨cksicht werden ko¨nnen, sodass Annahmen zur Ferti-
lita¨t in jeder Altersstufe getroffen werden mu¨ssen. Selbstversta¨ndlich ko¨nnen z. B. einja¨hrige Frauen noch
kein Kind bekommen, sodass ihre entsprechende Fertilita¨tsrate null ist. Jedoch wird somit im PPPM weder
eine untere noch eine obere Grenze (fu¨r die Fertilita¨t) fest vorgegeben.
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Formel 10.17 berechnet, wohingegen die ma¨nnlichen einheimischen Geburten des Jahres t mit
der Formel 10.18 berechnet werden.
BE,Ft = (
50∑
x=1
P
E,F
x,t · fEx,t) · pi(PE,F0 ) (10.17)
BE,Mt = (
50∑
x=1
P
E,F
x,t · fEx,t) · pi(PE,M0 ) (10.18)
Direkte Zu- und Fortzu¨ge
Die Geburten der Jahresdurchschnittsbesta¨nde der direkten Zu- und Fortzu¨ge werden jeweils
in der ersten Nachkommengeneration der Zu- und Fortzu¨ge ausgewiesen, sodass der Bestand
der Nullja¨hrigen bei den Jahresdurchschnittsbesta¨nden der direkten Zu- und Fortzu¨ge im-
mer null ist. Folglich bauen sich diese beiden Subpopulationen allein aufgrund der direkt
stattfindenden Zu- und Fortzu¨ge auf (vgl. Abschnitt 10.1.2).
Nachkommengenerationen der direkten Zu- und Fortzu¨ge
Die Berechnung der Geburten fu¨r die Nachkommengenerationen der direkten Zu- bzw.
Fortzu¨ge weicht nur in einem wesentlichen Punkt von der Berechnung der Geburten fu¨r
die Einheimischen ab. Anstatt der Frauen im reproduktiven Alter der jeweiligen Nach-
kommengeneration werden die Frauen im reproduktiven Alter aus der jeweils vorherigen
Nachkommengeneration als Mu¨tter eingesetzt. Folglich bauen sich die Nachkommen-
generationen sukzessive auf, wobei jede Nachkommengeneration von der vorherigen
Nachkommengeneration gebildet wird. Die erste Nachkommengeneration stellt zudem jeweils
einen Sonderfall dar, da hier die Frauen im reproduktiven Alter der Subpopulationen der
direkten Zu- bzw. Fortzu¨ge als Mu¨tter eingesetzt werden.
Demzufolge wird bei der Berechnung der ma¨nnlichen und weiblichen Geburten fu¨r die erste
Nachkommengeneration der direkten Zu- bzw. Fortzu¨ge im Jahr t, B
SZG(1),M
t , B
SZG(1),F
t ,
B
SFzG(1),M
t und B
SFzG(1),F
t , das Summenprodukt aus den Jahresdurchschnittsbesta¨nden der
Frauen der direkten Zu- bzw. Fortzu¨ge im Alter x im Jahr t und den entsprechenden alters-
spezifischen Fertilita¨tsraten mit dem jeweiligen Geschlechteranteil bei Geburt multipliziert
(vgl. Formeln 10.19, 10.20, 10.21 und 10.22).
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B
SZG(1),F
t = (
50∑
x=1
P
SZ,F
x,t · fSZx,t ) · pi(PSZ,F0 ) (10.19)
B
SZG(1),M
t = (
50∑
x=1
P
SZ,F
x,t · fSZx,t ) · pi(PSZ,M0 ) (10.20)
B
SFzG(1),F
t = (
50∑
x=1
P
SFz,F
x,t · fSFzx,t ) · pi(PSFz,F0 ) (10.21)
B
SFzG(1),M
t = (
50∑
x=1
P
SFz,F
x,t · fSFzx,t ) · pi(PSFz,M0 ) (10.22)
Zur Berechnung der ma¨nnlichen und weiblichen Geburten ab der zweiten Nachkommenge-
neration der direkten Zu- bzw. Fortzu¨ge im Jahr t, BSZGn,Mt und B
SZGn,F
t , wird das Sum-
menprodukt aus den Jahresdurchschnittsbesta¨nden der Frauen der vorherigen Nachkommen-
generation im Alter x im Jahr t und den entsprechenden altersspezifischen Fertilita¨tsraten
mit dem jeweiligen Geschlechteranteil bei Geburt multipliziert (vgl. Formeln 10.23, 10.24,
10.25 und 10.26).
B
SZG(n>1),F
t = (
50∑
x=1
P
SZG(n−1),F
x,t · fSZG(n−1)x,t ) · pi(PSZG(n−1),F0 ) (10.23)
B
SZG(n>1),M
t = (
50∑
x=1
P
SZG(n−1),F
x,t · fSZG(n−1)x,t ) · pi(PSZG(n−1),M0 ) (10.24)
B
SFzG(n>1),F
t = (
50∑
x=1
P
SFzG(n−1),F
x,t · fSFzG(n−1)x,t ) · pi(PSFzG(n−1),F0 ) (10.25)
B
SFzG(n>1),M
t = (
50∑
x=1
P
SFzG(n−1),F
x,t · fSFzG(n−1)x,t ) · pi(PSFzG(n−1),M0 ) (10.26)
10.1.4. Jahresendbesta¨nde
Die Jahresendbesta¨nde stellen wie die Jahresdurchschnittsbesta¨nde eine wesentliche Ergeb-
nisgro¨ße im PPPM dar auf die bei der Berechnung der Prognose zuru¨ckgegriffen wird.
Die mathematischen Formeln zur Berechnung der Jahresendbesta¨nde unterscheiden sich
zwischen den einzelnen Subpopulationen wie auch innerhalb der Subpopulationen zwischen
verschiedenen Altern.
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Einheimische und Nachkommengenerationen der direkten Zu- und Fortzu¨ge
Die Berechnung der Jahresendbesta¨nde im Alter x, 5 im Jahr t, Px,5;31.12.t, ist fu¨r die
Subpopulationen der Einheimischen und der Nachkommengenerationen der direkten Zu-
und Fortzu¨ge identisch, sodass ersatzweise der Index S fu¨r diese Subpopulationen in den
Formeln verwendet wird.
Die Jahresendbesta¨nde sind quasi die U¨berlebenden des vorherigen Jahresdurchschnitts-
bestands. Folglich werden die subpopulationsspezifischen Jahresendbesta¨nde der Personen in
den Altern 0, 5 bis 94, 5 im Jahr t u¨ber das Produkt aus den jeweiligen subpopulationsspezi-
fischen Jahresdurchschnittsbesta¨nden im Alter x im Jahr t und den jeweiligen ersten, subpo-
pulationsspezifischen, halbja¨hrigen U¨berlebenswahrscheinlichkeiten vom Alter x, 0 zum Alter
x, 5 im Jahr t berechnet (vgl. Formel 10.27).
PSx,5;31.12.t = P
S
x,t · pS1,[x;x,5),t (10.27)
Die subpopulationsspezifischen Jahresendbesta¨nde der 95+-Ja¨hrigen entsprechen den
U¨berlebenden des vorherigen Jahresendbestands der 95+-Ja¨hrigen. Demzufolge werden die
subpopulationsspezifischen Jahresendbesta¨nde im Alter 95+ im Jahr t, PS95+;31.12.t, u¨ber das
Produkt aus den subpopulationsspezifischen Jahrdurchschnittsbesta¨nden im Alter 95+ im
Jahr t und den entsprechenden Annahmenwerten des Modellparameters U¨berlebenswahr-
scheinlichkeit der obersten, nach oben offenen Altersgruppe im Jahr t berechnet (vgl. Formel
10.28).
PS95+;31.12.t = P
S
95+,t · pS95+,t (10.28)
Direkte Zu- und Fortzu¨ge
Die Berechnung der Jahresendbesta¨nde der Subpopulationen der direkten Zu- und Fortzu¨ge
unterscheidet sich durch die Verwendung anzunehmender Zuzu¨ge Z und anzunehmender
Fortzu¨ge Fz. Außerdem unterscheiden sich die Berechnungsformeln innerhalb der jeweiligen
Subpopulation zwischen verschiedenen Altern. Aus Gru¨nden der U¨bersichtlichkeit werden
diese mathematischen Berechnungsformeln wie bei den Jahresdurchschnittsbesta¨nden fu¨r
beide Subpopulationen separat ausgewiesen.
Generell werden die Jahresendbesta¨nde der direkten Zu- bzw. Fortzu¨ge im Alter 0, 5 im
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Jahr t, PSZ0,5;31.12.t und P
SFz
0,5;31.12.t, aus den U¨berlebenden des entsprechenden, vorherigen Jah-
resdurchschnittsbestands im Alter 0 im Jahr t und den anzunehmenden Zu- bzw. Fortzu¨gen
im Alter 0 bestimmt. Da es im PPPM keine Nullja¨hrigen im Jahresdurchschnittbestand der
direkten Zu- und Fortzu¨ge gibt (vgl. Abschnitt 10.1.3), entsprechen die Jahresendbesta¨nde
im Alter 0, 5 im Jahr t im Prinzip den anzunehmenden Zu- bzw. Fortzu¨gen im Alter 0 im
Jahr t (vgl. Formeln 10.29 und 10.30).
PSZ0,5;31.12.t = P
SZ
0,t · pSZ1,[0;0,5),t + Z0,t (10.29)
PSFz0,5;31.12.t = P
SFz
0,t · pSFz1,[0;0,5),t + F0,t (10.30)
Die Jahresendbesta¨nde der direkten Zu- bzw. Fortzu¨ge im Alter x, 5 im Jahr t, PSZx,5;31.12.t
und PSFzx,5;31.12.t, entsprechen fu¨r die Alter 1, 5 bis 94, 5 im Wesentlichen den U¨berlebenden des
entsprechenden Jahresdurchschnittsbestands im Alter x im Jahr t und der Ha¨lfte der Zu-
bzw. Fortzu¨ge im Alter x im Jahr t. Zur Berechnung der U¨berlebenden des entsprechenden
Jahresdurchschnittsbestands im Alter x im Jahr t wird die entsprechende erste, halbja¨hrige
U¨berlebenswahrscheinlichkeit vom Alter x zum Alter x, 5 aus dem Jahr t verwendet (vgl.
Formeln 10.31 und 10.32).
PSZx,5;31.12.t = P
SZ
x,t · pSZ1,[x;x,5),t +
Zx,t
2
(10.31)
PSFzx,5;31.12.t = P
SFz
x,t · pSFz1,[x;x,5),t +
Fx,t
2
(10.32)
Die subpopulationsspezifischen Jahresendbesta¨nde der direkten Zu- bzw. Fortzu¨ge werden
im Alter 95+ im Jahr t, PSZ95+;31.12.t und P
SFz
95+;31.12.t, u¨ber das Produkt des entsprechenden
Jahresdurchschnittsbestands im Alter 95+ im Jahr t und der entsprechenden anzunehmenden
U¨berlebenswahrscheinlichkeit der 95+-Ja¨hrigen im Jahr t berechnet (vgl. Formeln 10.33 und
10.34).
PSZ95+;31.12.t = P
SZ
95+,t · pSZ95+,t (10.33)
PSFz95+;31.12.t = P
SFz
95+,t · pSFz95+,t (10.34)
Demzufolge entsprechen die Jahresendbesta¨nde der Subpopulationen der direkten Zu- bzw.
Fortzu¨ge im Alter 95+ den U¨berlebenden des vorherigen Jahresdurchschnittsbestands im
Alter 95+.
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10.1.5. Zusammenfassung
Mit diesen deterministischen Modellgleichungen ko¨nnen die wesentlichen Ergebnisgro¨ßen, al-
so die Jahresdurchschnitts- und die Jahresendbesta¨nde jeder Subpopulation nach Einzelalter,
berechnet werden. (Die Tabellen 10.1 bis 10.4 ordnen die einzelnen Formeln den entsprechen-
den Subpopulationen und Altern nochmal u¨berblicksartig zu.) Allerdings kann bei diesem
grundlegenden deterministischen Prognosemodell immer nur ein Annahmenverlauf pro Mo-
dellparameter beru¨cksichtigt werden, sodass auch nur ein Ergebnisverlauf pro Ergebnisgro¨ße
herauskommt. Um nun jedoch das potentielle Entwicklungsspektrum der Modellparameter
wie auch der Ergebnisgro¨ßen (mo¨glichst vollsta¨ndig) einzufangen, mu¨ssen mehrere Annah-
menverla¨ufe pro Modellparameter in einer probabilistischen Erweiterung des Grundmodells
beru¨cksichtigt werden, sodass auch eine Ergebnisverteilung fu¨r jede Ergebnisgro¨ße resultiert.
Welche Aspekte bei der Berechnung einer Ergebnisverteilung (allgemein und im PPPM) zu
beachten sind, wird daher im na¨chsten Abschnitt beschrieben.
0 1 - 94 95+
E,F 10.17 10.9 10.10
E,M 10.18 10.9 10.10
SZG(1),F 10.19 10.9 10.10
SZG(1),M 10.20 10.9 10.10
SFzG(1),F 10.21 10.9 10.10
SFzG(1),M 10.22 10.9 10.10
SZG(n),F 10.23 10.9 10.10
SZG(n),M 10.24 10.9 10.10
SFzG(n),F 10.25 10.9 10.10
SFzG(n),M 10.26 10.9 10.10
Tabelle 10.1.: U¨berblick u¨ber die Formeln zur Berechnung der Jahresdurchschnittsbesta¨nde
fu¨r die Einheimischen und die Nachkommengenerationen der direkten Zu- und
Fortzu¨ge
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1 2 - 94 95+
SZ,F 10.11 10.13 10.15
SZ,M 10.11 10.13 10.15
SFz,F 10.12 10.14 10.16
SFz,M 10.12 10.14 10.16
Tabelle 10.2.: U¨berblick u¨ber die Formeln zur Berechnung der Jahresdurchschnittsbesta¨nde
fu¨r die direkten Zu- und Fortzu¨ge
0,5 - 94,5 95+
E,F 10.27 10.28
E,M 10.27 10.28
SZG(n),F 10.27 10.28
SZG(n),M 10.27 10.28
SFzG(n),F 10.27 10.28
SFzG(n),M 10.27 10.28
Tabelle 10.3.: U¨berblick u¨ber die Formeln zur Berechnung der Jahresendbesta¨nde fu¨r die Ein-
heimischen und die Nachkommengenerationen der direkten Zu- und Fortzu¨ge
0,5 1,5 - 94,5 95+
SZ,F 10.29 10.31 10.33
SZ,M 10.29 10.31 10.33
SFz,F 10.30 10.32 10.34
SFz,M 10.30 10.32 10.34
Tabelle 10.4.: U¨berblick u¨ber die Formeln zur Berechnung der Jahresendbesta¨nde fu¨r die
direkten Zu- und Fortzu¨ge
10.2. Berechnung mehrerer Annahmenverlaufskombinationen
bzw. einer Ergebnisverteilung
Das PPPM ist ein probabilistisches Makromodell, dass die Einheimischen, die direkten
Zu- und Fortzu¨ge wie auch deren Nachkommengenerationen mit separaten Annahmen zur
Fertilita¨t und Mortalita¨t prognostiziert. Dafu¨r gibt es zur Berechnung wesentlicher Ergeb-
nisgro¨ßen Modellgleichungen (mit einer Reihenfolge der demographischen Ereignisse) fest vor.
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Daru¨ber hinaus ko¨nnen im PPPM weitere Einstellungen zur Generierung einer Annah-
menverteilung fu¨r jeden Modellparameter, zur Kombination der Annahmenverla¨ufe in einem
Prognosedurchlauf wie auch zur simulativen oder (quasi-)vollsta¨ndigen Berechnung vorge-
nommen werden, um jeweils die Erwartungen eines Prognostikers bzw. die spezifischen An-
forderungen einer Bevo¨lkerungsprognose flexibel zu erfu¨llen.
10.2.1. Erstellung einer Annahmenverteilung fu¨r jeden Modellparameter
Die zuku¨nftige Entwicklung eines Modellparameters ist mehr oder weniger mit Unsicherheit
behaftet. Folglich gibt es meist nicht nur eine, sondern mehrere potentielle Entwicklungen
pro Modellparameter, die auch nicht nur mit einem, sondern nur mit mehreren Annahmen-
verla¨ufen eingefangen werden ko¨nnen.
Bei der Erstellung einer Annahmenverteilung fu¨r einen Modellparameter kann ein Pro-
gnostiker im PPPM unterschiedliche Informationsquellen wie die vergangene Entwicklung,
erkla¨rende Theorien und Expertenmeinung heranziehen. Deuten diese Informationsquellen
auf a¨hnliche zuku¨nftige Entwicklungen fu¨r einen Modellparameter hin, ist die zu generierende
Annahmenverteilung relativ homogen, sodass sich die potentiellen Annahmenverla¨ufe kaum
im Niveau und im Verlauf unterscheiden. Fu¨r diesen Fall bietet das PPPM die Mo¨glichkeit,
entweder einzelne, leicht voneinander abweichende Annahmenverla¨ufe oder aber (a¨hnlich wie
bei anderen probabilistischen Bevo¨lkerungsprognosemodellen) einen repra¨sentativen Annah-
menverlauf pro Modellparameter einzugeben. Ein repra¨sentativer Annahmenverlauf gibt im
PPPM das Niveau und den Verlauf der Annahmenwerte (eines Modellparameters) u¨ber den
Projektionshorizont richtungsweisend vor. Wird dann ein repra¨sentativer Annahmenverlauf
(in einer simulativen Ausfu¨hrung) zufa¨llig gezogen, geht eine zufa¨llige (proportionale)
Variation der repra¨sentativen Annahmenwerte, bei der die repra¨sentative Altersstruktur in
jedem Projektionsintervall erhalten bleibt, in die Berechnung der zuku¨nftigen Bevo¨lkerung
ein. Eine zufa¨llige (proportionale) Variation kann somit das Niveau und den Verlauf (in
einem vom Prognostiker zu bestimmenden Ausmaß), nicht aber die Altersstruktur eines
repra¨sentativen Annahmenverlaufs vera¨ndern, sodass die Annahmenwerte immer theorie-
konsistent bzw. demographisch begru¨ndbar sind. Demzufolge kann trotz der Eingabe nur
eines Annahmenverlaufs pro Modellparameter eine probabilistische Bevo¨lkerungsprognose
erstellt werden, die dennoch zufa¨llige Abweichungen und damit die Prognoseunsicherheit
beru¨cksichtigt.
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Deuten die unterschiedlichen Informationsquellen allerdings auf sich (stark) im Niveau
und im Verlauf voneinander abweichende Annahmenverla¨ufe fu¨r einen Modellparameter hin,
so ist, wenn der Prognostiker keine dieser Entwicklungen mit Sicherheit ausschließen kann,
die zu generierende Annahmenverteilung relativ heterogen. In diesem Fall bietet das PPPM
(im Gegensatz zu anderen probabilistischen Bevo¨lkerungsprognosemodellen) die Mo¨glichkeit,
einzelne, z. T. stark voneinander abweichende Annahmenverla¨ufe pro Modellparameter zu
beru¨cksichtigen. Jeder dieser Annahmenverla¨ufe kann zudem noch variabel als repra¨sen-
tativer Annahmenverlauf eingestellt werden, sodass zusa¨tzlich zufa¨llige (proportionale)
Variationen der richtungsweisenden Annahmenwerte in die Prognose eingehen.
Daru¨ber hinaus wird die flexible Erstellung einer heterogenen Annahmenverteilung fu¨r
einen Modellparameter im PPPM damit unterstu¨tzt, dass weder die Generierung der
Annahmenverla¨ufe noch die Zuordnung der Eintrittswahrscheinlichkeiten durch die Vorgabe
einer Methode bzw. einer Verteilungsform eingeschra¨nkt ist. Im PPPM ko¨nnen daher fu¨r
jeden Modellparameter unbegrenzt viele Annahmenverla¨ufe mit verschiedenen Methoden
extern erzeugt werden, die (, wenn no¨tig, sogar deutlich) im Niveau, im Verlauf wie auch in
der erwarteten, subjektiv bestimmbaren Eintrittswahrscheinlichkeit voneinander abweichen.7
Folglich kann das PPPM die Vielfalt der potentiellen Entwicklungsspektren aller Modell-
parameter flexibel einfangen, indem fu¨r jeden Modellparameter unbegrenzt viele Annahmen-
verla¨ufe eingegeben werden ko¨nnen, die im Niveau und Verlauf, in der zufa¨lligen Variabilita¨t
wie auch in der erwarteten Eintrittswahrscheinlichkeit frei vom Prognostiker bestimmt werden
ko¨nnen. Dadurch erreicht das PPPM (im Gegensatz zu anderen probabilistischen Bevo¨lke-
rungsprognoseansa¨tzen) eine enorme Flexibilita¨t bei der Generierung und Gewichtung der
Annahmenverla¨ufe fu¨r jeden Modellparameter, sodass damit die wahre Wahrscheinlichkeits-
verteilung (vgl. Abschnitt 8.1.2 ab Seite 155) ohne einschra¨nkende Vorgaben variabler appro-
ximiert werden kann. Folglich ko¨nnen mit dem PPPM vielfa¨ltigere Annahmenverteilungen
fu¨r einen Modellparameter erzeugt werden, sodass damit, gerade bei besonders unsicheren
7Ohne diese Flexibilita¨t wa¨re es z. B. unmo¨glich, zwei heterogenen Annahmenverla¨ufen am unteren und obe-
ren Ende des potentiellen Entwicklungsspektrums dieselbe ho¨chste Eintrittswahrscheinlichkeit zuzuordnen,
wenn eine modell-basierte Methode vorsa¨he, verschiedene Annahmenverla¨ufe aus zufa¨llig normalverteilten
Abweichungen um einen vorgegebenen mittleren Annahmenverlauf zu generieren. Solche Vorgaben fu¨hren
zwangsla¨ufig zu einer Einschra¨nkung der Annahmenverteilung hinsichtlich des Niveaus und Verlaufs wie
auch der Eintrittswahrscheinlichkeit.
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Prognosen, die Prognoseunsicherheit umfassender eingefangen und damit letztendlich die
Prognosegenauigkeit gesteigert werden kann.
10.2.2. Kombination der Annahmenverla¨ufe im Open Type und Limited
Type
Pro Prognosedurchlauf wird aus der Kombination eines Annahmenverlaufs fu¨r jeden Modell-
parameter ein Ergebnisverlauf fu¨r jede Ergebnisgro¨ße berechnet. Wenn nun aber mehrere
Annahmenverla¨ufe pro Modellparameter unterschiedliche Informationsquellen bzw. Theorien
widerspiegeln, ha¨ngt es von den Erwartungen eines Prognostikers ab, ob alle oder nur ein Teil
aller u¨berhaupt mo¨glichen Annahmenverlaufskombinationen plausibel sind. Sobald unplausi-
ble Kombinationen im Open Type entstehen, sollten diese gezielt von einem Prognostiker im
Limited Type (durch die Einfu¨hrung einer entsprechenden Ordnungsstruktur) ausgeschlossen
werden ko¨nnen; da die Definition unplausibler Kombinationen nicht fix, sondern in Abha¨ngig-
keit von den jeweiligen Erwartungen eines Prognostikers (von Prognose zu Prognose) variieren
kann, sollte daher auch die Ordnungsstruktur entsprechend flexibel sein.
Open Type
Im Open Type ko¨nnen die Annahmenverla¨ufe aller Modellparameter uneingeschra¨nkt
miteinander kombiniert werden, sodass einerseits die Menge aller u¨berhaupt mo¨glichen
Annahmenverlaufskombinationen sehr groß ist und andererseits die Plausibilita¨t der Pro-
gnoseergebnisse beeintra¨chtigt werden kann.
Die Anzahl aller u¨berhaupt mo¨glichen Annahmenverlaufskombinationen steigt im Open
Type u¨berma¨ßig stark mit der Anzahl der Annahmenverla¨ufe pro Modellparameter. So gibt es
bereits 4123 bzw. 22
123
Annahmenverlaufskombinationen, wenn lediglich 4 Annahmenverla¨ufe
fu¨r jeden der 123 Modellparameter eingegeben werden und jeweils 5 Nachkommengenera-
tionen fu¨r die Immigranten und Emigranten beru¨cksichtigt werden (vgl. Abschnitt 10.3.1).
Um trotz dieser kombinatorischen Explosion die Prognoseunsicherheit bzw. alle potentiellen
Entwicklungen einzufangen, ist eine Ergebnisverteilung fast nur simulativ zu bestimmen
(vgl. Abschnitt 10.3.2).
Zudem kann die Plausibilita¨t der Prognoseergebnisse im Open Type beeintra¨chtigt wer-
den, wenn in einem Prognosedurchlauf durch die uneingeschra¨nkte Kombinationsmo¨glichkeit
(Theorie- und/oder Erwartungs-)inkonsistente Annahmenverla¨ufe verschiedener Modellpara-
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meter zufa¨llig gezogen und miteinander kombiniert werden. Eine unplausible Kombination
bestu¨nde beispielsweise in der Kombination von Annahmenverla¨ufen mit sehr hoher und sehr
niedriger Fertilita¨t, obwohl ein Prognostiker ausschließlich ein a¨hnlich hohes Fertilita¨tsniveau
fu¨r alle Subpopulationen als wahrscheinlich bzw. plausibel einstuft.
Limited Type
Die Nachteile des Open Type sollen im Limited Type durch die Einfu¨hrung einer zweistufigen
Ordnungsstruktur, bestehend aus Settypen und Sets, behoben werden.
In Settypen kann ein Prognostiker Modellparameter variabel zusammenschließen, fu¨r
die er oder sie eine relationale bzw. abha¨ngige Entwicklung in der Zukunft erwartet.
Generell bestehen im PPPM keinerlei Beschra¨nkungen bei dem Zusammenschluss der
Modellparameter in Settypen, allerdings kann jeder Modellparameter immer nur in einem
Settyp vorkommen. So ko¨nnen beispielsweise Modellparameter der Fertilita¨t und Mortalita¨t
in einem oder auch in separaten Settypen zusammengeschlossen werden. Fu¨r jeden erstellten
Settyp ko¨nnen dann verschiedene Sets definiert werden, wobei jedes Set ausschließlich
konsistente Annahmenverla¨ufe fu¨r alle Modellparameter dieses Settyps vereint. Dabei muss
jedes Set mindestens einen Annahmenverlauf fu¨r jeden Modellparameter beinhalten. Bei
einem Prognosedurchlauf mit dem Limited Type wird dann zuna¨chst aus jedem Settyp ein
Set zufa¨llig gezogen, aus dem dann im Anschluss fu¨r jeden (im Settyp eingebundenen)
Modellparameter ein Annahmenverlauf zufa¨llig gezogen wird.
Die Einfu¨hrung der flexiblen zweistufigen Ordnungsstruktur mit Settypen und Sets
ermo¨glicht sowohl die (Theorie- oder/und Erwartungs-)konsistente Verbindung von Annah-
menverla¨ufen eines Modellparameters u¨ber mehrere Subpopulationen als auch die (Theorie-
oder/und Erwartungs-)konsistente Verbindung von Annahmenverla¨ufen verschiedener
Modellparameter (u¨ber mehrere Subpopulationen). So ko¨nnen sowohl separate Anpas-
sungsprozesse fu¨r die Fertilita¨t und Mortalita¨t von den direkten Zuzu¨gen an das jeweilige
Niveau der Einheimischen u¨ber die einzelnen Nachkommengenerationen als auch abha¨ngige
Entwicklungen zwischen der Mortalita¨t und Fertilita¨t (z. B. in Anlehnung an die Theorie des
Parallelismus von Bertillon (vgl. Abschnitt 4.1 ab Seite 52)) modelliert werden.
Demzufolge ermo¨glicht die Einfu¨hrung der Settypen und Sets im Limited Type den geziel-
ten Ausschluss unplausibler Kombinationen, sodass nur noch plausible Annahmenverla¨ufe
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u¨ber alle Modellparameter in einem Prognosedurchlauf kombiniert werden. Dadurch kann
die Menge aller mo¨glichen Annahmenverlaufskombinationen stark reduziert und die Berech-
nung der Ergebnisverteilung vereinfacht werden. Dieser Aspekt wird nachfolgend durch die
kombinatorische Betrachtung in Abschnitt 10.3.1 deutlich.
10.3. Berechnung der Ergebnisverteilung
Bevor in Abschnitt 10.3.2 konkrete Verfahren zur Berechnung bzw. Anna¨herung der Ergebnis-
verteilung einer PPPM-Prognose vorgestellt werden, sollen zuna¨chst Konzepte wie Settyp und
Set, die den Open Type des PPPM vom Limited Type unterscheiden (vgl. Abschnitt 10.2.2),
formal definiert werden. Die kombinatorische Betrachtung ermo¨glicht dabei den Vergleich der
Annahmenverlaufskombinationen des Open Type und Limited Type des PPPM.
10.3.1. Kombinatorische Betrachtung — Eintrittswahrscheinlichkeiten
und Anzahl der Annahmenverlaufskombinationen
Sei P = {p1, . . . , pn} die Menge aller Modellparameter fu¨r eine Prognose mit dem PPPM.
Diese wird in paarweise disjunkte Mengen P1, . . . , Pk zerlegt:
∀Pi, Pj ⊆ P : i = j ∨ Pi ∩ Pj = ∅
Jede Parametermenge Pi, i = 1, . . . , k, stellt einen Settyp dar, dessen Sets in der Menge
Si = {σ1, . . . , σu} definiert sind. Jedes Set σ eines Settyps Si sei ein Tupel (prσ, Aσ), wobei
prσ ∈ (0, 1] die Eintrittswahrscheinlichkeit des Sets und Aσ = {Apσ|p ∈ Pi} die Menge aller
fu¨r dieses Set definierten Annahmenverlaufsmengen ist. Dabei wird fu¨r jeden Parameter
p ∈ Pi eine nichtleere Annahmenverlaufsmenge Apσ definiert, dass heißt es gilt |Aσ| = |Pi|
und ∀A ∈ Aσ : |A| > 0.
Sei S = {S1, . . . , Sk} die Menge aller Setmengen Si der jeweiligen Settypen Pi. Fu¨r jeden
Settyp muss mindestens ein Set in der jeweiligen Setmenge S ∈ S definiert sein:
∀S ∈ S : |S| > 0
Weiterhin mu¨ssen sich die Eintrittswahrscheinlichkeiten aller Sets eines Settypen auf 1
summieren:
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∀S ∈ S :
∑
σ∈S
prσ = 1
Die fu¨r ein Set σ und einen Parameter p ∈ P zugeordnete Annahmenverlaufsmenge Apσ
entha¨lt einzelne Annahmenverla¨ufe ap1,σ, . . . , a
p
v,σ als Elemente. Ein Annahmenverlauf a
p
j,σ
ist wiederum definiert als Tupel (prpj,σ, V
p
j,σ), wobei pr
p
j,σ ∈ (0, 1] wie schon bei der Defini-
tion eines Sets die Eintrittswahrscheinlichkeit des Annahmenverlaufs darstellt, wohingegen
V pj,σ die angenommenen Werte entha¨lt, also je nach Modellparameter p ein Element aus Rt
oder Rt×x ist. Rt entha¨lt dabei die angenommenen Werte eines Modellparameters in einem
(eindimensionalen) Vektor u¨ber t Projektionsintervalle, wohingegen Rt×x die angenomme-
nen Werte eines Modellparameters in einer (zweidimensionalen) Matrix u¨ber die Alter x und
die Projektionsintervalle t entha¨lt. Auch hier mu¨ssen die Eintrittswahrscheinlichkeiten auf 1
summieren:
∀S ∈ S∀σ ∈ S∀Apσ ∈ Aσ :
|Apσ |∑
l=1
prpl,σ = 1
Um einen Prognosedurchlauf durchzufu¨hren, muss nun fu¨r jeden Settyp Pi ein Set σi aus
der entsprechenden Setmenge Si ausgewa¨hlt werden. Die ausgewa¨hlten Sets seien mit σ˙i
bezeichnet; alle fu¨r einen Prognosedurchlauf ausgewa¨hlten Sets seien im Tupel
S˙ = (σ˙1, . . . , σ˙k) ∈ S1 × . . .× Sk (10.35)
zusammengefasst. Die Eintrittswahrscheinlichkeit der ausgewa¨hlten Setkombination S˙ be-
tra¨gt dann:
Pr[S˙] =
∏
σi∈S˙
prσi . (10.36)
Die Anzahl aller mo¨glichen Setkombinationen entspricht dabei der in Gleichung 10.35 de-
finierten Grundmenge:
NS =
k∏
i=1
|Si|
Wenn eine gewa¨hlte Setkombination S˙ gegeben ist, kann die Menge der dafu¨r auswa¨hlbaren
Annahmenverlaufskombinationen ermittelt werden. Diese wird mit AS˙ bezeichnet und setzt
sich wie folgt zusammen:
205
10. Berechnung und Ausfu¨hrung des PPPM
AS˙ =
k∏
i=1
∏
pj∈Pi
A
pj
σ˙i
(10.37)
wobei das jeweilige σ˙i das fu¨r den Settyp Pi gewa¨hlte Set darstellt, dessen Annahmen-
verlaufsmengen Apσ˙i ein Kreuzprodukt u¨ber alle in Pi zusammengefassten Modellparameter
bilden. Diese inneren Kreuzprodukte in Gleichung 10.37 werden nun wiederum fu¨r alle Setty-
pen P1, . . . , Pk kombiniert, um die Menge aller mo¨glichen Annahmenverlaufskombinationen
zu erhalten, unter der Bedingung, dass die Setkombination S˙ gewa¨hlt wurde.
Im na¨chsten Schritt muss nun eine Annahmenverlaufskombination A˙S˙ = (a˙
q1 , . . . , a˙qn) ∈
AS˙ gewa¨hlt werden. Hierbei ist zu beachten, dass nun anstelle von p1, . . . , pn ∈ P die Indizes
q1, . . . , qn ∈ P verwendet werden, da die Reihenfolge nicht identisch ist, d.h. pi 6= qi gelten
kann (wegen Gleichung 10.37). Dies spielt fu¨r die kombinatorische Betrachtung jedoch keine
Rolle.
Die Eintrittswahrscheinlichkeit von A˙S˙ kann nun, unter Beru¨cksichtigung von Glei-
chung 10.36, wie folgt berechnet werden:
Pr[A˙S˙ ] = Pr[S˙] ·
∏
a∈A˙S˙
pra (10.38)
Die Menge aller insgesamt mo¨glichen Annahmenverla¨ufe la¨sst sich nun durch die Kombi-
nation von Gleichung 10.35 und Gleichung 10.37 ermitteln:
NA =
∑
S˙∈S1×...×Sk
|AS˙ | (10.39)
Der Open Type ist ein Spezialfall des Limited Type, bei dem es lediglich einen Settyp
S′ gibt, der alle Parameter beinhaltet (P ′ = P) und fu¨r den genau ein Set σ′ = (1, Aσ′)
definiert ist. Aσ′ entha¨lt alle Annahmenverla¨ufe fu¨r die Modellparameter. Da also fu¨r den
Open Type |S| = |{S′}| = 1 und |S′| = 1 gilt, gibt es nur einen Summand in Gleichung 10.39;
demzufolge kann im Open Type die Anzahl aller mo¨glichen Annahmenverlaufskombinationen
folgendermaßen bestimmt werden: |AS˙ | =
∏
p∈P |Apσ′ | (vgl. Gleichung 10.37). So entspricht
beispielsweise die Anzahl aller mo¨glichen Annahmenverlaufskombinationen 2246, wenn bei
einer Bevo¨lkerungsprognose mit dem Open Type fu¨nf Nachkommengenerationen (der direkten
Zu- und Fortzu¨ge) (und somit insgesamt 123 Modellparameter) unterschieden werden und
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es fu¨r jeden Modellparameter 4 Annahmenverla¨ufe gibt (d. h. ∀p ∈ P : |Apσ′ | = 4) (vgl.
Abschnitt 10.2.2):
NA = |AS′ | =
∏
p∈P
|Apσ′ | =
123∏
i=1
4 = 4123 = (22)123 = 2246
Wird in diesem Beispiel statt des Open Type jedoch der Limited Type verwendet, kann die
Anzahl aller mo¨glichen Annahmenverlaufskombinationen erheblich reduziert werden. Wenn
nun beispielsweise fu¨r den alle Parameter umfassenden Settyp S′ nicht nur ein Set σ′,
sondern zwei Sets, σ′1 und σ′2, definiert werden, die jeweils 2 Annahmenverla¨ufe enthalten
(|S′| = |{σ′1, σ′2}| = 2), so gibt es trotz der insgesamt immer noch 4 Annahmenverla¨ufe pro
Modellparameter nur noch 2124 statt 2246 mo¨gliche Annahmenverlaufskombinationen:
NA = |A(σ′1)|+ |A(σ′2)| =
∏
p∈P
|Ap
σ′1
|+
∏
p∈P
|Ap
σ′2
| =
123∏
i=1
2 +
123∏
i=1
2 = 2 · 2123 = 2124
Damit ist in diesem Beispiel NA beim Limited Type um den Faktor 2
122 kleiner als beim
Open Type. Doch trotz dieser Verbesserung bzw. Reduktion im Limited Type verbleiben ins-
besondere bei einer echten Bevo¨lkerungsprognose (mit wesentlich mehr Annahmenverla¨ufen
pro Modellparameter) so viele mo¨gliche Annahmenverlaufskombinationen, dass diese in der
Regel nicht alle tatsa¨chlich berechnet werden ko¨nnen.
10.3.2. Alternative Berechnungsmodi des Open Type und Limited Type
Wie im letzten Abschnitt illustriert, kann im PPPM die Anzahl potentieller Annah-
menverlaufskombinationen durch die relativ hohe Anzahl der Modellparameter und der
unbegrenzten Anzahl einzugebender Annahmenverla¨ufe sehr groß sein.
Aus diesem Grund werden im PPPM die simulative Berechnung fu¨r heterogene Annahmen-
verteilungen (mit relativ vielen Annahmenverla¨ufen pro Modellparameter) und die vollsta¨ndi-
ge bzw. erscho¨pfende Berechnung fu¨r homogene Annahmenverteilungen (mit relativ wenigen
Annahmenverla¨ufen pro Modellparameter) alternativ angeboten. Daru¨ber hinaus gibt es auch
noch den Modus der quasi-vollsta¨ndigen Berechnung zur erweiterten Ergebnisanalyse, bei
dem ausschließlich die n Ergebnisverla¨ufe mit der ho¨chsten Eintrittswahrscheinlichkeit zu
einer Ergebnisverteilung (fu¨r jede Ergebnisgro¨ße) verbunden werden.
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Simulative Berechnung des PPPM
Bei der simulativen Berechnung des PPPM erfolgt die Auswahl der Annahmenverla¨ufe fu¨r
jeden Modellparameter pro Prognosedurchlauf mit einer Monte-Carlo Simulation. Dazu wird
vom Prognostiker im Open Type jedem Annahmenverlauf und im Limited Type zudem noch
jedem Set eines Settyps eine Eintrittswahrscheinlichkeit subjektiv bzw. per Expertenmei-
nung zugeordnet. Generell liegt der Wert einer Eintrittswahrscheinlichkeit zwischen 0 und
1. Die Summe der Eintrittswahrscheinlichkeiten aller Annahmenverla¨ufe eines Modellpara-
meters muss 1 betragen genauso wie die Summe aller Eintrittwahrscheinlichkeiten aller Sets
eines Settyps. Je ho¨her der Wert der Eintrittswahrscheinlichkeit ist, desto ho¨her scha¨tzt ein
Prognostiker das Eintreten des jeweiligen Annahmenverlaufs oder Sets ein. Gleichsam steigt
die Wahrscheinlichkeit eines Annahmenverlaufs oder Sets, zufa¨llig gezogen zu werden, mit
der Ho¨he der jeweiligen Eintrittswahrscheinlichkeit. Auf diese Weise ko¨nnen in einer Bevo¨lke-
rungsprognose mit dem PPPM sowohl sehr wahrscheinliche als auch weniger wahrscheinliche,
aber dennoch potentielle, plausible und nicht ganz auszuschließende Annahmenverla¨ufe sub-
jektiv gewichtet beru¨cksichtigt werden.
Open Type Die Auswahl eines Annahmenverlaufs erfolgt im Open Type des PPPM
mit einem Zufallsexperiment fu¨r jeden Modellparameter pro Prognosedurchlauf. Bei jedem
Zufallsexperiment wird eine Zufallszahl zwischen 0 und 1 nach einer Gleichverteilung
mit einem Zufallszahlengenerator gezogen. Je ho¨her die Eintrittswahrscheinlichkeit eines
Annahmenverlaufs in Relation zu den anderen Annahmenverla¨ufen eines zu betrachtenden
Modellparameters ist, desto gro¨ßer ist ihr Anteil am Bereich zwischen 0 und 1, aus dem die
Zufallszahl jeweils zu ziehen ist; folglich ist ihre Chance bzw. Wahrscheinlichkeit, gezogen
zu werden, gro¨ßer als fu¨r andere Annahmenverla¨ufe mit einer niedrigeren Eintrittswahr-
scheinlichkeit. Demnach bestimmen die Eintrittswahrscheinlichkeiten der Annahmenverla¨ufe
wie auch die jeweils zu ziehende Zufallszahl den jeweils auszuwa¨hlenden Annahmenverlauf
fu¨r jeden Modellparameter pro Prognosedurchlauf. Zur Berechnung der Ergebnisgro¨ßen des
PPPM werden diese zufa¨llig gezogenen Annahmenverla¨ufe aller Modellparameter in das
PPPM eingegeben. Diese Prozedur wird n Male wiederholt, um eine Ergebnisverteilung
mit n Ergebnisverla¨ufen pro Ergebnisgro¨ße zu erhalten (vgl. Abbildung 3.3 auf Seite 44).
Die Breite (bzw. Streuung) der resultierenden Ergebnisverteilung gibt dabei die Ho¨he der
Prognoseunsicherheit einer Ergebnisgro¨ße an.
Die Abbildung 10.3 zeigt exemplarisch die Auswahl eines Annahmenverlaufs zur Fertilita¨t
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fu¨r jede weibliche Subpopulation im Open Type. Dabei wird fu¨r jede weibliche Subpopulation
ein Zufallsexperiment durchgefu¨hrt, bei dem jeweils ein Annahmenverlauf aus allen (fu¨r eine
Subpopulation) einzugebenden Annahmenverla¨ufen zur Fertilita¨t (in Abha¨ngigkeit der Ein-
trittswahrscheinlichkeiten) zufa¨llig gezogen wird. Diese zufa¨llig gezogenen Annahmenverla¨ufe
werden dann zur Berechnung eines Prognosedurchlaufs herangezogen. Das Auswahlverfahren
findet in jedem Prognosedurchlauf fu¨r alle Modellparameter statt.
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Abbildung 10.3.: Zufa¨llige Auswahl eines Annahmenverlaufs im Open Type am Beispiel der
altersspezifischen Fertilita¨tsraten: Fu¨r jede weibliche Subpopulation wird
zufa¨llig ein Annahmenverlauf zur Fertilita¨t in Abha¨ngigkeit von der subjek-
tiv zugeordneten Eintrittswahrscheinlichkeit gezogen und zur Berechnung
eines Ergebnisverlaufs fu¨r jede Ergebnisgro¨ße in das PPPM (bzw. P3J) ein-
gegeben. Fu¨r die einheimischen Frauen ist beispielsweise der petrolfarbene
Annahmenverlauf 4 zufa¨llig gezogen worden.
Limited Type Im Limited Type erfolgt die Auswahl eines Annahmenverlaufs fu¨r jeden
Modellparameter u¨ber zwei Zufallsexperimente. In einem ersten Schritt muss fu¨r jeden Settyp
ein Set in Abha¨ngigkeit der jeweiligen Set-Eintrittswahrscheinlichkeiten gezogen werden.
Dieses zufa¨llig gezogene Set gilt dann fu¨r alle Modellparameter, die in dem jeweiligen Settyp
zusammengeschlossen sind. In einem zweiten Schritt wird dann fu¨r jeden Modellparameter
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eines Settyps ein Annahmenverlauf aus allen dem zufa¨llig gezogenen Set zugeordneten
Annahmenverla¨ufen in Abha¨ngigkeit ihrer Eintrittswahrscheinlichkeiten zufa¨llig gezogen.
Folglich gibt es nach diesem zweiten Zufallsexperiment fu¨r jeden Modellparameter (eines
Sets eines Settypen) genau einen, zufa¨llig gezogenen Annahmenverlauf, der zur Berechnung
der Ergebnisgro¨ßen in das Prognosemodell fu¨r einen Prognosedurchlauf eingegeben werden
kann. Diese Prozedur wird in jedem Prognosedurchlauf fu¨r alle Settypen durchgefu¨hrt. Ist
ein Modellparameter keinem Settyp zugeordnet, findet ein einfaches Zufallsexperiment zur
Bestimmung eines Annahmenverlaufs pro Prognosedurchlauf statt. Generell werden auch
beim Limited Type n Prognosedurchla¨ufe mit immer wieder neuen Zufallsexperimenten
durchgefu¨hrt, um fu¨r jede Ergebnisgro¨ße eine Ergebnisverteilung mit n Ergebnisverla¨ufen zu
erhalten.
Die Abbildung 10.4 zeigt die Wahl eines Annahmenverlaufs zur Fertilita¨t fu¨r jede weib-
liche Subpopulation im Limited Type. Zuna¨chst werden in diesem Beispiel alle Modellpa-
rameter der Fertilita¨t in einem Settyp Fertilita¨t zusammengeschlossen. Anschließend wer-
den die Annahmenverla¨ufe der Modellparameter des Settyps Fertilita¨t entweder dem pinken
oder dem petrolfarbenen Set zugeordnet. Beispielsweise ko¨nnten Annahmenverla¨ufe mit ei-
ner relativ hohen/niedrigen Fertilita¨t im pinken/petrolfarbenen Set verbunden sein, wenn
ein Prognostiker a¨hnlich hohe Fertilita¨tsniveaus in allen Subpopulationen erwartet. Mit dem
ersten Zufallsexperiment wird nun fu¨r alle Modellparameter des Settyps Fertilita¨t genau ein
Set in Abha¨ngigkeit der Set-Eintrittswahrscheinlichkeiten zufa¨llig gezogen. In diesem Bei-
spiel wird das petrolfarbene Set zufa¨llig gezogen. Danach wird fu¨r jeden Modellparameter ein
Zufallsexperiment durchgefu¨hrt, bei dem jeweils ein Annahmenverlauf aus allen (fu¨r diesen
Modellparameter) einzugebenden Annahmenverla¨ufen zur Fertilita¨t aus dem petrolfarbenen
Set (in Abha¨ngigkeit der Eintrittswahrscheinlichkeiten) zufa¨llig gezogen wird. Folglich wird
fu¨r jeden Modellparameter des Settyps Fertilita¨t ein petrolfarbener Annahmenverlauf zur
Fertilita¨t zufa¨llig gezogen und zur Berechnung in das Prognosemodell eingegeben. Das Aus-
wahlverfahren findet in jedem Prognosedurchlauf fu¨r alle in Settypen zusammengeschlossenen
Modellparameter statt. Nach n Prognosedurchla¨ufen entstehen n Ergebnisverla¨ufe pro Ergeb-
nisgro¨ße.
Ergebnisverteilung der Ergebnisgro¨ßen Ein Ergebnisverlauf resultiert aus der Kom-
bination der zufa¨llig gezogenen Annahmenverla¨ufe pro Modellparameter. Je gro¨ßer die
Anzahl der einzugebenden Annahmenverla¨ufe pro Modellparameter ist, desto gro¨ßer ist
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Abbildung 10.4.: Zufa¨llige Auswahl eines Annahmenverlaufs im Limited Type am Beispiel
der altersspezifischen Fertilita¨tsraten: In einem ersten Schritt wird fu¨r al-
le im Settyp Fertilita¨t zusammengeschlossenen Subpopulationen zufa¨llig
ein Set (in Abha¨ngigkeit von den Set-Eintrittswahrscheinlichkeiten) aus-
gewa¨hlt; in diesem Beispiel ist das petrolfarbene Set gezogen worden. In
einem zweiten Schritt wird dann fu¨r jede weibliche Subpopulation zufa¨llig
ein Annahmenverlauf aus dem petrolfarbenen Set (in Abha¨ngigkeit von den
Annahmenverlaufs-Eintrittswahrscheinlichkeiten) ausgewa¨hlt, um mit dem
PPPM (bzw. P3J) einen Ergebnisverlauf pro Ergebnisgro¨ße zu berechnen;
in diesem Beispiel ist der Annahmenverlauf 3 fu¨r die direkten Zuzu¨ge, SZ,
zufa¨llig gezogen worden.
auch die Anzahl der zu unterscheidenden Ergebnisverla¨ufe (vgl. Abschnitt 10.3.1). Um nun
eine Ergebnisverteilung fu¨r jede Ergebnisgro¨ße zu erhalten, werden n Prognosedurchla¨ufe
durchgefu¨hrt. Jeder Prognosedurchlauf erzeugt einen Ergebnisverlauf pro Ergebnisgro¨ße,
sodass n Prognosedurchla¨ufe n Ergebnisverla¨ufe generieren. Da bei den Prognosedurchla¨ufen
die Annahmenverla¨ufe in Abha¨ngigkeit ihrer Eintrittswahrscheinlichkeiten zufa¨llig ge-
zogen werden, entsteht die Mehrheit der Ergebnisverla¨ufe einer Ergebnisgro¨ße aus den
Annahmenverla¨ufen mit den ho¨chsten Eintrittswahrscheinlichkeiten. Folglich werden die
Annahmenverla¨ufe mit einer geringeren Eintrittswahrscheinlichkeit seltener gezogen, sodass
sie in weniger Ergebnisverla¨ufen vertreten sind. Jeder Prognosedurchlauf kann unterschiedli-
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che Ergebnisverla¨ufe generieren, allerdings kann ein und derselbe Ergebnisverlauf auch rein
zufa¨llig mehrmals generiert werden. Um nun eine Ergebnisverteilung einer Ergebnisgro¨ße
abscha¨tzen zu ko¨nnen, mu¨ssen nicht alle Ergebnisverla¨ufe aus allen potentiellen Annahmen-
verlaufskombinationen berechnet werden. Stattdessen ko¨nnen gema¨ß dem Gesetz der großen
Zahlen auch weniger Prognosedurchla¨ufe durchgefu¨hrt werden, um die Ergebnisverteilung
einer Ergebnisgro¨ße simulativ zu scha¨tzen. So na¨hert sich nach dem Gesetz der großen Zahlen
die relative Ha¨ufigkeit eines Ergebnisverlaufs umso mehr seiner Wahrscheinlichkeit an, desto
mehr Prognosedurchla¨ufe durchgefu¨hrt werden. Die Anzahl der Prognosedurchla¨ufe, die
zur simulativen Abscha¨tzung der Ergebnisverteilung pro Ergebnisgro¨ße beno¨tigt werden,
ha¨ngt von der Anzahl der potentiellen Annahmenverlaufskombinationen wie auch von der
Variabilita¨t der Annahmenwerte und der Eintrittswahrscheinlichkeiten der einzugebenden
Annahmenverla¨ufe ab. Je ho¨her die Anzahl der potentiellen Annahmenverlaufskombina-
tionen und die Variabilita¨t der einzugebenden Annahmenverla¨ufe ist, desto ho¨her ist die
Anzahl der Prognosedurchla¨ufe, die beno¨tigt wird, um eine relativ konstante simulative
Abscha¨tzung der Ergebnisverteilung einer Ergebnisgro¨ße zu erzielen. Eine simulativ zu
scha¨tzende Ergebnisverteilung einer Ergebnisgro¨ße ist genau dann konstant bzw. sicher,
wenn sie auch bei mehreren simulativen Abscha¨tzungen mit dem PPPM immer wieder ohne
gro¨ßere Abweichungen herauskommt, da die relativen Ha¨ufigkeiten der Ergebnisverla¨ufe
ihren tatsa¨chlichen Wahrscheinlichkeiten sehr nahe kommen.
Wenn fu¨r jede Ergebnisgro¨ße eine Ergebnisverteilung simuliert worden ist, ko¨nnen so ge-
nannte Perzentil (Konfidenz) Intervalle bestimmt werden, die den Prognosewerten auch Ein-
trittswahrscheinlichkeiten zuordnen. Dazu werden die Werte der n Ergebnisverla¨ufe einer
Ergebnisgro¨ße zu jedem Projektionsintervall unabha¨ngig voneinander, der Gro¨ße nach auf-
steigend sortiert. Um nun ein Perzentil (Konfidenz) Intervall [a, b] mit einer Irrtumswahr-
scheinlichkeit α fu¨r eine Ergebnisgro¨ße zu bestimmen, werden der (α2 )n-te und der (1− α2 )n-te
Wert der sortierten Ergebnisverla¨ufe als unterer und oberer Grenzwert im jeweiligen Projekti-
onsintervall genutzt. Somit liegen (1−α)100 Prozent aller Ergebniswerte zwischen der oberen
Grenze, a, und der unteren Grenze, b, des Perzentil (Konfidenz) Intervalls mit der Irrtums-
wahrscheinlichkeit α. Die Eintrittswahrscheinlichkeit der Prognoseergebnisse innerhalb dieses
Perzentil (Konfidenz) Intervalls entspricht dabei ihrer simulierten Ha¨ufigkeit.
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(Quasi-) Vollsta¨ndige bzw. erscho¨pfende Berechnung des PPPM
Bei der simulativen Berechnung des Open Type und des Limited Type werden zufa¨llig n Er-
gebnisverla¨ufe aus n Annahmenverlaufskombinationen berechnet. Dabei kann es vorkommen,
dass eine Annahmenverlaufskombination mehrmals oder auch gar nicht gezogen und berech-
net wird. Bei der (quasi-)vollsta¨ndigen bzw. erscho¨pfenden Berechnung des Open Type und
des Limited Type soll deshalb systematisch jede Annahmenverlaufskombination genau einmal
mit ihrem exakten Gewicht berechnet werden und in die Ergebnisverteilung eingehen. Da-
bei sollen die Annahmenverlaufskombinationen in absteigender Reihenfolge hinsichtlich der
Ho¨he ihrer Eintrittswahrscheinlichkeiten berechnet werden. Bei der vollsta¨ndigen Berechnung
wird jede Annahmenverlaufskombination berechnet, wohingegen bei der quasi-vollsta¨ndigen
Berechnung lediglich die n Annahmenverlaufskombinationen mit der ho¨chsten Eintrittswahr-
scheinlichkeit berechnet werden. Die (quasi-)vollsta¨ndige Berechnung ermo¨glicht im Gegen-
satz zur simulativen Berechnung die Generierung einer festen Ergebnisverteilung, die bei einer
wiederholten Berechnung mit denselben Annahmen nicht von der vorherigen Ergebnisvertei-
lung abweicht. Zudem wird bei der (quasi-)vollsta¨ndigen Berechnung keine Rechnerleistung
vergeudet, indem Ergebnisverla¨ufe aus derselben Annahmenverlaufskombination mehrmals
berechnet werden. Auf der anderen Seite ist die Umsetzung der (quasi-)vollsta¨ndigen Be-
rechnung fu¨r den Open Type und ganz besonders fu¨r den Limited Type sehr aufwendig, da
der Algorithmus zur Suche der jeweils na¨chstwahrscheinlichen Annahmenverlaufskombination
sehr komplex ist. Daru¨ber hinaus stellt die verfu¨gbare Rechnerleistung eine natu¨rliche obere
Grenze dar, die ab einer bestimmten Anzahl an Annahmenverlaufskombinationen erreicht ist,
sodass ab da an nur noch die simulative und die quasi-vollsta¨ndige Berechnung durchgefu¨hrt
werden ko¨nnen.
Open Type Bei der (quasi-)vollsta¨ndigen Berechnung des Open Type werden zuna¨chst
fu¨r jeden Modellparameter alle Annahmenverla¨ufe in absteigender Reihenfolge hinsichtlich
ihrer Eintrittswahrscheinlichkeit sortiert. Danach wird mit einem Breitensuchalgorithmus
immer die Annahmenverlaufskombination mit der ho¨chsten Eintrittswahrscheinlichkeit aus
allen verbleibenden Annahmenverlaufskombinationen bestimmt. Dieser Breitensuchalgorith-
mus bestimmt als erstes die Annahmenverlaufskombination mit der ho¨chsten bzw. maxima-
len Eintrittswahrscheinlichkeit. Dazu wird jeweils der Annahmenverlauf eines Modellparame-
ters gewa¨hlt, der die ho¨chste Eintrittswahrscheinlichkeit besitzt. Anschließend wird die An-
nahmenverlaufskombination mit der zweitho¨chsten Eintrittswahrscheinlichkeit gesucht. Dazu
werden, gema¨ß der Breitensuche, die Eintrittswahrscheinlichkeiten der verbleibenden An-
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nahmenverlaufskombinationen verglichen, die sich lediglich in einem Annahmenverlauf von
der Annahmenverlaufskombination mit der ho¨chsten Eintrittswahrscheinlichkeit unterschei-
den. Aus diesen Annahmenverlaufskombinationen wird die Annahmenverlaufskombination
mit der ho¨chsten Eintrittswahrscheinlichkeit als zweitho¨chste bestimmt und berechnet, wo-
hingegen die verbleibenden Annahmenverlaufskombinationen in eine Liste kommen, die die
potentiellen Annahmenverlaufskombinationen mit den na¨chstho¨chsten Eintrittswahrschein-
lichkeiten entha¨lt. Zu dieser Liste kommen bei der Suche der Annahmenverlaufskombination
mit der drittho¨chsten Eintrittswahrscheinlichkeit außerdem die Annahmenverlaufskombina-
tionen, die sich in einem Annahmenverlauf von der Annahmenverlaufskombination mit der
zweitho¨chsten Eintrittswahrscheinlichkeit unterscheiden. Diese Vorgehensweise wird solange
durchgefu¨hrt bis die Liste mit den verbleibenden Annahmenverlaufskombinationen leer ist.
Limited Type Die (quasi-)vollsta¨ndige Berechnung des Limited Type ist durch den Ein-
bau der Settypen und Sets deutlich komplexer als beim Open Type. Hier werden die An-
nahmenverla¨ufe der Modellparameter nicht nur nach ihrer eigenen Eintrittswahrscheinlich-
keit, sondern auch nach der ihres Sets sortiert. Demzufolge ko¨nnen die in einer absteigenden
Reihenfolge sortierten Annahmenverla¨ufe pro Modellparameter auch aus verschiedenen Sets
kommen. Im Anschluss an diese Sortierung werden die resultierenden Annahmenverlaufskom-
binationen von der ho¨chsten bis zur niedrigsten Eintrittswahrscheinlichkeit nacheinander be-
rechnet. Die Schwierigkeit besteht jedoch darin, dass im Limited Type ausschließlich plausible
Annahmenverlaufskombinationen berechnet werden du¨rfen, um die Prognoseergebnisse nicht
zu verzerren. In einer plausiblen Annahmenverlaufskombination ko¨nnen aber nur Annah-
menverla¨ufe desselben Sets von in einem Settyp zusammengeschlossenen Modellparametern
miteinander kombiniert werden. So ko¨nnen die zu kombinierenden Sets bei einer plausiblen
Annahmenverlaufskombination zwar zwischen Settypen, aber nicht innerhalb eines Settyps
variieren. Folglich besteht die (quasi-)vollsta¨ndige Berechnung des Limited Type nicht in der
wahllosen Berechnung der Annahmenverlaufskombinationen mit der jeweils na¨chstho¨chsten
Eintrittswahrscheinlichkeit, sondern in der Berechnung der plausiblen Annahmenverlaufskom-
binationen mit der jeweils na¨chstho¨chsten Eintrittswahrscheinlichkeit. Die Suche der plausi-
blen Annahmenverlaufskombination mit der jeweils na¨chstho¨chsten Eintrittswahrscheinlich-
keit entspricht dabei dem Prozedere im Open Type, nur dass unplausible Annahmenverlaufs-
kombinationen verworfen werden.
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Ergebnisverteilung der Ergebnisgro¨ßen Lediglich die Erstellung der Ergebnisvertei-
lung unterscheidet sich zwischen der simulativen und (quasi-)vollsta¨ndigen Berechnung des
PPPM, indem bei letzterer jede nur einmalig zu berechnende Annahmenverlaufskombination
mit dem Gewicht ihrer Eintrittswahrscheinlichkeit in die Ergebnisverteilung (jeder Ergebnis-
gro¨ße) eingeht. Ansonsten weicht die Aufbereitung bzw. Darstellung der (quasi-)vollsta¨ndig
zu berechnenden Ergebnisverteilung nicht von der simulativ zu berechnenden Ergebnisver-
teilung ab, sodass auch hier beispielsweise verschiedene Perzentil (Konfidenz) Intervalle be-
stimmt werden ko¨nnen.
10.4. P3J — Berechnung der Prognoseergebnisse
Wie bereits in Abschnitt 9.3.1 beschrieben, setzt das P3J auf dem Modellierungs- und Si-
mulationsrahmenwerk James II auf. Die sich daraus ergebenden Vorteile werden besonders
bei der Entwicklung der Algorithmen zur Berechnung der Ergebnisverteilungen (fu¨r die
wesentlichen Ergebnisgro¨ßen) sichtbar.
Das P3J soll den simulativen wie auch den (quasi-)vollsta¨ndigen Berechnungsmodus zur
Bestimmung einer Ergebnisverteilung fu¨r die wesentlichen Ergebnisgro¨ßen unterstu¨tzen (vgl.
Abschnitt 10.3.2). Dazu wird fu¨r jeden Berechnungsmodus ein Algorithmus entwickelt, der
sowohl fu¨r den Open Type als auch fu¨r den Limited Type angewendet werden kann. Der
Open Type wird dabei als ein Spezialfall des Limited Type mit nur einem Settyp und einem
Set betrachtet (vgl. Abschnitt 10.3.1). U¨ber die Bedienoberfla¨che soll der Nutzer letztlich
entscheiden, ob die Prognoseergebnisse mit dem simulativen oder (quasi-)vollsta¨ndigen
Ansatz berechnet werden und wie viele Prognosedurchla¨ufe durchgefu¨hrt werden sollen.
Mit diesen Einstellungen des Nutzers wird ein allgemeiner Algorithmus zur Berechnung
der Ergebnisverla¨ufe (wesentlicher Ergebnisgro¨ßen) initialisiert. Dieser Algorithmus fu¨hrt fol-
gende Arbeitsschritte sukzessive (bei jedem Berechnungsmodus) aus:
1. Wa¨hle einen Annahmenverlauf pro Modellparameter
2. Berechne den Ergebnisverlauf fu¨r die gewa¨hlte Annahmenverlaufskombination (vgl. Ab-
schnitt 10.1)
3. Speichere die Prognoseergebnisse
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4. Falls die Anzahl der bereits durchgefu¨hrten die der insgesamt durchzufu¨hrenden Pro-
gnosedurchla¨ufe unterschreitet, beginne von vorn
Dieser allgemeine Algorithmus ist als Plug-in, also als wiederverwendbare Software-
Komponente, zur Berechnung von PPPM-Prognosen in James II neu definiert (vgl.
Abschnitt 9.3.1). Damit James II auch die Eingabedaten (vgl. Abschnitt 9.3.2) als
PPPM-Daten erkennt und an den oben beschriebenen Algorithmus weitergibt, muss ein
zweites Plug-in zum Einlesen von (Prognose-)Modellen erstellt werden. Durch die Definition
dieser zwei neuen James II Plug-ins ko¨nnen nun viele der im Rahmenwerk vordefinierten
Arbeitsabla¨ufe auf die PPPM-Eingabedaten und deren Berechnung angewendet werden. So
werden die James II Komponenten zum Experimentieren verwendet, um die Berechnung
gegebenenfalls auf mehrere Prozessorkerne auszulagern (und durch eine parallelisierte Bear-
beitung zu beschleunigen). Die Experimentierkomponenten sind auch fu¨r die Steuerung der
Berechnung, also deren Pausieren, Abbruch, oder Beendigung, zusta¨ndig. Alle diese Funktio-
nen werden automatisch von James II bereitgestellt und mu¨ssen nicht neu entwickelt werden.
Das Plug-in System von James II wird außerdem verwendet, um den allgemeinen
Algorithmus mit den alternativen Berechnungsmodi zur Auswahl einer Annahmenverlaufs-
kombination zu assoziieren. Dazu werden der simulative und (quasi-)vollsta¨ndige Ansatz
ebenfalls in einem James II Plug-in realisiert und dem allgemeinen Algorithmus als
entsprechende Hilfskomponente zugewiesen. Die Abbildung 10.5 zeigt dazu wie die (hier
ausgewa¨hlten) James II Komponenten um die extra zu realisierenden P3J-Komponenten
erga¨nzt werden, sodass u¨berhaupt eine Bevo¨lkerungsprognose (im Sinne des PPPM)
ausgefu¨hrt werden kann. Zudem wird auch der Einschluss externer Komponenten wie z. B.
Hibernate (vgl. Abschnitt 9.3.2) dargestellt.
Die na¨chsten Abschnitte erla¨utern die technische Umsetzung der in Abbildung 10.5 skizzier-
ten P3J-Komponenten zur Berechnung einer Ergebnisverteilung wie auch die grundlegende
Funktionsweise wichtiger Hilfskomponenten (z. B. zur Erzeugung von (Pseudo-)Zufallszahlen)
fu¨r den simulativen und (quasi-)vollsta¨ndigen Berechnungsmodus.
10.4.1. Simulativer Ansatz
Um den simulativen Ansatz zur Berechnung einer Ergebnisverteilung umzusetzen, muss
eine zufa¨llige Kombination aus Annahmenverla¨ufen gezogen werden, wobei jeder zufa¨llig
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Abbildung 10.5.: Realisierung der P3J-Funktionen mit James II: Definition neuer Plug-ins
zum Einlesen von Eingabedaten (in das Modell) und zur Berechnung der
Ergebnisverla¨ufe (mit dem Prozessor), um die Experimentierkomponenten
von James II (z. B. zur Steuerung der Berechnung oder auch zur Gene-
rierung von Zufallszahlen) verwenden zu ko¨nnen. Diese werden aufgerufen,
sobald der Nutzer die Berechnung aus der P3J-Bedienumgebung heraus
startet (roter Pfeil). Das Plug-in System von James II ist außerdem ver-
wendet worden, um die alternativen Modi zur Auswahl von Annahmenver-
laufskombinationen mit dem allgemeinen Berechnungsansatz zu verbinden.
zu ziehende Annahmenverlauf mit einer Eintrittswahrscheinlichkeit gewichtet ist; eine
so getroffene Auswahl entspricht einem klassischen Monte-Carlo Ansatz, da zufa¨llig ein
Element der Menge NA (vgl. Gleichung 10.39) gezogen wird (vgl. Abschnitt 10.3.2 ab
Seite 208). Die Gro¨ße und Struktur von NA ha¨ngt dabei von den definierten Settypen
und Sets ab (vgl. Abschnitt 10.3.1). Generell kann die zufa¨llige Auswahl als zweistufiger
Prozess angesehen werden, bei dem zuna¨chst fu¨r jeden Settyp ein Set und danach fu¨r
jedes Set eine Annahmenkombination (fu¨r die im entsprechenden Settyp eingeschlossenen
Modellparameter) gezogen wird, wobei der erste Schritt im Fall des Open Type entfa¨llt (vgl.
Abschnitt 10.3.2). Zur Umsetzung dieses zufa¨lligen Auswahlprozesses wird eine zusa¨tzliche
Hilfskomponente beno¨tigt, die so genannte Pseudo-Zufallszahlen generiert.
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Wie der Name bereits andeutet, erzeugt ein (Pseudo-)Zufallszahlengenerator Sequen-
zen von Zahlen, die lediglich zufa¨llig erscheinen. Digitalcomputer sind ohne spezielle
Zusatzkomponenten nicht in der Lage, wirklich zufa¨llige Zahlenfolgen zu generieren, da
sie als deterministische Zustandsmaschinen konzipiert sind.8 Generatoren von Pseudo-
Zufallszahlen9 begegnen dieser Beschra¨nkung, indem sie Funktionen zur Berechnung einer
Zahlenfolge verwenden, die diese zufa¨llig erscheinen lassen. Gewo¨hnlich werden Fließkomma-
zahlen, die gleichverteilt im Intervall [0, 1) liegen, erzeugt. Diese werden dann mit weiteren
Methoden kombiniert, um Zufallszahlenfolgen mit anderen Charakteristika zu erzeugen.
Die Sequenz der generierten Zahlen ha¨ngt vom Startzustand des Generators, dem so
genannten Seed, ab. Soll eine Zahl generiert werden, wird zuna¨chst eine Funktion zum
Wechseln vom aktuellen Zustand des Generators in einen neuen Zustand ausgefu¨hrt. Dieser
neue Zustand (oder Teile davon) werden dann zur Berechnung einer weiteren Zahl in der
Folge genutzt. Da ein Zustandsautomat nur endlich viele Zusta¨nde besitzen kann, wird nach
einer gewissen (normalerweise sehr großen) Anzahl von Zustandsa¨nderungen, d. h. nach
einer großen Anzahl von generierten Zahlen, ein vorher bereits eingenommener Zustand
erreicht. Wenn dies geschieht, wiederholt sich die Sequenz an Zufallszahlen von diesem Punkt
an, da der Algorithmus an sich deterministisch ist. Die Anzahl der Zustandsa¨nderungen
bis zu solch einer Wiederholung wird deshalb auch als Periodenla¨nge bezeichnet. Fu¨r die
praktische Anwendung der in dieser Arbeit behandelten Ansa¨tze ist die Periodenla¨nge
aktueller Zufallszahlengeneratoren ausreichend.10 Sind der verwendete Generator und der
Seed bekannt, la¨sst sich die vom Generator erzeugte Sequenz an (Pseudo-)Zufallszahlen
eindeutig reproduzieren. Diese Eigenschaft bringt viele Vorteile bei der Entwicklung und
dem Testen von Programmen mit sich, sodass die Generierung von echten (d. h. nicht
reproduzierbaren) Zufallszahlen nur noch in wenigen Anwendungsfa¨llen notwendig ist.
Obwohl deterministische Zufallszahlengeneratoren viele Vorteile bieten, sollten sie umsich-
tig verwendet werden. Neben der bereits erwa¨hnten Periodenla¨nge, die nicht u¨berschritten
werden darf,11 sollte auch die Qualita¨t der generierten Zahlen u¨berpru¨ft werden. Es muss
8Im Gegensatz zu Analogcomputern, bei denen z. B. das thermische Rauschen eines Widerstands als Quelle
fu¨r Zufallszahlen verwendet werden kann ([141], S. 3).
9Vereinfachend werden die Generatoren von Pseudo-Zufallszahlen nachfolgend als Zufallszahlengeneratoren
bezeichnet.
10Sie ist meist gro¨ßer als 231 [84].
11Genauer gesagt sollte die Anzahl der durch einen Generator mit der Periodenla¨nge n gezogenen Zufallszahlen
sehr viel kleiner als n sein (bei einigen Generatoren z. B. nicht gro¨ßer als
√
n ([106], S. 495)).
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sichergestellt werden, dass diese zufa¨llig genug sind, um einen systematischen Fehler bei
der Ermittlung der Stichproben zu vermeiden. Die Vermeidung solcher Korrelationen
ha¨ngt stark von der Art und Weise ab, wie der Generator bzw. dessen Ausgabe genutzt
wird [106]; im konkreten Fall also z. B. in Verbindung mit den Eintrittswahrscheinlichkeiten
der Annahmenverla¨ufe und Sets, die bei der simulativen Berechnung zufa¨llig ausgewa¨hlt
werden.
Da die Eignung eines Zufallszahlengenerators vom jeweiligen Kontext abha¨ngt, sollte nicht
ein Generator a priori ausgewa¨hlt werden. Anstatt dessen ist es empfehlenswert, mehrere
Zufallszahlengeneratoren unterschiedlichen Typs zu verwenden und deren Ergebnisse zu
vergleichen ([106], S. 502). Dies erlaubt bei Bedarf die U¨berpru¨fung etwaiger Unstimmigkei-
ten in den Ergebnissen. Gleichzeitig sollte die korrekte Programmierung der verwendeten
Zufallszahlengeneratoren durch statistische Tests ([141], S. 41) sichergestellt werden. Werden
die genannten Aspekte vernachla¨ssigt, besteht die Gefahr, dass die generierte Folge an
Zufallszahlen einen unbeabsichtigten (und unerkannten) Trend entha¨lt, der die Ergebnisse
der Berechnungen verzerrt bzw. verfa¨lscht ([100]).
James II bietet eine ganze Reihe an ausfu¨hrlich getesteten Zufallszahlengeneratoren [84].
Fu¨r den simulativen Ansatz wird als Standardeinstellung der James II Standard-Generator,
der dem Standard-Generator der Java-Klassenbibliothek entspricht, verwendet.12
10.4.2. (Quasi-)Vollsta¨ndiger Ansatz
Alternativ zum simulativen Ansatz ko¨nnen die Annahmenverla¨ufe auch nach einem be-
stimmten Muster bzw. nach einer bestimmten Reihenfolge ausgewa¨hlt werden. So kann
es fu¨r eine weitere Analyse der Prognoseergebnisse z. B. zweckma¨ßig sein, die Elemente
von NA in absteigender Reihenfolge ihrer Eintrittswahrscheinlichkeiten auszuwa¨hlen. Die
grundlegende Vorgehensweise bei dieser vollsta¨ndigen Berechnung des PPPM, die jedoch
ha¨ufig aufgrund ihres Umfangs nach einer festzulegenden Anzahl an Prognosedurchla¨ufen
(in der dann quasi-vollsta¨ndigen Variante) abzubrechen ist, ist bereits in Abschnitt 10.3.2
beschrieben worden.
Fu¨r die Umsetzung des (quasi-)vollsta¨ndigen Ansatzes wird der Open Type wiederum als
ein Sepzialfall des Limited Type mit lediglich einem Settyp und Set angesehen. Der Algorith-
12Dabei handelt es sich um einen linearen Kongruenzgenerator ([141, S. 10-11]).
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mus fu¨r die (quasi-)vollsta¨ndige Berechnung des Limited Type ist zweistufig. Auf der oberen
Ebene werden alle Setkombinationen bzw. die Elemente S˙ in absteigender Reihenfolge ihrer
Eintrittswahrscheinlichkeiten sortiert (vgl. Gleichungen 10.35 und 10.36). Auf der unteren
Ebene wird dann fu¨r jedes Set σi eines Settyps Sj die Reihenfolge der wahrscheinlichsten
Annahmenverlaufskombinationen ermittelt; eine Annahmenverlaufskombination wird dabei
aus den Annahmenverlaufsmengen Apσi fu¨r alle Parameter p ∈ Pj aus σi gebildet. Die Ein-
trittswahrscheinlichkeit einer solchen Annahmenverlaufskombination a˙σi = (a˙
pi1 , . . . , a˙pin ),
mit n = |Pj | und i1, . . . , in als Indizes der Parameter in Pj , ergibt sich aus:
n∏
j=1
pr
a˙
pij , a˙
p
ij
∈ Apjσi
Die endgu¨ltige Eintrittswahrscheinlichkeit einer Annahmenverlaufskombination wird
abschließend aus dem Produkt der Eintrittwahrscheinlichkeit der ausgewa¨hlten Sets S˙ (vgl.
Gleichung 10.36) und der ausgewa¨hlten Annahmenverla¨ufe von jedem ausgewa¨hlten Set
σ˙ ∈ S˙ (vgl. Gleichung 10.35 und 10.38) berechnet. Um sicherzustellen, dass die Reihenfolge,
die sich aus diesen endgu¨ltigen Eintrittswahrscheinlichkeiten ergibt, richtig berechnet wird,
werden auf beiden Ebenen die Mengen an bereits generierten Set- bzw. Annahmenverlaufs-
kombinationen zwischengespeichert. Dies ist notwendig, da Annahmenverlaufskombinationen
mit kleineren Eintrittswahrscheinlichkeiten auch Teile von wahrscheinlicheren, bereits
ermittelten Annahmenverlaufskombinationen enthalten. Durch das Zwischenspeichern der
bereits bekannten Teilkombinationen kann somit Rechenzeit gespart werden. Neben der
langen Laufzeit, die trotz des Zwischenspeicherns aufgrund der Vielzahl der zu berechnenden
Annahmenverlaufskombinationen hervorgerufen wird, ist auch der Speicherbedarf dieses
Algorithmus relativ hoch. Dies liegt am Zwischenspeichern der Teilkombinationen, anhand
derer sich die insgesamt ho¨chste bzw. wahrscheinlichste unberechnete Annahmenverlaufs-
kombination ermitteln la¨sst.
Um diese Beschra¨nkungen zu umgehen, wird eine quasi-vollsta¨ndige Analyse ermo¨glicht.
Hierbei wird nach einer bestimmten Anzahl von Prognosedurchla¨ufen (bzw. einer bestimmten
kumulierten Eintrittswahrscheinlichkeit aller betrachteten Annahmenverlaufskombinationen)
automatisch abgebrochen (vgl. Abschnitt 10.3.2 ab Seite 213). Im Gegensatz zur simulativen
und vollsta¨ndigen Berechnung sollte die quasi-vollsta¨ndige Berechnung nicht zur Bestimmung
einer kompletten Ergebnisverteilung, sondern vorrangig zur erweiterten Ergebnisanalyse ver-
wendet werden (vgl. Abschnitt 10.3.2 ab Seite 213).
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10.4.3. U¨berpru¨fung der Eintrittswahrscheinlichkeiten
Um die Verwendung des P3J zu vereinfachen, wird sowohl beim simulativen als auch beim
(quasi-)vollsta¨ndigen Ansatz zuvor u¨berpru¨ft, ob die eingegebenen Eintrittswahrscheinlich-
keiten fu¨r die Annahmenverla¨ufe (eines Modellparameters) und Sets (eines Settyps) auf 1
summieren (vgl. Abschnitt 10.3.1). Ist dies nicht der Fall, sind zwei Situationen zu unter-
scheiden. Wenn die Summe der Eintrittswahrscheinlichkeiten, spr, gro¨ßer als 0 ist, werden
sie entsprechend der eingegebenen Gewichtung auf 1 normalisiert, d. h. jede Eintrittswahr-
scheinlichkeit wird mit dem Faktor 1spr multipliziert. Wenn spr hingegen gleich 0 ist, werden
stattdessen gleichverteilte Eintrittswahrscheinlichkeiten angenommen. So erha¨lt beispielswei-
se jeder der n Annahmenverla¨ufe eines Modellparameters die Eintrittswahrscheinlichkeit 1n . In
beiden Fa¨llen wird der Nutzer durch eine Warnmeldung u¨ber die vorgenommene Skalierung
informiert.
10.4.4. Unterstu¨tzung von repra¨sentativen Annahmenverla¨ufen
Die in Abschnitt 10.2.1 beschriebenen repra¨sentativen Annahmenverla¨ufe, die eine zufa¨lli-
ge proportionale Variation der eingegebenen (, repra¨sentativen) Annahmenwerte erlauben,
mu¨ssen ebenfalls von den Berechnungskomponenten unterstu¨tzt werden. Hierbei wird fu¨r
jeden Annahmenverlauf die vom Nutzer festgelegte Standardabweichung beru¨cksichtigt. Be-
tra¨gt die Standardabweichung null, werden die eingegebenen Annahmenwerte fu¨r jeden Pro-
gnosedurchlauf so u¨bernommen, wie sie eingegeben worden sind. Andernfalls werden die ein-
gegebenen (, repra¨sentativen) Annahmenwerte durch das Ziehen von Zufallszahlen (vgl. Ab-
schnitt 10.4.1) in dem vom Nutzer gewu¨nschten Ausmaß variiert. Dies geschieht, indem die
repra¨sentativen Annahmenwerte mit einem Fehlervektor ~x multipliziert werden, der von ei-
nem einfachen stochastischen Prozess generiert wird. Der Prozess startet im Zustand x0 = 1.
Jeder weitere Zustand xi wird berechnet mit:
xi = xi−1 ·max(,X), X ∼ N(1, σ), 1  > 0
wobei die Standardabweichung der Normalverteilung, also σ, dem vom Nutzer einzuge-
benden Maß an Variation entspricht. Die Variable  > 0 sichert zu, dass xi 6= 0 gilt. Bezieht
sich der Annahmenverlauf auf die Mortalita¨t einer Subpopulation, werden die repra¨sentativen
Annahmenwerte zuna¨chst von den U¨berlebenden im Alter x in logarithmische Sterbewahr-
scheinlichkeiten umgewandelt, die dann anschließend mit den Elementen des Fehlervektors
multipliziert werden. Danach wird die Konvertierung ru¨ckga¨ngig gemacht. Wa¨hrend die Un-
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terstu¨tzung von repra¨sentativen Annahmenverla¨ufen nur wenig Einfluss auf den simulativen
Ansatz zur Berechnung (vgl. Abschnitt 10.4.1) hat, da ho¨chstens die Anzahl der fu¨r aussage-
kra¨ftige Ergebnisse beno¨tigten Prognosedurchla¨ufe steigt, ist sie fu¨r den (quasi-)vollsta¨ndigen
Ansatz (vgl. Abschnitt 10.4.2) problematisch. Das liegt daran, dass der (quasi-)vollsta¨ndige
Ansatz jede Kombination von Annahmenverla¨ufen ho¨chstens einmal berechnet. Zwar kommt
ein Annahmenverlauf meist in einer Vielzahl von Annahmenverlaufskombinationen vor, so
dass trotzdem mehrere zufa¨llige Variationen der repra¨sentativen Annahmenwerte generiert
werden, aber dies gilt nicht immer. Eine alternative Herangehensweise wa¨re deshalb, die
Variation eines repra¨sentativen Annahmenverlaufs beim (quasi-)vollsta¨ndigen Ansatz vo¨llig
außen vor zu lassen.
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Nachdem in den Kapiteln 9 und 10 die Erzeugung der Prognoseergebnisse (u¨ber die Annah-
menverlaufskombinationen der Modellparameter) im Fokus gestanden hat, befasst sich das
Kapitel 11 mit der Verwendung der Prognoseergebnisse bzw. den Mo¨glichkeiten zur Ergeb-
nispra¨sentation und erweiterten Ergebnisanalyse.
PPPM
P3J
Modellparameter
Dateneingabe
Modellgleichungen 
und -struktur
Berechnung und 
Ausführung
Ergebnisgrößen
Datenausgabe
Abbildung 11.1.: Aspekte des theoretischen Modells, PPPM, und seiner Realisierung P3J:
Das aktuelle Kapitel 11 befasst sich mit den Prognoseergebnissen des PPPM
und P3J (rot unterlegt).
Bei einer probabilistischen Bevo¨lkerungsprognose mit dem PPPM sind die Prozesse der
Annahmengenerierung, der Berechnung und Speicherung bzw. Verwaltung der Prognoseer-
gebnisse weitestgehend voneinander getrennt, um jeweils eine flexible und uneingeschra¨nkte
Ausfu¨hrung zu ermo¨glichen.
Das PPPM bietet eine detaillierte Ergebnisanalyse, da nicht nur die Annahmenverla¨ufe
(vgl. Abschnitt 9.3.2 ab Seite 179), sondern auch die Prognossergebnisse (aller Ergebnis-
verla¨ufe) in einer externen Datenbank gespeichert werden. Dabei werden fu¨r jeden Ergebnis-
verlauf sowohl die prognostizierten Werte wesentlicher Ergebnisgro¨ßen (vgl. Abschnitt 11.1)
als auch die jeweils gezogenen Annahmenverla¨ufe pro Modellparameter gespeichert. Dadurch
kann (wie in herko¨mmlichen Bevo¨lkerungsprognosemodellen auf der Makroebene) die zuku¨nf-
tige Entwicklung der Gesamtbevo¨lkerung, aber auch zusa¨tzlich die einzelner (und aggregier-
ter) Subpopulationen nach Alter und Geschlecht (im La¨ngsschnitt wie auch im Querschnitt)
analysiert werden; ein optional vom PPPM zu erstellender Ergebnisreport fasst diese grundle-
genden Prognoseergebnisse automatisch in einem Dokument zusammen (vgl. Abschnitt 11.2).
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Daru¨ber hinaus ko¨nnen mit dem PPPM (im Gegensatz zu herko¨mmlichen Bevo¨lkerungspro-
gnosemodellen) auch Ergebnisverla¨ufe extrahiert und zu so genannten Miniprojektionen zu-
sammengeschlossen werden, die alle einen oder mehrere bestimmte Annahmenverla¨ufe eines
oder mehrerer Modellparameter gemein haben. Außerdem kann z. B. mit einem Levelplot
analysiert werden, welche Annahmenkombinationen niedrige, mittlere und hohe Prognose-
werte beliebiger Ergebnisgro¨ßen erzeugen. Somit ko¨nnen bei einer Bevo¨lkerungsprognose mit
dem PPPM nicht nur die Prognoseergebnisse separat, sondern auch variabel aggregiert und
zusammen mit den sie erzeugenden Annahmen genau analysiert werden.
11.1. Ergebnisgro¨ßen
Im PPPM werden die Jahresend- und Jahresdurchschnittsbesta¨nde nach Alter und Ge-
schlecht fu¨r die einzeln zu prognostizierenden Subpopulationen, also fu¨r die Einheimischen,
die direkten Zu- und Fortzu¨ge wie auch fu¨r deren einzelne Nachkommengenerationen als
wesentliche Ergebnisgro¨ßen (vgl. Abschnitt 10.1) fu¨r jeden Prognosedurchlauf extern in einer
Datenbank gespeichert.
Ausgehend von diesen wesentlichen Ergebnisgro¨ßen ko¨nnen die Jahresend- und Jahres-
durchschnittsbesta¨nde weiterer (Sub)Populationen variabel aggregiert bzw. berechnet und
analysiert werden. So ko¨nnen z. B. die Gesamtbevo¨lkerung, alle Zu- bzw. Fortzu¨ge, alle
Nachkommen(generationen) der direkten Zu- bzw. Fortzu¨ge wie auch die Salden dieser ein-
zelnen und aggregierten Zu- und Fortzugssubpopulationen gebildet werden (vgl. Tabelle 11.1).
Folglich kann mit dem PPPM nicht nur (wie bei herko¨mmlichen Bevo¨lkerungsprogno-
semodellen) die zuku¨nftige Entwicklung der Gesamtbevo¨lkerung, der Nettomigration und
der Einheimischen, sondern auch das tatsa¨chliche Aufkommen aller Immigranten und Emi-
granten und deren Zusammensetzung aus direkten Zu- und Fortzu¨gen und deren einzelnen
Nachkommengenerationen genau prognostiziert werden.
Da fu¨r jede der einzeln prognostizierten und variabel aggregierten (Sub)Populationen
die Besta¨nde nach Einzelalter und Geschlecht vorliegen, ko¨nnen daraus auch noch weitere
Ergebnisgro¨ßen, wie z. B. diverse Alterungsmaße, berechnet werden. So kann beispielsweise
das Old Age Dependency Ratio aus dem Verha¨ltnis der 65+-Ja¨hrigen zu den 15−64-Ja¨hrigen
berechnet werden, um das Verha¨ltnis der zu versorgenden zur versorgenden Bevo¨lkerung
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(Sub)Populationen
E
SZ
separat prognostiziert SFz
SZG(n)
SFzG(n)
Pgesamt∑a
n=1 SZG(n)∑a
n=1 SFzG(n)∑a
n=1 SZG(n) + SZ
variabel aggregiert
∑a
n=1 SFzG(n) + SFz
SZ − Fz
SZG(n)− SFzG(n)∑a
n=1 SZG(n)−
∑a
n=1 SFzG(n)∑a
n=1 SZG(n) + SZ −
∑a
n=1 SFzG(n)− SFz
Tabelle 11.1.: Prognostizierte Jahresend- und Jahresdurchschnittsbesta¨nde fu¨r die einzeln
prognostizierten und daraus variabel aggregierten (Sub)Populationen; Pgesamt
entspricht der Gesamtpopulation und a entspricht jeweils der ho¨chsten Nach-
kommengeneration der direkten Zu- bzw. Fortzu¨ge.
fu¨r einzelne (Sub)Populationen im Zeitverlauf oder aber auch im direkten Vergleich zu
analysieren. Anhand geeigneter demographischer Alterungsmaße ko¨nnen demnach potentielle
zuku¨nftige Umwandlungsprozesse wie die demographische Alterung erkannt und quantifiziert
werden, sodass ausgleichende politische Handlungen vorausschauend geplant und umgesetzt
werden ko¨nnen. In diesem Zusammenhang ist z. B. auch eine Prognose der zuku¨nftigen
Schulanfa¨nger, Erwerbspersonen oder auch Pflegebedu¨rftigen zu erwa¨hnen, die als Anteil
bestimmter Alters- und Geschlechtsgruppen in den jeweiligen (Sub)Populationen bestimmt
werden ko¨nnen.
Daru¨ber hinaus kann z. B. der bevo¨lkerungsdynamische Einfluss der (Sub)Populationen
auf die Entwicklung der Gesamtbevo¨lkerung ermittelt werden; so kann beispielsweise unter-
sucht werden, inwiefern die (durch eine sehr niedrige Fertilita¨t verursachte) Schrumpfung
einer einheimischen Bevo¨lkerung von Immigranten (mit einer ho¨heren Fertilita¨t fu¨r die di-
rekten Zuzu¨ge und deren erste und zweite Nachkommengeneration) geda¨mpft bzw. abgefan-
gen werden kann. Daru¨ber hinaus kann z. B. auch der bevo¨lkerungsdynamische Effekt der
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Annahmen zur Sterblichkeit, Fertilita¨t und Migration auf die zuku¨nftige Entwicklung einer
(Sub)Population ermittelt werden: Um beispielsweise den bevo¨lkerungsdynamischen Effekt
der Sterblichkeitsannahmen zu untersuchen, wird die prognostizierte Entwicklung infolge der
Annahmen zur Sterblichkeit, Fertilita¨t und Migration mit der prognostizierten Entwicklung
verglichen, bei der die Sterblichkeit aus dem Jump-off Jahr konstant beibehalten wird und
lediglich die Annahmen zur Fertilita¨t und Migration beru¨cksichtigt werden. Da ausschließ-
lich die Sterblichkeit die Differenz zwischen diesen beiden prognostizierten Entwicklungen
bewirkt, wird dieser Effekt auch als Sterblichkeitseffekt bezeichnet.
11.2. Ergebnisreport
Zur Reduktion des Arbeitsaufwands kann im PPPM bzw. P3J optional fu¨r jede Bevo¨lke-
rungsprognose ein Ergebnisreport mit ha¨ufig zu verwendenden Abbildungen wesentlicher
Ergebnisgro¨ßen (vgl. Abschnitt 11.1) automatisch als pdf -Dokument erstellt werden. Damit
wird die Ergebnisanalyse insofern erleichtert, als dass ha¨ufig beno¨tigte Prognoseergebnisse
zeitsparend automatisch erzeugt werden, ohne diese immer wieder zeitintensiv manuell mit
diversen Softwarepaketen zur statistischen Analyse erstellen zu mu¨ssen.
Der Ergebnisreport fasst die prognostizierte Entwicklung der Jahresendbesta¨nde der
einzeln zu prognostizierenden und daraus variabel zu aggregierenden (Sub)Populationen
aus der Tabelle 11.1 graphisch zusammen. Fu¨r jede dieser Ergebnisgro¨ßen werden die
prognostizieren Werte ausgewa¨hlter Quantile (p = 0, 0, 025, 0, 05, 0, 01, 0, 5, 0, 9, 0, 95,
0, 975, 1) ausgegeben, die dem Median wie auch den ha¨ufig verwendeten 80−, 90−, 95− und
100− prozentigen Perzentil (Konfidenz) Intervallen entsprechen. Ein x-prozentiges Perzentil
(Konfidenz) Intervall beinhaltet dabei x Prozent aller Ergebnisverla¨ufe um den jeweiligen
Median einer Ergebnisverteilung (vgl. Abschnitt 10.3.2 ab Seite 210).
Sollten neben den im Ergebnisreprort aufgefu¨hrten noch weitere Prognoseergebnisse
beno¨tigt werden, ist dafu¨r auf die in der Datenbank gespeicherten Daten zuru¨ckzugreifen.
Im Ergebnisreport werden fu¨r jede (Sub)Population die prognostizierten Jahresend-
besta¨nde in drei Abbildungen (mit den genauen Prognoseergebnissen ausgewa¨hlter Quantile
und Projektionsintervalle) dargestellt.
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Nachfolgend sollen diese verschiedenen Abbildungen des Ergebnisreports kurz anhand der
Prognoseergebnisse der Variante II der Beispielprojektion aus dem Kapitel 12 erla¨utert wer-
den.1
11.2.1. Entwicklung der Ergebnisverteilung diverser Ergebnisgro¨ßen u¨ber
den Projektionshorizont
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Abbildung 11.2.: Ergebnisverteilung der Gesamtbevo¨lkerung in der Variante II der Beispiel-
projektion u¨ber den Projektionshorizont fu¨r die Quantile p = 0, 0, 025, 0, 05,
0, 1, 0, 5, 0, 9, 0, 95, 0, 975 und 1
Die erste Graphikart stellt die prognostizierte Entwicklung einer Ergebnisgro¨ße u¨ber den
1Die Beispielprojektion wird ausfu¨hrlich im nachfolgenden Kapitel 12 als komplexes Anwendungsbeispiel des
PPPM und P3J beschrieben; grundsa¨tzlich wird in der Beispielprojektion die Bevo¨lkerung Deutschlands
vom Startjahr 2007 bis zum Zieljahr 2050 mit heterogenen Annahmenverteilungen fu¨r nahezu alle (78)
Modellparameter prognostiziert, wobei jeweils drei Nachkommengenerationen fu¨r die Immigranten und
Emigranten beru¨cksichtigt werden.
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gesamten Projektionshorizont fu¨r ausgewa¨hlte (und entsprechend farblich gekennzeichnete)
Quantile dar. Folglich ko¨nnen anhand dieser Abbildung die Entwicklung der Prognoseunsi-
cherheit wie auch die Eintrittswahrscheinlichkeiten bestimmter Prognoseergebnisse abgelesen
werden.
Die Abbildung 11.2 zeigt so eine Graphik beispielhaft fu¨r die Gesamtbevo¨lkerung der Va-
riante II der Beispielprojektion. Daran ist zu erkennen, dass die zuku¨nftige Bevo¨lkerungsent-
wicklung (unter den getroffenen Annahmen) mit hoher Wahrscheinlichkeit sinken wird und
dass die Prognoseunsicherheit mit zunehmender La¨nge des Projektionshorizonts zunimmt.
Im Zieljahr der Prognose wird die Gesamtbevo¨lkerung mit einer Wahrscheinlichkeit von 80
Prozent zwischen 64.421.128 und 72.423.730 Personen liegen.
11.2.2. Entwicklung der Wahrscheinlichkeitsverteilung diverser
Ergebnisgro¨ßen fu¨r ausgewa¨hlte Projektionsintervalle
Die zweite Graphikart stellt die Entwicklung der prognostizierten Ergebnisverteilung einer
Ergebnisgro¨ße im Querschnitt fu¨r einzelne Projektionsintervalle dar. Fu¨r jedes ausgewa¨hlte
Projektionsintervall wird ein Histogramm erstellt, das neben der Ergebnisverteilung auch
jeweils den fixen Jump-off Wert der jeweiligen Ergebnisgro¨ße als vertikale rote Linie zeigt.
Folglich kann anhand dieser Abbildung die Entwicklung des Unsicherheitsbereichs vom
Jump-off Wert der jeweiligen Ergebnisgro¨ße u¨ber mehrere Projektionsintervalle analysiert
werden.
Die Abbildung 11.3 zeigt dafu¨r beispielhaft die Wahrscheinlichkeitsverteilung der Ge-
samtbevo¨lkerung von 2010 bis 2050 (im Abstand von jeweils 5 Jahren) fu¨r die Variante II
der Beispielprojektion. Daran ist zu erkennen, dass die Ergebnisverteilung, ausgehend vom
fixen Jump-off Wert aus dem Jahr 2006, mit zunehmender La¨nge des Projektionshorizonts
nach links rutscht und immer breiter wird. Diese Entwicklungen sind gleichbedeutend
mit einem Bevo¨lkerungsru¨ckgang und einem Anstieg der Prognoseunsicherheit. Daneben
ist zu erkennen, dass die Ergebnisverteilung einer Normalverteilung a¨hnelt, wobei drei
Entwicklungsszenarien besonders hervorstechen.
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Abbildung 11.3.: Wahrscheinlichkeitsverteilung der Gesamtbevo¨lkerung in der Variante II der
Beispielprojektion von 2010 bis 2050 (im Abstand von jeweils 5 Jahren); die
rote vertikale Linie repra¨sentiert den Jump-off Wert der Gesamtbevo¨lkerung
im Jahr 2006.
11.2.3. Entwicklung der Alters- und Geschlechtsstruktur diverser
Ergebnisgro¨ßen
Die dritte Graphikart entspricht einer herko¨mmlichen Bevo¨lkerungspyramide, die die Alters-
und Geschlechtsstruktur einer prognostizierten (Sub)Population in einem bestimmten
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Projektionsintervall darstellt. Um die Entwicklung unterschiedlich wahrscheinlicher Progno-
seergebnisse darzustellen, werden abermals ausgewa¨hlte Quantilswerte fu¨r die Besta¨nde der
Ma¨nner (links) und Frauen (rechts) aufgezeigt; zudem wird noch der Jump-off Bestand als
blaue bzw. rote Linie abgebildet, um die Entwicklung der Altersstruktur kenntlich zu machen.
Die Abbildung 11.4 zeigt so eine Bevo¨lkerungspyramide beispielhaft fu¨r die Gesamtbevo¨lke-
rung im Zieljahr 2050 der Variante II der Beispielprojektion. Daran ist zu erkennen, dass
zwischen dem Jump-off Jahr 2006 und dem Zieljahr 2050 eine demographische Alterung
stattfindet, bei der der Anteil der a¨lteren Personen zunimmt und der Anteil der jungen Per-
sonen abnimmt. Daru¨ber hinaus ist der Unsicherheitsbereich besonders in den jungen und
hohen Altern ausgepra¨gt, wohingegen er bei den mittleren Erwachsenenaltern (insbesondere
bei den Frauen) relativ eng ist. Folglich gibt es bei dieser Projektion eine gro¨ßere Unsicher-
heit bei der Prognose der Sterblichkeit fu¨r die ho¨heren Alter wie auch bei der Prognose der
Fertilita¨t bzw. der zuku¨nftigen Anzahl der Geburten.
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Abbildung 11.4.: Gesamtbevo¨lkerung nach Alter und Geschlecht (Ma¨nner links, Frauen
rechts) im Jump-off Jahr 2006 (blau und rot) und im Zieljahr 2050 (schwarz)
fu¨r die Quantile 0 (gestrichelt), 0, 5 (durchgezogen) und 1 (gestrichelt) in
der Variante II der Beispielprojektion
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11.3. Erweiterte Ergebnisanalyse
Bei einer erweiterten Ergebnisanalyse kann es erforderlich sein, den Effekt ausgewa¨hlter An-
nahmenverla¨ufe auf die Prognoseergebnisse zu analysieren. Deshalb werden im PPPM fu¨r
jeden Prognosedurchlauf sowohl die prognostizierten Werte der wesentlichen Ergebnisgro¨ßen
als auch die gezogenen Annahmenverla¨ufe aller Modellparameter gespeichert, sodass nicht
nur die Ergebnisverteilungen diverser Ergebnisgro¨ßen im La¨ngs- und Querschnitt analysiert
werden ko¨nnen. Vielmehr ko¨nnen dadurch auch (im Gegensatz zu herko¨mmlichen probabi-
listischen Bevo¨lkerungsprognosemodellen) Ergebnisverla¨ufe extrahiert und zu so genannten
Miniprojektionen zusammengeschlossen werden, die alle einen oder mehrere bestimmte An-
nahmenverla¨ufe eines oder mehrerer Modellparameter gemein haben. Außerdem kann mit
einem Levelplot graphisch gezeigt werden, welche Annahmenverlaufskombinationen in beson-
ders niedrigen, mittleren oder auch hohen Bevo¨lkerungsbesta¨nden fu¨r die (Sub)Populationen
resultieren.
11.3.1. Miniprojektionen
Mit Miniprojektionen kann demzufolge die originale Ergebnisverteilung (der simulativen und
(quasi-)vollsta¨ndigen Berechnung (vgl. Abschnitt 10.3.2 ab Seite 207)) auf Ergebnisverla¨ufe
reduziert werden, die ausschließlich ein oder mehrere Annahmenverla¨ufe eines oder mehrerer
Modellparameter gemein haben.
So kann beispielsweise u¨berpru¨ft werden, welchen Effekt Sterblichkeitsannahmen auf die
Ergebnisverteilung der (Sub)Populationen haben. In der Variante II der Beispielprojektion
gibt es fu¨r jede Subpopulation mehrere Annahmenverla¨ufe zur Sterblichkeit, die insgesamt
drei erwartbaren Entwicklungsszenarien entsprechen: Die blauen bzw. roten Annahmen-
verla¨ufe nehmen eine relativ hohe bzw. weniger hohe Sterblichkeitsreduktion an, wohingegen
der gru¨ne Annahmenverlauf keinen Sterblichkeitsfortschritt annimmt (vgl. Abschnitt 12.4
ab Seite 242). Daraus ko¨nnen nun drei Miniprojektionen erzeugt werden, die ausschließlich
Ergebnisverla¨ufe mit (Theorie- bzw. Erwartungs-)konsistenten Annahmenverla¨ufen zur
Sterblichkeit enthalten. So enthalten die blaue, rote bzw. gru¨ne Miniprojektion ausschließlich
Annahmenverla¨ufe aus dem blauen, roten bzw. gru¨nen Set zur Sterblichkeit. Somit sind
die Annahmen zur Sterblichkeit in jeder Miniprojektion nicht nur (wie im Limited Type)
innerhalb eines, sondern zwischen allen Prognosedurchla¨ufen (Theorie- bzw. Erwartungs-)
konsistent.
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Mit dem Vergleich der Prognoseergebnisse dieser drei Miniprojektionen und der Variante
II der Beispielprojektion kann nun ermittelt werden, inwiefern sich die Ergebnisverteilung
aufgrund der jeweils eingeschlossenen Annahmen zur Sterblichkeit vera¨ndert. Die Abbildun-
gen 11.5 und 11.6 zeigen dazu die Wahrscheinlichkeitsverteilung im Zieljahr wie auch die
Ergebnisverteilung u¨ber den Projektionshorizont fu¨r die Gesamtbevo¨lkerung der Variante
II der Beispielprojektion und der drei Miniprojektionen; die Wahrscheinlichkeitsverteilung
entspricht dabei jeweils den aufsteigend sortierten Prognoseergebnissen im Zieljahr.
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Abbildung 11.5.: Kumulierte Wahrscheinlichkeitsverteilung der Gesamtbevo¨lkerung im Ziel-
jahr der Variante II der Beispielprojektion (schwarz) und ausgewa¨hlter Mi-
niprojektionen (blau, rot, gru¨n); die Miniprojektionen enthalten ausschließ-
lich Annahmenverla¨ufe aus dem blauen, roten bzw. gru¨nen Set zur Sterb-
lichkeit von der Variante II der Beispielprojektion.
Es ist in beiden Abbildungen deutlich zu erkennen, dass sich die Wahrscheinlichkeitsver-
teilung (im Zieljahr) wie auch die Ergebnisverteilung (u¨ber den Projektionshorizont) fu¨r die
Gesamtbevo¨lkerung der Variante II der Beispielprojektion systematisch aus denen der drei
Miniprojektionen zusammensetzt. So summieren sich auch die 4.049, 1.649 und 302 Progno-
sewerte (bzw. Ergebnisverla¨ufe) der blauen, roten und gru¨nen Miniprojektion auf die 6.000
Prognosewerte (bzw. Ergebnisverla¨ufe) der Variante II der Beispielprojektion. Außerdem ist
zu erkennen, dass die Prognoseergebnisse der gru¨nen, roten und blauen Miniprojektion jeweils
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Abbildung 11.6.: Gesamtbevo¨lkerung der Variante II der Beispielprojektion (schwarz) und
ausgewa¨hlter Miniprojektionen (blau, rot, gru¨n) fu¨r die Quantile p = 0, 0, 5
und 1 u¨ber den Projektionshorizont; die blaue, rote, gru¨ne Miniprojektion
entha¨lt ausschließlich Annahmenverla¨ufe mit einer relativ hohen, weniger
hohen, ausbleibenden Sterblichkeitsreduktion.
den unteren, mittleren und oberen Bereich der Wahrscheinlichkeits- bzw. Ergebnisverteilung
der Variante II der Beispielprojektion abdecken. Folglich hat der Aus- bzw. Einschluss einzel-
ner Annahmenverla¨ufe (zur Sterblichkeit) inbesondere bei einer heterogenen Annahmenver-
teilung einen wesentlichen Einfluss auf die Ergebnisverteilung. Außerdem kann damit gezeigt
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werden, wie die Prognoseunsicherheit durch den Einschluss mehrerer (, herterogener) und
subjektiv zu gewichtender Annahmenverla¨ufe im PPPM umfassender gegenu¨ber herko¨mmli-
chen Prognosemodellen eingefangen werden kann.
11.3.2. Levelplot
Um den Einfluss der Annahmen auf die Ho¨he der Prognoseergebnisse zu untersuchen, kann
im PPPM bzw. P3J aber nicht nur mit den Miniprojektionen die Ergebnisverteilung auf
Ergebnisverla¨ufe reduziert werden, die alle ein oder mehrere Annahmenverla¨ufe gemein
haben. Obendrein kann z. B. auch noch ein Levelplot erzeugt werden, der die zufa¨llig
gezogenen Annahmenverla¨ufe pro Modellparameter fu¨r alle aufsteigend sortierten Ergeb-
nisverla¨ufe einer beliebigen Ergebnisgro¨ße darstellt. Damit ko¨nnen dann relativ einfach
Annahmenkombinationen erkannt werden, die besonders niedrige, mittlere oder auch hohe
Werte der jeweiligen Ergebnisgro¨ße erzeugen.
Um so einen Levelplot beispielhaft fu¨r die prognostizierte Gesamtbevo¨lkerung der blauen
Miniprojektion (vgl. Abschnitt 11.3.1) zu erstellen, werden zuna¨chst alle (zufa¨llig gezogenen)
Annahmenverla¨ufe der insgesamt 78 Modellparameter (vgl. Tabelle 11.2) farblich kodiert;
in diesem Beispiel werden die bereits verwendeten Farbnamen (gru¨n, rot, dunkelrot, blau,
tu¨rkis und dunkelblau) der Annahmenverla¨ufe auch zur Bestimmung ihrer (Linien)Farben
im Levelplot genutzt; sofern es allerdings nur einen Annahmenverlauf pro Modellparameter
gibt, erha¨lt dieser die Farbe schwarz.
Die Abbildung 11.7 zeigt nun den Levelplot fu¨r die prognostizierte Gesamtbevo¨lkerung der
blauen Miniprojektion. Dabei ist vordergru¨ndig zu erkennen, dass ausschließlich Annahmen-
verla¨ufe aus dem blauen Set zur Sterblichkeit gezogen worden sind. Bei genauerer Betrachtung
fa¨llt zudem auf, dass sich die einschra¨nkende Vorgabe der Variante II der Beispielprojektion,
jeweils nur a¨hnliche Annahmenverla¨ufe zur Mortalita¨t, Fertilita¨t und Migration zu kombi-
nieren, im Levelplot dadurch ausdru¨ckt, dass sich Farbabschnitte (gru¨n, rot oder blau) fu¨r
in einem Settyp zusammengeschlossene Modellparameter in jedem Prognosedurchlauf glei-
chen; so wird beispielsweise ein Annahmenverlauf aus dem roten Set fu¨r alle neun im Settyp
Fertilita¨t eingeschlossenen Modellparameter (mit den Nummern 8, 18, 28, 38, 46, 54, 62, 70
und 78) in den sortierten Ergebnisverla¨ufen 193 bis 664 gezogen. Außerdem ist zu erkennen,
dass niedrige, mittlere und hohe Prognosewerte fu¨r die Gesamtbevo¨lkerung mit gru¨nen, ro-
ten und vermehrt blauen Annahmenverla¨ufen zur Fertilita¨t und Migration (Modellparameter
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Tabelle 11.2.: Reihenfolge der 78 Modellparameter im Levelplot (der Abbildung 11.7) fu¨r
die Gesamtbevo¨lkerung der blauen Miniprojektion; E, w und m stehen fu¨r
E inheimische, weiblich und m a¨nnlich.
mit den Nummern 19, 20, 29 und 30) korrelieren; bei der Sterblichkeit sind hingegen die
Beziehungen zwischen den zufa¨llig gezogenen Annahmenverla¨ufen und der Ho¨he der prognos-
tizierten Gesamtbevo¨lkerung weniger stark ausgepra¨gt; hier ist nur bei der Sterblichkeit der
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Abbildung 11.7.: Levelplot mit den zufa¨llig gezogenen, farblich codierten (dunkelblau, blau,
tu¨rkis, rot, gru¨n) Annahmenverla¨ufen aller 78 Modellparameter fu¨r alle auf-
steigend sortierten Prognosewerte der Gesamtbevo¨lkerung in der blauen Mi-
niprojektion aus dem Abschnitt 11.3.1
Einheimischen (Modellparameter mit den Nummern 6 und 7) zu erkennen, dass eine nied-
rige, mittlere und ho¨here Gesamtbevo¨lkerung mit den blauen und dann vermehrt mit den
tu¨rkisen und dunkelblauen Annahmenverla¨ufen prognostiziert wird, wobei der dunkelblaue
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Annahmenverlauf auch die gro¨ßte Sterblichkeitsreduktion annimmt.
11.4. P3J — Ausgabe und Zusammenstellung der
Prognoseergebnisse
Die Ergebnisse einer Prognose werden, analog zu den Eingabedaten (vgl. Abschnitt 9.3.2 ab
Seite 179), in einer Datenbank gespeichert. Die Speicherung der Ergebniswerte mit den sie
erzeugenden Annahmenwerten in jedem Prognosedurchlauf erweitert die Ergebnisanalyse,
sodass nicht nur die Ergebniswerte allein, sondern eben zusammen mit den sie erzeugenden
Annahmen z. B. in Miniprojektionen (vgl. Abschnitt 11.3.1) und Levelplots (vgl. Abschnitt
11.3.2) analysiert werden ko¨nnen.
Grundsa¨tzlich bietet das P3J zwei Mo¨glichkeiten an, um die generierten Prognoseergebnisse
zu verwenden: Einerseits ko¨nnen die Ergebniswerte als Rohdaten gespeichert oder automa-
tisch aggregiert (vgl. Tabelle 11.1) und zu einem Ergebnisreport zusammengestellt werden.
Die folgenden Abschnitte erla¨utern die Funktionsweise dieser beiden Alternativen.
11.4.1. Datenexport
Ein Export der Ergebniswerte in unbearbeiteter Form erlaubt ihre flexible Weiterverarbei-
tung mit Hilfe anderer Software. Das P3J exportiert Daten in Form von komma-separierten
Werten, kurz CSV (comma-separated values). Dieses Dateiformat wird von vielen Program-
men zur Datenanalyse unterstu¨tzt. Durch den Export der Rohdaten ist jeder Nutzer in der
Lage, die Ergebniswerte (der wesentlichen Ergebnisgro¨ßen) aus jedem Prognosedurchlauf
mit selbst gewa¨hlten Methoden zu untersuchen.
Fu¨r den Export wa¨hlt der Nutzer ein Zielverzeichnis, in das die Rohdaten gespeichert
werden sollen. In diesem Verzeichnis wird nun fu¨r jeden Prognosedurchlauf ein neues Unter-
verzeichnis namens trial x angelegt, wobei x = 1, . . . , n die Nummer des jeweiligen Prognose-
durchlaufs (in der Reihenfolge der Ausfu¨hrung) angibt. Die komma-separierten Werte werden
in Dateien mit entsprechenden Namen abgelegt, z. B. sind in der Datei natives end x m.csv
im Unterverzeichnis trial 4 die im 4. Prognosedurchlauf berechneten Jahresendbesta¨nde der
einheimischen Ma¨nner nach Alter gespeichert.
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11.4.2. Reportgenerierung
Die Generierung eines Ergebnisreports umfasst mehrere Schritte. Zuna¨chst wird, wie
beim Datenexport, ein Zielverzeichnis fu¨r alle Dateien des Reports angegeben. In diesem
Zielverzeichnis befinden sich dann die Dateien, die zur Erzeugung des Reports notwendig
sind; dazu za¨hlt z. B. auch das Unterverzeichnis aggregated, das die aggregierten Ergeb-
niswerte zur Erstellung des Reports entha¨lt. U¨ber einen Filter kann der Nutzer zusa¨tzlich
bestimmen, ob die Ergebniswerte aller oder nur ausgewa¨hlter Ergebnisverla¨ufe exportiert
bzw. aggregiert werden sollen. Dies geschieht, indem der Nutzer eine Zeichenkette angibt
und dann auswa¨hlt, ob die Zeichenkette im Namen eines (oder mehrerer) ausgewa¨hlter
Sets oder Annahmenverla¨ufe vorkommen muss (bzw. fu¨r σ˙ ∈ S˙ oder a˙ ∈ A˙S˙ gilt; vgl. dazu
Abschnitt 10.3.1). Sofern eindeutige Namen bei der Dateneingabe (vgl. Abschnitt 9.3.2)
verwendet worden sind, lassen sich mit dieser Funktion die in Abschnitt 11.3.1 beschriebenen
Miniprojektionen erstellen bzw. extrahieren. Wegen des zusa¨tzlichen Filtermechanismus
und des hohen Speicherverbrauchs fu¨r die verschiedenen Ergebnisgro¨ßen (vgl. Tabelle 11.1)
findet die Aggregation der Daten erst statt, nachdem der Nutzer die Erzeugung des Reports
gestartet hat.
Die aggregierten Daten werden, analog zu den Rohdaten, in CSV-Dateien geschrie-
ben. Zusa¨tzlich wird fu¨r jeden Trial die Annahmenverlaufskombination A˙S˙ sowie deren
Eintrittswahrscheinlichkeit Pr[A˙S˙ ] (vgl. Gleichung 10.38 auf Seite 206) in einer nach
Eintrittswahrscheinlichkeit sortierten Liste gespeichert. Diese Daten ko¨nnen, wie in Ab-
schnitt 11.3.2 beschrieben, mit einem Levelplot visualisiert werden.
Der Report selbst wird nur zum Teil durch das P3J erzeugt, sodass unterstu¨tzend das
Textsatzsystem LATEX
2 und die Statistik-Umgebung R3 verwendet werden. LATEX ist ein
weit verbreitetes Werkzeug zur Erstellung von (meist wissenschaftlichen) Texten. Es kann
Dokumente in vielen verschiedenen Formaten, z. B. PDF oder HTML, erzeugen. R ist
eine Programmiersprache und -umgebung fu¨r statistische Berechnungen, und ebenfalls weit
verbreitet. Sowohl LATEX als auch R sind kostenlos erha¨ltlich und damit jedem Nutzer
des P3J leicht zuga¨nglich. Die Kombination von LATEX und R wird durch das ebenfalls
frei erha¨ltliche R-Paket Sweave [161] ermo¨glicht, mit dem R-Befehle innerhalb eines
LATEX-Dokuments ausgefu¨hrt und deren Ergebnisse direkt in das Dokument eingebettet
2http://www.latex-project.org, letzter Zugriff 12/2010
3http://www.r-project.org, letzter Zugriff 12/2010
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werden ko¨nnen.
Sobald mit dem P3J eine vorla¨ufige Version des Ergebnisreports generiert worden ist,
mu¨ssen zwei zusa¨tzliche Schritte erfolgen, um das endgu¨ltige Resultat — den vollsta¨ndigen
Ergebnisreport (z. B. als PDF-Datei) — zu erhalten: So muss zuna¨chst in R Sweave [161]
auf der vom P3J erzeugten Reportdatei (report.Rtex) ausgefu¨hrt werden, um anschließend
mit LATEX aus der daraus resultierenden Reportdatei (report.tex) ein PDF-Dokument mit
dem vollsta¨ndigen Ergebnisreport (report.pdf) zu erzeugen.
Die Reportdatei report.Rtex wird mit einer weiteren frei erha¨ltlichen Zusatzbibliothek,
FreeMarker,4 erzeugt. FreeMarker stellt Funktionen bereit, um die Vorlage eines
Ergebnisreports mit Verweisen auf die im Verzeichnis aggregated liegenden CSV-Dateien
zu fu¨llen. Gleichzeitig fu¨gt FreeMarker alle fu¨r die Erzeugung des Reports beno¨tigten
R-Befehle in die Vorlage. Somit ist es z. B. mo¨glich, ohne Aufwand fu¨r den Nutzer viele
verschiedene Plots fu¨r alle in der Prognose betrachteten Subpopulationen zu erzeugen.
Die grundlegende Vorgehensweise zur Generierung eines Ergebnisreports zeigt die Abbil-
dung 11.8. Wie bereits in Abschnitt 9.3.2 (ab Seite 179) beschrieben, wird die Persistenz-
schnittstelle Hibernate zur Verwaltung der in der Datenbank gespeicherten Annahmen-
verla¨ufe und Ergebnisgro¨ßen verwendet. Letztere werden fu¨r die Reportgenerierung ausgele-
sen, aggregiert und in CSV-Dateien geschrieben. Danach erzeugt FreeMarker eine Report-
datei (report.Rtex) mit Verweisen auf die angelegten CSV-Dateien und R-Befehle, die diese
darstellen bzw. analysieren sollen. Diese Schritte werden automatisch vom P3J ausgefu¨hrt;
der Nutzer muss danach jedoch zuna¨chst R und dann LATEX (siehe weiße Ka¨sten in der Abbil-
dung 11.8) auf die generierte Datei anwenden, um den vollsta¨ndigen Report (report.pdf) zu
erhalten. Diese Vorgehensweise mag recht umsta¨ndlich erscheinen, hat aber einige Vorteile.
So ist es leicht mo¨glich, Farben und andere Eigenschaften eines bestimmten Plots zu a¨ndern,
indem der Nutzer den entsprechenden R-Code in der vom P3J generierten Datei (plotting.R)
a¨ndert. Ebenso ko¨nnen in den Report wichtige Zusatzinformationen, z. B. bezu¨glich grund-
legender Annahmen oder verwendeter Daten, zusammen mit den Ergebnissen der Prognose
dargestellt werden, indem sie zusa¨tzlich in das LATEX-Dokument eingebunden werden.
4http://freemarker.sourceforge.net, letzter Zugriff 12/2010
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Abbildung 11.8.: Modul fu¨r die Generierung eines Ergebnisreports: Freemarker wird verwen-
det, um aus einer Vorlagendatei eine Reportdatei zu generieren; diese muss
dann vom Nutzer noch mit R und LATEX zu einem vollsta¨ndigen Dokument
verarbeitet werden.
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Nachdem das PPPM und seine prototypische Realisierung P3J in den drei vorherigen Kapi-
teln formal erla¨utert worden sind, sollen sie nun in diesem Kapitel beispielhaft angewendet
werden.
Um das Prozedere einer probabilistischen Bevo¨lkerungsprognose mit dem PPPM und P3J
aufzuzeigen, wird deshalb nachfolgend eine Beispielprojektion mit realen Daten zur Bevo¨lke-
rung Deutschlands durchgefu¨hrt. Die Struktur folgt dabei den einzelnen Arbeitsschritten
eines Bevo¨lkerungsprognoseprozesses aus dem Abschnitt 2.2 (ab Seite 18).
12.1. Fragestellung bzw. Prognosegegenstand
In der Beispielprojektion soll die Bevo¨lkerung Deutschlands nach Einzelalter (bis zu der nach
oben offenen Altersgruppe 95+) und Geschlecht u¨ber den Projektionshorizont von 2007 bis
2050 prognostiziert werden. Da sich der Projektionshorizont u¨ber 44 Jahre erstreckt, sollen
jeweils drei Nachkommengenerationen der direkten Zu- und Fortzu¨ge beru¨cksichtigt werden.
Das vornehmliche Ziel dieser Beispielprojektion besteht darin, die Arbeitsweise und
Vorzu¨ge des PPPM und P3J hinsichtlich
• der detaillierten Modellparameter bzw. des Aufbaus nach Subpopulationen
• der Generierung der Annahmenverteilung fu¨r jeden Modellparameter
• der Kombination der Annahmenverla¨ufe
• der alternativen Berechnungsmodi und
• der Ergebnisanalyse
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aufzuzeigen. Dazu wird die urspru¨ngliche Beispielprojektion entsprechend variiert und gege-
benenfalls mit herko¨mmlichen Bevo¨lkerungsprognose(modelle)n verglichen.
12.2. Auswahl eines geeigneten Prognosemodells
Zur Berechnung der Beispielprojektion (und ihrer Variationen) wird das P3J, die prototypi-
sche Realisierung des PPPM als Software, genutzt.
12.3. Sammlung relevanter Informationen/Daten
In den Kapiteln 5 bis 7 sind verschiedene Methoden zur Generierung der Annahmen zur
Mortalita¨t, Fertilita¨t und Migration beschrieben worden. Ein wesentliches Unterscheidungs-
merkmal dieser Methoden ist die Vielfalt der zu verwendenden Informationsquellen. Wissen
bzw. Erwartungen u¨ber potentielle zuku¨nftige Entwicklungen eines Modellparameters
ko¨nnen beispielsweise aus der vergangenen empirischen Entwicklung und/oder entsprechen-
den Theorien, wissenschaftlichen Diskursen und Erhebungen resultieren. Grundsa¨tzlich ist
es sinnvoll, Annahmen vornehmlich auf die gesicherte vergangene Entwicklung zu stu¨tzen,
allerdings sollten mit zunehmender La¨nge des Projektionshorizonts zunehmend zusa¨tzliche
Informationen korrigierend eingesetzt werden, um auch (zum Zeitpunkt der Prognoseerstel-
lung) unerwartete bzw. unwahrscheinliche Trendumkehrungen, die nicht im Langzeittrend
enthalten sind, einfangen zu ko¨nnen.
Demzufolge wird die vergangene empirische Entwicklung der Modellparameter die aus-
schlaggebende Informationsquelle bei der Annahmengenerierung sein, wobei aber auch zusa¨tz-
liche Erkenntnisse aus entsprechenden Theorien, wissenschaftlichen Diskursen und anderen
Bevo¨lkerungsprognosen fu¨r Deutschland (korrigierend) eingesetzt werden. So wird u. a. auf
Annahmen zur Mortalita¨t, Fertilita¨t und Migration aus der 12. koordinierten Bevo¨lkerungs-
prognose vom Statistischen Bundesamt [266] zuru¨ckgegriffen.
12.4. Generierung der Annahmen fu¨r die Modellparameter
Um nun fu¨r jede einzeln zu prognostizierende Subpopulation (vgl. Abschnitt 9.1) eine he-
terogene Annahmenverteilung aus verschiedenen (und subjektiv zu gewichtenden) Annah-
menverla¨ufen (vgl. Abschnitt 10.2.1) zur Mortalita¨t, Fertilita¨t und — wenn erforderlich —
242
12. Beispielhafte Anwendung des PPPM und P3J
auch zur Migration (extern) zu erstellen, wird ein Methodenmix verwendet, bei dem die Fort-
schreibung des in der Vergangenheit beobachteten Trends mehr oder weniger stark abgea¨ndert
wird, um die jeweils resultierenden Annahmenwerte an eine konkrete Erwartungshaltung bzw.
Theorie anzupassen.1
12.4.1. Mortalita¨t
Methode
Die Annahmenverla¨ufe fu¨r den Modellparameter U¨berlebende im Alter x werden fu¨r jede Sub-
population u¨ber die Prognose der (logarithmierten) altersspezifischen Sterbewahrscheinlich-
keiten mit einem Methodenmix generiert. Diese altersspezifischen Sterbewahrscheinlichkeiten
werden mit der Modellgleichung des Ansatzes von Lee und Carter (vgl. Abschnitt 5.2.1 ab
Seite 84) (logarithmiert) prognostiziert, wobei die βx zuna¨chst mit der Singula¨rwertzerlegung
aus den Basisdaten von 1992 bis 2006 gescha¨tzt und anschließend mit Expertenmeinung kor-
rigiert werden.2 Die kt werden (ausgehend von den mit der Singula¨rwertzerlegung gescha¨tzten
Werten fu¨r die Basisperiode) mit einem autoregressiven Modell (der Ordnung 1) und einem
subjektiv festzulegenden Drift fortgeschrieben.
Bestimmung der Jump-off Werte
Um nun mit diesem Methodenmix Sterblichkeitsannahmen zu generieren, mu¨ssen zuna¨chst
geeignete Jump-off Werte zur altersspezifischen Sterblichkeit fu¨r jede Subpopulation ermit-
telt werden.
Grundsa¨tzlich liegen altersspezifische Sterbewahrscheinlichkeiten fu¨r die einheimische und
ausla¨ndische Bevo¨lkerung aus der amtlichen Statistik fu¨r das Berichtsjahr 2006 vor. Im
Abschnitt 7.1.2 (ab Seite 141) ist aber bereits erla¨utert worden, dass die Sterblichkeit der
ausla¨ndischen Bevo¨lkerung nicht mit der Sterblichkeit der direkten Zuzu¨ge und deren erster
(und weiterer) Nachkommengeneration(en) u¨bereinstimmt, sodass diese entsprechend ange-
1An dieser Stelle sei nochmals betont, dass die Beispielprojektion nicht die wahrscheinlichste zuku¨nftige
Bevo¨lkerungsentwicklung prognostiziert, sondern die Arbeitsweise und Vorzu¨ge des PPPM und P3J (ge-
genu¨ber herko¨mmlichen Bevo¨lkerungsprognose(modelle)n) zeigen soll. Folglich entsprechen die Annah-
menverteilungen nicht einem wirklichkeitsgetreuen Abbild aller potentiellen zuku¨nftigen Entwicklungen,
sondern einem Ausschnitt davon.
2Die Basisperiode erstreckt sich nur u¨ber einen relativ kurzen Zeitraum, um die aktuellen Trends in der
Sterblichkeit einzufangen und fortzuschreiben.
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Abbildung 12.1.: Bestimmung der Jump-off Werte fu¨r die altersspezifischen Sterbewahr-
scheinlichkeiten der direkten Zuzu¨ge (SZ) und ihrer ersten Nachkommen-
generation (SZG(1)) aus den altersspezifischen Sterbewahrscheinlichkeiten
der einheimischen und ausla¨ndischen Bevo¨lkerung des Jahres 2006; Daten-
quelle: Statistisches Bundesamt
passt werden muss. Um nun die Unterschiede in der gemessenen Sterblichkeit zwischen der
amtlichen Statistik und dem Ausla¨nderzentralregister wie auch zwischen den Einheimischen,
der ausla¨ndischen Bevo¨lkerung und den direkten Zuzu¨gen angemessen einzufangen, werden
fu¨r die direkten Zuzu¨ge (in Anlehnung an Kohls [143]) die Sterbewahrscheinlichkeiten der
ausla¨ndischen Bevo¨lkerung (aus der amtlichen Statistik) im Alter 0 bis 9 direkt u¨bernommen
und im Alter 10 bis 85 mit einem Faktor multipliziert, der bis zum Alter 64 konstant bei
1, 08 liegt und sich dann linear bis auf 1, 4 fu¨r die Frauen bzw. 1, 3 fu¨r die Ma¨nner erho¨ht. Ab
dem Alter 85 wird die Sterblichkeit der direkten Zuzu¨ge aus dem Produkt der Sterblichkeit
der Einheimischen und dem Faktor 0, 6 ermittelt. Damit haben die direkten Zuzu¨ge (ge-
genu¨ber den Einheimischen) eine leicht erho¨hte Sa¨uglings- und Kindersterblichkeit und eine
(leicht) niedrigere Sterblichkeit im Erwachsenenalter, wobei der enorme Sterblichkeitsvorteil
insbesondere in den sehr hohen Altern (, wie er laut den Daten der amtlichen Statistik
ausgewiesen wird,) abgeschwa¨cht wird. Die Sterblichkeit der ersten Nachkommengeneration
der direkten Zuzu¨ge wird dann als arithmetisches Mittel aus der Sterblichkeit der direkten
Zuzu¨ge und der einheimischen Bevo¨lkerung ermittelt (vgl. Abbildung 12.1).
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Ab der zweiten Nachkommengeneration werden kaum noch Unterschiede zur Sterblichkeit
der Einheimischen erwartet, sodass hier dieselben altersspezifischen Sterbewahrscheinlichkei-
ten als Jump-off Werte herangezogen werden.
Vergangene Entwicklung und Variationen des Langzeitttrends
Einheimische Die Abbildung 12.2 zeigt sowohl die vergangene Entwicklung als auch
jeweils 6 verschiedene Annahmenverla¨ufe zur zuku¨nftigen Entwicklung der Sterblichkeit mit
den subjektiv zugeordneten Eintrittswahrscheinlichkeiten fu¨r die einheimischen Ma¨nner und
Frauen anhand des Parameters Lebenserwartung bei Geburt. Zudem entha¨lt die Tabelle 12.1
die konkreten Annahmenwerte zur Lebenserwartung bei Geburt im Zieljahr wie auch die
entsprechenden Eintrittswahrscheinlichkeiten.
Frauen Ma¨nner
Annahmenverlauf j e0 prj e0 prj
Dunkelblau 90,41 0,2 88,26 0,2
Tu¨rkis 89,68 0,1 87,17 0,1
Blau 88,41 0,3 85,32 0,3
Dunkelrot 85,79 0,2 81,68 0,2
Rot 84,76 0,15 80,32 0,15
Gru¨n 82,03 0,05 76,86 0,05
Tabelle 12.1.: Annahmenverla¨ufe j zur Mortalita¨t der einheimischen Frauen und Ma¨nner cha-
rakterisiert durch die Lebenserwartung bei Geburt e0 im Zieljahr und die sub-
jektiv zugeordnete Eintrittswahrscheinlichkeit prj .
Daru¨ber hinaus zeigt die Abbildung 12.3 erga¨nzend den dunkelblauen, roten und gru¨nen
Annahmenverlauf der (logarithmierten) altersspezfischen Sterbewahrscheinlichkeiten und der
daraus eindeutig zu berechnenden U¨berlebenden im Alter x fu¨r die einheimischen Ma¨nner
nach Einzelalter u¨ber die Basisperiode (von 1992 bis 2006) und den Projektionshorizont
(von 2007 bis 2050).
In der Vergangenheit ist die Sterblichkeit kontinuierlich gesunken, sodass die Lebenser-
wartung bei Geburt linear um etwa 3 Monate pro Jahr bzw. 2,5 Jahre pro Dekade gestiegen
ist (vgl. Abschnitt 5.2.3 ab Seite 98). Die Fortfu¨hrung dieses Langzeittrends in die Zukunft
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Abbildung 12.2.: Annahmenverla¨ufe j zur Sterblichkeit (bzw. zur Lebenserwartung bei Ge-
burt, e(0)) fu¨r die einheimischen Frauen (oben) und Ma¨nner (unten) mit
den subjektiv zugeordneten Eintrittswahrscheinlichkeiten prj
wird durch die drei blauen Annahmenverla¨ufe repra¨sentiert. Der tu¨rkise Annahmenverlauf
unterbricht den linearen Anstieg, um zu zeigen, dass im PPPM auch Annahmenverla¨ufe
eingegeben werden ko¨nnen, die sich im Niveau und im Verlauf unterscheiden. So ko¨nnte ein
abruptes Absinken der Lebenserwartung bei Geburt z. B. durch eine Epidemie hervorgerufen
246
12. Beispielhafte Anwendung des PPPM und P3J
Überlebende im Alter x
20 40 60 80
10
20
30
40
50
2e+04
4e+04
6e+04
8e+04
1e+05
Alter
Zeit
lx
0e+00
2e+04
4e+04
6e+04
8e+04
1e+05
Überlebende im Alter x
20 40 60 80
10
20
30
40
50
2e+04
4e+04
6e+04
8e+04
1e+05
Alter
Zeit
lx
0e+00
2e+04
4e+04
6e+04
8e+04
1e+05
Logarithmierte Sterbewahrscheinlichkeit im Alter x
10
20
30
40
50
20
40
60
80
-10
-8
-6
-4
-2
Zeit
Alter
ln(qx)
-12
-10
-8
-6
-4
-2
Logarithmierte Sterbewahrscheinlichkeit im Alter x
10
20
30
40
50
20
40
60
80
-10
-8
-6
-4
-2
Zeit
Alter
ln(qx)
-12
-10
-8
-6
-4
-2
Überlebende im Alter x
20 40 60 80
10
20
30
40
50
2e+04
4e+04
6e+04
8e+04
1e+05
Alter
Zeit
lx
0e+00
2e+04
4e+04
6e+04
8e+04
1e+05
Überlebende im Alter x
20 40 60 80
10
20
30
40
50
2e+04
4e+04
6e+04
8e+04
1e+05
Alter
Zeit
lx
0e+00
2e+04
4e+04
6e+04
8e+04
1e+05
Logarithmierte Sterbewahrscheinlichkeit im Alter x
10
20
30
40
50
20
40
60
80
-10
-8
-6
-4
-2
Zeit
Alter
ln(qx)
-10
-8
-6
-4
-2
Logarithmierte Sterbewahrscheinlichkeit im Alter x
10
20
30
40
50
20
40
60
80
-8
-6
-4
-2
Zeit
Alter
ln(qx)
-10
-8
-6
-4
-2
Überlebende im Alter x
20 40 60 80
10
20
30
40
50
2e+04
4e+04
6e+04
8e+04
1e+05
Alter
Zeit
lx
0e+00
2e+04
4e+04
6e+04
8e+04
1e+05
Überlebende im Alter x
20 40 60 80
10
20
30
40
50
2e+04
4e+04
6e+04
8e+04
1e+05
Alter
Zeit
lx
0e+00
2e+04
4e+04
6e+04
8e+04
1e+05
Logarithmierte Sterbewahrscheinlichkeit im Alter x
10
20
30
40
50
20
40
60
80
-8
-6
-4
-2
Zeit
Alter
ln(qx)
-10
-9
-8
-7
-6
-5
-4
-3
-2
-1
Logarithmierte Sterbewahrscheinlichkeit im Alter x
10
20
30
40
50
20
40
60
80
-8
-6
-4
-2
Zeit
Alter
ln(qx)
-10
-9
-8
-7
-6
-5
-4
-3
-2
-1
Abbildung 12.3.: Von oben nach unten: Dunkelblauer, roter und gru¨ner Annahmenverlauf
des Modellparameters U¨berlebende im Alter x (links) bzw. der entsprechen-
den logarithmierten altersspezifischen Sterbewahrscheinlichkeiten (rechts)
der einheimischen Ma¨nner u¨ber die Basisperiode von 1992 bis 2006 und den
Projektionshorizont von 2007 bis 2050.
werden. In der Summe erhalten die drei blauen Annahmenverla¨ufe die ho¨chste Eintritts-
wahrscheinlichkeit, da sich bislang keine verlangsamte Sterblichkeitsreduktion andeutet
und auch in der Vergangenheit oftmals ultimative Niveaus vorausgesagt, aber immer schon
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kurze Zeit spa¨ter durchbrochen worden sind. Daru¨ber hinaus kann der Langzeittrend in
der Zukunft auch abgeschwa¨cht werden, da die medizinischen Eingriffe in den menschlichen
Alterungsprozess begrenzt sind. Die Abschwa¨chung des Langzeittrends in der Zukunft wird
durch die beiden roten Annahmenverla¨ufe repra¨sentiert, die in der Summe die zweitho¨chste
Eintrittswahrscheinlichkeit erhalten. Daneben gibt es noch einen weiteren, gru¨nen An-
nahmenverlauf, der keine Sterblichkeitsvera¨nderungen infolge einer neuen Krankheit oder
Ausbreitung gesundheitsgefa¨hrdender Risikofaktoren (wie z. B. Adipositas) unterstellt.
Der gru¨ne Annahmenverlauf erha¨lt die niedrigste Eintrittswahrscheinlichkeit, da mit ihm
lediglich gezeigt werden soll, dass bei einer Prognose mit dem PPPM auch ungewo¨hnliche
(, aber eventuell auch nicht ganz auszuschließende) Annahmenverla¨ufe beru¨cksichtigt werden
ko¨nnen.
Das Statistische Bundesamt prognostiziert die Bevo¨lkerung Deutschlands mit der Szenario-
Technik (vgl. Abschnitt 3.2.2 ab Seite 41), sodass zwar mehrere Annahmenverla¨ufe fu¨r einen
Modellparameter beru¨cksichtigt, aber nicht mit einer Eintrittswahrscheinlichkeit gewichtet
werden ko¨nnen. In der 12. koordinierten Bevo¨lkerungsprognose [266] werden lediglich zwei
Annahmen zur zuku¨nftigen Entwicklung der Sterblichkeit beru¨cksichtigt. Die Basisannahme
unterstellt eine ma¨ßige Sterblichkeitsreduktion, die sich aus der Verbindung der kurz- und
langfristigen Sterblichkeitsentwicklung ergibt. Der zeite Annahmenverlauf unterstellt hinge-
gen eine hohe Sterblichkeitsreduktion, die sich aus der Fortschreibung des kurzfristigen Trends
seit 1970 ergibt. Konkrete Annahmenwerte zur Lebenserwartung bei Geburt im Jahr 2050
liegen bei den Frauen etwa bei 88 und 90 Jahren und bei den Ma¨nnern bei etwa 83, 5 und 86
Jahren. Damit entsprechen die Annahmenverla¨ufe zur Sterblichkeit aus der 12. koordinierten
Bevo¨lkerungsprognose den blauen und z. T. roten Annahmenverla¨ufen der Beispielprojektion.
Im Vergleich dazu ko¨nnen herko¨mmliche probabilistische Bevo¨lkerungsprognosemodelle zwar
mehrere Annahmenverla¨ufe gewichtet beru¨cksichtigen, allerdings sind diese ha¨ufig durch die
Vorgabe einer modell-basierten Methode und einer festen Verteilungsform fu¨r die Eintritts-
wahrscheinlichkeiten eingeschra¨nkt (vgl. Abschnitt 4.2). So kann mit diesen Ansa¨tzen zwar
eine Annahmenverteilung zur Sterblichkeit konstruiert werden, bei der die verschiedenen An-
nahmenverla¨ufe (aus zufa¨llig normalverteilten Abweichungen) um einen fest vorgegebenen
mittleren Annahmenverlauf streuen. Wenn nun aber ein Prognostiker (wie in der Beispiel-
projektion) mehrere Annahmenverla¨ufe beru¨cksichtigen mo¨chte, die sich im Niveau, im Ver-
lauf und in der erwarteten Eintrittswahrscheinlichkeit unterscheiden, muss er oder sie auf
das PPPM bzw. P3J zuru¨ckgreifen, da nur in diesem Modell Annahmenverteilungen derart
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flexibel generiert werden ko¨nnen.
Migranten In der Beispielprojektion soll ein sukzessiver Anpassungsprozess zwischen
den Immigranten und Einheimischen modelliert werden, bei dem der Sterblichkeitsvorteil
der direkten Zuzu¨ge schrittweise u¨ber die einzelnen Nachkommengenerationen abnimmt,
bis sich die Sterblichkeit zwischen Immigranten und Einheimischen nicht mehr unterscheidet.3
Zur Modellierung des sukzessiven Anpassungsprozesses zwischen der Sterblichkeit der
direkten Zuzu¨ge und der Einheimischen u¨ber die drei Nachkommengenerationen werden fu¨r
die Frauen und Ma¨nner jeweils fu¨nf weitere Annahmenverla¨ufe (auf der Basis der gescha¨tzten
Jump-off Werte) fu¨r die direkten Zuzu¨ge wie auch fu¨r die erste Nachkommengeneration
extra generiert, wohingegen der zweiten und dritten Nachkommengeneration dieselben
Annahmenverla¨ufe wie fu¨r die Einheimischen unterstellt werden. Zusammen mit der varia-
blen Zuordnung der Eintrittswahrscheinlichkeiten kann dann ein gleichma¨ßiger U¨bergang
von der Sterblichkeit der direkten Zuzu¨ge zur Sterblichkeit der Einheimischen u¨ber die
Nachkommengenerationen modelliert werden.
Die Abbildungen 12.4 und 12.5 geben jeweils einen U¨berblick u¨ber die verschiedenen An-
nahmenverla¨ufe zur Sterblichkeit der Immigrantinnen und Immigranten und deren subjektiv
zuzuordnende Eintrittswahrscheinlichkeit. Die Annahmenwerte der Lebenserwartung bei Ge-
burt im Zieljahr ko¨nnen zusammen mit den entsprechenden Eintrittswahrscheinlichkeiten fu¨r
die Immigrantinnen der Tabelle 12.2 und fu¨r die Immigranten der Tabelle 12.3 entnommen
werden.
Anhand der konkreten Annahmenwerte fu¨r die Lebenserwartung bei Geburt (im Zieljahr)
und der entsprechenden Eintrittswahrscheinlichkeiten kann der gleichma¨ßige U¨bergang in
der Sterblichkeit zwischen den direkten Zuzu¨gen und den Einheimischen (u¨ber die einzelnen
Nachkommengenerationen) nochmal verdeutlicht werden. So sinkt beispielsweise der jeweils
ho¨chste Annahmenwert fu¨r die (weibliche) Lebenserwartung bei Geburt (im Zieljahr) von
92, 63 bei den direkten Zuzu¨gen u¨ber 91, 61 bei der ersten Nachkommengeneration auf 90, 41
bei der zweiten und dritten Nachkommengeneration, wobei die Eintrittswahrscheinlichkeit
fu¨r diesen Annahmenwert bei der zweiten Nachkommengeneration mit 0, 25 noch etwas
3Vereinfachend sollen sich die Annahmen zur Sterblichkeit nicht zwischen den Einheimischen und Emigranten
unterscheiden.
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Abbildung 12.4.: Annahmenverla¨ufe j zur Sterblichkeit (bzw. zur Lebenserwartung bei Ge-
burt, e(0)) fu¨r die Immigrantinnen mit den subjektiv zugeordneten Ein-
trittswahrscheinlichkeiten prj
ho¨her ist als bei der dritten Nachkommengeneration mit 0, 2. Ein a¨hnliches Bild zeigt sich bei
den Ma¨nnern: Auch hier sinkt der jeweils ho¨chste Annahmenwert fu¨r die Lebenserwartung
bei Geburt (im Zieljahr) von 91, 68 bei den direkten Zuzu¨gen u¨ber 90, 2 bei der ersten
Nachkommengeneration auf 88, 26 bei der zweiten und dritten Nachkommengeneration,
wobei wieder die Eintrittswahrscheinlichkeit fu¨r diesen Annahmenwert bei der zweiten Nach-
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Annahmenverlauf j eSZ0 pr
SZ
j e
SZG(1)
0 pr
SZG(1)
j e
SZG(2)
0 pr
SZG(2)
j e
SZG(3)
0 pr
SZG(3)
j
Dunkelblau 92,63 0,4 91,61 0,25 90,41∗ 0,25 90,41∗ 0,2
Tu¨rkis - - - - 89,68∗ 0,05 89,68∗ 0,1
Blau 90,71 0,3 89,59 0,45 88,41∗ 0,4 88,41∗ 0,3
Dunkelrot 88,05 0,15 87,07 0,15 85,79∗ 0,15 85,79∗ 0,2
Rot 87,09 0,1 86,16 0,1 84,76∗ 0,1 84,76∗ 0,15
Gru¨n 84,78 0,05 83,47 0,05 82,03∗ 0,05 82,03∗ 0,05
Tabelle 12.2.: Annahmenverla¨ufe j zur Mortalita¨t der Immigrantinnen charakterisiert durch
die Lebenserwartung bei Geburt e0 im Zieljahr und die subjektiv zugeordnete
Eintrittswahrscheinlichkeit prj ; die mit einem
∗ markierten Annahmenverla¨ufe
entsprechen jeweils einem Annahmenverlauf der einheimischen Frauen.
Annahmenverlauf j eSZ0 pr
SZ
j e
SZG(1)
0 pr
SZG(1)
j e
SZG(2)
0 pr
SZG(2)
j e
SZG(3)
0 pr
SZG(3)
j
Dunkelblau 91,68 0,4 90,2 0,25 88,26∗ 0,25 88,26∗ 0,2
Tu¨rkis - - - - 87,17∗ 0,05 87,17∗ 0,1
Blau 88,91 0,3 87,22 0,45 85,32∗ 0,4 85,32∗ 0,3
Dunkelrot 85,2 0,15 83,37 0,15 81,68∗ 0,15 81,68∗ 0,2
Rot 83,91 0,1 82,27 0,1 80,32∗ 0,1 80,32∗ 0,15
Gru¨n 80,88 0,05 78,89 0,05 76,86∗ 0,05 76,86∗ 0,05
Tabelle 12.3.: Annahmenverla¨ufe j zur Mortalita¨t der Immigranten charakterisiert durch die
Lebenserwartung bei Geburt e0 im Zieljahr und die subjektiv zugeordnete Ein-
trittswahrscheinlichkeit prj ; die mit einem
∗ markierten Annahmenverla¨ufe ent-
sprechen jeweils einem Annahmenverlauf der einheimischen Ma¨nner.
kommengeneration mit 0, 25 noch etwas ho¨her ist als bei der dritten Nachkommengeneration
mit 0, 2. Demzufolge nimmt der Sterblichkeitsvorteil der direkten Zuzu¨ge gegenu¨ber den
Einheimischen sowohl bei den Frauen als auch bei den Ma¨nnern sukzessive u¨ber die einzelnen
Nachkommengenerationen ab, wobei die Sterblichkeit der Frauen immer etwas niedriger ist
als die der Ma¨nner.
Im Gegensatz zum PPPM bzw. P3J ko¨nnen in der 12. koordinierten Bevo¨lkerungsprognose
vom Statistischen Bundesamt (wie auch bei herko¨mmlichen probabilistischen Bevo¨lkerungs-
prognosemodellen) keine separaten Annahmen zur Sterblichkeit fu¨r die Einheimischen, die
direkten Zu- und Fortzu¨ge und deren Nachkommengenerationen getroffen werden, sodass
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Abbildung 12.5.: Annahmenverla¨ufe j zur Sterblichkeit (bzw. zur Lebenserwartung bei Ge-
burt, e(0)) fu¨r die Immigranten mit den subjektiv zugeordneten Eintritts-
wahrscheinlichkeiten prj
diese Modelle dieselbe Sterblichkeit fu¨r alle Personen (desselben Alters und Geschlechts) un-
terstellen. Folglich kann (aufgrund der Prognose der einzelnen Subpopulationen) nur mit dem
PPPM bzw. P3J ein Anpassungsprozess zwischen der niedrigeren Sterblichkeit der direkten
Zuzu¨ge und der ho¨heren Sterblichkeit der Einheimischen u¨ber die einzelnen Nachkommenge-
nerationen modelliert werden.
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12.4.2. Fertilita¨t
Methode
Die Annahmenverla¨ufe zur Fertilita¨t, die jeweils die Fertilita¨tsraten einer Subpopulation u¨ber
alle (reproduktiven) Alter u¨ber den gesamten Projektionshorizont enthalten, werden mit ei-
nem Methodenmix erstellt. Dabei wird die Fertilita¨t mit der Modellgleichung des Ansatzes
von Lee und Carter (vgl. Abschnitt 5.2.1 ab Seite 84) bzw. Lee (vgl. Abschnitt 6.1.1 ab Seite
117) prognostiziert, wobei die βx mit Expertenmeinung bestimmt und die kt (ausgehend von
den mit der Singula¨rwertzerlegung gescha¨tzten Werten fu¨r die Basisperiode) mit einem auto-
regressiven Modell (der Ordnung 1) und einem subjektiv festzulegenden Drift fortgeschrieben
werden.
Bestimmung der Jump-off Werte
Um die Annahmenverla¨ufe fu¨r den Modellparameter altersspezifische Fertilita¨tsraten zu
generieren, mu¨ssen zuna¨chst die Werte aus dem Jump-off Jahr fu¨r jede Subpopulation
ermittelt werden.
Grundsa¨tzlich liegen altersspezifische Fertilita¨tsraten fu¨r die einheimische und ausla¨n-
dische Bevo¨lkerung aus der amtlichen Statistik fu¨r das Berichtsjahr 2006 vor. Im Abschnitt
7.1.2 (ab Seite 138) ist aber bereits erla¨utert worden, dass die Fertilita¨t der ausla¨ndischen
Bevo¨lkerung nicht mit der Fertilita¨t der direkten Zuzu¨ge und deren erster (und weiterer)
Nachkommengeneration(en) u¨bereinstimmt, sodass diese entsprechend angepasst werden
muss. Dabei werden fu¨r die direkten Zuzu¨ge alle altersspezifischen Fertilita¨tsraten der
Ausla¨nderinnen mit dem Faktor 1, 1 multipliziert; dadurch kann sowohl das durchschnittlich
ju¨ngere Alter der Mu¨tter bei Geburt als auch die ho¨here Fertilita¨t der direkten Zuzu¨ge
(gegenu¨ber den Einheimischen) angemessen eingefangen werden. Anschließend wird die
Fertilita¨t der ersten Nachkommengeneration der direkten Zuzu¨ge als arithmetisches Mittel
aus der Fertilita¨t der direkten Zuzu¨ge und der ausla¨ndischen Bevo¨lkerung ermittelt (vgl.
Abbildung 12.6).
Ab der zweiten Nachkommengeneration werden kaum noch Unterschiede zur Fertilita¨t
der Einheimischen erwartet, sodass dieselben altersspezifischen Fertilita¨tswerte als Jump-off
Werte herangezogen werden.
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Abbildung 12.6.: Bestimmung der Jump-off Werte fu¨r die altersspezifischen Fertilita¨tsraten
der direkten Zuzu¨ge (SZ) und ihrer ersten Nachkommengeneration (SZG(1))
aus den altersspezifischen Fertilita¨tsraten der einheimischen und ausla¨n-
dischen Bevo¨lkerung des Jahres 2006; Datenquelle: Statistisches Bundesamt
Vergangene Entwicklung und Variationen des Langzeitttrends
Einheimische Die Abbildung 12.7 zeigt sowohl die vergangene Entwicklung als auch 4 ver-
schiedene Annahmenverla¨ufe zur zuku¨nftigen Entwicklung der Fertilita¨t mit den subjektiv
zugeordneten Eintrittswahrscheinlichkeiten fu¨r die einheimischen Frauen anhand des Para-
meters Total Fertility Rate. Zudem entha¨lt die Tabelle 12.4 die konkreten Annahmenwerte
zur Total Fertility Rate und dem durchschnittlichen Alter der Mu¨tter bei Geburt im Zieljahr
wie auch die entsprechenden Eintrittswahrscheinlichkeiten.
Annahmenverlauf j TFR xf prj
Dunkelblau 1,59 29,43 0,2
Blau 1,507 32,54 0,1
Rot 1,42 31,17 0,6
Gru¨n 1,31 29,63 0,1
Tabelle 12.4.: Annahmenverla¨ufe j zur Fertilita¨t der Einheimischen charakterisiert durch die
Total Fertility Rate (TFR), das durchschnittliche Alter der Mu¨tter bei Geburt
(xf ) und die subjektiv zugeordnete Eintrittswahrscheinlichkeit prj .
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Abbildung 12.7.: Annahmenverla¨ufe j zur Fertilita¨t (bzw. zur Total Fertility Rate (TFR))
fu¨r die einheimischen Frauen mit den subjektiv zugeordneten Eintrittswahr-
scheinlichkeiten prj
In der Vergangenheit schwankt die TFR in Deutschland zuletzt um einen Mittelwert
von 1, 36. Folglich wird der Langzeittrend mit dem gru¨nen und roten Annahmenverlauf
fortgeschrieben, wobei der gru¨ne Annahmenverlauf ein weiteres Absinken auf 1, 31 und
der rote Annahmenverlauf ein leichtes Ansteigen der TFR auf 1, 4 (im Zieljahr) annimmt.
Daru¨ber hinaus gehen die beiden blauen Annahmenverla¨ufe von einer leichten Erho¨hung
der TFR auf 1, 507 und 1, 59 in der Zukunft aus, um einen Wertewandel oder auch etwaige
Reaktionen auf pronatalistische familienpolitische Maßnahmen (wie z. B. die Einfu¨hrung
des Elterngelds 2007 [44] oder den Beschluss des Tagesbetreuungsausbaugesetzes von
2005 [43]) einzufangen. Neben dem Niveau unterscheiden sich die 4 Annahmenverla¨ufe
zur Fertilita¨t auch im Verlauf (u¨ber das Alter und die Zeit). So nehmen zwar sowohl der
dunkelblaue als auch der blaue Annahmenverlauf eine Erho¨hung der Fertilita¨t an, allerdings
unterstellt der blaue Annahmenverlauf ein deutlich ho¨heres Durchschnittsalter der Mu¨tter
bei Geburt als der dunkelblaue Annahmenverlauf. Folglich basiert der Fertilita¨tsanstieg
beim dunkelblauen Annahmenverlauf auf einer Erho¨hung der Fertilita¨t bei den jungen und
a¨lteren Mu¨ttern, wohingegen er bei dem blauen Annahmenverlauf ausschließlich auf der
Erho¨hung der Fertilita¨t bei den a¨lteren Mu¨ttern basiert. Daneben basieren auch der leichte
Fertilita¨tsanstieg bzw. -ru¨ckgang beim roten bzw. gru¨nen Annahmenverlauf auf einer leichten
255
12. Beispielhafte Anwendung des PPPM und P3J
Zu- bzw. Abnahme der Fertilita¨t bei den a¨lteren bzw. ju¨ngeren Mu¨ttern (vgl. Abbildung 12.8).
In der 12. koordinierten Bevo¨lkerungsprognose vom Statistischen Bundesamt [266] werden
drei Annahmen zur zuku¨nftigen Entwicklung der Fertilita¨t beru¨cksichtigt. Der Hauptannah-
menverlauf unterstellt die anna¨hernde Konstanz des Langzeittrends mit einer TFR von 1, 4,
wobei das durchschnittliche Alter der Mu¨tter bei Geburt auf 31, 4 ansteigt. Daneben gibt es
zwei Annahmenverla¨ufe, die einen Anstieg bzw. Ru¨ckgang der TFR auf 1, 6 bzw. 1, 2 unter-
stellen, wobei das durchschnittliche Alter der Mu¨tter bei Geburt auf 30, 9 bzw. 31, 9 ansteigt.
Folglich stimmen die erwarteten Entwicklungsspektren zur Fertilita¨t von der 12. koordinier-
ten Bevo¨lkerungsprognose und der Beispielprojektion bis auf den Annahmenverlauf mit dem
relativ starken Ru¨ckgang der TFR auf 1, 2, der in der Beispielprojektion ausgeschlossen wird,
nahezu u¨berein. Allerdings ko¨nnen (wie bei den Annahmen zur Sterblichkeit) nur mit dem
PPPM bzw. P3J Annahmenverla¨ufe, die verschiedene Zukunftserwartungen repra¨sentieren,
variabel gewichtet in einer Bevo¨lkerungsprognose beru¨cksichtigt werden.
Migranten In der Beispielprojektion soll (wie bei den Annahmen zur Sterblichkeit) ein
sukzessiver Anpassungsprozess von der ho¨heren Fertilita¨t der direkten Zuzu¨ge zur niedrigeren
Fertilita¨t der Einheimischen u¨ber die einzelnen Nachkommengenerationen modelliert werden.4
Zur Modellierung des sukzessiven Anpassungsprozesses zwischen der Fertilita¨t der direkten
Zuzu¨ge und der Einheimischen u¨ber die drei Nachkommengenerationen werden jeweils vier
weitere Annahmenverla¨ufe (auf der Basis der gescha¨tzten Jump-off Werte) fu¨r die direkten
Zuzu¨ge und die erste Nachkommengeneration und ein weiterer Annahmenverlauf fu¨r die
zweite Nachkommengeneration extra generiert, wohingegen die restlichen Annahmenverla¨ufe
der zweiten und dritten Nachkommengeneration mit denen der Einheimischen u¨berein-
stimmen. Die Verbindung dieser Annahmenverla¨ufe mit den subjektiv zuzuordnenden
Eintrittswahrscheinlichkeiten bewirkt einen gleichma¨ßigen U¨bergang in der Fertilita¨t zwi-
schen den direkten Zuzu¨gen und Einheimischen.
Die Abbildung 12.9 zeigt die verschiedenen Annahmenverla¨ufe zur Fertilita¨t der Im-
migrantinnen zusammen mit deren subjektiv zuzuordnender Eintrittswahrscheinlichkeit.
Daru¨ber hinaus sind die konkreten Annahmenwerte der TFR im Zieljahr mit den jeweiligen
4Vereinfachend sollen sich die Annahmen zur Fertilita¨t nicht zwischen den Einheimischen und Emigranten
unterscheiden.
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Abbildung 12.8.: Von oben nach unten: Dunkelblauer, blauer, roter und gru¨ner Annahmen-
verlauf des Modellparameters altersspezifische Fertilita¨tsraten der einheimi-
schen Frauen u¨ber die Basisperiode von 1992 bis 2006 und den Projektions-
horizont von 2007 bis 2050.
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Eintrittswahrscheinlichkeiten in der Tabelle 12.5 fu¨r die Immigrantinnen aufgefu¨hrt.
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Abbildung 12.9.: Annahmenverla¨ufe j zur Fertilita¨t (bzw. zur Total Fertility Rate (TFR)) fu¨r
die Immigrantinnen mit den subjektiv zugeordneten Eintrittswahrschein-
lichkeiten prj
Anhand der konkreten Annahmenwerte fu¨r die TFR (im Zieljahr) und der entsprechenden
Eintrittswahrscheinlichkeiten kann der gleichma¨ßige U¨bergang in der Fertilita¨t zwischen den
direkten Zuzu¨gen und den Einheimischen (u¨ber die einzelnen Nachkommengenerationen)
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Annahmenverlauf j TFRSZ prSZj TFR
SZG(1) pr
SZG(1)
j TFR
SZG(2) pr
SZG(2)
j TFR
SZG(3) pr
SZG(3)
j
Dunkelblau 2 0,1 1,9 0,1 1,59∗ 0,1 1,59∗ 0,05
Blau 1,92 0,15 1,81 0,15 - - 1,507∗ 0,1
Rot 1,84 0,5 1,69 0,5 1,46 0,75 1,419∗ 0,6
Gru¨n 1,74 0,25 1,54 0,25 1,31∗ 0,15 1,309∗ 0,25
Tabelle 12.5.: Annahmenverla¨ufe j zur Fertilita¨t der Immigrantinnen charakterisiert durch
die Total Fertility Rate (TFR) und die subjektiv zugeordnete Eintrittswahr-
scheinlichkeit prj ; die mit einem
∗ markierten Annahmenverla¨ufe entsprechen
jeweils einem Annahmenverlauf der einheimischen Frauen.
nochmal verdeutlicht werden. So ist bei gleicher Eintrittswahrscheinlichkeit von 0, 1 der
ho¨chste TFR-Wert der direkten Zuzu¨ge mit 2 gro¨ßer als bei der ersten Nachkommenge-
neration mit 1, 9. Außerdem haben zwar die zweite und dritte Nachkommengeneration
denselben ho¨chsten TFR-Wert von 1, 59, allerdings unterscheiden die sich in der Ho¨he der
Eintrittswahrscheinlichkeit; so ist die Eintrittswahrscheinlichkeit bei der zweiten Nachkom-
mengeneration mit 0, 1 ho¨her als bei der dritten Nachkommengeneration mit 0, 05.
Im Gegensatz zum PPPM bzw. P3J ko¨nnen in der 12. koordinierten Bevo¨lkerungsprognose
vom Statistischen Bundesamt (wie auch bei herko¨mmlichen probabilistischen Bevo¨lkerungs-
prognosemodellen) keine separaten Annahmen zur Fertilita¨t fu¨r die Einheimischen, die direk-
ten Zu- und Fortzu¨ge und deren Nachkommengenerationen getroffen werden, sodass dieselbe
Fertilita¨t fu¨r alle Frauen desselben Alters unterstellt wird. Folglich kann (aufgrund der Pro-
gnose der einzelnen Subpopulationen) nur mit dem PPPM bzw. P3J ein Anpassungsprozess
von der ho¨heren Fertilita¨t der direkten Zuzu¨ge an die niedrigere Fertilita¨t der Einheimischen
u¨ber die einzelnen Nachkommengenerationen modelliert werden.
12.4.3. Migration
Methode
Die verschiedenen Annahmenverla¨ufe zur Migration, die jeweils die Anzahl der direkten Zu-
und Fortzu¨ge u¨ber alle Alter u¨ber den gesamten Projektionshorizont enthalten, werden mit
einem Methodenmix erstellt. Dabei werden Vera¨nderungen in der Altersstruktur anhand
der vergangenen Entwicklung und bestimmter Zukunftserwartungen subjektiv bestimmt und
anschließend mit einem autoregressives Modell (der Ordnung 1) und einem abermals subjektiv
zu bestimmenden Drift fortgeschrieben.
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Abbildung 12.10.: Annahmenverla¨ufe j fu¨r die weiblichen (oben) und ma¨nnlichen (unten)
ja¨hrlichen Zuzu¨ge (Z) mit den subjektiv zugeordneten Eintrittswahrschein-
lichkeiten prj
Vergangene Entwicklung und Variationen des Langzeitttrends
Die Abbildungen 12.10 und 12.11 zeigen neben der vergangenen Entwicklung auch die
Annahmenverla¨ufe fu¨r die direkten Zu- und Fortzu¨ge nach Geschlecht und deren subjektiv
zugeordnete Eintrittswahrscheinlichkeiten. Die konkreten Annahmenwerte der direkten Zu-
und Fortzu¨ge fu¨r die Frauen und Ma¨nner im Zieljahr 2050 sind zudem in der Tabelle 12.6
aufgefu¨hrt.
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Abbildung 12.11.: Annahmenverla¨ufe j fu¨r die weiblichen (oben) und ma¨nnlichen (unten)
ja¨hrlichen Fortzu¨ge (Fz) mit den subjektiv zugeordneten Eintrittswahr-
scheinlichkeiten prj
In der Vergangenheit unterliegt die Zahl der Fortzu¨ge und ganz besonders die der
Zuzu¨ge relativ großen Schwankungen, die sich aus dem komplexen, kaum vorhersehbaren
Zusammenspiel sozialer, o¨konomischer und politisch(-rechtlich)er Bedingungen in den Ziel-
und Herkunftsla¨ndern ergeben. Aufgrund dieser Unsicherheit soll die Zahl der direkten
Zu- und Fortzu¨ge (in einem vorgegebenen Rahmen) in der Beispielprojektion relativ stark
schwanken ko¨nnen, sodass immer mindestens zwei Annahmenverla¨ufe, die jeweils einen
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Frauen Ma¨nner
Annahmenverlauf j Z prZj Fz pr
Fz
j Z pr
Z
j Fz pr
Fz
j
Dunkelblau 442.380 0,2 375.238 0,1 560.870 0,1 507.567 0,3
Rot - - - - 477.226 0,3 - -
Gru¨n 224.751 0,8 201.577 0,9 351.783 0,6 325.975 0,7
Tabelle 12.6.: Annahmenverla¨ufe j zur Bruttomigration charakterisiert durch die weiblichen
und ma¨nnlichen Zu- und Fortzu¨ge im Zieljahr und die subjektiv zugeordnete
Eintrittswahrscheinlichkeit prj .
Ru¨ckgang (gru¨n) und einen Anstieg (dunkelblau) unterstellen, generiert werden. Daru¨ber
hinaus weist die Altersstruktur der Zu- und Fortzu¨ge sowohl fu¨r die Ma¨nner als auch fu¨r die
Frauen eine regelma¨ßige Struktur auf (vgl. Abbildung 12.12), die bei der Generierung der
einzelnen Annahmenverla¨ufe in ihrer groben Form einigermaßen erhalten bleiben soll. Daher
werden die gro¨ßten Vera¨nderungen in den Altersbereichen angenommen, in denen ohnehin
das gro¨ßte Wanderungsgeschehen stattfindet.
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Abbildung 12.12.: Alters- und Geschlechtsstruktur der Zu- und Fortzu¨ge im Jahr 2006; Da-
tenquelle: Statistisches Bundesamt
Zuna¨chst sollen exemplarisch die gru¨nen Annahmenverla¨ufe der Frauen, fu¨r die die
ho¨chsten Eintrittswahrscheinlichkeiten angenommen werden, im Detail u¨ber das Alter und
die Zeit dargestellt und erla¨utert werden (vgl. Abbildung 12.13). Sowohl bei den Zu- als auch
bei den Fortzu¨gen wird ein Ru¨ckgang angenommen, allerdings findet dieser Ru¨ckgang bei
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den Zuzu¨gen vornehmlich bei den jungen Erwachsenen im Alter zwischen 20 und 25 statt,
wohingegen er bei den Fortzu¨gen im jungen und mittleren Erwachsenenalter von 20 bis 50
stattfindet.
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Abbildung 12.13.: Gru¨ne Annahmenverla¨ufe der ja¨hrlichen Zuzu¨ge (oben) und Fortzu¨ge (un-
ten) nach dem Alter und der Zeit von 1994 bis 2050 fu¨r die Frauen
Aus der Kombination der gru¨nen Annahmenverla¨ufe fu¨r die direkten Zu- und Fortzu¨ge der
Frauen resultiert ein positiver Wanderungssaldo, da fu¨r jedes Projektionsintervall etwas mehr
Zu- als Fortzu¨ge angenommen werden. Im Gegensatz dazu zeigt nun die Abbildung 12.14
exemplarisch den gru¨nen und dunkelblauen Annahmenverlauf der direkten Zu- und Fortzu¨ge
der Ma¨nner, aus deren Kombination ein negativer Wanderungssaldo resultiert, da fu¨r jedes
Projektionsintervall mehr Fort- als Zuzu¨ge angenommen werden. Außerdem ist zu erkennen,
dass fu¨r alle Alter der direkten Zuzu¨ge ein Ru¨ckgang angenommen wird, wobei der gro¨ßte
Ru¨ckgang bei den jungen und mittleren Erwachsenenaltern, also von 20 bis 35, angenommen
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wird. Ein umgekehrtes Bild zeigt sich hingegen bei den direkten Fortzu¨gen: Anstatt eines
Ru¨ckgangs wird hier fu¨r alle Alter ein Anstieg angenommen, wobei der gro¨ßte Anstieg
u¨ber die jungen, mittleren und hohen Erwachsenenalter, also von 20 bis 70, angenommen wird.
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Abbildung 12.14.: Gru¨ner bzw. dunkelblauer Annahmenverlauf der ja¨hrlichen Zuzu¨ge (oben)
bzw. Fortzu¨ge (unten) nach dem Alter und der Zeit von 1994 bis 2050 fu¨r
die Ma¨nner
In der 12. koordinierten Bevo¨lkerungsprognose vom Statistischen Bundesamt [266] wer-
den zwei Annahmenverla¨ufe zum Wanderungssaldo beru¨cksichtigt. Dabei wird eine konstante
Anzahl von Fortzu¨gen um eine anzunehmende Anzahl von Zuzu¨gen erga¨nzt, sodass sich ein
Wanderungssaldo von 100.000 bzw. 200.000 Personen ergibt. Die Alters- und Geschlechts-
struktur der Zu- und Fortzu¨ge bleibt dabei unvera¨ndert und entspricht einem langja¨hrigen
Durchschnitt. Zwei Annahmenverla¨ufe ko¨nnen das zuku¨nftige Entwicklungsspektrum der Mi-
gration kaum abdecken, da Zu- und Abwanderung aus dem komplexen, nahezu uneinsehba-
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ren Zusammenwirken sozialer, o¨konomischer und politisch(-rechtlich)er Bedingungen in den
entsprechenden Ziel- und Herkunftsla¨ndern resultiert. Folglich sollten in einer Bevo¨lkerungs-
prognose insbesondere fu¨r die Migration mehrere potentielle Entwicklungen flexibel gewichtet
werden ko¨nnen, sodass der Unsicherheitsbereich ada¨quat abgedeckt werden kann. In der Bei-
spielprojektion ergeben sich so schon allein aus den zwei Annahmenverla¨ufen fu¨r die direkten
Zu- und Fortzu¨ge der Frauen und den drei bzw. zwei Annahmenverla¨ufen fu¨r die direkten
Zu- bzw. Fortzu¨ge der Ma¨nner 24 verschiedene Wanderungssalden (vgl. Abbildung 12.15),
die zudem alle flexibel gewichtet werden.
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Abbildung 12.15.: Wanderungssalden, die sich aus den Annahmenverla¨ufen j der ja¨hrlichen
Zu- und Fortzu¨ge ergeben
12.4.4. Sonstige Annahmen
Nachfolgend sollen die Annahmen fu¨r die restlichen Modellparameter der Beispielprojektion
kurz beschrieben werden.
Der weibliche bzw. ma¨nnliche Geschlechteranteil bei Geburt, pi(PF0 ) und pi(P
M
0 ), soll fu¨r
alle weiblichen und ma¨nnlichen Subpopulationen konstant dem stabilen Durchschnittswert
der vergangenen Jahre von 0, 486 bzw. 0, 514 entsprechen.
Weiterhin soll fu¨r den Modellparameter Anteil der Sa¨uglingssterbefa¨lle im ersten Halbjahr,
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Abbildung 12.16.: Annahmenverlauf zum Anteil der Sa¨uglingssterbefa¨lle im ersten Halbjahr,
pi(0,5D0), fu¨r die Ma¨dchen (oben) und die Jungen (unten)
pi(0,5D0), sowohl fu¨r die Ma¨dchen als auch fu¨r die Jungen (aller Subpopulationen) ein
(Wieder)Anstieg auf den Wert von 0, 9 angenommen werden (vgl. Abbildung 12.16).5
Abschließend ergibt sich die U¨berlebenswahrscheinlichkeit der 95+-Ja¨hrigen fu¨r die einzel-
nen Subpopulationen aus der Differenz von 1 und den entsprechenden prognostizierten alters-
5Zur Generierung der konkreten Annahmenwerte ist jeweils ein logistisches Modell gescha¨tzt worden. Die
Modellgleichung lautet fu¨r die Ma¨dchen: 0,9
1+e−2,99246−0,10591t und fu¨r die Jungen:
0,9
1+e−2,5095−0,0811t .
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spezifischen Sterbewahrscheinlichkeiten. Folglich stimmt die Anzahl der Annahmenverla¨ufe
fu¨r die Modellparameter U¨berlebende im Alter x und U¨berlebenswahrscheinlichkeit der obers-
ten, nach oben offenen Altersgruppe, hier der p95+, u¨berein.
12.5. Berechnung und Analyse der Prognoseergebnisse
Nachdem die Annahmenverla¨ufe fu¨r jeden Modellparameter extern generiert worden sind,
mu¨ssen sie nun in das P3J zur Berechnung einer probabilistischen Bevo¨lkerungsprognose
eingegeben werden.
Um die Funktionalita¨t bzw. Vorzu¨ge des PPPM bzw. P3J (gegenu¨ber herko¨mmlichen
Bevo¨lkerungsprognose(modelle)n) zu demonstrieren, sollen sowohl der Open Type als
auch der Limited Type (vgl. Abschnitt 10.2.2 ab Seite 202) mit den Annahmen der
Beispielprojektion berechnet werden. Folglich stimmen die ersten beiden Varianten der
Beispielprojektion zwar in den einfachen Annahmenverla¨ufen (aus dem Abschnitt 12.4)
fu¨r jeden Modellparameter u¨berein, allerdings unterscheiden sie sich in der Kombination
der Annahmenverla¨ufe: Wa¨hrend im Open Type ausnahmslos alle Annahmenverla¨ufe
uneingeschra¨nkt miteinander kombiniert werden ko¨nnen, gibt es im Limited Type durch
die Einfu¨hrung von Settypen und Sets insofern eine Beschra¨nkung, alsdass ausschließlich
(Erwartungs- bzw. Theorie-)konsistente Annahmenverla¨ufe plausibel miteinander kombiniert
werden ko¨nnen. Daru¨ber hinaus sollen noch zwei weitere Varianten der Beispielprojektion
berechnet werden, um auch die Vorgehensweise der repra¨sentativen Annahmenverla¨ufe
(vgl. Abschnitt 10.2.1 ab Seite 200) zu zeigen: In der dritten Variante gibt es (wie ha¨ufig
auch bei herko¨mmlichen probabilistischen Bevo¨lkerungsprognosemodellen (vgl. Abschnitt
4.2 ab Seite 57)) lediglich einen repra¨sentativen Annahmenverlauf anstelle aller einfachen
Annahmenverla¨ufe pro Modellparameter, wohingegen in der vierten Variante jeder einfache
in einen repra¨sentativen Annahmenverlauf umgewandelt wird. Die Abbildung 12.17 zeigt
diese vier Varianten nochmal im U¨berblick.
Aufgrund der sehr hohen Anzahl an potentiellen Annahmenverlaufskombinationen in allen
vier Varianten der Beispielprojektion — bei der Variante I gibt es insgesamt 1, 132 · 1034
verschiedene Annahmenverlaufskombinationen — kann von den beiden alternativen Berech-
nungsmodi (vgl. Abschnitt 10.3.2 ab der Seite 207) nur die Monte-Carlo Simulation tatsa¨chlich
ausgefu¨hrt werden.
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Abbildung 12.17.: Merkmale der vier Varianten der Beispielprojektion
12.5.1. Eingabe der Annahmenverla¨ufe ins P3J
Bevor das P3J gestartet werden kann, muss es auf einem Rechner installiert werden.
Eine kurze Beschreibung zum Vorgang der Installation des P3J (von der in dieser Arbeit
enthaltenen CD-ROM) ist im Anhang A zu finden.
Nach dem Start des P3J (mit einem Doppelklick auf die Datei P3J.bat bzw. P3J.sh im
Verzeichnis der in dieser Arbeit enthaltenen CD-ROM) kann eine neue Projektion unter dem
Menu¨punkt File/New projection angelegt werden (vgl. Abbildung 12.18).
Abbildung 12.18.: Screenshot: Erstellung einer neuen Projektion u¨ber den Menu¨punkt New
Projection im P3J.
Im Dialogfenster Define New Projection werden dann der Name der Projektion, die
Anzahl der Einzelalter und Nachkommengenerationen (der direkten Zu- und Fortzu¨ge) wie
auch die La¨nge des Projektionshorizonts in Jahren als erste Grundeinstellungen festgelegt
(vgl. Abbildung 12.19).
Mit dem Klick auf Add Projection wird die Beispielprojektion im P3J angelegt. Ein
Wechsel in das Registerblatt Projection zeigt auf der linken Seite alle Modellparameter in
268
12. Beispielhafte Anwendung des PPPM und P3J
Abbildung 12.19.: Screenshot: Grundeinstellungen fu¨r eine neue Projektion im P3J: Im Dia-
logfenster Define New Projection werden der Name der Projektion, die
La¨nge des Projektionshorizonts in Jahren, die Anzahl der Nachkommen-
generationen (der direkten Zu- und Fortzu¨ge) wie auch der zu unterschei-
denden Einzelalter bestimmt.
einer Baumstruktur. Entsprechend den Grundeinstellungen gibt es jeweils drei Nachkom-
mengenerationen fu¨r die direkten Zu- und Fortzu¨ge: Descendant Generation 1, 2 und 3 (vgl.
Abbildung 12.20).
Um nun die in Abschnitt 12.4 generierten Annahmenverla¨ufe in der Variante 1 der
Beispielprojektion einzugeben, wird nachfolgend jeder Modellparameter in der Baum-
struktur ausgewa¨hlt (bzw. angeklickt) und entsprechend bearbeitet. Um beispielsweise die
Annahmenverla¨ufe zur Sterblichkeit der einheimischen Ma¨nner einzugeben, wird zuna¨chst
der Modellparameter Natives: Mortality (male) bei den einheimischen Ma¨nnern (im Baum)
ausgewa¨hlt. Mit einem Klick auf den Button New Assignment auf der rechten Seite des
Bildschirms kann dann ein (neuer) Annahmenverlauf eingegeben werden (vgl. Abbildung
12.21).
Fu¨r jeden Annahmenverlauf mu¨ssen der Name und die Eintrittswahrscheinlichkeit als Ge-
neral Information wie auch die Annahmenwerte in dem Registerblatt Data eingegeben werden.
Die Dimension der Matrizen fu¨r die Annahmenwerte bestimmt sich dabei u¨ber die Grund-
einstellungen; so bestimmen die Anzahl der Einzelalter und Jahre im Projektionshorizont
die Anzahl der Zeilen und Spalten. Die extern generierten Annahmenwerte ko¨nnen u. a. aus
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Abbildung 12.20.: Screenshot: Anordnung der Modellparameter und Annahmenverla¨ufe in
einer Baumstruktur auf der linken Seite im P3J.
Abbildung 12.21.: Screenshot: Eingabe eines neuen Annahmenverlaufs im P3J u¨ber den But-
ton New Assignment fu¨r einen in der Baumstruktur markierten Modellpa-
rameter (in diesem Beispiel fu¨r die U¨berlebenden im Alter x der einheimi-
schen Ma¨nner).
einem Dateneditor kopiert und im P3J eingefu¨gt werden (vgl. Abbildung 12.22).
Variante II Wa¨hrend in der Variante I (bzw. im Open Type) alle Modellparameter
und Annahmenverla¨ufe in dem Settyp und Set Default zusammengeschlossen sind (vgl.
Abbildung 12.20), sollen in der Variante II (bzw. im Limited Type) extra Settypen und Sets
gebildet werden, um unplausible Annahmenverlaufskombinationen zu eliminieren.
Wenn nun ein Prognostiker erwartet, dass ausschließlich a¨hnliche bzw. (Theorie-)
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Abbildung 12.22.: Screenshot: Einstellungen fu¨r einen neuen Annahmenverlauf im P3J: Dazu
werden der Name und die Eintrittswahrscheinlichkeit als General Informa-
tion wie auch die Annahmenwerte in dem Registerblatt Data eingegeben.
konsistente Annahmen zur Mortalita¨t, Fertilita¨t und Migration u¨ber die entsprechenden
Subpopulationen plausibel kombiniert werden ko¨nnen, sollten drei Settypen erstellt werden.
Der Settyp Mortalita¨t (PMortalita¨t) schließt dabei die Modellparameter U¨berlebende im Alter
x wie auch die U¨berlebenswahrscheinlichkeit der obersten, nach oben offenen Altersgruppe
aller Subpopulationen zusammen, wohingegen der Settyp Fertilita¨t (PFertilita¨t) den Mo-
dellparameter altersspezifische Fertilita¨tsraten u¨ber alle Subpopulationen in sich vereint.
Die Modellparameter direkte Zuzu¨ge und direkte Fortzu¨ge werden hingegen fu¨r Frauen und
Ma¨nner zusammen im Settyp Migration (PMigration) subsumiert.
Im P3J kann mit einem Klick auf den Button New Set Type (vgl. Abbildung 12.20) ein
neuer Settyp gebildet werden. Um beispielsweise den Settyp Mortality zu bilden, der sowohl
die U¨berlebenden im Alter x als auch die U¨berlebenswahrscheinlichkeit der 95+-Ja¨hrigen
u¨ber alle Subpopulationen vereinen soll, werden im Dialogfenster Create New Set Type die
entsprechenden Modellparameter in der rechten Liste markiert und dem neu zu bildenden
Settyp mit einem Klick auf den entsprechenden Pfeilbutton (nach links) zugeordnet (vgl.
Abbildung 12.23).
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Abbildung 12.23.: Screenshot: Grundeinstellungen fu¨r einen neuen Settyp im P3J: Im Dialog-
fenster Create New Set Type werden der Name des Settyps wie auch die in
der rechten Liste zu markierenden Modellparameter dem neu zu bildenden
Settyp mit einem Klick auf den entsprechenden Pfeilbutton (nach links)
zugeordnet.
Fu¨r jeden der drei Settypen werden daru¨ber hinaus ein blaues, ein rotes und ein gru¨nes
Set (σpblau, σ
p
rot, σ
p
gru¨n) konstruiert, da sich immer die Annahmenverla¨ufe einer Farbfamilie
relativ a¨hnlich sind bzw. einer Erwartung oder Theorie entsprechen. Demzufolge gibt es
z. B. fu¨r den Settyp Mortalita¨t ein blaues, rotes und gru¨nes Set, die jeweils die blauen,
roten und gru¨nen Annahmenverla¨ufe der einzelnen Subpopulationen enthalten. Das blaue
bzw. rote Set repra¨sentiert dabei die ungebrochene bzw. abgeschwa¨chte Fortfu¨hrung des
Langzeittrends (der Mortalita¨tsreduktion) in die Zukunft. Das gru¨ne Set entha¨lt hingegen
Annahmenverla¨ufe, die eine Konstanz der Sterblichkeit aufgrund der Zunahme bestimmter
Risikofaktoren (wie z. B. Adipositas) unterstellen.
Im P3J ko¨nnen Sets fu¨r einen Settypen mit einem Klick auf den Button New Set (vgl.
Abbildung 12.24) angelegt werden, wobei der Name des Sets wie auch dessen Eintrittswahr-
scheinlichkeit in dem anschließend erscheinenden Dialogfenster Create New Set eingegeben
werden mu¨ssen (vgl. Abbildung 12.25).
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Abbildung 12.24.: Screenshot: Erstellung eines neuen Sets im P3J u¨ber den Button New Set
fu¨r einen in der Baumstruktur markierten Settyp (in diesem Beispiel fu¨r
den Settyp Mortalita¨t).
Abbildung 12.25.: Screenshot: Einstellungen fu¨r ein neues Set im P3J: Im Dialogfenster Cre-
ate New Set werden der Name, die Eintrittswahrscheinlichkeit wie auch
eine Bescheibung des neuen Sets eingegeben.
Die Tabellen 12.7 bis 12.9 geben fu¨r jeden der drei Settypen (PMortalita¨t, PFertilita¨t,
PMigration) einen U¨berblick u¨ber die Sets (SMortalita¨t, SFertilita¨t, SMigration) und die jeweils
darin zusammenzuschließenden Annahmenverla¨ufe (AMortalita¨tσ , A
Fertilita¨t
σ , A
Migration
σ ) mit
den entsprechenden Eintrittswahrscheinlichkeiten (prpσ und pr
p
j,σ). Die Annahmenverla¨ufe
werden dabei fu¨r die Settypen Mortalita¨t, Fertilita¨t und Migration durch die Lebenserwar-
tung bei Geburt, die Total Fertility Rate und die direkten Zu- und Fortzu¨ge im Zieljahr
repra¨sentiert. Die Eintrittswahrscheinlichkeiten fu¨r die Annahmenverla¨ufe, prpj,σ, werden von
der Variante I (bzw. vom Open Type) in die Variante II (bzw. den Limited Type) umgerechnet,
sodass sie weitestgehend u¨bereinstimmen.6
6Eine Ausnahme stellt das rote Set des Settyps Migration dar; hier werden gru¨ne Annahmenverla¨ufe fu¨r die
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a
Fertilita¨t(TFR)
j,σblau
prFertilita¨tj,σblau a
Fertilita¨t(TFR)
j,σrot
prFertilita¨tj,σrot a
Fertilita¨t(TFR)
j,σgru¨n
prFertilita¨tj,σgru¨n
E 1,59∗ 0,33 1,419∗ 1 1,309∗ 1
1,507∗ 0,67
SZ 2 0,4 1,84 1 1,74 1
1,92 0,6
SZG(1) 1,9 0,4 1,69 1 1,54 1
1,81 0,6
SZG(2) 1,59∗ 1 1,46 1 1,31∗ 1
SZG(3) 1,59∗ 0,33 1,419∗ 1 1,309∗ 1
1,507∗ 0,67
SFz 1,59∗ 0,33 1,419∗ 1 1,309∗ 1
1,507∗ 0,67
SFzG(1) 1,59∗ 0,33 1,419∗ 1 1,309∗ 1
1,507∗ 0,67
SFzG(2) 1,59∗ 0,33 1,419∗ 1 1,309∗ 1
1,507∗ 0,67
SFzG(3) 1,59∗ 0,33 1,419∗ 1 1,309∗ 1
1,507∗ 0,67
prFertilita¨tσ 0,15 0,6 0,25
Tabelle 12.7.: Settyp Fertilita¨t in der Variante II der Beispielprojektion: Annahmenverla¨ufe
aj der Sets σ im Settyp Fertilita¨t und ihre Eintrittswahrscheinlichkeiten prj,σ;
die mit einem ∗ markierten Annahmenverla¨ufe entsprechen jeweils einem An-
nahmenverlauf der einheimischen Frauen.
Variante III und IV Im PPPM bzw. P3J ko¨nnen nicht nur einfache, sondern auch
repra¨sentative Annahmenverla¨ufe mit stochastischer Variation eingegeben werden. Bei
der Eingabe eines repra¨sentativen Annahmenverlaufs muss dann (im Vergleich zu den
einfachen Annahmenverla¨ufen) neben dem Namen, der Eintrittswahrscheinlichkeit und den
(repra¨sentativen) Annahmenwerten auch noch die Standardabweichung zur Bestimmung des
Ausmaßes der stochastischen Variation eingegeben werden. Bei den einfachen Annahmen-
verla¨ufen betra¨gt diese Standardabweichung null, wohingegen sie bei den repra¨sentativen
Annahmenverla¨ufen gro¨ßer als null ist; in den Varianten III und IV soll sie (immer) 0, 005
betragen.
Im P3J wird die Standardabweichung als General Information im Feld Standard deviation
eingetragen (vgl. Abbildung 12.22).
Modellparameter eingeschlossen, fu¨r die es keine roten Annahmenverla¨ufe gibt, sodass die Eintrittswahr-
scheinlichkeit dieser gru¨nen Annahmenverla¨ufe in der Variante II gegenu¨ber der Variante I etwas zunimmt.
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a
Mortalita¨t(e0)
j,σblau
prMortalita¨tj,σblau
a
Mortalita¨t(e0)
j,σrot
prMortalita¨tj,σrot
a
Mortalita¨t(e0)
j,σgru¨n
prMortalita¨tj,σgru¨n
E Frauen 90,41∗ 0,33 85,79∗ 0,57 82,03∗ 1
89,68∗ 0,17 84,76∗ 0,43
88,41∗ 0,5
E Ma¨nner 88,26∗ 0,33 81,68∗ 0,57 76,86∗ 1
87,17∗ 0,17 80,32∗ 0,43
85,32∗ 0,5
SZ Frauen 92,63 0,57 88,05 0,6 84,78 1
90,71 0,43 87,09 0,4
SZ Ma¨nner 91,68 0,57 85,2 0,6 80,88 1
88,91 0,43 83,91 0,4
SZG(1) Frauen 91,61 0,36 87,07 0,6 83,47 1
89,59 0,64 86,16 0,4
SZG(1) Ma¨nner 90,2 0,36 83,37 0,6 78,89 1
87,22 0,64 82,27 0,4
SZG(2) Frauen 90,41∗ 0,36 85,79∗ 0,6 82,03∗ 1
89,68∗ 0,07 84,76∗ 0,4
88,41∗ 0,57
SZG(2) Ma¨nner 88,26∗ 0,36 81,68∗ 0,6 76,86∗ 1
87,17∗ 0,07 80,32∗ 0,4
85,32∗ 0,57
SZG(3) Frauen 90,41∗ 0,33 85,79∗ 0,57 82,03∗ 1
89,68∗ 0,17 84,76∗ 0,43
88,41∗ 0,5
SZG(3) Ma¨nner 88,26∗ 0,33 81,68∗ 0,57 76,86∗ 1
87,17∗ 0,17 80,32∗ 0,43
85,32∗ 0,5
SFz Frauen 90,41∗ 0,33 85,79∗ 0,57 82,03∗ 1
89,68∗ 0,17 84,76∗ 0,43
88,41∗ 0,5
SFz Ma¨nner 88,26∗ 0,33 81,68∗ 0,57 76,86∗ 1
87,17∗ 0,17 80,32∗ 0,43
85,32∗ 0,5
SFzG(1) Frauen 90,41∗ 0,33 85,79∗ 0,57 82,03∗ 1
89,68∗ 0,17 84,76∗ 0,43
88,41∗ 0,5
SFzG(1) Ma¨nner 88,26∗ 0,33 81,68∗ 0,57 76,86∗ 1
87,17∗ 0,17 80,32∗ 0,43
85,32∗ 0,5
SFzG(2) Frauen 90,41∗ 0,33 85,79∗ 0,57 82,03∗ 1
89,68∗ 0,17 84,76∗ 0,43
88,41∗ 0,5
SFzG(2) Ma¨nner 88,26∗ 0,33 81,68∗ 0,57 76,86∗ 1
87,17∗ 0,17 80,32∗ 0,43
85,32∗ 0,5
SFzG(3) Frauen 90,41∗ 0,33 85,79∗ 0,57 82,03∗ 1
89,68∗ 0,17 84,76∗ 0,43
88,41∗ 0,5
SFzG(3) Ma¨nner 88,26∗ 0,33 81,68∗ 0,57 76,86∗ 1
87,17∗ 0,17 80,32∗ 0,43
85,32∗ 0,5
prMortalita¨tσ 0,675 0,275 0,05
Tabelle 12.8.: Settyp Mortalita¨t in der Variante II der Beispielprojektion: Annahmenverla¨ufe
aj der Sets σ im Settyp Mortalita¨t und ihre Eintrittswahrscheinlichkeiten prj,σ;
die mit einem ∗ markierten Annahmenverla¨ufe entsprechen jeweils einem An-
nahmenverlauf der Einheimischen.
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aMigrationj,σblau
prMigrationj,σblau
aMigrationj,σrot pr
Migration
j,σrot
aMigrationj,σgru¨n pr
Migration
j,σgru¨n
Z Frauen 442.380 1 224.751 1 224.751 1
Z Ma¨nner 560.870 1 477.226 1 351.783 1
Fz Frauen 375.238 1 201.577 1 201.577 1
Fz Ma¨nner 507.567 1 325.975 1 325.975 1
prMigrationσ 0,15 0,1 0,75
Tabelle 12.9.: Settyp Migration in der Variante II der Beispielprojektion: Annahmenverla¨ufe
aj der Sets σ im Settyp Migration und ihre Eintrittswahrscheinlichkeiten prj,σ.
Subpopulation Fertilita¨t Mortalita¨t Migration
E rot blau -
SZ rot blau gru¨n
SZG(1) rot blau -
SZG(2) rot blau -
SZG(3) rot blau -
SFz rot blau gru¨n
SFzG(1) rot blau -
SFzG(2) rot blau -
SFzG(3) rot blau -
Tabelle 12.10.: Repra¨sentative Annahmenverla¨ufe in der Variante III der Beispielprojektion
Die Tabelle 12.10 gibt einen U¨berblick u¨ber die ausgewa¨hlten repra¨sentativen Annahmen-
verla¨ufe in der Variante III fu¨r jeden Modellparameter; die repra¨sentativen Annahmenverla¨ufe
sind dabei so ausgewa¨hlt worden, dass sie die potentiellen Entwicklungen so gut wie mo¨glich
einfangen; folglich stellen bei dieser Auswahl eine mittlere Lage des Annahmenverlaufs in der
jeweiligen Annahmenverteilung wie auch die Ho¨he der jeweiligen Eintrittswahrscheinlichkeit
die ausschlaggebenden Kriterien dar.
Die Abbildungen 12.26 und 12.27 zeigen am Beispiel der Mortalita¨t der einheimischen
Ma¨nner, wie sich die Annahmenverteilung in den Varianten III und IV im Zieljahr aufgrund
der Umwandlung der einfachen in repra¨sentative Annahmenverla¨ufe vera¨ndert.
In der Variante III soll der blaue, nun repra¨sentative Annahmenverlauf (zusammen mit
seinen stochastischen Abweichungen7) alle einfachen Annahmenverla¨ufe der Variante I
7Im Anhang C ist ein Beispiel fu¨r eine stochastische Variation des blauen repra¨sentativen Annahmenverlaufs
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Abbildung 12.26.: Einfache und repra¨sentative Annahmenverteilung zur Mortalita¨t der ein-
heimischen Ma¨nner in den Varianten I (links) und III (rechts) der Beispiel-
projektion im Zieljahr
ersetzen. Ein Vergleich dieser beiden Annahmenverteilungen zeigt jedoch, dass die Annah-
menverteilung der Variante III nur einen Bruchteil der Annahmenverteilung der Variante
I abdecken kann. Folglich kann die heterogene Annahmenverteilung der Variante I, die
sich aus mehreren einfachen, flexibel gewichteten Annahmenverla¨ufen zusammensetzt, nicht
(wie ha¨ufig in herko¨mmlichen probabilistischen Bevo¨lkerungsprognosemodellen) durch einen
repra¨sentativen Annahmenverlauf mit stochastischer Variation ersetzt werden.
Aus diesem Grund werden in der Variante IV alle einfachen Annahmenverla¨ufe in re-
pra¨sentative Annahmenverla¨ufe mit stochastischer Variation umgewandelt. Mit der dadurch
entstehenden Annahmenverteilung (in der Variante IV) kann die urspru¨ngliche Annahmen-
verteilung der Variante I nicht nur abgedeckt, sondern auch noch leicht erweitert werden. So
hebt die stochastische Variation der repra¨sentativen Annahmenverla¨ufe die klaren Grenzen
zwischen den verschiedenen einfachen Annahmenverla¨ufen auf und deckt somit die Annah-
menverteilung noch dichter (und breiter) ab.
12.5.2. Berechnung der Prognoseergebnisse im P3J
Fu¨r jede Variante der Beispielprojektion werden 6.000 Prognosedurchla¨ufe mit der Monte-
Carlo Simulation durchgefu¨hrt.
zur Sterblichkeit der einheimischen Ma¨nner abgebildet.
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Abbildung 12.27.: Komplexe repra¨sentative Annahmenverteilung zur Mortalita¨t der einhei-
mischen Ma¨nner in der Variante IV der Beispielprojektion im Zieljahr;
die gesamte Annahmenverteilung (schwarz) setzt sich aus den einzelnen
Annahmenverteilungen der sechs repra¨sentativen Annahmenverla¨ufe zu-
sammen; die vertikalen Linien stellen die eingegebenen (mittleren) Annah-
menwerte dar.
Die Anzahl der Prognosedurchla¨ufe und der Berechnungsmodus werden im P3J in dem
Dialogfenster Edit Execution Preferences bestimmt, das u¨ber den Menu¨punkt File/Prefe-
rences... aufgerufen wird (vgl. Abbildungen 12.28 und 12.29). Eine Simulation wird dann
mit einem Klick auf den Button Run (weißer Pfeil nach rechts in gru¨nem Kreis) gestartet.
Nach einer Simulation ko¨nnen die Prognoseergebnisse wesentlicher Ergebnisgro¨ßen als Roh-
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Abbildung 12.28.: Screenshot: Bestimmung der Anzahl der Prognosedurchla¨ufe und des Be-
rechnungsmodus u¨ber den Menu¨punkt Execution Preferences im P3J.
Abbildung 12.29.: Screenshot: Einstellung der Anzahl der Prognosedurchla¨ufe und des Be-
rechnungsmodus im Dialogfenster Edit Execution Preferences im P3J.
daten exportiert oder/und zur Erstellung eines Ergebnisreports aggregiert und in einem selbst
zu bestimmenden Zielverzeichnis gespeichert werden. Dazu wird im Registerblatt Results im
Baum auf Overall Results und anschließend auf den Button Export Data bzw. Generate
Report geklickt (vgl. Abbildung 12.30).
Vergleich der Varianten I bis IV Bei der Auswertung der Rohdaten kann bei-
spielsweise die prognostizierte Entwicklung der Gesamtbevo¨lkerung u¨ber den gesamten
Projektionshorizont (vgl. Abbildung 12.31) oder auch als kumulierte (aufsteigend sortierte)
Wahrscheinlichkeitsverteilung (vgl. Abbildung 12.32) bzw. als entsprechende Dichtevertei-
lung (vgl. Abbildung 12.33) im Zieljahr 2050 fu¨r alle vier Varianten der Beispielprojektion
verglichen werden.
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Abbildung 12.30.: Screenshot: Exportieren bzw. aggregieren der Prognoseergebnisse u¨ber den
Button Export Data bzw. Generate Report im P3J, wobei in der Baum-
struktur der Ordner Overall Results markiert werden muss.
Die Abbildung 12.31 zeigt generell, dass die Gesamtbevo¨lkerung in allen vier Varianten
abnimmt und die Prognoseunsicherheit mit zunehmender La¨nge des Projektionshorizonts
wa¨chst. Allerdings unterscheiden sich die vier Varianten deutlich in dem Ausmaß der
Streuung, wohingegen sie im Median beinah u¨bereinstimmen.
Der Vergleich der Varianten I und II zeigt, dass die Ergebnisverteilung der Gesamtbevo¨lke-
rung fu¨r den Limited Type deutlich schmaler ist als fu¨r den Open Type. Demzufolge bewirkt
die Elimination unplausibler Kombinationen im Limited Type eine deutliche Reduktion des
Unsicherheitsbereichs im Vergleich zum Open Type. So umfasst die Gesamtbevo¨lkerung im
Zieljahr mit einer Wahrscheinlichkeit von 95 Prozent zwischen 61.661.136 und 69.205.329
Personen in der Variante II und zwischen 60.201.707 und 78.926.850 Personen in der
Variante I; folglich ist der Unsicherheitsbereich in der Variante I durch die unplausiblen
Kombinationen um etwa 52 Prozent gro¨ßer als in der Variante II.
Daru¨ber hinaus bewirkt die Elimination der unplausiblen Kombinationen in der Variante
II eine Verringerung der potentiellen Kombinationen, NA, gegenu¨ber der Variante I. Sind in
der Variante I 1, 132 · 1034 verschiedene Annahmenkombinationen mo¨glich, sind es in der
Variante II nur noch 1, 499 ·1018 Kombinationen. Dies schla¨gt sich in der Form der kumulier-
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Abbildung 12.31.: Entwicklung der Gesamtbevo¨lkerung u¨ber den Projektionshorizont fu¨r die
Quantile 0, 025, 0, 5 (gestrichelte Linie) und 0, 975 in den Varianten I bis
IV der Beispielprojektion
ten Wahrscheinlichkeitsverteilung im Zieljahr (in der Abbildung 12.32) nieder: Wa¨hrend die
Verteilung in der Variante I aufgrund der Vielzahl der potentiellen Kombinationen glatt ist,
ist sie in der Variante II aufgrund der deutlich geringeren Anzahl potentieller Kombinationen
stufenfo¨rmig ausgepra¨gt.
Der Vergleich aller vier Varianten zeigt zudem, dass nur mehrere repra¨sentative Annahmen-
verla¨ufe mit stochastischer Variation pro Modellparameter die heterogene Ergebnisverteilung
der Variante II (mit einer Vielzahl ausschließlich plausibler Zukunftsentwicklungen)
anna¨hernd wiedergeben ko¨nnen. So stimmen die Ergebnisverteilungen fu¨r die Gesamt-
bevo¨lkerung in der Variante II und IV im Niveau wie auch im Verlauf nahezu u¨berein,
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Abbildung 12.32.: Kumulierte Wahrscheinlichkeitsverteilung der Gesamtbevo¨lkerung im Ziel-
jahr in den Varianten I bis IV der Beispielprojektion
allerdings ist die kumulierte Wahrscheinlichkeitsverteilung im Zieljahr in der Variante IV
sowohl glatter als auch etwas breiter gestreut als in der Variante II. Die stochastische Varia-
tion der repra¨sentativen Annahmenverla¨ufe bewirkt zwar in der Variante IV eine dichtere
Ergebnisverteilung, sodass die stufenfo¨rmige (kumulierte) Wahrscheinlichkeitsverteilung der
Variante II ausgefu¨llt und erweitert wird, jedoch (mo¨glicherweise auch) zuungunsten der
Plausibilita¨t der Prognoseergebnisse. So ko¨nnen z. B. nicht alle zusa¨tzlich in der Variante IV
zu beru¨cksichtigenden Zukunftsszenarien den Erwartungen eines Prognostikers entsprechen,
sodass diese zusa¨tzlichen unplausiblen Ergebnisverla¨ufe die eigentliche Ergebnisverteilung
verzerren und die Prognosegenauigkeit schma¨lern ko¨nnen. Dieser Effekt kann mit einem
steigenden Wert der Standardabweichung (fu¨r die stochastische Variation) zunehmen.
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Abbildung 12.33.: Dichteverteilung der Gesamtbevo¨lkerung im Zieljahr in den Varianten I bis
IV der Beispielprojektion
Daneben ist zu erkennen, dass die Wahrscheinlichkeitsverteilung der Variante III deut-
lich von denen der anderen drei Varianten abweicht. Der Ersatz aller mit immer nur einem
repra¨sentativen Annahmenverlauf pro Modellparameter fu¨hrt hier zu einem Ausschluss zahl-
reicher potentieller Zukunftsszenarien, sodass die resultierende Wahrscheinlichkeitsverteilung
fa¨lschlicherweise deutlich schmaler (bzw. die Varianz deutlich kleiner) ist als in den ande-
ren Varianten. Folglich kann die eigentlich heterogene Annahmen- und Ergebnisverteilung
der Variante II nur unvollsta¨ndig mit einem repra¨sentativen Annahmenverlauf pro Modell-
parameter in der Variante III (bzw. mit entsprechenden herko¨mmlichen probabilistischen
Bevo¨lkerungsprognoseansa¨tzen, die verschiedene Annahmenverla¨ufe aus zufa¨llig normalver-
teilten Abweichungen um einen vorgegebenen mittleren Annahmenverlauf generieren) wie-
dergegeben werden.
Vergleich der Variante II mit der 12. koordinierten Bevo¨lkerungsprognose Der
Vergleich der Prognoseergebnisse zwischen der Variante II der Beispielprojektion und denen
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der 12. koordinierten Bevo¨lkerungsprognose vom Statistischen Bundesamt (vgl. Abbildung
12.34) offenbart ebenfalls einige Vorzu¨ge des PPPM bzw. P3J.
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Abbildung 12.34.: Entwicklung der Gesamtbevo¨lkerung von 2009 bis 2060 in den 12 Varianten
der 12. koordinierten Bevo¨lkerungsprognose vom Statistischen Bundesamt
(links) im Vergleich zur Variante II der Beispielprojektion (rechts); die
gru¨ne und blaue Linie kennzeichnen die Varianten V5 W1 und V4 W2 von
der 12. koordinierten Bevo¨lkerungsprognose und die roten Linien entspre-
chen den Quantilen 0, 025, 0, 5 (gestrichelte Linie) und 0, 975 der Variante
II der Beispielprojektion; Datenquelle: Statistisches Bundesamt
Zwar generieren beide Prognosen mehrere Szenarien fu¨r die zuku¨nftige Entwicklung der
Gesamtbevo¨lkerung, allerdings u¨bertrifft die Anzahl der verschiedenen Entwicklungsverla¨ufe
der Variante II aus 6.000 Prognosedurchla¨ufen die 12 Szenarien der 12. koordinierten
Bevo¨lkerungsprognose (aus jeweils einer in sich geschlossenen deterministischen Progno-
serechnung) betra¨chtlich. Zudem kann in der Variante II jedem Ergebnisverlauf eine
Eintrittswahrscheinlichkeit zugeordnet werden, wohingegen in der 12. koordinierten Bevo¨lke-
rungsprognose alle 12 Szenarien nahezu wertungslos nebeneinander stehen. Dabei ko¨nnen
zwar die mittleren Szenarien bei der Ergebnisanalyse besonders betont werden, allerdings
kann dennoch weder eine Aussage zur Eintrittswahrscheinlichkeit einzelner Szenarien noch
zu den Szenarien untereinander getroffen werden. Folglich ko¨nnen mit dem PPPM bzw. P3J
nicht nur einfach weitaus mehr potentielle Entwicklungen, sondern zudem noch mit einer
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Eintrittswahrscheinlichkeit gewichtet ausgegeben werden.
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Abbildung 12.35.: Entwicklung einzelner (Sub)Populationen von 2007 bis 2050 in der Variante
II der Beispielprojektion; die Prognosewerte entsprechen dem Quantil 0, 5.
Neben diesem fu¨r alle probabilistischen Bevo¨lkerungsprognosemodelle geltenden Vorzug
zeichnet sich das PPPM bzw. P3J besonders durch die vielfa¨ltigen Ergebnisgro¨ßen aus, die
aus der separaten Prognose der Subpopulationen (also der Einheimischen, direkten Zu- und
Fortzu¨ge und deren Nachkommengenerationen) resultieren. So kann in der Variante II jede
Subpopulation (bzw. jedes Konglomerat an Subpopulationen) aggregiert oder auch disaggre-
giert nach Alter und Geschlecht analysiert werden, wohingegen das bei der 12. koordinierten
Bevo¨lkerungsprognose nur fu¨r die Gesamtbevo¨lkerung mo¨glich ist. Die Abbildung 12.35
zeigt beispielsweise die prognostizierten Besta¨nde fu¨r die einzelnen Subpopulationen (wie
auch in der Summe fu¨r die Gesamtbevo¨lkerung) aus der Variante II der Beispielprojektion.
Dabei ist zu erkennen, dass das negative Wachstum der Einheimischen durch insgesamt
mehr Immigranten als Emigranten geda¨mpft wird, sodass die Gesamtbevo¨lkerung weniger
stark schrumpft. Ein Blick auf die einzelnen Subpopulationen zeigt zudem, dass es in jeder
Nachkommengeneration mehr Immigranten als Emigranten gibt. Daru¨ber hinaus umfasst
die Subpopulation der direkten Zuzu¨ge in der Ho¨he von 25.293.861 deutlich mehr Personen
als die erste, zweite und dritte Nachkommengeneration mit jeweils 6.835.869, 1.069.079 und
341 Personen im Zieljahr. Diese Entwicklung ist damit zu erkla¨ren, dass die Subpopulation
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der direkten Zuzu¨ge ab dem Startjahr durch die sta¨ndig direkt zuwandernden Personen
(in nahezu allen Altern) wa¨chst, wohingegen die Nachkommengenerationen ausschließlich
durch die Geburten der vorherigen Generation wachsen und sich somit erst sukzessive von
Alter null aufbauen. Diesen Aspekt verdeutlicht auch nochmal die Abbildung 12.36 mit der
Alters- und Geschlechtsstruktur der ersten und zweiten Nachkommenkommengeneration
der direkten Zuzu¨ge im Zieljahr 2050. Wa¨chst die erste Nachkommengeneration bereits
ab dem Startjahr aus den Geburten der direkten Zuzu¨ge, kann die zweite Nachkommen-
generation erst 15 Jahre spa¨ter anfangen zu wachsen, da dann erst die ersten Frauen der
ersten Nachkommengeneration ins reproduktive Alter kommen. Demzufolge sind in der
ersten Nachkommengeneration (entsprechend der La¨nge des Projektionshorizonts) 44 Al-
ter besetzt, wohingegen in der zweiten Nachkommengeneration lediglich 29 Alter besetzt sind.
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Abbildung 12.36.: Alters- und Geschlechtsstruktur der ersten (links) und zweiten (rechts)
Nachkommengeneration der direkten Zuzu¨ge im Zieljahr 2050 der Variante
II der Beispielprojektion; die Prognosewerte entsprechen den Quantilen 0,
0, 5 (durchgezogen) und 1.
Die genaue Prognose der Zusammensetzung der Gesamtbevo¨lkerung aus den Einhei-
mischen, direkten Zu- und Fortzu¨gen und deren jeweiligen Nachkommengenerationen ist
im PPPM (bzw. P3J) einzigartig und kann fu¨r diverse bevo¨lkerungsdynamische Analysen
genutzt werden. Daru¨ber hinaus kann auch nur mit dem PPPM bzw. P3J der Einfluss
einzelner Annahmen auf die Ho¨he der Prognoseergebnisse gesondert analysiert werden,
da die Ergebniswerte mit den sie erzeugenden Annahmenverlaufskombinationen assoziiert
werden. So ko¨nnen beispielsweise Miniprojektionen extrahiert werden, die ausschließlich
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Ergebnisverla¨ufe enthalten, die mit einem oder mehreren ausgewa¨hlten Annahmenverla¨ufen
eines oder mehrerer Modellparameter bzw. Sets entstanden sind. Fu¨r die Variante II der
Beispielprojektion kann damit z. B. der Einfluss der Mortalita¨t auf die zuku¨nftige Entwick-
lung der Gesamtbevo¨lkerung ermittelt werden, indem drei Miniprojektionen erstellt werden,
die jeweils aus Ergebnisverla¨ufen mit ausschließlich niedrigen (bzw. blauen), mittleren (bzw.
roten) oder hohen (bzw. gru¨nen) Annahmen zur Sterblichkeit fu¨r alle Subpopulationen
entstanden sind; dabei zeigt sich in den Abbildungen 11.5 und 11.6 im Abschnitt 11.3.1
(ab Seite 231) deutlich, wie sich die gesamte Ergebnisverteilung der Variante II aus den
Ergebnisverteilungen der gru¨nen, roten und blauen Miniprojektion systematisch zusam-
mensetzt; folglich kann damit auch gezeigt werden, wie die Prognoseunsicherheit in der
Variante II aufgrund des Einschlusses mehrerer Annahmenverla¨ufe in einer heterogenen
Annahmenverteilung umfassender eingefangen werden kann (als in den einzelnen Minipro-
jektionen). Zudem ko¨nnen Levelplots erstellt werden, um den (kombinierten) Einfluss der
Annahmenverla¨ufe aller Modellparameter auf die Ho¨he der zu prognostizierenden Besta¨nde
der (Sub)Populationen zu ermitteln; einen solchen Levelplot zeigt z. B. die Abbildung 11.7
im Abschnitt 11.3.2 (ab Seite 11.3.2) fu¨r die blaue Miniprojektion.
Des Weiteren kann fu¨r eine erweiterte Ergebisanalyse mit dem quasi-vollsta¨ndigen
Berechnungsmodus auch noch eine Ergebnisverteilung bestimmt werden, die aus n Er-
gebnisverla¨ufen mit der ho¨chsten Eintrittswahrscheinlichkeit besteht. Die Abbildung 12.37
stellt hierfu¨r exemplarisch die Ergebnisverteilung fu¨r die Gesamtbevo¨lkerung in der Va-
riante II der Beispielprojektion nach 6.000 quasi-vollsta¨ndig bzw. simulativ ermittelten
Ergebnisverla¨ufen vergleichend gegenu¨ber. Dabei ist zu erkennen, dass die 6.000 wahrschein-
lichsten Ergebnisverla¨ufe aus der quasi-vollsta¨ndigen Berechnung vollsta¨ndig im unteren
Bereich der Ergebnisverteilung der simulativen Berechnung enthalten sind. Allerdings ist
der Unsicherheitsbereich in der quasi-vollsta¨ndigen Berechnung deutlich schmaler als in
der simulativen Berechnung; so deckt der Unsicherheitsbereich der quasi-vollsta¨ndigen
Berechnung nur 62, 94 Prozent des Unsicherheitsbereichs der simulativen Berechnung ab.
Dies deutet darauf hin, dass gerade die weniger wahrscheinlichen Ergebnisverla¨ufe ho¨here
Werte fu¨r die Gesamtbevo¨lkerung bedingen.
Zusammenfassung Zusammenfassend zeigt die beispielhafte Anwendung des PPPM und
P3J deren konzeptionelle Vorzu¨ge gegenu¨ber herko¨mmlichen (probabilistischen) Bevo¨lke-
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Abbildung 12.37.: Gesamtbevo¨lkerung in der Variante II der Beispielprojektion nach 6.000
quasi-vollsta¨ndig (schwarz) bzw. simulativ (rot) ermittelten Ergebnis-
verla¨ufen; die Prognosewerte entsprechen den Quantilen 0, 0, 5 (durch-
gezogen) und 1.
rungsprognose(modelle)n in nahezu allen Arbeitsschritten eine Prognoseprozesses (vgl. Ab-
schnitt 2.2 ab Seite 18): So ko¨nnen mit dem PPPM und P3J — als flexible Prognoseumgebung
— die Einheimischen, die direkten Zu- und Fortzu¨ge sowie deren Nachkommengenerationen
mit separaten Annahmen zur Mortalita¨t und Fertilita¨t probabilistisch prognostiziert werden.
Dabei werden nahezu alle potentiellen zuku¨nftigen Entwicklungen eines Modellparameters
— mit verschiedenen Methoden erstellt und subjektiv gewichtet — flexibel zu einer (wenn
no¨tig heterogenen) Annahmenverteilung verknu¨pft, sodass die Prognoseunsicherheit sowohl
bei den Annahmen als auch bei den Ergebnissen umfassend eingefangen (und quantifiziert)
werden kann. Unterstu¨tzt wird die Berechnung der Prognoseergebnisse durch die flexible
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Einstellung der Korrelationsstruktur zwischen den Annahmenverla¨ufen eines oder mehrerer
Modellparameter wie auch durch die Bestimmung eines (der alternativen) Berechnungsmodi
in Abha¨ngigkeit von den allgemeinen Prognosebedingungen und den Erwartungen eines Pro-
gnostikers. Daru¨ber hinaus ko¨nnen die Prognoseergebnisse vielfa¨ltig ausgewertet werden; so
sind beispielsweise die Prognose der Zusammensetzung der Gesamtbevo¨lkerung aus den Ein-
heimischen, direkten Zu- und Fortzu¨gen und deren jeweiligen Nachkommengenerationen wie
auch die Analyse des Effekts der Annahmen auf die Ho¨he der Prognoseergebnisse einzigartig.
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13.1. Motivation
Bevo¨lkerungsprognosen haben eine weitreichende Bedeutung fu¨r die zuku¨nftige Gestal-
tung diverser gesellschaftlicher Lebensbereiche (vgl. Kapitel 1), sodass die fortlaufende
Verbesserung ihrer Methodik unabdingbar ist. Zumal die U¨berpru¨fung vergangener Bevo¨lke-
rungsprognosen (von nationalen Statistika¨mtern in Europa in den letzten 60 Jahren) zeigt,
dass deren Genauigkeit weder durch die bessere Datenqualita¨t noch durch die bislang
verbesserte Methodik wesentlich gesteigert werden konnte [129].
Aus diesem Grund ist in dieser Arbeit das PPPM (Probabilistic Population Projection Mo-
del) zur Durchfu¨hrung probabilistischer Bevo¨lkerungsprognosen theoretisch entwickelt, imple-
mentiert und beispielhaft angewendet worden. Das PPPM soll (im Vergleich zu herko¨mmli-
chen probabilistischen Bevo¨lkerungsprognosemodellen) die Prognoseunsicherheit umfassender
einfangen ko¨nnen und dadurch die Prognosegenauigkeit erho¨hen.
13.2. Anforderungen an ein umfassendes probabilistisches
Bevo¨lkerungsprognosemodell
Im ersten (theoretischen) Teil dieser Arbeit sind bestehende Ansa¨tze zur (probabilistischen)
Bevo¨lkerungsprognose (vgl. Kapitel 3 und 4) wie auch zur Prognose einzelner Modellpara-
meter der Mortalita¨t (vgl. Kapitel 5), Fertilita¨t (vgl. Kapitel 6) und Migration (vgl. Kapitel
7) betrachtet und hinsichtlich ihrer Sta¨rken und Schwa¨chen analysiert worden.
Diese Analyse herko¨mmlicher Prognoseansa¨tze hat zahlreiche Anforderungen zur Entwick-
lung eines umfassenden Prognosemodells identifiziert, die an einzelnen Arbeitsschritten eines
Prognoseprozesses (vgl. Kapitel 2) ansetzen:
1. Auswahl geeigneter Modellparameter und Bestimmung ihres Detailgrads
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2. Generierung einer heterogenen Annahmenverteilung fu¨r jeden Modellparameter
3. Bestimmung einer Ergebnisverteilung fu¨r wesentliche Ergebnisgro¨ßen
4. Erzeugung und Analyse aussagekra¨ftiger Prognoseergebnisse
In den nachfolgenden Abschnitten 13.2.1 bis 13.2.4 wird nun jede dieser vier Anforderungen
hinsichtlich ihrer allgemeinen Bedeutung und Umsetzung in herko¨mmlichen probabilistischen
Ansa¨tzen erla¨utert. Im Anschluss daran wird im Abschnitt 13.3 genau erla¨utert, inwiefern
diese Anforderungen im PPPM umgesetzt worden sind.
13.2.1. Auswahl geeigneter Modellparameter und Bestimmung ihres
Detailgrads
Ein Bevo¨lkerungsprognosemodell ermittelt grundsa¨tzlich aus den Annahmenwerten fu¨r die
Modellparameter die Ergebniswerte fu¨r die Ergebnisgro¨ßen (vgl. Abbildung 13.1).
Modellparameter
Annahmenwerte Ergebniswerte
Ergebnisgröße
Abbildung 13.1.: Ablauf einer Bevo¨lkerungsprognose: Fu¨r die Berechnung eines Ergebnisver-
laufs pro Ergebnisgro¨ße wird ein Annahmenverlauf pro Modellparameter
beno¨tigt.
Dabei versucht ein Prognosemodell die in der Realita¨t auftretende Bevo¨lkerungsbewegung
mo¨glichst wirklichkeitsgetreu abzubilden. Da jedoch nicht alle Einzelheiten bis ins letzte
Detail modelliert werden ko¨nnen, mu¨ssen vereinfachend wesentliche Einflussfaktoren erkannt
und als Modellparameter festgelegt werden (vgl. Abschnitte 4.1, 8.2 und 8.3). Demzufolge
bedingt die Menge der bei einer Bevo¨lkerungsprognose einzuschließenden Informationen die
Auswahl der zu unterscheidenden Modellparameter wie auch deren Detailgrad.
Der Detailgrad der Modellparameter geht dabei auch mit der Bildung von Subpopulationen
einher, fu¨r die separate Annahmen getroffen werden ko¨nnen. Subpopulationen sollten sich aus
Personen zusammensetzen, deren demographisches Verhalten bestimmte Regelma¨ßigkeiten
bzw. A¨hnlichkeiten aufweist, sodass die Treffsicherheit der Annahmen gesteigert werden kann.
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Herko¨mmliche (probabilistische) Makromodelle zur Bevo¨lkerungsprognose unterscheiden
meist nur die Gesamtbevo¨lkerung nach Alter und Geschlecht. Dabei wird die einheimische
Bevo¨lkerung mit alters- und geschlechtsspezifischen Annahmen zur Fertilita¨t und Mortalita¨t
(nach der Kohorten-Komponenten Methode (vgl. Abschnitt 3.2.1)) prognostiziert und die
Nettomigranten werden (ha¨ufig erst am Ende eines Projektionsintervalls) dazu addiert (vgl.
Formel 3.3); folglich werden (z. T. stark) vereinfachend dieselben Annahmen zur Fertilita¨t
und Mortalita¨t fu¨r die Einheimischen und Nettomigranten unterstellt (vgl. Abschnitt 4.2),
wodurch erhebliche Prognosefehler (vgl. Kapitel 8) entstehen ko¨nnen. So ko¨nnen herko¨mmli-
che (probabilistische) Ansa¨tze zur Bevo¨lkerungsprognose keine Anpassungsprozesse zwischen
der Fertilita¨t und Mortalita¨t der Immigranten und Einheimischen (u¨ber die einzelnen Nach-
kommengenerationen) modellieren, obwohl diese z. B. tatsa¨chlich in Deutschland beobachtet
werden (vgl. Abschnitt 7.1.2).
13.2.2. Generierung einer heterogenen Annahmenverteilung fu¨r jeden
Modellparameter
Die zuku¨nftige Entwicklung eines Modellparameters ist mehr oder weniger mit Unsicherheit
(vgl. Abschnitt 4.1) behaftet. Grundsa¨tzlich stehen einem Prognostiker zur Erstellung einer
Annahmenverteilung verschiedene Informationsquellen wie z. B. die vergangene Entwicklung,
erkla¨rende Theorien und Expertenmeinung zur Verfu¨gung, die auch auf unterschiedliche
zuku¨nftige Entwicklungen hindeuten ko¨nnen. Folglich gibt es meist nicht nur eine, sondern
mehrere potentielle Entwicklungen pro Modellparameter, die auch nicht nur mit einer,
sondern nur mit mehreren Methoden (in verschiedenen Annahmenverla¨ufen) eingefangen
werden ko¨nnen (vgl. Kapitel 5, 6 und 7). Diese potentiellen Annahmenverla¨ufe ko¨nnen
sich dabei im Niveau, im Verlauf wie auch in der erwarteten Eintrittswahrscheinlichkeit
(insbesondere bei sehr unsicheren Prognosen stark) voneinander unterscheiden.
Herko¨mmliche (probabilistische) Ansa¨tze zur Bevo¨lkerungsprognose geben nun ha¨ufig nur
eine modell-basierte Methode zur Generierung der Annahmen und eine feste Verteilungsform
fu¨r die Eintrittswahrscheinlichkeiten vor. Eine Annahmenverteilung entsteht dabei ha¨ufig
aus zufa¨lligen Fehlern (bzw. Abweichungen) um einen (einzig einzugebenden) mittleren
Annahmenverlauf. Neben dem Niveau und dem Verlauf werden so auch die Eintrittswahr-
scheinlichkeiten fest vorgegeben, da die zufa¨lligen Fehler meist normalverteilt (mit dem
Mittelwert null und einer Standardabweichung) um die fixen mittleren Annahmenwerte
schwanken. Die mittleren Annahmenwerte erhalten dabei immer die ho¨chste Eintrittswahr-
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scheinlichkeit (vgl. Abschnitt 4.2).
Die Vorgabe einer modell-basierten Methode zur Generierung der Annahmen und einer
festen Verteilungsform fu¨r die Eintrittswahrscheinlichkeiten kann die Beru¨cksichtigung aller
potentiellen Entwicklungen eines Modellparameters, die sich aus verschiedenen Informations-
quellen ergeben, so stark einschra¨nken, dass die erzeugten Annahmenverteilungen zu homogen
sind. Folglich werden dadurch die Prognoseergebnisse umso mehr verzerrt, desto unsicherer
(bzw. heterogener) die zuku¨nftige Entwicklung der einzelnen Modellparameter eigentlich ist.
13.2.3. Bestimmung einer Ergebnisverteilung fu¨r wesentliche
Ergebnisgro¨ßen
Neben dem Einschluss mo¨glichst aller potentiellen zuku¨nftigen Entwicklungen fu¨r einen
Modellparameter ist bei der Berechnung einer Ergebnisverteilung auch die Bestimmung der
Korrelationsstruktur zwischen den Annahmen (eines oder auch mehrerer Modellparameter)
entscheidend.
Eine Ergebnisverteilung setzt sich bei einem simulativen Bevo¨lkerungsprognoseansatz aus
verschiedenen Ergebnisverla¨ufen zusammen; jeder Ergebnisverlauf besteht dabei aus einer
Kombination von jeweils einem zufa¨llig zu ziehenden Annahmenverlauf pro Modellparameter.
Sofern die Annahmenverla¨ufe unterschiedliche Informationsquellen bzw. Theorien widerspie-
geln, ha¨ngt es von den Erwartungen eines Prognostikers ab, ob alle oder nur ein Teil aller
(mo¨glichen) Annahmenverlaufskombinationen plausibel sind. Um die Prognoseergebnisse
nicht mit unplausiblen Annahmenkombinationen zu verzerren, sollte die Korrelationsstruktur
zwischen den Annahmenverla¨ufen eines oder mehrerer Modellparameter flexibel eingestellt
werden ko¨nnen.
Herko¨mmliche (probabilistische) Ansa¨tze zur Bevo¨lkerungsprognose ko¨nnen mit der Fest-
legung bestimmter Parameter Korrelationsstrukturen zwischen den Annahmenverla¨ufen ver-
schiedener Modellparameter erzeugen (vgl. Abschnitt 4.2). Wenn beispielsweise eine Annah-
menverteilung aus zufa¨lligen Abweichungen um einen fest vorzugebenden mittleren Annah-
menverlauf generiert wird, ko¨nnen diese Abweichungen sowohl u¨ber die Zeit (Autokorrelati-
on) wie auch mit den zufa¨lligen Abweichungen anderer Modellparameter (Kreuzkorrelation)
korrelieren. So ko¨nnen z. B. bei dem Ansatz von Lutz et al. [174] korrelierende Annahmen
fu¨r verschiedene Modellparameter, vornehmlich fu¨r die Sterblichkeit und die Fertilita¨t (oder
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aber auch bei einer mehrregionalen Prognose fu¨r einen Modellparameter u¨ber verschiedene
Regionen) mit korrelierenden Zufallszahlen generiert werden (vgl. Abschnitt 4.2.4). Bei dem
Ansatz von Alho und Spencer [10] kann hingegen mit den κx die Varianz der Autokorrelation,
δx,t, und der Kreuzkorrelation, nx, fu¨r die Abweichungen von den mittleren Annahmenwerten
bestimmt werden (vgl. Abschnitt 4.2.5). Generell kann jedoch die Bestimmung eines exakten
Werts fu¨r die Ho¨he einzelner Korrelationen fu¨r einen Prognostiker schwer durchfu¨hrbar sein.
13.2.4. Erzeugung und Analyse aussagekra¨ftiger Prognoseergebnisse
Wenn mit den Annahmen fu¨r die Modellparameter die Ergebniswerte fu¨r die Ergebnisgro¨ßen
berechnet worden sind, ist das eigentliche Ziel einer Bevo¨lkerungsprognose erfu¨llt.
Mit hinreichend detaillierten Prognoseergebnissen ko¨nnen nun aber nicht nur die Aus-
gangsfragestellungen einer Bevo¨lkerungsprognose beantwortet, sondern mitunter auch
noch weiterfu¨hrende bevo¨lkerungsdynamische Analysen durchgefu¨hrt werden. Dabei kann
beispielsweise neben der zuku¨nftigen Entwicklung der Gesamtbevo¨lkerung (nach Alter und
Geschlecht) auch deren Zusammensetzung aus weiteren Subpopulationen (wie z. B den
Einheimischen und Personen mit Migrationshintergrund) oder auch der Einfluss einzelner
Annahmen auf die Ho¨he der Prognoseergebnisse von Bedeutung sein.1
Herko¨mmliche probabilistische Makromodelle prognostizieren meist die Gesamtbevo¨lke-
rung nach Alter und Geschlecht (vgl. Abschnitt 4.2), sodass weder bevo¨lkerungsdynamische
Analysen zur Zusammensetzung der Gesamtbevo¨lkerung aus weiteren Subpopulationen (wie
den Einheimischen und den Personen mit Migrationshintergrund) durchgefu¨hrt noch Auswir-
kungen einzelner Annahmen auf die Ho¨he der Prognoseergebnisse ermittelt werden ko¨nnen.
13.3. Umsetzung dieser Anforderungen im PPPM und P3J
Die herausgearbeiteten Anforderungen an ein umfassendes probabilistisches Bevo¨lkerungs-
prognosemodell (auf der Makroebene) sind bei der Entwicklung des PPPM und seiner
prototypischen Realisierung als Software, dem P3J, als wesentliche Eckpunkte verwendet
worden (vgl. Kapitel 9 bis 11). Dabei dienen die Sta¨rken herko¨mmlicher (fortgeschrittener)
1Zudem kann beispielsweise auch (mit einer Sensitivita¨tsanalyse) der Effekt einzelner Modellparameter auf die
Prognoseergebnisse ermittelt und so das Prognosemodell kalibriert bzw. u¨berarbeitet und weiterentwickelt
werden.
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probabilistischer Ansa¨tze als Basis und die herauskristallisierten Schwa¨chen als Ansatzpunkte
zur Weiterentwicklung bzw. Verbesserung.
Nachfolgend werden nun die Besonderheiten des PPPM und P3J im Vergleich zu herko¨mm-
lichen Ansa¨tzen beschrieben.
13.3.1. Auswahl geeigneter Modellparameter und Bestimmung ihres
Detailgrads
Das PPPM ist ein probabilistisches Makromodell, dass anstatt einer Gesamtbevo¨lkerung
die Einheimischen, die direkten Zu- und Fortzu¨ge wie auch deren Nachkommengenerationen
mit separaten Annahmen zur Fertilita¨t und Mortalita¨t (nach Einzelalter und Geschlecht)
prognostiziert. Die Anzahl der zu prognostizierenden Nachkommengenerationen kann dabei
(in Abha¨ngigkeit von der La¨nge des Projektionshorizonts und des Generationenabstands)
frei bestimmt werden (vgl. Abschnitt 9.1).
Die separate Prognose dieser einzelnen Subpopulationen ermo¨glicht im Gegensatz zu her-
ko¨mmlichen probabilistischen Ansa¨tzen die Beru¨cksichtigung von Brutto- statt Nettomigra-
tion wie auch die Annahme eines unterschiedlichen demographischen Verhaltens zwischen
Personen mit Migrationshintergrund und den Einheimischen. So kann beispielsweise ein suk-
zessiver Anpassungsprozess von der ho¨heren Fertilita¨t und der niedrigeren Mortalita¨t der
direkten Zuzu¨ge an das Niveau der Einheimischen u¨ber die einzelnen Nachkommengeneratio-
nen modelliert werden. Exemplarisch ist dies auch in der umfassenden Beispielprojektion von
2007 bis 2050 mit realen Daten fu¨r Deutschland gezeigt worden (vgl. die Abschnitte 12.4.1
und 12.4.2).
13.3.2. Generierung einer heterogenen Annahmenverteilung fu¨r jeden
Modellparameter
Im PPPM ko¨nnen außerdem unbegrenzt viele, extern mit verschiedenen Methoden zu
generierende Annahmenverla¨ufe fu¨r jeden Modellparameter eingegeben und mit frei be-
stimmbaren Eintrittswahrscheinlichkeiten subjektiv gewichtet werden, sodass (im Gegensatz
zu herko¨mmlichen probabilistischen Bevo¨lkerungsprognoseansa¨tzen) auch bei besonders
unsicheren Bevo¨lkerungsprognosen alle potentiellen Entwicklungen in einer heterogenen
Annahmenverteilung umfassend und flexibel beru¨cksichtigt werden ko¨nnen (vgl. Abschnitt
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10.2.1). So werden auch in der umfassenden Beispielprojektion fu¨r (nahezu) jeden Modellpa-
rameter heterogene Annahmenverteilungen erstellt, wobei die einzelnen Annahmenverla¨ufe
z. T. mit unterschiedlichen Methoden erstellt und zudem mit der Zuordnung von Eintritts-
wahrscheinlichkeiten subjektiv gewichtet werden (vgl. Abschnitt 12.4).
Die Erstellung einer heterogenen Annahmenverteilung kann im PPPM noch durch die Op-
tion, repra¨sentative Annahmenverla¨ufe mit stochastischer Variation fu¨r die Modellparameter
einzugegeben, gesteigert werden (vgl. Abschnitt 10.2.1). Ein repra¨sentativer Annahmen-
verlauf gibt dabei das Niveau wie auch den Verlauf der Annahmenwerte richtungsweisend
vor. In einem Prognosedurchlauf werden dann diese repra¨sentativen Annahmenwerte
mit einer frei einstellbaren Standardabweichung zufa¨llig (u¨ber das Alter oder/und die
Zeit) variiert, wobei jeweils die repra¨sentative Altersstruktur aus Plausibilita¨tsgru¨nden
beibehalten wird. Im PPPM ko¨nnen (im Gegensatz zu herko¨mmlichen probabilistischen
Bevo¨lkerungsprognosemodellen) fu¨r jeden Modellparameter anstatt nur eines mehrere
repra¨sentative Annahmenverla¨ufe eingegeben werden, sodass das jeweilige Spektrum poten-
tieller zuku¨nftiger Entwicklungen noch dichter bzw. breiter abgedeckt werden kann. Dieser
Effekt wird in der Beispielprojektion durch den Vergleich der Varianten III und IV sowohl
fu¨r die Annahmen (vgl. die Abbildungen 12.26 und 12.27) als auch fu¨r die Ergebnisse (vgl.
die Abbildungen 12.31 und 12.32) gezeigt.
Daneben ko¨nnen die repra¨sentativen Annahmenverla¨ufe mit stochastischer Variation auch
dazu genutzt werden, eine probabilistische Bevo¨lkerungsprognose mit dem PPPM durch-
zufu¨hren, obwohl ein Prognostiker fu¨r die Modellparameter immer nur einen Annahmen-
verlauf generiert. Folglich ko¨nnen die repra¨sentativen Annahmenverla¨ufe bei weniger unsi-
chereren Bevo¨lkerungsprognosen mit relativ homogenen Annahmenverteilungen auch eine
Reduktion des Arbeitsaufwands bei der Annahmengenerierung bedeuten.
13.3.3. Bestimmung einer Ergebnisverteilung fu¨r wesentliche
Ergebnisgro¨ßen
Im PPPM kann zudem die Prognosegenauigkeit durch die flexible Einstellung der Korrelation
zwischen den Annahmenverla¨ufen eines oder mehrerer Modellparameter gesteigert werden
(vgl. Abschnitt 10.2.2). Im Open Type des PPPM sind die Annahmenverla¨ufe aller Modellpa-
rameter uneingeschra¨nkt kombinierbar, sodass z. T. unplausible Annahmenkombinationen,
die nicht den Erwartungen des jeweiligen Prognostikers entsprechen, zufa¨llig gezogen
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werden. Im Limited Type ko¨nnen hingegen diese unplausiblen Kombinationen durch die
Einfu¨hrung von Settypen und Sets gezielt eliminiert werden, indem die Modellparameter und
Annahmenverla¨ufe, zwischen denen der jeweilige Prognostiker eine (plausible) Korrelation
vermutet, flexibel bestimmt und zusammengeschlossen werden. In den Settypen werden dazu
die Modellparameter und in den Sets die entsprechenden Annahmenverla¨ufe miteinander
verbunden. Die Elimination unplausibler Kombinationen fu¨hrt somit zu einer Bereinigung
einer mo¨glicherweise durch unplausible Kombinationen verzerrten Ergebnisverteilung,
sodass dadurch die Prognosegenauigkeit gesteigert werden kann. Dieser Effekt wird in der
Beispielprojektion durch den Vergleich der Varianten I und II (z. B. in den Abbildungen
12.31 und 12.32) demonstriert.
Daru¨ber hinaus ist der Berechnungsprozess im PPPM gegenu¨ber herko¨mmlichen proba-
bilistischen Bevo¨lkerungsprognosemodellen a¨ußerst flexibel, da die simulative, vollsta¨ndige
oder/und quasi-vollsta¨ndige Berechnungsvariante (in Abha¨ngigkeit von der Anzahl der
einzugebenden Annahmenverla¨ufe) optional eingestellt werden kann (vgl. Abschnitt 10.3.2).
Die vollsta¨ndige Berechnungsvariante ist bei weniger unsicheren Bevo¨lkerungsprognosen
mit relativ wenigen Annahmenverla¨ufen pro Modellparameter vorteilhaft, da sie eine
unvera¨nderliche Ergebnisverteilung erzeugt, bei der jeder zu unterscheidende Ergebnisverlauf
nur einmal berechnet und entsprechend seiner Eintrittswahrscheinlichkeit beru¨cksichtigt
wird. Sofern nun aber relativ viele Annahmenverla¨ufe pro Modellparameter in einer unsiche-
ren Bevo¨lkerungsprognose beru¨cksichtigt werden, steigt die Anzahl der zu unterscheidenden
Annahmenverlaufskombinationen bzw. Ergebnisverla¨ufe dermaßen, dass der Rechenaufwand
bei der vollsta¨ndigen im Vergleich zur simulativen Berechnungsvariante unverha¨ltnisma¨ßig
groß wird bzw. gar nicht mehr zu bewa¨ltigen ist (vgl. Abschnitt 10.3.1). Die simulative
Berechnung kann die Ergebnisverteilung trotz dieser Komplexita¨t (mit deutlich weniger
Prognosedurchla¨ufen als zu unterscheidenden Ergebnisverla¨ufen) approximativ scha¨tzen,
wohingegen die quasi-vollsta¨ndige Berechnung vereinfachend nur einen Anteil der wahr-
scheinlichsten Ergebnisverla¨ufe angibt. Damit schließt die quasi-vollsta¨ndige Berechnung die
unwahrscheinlicheren Ergebnisverla¨ufe aus, sodass sie das zuku¨nftige Entwicklungsspektrum
(unsicherer Bevo¨lkerungsprognosen mit heterogenen Annahmenverteilungen) im Gegensatz
zur simulativen Berechnung nur unvollsta¨ndig abdecken kann. Folglich sollte bei sicheren
bzw. unsicheren Bevo¨lkerungerungsprognosen mit relativ wenigen bzw. vielen Annahmen-
verla¨ufen die vollsta¨ndige bzw. simulative Berechnungsvariante verwendet werden. Die
quasi-vollsta¨ndige Berechnungsvariante kann hingegen erga¨nzend zur erweiterten Analyse
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der Prognoseergebnisse eingesetzt werden, indem sie beispielsweise zeigt, welcher Teil einer
simulativ zu erzeugenden Ergebnisverteilung durch die x wahrscheinlichsten Ergebnisverla¨ufe
abgedeckt wird.
In der Beispielprojektion ist jede der vier Varianten aufgrund der heterogenen Annah-
menverteilungen fu¨r nahezu jeden Modellparameter simulativ (anstatt vollsta¨ndig) berechnet
worden (vgl. Abschnitt 7.1.2). Zudem ist die Variante II aber auch noch fu¨r eine erweiterte
Ergebnisanalyse quasi-vollsta¨ndig ausgefu¨hrt worden (vgl. Abbildung 12.37).
13.3.4. Erzeugung und Analyse aussagekra¨ftiger Prognoseergebnisse
Mit dem PPPM ko¨nnen relativ komplexe Bevo¨lkerungsprognosen durchgefu¨hrt werden, in
denen zahlreiche Annahmenverla¨ufe fu¨r jede der einzeln zu prognostizierenden Subpopula-
tionen beru¨cksichtigt werden ko¨nnen. Der komplexe Aufbau des PPPM ermo¨glicht dabei
die Generierung vielfa¨ltiger Prognoseergebnisse, die in ihrer Aussagekraft die Prognoseer-
gebnisse herko¨mmlicher probabilistischer Ansa¨tze u¨bertreffen. So ko¨nnen die grundlegenden
Prognoseergebnisse des PPPM, also die prognostizierten Jahresend- und Jahresdurchschnitts-
besta¨nde, fu¨r alle (separat zu prognostizierenden und teilweise daraus zu aggregierenden)
(Sub)Populationen nach Einzelalter und Geschlecht (probabilistisch) ausgewertet werden.
Außerdem ko¨nnen diverse weitere Ergebnisgro¨ßen wie z. B. demographische Alterungsmaße
aus den grundlegenden Prognoseergebnissen zusa¨tzlich berechnet und ausgegeben werden.
Neben der Berechnung vielfa¨ltiger Ergebnisgro¨ßen diverser (Sub)Populationen, kann die
Ergebnisanalyse durch die Assoziation der Ergebniswerte mit den sie erzeugenden Annah-
menverla¨ufen erweitert werden, sodass nicht nur die Prognoseergebnisse fu¨r sich, sondern in
Abha¨ngigkeit der zufa¨llig gezogenen Annahmenverla¨ufe analysiert werden ko¨nnen. So ko¨nnen
Ergebnisverla¨ufe extrahiert und in so genannten Miniprojektionen zusammengeschlossen
werden, die alle einen oder mehrere zufa¨llig gezogene Annahmenverla¨ufe gemein haben.
Erga¨nzend dazu ko¨nnen auch noch Levelplots erstellt werden, die die zufa¨llig gezogenen
Annahmenverla¨ufe pro Modellparameter fu¨r alle aufsteigend sortierten Ergebnisverla¨ufe einer
beliebigen Ergebnisgro¨ße darstellen. Sowohl die Miniprojektionen als auch die Levelplots
erlauben somit einen Ru¨ckschluss von der Ho¨he der Prognosewerte auf die zufa¨llig gezogenen
Annahmenverla¨ufe (und umgekehrt) (vgl. Abschnitt 11.3.1).
Im Gegensatz zu herko¨mmlichen probabilistischen Bevo¨lkerungsprognoseansa¨tzen kann so
z. B. mit dem PPPM bzw. P3J die Zusammensetzung der in der Beispielprojektion prognos-
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tizierten Gesamtbevo¨lkerung aus den einzelnen Subpopulationen (vgl. Abbildung 12.35) oder
auch der Einfluss der einzelnen Annahmen auf die Ho¨he der Gesamtbevo¨lkerung in entspre-
chenden Miniprojektionen (vgl. die Abbildungen 11.5 und 11.6) und Levelplots (vgl. Abbil-
dung 11.7) analysiert werden. Aufgrund der Vielzahl der Prognoseergebnisse des PPPM kann
deren automatische Generierung fu¨r einen Nutzer vorteilhaft sein; deshalb ist die automati-
sche Erstellung eines Ergebnisreports fu¨r die grundlegenden Prognoseergebnisse des PPPM
bereits in der prototypischen Realisierung des PPPM als Software, dem P3J, umgesetzt (vgl.
Abschnitt 11.2).
13.3.5. Prototypische Realisierung des PPPM als Software im P3J
Um die konzeptionellen Besonderheiten des PPPM praktisch umzusetzen, ist es auf der Basis
des quelloffenen Modellierungs- und Simulationsrahmenwerks James II implementiert wor-
den (vgl. Abschnitte 9.3, 10.4 und 11.4). Die daraus resultierende Software, P3J, ist wie
James II in der weit verbreiteten Programmiersprache Java realisiert worden und zeichnet
sich durch eine hohe Flexibilita¨t gegenu¨ber den technischen Anforderungen eines Nutzers
(bezu¨glich der vorhandenen Hard- und Software) aus. So ist es mo¨glich, die Berechnung ei-
ner Prognose mit Hilfe eines Mehrkernprozessors zu beschleunigen und die verwendeten bzw.
erzeugten Daten in verschiedensten Datenbanken abzulegen. Durch das von James II bereit-
gestellte Plug’n Simulate Konzept ist es einfach mo¨glich, die entwickelten Komponenten zu
erga¨nzen und zu erweitern; so ko¨nnen dadurch beispielsweise alternative Berechnungsvarian-
ten — wie die simulative und (quasi-)vollsta¨ndige Ausfu¨hrung — nahtlos in die entwickelte
Software integriert werden. Daru¨ber hinaus stellt das P3J eine graphische Bedienoberfla¨che
zur Verfu¨gung, die die Eingabe und Verwaltung der Annahmenverla¨ufe vereinfacht. Nach der
Ausfu¨hrung einer Bevo¨lkerungsprognose mit dem P3J kann der Nutzer die Prognoseergeb-
nisse als Rohdaten (in Form von komma-separierten Dateien) exportieren oder automatisch
mit Hilfe von R und LATEX in einem Ergebnisreport zusammenfassen lassen.
13.4. Ausblick bzw. noch umzusetzende Anforderungen im
PPPM und P3J
Obgleich im PPPM und P3J wesentliche Fortschritte gegenu¨ber herko¨mmlichen probabilisti-
schen Bevo¨lkerungsprognoseansa¨tzen erzielt worden sind, gibt es noch weitere Ansatzpunkte
zur Weiterentwicklung, die nachfolgend kurz diskutiert werden sollen.
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13.4.1. Auswahl geeigneter Modellparameter und Bestimmung ihres
Detailgrads
Zu unterscheidende Subpopulationen
Die Aufteilung der Gesamtbevo¨lkerung im PPPM ermo¨glicht zwar im Gegensatz zu
herko¨mmlichen Bevo¨lkerungsprognosemodellen die Simulation sukzessiver Anpassungspro-
zesse im demographischen Verhalten zwischen den direkten Zuzu¨gen und den Einheimischen
u¨ber die nachfolgenden Nachkommengenerationen. Allerdings stellen weder die direkten Zu-
und Fortzu¨ge noch deren einzelne Nachkommengenerationen Subpopulationen mit homo-
genem demographischen Verhalten dar, sodass sich auch innerhalb dieser Subpopulationen
die Fertilita¨t und Mortalita¨t unterscheiden kann. So ko¨nnen z. B. bei den direkten Zuzu¨gen
Fertilita¨ts- und Mortalita¨tsunterschiede zwischen Personen unterschiedlicher Herkunft
auftreten. Folglich wa¨re eine zusa¨tzliche Unterteilung der Migranten-Subpopulationen nach
ihrer Herkunft realistisch. Jedoch wu¨rden sich aus dieser realistischen Modellierung auch
etliche Probleme ergeben: Erstens wu¨rde die Komplexita¨t des PPPM deutlich zunehmen,
da dann nicht nur eine Annahmenverteilung fu¨r jede Migranten-Subpopulation, sondern
eine Annahmenverteilung fu¨r jede Personengruppe derselben Herkunft in jeder Migranten-
Subpopulation erzeugt werden mu¨sste. Zweitens mu¨sste das Merkmal Herkunft genau
definiert werden, sodass klar wu¨rde, nach welchen Gebietseinheiten (z. B. Kontinente oder
La¨nder) die Personen eingeteilt werden wu¨rden. Je kleiner dabei die gewa¨hlten Gebiets-
einheiten sein wu¨rden, desto mehr Herkunftsregionen wu¨rden unterschieden werden und
desto schwieriger wa¨re der Bezug entsprechender demographischer Daten zur Fertilita¨t und
Mortalita¨t nach Einzelalter und Geschlecht.
Selbst bei der tatsa¨chlichen Aufteilung der Gesamtbevo¨lkerung in Einheimische, direkte
Zu- und Fortzu¨ge und deren einzelne Nachkommengenerationen im PPPM mu¨ssen z. T. Aus-
gangsdaten zur Fertilita¨t und Mortalita¨t fu¨r einzelne Migranten-Subpopulationen gescha¨tzt
werden (vgl. Abschnitte 12.4.1 und 12.4.2). Allerdings wa¨re der Prognosefehler, insbesondere
bei Langzeitprognosen, derart groß, wenn Netto- statt Bruttomigration mit einheitlichen
statt separaten Annahmen zur Fertilita¨t und Mortalita¨t in einer Bevo¨lkerungsprognose
beru¨cksichtigt wu¨rde, dass der bereits (in Deutschland) begonnene Prozess der zunehmenden
Erfassung und Analyse derlei Daten (auch aus diesem Grund) fortgefu¨hrt werden sollte.
Daneben kann auch die Einteilung der Migranten in direkte Zu- und Fortzu¨ge und deren
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einzelne Nachkommengenerationen insofern zu einer Verzerrung fu¨hren, alsdass die jeweils
getroffenen Fertilita¨ts- und Mortalita¨tsannahmen nicht auf alle Personen einer Migranten-
Subpopulation gleichermaßen zutreffen. So wachsen z. B. die mitwandernden (Klein)Kinder
der direkten Zuzu¨ge weitestgehend im Zielland auf, sodass fu¨r sie quasi die Fertilita¨ts- und
Mortalita¨tsannahmen der ersten Nachkommengeneration zutreffender wa¨ren als die der direk-
ten Zuzu¨ge. Dies kann allerdings mit dem derzeitigen Modellaufbau des PPPM nicht beachtet
werden, sodass das PPPM an dieser Stelle entsprechend modifiziert und weiterentwickelt wer-
den sollte. Die Prognoseergebnisse sollten von diesem Effekt allerdings nur marginal vera¨ndert
werden; generell gilt, je sta¨rker sich die Annahmen zur Fertilita¨t und Mortalita¨t zwischen den
direkten Zu- und Fortzu¨gen und ihrer jeweiligen ersten Nachkommengeneration unterschei-
den und je gro¨ßer der Anteil der (Klein)Kinder an der jeweiligen Subpopulation ist, desto
gro¨ßer wird sich dieser (verzerrende) Effekt auf die Prognoseergebnisse auswirken.
Modellparameter direkte Fortzu¨ge — Fzm und Fzw
Eine weitere Umgestaltung des PPPM betrifft die Modellparameter der direkten ma¨nnlichen
und weiblichen Fortzu¨ge. Im PPPM bestehen die Annahmen zur Migration vereinfachend
aus totalen Immigrations- und Emigrationszahlen nach Alter und Geschlecht. Wenn anstatt
der Emigrationszahlen Emigrationsraten verwendet werden wu¨rden, ko¨nnten die Emigranten
fortlaufend auf die zu prognostizierende Bevo¨lkerung abgestimmt werden. Im Vergleich dazu
muss im PPPM schon am Prognosebeginn die Anzahl der Emigranten fu¨r jedes Projektions-
intervall bestimmt werden. Fu¨r die Immigranten wa¨re der Ersatz der Immigrationszahlen mit
Immigrationsraten jedoch nicht von Vorteil, da dann die entsprechende Risikobevo¨lkerung der
Weltbevo¨lkerung mit Ausnahme der Zielbevo¨lkerung entspricht. Der Einsatz von Bestands-
zahlen fu¨r die Immigranten und Emigranten ermo¨glicht zwar dieselbe Vorgehensweise bei der
Annahmengenerierung, allerdings ko¨nnte der Einsatz von Emigrationsraten vorteilhaft sein.
13.4.2. Generierung einer heterogenen Annahmenverteilung fu¨r jeden
Modellparameter
Entwicklung eines Annahmengenerierungstools
Die Trennung der Annahmengenerierung, der Berechnung der Prognoseergebnisse und der
Ergebnisanalyse ermo¨glicht eine hohe Flexibilita¨t in jedem Arbeitsschritt einer Bevo¨lkerungs-
prognose mit dem PPPM. Dennoch sollte eine Weiterentwicklung des PPPM die Erstellung
eines Annahmengenerierungstools vorsehen, mit dem der Prognostiker bei der Annahmenge-
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nerierung unterstu¨tzt werden kann. Ha¨ufig verwendete bzw. besonders geeignete (statistische)
Methoden ko¨nnen dann zur Generierung der Annahmenverla¨ufe fu¨r die einzelnen Modellpa-
rameter des PPPM zur Verfu¨gung gestellt werden. Insbesondere bayesianische Methoden
ko¨nnten die Annahmengenerierung fu¨r das PPPM unterstu¨tzen, da sie Informationen aus
Beobachtungsdaten (likelihood) mit korrigierender Expertenmeinung (prior) verbinden und
damit der grundlegenden Konzeption des PPPM besonders entsprechen.
Subjektive Bestimmung der Eintrittswahrscheinlichkeiten
Im PPPM ko¨nnen fu¨r jeden Modellparameter unbegrenzt viele, extern mit verschiedenen
Methoden zu generierende Annahmenverla¨ufe eingegeben und mit subjektiv bestimmbaren
Eintrittswahrscheinlichkeiten gewichtet werden, um mo¨glichst alle potentiellen zuku¨nftigen
Entwicklungen in einer heterogenen Annahmenverteilung einzufangen. Dabei sollten die Ein-
trittswahrscheinlichkeiten die Erwartungen des Prognostikers daru¨ber wiedergeben, wie wahr-
scheinlich er (oder sie) ein Eintreten des jeweiligen Annahmenverlaufs einscha¨tzt. In einer
weiterfu¨hrenden Arbeit ko¨nnte die Bestimmung dieser Eintrittswahrscheinlichkeiten genauer
thematisiert werden, sodass letztendlich der Einsatz eines oder mehrerer Experten fu¨r ein spe-
zielles oder alle Fachgebiete (Fertilita¨t, Mortalita¨t, Migration) auf der Basis entsprechender
Tests empfohlen werden kann.2
13.4.3. Bestimmung einer Ergebnisverteilung fu¨r wesentliche
Ergebnisgro¨ßen
Bestimmung der Anzahl der Prognosedurchla¨ufe
Es sollte außerdem noch eine Methode zur Bestimmung der Anzahl der zu beno¨tigenden
Prognosedurchla¨ufe gefunden werden, damit die jeweils resultierenden Ergebnisverteilungen
auch bei mehreren simulativen Ausfu¨hrungen kaum noch voneinander abweichen. Dabei sind
die Heterogenita¨t der Annahmenverteilungen hinsichtlich der Annahmenwerte und Eintritts-
wahrscheinlichkeiten wie auch die Anzahl aller mo¨glichen Annahmenverlaufskombinationen
entscheidend. Die Anzahl der Prognosedurchla¨ufe sollte steigen, desto mehr Annahmenver-
laufskombinationen mo¨glich, desto niedriger deren Eintrittswahrscheinlichkeiten und desto
heterogener die Annahmenwerte sind. Hierfu¨r ko¨nnen bereits etablierte statistische Metho-
2Beispielsweise ko¨nnte in diesem Zusammenhang die Delphi-Methode [13] zur Generierung einzelner Annah-
menverla¨ufe eingesetzt werden. Genauere Informationen dazu sind z. B. auch unter http://armstrong.
wharton.upenn.edu/delphi2/ zu finden.
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den aus den Bereichen der Optimierung und Simulation [88] verwendet und entsprechend
umgewandelt bzw. erweitert werden.
Effekt eines im Vergleich zu mehreren (repra¨sentativen) Annahmenverla¨ufen
pro Modellparameter auf die Ergebnisverteilung
In der Beispielprojektion ist durch den Vergleich der Varianten III und IV getestet worden,
inwieweit ein repra¨sentativer Annahmenverlauf pro Modellparameter (in der Variante III) die
Ergebnisverteilung mit mehreren repra¨sentativen Annahmenverla¨ufen pro Modellparameter
(in der Variante IV) wiedergeben kann (vgl. Abschnitt 12.5). Dabei ist herausgekommen,
dass der Ersatz aller mit immer nur einem repra¨sentativen Annahmenverlauf pro Modell-
parameter zu einem Ausschluss zahlreicher potentieller Zukunftsszenarien fu¨hrt, sodass die
eigentlich heterogene Annahmen- und Ergebnisverteilung der Variante II nur unvollsta¨ndig
in der Variante III wiedergegeben werden kann. Dieser Test ko¨nnte erga¨nzt werden, indem
das Ausmaß der stochastischen Variation fu¨r die repra¨sentativen Annahmenverla¨ufe in der
Variante III systematisch vera¨ndert und die jeweils entstehende Ergebnisverteilung mit der
aus der Variante IV verglichen wird.
13.4.4. Realisierung der potentiellen PPPM-Weiterentwicklungen im P3J
Die in den Abschnitten 13.4.1 bis 13.4.3 diskutierten Erweiterungsmo¨glichkeiten bezu¨glich
des PPPM sollten auch in der Weiterentwicklung des P3J beru¨cksichtigt werden. Me-
thodische Verfeinerungen des Modells, etwa durch zusa¨tzliche Subpopulationen oder der
Verwendung von Emigrationsraten, mu¨ssen sowohl in der Modellstruktur als auch in
den Berechnungsalgorithmen reflektiert werden. Weitere Werkzeuge zur Unterstu¨tzung
des Nutzers, wie das in Abschnitt 13.4.2 motivierte Annahmengenerierungstool, ko¨nnen
u¨ber das Plug’n Simulate Konzept von James II einfach in die bestehenden Strukturen
integriert werden. Die Entwicklung solcher Hilfsmittel setzt allerdings voraus, dass die
Nutzer u¨ber eine geeignete Dokumentation, beispielsweise in Form eines Handbuchs, u¨ber
die vielfa¨ltigen Funktionen des P3J informiert werden. Dies gilt auch fu¨r die Verwendung
von spezialisierten statistischen Verfahren, wie sie in Abschnitt 13.4.3 zur Abscha¨tzung der
beno¨tigten Prognosedurchla¨ufe vorgeschlagen werden.
Um die tatsa¨chlich beno¨tigte Anzahl an Prognosedurchla¨ufen zur Ermittlung eines
signifikanten Unsicherheitsbereichs festzustellen, kann auf bereits vorhandene James
II-Komponenten zuru¨ckgegriffen werden, da diese auch fu¨r andere Anwendungsbereiche
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stochastischer Simulationen relevant sind. Diese Komponenten kontrollieren die Anzahl der
Prognosedurchla¨ufe, indem sie die bisher erzielten Ergebnisse statistisch auswerten und im
Falle einer nicht zufrieden stellenden Signifikanz die Ausfu¨hrung von weiteren Durchla¨ufen
veranlassen. Durch die Wiederverwendung von bereits entwickelten Komponenten kann
die Entwicklungszeit, die fu¨r das P3J beno¨tigt wird, reduziert werden. Zudem sind diese
Komponenten bereits in anderen Kontexten getestet worden, wodurch sich ihre Validita¨t
erho¨ht.
Abgesehen von den konzeptionellen Erweiterungen des PPPM, die im P3J umgesetzt wer-
den mu¨ssten, gibt es auch noch einige praktische Aspekte mit Verbesserungspotential. Obwohl
die aktuelle Version an sich benutzbar ist, sollte sie als Prototyp angesehen werden; sie ist
beispielsweise weder auf Geschwindigkeit optimiert, noch ist der Installationsprozess (auf ver-
schiedenen Plattformen) ausreichend getestet. Neben einem Handbuch ist auch die Erstellung
einer Online-Hilfe wu¨nschenswert, sowie eine weitere Vereinfachung der Eingabemasken. Bei-
spielsweise ko¨nnten fehlerhafte Eingaben, wie eine Eintrittswahrscheinlichkeit gro¨ßer als 1,
farblich hervorgehoben werden.
13.5. Schlussbemerkung
Grundsa¨tzlich werden mit dem PPPM (menschliche) Bevo¨lkerungen nach der Zahl und
Struktur umfassend prognostiziert. Wesentliche Strukturvariablen stellen dabei das Alter, das
Geschlecht wie auch die Zugeho¨rigkeit zu einer der zu unterscheidenden Subpopulationen dar.
Folglich kann das PPPM Basisdaten zur zuku¨nftigen Entwicklung einer Bevo¨lkerung
bereitstellen, die fu¨r diverse gesellschaftliche Bereiche — im sozialen, o¨konomischen und
o¨kologischen Kontext — von grundlegender Bedeutung sind.
Die neuartige Konzeption des PPPM erlaubt dabei (im Vergleich zu herko¨mmlichen (pro-
babilistischen) Bevo¨lkerungsprognosemodellen) die besonders flexible und genaue Prognose
einer Bevo¨lkerung auf der Makroebene. Genau bedeutet in diesem Fall jedoch nicht eine
Lo¨sung bzw. Bevo¨lkerungsentwicklung, die mit großer Wahrscheinlichkeit falsch ist, sondern
eine approximative Lo¨sung bzw. Ergebnisverteilung, die mit großer Wahrscheinlichkeit die
tatsa¨chlich eintretende Bevo¨lkerungsentwicklung entha¨lt. Im Sinne der Aussagen Feynmans
(vgl. Kapitel 1) und Tukeys wa¨re es demnach falsch zu fragen, wie sich eine Bevo¨lkerung in
304
13. Zusammenfassung und Ausblick
Zukunft konkret entwickeln wird; vielmehr sollte gefragt werden, wie sich eine Bevo¨lkerung
— zerlegt in Subpopulationen mit anna¨hernd homogenem demographischen Verhalten —
wahrscheinlich in Zukunft entwickeln wird.
[...] Far better an approximate answer to the right question, than the exact answer
to the wrong question, which can always be made precise [...]
John W. Tukey
Um die wahre und wahrscheinliche Annahmen- und schließlich Ergebnisverteilung
u¨berhaupt umfassend mit (nahezu) allen potentiellen zuku¨nftigen Entwicklungen abdecken
zu ko¨nnen, werden nicht nur eine, sondern mehrere potentielle Entwicklungen fu¨r jeden
Modellparameter in einer Bevo¨lkerungsprognose mit dem PPPM beru¨cksichtigt. Folglich
stellen das PPPM und P3J eine umfassende und flexible Prognoseumgebung dar, mit der
ein Prognostiker in Abha¨ngigkeit der jeweiligen Prognosebedingungen und (subjektiven)
Erwartungen wesentliche Aspekte, wie z. B. die einzusetzenden Informationsquellen und
Methoden zur Annahmengenerierung und Berechnung der Ergebnisse, selbst bestimmen kann.
Letztlich verwirklichen das PPPM und P3J mit dieser Vorgehensweise die U¨berzeugung,
dass die Unsicherheit der zuku¨nftigen Entwicklung (der Modellparameter und Ergebnis-
gro¨ßen) nur umfassend eingefangen bzw. abgedeckt werden kann, wenn der Prognostiker
von zwar auch unterstu¨tzenden, aber z. T. auch (stark) einschra¨nkenden modell-basierten
Voreinstellungen (herko¨mmlicher (probabilistischer) Bevo¨lkerungsprognosemodelle) befreit
wird. Dies gelingt allerdings nur, wenn dem Prognostiker im Gegenzug auch wieder mehr
Entscheidungsfreiheit und Verantwortung bei der Durchfu¨hrung einer Bevo¨lkerungsprognose
u¨bertragen wird.
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A. Installation des P3J
An dieser Stelle erfolgt eine kurze Installationsanleitung fu¨r das P3J, das auf der CD-ROM
(in dieser Arbeit) enthalten ist. Es wird erkla¨rt welche zusa¨tzlichen Komponenten zur
Benutzung des P3J beno¨tigt werden und wie diese fu¨r ein nahtloses Zusammenspiel mit dem
P3J zu konfigurieren sind.
A.1. Beno¨tigte Software
Um das P3J von der Installations-CD nutzen zu ko¨nnen, mu¨ssen zuna¨chst eine Java Run-
time Environment (JRE) und ein Datenbankmanagementsystem (wie z. B. MySQL) installiert
werden.
A.1.1. Java
Das P3J ist in Java 1.6 geschrieben, daher wird eine Java-Laufzeitumgebung (JRE) Version
1.6 oder ho¨her zur Ausfu¨hrung beno¨tigt.1
A.1.2. MySQL
Prinzipiell kann das P3J mit jedem Datenbankmanagementsystem, das von Hibernate
unterstu¨tzt wird, betrieben werden.2
Fu¨r die Entwicklung und das Testen des P3J ist jedoch bisher ausschließlich MySQL
verwendet worden, sodass eine Installation von MySQL (ab Version 5.0) empfohlen wird.3
Die Verwendung von MySQL ist bereits voreingestellt und sollte ohne weitere Einstellungen
1Solche JREs stehen fu¨r viele verschiedene Betriebssysteme unter http://www.oracle.com/technetwork/
java/javase/downloads/ zur Verfu¨gung.
2Eine Liste mit unterstu¨tzten DBMS findet sich beispielsweise bei King et al. ([138], S. 41)
3Eine kostenlose Version ist unter http://www.mysql.de erha¨ltlich.
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funktionieren, abgesehen von den Schritten in Abschnitt A.3.1.
Zur Verwendung eines anderen DBMS sollte es genu¨gen, die Einstellung dialect in der
Datei ./hibernate.cfg.xml (von der Installations-CD) von
org.hibernate.dialect.MySQL5Dialect auf einen anderen Dialekt umzustellen, einen
entsprechenden JDBC-Treiber im Java-Klassenpfad zur Verfu¨gung zu stellen, und die
Datenbank-URL in der Datei ./config.xml anzupassen (siehe Abschnitt A.3.1).
A.1.3. R und LATEX
Fu¨r die Generierung von Ergebnisreports werden außerdem noch die quelloffene Statistik-
Programmierumgebung R (http://www.r-project.org) sowie das ebenfalls quelloffene
Textsatzsystem LATEX(http://www.latex-project.org/) beno¨tigt.
A.2. Beno¨tigte Java-Komponenten
Das P3J verwendet zahlreiche Hilfskomponenten, die in einem gesonderten Verzeichnis
(./libs/) auf der Installations-CD bereitgestellt werden. Diese Bibliotheken sind zwar quell-
offen und kostenlos verfu¨gbar, haben jedoch verschiedene Lizenzen. Die entsprechende Lizenz
ist jeweils in der Datei LICENSE.TXT gespeichert:
• Hibernate, Version 3.5.6
Verzeichnis: ./libs/hibernate (siehe http://www.hibernate.org)
Abha¨ngigkeiten zu:
– Simple Logging Facade for Java (SLF4J), Version 1.5.8
Verzeichnis: ./libs/slf4j (siehe http://www.slf4j.org)
– Java Transaction API (JTA), Version 1.1
Verzeichnis: ./libs/jta (siehe http://www.oracle.com/technetwork/java/
javaee/tech)
– ANother Tool for Language Recognition (ANTLR), Version 2.7.6
Verzeichnis: ./libs/antlr (siehe http://www.antlr.org)
– Apache Commons Collections, Version 3.1
Verzeichnis: ./libs/commons collections (siehe http://commons.apache.org/
collections)
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– DOM4J, Version 1.6.1
Verzeichnis: ./libs/dom4j (siehe http://dom4j.sourceforge.net)
– Java Programming Assistant (Javassist), Version 3.9.0
Verzeichnis: ./libs/javassist (siehe http://jboss.org/javassist)
• Freemarker, Version 2.3.16
Verzeichnis: ./libs/freemarker (siehe http://freemarker.sourceforge.net/)
• JGoodies Forms & Looks, Version 1.2.1 (Forms) bzw. 2.3.1 (Looks)
Verzeichnis: ./libs/jgoodies (siehe http://www.jgoodies.com/freeware)
• Colt, Version 1.2.0
Verzeichnis: ./libs/colt (siehe http://acs.lbl.gov/software/colt)
• JAva-based Multipurpose Environment for Simulation (JAMES) II, Version 0.8.3
Verzeichnis: ./ und ./libs/james4 (siehe http://jamesii.org)
• MySQL JDBC Connector, Version 5.0.7.
Verzeichnis: ./libs/mysql conn (siehe http://www.mysql.com/products/
connector)
• Jeppers JGrid, Version 1.1
Verzeichnis: ./libs/jeppers jgrid (siehe http://jeppers.sourceforge.net)
• JMathPlot, Version 1.0
Verzeichnis: ./libs/jmathplot (siehe http://sourceforge.net/projects/
jmathplot/)
A.3. Ausfu¨hrung
A.3.1. Vorbereitungen
Datenbank-Schema anlegen
Zuna¨chst sollte der MySQL-Datenbankserver gestartet werden (sofern dies nicht automatisch
geschieht). Danach ist es no¨tig, ein Datenbankschema anzulegen, in welchem das P3J die ge-
speicherten Daten ablegen kann. Dies kann von der Kommandozeile aus oder mit graphischen
4Die .jar-Datei, die den James II-Kern entha¨lt, liegt im Hauptverzeichnis, sodass alle Plug-ins ordnungsgema¨ß
geladen werden ko¨nnen. Die James II-Lizenz befindet sich unter ./libs/james.
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Werkzeugen wie dem MySQL Administrator5 geschehen. U¨ber die Kommandozeile reichen
die folgenden Schritte6:
1. Verbindung zum MySQL-Server o¨ffnen:
> mysql −h localhost −u mustermann −p
2. Nach Eingabe des Passworts fu¨r Nutzer ’mustermann’7 erscheint das MySQL-
Kommandoprompt (mysql>).
3. Nun muss das Datenbankschema angelegt werden:
mysql> create schema neues pppm schema;
4. Die Existenz des neuen Schemas kann mit
show schemas;
u¨berpru¨ft werden.
Aus Sicherheitsgru¨nden ist es außerdem empfehlenswert, einen gesonderten Datenbank-
Nutzer anzulegen, der lediglich u¨ber Lese- und Schreibrechte auf dem neu angelegten
Datenbank-Schema verfu¨gt.
P3J Konfigurationsdatei anpassen
Nachdem die zu beno¨tigende Software installiert und eingestellt ist, ko¨nnen die Dateien von
der Installations-CD in ein lokales Verzeichnis gespeichert werden. Unter ./config.xml soll-
ten nun abschließend die Verbindungsdaten der Datenbank eingestellt werden:
• Eigenschaft Database URL: hier muss die URL zum Datenbankschema eingegeben
werden, im Falle einer lokalen Installation (auf localhost) und einem wie in Ab-
schnitt A.3.1 angelegten Schema ’neues pppm schema’ sollte die entsprechende Zeile
auf
<string>jdbc:mysql://localhost/neues pppm schema</string>
gea¨ndert werden.
5http://dev.mysql.com/doc/administrator/en/
6Hier wird von einer lokalen Installation von MySQL ausgegangen. Sollte statt dessen ein Datenbankserver
auf einem anderen System verwendet werden, muss localhost durch eine entsprechende URL ersetzt
werden.
7Normalerweise hat der Administrationsaccount die Bezeichnung root.
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• Eigenschaft Database User Name: der Nutzername.
• Eigenschaft Database Password: das Passwort des Nutzers. Achtung: das Passwort
wird in dieser Datei im Klartext gespeichert. Das bedeutet, jeder der Lesezugriff
auf die Datei config.xml hat kann sich mit dem P3J-Nutzernamen bei der Datenbank
anmelden. Die Leserechte fu¨r diese Datei sollten dementsprechend eingeschra¨nkt sein
(mu¨ssen jedoch noch einen Lese-/Schreibzugriff des P3J selbst erlauben).
A.3.2. P3J starten
Um das P3J zu starten stehen zwei Startdateien, eine fu¨r Windows-Systeme (./p3j.bat)
und eine fu¨r Unix-Systeme (./p3j.sh), im Hauptverzeichnis bereit.
A.4. Technische Dokumentation
Im Verzeichnis ./techdoc/ befinden sich automatisch generierte Zusammenfassungen und
Pru¨fberichte zum Quelltext des Programms. Diese sollen Entwicklern einen schnellen und
einfachen U¨berblick u¨ber die Quelldateien ermo¨glichen. Zum Aufruf einer U¨bersicht sollte
die Datei ./techdoc/index.html in einem WWW-Browser aufgerufen werden.
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B. Anpassung der Reihenfolge der
demographischen Ereignisse im PPPM
an die Datenerfassung in Deutschland
An dieser Stelle wird die Abstimmung der Reihenfolge der demographischen Ereignisse im
PPPM auf die Datenerfassung in Deutschland genauer beleuchtet.
Im PPPM soll die Reihenfolge der demographischen Ereignisse mo¨glichst realita¨tsnah
modelliert werden und mit den erfassten demographischen Daten der amtlichen Statistik
in Deutschland zusammenpassen. Demographische Ereignisse wie Sterbefa¨lle, Geburten,
Zuzu¨ge und Fortzu¨ge finden in der Realita¨t u¨ber das ganze Jahr verteilt statt.1 Um diesen
eigentlich kontinuierlich auftretenden demographischen Ereignissen mit dem diskreten
PPPM2 gerecht zu werden, findet eine Aufspaltung einiger demographischer Ereignisse in
einem Altersintervall statt. Da Geburten u¨ber das gesamte Kalenderjahr stattfinden, wird
im PPPM die Jahresmitte zur Realisierung der Geburten festgelegt. Daraus ergibt sich, dass
sich die zu prognostizierende Bevo¨lkerung im PPPM zur Jahresmitte im exakten Alter x,
x, 0, befindet. Folglich befindet sich die zu prognostizierende Bevo¨lkerung zum Jahresende
immer im Alter x, 5 (vgl. Abbildung B.1).
Diese Annahme zum Alter der Bevo¨lkerung zur Jahresmitte und zum Jahresende bzw.
-anfang korrespondiert mit der relativ groben Zuordnung des Alters bei Migranten in
der amtlichen Statistik. In der amtlichen Statistik wird na¨mlich allen Migranten eines
Geburtsjahrgangs das Alter, dass sie alle am Jahresende des jeweiligen Beobachtungsjahres
innehaben, zugeordnet. Folglich wird das Alter eines Zu- oder auch eines Fortzugs u¨ber
die Differenz aus Beobachtungs- und Geburtsjahr berechnet [268]. Tatsa¨chlich variieren
1Fu¨r jedes demographische Ereignis gibt es zwar eine spezifische Saisonfigur, die hier aber aus Gru¨nden der
Vereinfachung vernachla¨ssigt werden soll.
2Die Projektionsintervalle umfassen in der Regel ein Jahr.
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tt-1
Zeit
Alter
[0,1)
[1,2)
[2,3)
Ge-burts-jahr-gang t-1
1
1,5
0,5
0
2,5
1,5
2
1
2
1,5
2
3
2,5
t+1
0
1
0,5
Abbildung B.1.: Alter der Personen zur Jahresmitte und zum Jahresende bzw. -anfang im
PPPM: die Jahresdurchschnittsbesta¨nde (rot) sind im Durchschnitt immer
exakt x, 0 Jahre alt, wohingegen die Jahresend- und Jahresanfangsbesta¨nde
(orange) im Durchschnitt immer x, 5 Jahre alt sind.
aber die Alter der Migranten eines Geburtsjahrgangs in einem Beobachtungsjahr u¨ber eine
Spanne von beinah zwei Altersjahren. Abbildung B.2 verdeutlicht diesen Sachverhalt. Laut
der amtlichen Statistik in Deutschland sind alle Migranten des Geburtsjahrgangs t − 1 im
Beobachtungsjahr t im Altersintervall von 1 bis unter 2 Jahren. In Wirklichkeit sind die
Migranten des Geburtsjahrgangs t− 1 im Beobachtungsjahr t aber zwischen einem Tag und
fast 2 Jahren alt, sodass sie nur im Durchschnitt3 1 Jahr alt sind.4
Um dieser Diskrepanz entgegenzuwirken, findet die Migration im PPPM zu Beginn und
zum Ende eines Beobachtungsjahres statt. Die erste Ha¨lfte der Zu- und Fortzu¨ge findet
demnach im PPPM zu Beginn des Beobachtungsjahres t fu¨r den Geburtsjahrgang t− 1 statt
und die zweite Ha¨lfte findet zum Ende des Beobachtungsjahres t fu¨r den Geburtsjahrgang
t− 1 statt (vgl. Abbildung B.3). Damit kann der Migration des Geburtsjahrgangs t− 1, die
u¨ber das gesamte Beobachtungsjahr t verteilt stattfindet, zumindest teilweise entsprochen
3bei Annahme einer Gleichverteilung der Migranten nach Alter eines Geburtsjahrgangs im Beobachtungsjahr
4Die Personen des Geburtsjahrgangs t − 1 sind zur Jahresmitte des Beobachtungsjahrs t zwischen 0,5 und
1,5 Jahre alt, sodass sie dann im Durchschnitt 1 Jahr alt sind.
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tt-1
Zeit
Alter
[0,1)
[1,2)
[2,3)
Ge-burts-jahr-gang t-1
A
B
C
D
Abbildung B.2.: Bestimmung eines Alters fu¨r die Zu- und Fortzu¨ge nach der amtlichen Statis-
tik: Zu- und Fortzu¨ge des Geburtsjahrgangs t−1 werden dem Altersintervall
[1, 2) im Beobachtungsjahr t zugeordnet (blaue Linie); jedoch findet Migra-
tion tatsa¨chlich im gesamten Parallelogramm ABCD im Beobachtungsjahr
t statt, sodass Migranten des Geburtsjahrgangs t − 1 zwischen einem Tag
und fast zwei Jahren alt sein ko¨nnen (siehe gru¨ne Linien).
werden.
Neben den Geburten und den Zu- und Fortzu¨gen muss auch die Mortalita¨t zur Berech-
nung der exakten Jahresdurchschnitts- und Jahresendbesta¨nde der zu prognostizierenden
Bevo¨lkerung betrachtet werden. Da die Geburten zur Jahresmitte und die Zu- und Fortzu¨ge
zum Jahresanfang und zum Jahresende stattfinden, wird jedes Beobachtungsjahr bzw.
jedes Projektionsintervall in zwei Ha¨lften geteilt. Jedes Halbjahr wird dabei durch die
Jahresdurchschnittsbesta¨nde und die Jahresendbesta¨nde begrenzt. Um nun einen Bevo¨lke-
rungsbestand zur Jahresmitte oder zum Jahresende zu berechnen, mu¨ssen der entsprechende
Bevo¨lkerungsbestand vor einem halben Jahr und die in diesem Halbjahr stattfindenden
demographischen Ereignisse der Migration, Mortalita¨t und Fertilita¨t beru¨cksichtigt werden.
Folglich wird nicht nur die Migration, sondern auch die Mortalita¨t aufgespalten, sodass fu¨r
jedes Halbjahr bestimmte U¨berlebensverha¨ltnisse im PPPM angenommen werden ko¨nnen.
So werden fu¨r jedes ganze Altersintervall, [x, x + 1), zwei U¨berlebenswahrscheinlichkeiten
aus den anzunehmenden Werten fu¨r den Modellparameter U¨berlebende im Alter x (vgl.
Abschnitt 10.1.1 auf Seite 187) gebildet. Die erste U¨berlebenswahrscheinlichkeit p1 betrifft
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tt-1
Zeit
Alter
[0,1)
[1,2)
[2,3)
Ge-burts-jahr-gang t-1
A
B
C
D
1.1.t 31.12.t
E
F
Abbildung B.3.: Festlegung der Zeitpunkte fu¨r die Migration im PPPM: Migration des Ge-
burtsjahrgangs t− 1 findet jeweils zur Ha¨lfte am Beginn und am Ende (hell-
blau gestrichelte Linien) des Beobachtungsjahrs t statt; damit wird die Ver-
teilung der Migranten im gesamten zu betrachtenden Altersintervall na¨he-
rungsweise eingefangen.
das erste halbe Altersintervall [x, 0;x, 5) und die zweite U¨berlebenswahrscheinlichkeit p2
betrifft das zweite halbe Altersintervall [x, 5;x + 1). Da die Jahresdurchschnittsbesta¨nde
im Durchschnitt im Alter x, 0 und die Jahresend- bzw. die Jahresanfangsbesta¨nde im
Durchschnitt x, 5 Jahre alt sind, wird die erste U¨berlebenswahrscheinlichkeit, p1, verwendet,
um von einem Jahresdurchschnittsbestand den na¨chstfolgenden Jahresend- bzw. Jahresan-
fangsbestand zu berechnen. Die zweite U¨berlebenswahrscheinlichkeit, p2, wird demzufolge
verwendet, um von einem Jahresend- oder Jahresanfangsbestand den na¨chstfolgenden
Jahresdurchschnittsbestand zu berechnen (vgl. Abbildung B.4).
Allerdings ist eine einfache Aufspaltung der Mortalita¨t aufgrund der Erfassung der
Sterblichkeit u¨ber die amtliche Statistik nur mit einer Aufschiebung bzw. Versetzung
um ein halbes Jahr mo¨glich. Der Sterbetafelparameter U¨berlebende im Alter x wird von
der amtlichen Statistik fu¨r ein Altersjahr [x, x + 1) in einem Kalenderjahr t aus den
tatsa¨chlich beobachteten Sterblichkeitsdaten einer Bevo¨lkerung berechnet. Dabei erstrecken
sich diese lx vom 1.1.t bis zum 31.12.t. Im PPPM erstrecken sich diese lx hingegen vom
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p1
p2
tt-1
Zeit
Alter
[0,1)
[1,2)
[2,3)
Ge-burts-jahr-gang t-1
1.1.t 31.12.t
Abbildung B.4.: Festlegung der Zeitpunkte fu¨r die Migration und die Mortalita¨t im PPPM
am Beispiel des Geburtsjahrgangs t − 1 im Beobachtungsjahr t: Demogra-
phische Ereignisse der Migration und Mortalita¨t finden in Halbjahren statt;
Migration findet jeweils zur Ha¨lfte am Beginn und am Ende (hellblau gestri-
chelte Linien) des Beobachtungsjahrs t statt; Mortalita¨t findet mit der ersten
U¨berlebenswahrscheinlichkeit p1 (helllila) vom Jahresdurchschnittsbestand
zum Jahresendbestand und mit der zweiten U¨berlebenswahrscheinlichkeit
p2 (lila) vom Jahresanfangsbestand zum Jahresdurchschnittsbestand statt.
30.6.t bis zum 30.6.t + 1 aufgrund der Annahme, dass Geburten immer nur zur Jahres-
mitte stattfinden. Folglich mu¨ssen die aus den Daten der amtlichen Statistik berechneten
halbja¨hrigen U¨berlebenswahrscheinlichkeiten, p1 und p2, vom 1.1.t bis zum 31.12.t um
ein halbes Jahr weiter aufgeschoben werden, sodass sie nun fu¨r das Jahr vom 30.6.t bis
30.6.t + 1 gelten. Demzufolge ist p1,t mit den Daten der amtlichen Statistik fu¨r das Jahr t
berechnet worden und gilt im PPPM fu¨r die zweite Jahresha¨lfte des Jahres t. A¨quivalent
ist p2,t ebenfalls mit den Daten der amtlichen Statistik fu¨r das Jahr t berechnet worden,
gilt aber im PPPM fu¨r die erste Jahresha¨lfte des Jahres t+1 (vgl. Abbildungen B.5 und B.6).
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Zeit
1.1.t 31.12.t
lx – amtliche Statistik 
lx – PPPM 
30.6.t 30.6.t+1
P1,t P2,t 
P1,t P2,t 
31.12.t+1
Abbildung B.5.: Verschiebung des Gu¨ltigkeitsbereichs der halbja¨hrigen U¨berlebenswahr-
scheinlichkeiten p1,t und p2,t im PPPM aufgrund der Annahme, dass Ge-
burten nur zur Jahresmitte stattfinden; diese Abbildung basiert (dankens-
werterweise) nach vorheriger mu¨ndlicher Absprache auf einer Abbildung aus
den U¨bungsmaterialien zur Vorlesung Migration II von Thomas Salzmann.
P2,t
P1,t
P2,t-1
tt-1
Zeit
Alter
[0,1)
[1,2)
[2,3)
Ge-burts-jahr-gang t-1
1.1.t 31.12.t t+1
Abbildung B.6.: Tatsa¨chlicher Gu¨ltigkeitsbereich der halbja¨hrigen U¨berlebenswahrscheinlich-
keiten p1,t und p2,t im PPPM: p1,t gilt fu¨r die zweite Ha¨lfte des Jahres t und
p2,t gilt fu¨r die erste Ha¨lfte des Jahres t+1; folglich ist der Gu¨ltigkeitsbereich
der beiden U¨berlebenswahrscheinlichkeiten des Jahres t um ein halbes Jahr
aufgeschoben (im Beerenton umrandetes Parallelogramm).
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C. Repra¨sentative Annahmenverla¨ufe
An dieser Stelle wird die stochastische Variation eines repra¨sentativen Annahmenverlaufs
illustriert.
In den Abschnitten 10.2.1 und 10.4.4 sind die repra¨sentativen Annahmenverla¨ufe formal
erla¨utert worden; im Kapitel 12 sind sie dann in den Varianten III und IV in der Beispiel-
projektion praktisch angewendet worden.
Die Abbildung C.1 zeigt nun eine stochastische Variation des blauen repra¨sentativen
Annahmenverlaufs zur Sterblichkeit der einheimischen Ma¨nner aus der Beispielprojektion
genauer; dabei ist zu erkennen, dass die repra¨sentative lineare Vera¨nderung der Sterblichkeit
u¨ber die Zeit in der stochastischen Variation durch zufa¨llige Schwankungen aufgebrochen
wird, sodass das Niveau wie auch die zeitlichen Absta¨nde zwischen Niveauvera¨nderungen
zufa¨llig variieren.
Je ho¨her die Standardabweichung σ bestimmt wird, desto gro¨ßer sind die potentiellen
stochastischen Variationen der Annahmenwerte der jeweiligen Modellparameter.
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Abbildung C.1.: Exemplarische stochastische Variation des blauen repra¨sentativen Annah-
menverlaufs zur Sterblichkeit der einheimischen Ma¨nner in den Varianten
III und IV der Beispielprojektion aus dem Kapitel 12; die blaue Linie ent-
spricht jeweils den Werten aus dem Jump-off Jahr.
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