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Abstract
X-ray phase contrast tomography (XPCT) is widely used for
3D imaging of objects with weak contrast in X-ray absorption
index but strong contrast in refractive index decrement. To recon-
struct an object imaged using XPCT, phase retrieval algorithms
are first used to estimate the X-ray phase projections, which is
the 2D projection of the refractive index decrement, at each view.
Phase retrieval is followed by refractive index decrement recon-
struction from the phase projections using an algorithm such as
filtered back projection (FBP). In practice, phase retrieval is most
commonly solved by approximating it as a linear inverse problem.
However, this linear approximation often results in artifacts and
blurring when the conditions for the approximation are violated.
In this paper, we formulate phase retrieval as a non-linear
inverse problem, where we solve for the transmission function,
which is the negative exponential of the projections, from XPCT
measurements. We use a constraint to enforce proportionality
between phase and absorption projections. We do not use con-
straints such as large Fresnel number, slowly varying phase, or
Born/Rytov approximations. Our approach also does not require
any regularization parameter tuning since there is no explicit
sparsity enforcing regularization function. We validate the per-
formance of our non-linear phase retrieval (NLPR) method using
both simulated and real synchrotron datasets. We compare NLPR
with a popular linear phase retrieval (LPR) approach and show
that NLPR achieves sharper reconstructions with higher quanti-
tative accuracy.
Introduction
Traditional X-ray computed tomography (XCT) relies on X-
ray absorption contrast for imaging. However, many samples,
e.g. animal soft tissue in biological imaging and material inter-
faces with similar atomic number elements, have low absorption
contrast. To solve this problem, phase contrast, which is typi-
cally many orders of magnitude larger than absorption contrast,
is induced by increasing the propagation distance from object to
detector [1, 2] (Fig. 1). This technique where tomographic mea-
surements with both absorption and phase contrast are acquired
at large object-to-detector propagation distances is called X-ray
phase contrast imaging (XPCT).
In XPCT, phase contrast in the measurements is related to
the X-ray phase, which is the 2D projection of the refractive in-
dex decrement values of the object. In contrast, X-ray absorption
is quantified as the projection of the object’s absorption index.
However, the non-linear dependence of X-ray measurements on
the absorption and phase projections makes it challenging to solve
the inverse problem of object reconstruction. Typically, a phase
retrieval algorithm is first used to estimate the phase projections
Figure 1. System diagram of XPCT. In XPCT, the propagation distance
from object to detector is increased to allow the phase variations in the X-
ray field exiting the object to develop into intensity variations called phase
contrast at the detector.
at each tomographic view. Then, the refractive index decrement
values in 3D are reconstructed using an algorithm such as filtered
back projection (FBP) [16].
Several phase retrieval algorithms have been proposed for
both single distance and multi-distance XPCT [2–11]. These
methods either estimate the transmission function, which is the
negative exponential of the projections, or directly solve for the
projections. Among these methods, the most widely used ap-
proaches for single distance phase retrieval use linear analytical
closed form solutions to either recover the transmission function
or the projections [3–6]. A comparison between the various lin-
ear phase retrieval approaches for single distance XPCT is in [2].
Recently, non-linear approaches to single distance phase retrieval
have been presented in [1,10]. These non-linear approaches claim
substantial improvements over linear approaches using non-linear
forward models and sparsity enforcing regularization functions.
However, various reasons including the need for regularization
parameter tuning and computational complexity have prevented
the widespread use of these methods.
In this paper, we present a novel phase retrieval method that
uses a non-linear forward model and a constraint to enforce a lin-
ear relation between the absorption and phase projections. The
linear constraint can either be used to enforce zero values for the
absorption projection or enforce proportionality between absorp-
tion and phase projections. The non-linear forward model uses
Fresnel transform to express the X-ray measurements at the detec-
tor plane as a function of the transmission function. Our forward
model does not make any approximations made by linear phase
retrieval approaches such as large Fresnel number, slowly varying
phase, or Born/Rytov approximations [2].
Our non-linear phase retrieval (NLPR) approach uses nu-
merical optimization to estimate the transmission function such
that the XPCT measurements best match its predictions from the
non-linear forward model. Since absorption and phase are pro-
jection space quantities that are related non-linearly to the trans-
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mission function, we propose a novel formulation in transmission
space that automatically enforces a linear relation between ab-
sorption and phase projections during optimization. Since our ap-
proach does not use any sparsity enforcing regularization function
to model prior information, significant manual effort and time of-
ten spent in tuning the regularization parameter is saved. Further-
more, since phase retrieval at each view can be run independently,
our approach is easily parallelized on a multi-core processor or
high performance computing (HPC) systems.
Measurement Physics
The physics of X-ray interaction with an object is defined in
terms of the object’s 3D variation in absorption index, b (u,v,w),
and refractive index decrement, d (u,v,w), where (u,v,w) rep-
resent the 3D Cartesian coordinates. The absorption index,
b (u,v,w), modulates the amplitude (intensity) of the incoming
X-ray field and the refractive index decrement, d (u,v,w), modu-
lates the X-ray phase. After propagation through the object, the
effective change in X-ray intensity is quantified by the absorption
projection,
A(u,v) =
2p
l
Z
w
b (u,v,w)dw, (1)
and the change in X-ray phase is given by the phase projection,
f(u,v) = 2p
l
Z
w
d (u,v,w)dw, (2)
where X-ray propagation is assumed to be along the w axis and
l is the X-ray wavelength.
Next, we will express the X-ray field exiting the object,
fO(u,v), as a function of the X-ray field incident on the object,
fI(u,v) (Fig. 1). The transformation from fI(u,v) to fO(u,v) is
dependent on the transmission function T (u,v) defined as,
T (u,v) = exp( A(u,v)  if(u,v)) , (3)
where i=
p 1, T (u,v) 2 C is complex valued, and A(u,v) 2R
and f(u,v) 2 R are real valued. Then, the X-ray field fO(u,v)
exiting the object is given by,
fO(u,v) = fI(u,v)T (u,v). (4)
The X-ray field fO(u,v) undergoes Fresnel diffraction as it
propagates towards the detector. If FD (µ,n) and FO (µ,n) denote
the Fourier transforms of fD(u,v) and fO(u,v), respectively, then,
FD(µ,n) = FO(µ,n)exp
⇣
 iplR
⇣
µ2+n2
⌘⌘
, (5)
where we have ignored constant phase terms, R is the object-to-
detector distance, and (µ,n) are the 2D Fourier frequency coor-
dinates. However, each detector pixel is only able to measure the
intensity of the incoming X-ray field. Hence, the measurement at
detector pixel ( j,k) is modeled as,
y˜( j,k) = | fD ( jD,kD) |2, (6)
where D is the pixel width of the detector and | · | denotes magni-
tude.
In our application, the phase and magnitude of the incident
X-ray field fI(u,v) is not known. The magnitude of fI(u,v) could
be estimated if the bright-field (a.k.a. flat-field) measurements
were made at the object’s plane of X-ray incidence. However, the
bright-field measurements are made when the object-to-detector
distance is R, which is the distance optimized for phase contrast.
Hence, we make some simplifying assumptions on fI(u,v) that
also simplifies the subsequent non-linear phase retrieval method.
First, we assume that the incident X-ray field fI(u,v) is a plane
wave with constant phase. Hence, without loss of generality, we
assume fI(u,v) has zero phase since any information on constant
phase terms are lost when the detector makes intensity measure-
ments. We also make an approximation where the effect of the
magnitude of fI(u,v) is ignored by normalizing y˜( j,k) with its
bright and dark fields. Let b( j,k) denote the bright-field mea-
surements acquired by the detector in the absence of the object
at a object-to-detector distance of R and d( j,k) denote the dark
field measurements acquired in the absence of X-rays. Let Nu
and Nv denote the number of detector pixels along the u axis and
v axis, respectively. Then, let the square root of the normalized
detector image be given by,
y( j,k) =
s
y˜( j,k) d( j,k)
b( j,k) d( j,k) , (7)
where 1 j  Nu and 1 k  Nv.
Forward Model
In this section, we derive a forward model in discrete space
that expresses the square root measurements y( j,k) in terms of
the transmission function. Let the discrete space equivalent of
the transmission function T (u,v) be denoted by x˜( j,k). How-
ever, there is no unique solution to the problem of estimating the
complex valued x˜( j,k) from the real valued y( j,k). To solve the
uniqueness problem, we constrain the feasible solution space for
the transmission function x˜( j,k). In particular, we assume that the
the complex valued x˜( j,k) can be represented in terms of a real
valued x( j,k) such that,
x˜( j,k) = xa+ig ( j,k), (8)
where a and g are real valued constants used to constrain the do-
main space of x˜( j,k). Thus, the problem reduces to estimation of
the real valued x( j,k) from y( j,k).
For the forward model, we use the discrete frequency equiv-
alent of equation (5). Let z( j,k) be the discrete space equivalent
of the continuous space X-ray field fD(u,v) at the detector plane.
Let the discrete Fourier transforms (DFT) of z( j,k) and x˜( j,k)
be denoted by Z(p,q) and X˜(p,q), respectively, where (p,q) are
DFT coordinates. Then,
Z(p,q) = X˜(p,q)H(p,q), (9)
where H (p,q) is the Fresnel transform in discrete Fourier space
given by,
H(p,q) = exp
⇣
 iplR
⇣
p2D2µ +q2D2n
⌘⌘
. (10)
Here, Dµ = 1NuD and Dn =
1
NvD are the widths of the Fourier fre-
quency bins along the µ and n frequency axes (equation (5)), re-
spectively. Then, z( j,k) is obtained by inverse discrete Fourier
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transform (IDFT) of Z(p,q). Thus, the forward model in discrete
space is,
y( j,k) = |z( j,k)|+w( j,k), (11)
where w( j,k) is additive Gaussian noise.
For mathematical convenience, we will express the forward
model in vector form. Let y, z, x, and x˜ be vectors in raster or-
der corresponding to y( j,k), z( j,k), x( j,k), and x˜( j,k), respec-
tively. The Fresnel transform in equation (9) including the DFT
and IDFT operations are coded into a matrix H such that z=Hx˜.
Then, the forward model that expresses the measurement y in
terms of x˜= xa+ig is given by,
y=
   Hxa+ig    +w. (12)
where | · | denotes element-wise magnitude and w is noise vector
consisting of all w( j,k) in raster order.
Phase Retrieval
Linear Phase Retrieval (LPR)
As a baseline, we use the linear phase retrieval (LPR) method
presented in Paganin et al. [4]. This method assumes a homoge-
neous object and solves for the transmission function as a linear
analytical transformation of the normalized measurements. It as-
sumes data acquisition at large Fresnel numbers [2] which causes
excessive smoothing and artifacts at large object-to-detector dis-
tances. The homogeneous assumption for the object is equivalent
to assuming that the ratio of the refractive index decrement and
the absorption index is a constant given by db . In essence, this
phase retrieval method is a low pass filter where the amount of
smoothing increases with the object-to-detector distance, R, and
the ratio db .
Non-Linear Phase Retrieval (NLPR)
Our approach to non-linear phase retrieval (NLPR) is to
solve for x from square root measurements y using the non-linear
forward model in equation (12). Thus, NLPR is formulated as,
xˆ= argmin
x
      y     Hxa+ig          2 , (13)
where x j 2R, H j,k 2 C , y j 2R, | · | denotes element-wise mag-
nitude, and ||·|| computes vector magnitude. Note that x j and y j
denote the jth element of the vectors x and y, respectively. Simi-
larly, H j,k denotes the element along the jth row and kth column
of the matrix H.
To solve the uniqueness problem during phase retrieval, we
impose constraints to restrict the feasible solution space when op-
timizing for the transmission function. In particular, we use a
constraint that forces the phase projection to be proportional to
the absorption projection [2]. The phase proportional to absorp-
tion constraint equivalently assumes that the value at every point
inside the object has the same ratio of the refractive index decre-
ment, d , and the absorption index, b . The phase proportional to
absorption constraint is obtained by setting a = 1 and g = db . Al-
ternatively, the zero absorption constraint can also be used by a
suitable setting of a and g .
To solve equation (13), we use the limited memory Broy-
den–Fletcher–Goldfarb–Shanno (LBFGS) algorithm with positiv-
ity constraints [18, 19]. Since LBFGS uses the gradient infor-
mation for optimization, we derive the gradients of the objective
function in equation (13) using algorithmic differentiation and the
derivative tables in [12]. We use the LBFGS implementation in
the open source software library NLopt [17]. The estimated result
from LPR is used as an initial estimate when solving equation
(13) using LBFGS.
Once xˆ is computed, the next step is to perform tomographic
reconstruction of the refractive index decrement of the object.
Note that xˆ is a vector containing the estimates xˆ( j,k) in raster
order. From equation (2), we see that the phase projections are re-
lated to the line integral of the refractive index decrement. Based
on equations (3) and (8), the phase projections in discrete space
are computed as g (  log(xˆ( j,k))). Once the phase projections are
computed at each view, the refractive index decrement is recon-
structed using filtered back projection (FBP).
Results
Simulated Data
(a) Single-material spheres (b) Multi-material spheres
Figure 2. Simulated normalized measurements at first view angle. (a)
and (b) show measurements for single material spheres phantom and multi-
material spheres phantom, respectively.
In this section, we use simulated data to validate the per-
formance of NLPR. We simulate a single material phantom and
a multi-material phantom each containing three spheres of radii
4µm, 6µm, and 5µm, respectively1. The spheres in the single
material phantom have the same refractive index decrement, d , of
1.67⇥10 6 and absorption index, b , of 4.77⇥10 9. These d and
b values correspond to the compound Silicon Carbide (SiC) at a
X-ray energy of 20keV . The three spheres of the multi-material
phantom have absorption index values of 4.77 ⇥ 10 8 (10⇥
larger), 4.77⇥10 9, and 4.77⇥10 9, respectively, while the re-
fractive index decrement values are 1.67⇥10 6,1.67⇥10 6, and
3.34⇥10 6 (2⇥ larger), respectively.
The shape of the ground-truth volume containing the spheres
was 96⇥ 128⇥ 128 with a voxel width of 0.3225µm. From the
ground-truth volume, we used equation (12) to simulate X-ray im-
ages (radiographs) of size 48⇥ 64 at a pixel width of 0.645µm.
Radiographs were simulated with Poisson noise at 64 different
views equally spaced over an angular range of 1800. The object-
to-detector distance was 100mm and X-ray energy was 20keV .
Before any comparisons with the proposed method, the ground-
truth volume was downsampled to a size of 48⇥64⇥64. The sim-
ulated measurements from the single material and multi-material
1From left to right in each image of Fig. 2 and Fig. 3
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Retrieved phase and refractive index decrement reconstruction for single material spheres
(a) Ground-Truth (b) LPR (c) LPR-Sharp (d) NLPR
(e) Ground-Truth (f) LPR+FBP (g) LPR-Sharp+FBP (h) NLPR+FBP
Retrieved phase and refractive index decrement reconstruction for multi-material spheres
(i) Ground-Truth (j) LPR (k) LPR-Sharp (l) NLPR
(m) Ground-Truth (n) LPR+FBP (o) LPR-Sharp+FBP (p) NLPR+FBP
Figure 3. Simulated data reconstruction comparison. (a-d) and (i-l) show the ground-truth and retrieved phases using various methods. (e-h) and (m-p) show
the ground-truth and reconstructed refractive index decrement using various methods. (a-h) and (i-p) compares results for single material spheres data and
multi-material spheres data, respectively. LPR refers to the method in Paganin et al. [4] that uses the true value of R = 100mm. LPR-Sharp is the method in
Paganin et al. [4] but assuming an incorrect lower value of R= 5mm for improved sharpness. LPR results in excessive smoothing and streak artifacts as shown
in (f,g,n,o) while NLPR produces an accurate artifact-free reconstruction of the object with sharp edges.
Figure 4. Line profile comparison of the reconstructed refractive index
decrement through the center of the bottom two circles (spherical cross-
sections) in Fig. 3 (e,f,h).
phantoms at the first view angle are shown in Fig. 2. Before
running LPR and NLPR, each X-ray image was padded to 1.5⇥
the original size in each dimension using edge padding. For the
LBFGS optimization in NLPR, we used a value of 10 6 for the
relative threshold on the optimization parameters, x, in NLopt
[17]. In equation (13), we used a = 1 and g = 350.
We do a performance comparison between the conventional
LPR and the newly proposed NLPR in Fig. 3, Fig. 4, and Fig.
5. LPR refers to the linear phase retrieval approach presented in
Paganin et al. [4] that is used with the correct object-to-detector
distance value of R= 100mm. Alternatively, LPR-Sharp achieves
sharper images by using the approach in Paganin et al. [4] but
with the lower and incorrect object-to-detector distance of R =
5mm. From Fig. 3 (e-h) and Fig. 3 (m-p), we can see that LPR
results in blurred reconstructions with streak artifacts while NLPR
produces accurate reconstructions without any artifacts. Also, a
drastic lowering of R from its true value of 100mm still resulted in
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Quantifying performance for single material spheres
GT LPR+FBP LPR-Sharp+FBP NLPR+FBP
51.2µm2 58.7µm2 56.6µm2 51.6µm2
114.4µm2 127.7µm2 127.3µm2 114.0µm2
80.3µm2 87.4µm2 86.9µm2 80.3µm2
(a) Areas of circles (spherical cross-sections) in Fig. 3 (e-h)
LPR+FBP LPR-Sharp+FBP NLPR+FBP
Phase 9.95⇥10 2 5.36 4.98⇥10 2
Ref. In. Dec. 7.31⇥10 8 2.99⇥10 6 3.61⇥10 8
(b) RMSE computed over whole reconstructed volume
Quantifying performance for multi-material spheres
GT LPR+FBP LPR-Sharp+FBP NLPR+FBP
51.2µm2 61.6µm2 56.6µm2 51.2µm2
114.4µm2 127.3µm2 126.9µm2 113.2µm2
80.3µm2 103.2µm2 99.8µm2 80.7µm2
(c) Areas of circles (spherical cross-sections) in Fig. 3 (m-p)
LPR+FBP LPR-Sharp+FBP NLPR+FBP
1.98⇥10 7 2.02⇥10 5 4.23⇥10 7
1.94⇥10 7 1.34⇥10 5 1.23⇥10 7
7.58⇥10 7 2.62⇥10 5 2.43⇥10 7
(d) RMSE within the region of each circle in Fig. 3 (n-p)
Figure 5. (a,b) and (c,d) quantifies the accuracy and sharpness of the re-
fractive index decrement reconstruction for the single material spheres data
and multi-material spheres data, respectively. (a) and (c) gives the areas for
the three circles in Fig. 3 (e-h) and Fig. 3 (m-p), respectively. The areas
with NLPR closely matches the ground-truth (GT) while LPR and LPR-Sharp
overestimate the area. (b) computes the root mean squared error (RMSE)
over the whole volume for single material spheres reconstruction. (d) com-
putes the RMSE within each circle for the multi-material reconstructed im-
ages in Fig. 3 (n-p).
reconstructions with significant amount of blur that also contain
phase contrast fringes as shown in Fig. 3 (g,o). From Fig. 3 (m,p),
we can see that NLPR accurately reconstructs the shape in spite
of the presence of materials with different and varying values for
d
b . In Fig. 3 (n-p), while it was assumed that
d
b = 350, the true
values of db for the three spheres were 35, 350, and 700.
We also observed that the smoothing nature of LPR overesti-
mates the area of region occupied by the spheres. To demonstrate
this effect, we segment each circle in Fig. 3 (e-h,m-p), compute
the area of each circle, and compare the computed areas in Fig.
5 (a,c). The region within each red bounding box as shown in
Fig. 3 (e) is extracted and segmented using Otsu thresholding
[14]. After thresholding, each circular area is computed by sum-
ming the number of positive pixels and multiplying by the square
of the pixel width. From Fig. 5 (a,c), we can see that the ar-
eas with NLPR almost exactly matches the ground-truth while
the areas are severely overestimated when using LPR. For the sin-
gle material data, the root mean squared error (RMSE) in Fig. 5
(b) between the reconstructed and ground-truth values over the
whole volume shows that NLPR has higher quantitative accuracy
than LPR. We also note that LPR-Sharp results in severely de-
graded quantitative accuracy due to the incorrect assumption for
the object-to-detector distance R. In Fig. 5 (d), RMSE estimates
(a) Radiograph (b) Sinogram
(c) LPR (d) NLPR
Figure 6. Experimental data measurements and reconstructed phases.
(a) shows the measurements at the first view angle. (b) shows the sinogram
over all the views along the center row of (a). (c) and (d) show the retrieved
phase using LPR and NLPR, respectively.
computed within the region of each circle in Fig. 3 (n-p) is pre-
sented for multi-material data. We can see that LPR has a lower
RMSE than NLPR for the first sphere with db = 35, while NLPR
has lower RMSE for the other two spheres.
Experimental Data
In order to validate NLPR with experimental data, we used a
synchrotron to perform X-ray phase contrast imaging of an object
consisting of SiC fibers. Radiographs were acquired at 256 dif-
ferent views equally spaced over an angular range of 180 degrees.
The shape of each radiograph is 320⇥ 324 with a pixel width
of 0.645µm. The X-ray energy was 20keV and the object-to-
detector distance was fixed at R = 100mm which ensured signif-
icant amount of phase contrast in the measured images as shown
in Fig. 6 (a,b). Fig. 6 (a) shows the normalized measurements at
the first view angle and Fig. 6 (b) shows the sinogram along the
center row of Fig. 6 (a) over all the view angles. Before running
LPR and NLPR, each X-ray image was padded to 1.5⇥ the orig-
inal size in each dimension using edge padding. For the LBFGS
optimization in NLPR, we used a value of 10 5 for the relative
threshold on the optimization parameters, x, in NLopt [17]. In
equation (13), we used a = 1 and g = 350.
The reconstructed phase at the first view angle using NLPR
and LPR are shown in Fig. 6 (c,d). The refractive index decrement
is reconstructed in 3D from the phases using FBP and compared in
Fig. 7 and Fig. 8. From Fig. 6, we can see that the SiC fibers are
localized to a central region that is smaller than the total field of
view. To facilitate comparison, we crop the cross-section images
of the FBP reconstruction to the region containing the fibers and
show them in Fig. 7 (a,b) and Fig. 8 (a,b).
To compare the sharpness of image features, Fig. 7 (c,d)
zooms into the circular cross-section of a fiber within the red rect-
angular box towards the left side of the images in Fig. 7 (a,b).
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(a) LPR+FBP (b) NLPR+FBP
(c) LPR+FBP (d) NLPR+FBP
(e) MTF from (c) and (d)
LPR+FBP NLPR+FBP
67.40µm2 61.57µm2
112.74µm2 101.51µm2
(f) Areas of circles within the red boxes in (a) and (b).
Figure 7. Comparison between FBP reconstructed images from LPR and
NLPR phase projections. (a) and (b) show reconstructed image slices corre-
sponding to the center row of Fig. 6 (a) and the sinogram in Fig. 6 (b). (c)
and (d) zooms and compares the circle bounded by a red rectangle on the
left side of (a) and (b), respectively. (e) compares the modulation transfer
function (MTF) computed from the circles in (c) and (d). (f) compares the
areas of the circles bounded by the two red rectangles in (a) and (b).
The modulation transfer function (MTF) of the circles in Fig. 7
(c,d) are computed using the method in [15] and shown in Fig.
7 (e). We can see that the MTF with NLPR lies above the MTF
with LPR, which indicates sharper images with higher resolution
when using NLPR. We employ the same approach used to pro-
duce Fig. 5 (a,c) and use it to compute the areas of the circular
regions within the red bounding boxes in Fig. 7 (a,b). We can
see from the computed areas in Fig. 7 (f) that the areas when us-
ing NLPR with FBP is lower than the areas when using LPR with
FBP. Furthermore, the areas in Fig. 7 (f) can be compared with
the areas computed for simulated data in Fig. 5 (a). From Fig. 5
(a), we have reason to conclude that LPR has overestimated the
areas of the circular regions in Fig. 7 (f).
While our phase retrieval algorithms assumed only one ma-
terial with a constant d/b , we see that there is a second material
that is used to hold the fibers in place as shown within the red
rectangular box in Fig. 8 (a,b). Fig. 8 (c,d) zooms into the red
rectangular region in Fig. 8 (a,b) and clearly shows the sharpness
improvement when using NLPR. Thus, the desirable properties of
(a) LPR+FBP (b) NLPR+FBP
(c) LPR+FBP (d) NLPR+FBP
Figure 8. Comparison between FBP reconstructed images from LPR and
NLPR phase projections. (a) and (b) compares the 40th cross-section slice
from the refractive index decrement reconstructions. (c) and (d) zooms into
the area within the red rectangular region of (a) and (b).
NLPR also apply to materials that do not have the same specified
value of d/b within the sample.
Conclusions
We presented a non-linear phase retrieval (NLPR) method
and validated its performance using both simulated and experi-
mental data. We compared NLPR with a popular linear phase
retrieval (LPR) approach presented in Paganin et al. [4]. In our
experiments, we showed that NLPR resulted in more quantita-
tively accurate reconstructions than LPR. We also showed that
LPR significantly overestimated the object’s area due to blurring
while NLPR accurately estimated the object’s area by reducing
the blur.
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