Solving Linear Systems by Methods Based on a Probabilistic Interpretation. In this paper it is demonstrated how the probabilistic concept of a stopping time in a random process may be used to generate an iterative method for solving a system of linear equations. Actually all known iterative approximation methods for solving linear equations are generated by various choices of a stopping time e. g. the point and block Jacobi methods, the point and block Gauss-Seidel Methods and overrelaxation methods are covered.
Introduction
In this paper we are concerned with iterative approximation methods for the square system of linear equations A x =b, x ~ lt~ N.
(1.1)
Rewriting the system as x = b +P x (1.2) with P = I-A, where I is the identity matrix, allows a probabilistic interpretation of the system and therefore allows the construction of probabilistically based Hence we will develop our method of generating solution techniques for that case first and indicate generalizations afterwards.
The system (1.1) or (1.2) is uniquely solvable if the spectral radius of P is smaller then one.
The solution of (1.2)
x*=A -1 b=(I-P) -1 b= ~, Ptb (1.4) t=0 may be interpreted as the total expected reward belonging to a stochastic process that is considered at discrete points in time t = 0, 1, 2, ...: as being in one of the states 1, 2, ..., N and where we receive b (/) every time by the system is observed to be in state i. The state i corresponds to the i-th equation in the linear system and to the i-th coordinate of x.
Using the concept of stopping time for this process yields the possibility to compute the expected rewards for a particular set of paths (sequences of states), in the random process.
The choice of the stopping time will determine the particular set. Iterating the computation of expected rewards over that set finally yields the solution of the system (1.2) . This solution will be reached independently of the chosen stopping time. So each stopping time will generate an iterative procedure for solving a system of linear equations. More explicitly each stopping time T will induce an operator Lr that is contractive on NN and has the solution of (1.2) as unique fixed point. Actually all known iterative approximation methods for solving systems of linear equations are generated by the various stopping times. E. g. the point and block Jacobi methods, the point and block Gauss-Seidel methods and overrelaxation methods are covered.
The probabilistic approach, however, offers in a natural way the possibility to adapt the solution technique to the special structure of the problem. In Markov decision theory it is common to incorporate in the approximation technique the concept of upper and lowerbounds (MacQueen I-2]) for the solution of (1.2). It will be shown that applying this concept will lead to faster convergence of the approximation algorithms. The rate of convergence will not be determined by the norm of the operator L r but by the second largest eigenvalue.
In section 2 the probabilistic interpretations of x=b+Px x~ N will be presented. The concept of stopping time will be introduced in an informal way. In section 3 stopping times will be used to generate iterative approximation procedures, and examples will be described.
In order to be able to give the central proof about the operators L r we will describe the concept of a stopping time more formally in section 3. Examples of operators generated by stopping times will be given. Section 4 will be devoted to upper and lower bounds for the solution of (1.2). These bounds will be based on the n-th stage of the approximation process and hence are posterior bounds. It appears that these posterior bounds are usually much better than the common prior bounds.
Probabilistic Concepts
As mentioned we make the simplifying assumptions that p (i,j)> 0 and that P has a spectral radius p < 1. Under these assumptions, the square linear system has the unique solution (1.4). The problem is to find the sum of the series or an approximation to it.
An interpretation for the above sum follows by considering P as the transition matrix ofa Markov chain. Suppose a system can be in one of the states 1, 2, ..., N at time epoch t = 0, 1, 2 ..... If the system is in state i at time t, it jumps to a state j :~ i or it remains in state i, at time t + 1. The probability of such a transition is N equakto p (i,j) or p (i, i), respectively. The probability 1-Y' p (i,j) may be viewed j=l upon as the probability of blowing the system up at time t.
Hence, the probability that the system is in state j at time t given that the state is i at t = 0 is equal to
~, P(i, il), p(il, i2) .... ,p(it_l,j), il, i2, ...,it-I
which is equal to the (i,j)-th component of the (N x N) matrix pt. Suppose we receive a reward b (j) every time that the system is in state j. Now pt b (0 is the expected reward at time t given that the system starts in state i. Moreover, ~Ptb is the vector of total expected rewards for the different starting states t=0 until the system is blown up.
This interpretation for the solution of (1.2) gives a good key to several approximation ideas. In the most simple procedure we start with Other procedures may be generated using so called stopping times. A stopping instruction for the process is an instruction which may use the path of the process until time t in order to decide whether the process will be stopped at t or not.
Simple examples of stopping instructions are We will allow stopping instructions which require a lottery to make the stopping decision. As a very simple example we have: Example 2.6: Stop certainly as soon as the system reaches a state different from the starting state, but each time the system remains in the starting state the process is stopped with probability 1/2.
More sophisticated examples of randomized stopping instructions will be given later on. For a formal treatment of the concept of (randomized) stopping instructions, in a more general setting, see van Nunen [43.
The Generation of Iterative Approximation Schemes by Stopping Times
Let us suppose for the moment that a stopping instruction has been given. Denote the random stopping time by T. Then we can compute the total rewards until the process is stopped by
where S~ denotes the random state of the system at time t. If a terminal reward a (j) is earned in case the process is stopped in j, the total rewards become 1 ]
T-I b (St) + a (ST).
x,, = IF b (St) + x,,_ 1 (ST) n = 1, 2 .....
Lt=O
Note that for T-= 1 (example 2.1) this procedure is exactly the same as the procedure introduced earlier.
The question remains for which types of stopping instructions do we have
Intuitively this question is simple to answer: x. (i) are expected total rewards over n iterations of the stopping time plus an expected terminal reward at the end of this period given that we started in state i. If this period tends to infinity for n~ oo then x, (/) will tend to the total expected reward over the infinite time horizon.
As usual we may define the iterative procedure (3.1) by an operator L T r 1 This question can be split in two parts:
(ii) Is LT a contracting operator ?
Then (3.4) holds if both questions can be answered in a positive way. The answer to the first question happens to be yes, because (3.5) Where the infinite series in the right hand side can be interpreted as the expected reward from the stopping time on if the instruction to stop in state ST at time T is ignored. So the whole expression is equal to the total expected reward if there was no stopping instruction. This total expected reward was just the solution of the system of linear equations (1.2). For a formal proof see van Nunen [4] or Wessels [10] .
The answer to the second question cannot be an unconditional one, since e.g. the case T=0 gives trivially L r x =x for any x.
Even the most simple case T = 1 requires some argument, since P need not be contracting in maximum norm and therefore Lr x=b+P x need not be contracting.
However, P is certainly M-stage contracting, with M<N, since its spectral radius is less then one and therefore L r with T~ 1 is M-stage contracting and possesses a unique fixed point (I-P)-1 b.
For other situations we have for any stopping time 7".
where Pi (S T =j, T< oo) is the probability equals j and T< oo for given starting i.
This implies, analogous to the case T---l, that L T is M-stage contracting if the matrix with (i,j)-th entry P~ (ST =j, T< oo) is M-stage contracting.
We will prove that this matrix is M-stage contracting if and only if the stopping instruction is such that for any starting state the probability of immediate stopping is strictly less than one. Such a stopping instruction, that does not allow for immediate stopping at t=O with probability one, will be called a nonzero stopping instruction and the corresponding stopping time will be referred to as a nonzero stopping time. In order to be able to prove the above theorem we have to prove that the operator L r is M-stage contracting if T is a nonzero stopping time. In order to treat this problem properly we have to introduce the stopping instructions in a more formal way.
Def'mition 3. 3.1: The stopping instruction defined in example 2.1 is nonzero and equals 6 (i) =0 for all i e S and ~ (~)= 1 for all c~ s G|
3.2:
The stopping instruction defined in example 2.2 equals 6 (cq = 0 for e e S w S 2 and 3 (c~) = 1 for ct e Goo\(S w $2). contracting is then straightforward.
From (3.7) it appears that it suffices to show the contractingness of PT. 
i . i
Proof: First we note that II PT II is finite, since II PT II --< ~ 11 Pn II < oo, (ll P II < 1).
n=O Note that, ~ Pr (i,j) is the probability that the system is stopped before that J it is blown up. This probability can be split up in two parts: the probability of stopping immediately 6 (i) and the probability of being stopped later on. This latter probability cannot be greater than the probability that the system still works at time 1. So From the foregoing it follows that every nonzero stopping time T defines an operator L r which in turn induces a successive approximation algorithm for solving the system of linear equations (1.1). For solving a particular problem, one has to exploit the specific structure in order to find the best stopping time within the class of all stopping times. 
,) (i)=b (i)+ ~ p (i,j) x, (j).
j=l In matrix notation
This procedure is sometimes called the pre-Jacobi method.
3.3a: Let the stopping instruction be as in example 3.3.
Then for x o E R N the sequence x, is defined by
This follows since the stopping instruction guarantees the reception of b (i) every time we remain in state i for one more period. So we earn b (/) in first instance then we earn again b (i) in the next period with probability p (i, i). After 2 steps we are still in state i with probability (p (i, 0) 2. Continuing in this way yields the geometric series that sums up to 1 b (i).
-p (i, i)
The second term in x, + 1 follows from a similar reasoning. The process is stopped after one period in state j with probability p
(i,j). (] ~ 0 and the final reward x~ (])
is earned. The process is stopped after 2 periods in state j vci iff it was still in state i after one period. This happens with probability p (i, i)p (i,j). Continuing in this way leads to the second term in the righthand side of (3.8).
We define D as the diagonal matrix with diagonal entries (1-p (i, i)) and the (N • N)-matrices F and E as the strictly upper and lower triangular parts of P respectively (and zero entries elsewhere).
Then (3.8) can be reformulated as x,+ i=D -1 (E+F)x,+D -i b.
This is the point Jacobi or point total step method see e.g. Varga [9] .
3.4.a:
Let the stopping instructions be as in example 3.4, then 
+ 9 ~ p(i,j)x,(j). 1-p(i,i) j>i
This follows easily by noting that the reward earned after a transition to state j < i equals exactly x, + i (J).
By using matrices D, E and F as defined in the previous example, (3.9) can be given by
x,+ x =(D-E) -1Fx.+(D-E) -i b.
This iterative procedure is known as the point Gauss-Seidel or point single-step method. See e.g. Varga [9] . Then, in a similar way as in the previous example, we have
-6 (i) b (i)-~ 6 (i) x. (i) x"+l (i)= 1-(1-6(i))p(i,i) 1-(1-6(i))p(i,i)
1-6(0
~, p(i,j)x,+~ (j)+
(3.10)
+ 1-(1-6(i))p(i,i) j>, y' p(i,j)x,(j).
Let us define 6 (/) such that (1 -6 (i)) (1 -p (i, i)) = constant = co.
-(-a (i)) p (i, 0
Then --again using the matrices D, E and F --(3.10) becomes
which is known as the point successive overrelaxation method. This means that the system is not stopped as long as the states that are "visited" belong to the same block. Now it is straightforwardly verified that
Xn+ 1 = LT Xn can be reformulated as x,+l =D -1 (E + F)x,,+D -I b.
This iterative scheme is known as the block Jacobi iterative method (see Varga [92) .
From the foregoing examples it will be clear that the so-called block successive overrelaxation iterative method can be formed by combining the examples 3.7 and 3.8.
Of course several other options are available. The previous examples are only given to illustrate how the concept of stopping time can be used to generate iterative methods for solving systems of linear equations. For specially structured matrices one can choose the (randomized) stopping instruction in such a way that the relevant paths are included by the mapping L r.
Remarks:
a) To apply the idea of stopping instructions, it is not necessary that all nondiagonal elements of the matrix A in (1.1) are non-positive and that
In fact we only used these restrictions in order to obtain a probabilistic interpretation of the system of equations. For the formal proofs it suffices that A is nonsingular and that P"--*0 for n--* oe.
Namely, P"~0 implies that there exists an M< oe such that II pM II < 1, which gives M-stage contraction (see e.g. [4] ). If the nonnegativity condition that is used to give the probabilistic interpretation is violated, one could use an approach which is closely related to the stopping time concept. This "go ahead set approach" is described in Wessels [10] and Van Nunen [4] .
b) In fact, the deduction of successive approximation methods by using the concept of stopping time leads to a regular splitting of the (N x N)-matrix A (see again Varga [9] ). Where Q-1 R corresponds to Pr and
O -lb=~-Z b(S).

t=0
This relation --although not formulated in stopping times --can also be found in Porteus [7] .
c) The theory of stopping times for Markov chains gives us the following result which is intuitively clear.
Namely, if the stopping probabilities b (i) are increased, then also the probability of stopping before the system is blown up increases. 
P (PT,)>-P (PT2)
where p indicates the spectral radius.
Essentially the same lemma can be found in text books of numerical mathematics. As a consequence of these lemmas it follows immediately that e.g. the spectral radius for the Gauss-Seidel method is not larger than the spectral radius for the Jacobi method. However it needs not be true that the bounds that can be constructed (see section 4) are better too (Van Nunen [4] ).
Upper and Lower-Bounds for the Solution of Ax = b
In the previous section we showed that each stopping instruction generates a sequence {x,}~= 0 that converges to the solution of (1.1).
By examples we illustrated that these sequences cover those arising from the methods which are well known from numerical mathematics.
We did not give much attention to the convergence rate of the methods. In this section the emphasis will be on the rate of convergence. We will show how a faster convergence rate can be achieved by using the concept of posterior upper and lowerbounds for the solution x* of (1.1).
For a sequence {x.} we define c~, and/3, for n = 1, 2, ... Proof: For a complete proof we refer to van Nunen [4] . Similar results have been found by Porteus [7] . However, the underlying ideas for the proof are rather simple i. e. The other statements can be found in a similar way.
From part (iii) of the foregoing lemma it follows that the convergence of the sequence X',: = 89 (Un + ln) is at least at a rate 1t Pr II.
We will show that the use of bounds may lead to a nonnegligeable acceleration of the convergence.
Moreover, the asymptotic convergence rate may be improved.
Although this is not necessarily requested to derive the results in the sequel of this section we will --for reasons of simplicity --only consider the following simple situation.
Assumption 4.1: (i) ~1 _>0.
(ii) Pr has the equal row sum property i. e. Note that a, >_ 0 implies that the convergence is monotone i. e.
X n I~Xn~X*.
Consequently
Xn<__ln<__X* <_u..
The second assumption can also be imposed without loss of generality. Any problem with a Pr matrix that has unequal row sums can be transformed into an equivalent problem with a P} matrix which possess this equal row sum property. This transformation is due to Schweitzer [12] . It can be found in Porteus [7] and may also be deduced by using a stopping time (see van Nunen and Stidham [6] ).
The corresponding stopping instruction 8r~ -r" for this stopping time is based on a combination of 6r and the instruction 8' defined by 8' (i)=0 for all i and
Now, a straight forward verification shows that the matrix Pro r has all row sums equal to 7 < 1, where T o T' corresponds to the stopping instruction that combines Tand T'.
From lemma 3.2 it follows that
ii PToT" II <--II PT II. 
VT = max --max
Proof:
For the proof of part (i) we refer to Morton and Wecker [3] .
The proof of part (ii) can be found e.g. in Seneta [8] or Htibner . [1] or Morton and Wecker [3] and uses the following result
This implies that, although the norm and spectral radius of Pr are equal to II er I1, ( if Pr has equal row sums), the convergence rate of the sequence 89 (u n + ln) equals /I PT II "~r.
To illustrate the strength of the concept of posterior upper and lower bounds we consider the following simple example. In the next three tables we give for the pre-Jacobi iterates: the values x n ; 89 (u n + l,) and sp (Xn--X,_ 0 for several values of n respectively. Table 2 shows the values for the sequences 89 (u. + l.). It is indicated by this very simple example that using the concept of bounds leads to very fast convergence. In the example the estimate was within 1% of the exact solution after 10 iterates.
Conclusions
We did not strive to be exhaustive in finding the best technique for solving a system of linear equations. We merely aimed to give more relations between the techniques used for solving Markov decision problems and those for linear systems.
Moreover, we showed how the concept of posterior lower and upperbounds, which is used in Markov decision theory can be exploited in solving linear systems.
There are of course a lot of improvements possible. For example column reductions or diagonal reductions (see e.g. Porteus [7] ) can be used. However it can be shown that these concepts do not improve the convergence rate once the concept of bounds is used.
The norm used in this paper was the maximum norm. The same concepts of stopping times and bounds can be used in the case where other norms are more suitable. For an exposition on the use of weighted supremum norms for Markov decision processes we refer to Wessels [11] and van Nunen [4] .
