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1
Denicio del projecte
1.1 Motivacio
Quan es tracta el tema del desenvolupament de software, i en especial d'aplicacions, els cos-
tos de desenvolupar solucions a mida sol ser molt gran, i en la majoria dels casos es recomanable
usar o modicar biblioteques pre-existents.
En particular, el llenguatge C++ [16], proporciona una biblioteca estandard, de la qual en
forma part la Standard Template Library o STL [9]. Aquesta biblioteca proporciona estructures
de dades i algorismes per a manipular-les.
Un d'aquests contenidors implementa el TAD Diccionari, es a dir, una estructura de dades
ordenada que guarda un conjunt d'elements, dels quals cada un d'ells es un parell de valors. El
primer component , la clau, es pel qual esta ordenat el propi diccionari. El segon, son dades
addicionals que voldrem guardar. Aquest contenidor permet fer insercions, cerques i esborrats
d'elements per clau, aix com operacions basades en iteradors, tot amagant la estructura interna
que s'utilitza per a emmagatzemar les dades.
El comportament i costos asimptotics de les operacions son denits a l'estandard [8], i,
tot i que l'estructura de dades concreta per a implementar-ho no es denida, la majoria de les
implementacions utilitzen un arbre binari de cerca balancejat. La denicio es generica respecte
el tipus de dades que emmagatzema el diccionari, aix com la implementacio.
Aquesta estructura de dades, tot i que molt util, presenta una serie de inconvenients,
un dels quals es en el que es centrara aquest projecte. Si les claus per les qual ordenem son
cadenes de caracters, es raonable assumir que aquestes poden compartir un prex comu. Per
exemple, imaginem paraules en un cert llenguatge natural, degut a que a partir d'una paraula
es solen derivar adjectius, conjugar verbs, crear paraules compostes, etc, es habitual que algunes
paraules comparteixen una arrel relativament llarga. Usant una implementacio tpica del TAD
diccionari, al comparar cadenes sempre haurem de comencar des del principi, fet que com
veurem mes endavant, no es realment necessari.
1.2 Objectius
L'objectiu d'aquest projecte, es la implementacio del TAD diccionari, concretament seguint
la descripcio de la classe map de la STL, amb una especialitzacio dels Red-Black Tree que evita
comparacions de caracters redundants per a claus strings. La tecnica original es descrita a
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[13] i es aplicable a qualsevol tipus de arbre binari de cerca. En el nostre cas es treballara
sobre la implementacio que ofereix el compilador de C++ g++, inclos a la gcc (gnu compiler
collection)[5].
L'objectiu es millorar el rendiment d'aquesta implementacio tenint en compte les peculia-
ritats d'aquest tipus de dades.
Objectius concrets
1. Analitzar el comportament, precondicions i postcondicions i costos asimptotics quan trac-
tem amb strings.
2. Analitzar i comprendre les millores que aporta la nostre implementacio especialitzada
per strings (que anomenarem SRBT, String Red-Black Trees) respecte la implementacio
generica.
3. Analitzar els costos de la implementacio del map que es distribueix en la implementacio
de la STL distribuda amb el gcc (versio 4.2).
4. Analitzar quins seran els requisits que tindrem per tal de poder implementar el SRBT
sobre els Red-Black Tree.
5. Fer les modicacions pertinents al codi dels Red-Black Trees per a implementar els SRBT,
tot mantenint el comportament asimptotic esperat de l'estructura.
1.3 Planicacio
Per a poder assolir els objectius del projecte, s'ha xat una planicacio temporal d'uns
10 mesos (d'Agost del 2008 a Maig del 2009). En aquesta planicacio s'ha tingut en compte
una dedicacio mitjana d'unes 3-4 hores diaries de dilluns a divendres ns el mes de Febrer, i 6
hores de mitjana els mesos de Marc a Maig. Tot aixo incloent la implementacio del projecte,
presentacio, consultes amb la directora del projecte i tramits burocratics.
La planicacio temporal de les tasques realitzades durant el projecte es la seguent:
 Durant els mesos d'Agost la lectura de documentacio relacionada amb el projecte com per
exemple [16, 9, 13, 4] i la familiaritzacio amb el funcionament intern de la classe map (o
la seva implementacio).
 Durant el mes de Setembre adaptacio del codi dels Red-Black Trees a SRBTs, i un disseny
inicial dels jocs de proves.
 Durant el mes d'Octubre la modicacio dels diferents metodes de cerca i insercio per tal
de aprotar les peculiaritats dels SRBT.
 Durant el mesos de Novembre i Desembre la nalitzacio de les adaptacions de la implemen-
tacio del Red-Black Tree, familiaritzacio amb la eina de documentacio LATEXi l'adaptacio
dels algorismes de re-balanceig.
 Durant el mes de Gener la nalitzacio de la correccio de l'algorisme d'esborrat i l'inici
de la implementacio del algorisme de insercio multiple, i s'ha iniciat la documentacio del
projecte.
 Durant els mesos de Febrer a Maig s'han realitzat uns jocs de proves, la nalitzacio de
l'algorisme de insercio multiple i de la memoria del projecte.
2
STL, maps i Red-Black Tree
2.1 La biblioteca estandard de C++ i la STL
El C++ es un llenguatge de programacio orientat a objectes de proposit general. La
biblioteca estandard es una colleccio d'interfcies i classes pre-denides, per tal de facilitar el
treball amb strings, entrada/sortida i estructures de dades, (llistes, vectors, diccionaris...).
La part central d'aquesta llibreria es la STL (Standard Template Library), la qual propor-
ciona mecanismes per a manipular estructures de dades, i algorismes per a operar-les. Aquestes
estructures de dades estan denides com a Templates, i per tant, poden manegar qualsevol tipus
de dades de manera generica (incloent-hi altres templates), amb la versatilitat que aixo suposa.
Els elements de la STL estan estructurats en tres tipus: containers (contenidors), iterators
(iteradors), algorithms (algorismes) i functors (objectes funcionals).
Els contenidors s'utilitzen per a guardar elements, i per aixo ofereixen tpicament les
operacions de insercio, esborrat, i metodes per a recorrer i examinar-ne el contingut.
Els iteradors son utils per a recorrer els elements d'un contenidor. Existeixen diferents
tipus d'iteradors depenent del conjunt d'operacions que ofereixen. Per un determinat tipus
d'iterador la interfcie es independent del contenidor i en particular de la seva implementacio,
aixo permet al usuari nal no haver de coneixer la implementacio ni els metodes d'un contenidor
per tal de poder recorrer els seus elements.
Els algorismes realitzen operacions en un contenidor (ordenar, fer copies, comptar el nom-
bre d'elements), i per fer-ho utilitzen iteradors, fet que fa possible que la implementacio sigui
generica respecte el tipus de contenidor.
Els objectes funcionals son classes que sobrecarreguen l'operador(). Aquestes funcions son
especialment utils per a especialitzar el comportament d'un algorisme. Exemples d'algorismes
implementats amb objectes funcionals son: sort, partial sort i nth element.
2.1.1 Contenidors i contenidors associatius
Com ja hem dit abans, els contenidors son estructures que emmagatzemen dades. Cal
remarcar que els contenidors son propietaris d'aquestes dades, es a dir, en el moment que inserim
un element, el contenidor realitza una copia, que es independent de l'original: per tant qualsevol
modicacio de l'element del contenidor no afecta l'element original que vam inserir. La vida dels
elements es atada per la vida de cada contenidor.
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Els contenidors no imposen, en principi, restriccions sobre com emmagatzemar els ele-
ments, i per tant, si fem diversos recorreguts dels elements del contenidor no podem esperar que
els elements estiguin en el mateix ordre. Aquesta diferenciacio fa que hi hagi diferents tipus de
contenidors: sequencies, contenidors associatius ordenats i contenidors associatius no ordenats.
A les sequencies els elements tenen una certa posicio i ordre, pero aquest depen del temps
i lloc d'insercio, i es independent de les dades emmagatzemades. Hi ha tres tipus de sequencies
basiques dins la STL: vector, dequeue (doble ended queue) i list.
Els contenidors associatius, tenen la peculiaritat que els seus elements son emmagatzemats
de forma tal que es poden realitzar operacions de consulta basades en clau de forma ecient.
N'hi ha de dos tipus, ordenats i no ordenats.
Els contenidors associatius no ordenats no son estandard, pero moltes implementacions de
biblioteques els inclouen. Tpicament son implementats amb taules de dispersio, i s'anomenen:
hash set, hash map, hash multiset i hash multimap.
Els contenidors associatius ordenats: son colleccions d'elements que suporten acces ecient
basat en claus. A mes a mes els elements del contenidor mantenen un ordre predenit basat en
la clau. El ordre es independent del lloc o temps de insercio de els dades. Exemples d'aquests
contenidors oferts a l'STL son: set, multiset, map i multimap.
2.1.2 Contenidors associatius ordenats
En aquest projecte ens hem centrat en els contenidors associatius ordenats, mes concreta-
ment en el map. Els contenidors associatius deneixen una interfcie per a manegar colleccions
d'elements ordenats per un clau. Els elements del map son parelles clau-valor, que a mes a mes
ofereixen la restriccio de nomes permetre un element per clau, es a dir, si estiguessim creant un
llist telefonic (la clau sent els nombres de telefon), no permetrem que un mateix nombre de
telefon fos assignat a mes d'una persona (sent el nom de la persona el valor emmagatzemat).
En canvi els multimaps permeten diferents elements amb una mateixa clau.
Per altre banda els sets, comparteixen la restriccio dels maps de nomes permetre un element
amb una mateixa clau, pero els seus elements estan formats unicament per la clau, es a dir, no
tenen elements addicionals emmagatzemats. Finalment els multisets nomes emmagatzemen les
claus (igual que els sets), i permeten multiplicitat de clau (com els multimaps).
Aquests quatre templates, donat que tenen caracterstiques molt semblants, estan
tpicament implementats amb la mateixa estructura de dades.
L'estandard imposa que les operacions de cerca, insercio i esborrat d'un element per clau
han de tenir un cost asimptotic com a molt logartmic respecte al nombre d'elements del conteni-
dor. A mes a mes, el recorregut de tots els elements del contenidor ha de tenir un cost asimptotic
lineal, es a dir, avancar-retrocedir una posicio ha de tenir un cost amortitzat constant, Totes
aquestes restriccions estan expressades a l'estandard ISO[8].
2.1.3 Iteradors
Els iteradors son estructures de dades que permeten recorrer els elements d'un contenidor
en un ordre determinat. La caracterstica fonamental dels iteradors es que la seva interfcie es
independent del contenidor al qual estan accedint, i es responsabilitat del contenidor implementar
els iteradors, i en particular les operacions necessaries perque els iteradors puguin recorrer el seu
contingut.
Tpicament els contenidors implementen dos tipus d'iteradors (amb les seves respectives
funcionalitats). Els iteradors "fordward"(cap endavant). que recorren el contenidor en l'ordre
dictat pel contenidor. i els iteradors "reverse"(inversos), que permeten recorrer els elements del
contenidor en l'ordre contrari.
Aixo es util donat que els iteradors es poden de-referenciar, aix obtenint l'element associat
a l'iterador.
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El fet de tenir dos sentits per a recorrer un contenidor es util per a mantenir una con-
sistencia logica, donat que el primer element (que s'obte amb la funcio begin() (o rbegin()), es
un element que poden de-referenciar, pero en canvi l'ultim (obtingut amb la funcio end() (o
rend())) no es un element valid, i sol apuntar a un node sentinella o un node buit.
2.1.4 Tractament d'excepcions dins la STL:
El tractament d'excepcions de la STL es pot considerar mnim. La motivacio es no com-
prometre l'eciencia. En particular, la STL no garanteix el resultat de les operacions si les
invocacions d'aquestes violen les precondicions. Sent aix, si volem fer un tractament de les
excepcions, haura de ser el propi programador el que tindra que programar wrappers per a
controlar les excepcions llencades.
No obstant, cal recordar que els mateixos elements que manipulen els templates poden
llencar excepcions ( bad alloc per falta de memoria per exemple). Aquest fet obliga a que sempre
hi hauran excepcions a ser tractades pel programador, ns i tot dins la biblioteca. En particular
la implementacio sempre ha de proporcionar la seguent garantia: les operacions d'insercio d'un
element al contenidors, seran atomiques respecte les excepcions, es a dir, si es produeix una
excepcio durant la insercio d'un element, l'estructura de dades romandra intacta.
2.2 Denicio de la classe map
Recordem que volem proporcionar una implementacio alternativa a la classe map especia-
litzada per strings. La interfcie de la nostre implementacio de la classe map que hem anomenat
newmap es deneix aix:
//Definicio base
template <typename _Key, typename _Tp, typename _Compare = std::less<_Key>,
typename _Alloc = std::allocator<std::pair<const _Key, _Tp> > >
class newmap;
//Especialitzacio en la que implementarem els SRBT
template <typename _Val, typename charT>
class newmap<basic_string<charT>, _Val,std::less<basic_string<charT> >,
std::allocator<std::pair<const basic_string<charT>, _Val> > >~n
On:
 Key representa el tipus de la clau pel qual ordenarem.
 Val representa el tipus del valor emmagatzemat juntament amb la clau.
 Comp representa la funcio de comparacio.
 Alloc representa la funcio de reserva de memoria per a les dades que volem guardar.
Hem denit una classe completament a part per a poder fer referencia al map original. A
mes a mes, a l'especialitzacio hem xat una funcio de comparacio (ordre lexicograc). Aixo fa que
la nostre implementacio nomes pugui especialitzar les implementacions amb el comparador per
defecte, fet que comentarem en el seguent captol. Tambe es visible, que la nostre implementacio
tractara nomes amb basic string, aix ens permet utilitzar propietats com la mida de la cadena,
que facilita la implementacio dels SRBT, pero sense perdre la generalitat sobre el tipus d'elements
que formen les cadenes.
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2.2.1 Descripcio formal de les operacions
L'estandard [8] deneix els costos de les operacions de forma generica al tipus de dades
que s'emmagatzemen en un map.
A continuacio mostrarem els valors de les operacions per a un map on les claus son strings,
assumint una implementacio generica, on les claus es comparen des del principi.
Mostrarem la informacio en taules, on la primera columna sera la signatura de la funcio,
la segona sera el cost en el cas pitjor (a menys que indiquem un altre cosa), i la tercera tindra
la descripcio del comportament, en aquestes taules, les constants denides a les avaluacions del
cost seran les seguents:
 n: el nombre d'elements que hi ha dins el map.
 L: llargada maxima de la clau.
 N: nombre d'elements sobre els que es fara certa operacio.
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Operacions constructores, copia i destruccio d'elements
Signatura Cost Descripcio
map() (1) Crea un map buit.
map(const Comp& comp) (1) Crea un map buit usant comp com
l'objecte comparador.
template<class InputIterator>
map(InputIterator f,
InputIterator l)
(NL) si l'interval [f,l)
esta ordenat
(N  L  logN), altra-
ment
Crea un map amb una copia de l'in-
terval denit per [f,l).
template<class InputIterator>
map(InputIterator f,
InputIterator l, const Comp&
comp)
(NL) si l'interval [f,l)
esta ordenat
(N  L  logN), altra-
ment
Crea un map amb una copia de l'in-
terval denit per [f,l), usant comp
com l'objecte comparador.
map(const map& m2) (N  L) Crea el map com a copia de m2.
map& operator= (const map&
m2)
(n  L+N  L) Assignacio d'una copia de m2.
void swap(mapT& m2) (1) Intercanvia el contingut dels dos
maps.
~map() (n  L) Destructora.
Operacions d'insercio i esborrat
Signatura Cost Descripcio
pair<iterator, bool>
insert(const value type&
x)
O(L  log n) Insereix una copia de x si es possible.
Retorna un iterador a l'element i si
l'operacio ha nalitzat amb exit.
iterator insert(iterator positi-
on, const value type& x)
(L) amortitzat, si el
nou element s'insereix
just despres de l'iterador
position
(L  log n), altrament
Insereix una copia de x si es possible,
i retorna la posicio de l'element. L'i-
terador position es una pista d'on la
insercio hauria de comencar a bus-
car.
template<class InputIterator>
void insert(InputIterator f,
InputIterator l)
((N +n)L)) si l'inter-
val [f,l) esta ordenat
(N L log(n+N)), al-
trament
Insereix una copia de l'interval de-
nit per [f,l).
void erase(iterator position) (L) amortitzat Esborra l'element apuntat per
position.
size type erase(key type& x) (L  log n) Esborra l'element de clau x, si
existia. Retorna 1 si l'element s'ha
pogut esborrat, 0 altrament.
template<class InputIterator>
void erase(InputIterator f,
InputIterator l)
(N  L) amortitzat Esborra tots els elements en l'inter-
val denit fer [f,l).
void clear() (n  L) Esborra tots els element del map.
T& operator[](const
key type& x)
(L  log n) Si la clau x no existeix
al map, insereix un parell
<x,valor per defecte dades>.
En qualsevol cas, retorna el valor
associat a x en el map.
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Operacions de cerca
Signatura Cost Descripcio
iterator nd(const
key type& x)
(L  log n) Retorna un iterador a l'element amb clau x si exis-
teix, altrament retorna end().
const iterator nd(const
key type& x) const
(L  log n) Retorna un iterador constant a l'element amb clau x
si existeix, altrament retorna end().
size type count(const
key type& x) const
(L  log n) Retorna el numero d'elements amb clau x.
iterator lower bound(const
key type& x)
(L  log n) Retorna un iterador a la primera posicio on s'inseri-
ria un element de clau x, es a dir, retorna el primer
element amb clau mes gran o igual que x.
const iterator
lower bound(const
key type& x) const
(L  log n) Retorna un iterador constant a la primera posicio on
s'inseriria un element de clau x, es a dir, retorna el
primer element amb clau mes gran o igual que x.
iterator
upper bound(const
key type& x)
(L  log n) Retorna un iterador a l'ultima posicio on s'inseriria
un element de clau x, es a dir, retorna el primer ele-
ment amb clau mes gran (estricte) que x.
const iterator
upper bound(const
key type& x) const
(L  log n) Retorna un iterador constant a l'ultima posicio on
s'inseriria un element de clau x, es a dir, retorna el
primer element amb clau mes gran (estricte) que x.
pair<iterator, iterator>
equal range(const
key type& x)
(L  log n) Retorna un iterador a la primera i ultima posicio
on s'inseriria un element de clau x, es a dir, retorna
l'interval d'elements amb clau igual a x.
pair<iterator, iterator>
const iterator
equal range(const
key type& x) const
(L  log n) Retorna un iterador constant a la primera i ultima
posicio on s'inseriria un element de clau x, es a dir,
retorna l'interval d'elements amb clau igual a x.
Obtencio d'iteradors
Signatura Cost Descripcio
iterator begin() (1) Retorna un iterador que apunta al primer element del
map.
const iterator begin() const (1) Retorna un iterador constant que apunta al primer ele-
ment del map.
iterator end() (1) Retorna un iterador que apunta a l'ultim element del
map.
const iterator end() const (1) Retorna un iterador constant que apunta a l'ultim ele-
ment del map.
reverse iterator rbegin() (1) Retorna un iterador revers que apunta al primer element
del map revers.
const reverse iterator
rbegin() const
(1) Retorna un iterador revers constant que apunta al primer
element del map revers.
reverse iterator rend() (1) Retorna un iterador revers que apunta a l'ultim element
del map revers.
const reverse iterator rend()
const
(1) Retorna un iterador revers constant que apunta a l'ultim
element del map revers.
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Altres operacions consultores
Signatura Cost Descripcio
bool empty() const (1) Retorna si el contenidor esta buit.
size type size() const (1) Obte el numero d'elements (la mida) del map.
size type max size() const (1) Retorna el maxim nombre d'elements que pot contenir
el map.
key compare key comp() const (1) Retorna l'objecte comparador que s'utilitza per com-
parar les claus del map.
value compare value comp()
const
(1) Retorna l'objecte comparador que s'utilitza per com-
parar els elements del map.
Per a mes informacio a de maps, multimaps, sets i multisets consultar [9]
Com podem veure, si tenim en compte la llargada de la clau a l'hora de calcular el cost,
totes les operacions del map basades en comparacions (totes menys les constructores trivials,
operacions de obtencio de iteradors, i altres operacions constants) augmenten el seu cost en
funcio de L. Aixo es el que volem evitar amb la nostra implementacio.
2.2.2 Exemple de utilitzacio de la classe map
Per a veure un exemple simple de utilitzacio, veiem un programa que resoldria el problema
11577 del judge online de l'UVa[17].
Problem 11577: Letter Frequency.
In this problem we are interested in the frequency of letters in a given line of text. Speci-
cally, we want to know the most frequently occurring letter(s) in the text, ignoring case (to be
clear, l.letters"refers precisely to the 26 letters of the alphabet).
Input begins with the number of test cases on its own line. Each test case consists of a
single line of text. The line may contain non-letter characters, but is guaranteed to contain at
least one letter and less than 200 characters in total.
For each test case, output a line containing the most frequently occurring letter(s) from
the text in lowercase (if there are ties, output all such letters in alphabetical order).
Sample input
1 Computers account for only 5% of the country's commercial electricity consumption.
Sample output
co
Codi
#include <string>
#include <iostream>
#include <map>
using namespace std;
int main(){
int nlinies;
string linia;
cin >> nlinies;
getline(cin, linia);
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map<char,int> mapa;
for(int i = 0; i < nlinies; ++i){
mapa.clear();
int maxim = 0;
getline(cin, linia);
for(int j = 0; j < linia.size(); ++j){
linia[j] = tolower(linia[j]);
if(linia[j]!=' '){
mapa[linia[j]]++;
maxim = max(maxim, mapa[linia[j]]);
}
}
for(map<char,int>::iterator it = mapa.begin(); it != mapa.end(); it++){
if((*it).second == maxim) cout << (*it).first;
}
cout << endl;
}
}
2.3 Implementacio de la classe map
Per tal de garantir els costos asimptotics, la implementacio tpica de la classe map i la que
nosaltres utilitzarem es basa en una implementacio de Red-Black Trees [3], que es un tipus de
arbre binari de cerca balancejat.
Els arbres binaris de cerca son una estructura de dades que es caracteritzen pel fet que a
cada node de l'arbre, tots els elements del seu sub-arbre esquerre son mes petits, i els elements
del sub-arbre dret son mes grans ( d'acord a una funcio de comparacio denida). Aixo fa que
les operacions de cerca, insercio i esborrat tinguin un cost proporcional a l'alcada de l'arbre.
Si un arbre esta balancejat vol dir que es compleix una certa restriccio sobre la seva
alcada. Tpicament es garanteix una alcada logartmica, que garanteix el cost logartmic de les
operacions.
Hi ha pero altres tipus de arbres binaris de cerca que tambe garanteixen un cost logartmic,
com per exemple l'AVL[10], on per a tot node, l'alcada maxima del seu sub-arbre esquerre i dret,
difereixen com a molt en una unitat o els Logarithmic BST[14], en els quals es garanteix que
per a cadascun dels nodes de l'arbre es garanteix que l'alcada maxima d'un dels sub-arbres mai
sera mes del doble que l'alcada maxima de l'altre sub-arbre.
2.3.1 Red-Black Tree
Els Red-Black Trees van ser inventats a 1972 per Rudolf Bayer[1], que els va anomenar
symmetric binary B-trees, pero van obtenir el seu nom actual a un paper publicat al 1978 per
Lonidas J. Guibas i Robert Sedgewick[11]. Son un tipus d'arbre balancejat que garanteix un
cost logartmic en el cas pitjor, i son ecients a la practica.
A un Red-Black Tree, cada node de l'arbre estara etiquetat amb un color, vermell o negre.
L'arrel i les fulles de l'arbre (nodes nuls), son de color negre. La resta de nodes compleixen les
seguents restriccions:
 Si un node es de color vermell, els seus dos lls han de ser de color negre.
 Tot cam des de l'arrel ns a una fulla te el mateix nombre de nodes negres (condicio
d'equilibri).
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Sigui n el nombre de elements a l'arbre, donada la condicio d'equilibri i donat que el
nombre de nodes vermells es com a molt (n  1)=2 es pot demostrar que la longitud d'un cam
sera com a molt el doble de la longitud del cam mes curt, i per tant, asimptoticament (log(n)).
Les operacions basiques del Red-Black Tree son cerca, insercio i esborrat d'un element
qualsevol. Totes elles tenen cost logartmic perque l'alcada es logartmica.
Les operacions d'insercio i esborrat de elements de l'arbre contenen funcions de re-
balanceig, bastant complexes, per tal de mantenir les restriccions anteriors.
L'estructura basica en pseudo-codi que deniria un RedBlack Tree per a guardar un parell
clau, valor (com es el cas dels maps) es la seguent:
class node{
node *fill_dret;
node *fill_esquerra;
node *pare;
tipus clau clau;
tipus valor valor;
};
class RBT{
node *arrel;
node *mes_esquerra;
node *mes_dreta;
};
Encara que veiem com a dos elements la clau i el valor per a claricar, aquests elements
tpicament son emmagatzemats en una parella (pair< clau; valor >).

3
ABST i CABST
3.1 Els ABST
La nostra implementacio combina l'acces ecient a strings amb Red-Black trees. Per a fer-
ho s'aplica la tecnica general descrita a [13] per a combinar l'acces ecient a strings i estructures
de dades basades en comparacions. Aquesta tecnica explota la informacio de l'ordre relatiu
en que es fan les comparacions. Concretament, pel cas dels arbres binaris de cerca, la tecnica
s'aplica com segueix.
Sigui clau(v) la clau guardada dins un node v.
Denim com a antecessors del node v el conjunt de nodes en el cam de l'arrel a v els quals
la seva clau es menor lexicogracament a clau(v). Aix mateix denirem com a successors d'un
node v, el conjunt de node en el cam de l'arrel al node v, els quals la seva clau sigui major o
igual lexicogracament a clau(v).
Denim com antecessor mes proper p, el membre mes gran del conjunt d'antecessors, i
successor mes proper s, el membre mes petit del conjunt de successors.
A mes a mes denirem xp com el nombre de caracters en comu entre clau(V) i clau(p), i xs
com el nombre de caracters en comu entre clau(v) i clau(s). Els caracters en comu els comptem
des del principi (prexe).
Finalment, des d'un punt de vist estatic, necessitem augmentar cada node v amb la va-
riable caracters en comu, que es el maxim de xp i xs per al node v, i la variable es predecessor
que indicara si xp es mes gran que xs, en cas de ser iguals el boolea pot prendre cert o fals
indiferentment.
Denim un ABST com un arbre binari augmentat amb les variables caracters en comu i
es predecessor.
L'estructura d'un node d'un ABST podria ser la seguent:
struct node{
node *pare, *fill_esquerra, *fill_dret; // Per a navegar per l'arbre
tipus_clau clau; // La clau per la qual ordenem
tipus_valor valor; // El valor pel qual ordenem
unsigned_int caracters_en_comu; // maxim entre xp i xs
bool es_predecessor; // cert si xp>xs, fals si xs>xp,
// indefinit si xp=xs.
}
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Un exemple de ABST podria ser el seguent:
patricia 0 cert
descent 0 cert
null path 3 fals
tree 0 cert
string 0 cert
search 1 fals ternary 1 fals
trie 2 cert
Al costat de cada clau es mostra el valor de les variables caracters en comu i es predecessor.
Per exemple xem-nos en el node que conte la paraula trie: comparteix dues lletres amb el seu
predecessor mes immediat (tree), i aix ho indiquen els seus valors de caracters en comu = 2 i
es predecessor = cert.
Algorisme de comparacio d'un ABST
Utilitzant ABST podem redur considerablement el nombre de comparacions de caracters
que haurem de fer altrament en un BST normal i corrent.
L'algorisme de cerca mante dues variables, xp i xs, que es corresponen amb els valors que
tindria un node v que tingues la clau que estem buscant si aquest estigues a la posicio de l'arbre
on estem actualment. En base a la relacio d'aquests valors amb els valors caracters en comu i
es predecessor del node sobre el que estem comparant es decideix si cal o no fer la comparacio
(i en cas de no ser necessari, el resultat).
Exactament l'algorisme es el seguent:
compare_result comparar(String s, node n, unsigned_int &xp, unsigned int &xs){
string t = n->clau;
if(n->es_predecessor){
if(xp < n->caracters_en_comu or (xp < xs)) return GREATER;
if(xp > n->caracters_en_comu) return SMALLER;
}
else{
if(xs < n->caracters_en_comu or (xs < xp)) return SMALLER;
if(xs > n->caracters_en_comu) return GREATER;
}
unsigned_int limit = min(s.size(),t.size());
for(unsigned int i n->caracters_en_comu; i < limit; i++){
if(s[i] < t[i]){
xs = i;
return SMALLER;
}
else if(s[i] > t[i]){
xp = i;
return GREATER;
}
}
if(t.size() > s.size()){
//He acabat de llegir s i no t
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xs = s.size();
return SMALLER;
}
if(s.size() > t.size()){
//He acabat de llegir t i no s
xp = t.size();
return GREATER;
}
return EQUAL;
}
Fixem-nos que nomes es comparen nous caracters si es possible que xp o xs augmentin, i
a mes a mes ho farem des del punt on es va deixar la comparacio l'ultim cop. Altrament es pot
prendre una decisio directament. Concretament pel cas on es predecessor es cert (si es fals es
simetric).
if(n->es_predecessor){
// Si tenim menys caracters en comu amb el nostre predecessor que el node
// actual, i com son mes grans que el predecessor, tambe som mes
// grans que el node actual
if(xp < n->caracters_en_comu) return GREATER;
// En canvi si en tenim mes en comu amb el predecessor dels que en te
// el node actual, podem dir que la string que estem comparant es
// mes petita
if(xp > n->caracters_en_comu) return SMALLER;
// En canvi si tenim els mateixos tindrem que comparar caracter a caracter.
}
Algorisme de cerca d'un ABST
Ara que ja tenim el nou algorisme de comparacio, podem utilitzar-lo per a fer una cerca a
l'arbre. Per a aixo necessitarem l'algorisme de cerca seguent:
pair<*node, bool> cerca(String &s, node *arrel){
compare_result resultat;
unsigned int xp = 0, xs = 0;
node *anterior;
while(arrel != 0){
anterior = arrel;
resultat = comparar(s, arrel, xp, xs);
if(resultat == EQUAL) return pair<node*, bool>(arrel, cert);
else if(resultat == SMALLER){
arrel = arrel->fill_esquerra;
}else{
arrel = arrel->fill_dret;
}
}
return pair<node*, bool> (anterior, false);
}
Per a veure un exemple de l'aplicacio de l'algorisme, si tornem a considerar el mateix arbre
d'abans i cerquem trie:
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patricia 0 -
descent 0 -
null path 3 fals
tree 0 -
string 0 -
search 1 fals ternary 1 fals
trie 2 cert
Al node patricia, al comparar el primer caracter veiem que 'p' es mes petit que 't', no
actualitzem res i prenem el ll dret.
Al node tree, comparem de nou des del principi ns que trobem que el tercer caracter 'e'
es mes petit que 'i', llavors modiquem la variable xp a 2, donat que ara sabem que el node que
busquem te com a mnim dos caracters en comu amb el seu predecessor. Donat que 'i' es mes
gran que 'e', prenem el seu ll dret.
Arribem al node trie, pero com ja sabem que la paraula que busquem te dos caracters en
comu amb el seu predecessor (i donat que el node contra el que estem comparant tambe), no fara
falta que comparem els dos primers caracters, i comencem directament pel tercer, comparem
ns el nal dels 2 strings i podem dir que hem trobat el node que buscavem.
Algorisme d'insercio d'un ABST
El comportament basic de l'operacio d'insercio es el mateix que el de l'operacio de cerca,
ja que primer de tot es cerca si existeix l'element dins l'arbre. Si existeix, no cal fer res mes.
Si no hi es, com ja hem fet el mateix recorregut que faria una cerca, sabem quin seria l'ultim
node al que arribaria i el resultat de la comparacio. Amb aixo podem crear un altre node amb
els valors que ja hem calculat, i afegir-lo com a ll de l'ultim node visitat.
El codi seria el seguent:
node* insercio(String &s, node *arrel){
compare_result resultat;
unsigned int xp = 0, xs = 0;
node *anterior;
while(arrel != 0){
anterior = arrel;
resultat = comparar(s, arrel, xp, xs);
if(resultat == EQUAL) return arrel;
else if(resultat == SMALLER){
arrel = arrel->fill_esquerra;
}else{
arrel = arrel->fill_dret;
}
}
node* nou = new node();
nou->es_predecessor = (xp >= xs);
nou->caracters_en_comu = max(xp, xs);
nou->clau = s;
nou->fill_dret = nou->fill_esquerra = 0;
nou->pare = anterior;
if(comp == SMALLER) anterior->fill_esquerra = nou;
else nou->fill_dret = nou;
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return nou;
}
Ara veurem un exemple de insercio dins l'arbre que hem utilitzat ja d'exemple:
patricia 0 cert
descent 0 cert
null path 3 fals
tree 0 cert
string 0 cert
search 1 fals ternary 1 fals
trie 2 cert
Suposem que volem inserir l'string traca.
 Al node patricia, trobem que el primer caracter es mes gran. En consequencia, no modi-
quem els ndexs i naveguem cap el sub-arbre dret.
 Al node tree, comparem des del primer caracter, trobant dos iguals, pero el tercer caracter
es mes petit. Llavors xs = 2, i naveguem pel sub-arbre esquerra.
 Al node string, donat que la variable es predecessor es certa i (xp < xs) naveguem cap el
sub-arbre dret sense fer cap comparacio de caracters.
 Al node ternary, donat que la variable es predecessor es falsa, que l'string que estem
cercant te mes caracters amb comu amb el successor (xs > xp) i que tambe en te mes
que el node que estem mirant (caracters en comu < xs): no compararem cap caracter i
explorarem el ll dret directament.
 Ara hem arribat a un node nul, per tant l'string traca no es troba a l'arbre. Llavors creem
un nou node i li assignem els valors que tenim de la navegacio. Donat que en l'ultima
decisio hem pres el cam dret, l'afegim com a node dret de l'ultim node visitat.
Algorisme d'esborrat d'un ABST
La operacio d'esborrat d'un ABST nomes esta denida directament per a nodes fulla.
Concretament en l'exemple:
patricia 0 cert
descent 0 cert
null path 3 fals
tree 0 cert
string 0 cert
search 1 fals ternary 1 fals
trie 2 cert
Nomes podem esborrar els nodes amb clau path, search, ternary o trie, i els substituirem
per nodes nuls.
Si volem esborrar un altre node v, s'ha de buscar el predecessor o successor directe x (que
es una fulla o nomes te un ll, i es pot convertir en node fulla amb una sola rotacio) i moure
x on era v, i esborrar v. Si fessim aixo, tindrem que d'alguna forma revisar els valors de les
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variables caracters en comu i es predecessor perque els seus valors no estarien actualitzats. Mes
endavant explicarem una forma per a realitzar aquesta actualitzacio ecientment.
3.2 Els CABST
Els CABST o character augmented BSTs, son una extensio dels ABST, en el quals, a
cada node, a mes a mes de caracters en comu i es predecessor guardarem els c primers caracters
a partir de la posicio caracters en comu. Concretament s'han de modicar les operacions de
comparacio, i les funcions que actualitzen valors dels nodes al modicar l'arbre.
D'aquesta manera es retarda el fet d'accedir a l'string i es millora el rendiment de la
memoria cau. A [4] es caracteritzen els ABST i CABST segons el nombre d'accessos a string.
Les modicacions a fer en el codi de les operacions respecte els ABSTs son directes i no les
discutirem aqu.
3.3 Combinar CABST i Red-Black Trees: SRBTs
Ena quest projecte combinarem els CABSTs i els Red-Black Trees. L'estructura de dades
resultant l'anomenem String Red-Black Tree (SRBT). Concretament utilitzem com a referencia
la implementacio que fa d'aquest el gcc, concretament la branca 4.2.*. A continuacio comentem
els reptes principals en el desenvolupament d'aquesta tasca.
3.3.1 Caracterstiques basiques de la implementacio del GCC
Per a poder explicar clarament totes les operacions dins els Red-Black Trees i la seva
adaptacio primer cal explicar algunes de les peculiaritats de la implementacio que en fa el GCC.
Primer de tot, per a poder realitzar totes les operacions de navegacio dels iteradors l'arbre
cal que tingut 3 punters, un al ll esquerra, un al ll dret i un al pare. La funcio dels dos primers
es obvia, Pero tambe necessitarem el pare per a poder recorrer l'arbre en ordre, i per a facilitar
les operacions on tinguem que moure un node.
La implementacio tambe te un node fantasma, o node capcalera, que no contindra dades,
pero en el que els seus tres punters apuntaran de la seguent manera:
 ll esquerra: apuntara a l'element menor de l'arbre.
 ll dret: apuntara a l'element major de l'arbre.
 pare: apuntara a l'arrel de l'arbre.
Tots aquest punters seran nuls en el cas que l'arbre sigui buit. Tambe cal senyalar que
l'arrel de l'arbre per convencio sempre sera negre, i que el seu punter al pare apuntara cap al
node capcalera. I els nodes nuls no existiran, sino que els nodes que tinguin lls nuls, tindran
punters nuls.
Per acabar, la implementacio tambe contindra el precalculat el nombre d'elements que
conte l'arbre
3.3.2 Comparador
Com ja hem pogut veure anteriorment, l'algorisme de comparacio no es "estandard", en
el sentit que retorna una variable que te tres possibles valors, i no un boolea. Aixo es util per a
certes operacions de cerca, on es interessant cercar el primer o ultim node que es igual a la clau
per la qual cerquem. A la implementacio no especialitzada es realitza una segona comparacio
dels elements canviant l'ordre, i si el resultat es el mateix indica que els dos elements son iguals.
Per aquestes raons substitum el comparador donat a l'entrada, que compara claus senceres,
pel vist a la seccio anterior.
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De fet, estrictament nomes podem especialitzar l'estructura si el comparador donat a
l'entrada es less<basic string<X>>. Pero hauria de ser possible sense massa codi extra ampliar-
ho a greater<basic string<X> >.
3.3.3 Rotacions
Els algorismes de re-balanceig (concretament sobre Red-Black Trees) son independents de
les dades guardades, mentre que en el cas dels CABST els algorismes de rebalanceig necessiten
modicar les dades extra que aquests emmagatzemen. En consequencia els nostres algorismes
de rebalanceig i insercio han de coneixer les dades que es guarden per a poder modicar-les.
Primer denim que es una rotacio a un Red-Black Tree. Una rotacio consisteix en fer uns
canvis en la forma en com esta estructurat un sub-arbre, concretament canviant els punters, per
tal d'enfonsar el node arrel cap a un dels dos lls, i pujar-ne cap a dalt l'altre. Podem veureu-ho
mes clarament en el seguent exemple de rotacio cap a la dreta (rotem X)
Abans de la rotacio X Negre
L Vermell
A Negre B Negre
R Negre
Despres de la rotacio L Vermell
A Negre X Negre
B Negre R Negre
Podem veure que L es la nova arrel, B, que era el ll dret de L, ara es el ll esquerra de X,
i nalment X es el nou ll dret de L. Hem de considerar tambe que els nodes tenen un punter
cap el pare per a poder recorrer l'estructura en ordre lexicograc, i cal actualitzar tambe aquests
punters. Una rotacio cap a l'esquerra es resol simetricament.
Tambe cal observar que els colors dels nodes no han canviat, i aixo es important degut a
que al l'algorisme de rotacio no verica en cap moment que no hi hagi conictes amb la denicio
dels Red-Black Trees. Es a dir, al fer una rotacio podem canviar l'alcada d'algun cam des del
node arrel ns una fulla, o fer que hi hagi dos nodes vermells seguits. Per aquest motiu cal que
les funcions que utilitzen rotacions s'encarreguin de vericar les restriccions.
Com acabem de veure al fer una rotacio en un Red-Black Tree simplement es canvien els
punters als nodes, i en cas que sigui necessari, es canvien els punters estatics (com es el cas del
punter al node arrel, el punter al element mes petit i el punter a l'element mes gran). Pero en el
cas dels CARBTs, quan rotem un sub-arbre, estem modicant l'ordre en el qual navegarem els
nodes, fet que comporta que tambe hagem de modicar les dades derivades (caracters en comu
i es predecessor) que hem emmagatzemat a cada node.
Recalcular totes les dades derivades cada cop que fem una rotacio seria molt costos. Aixo,
pero, no es necessari.
Primer observem que l'antecessor i successor mes propers dels nodes (o sub-arbres) R A i
B no canvien. Per tant les dades derivades no s'han de modicar per aquests nodes.
Segon, els antecessors i successors mes propers de X i L canvien, pero podem obtenir
directament els nous valors de la manera indicada pel seguent algorisme en pseudo-codi:
void rotacio_dreta(node *x, node* arrel){
node *l = x->fill_esquerra;
if ( no (l->es_predecessor) and
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(x->caracters_en_comu <= l->caracters en comu) ) {
l->es_predecessor = x->es_predecessor;
x->es_predecessor = cert;
swap(x->caracters_en_comu, l->caracters_en_comu);
}
rotacio_dreta_red_black_tree(x, arrel);
}
rotacio_dreta_red_black_tree(x){
node *y = x->fill_esquerra;
x->fill_dret = y->fill_dret;
if (y->fill_dret != 0)
y->fill_dret->pare = x;
y->pare = x->pare;
if (x == arrel)
arrel = y;
else if (x == x->pare->fill_dret)
x->pare->fill_dret = y;
else
x->pare->fill_esquerra = y;
y->fill_dret = x;
x->pare = y;
}
Veiem ara el comportament amb un exemple:
1. aaac 0 fals
aaaa 3 fals
A1 A2
aabc 2 cert
B1 B2
es transforma en:: aaaa 0 fals
A1 aaac 3 cert
A2 aabc 2 cert
B1 B2
Anomenem X el node amb clau aaac i L el node amb clau aaaa. Podem observar en
L'algorisme anterior, que es compleix la condicio que el node L te mes caracters en comu amb el
seu successor que amb el predecessor, i que el node X te menys caracters en comu amb el node
mes proper que L.
Donat que complim la condicio, actualitzarem els valors, el nombre de caracters en comu
del node L passara a ser el valor del node X, donat que el node L te mes caracters en comu
amb el node X que el node X amb qualsevol node en el cam des de l'arrel ns ell. Aix mateix
el node X passara a tenir el nombre de caracters en comu que tenia el node L, ja que aquests
caracters en comu son entre les claus dels nodes X i L.
Com que els caracters en comu que posarem a L son del mateix node que abans compartia
amb X, el valor de es predecessor del node X el posarem al node L. I donat que la clau del node
L es mes propera a la clau del node X que la clau del node X a qualsevol altre clau, despres
de la rotacio el valor mes proper a la clau del node X sera la clau del node L, sent el valor
es predecessor del node X cert.
3.3.4 Esborrat a un SRBT
Per a introduir quin seria l'algorisme d'esborrat a un SRBT, primer veiem quin es l'algo-
risme d'esborrat usat en l'implementacio del Red-Black Tree del GCC:
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 Si el node a esborrar te dos lls no nuls, s'intercanvia aquest amb el seguent node en ordre
lexicograc. Aquest node es troba en el seu sub-arbre dret, i no te ll esquerre, altrament
no seria el seguent en ordre lexicograc.
 En aquest punt hem assegurat que almenys el ll esquerre del node que volem esborrar es
nul. El sub-arbre dret, donades les restriccions d'alcada dels Red-Black Trees nomes pot
ser un sol node o un node nul. Si aquest altre node es no nul, lintercanviem pel node a
esborrar. Altrament ja tenem que el node a esborrar es fulla.
 Noteu que en aquests intercanvis de nodes hem intercanviat els valors, deixant el color
vermell o negre que tenia el node en aquella posicio de l'arbre.
 Finalment esborrem el node, que es directe ja que es una fulla. En el cas, pero, que fos
un node negre, cal rebalancejar l'arbre, donat que el cam que contenia el node esborrat
te una alcada d'una unitat inferior a la resta de camins de l'arbre.
Ara be, combinar els CABST amb aquest algorisme no es directe perque els CABST nomes
preveuen poder esborrar nodes fulla i no preveuen poder fer intercanvis de nodes (donat que al
fer un intercanvi hem de modicar dades derivades d'altres nodes). Per tant, hem de denir un
algorisme per tal d'enfonsar el node que vulguem esborrar, tot modicant les dades derivades, i
alhora poder reconstruir l'arbre de forma ecient.
Suposant X el node que volem esborrar, l'algorisme es el seguent:
 Primer per a enfonsar el node X realitzarem rotacions cap a l'esquerra sobre ell mateix
ns que aquest tingui un ll dret nul.
 Anomenem Y el pare de X en aquest punt de l'algorisme. Noteu que Y es el seguent node
en ordre lexicograc despres de X. Sera el node que posarem despres al lloc on era X.
 Despres realitzarem rotacions cap a la dreta sobre X ns que aquest tingui un ll esquerra
nul.
 Ara, donat que el node X ja no te lls no nuls, podem esborrar-lo. Pero abans de fer
aixo mourem aquest node ns la posicio que ocuparia el seguent node en ordre lexicograc
despres de Y. Aquesta posicio es senzilla, ja que es el ll dret de Y, o en el cas que aquest
exists, en el ll esquerra d'aquest. Aixo ho farem per aconseguir un cop reconstrut l'arbre,
que el node X ocupi la posicio que abans ocupava el node Y, i ho podem fer donat que no
ens importa la informacio derivada del node X, ja que al nal del algorisme l'eliminarem.
 En aquest moment, considerem el node Y, si aquest node ja es l'arrel del arbre que tenem
en un inici, no cal fer res mes. Pero en cas contrari, mentre Y no sigui l'arrel del arbre
que tenem en un inici, farem rotacions cap a la dreta sobre el pare de Y, per tal de anar
"emergint"el node Y.
 Finalment intercanviarem els colors dels node X i Y, per a mantenir el mateix color de
l'arrel i el node a esborrar, i aplicarem l'algorisme de rebalanceig per a esborrat dels
Red-Black Trees sobre el node X.
Aquest algorisme ens permet fer un intercanvi entre el node X i el seu seguent lexicograc
i eliminar el node X. Cal tenir en compte que la implementacio practica te alguna complicacio
mes, com es el cas de memoritzar el pare de Y abans de fer les rotacions, ja que el node X
tot i eliminar no acaba exactament a la posicio que abans ocupava el node Y. Pero aquestes
complicacions no comporten un augment del cost asimptotic i complicarien l'explicacio.
Veiem ara un exemple de com seria pas a pas la eliminacio del node amb clau patricia dins
un arbre.
Arbre original:
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patricia 0 cert
descent 0 cert
center 0 cert
A11 A12
desk 3 cert
A21 path 3 fals
tree 0 cert
paz 2 cert
pay 2 cert B12
trie 2 cert
B21 B22
fem una rotacio cap l'esquerra:
tree 0 cert
patricia 0 cert
descent 0 cert
center 0 cert
A11 A12
desk 3 cert
A21 path 3 fals
paz 2 cert
pay 2 cert B12
trie 2 cert
B21 B22
i un altre:
tree 0 cert
paz 0 cert
patricia 2 fals
descent 0 cert
center 0 cert
A11 A12
desk 3 cert
A21 path 3 fals
pay 2 cert
B12
trie 2 cert
B21 B22
l'ultima rotacio cap a l'esquerra:
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tree 0 cert
paz 0 cert
pay 2 fals
patricia 2 fals
descent 0 cert
center 0 cert
A11 A12
desk 3 cert
A21 path 3 fals
nul
nul
B12
trie 2 cert
B21 B22
Ara anomenem Y el node amb clau pay fem les rotacions a la dreta tambe sobre el node
amb clau patricia:
tree 0 cert
paz 0 cert
pay 2 fals
descent 0 cert
center 0 cert
A11 A12
desk 3 cert
A21 path 2 fals
nul patricia 3 cert
null
B12
trie 2 cert
B21 B22
Canviem el node amb clau patricia de posicio:
tree 0 cert
paz 0 cert
pay 2 fals
descent 0 cert
center 0 cert
A11 A12
desk 3 cert
A21 path 2 fals
patricia 3 cert
B12
trie 2 cert
B21 B22
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Fem una rotacio cap a la dreta sobre el pare del node amb clau pay :
tree 0 cert
pay 0 cert
descent 0 cert
center 0 cert
A11 A12
desk 3 cert
A21 path 2 fals
paz 2 fals
patricia 3 cert B12
trie 2 cert
B21 B22
Final:
pay 0 cert
descent 0 cert
center 0 cert
A11 A12
desk 3 cert
A21 path 2 fals
tree 0 cert
paz 2 fals
patricia 3 cert B12
trie 2 cert
B21 B22
Un cop aqu aplicarem l'algorisme de rebalanceig sobre el node amb clau patricia i tot
seguit l'eliminarem.
Podem veure que l'arbre resultant es igual a l'arbre original, intercanviant el node a elimi-
nar pel seguent lexicograc (i si aquest hagues tingut ll dret anomenat Z, aquest ocuparia la
posicio que ocupava originalment el node Y, i el node X seria el seu ll esquerra, i aquest node
Z tindria les dades derivades correctament actualitzades).
Recordem que aixo es el que fa directament l'algorisme original per a Red-Black Trees,
pero nosaltres hem hagut de fer-ho pas a pas per a actualitzar les dades derivades.
Podem pero simplicar l'algorisme presentat. Donat que l'estructura nal de l'arbre es
gairebe identica a l'inicial, podem modicar les metadades sense tenir que fer necessariament
totes les rotacions. Aixo ho podem fer mitjancant el que podem anomenar com falses rotacions.
3.3.5 Falses rotacions
Les falses rotacions consisteixen en calcular les metadades d'un SRBT com si fessim les
rotacions verdaderes, pero sense canviar l'estructura de l'arbre.
Veurem quin seria el cas per a la falsa rotacio dreta:
void falsa_rotacio_dreta(node *x, node *fill_esquerra){
node l = fill_esquerra;
if ( no (l->es_predecessor) and
(x->caracters_en_comu <= l->caracters en comu) ) {
l->es_predecessor = x->es_predecessor;
x->es_predecessor = cert;
swap(x->caracters_en_comu, l->caracters_en_comu);
}
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//NO farem:
//rotacio_dreta_red_black_tree(x);
}
Modicarem ara l'algorisme d'esborrat que acabem de descriure fent servir falses rotacions.
D'aquesta manera actualitzem les dades derivades, pero no l'estructura de l'arbre. Es el seguent:
 Primer realitzarem falses rotacions cap a l'esquerra. Per a fer aixo crearem la variable
ll dret, que inicialment apunta al ll dret del node que voldrem enfonsar. Fem un bucle,
on a cada iteracio fem una falsa rotacio cap a l'esquerra i despres canviem la variable
ll dret pel seu ll esquerre (fem ll dret = ll dret->ll esquerra ). Aix apuntarem
sempre al node que seria el ll dret si s'hagues fet la rotacio "verdadera". Farem aixo ns
que la variable ll dret sigui nulla.
 En aquest pas, com en el cas de les rotacions verdaderes ens guardarem l'ultim node al
que apunta la variable ll dret que no es nul, que hem anomenat Y .
 Ara realitzem el primer pas d'aquest algorisme de forma simetrica, es a dir, canviant
rotacions cap a l'esquerra per rotacions cap a la dreta.
 En aquest moment, ja hem realitzat la meitat de les actualitzacions de les metadades.
Farem un intercanvi entre el node a eliminar i el seguent lexicograc, es a dir, Y. Cal
intercanviar les dades emmagatzemades als nodes excepte el color.
 Despres d'aquest intercanvi, si el node a eliminar tingues un ll dret (podria tenir un ll
dret d'alcada 1 com a molt, donat que no te cap ll esquerra), tornarem a intercanviar
les dades emmagatzemades al node a eliminar amb les dades del que ara es el seu ll dret.
D'aquesta manera garantim que el node a esborrar es fulla.
 Ara fem les falses rotacions que emergirien el node que volem collocar com a arrel. Les
falses rotacions les farem sobre la variable ll esquerre apuntant al node que volem emergir.
La variable arrel sera en primer lloc el pare del node a esborrar, i a cada falsa rotacio
canviarem aquest node pel seu pare ns que aquest sigui el mateix node que volem emergir.
I amb aixo ja hem acabat de actualitzar les dades derivades.
 Finalment apliquem l'algorisme de re-balanceig estandard dels Red-Black Trees, (si el node
a esborrar te color negre estem disminuint en 1 unitat l'alcada d'un dels camins).
Veiem ara un exemple d'aplicacio de l'algorisme. Concretament l'eliminacio del node amb
clau patricia dins de l'arbre seguent.
Arbre original:
patricia 0 cert
descent 0 cert
center 0 cert
A11 A12
desk 3 cert
A21 path 3 fals
tree 0 cert
paz 2 cert
pay 2 cert B12
trie 2 cert
B21 B22
Primer apliquem una falsa rotacio cap a l'esquerra sobre l'arrel. La variable ll dret apunta
al node amb clau tree. En aquest cas la falsa rotacio no produeix cap canvi. Actualitzem el
node al que apunta la variable ll dret, ara apuntara al node amb clau paz. Apliquem una altra
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falsa rotacio cap a l'esquerra. Aquest cop s que canvien les dades derivades dels node amb clau
patricia i el node amb clau paz. Tenim el seguent arbre:
patricia 2 fals
descent 0 cert
center 0 cert
A11 A12
desk 3 cert
A21 path 3 fals
tree 0 cert
paz 0 cert
pay 2 cert B12
trie 2 cert
B21 B22
Ara, actualitzem un altre cop el valor de la variable ll dret, que ara apuntara al node que
te com a clau pay. Fem la falsa rotacio i obtenim el seguent arbre:
patricia 2 fals
descent 0 cert
center 0 cert
A11 A12
desk 3 cert
A21 path 3 fals
tree 0 cert
paz 0 cert
pay 2 fals B12
trie 2 cert
B21 B22
Ara ja hem acabat les falses rotacions cap a l'esquerra. Tot seguit fem les falses rotacions
cap a la dreta. Un cop fetes tenim el seguent arbre:
patricia 3 cert
descent 0 cert
center 0 cert
A11 A12
desk 3 cert
A21 path 2 fals
tree 0 cert
paz 0 cert
pay 2 fals B12
trie 2 cert
B21 B22
Com poder veure nomes han canviat els valors dels nodes amb clau patricia i path, donat
que si les rotacions haguessin sigut "verdaderes"el node amb clau patricia seria ara ll dret del
node amb clau path. Tot seguit realitzem l'intercanvi dels nodes amb clau patricia i el seguent
node en ordre lexicograc, que es el node amb clau pay.
pay 2 fals
descent 0 cert
center 0 cert
A11 A12
desk 3 cert
A21 path 2 fals
tree 0 cert
paz 0 cert
patricia 3 cert B12
trie 2 cert
B21 B22
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Com que el node a eliminar ja no te ningun ll, podem continuar amb l'algorisme. Ara
realitzem les falses rotacions que serien necessaries per a emergir el node amb clau pay. Primer
fem una rotacio cap a la dreta sobre el node amb clau paz, amb la variable ll esquerra que
apuntat al node amb clau pay. Obtenim el seguent arbre:
pay 0 cert
descent 0 cert
center 0 cert
A11 A12
desk 3 cert
A21 path 2 fals
tree 0 cert
paz 2 cert
patricia 3 cert B12
trie 2 cert
B21 B22
Finalment realitzem una falsa rotacio cap a la dreta sobre el node amb clau tree I amb
la variable ll esquerre apuntant al node amb clau pay. Aquesta rotacio, pero, no modica les
dades derivades.
3.3.6 Algorismes necessaris per a la insercio multiple
L'algorisme d'insercio de multiples elements de l'implementacio de gcc, es el seguent:
Per a cada element que volem inserir:
 Inserim l'element a l'arbre (amb una insercio amb pista, sent aquesta pista l'ultim element
de l'arbre).
 Balancegem l'arbre si ha quedat des-balancejat.
Aquest algorisme provoca que rebalancegem l'arbre molts cops, quan sabem que no farem
consultes ns que acabem de inserir elements. Aix que nosaltres proposem de modicar-lo de
tal forma que per inserir tots els elements hi hagi prou amb una navegacio de cada branca, i es
realitzin el mnim nombre de balancejos possible.
L'algorisme que hem utilitzat es bastant complex, per a facilitar la comprensio, primer
expliquem els algorismes que utilitza. Son els seguents:
 Partir un vector ordenat de nodes en funcio d'un dels nodes de l'arbre
 Creacio un SRBT a partir d'un vector de nodes ordenats.
 Concatenacio de dos SRBT amb un node pivot.
Els dos primers son algorismes relativament senzills, l'ultim es mes complicat. A continuacio els
descrivim breument.
Partir un vector ordenat de nodes en funcio d'un dels nodes de l'arbre.
Aquest algorisme separa un vector ordenat en tres sub-vectors en funcio d'un node X de
l'arbre. Aquests tres subvectors son els formats per: els elements mes petits, els elements iguals,
i els elements mes grans respecte de X. Donat que el vector esta ordenat, podem fer una variacio
de cerca binaria.
Concretament, l'algorisme donat un vector de nodes v (amb un interval valid [inici,), i
un node X, retorna dos nombres: migA i migB, tals que [inici,migA) es l'interval de nodes amb
clau mes petita que la clau de X, [migA, migB) es l'interval de nodes amb clau igual a la clau
de X, i nalment [migB,) es l'interval de nodes amb clau mes gran a la clau de X.
Mes detalls d'aquest algorisme es poden trobar a l'annex.
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Creacio un SRBT a partir d'un vector de nodes ordenats
Aquest algorisme donat un vector de nodes V amb un interval valid [inici,) i els seu
antecessors i successor immediats, crea un SRBT. Crea un arbre amb el mnim nombre de
nivells de tal forma que L'unic nivell que pot ser no ple es l'ultim.
Primer de tot calculem el nombre de nivells que tindra l'arbre. Llavors assignem el color
vermell a l'ultim nivell, per tal de garantir que tots els camins tenen la mateixa alcada. Un cop
fet aixo, anirem alternant el color per a cada nivell.
L'algorisme construeix recursivament l'arbre. En cada crida, es reben com a parametres
l'antecessor i successor mes propers per a poder crear les dades derivades. Llavors escollim com
a node arrel actual (node X ) el node del mig del vector, li assignem el color corresponent i
calculem les dades derivades. Finalment fem una crida recursiva per a inicialitzar els seus lls
si l'interval del vector es no nul.
Per exemple si volem crear un arbre de 5 nodes amb valors party, path, patricia, pay i paz,
tenint aquest sub-arbre com a antecessor mes proper un node amb clau p, i com a successor mes
proper un node amb clau q, obtindrem l'arbre seguent.
patricia 1 cert V
path 3 fals N
party 2 fals V nul
paz 2 cert N
pay 2 cert V nul
Podem observar que efectivament l'ultim nivell es de color vermell, el seguent de color
negre, i el node arrel torna a ser de color vermell. Tambe observem que l'arrel te un caracter
amb comu amb el seu successor mes proper, que es el node amb clau p.
Concatenacio de dos SRBT amb un node pivot.
Aquest algorisme te com parametres d'entrada dos SRBT (anomenem-los esquerre i dret)
i un node pivot, dels quals sabem que:
 Tot node de l'arbre esquerre te una clau mes petita a la clau del node pivot
 Tot node de l'arbre dret te una clau mes gran a la clau del node pivot.
 El color del node pivot es vermell.
Assignar l'arbre esquerre com a ll esquerre del node pivot i l'arbre dret com a ll dret del
node pivot obtenim un arbre binari de cerca valid, pero no necessariament un Red-Black Tree
valid.
Per aquest motiu, primer hem de comprovar l'alcada en nodes negres dels arbres, i en
cas de no ser iguals, realitzar els seguents passos addicionals. Suposem que l'arbre mes gran es
l'arbre esquerre. Llavors cerquem el subarbre dret de l'arbre esquerre mes gran tal que la seva
alcada sigui igual a l'alcada de l'arbre dret. Per a trobar aquest arbre nomes cal considerar a
cada pas el subarbre dret, reduint l'alcada a cada pas, ns a que trobem un arbre de la mateix
alcada que l'arbre dret. Aquest subarbre l'anomenem esquerre prima.
Llavors anomenem subarbre prima el resultat de concatenar esquerra prima, pivot i dret.
Aquest subarbre prima tindra la mateixa alcada que esquerre prima i dret, perque el color del
node pivot es vermell.
Un cop fet aixo, ja haurem acabat (perque esquerra prima te la mateixa alcada que
subarbre prima) si es compleix que l'arrel de subarbre prima no te un ll de color vermell.
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Reacolorir els nodes
Donat que l'algorisme de concatenacio pot crear conictes amb els colors dels nodes, hem
de denir un algorisme per a reacolorir els nodes alla on sigui necessari per a mantenint l'equilibri
de les alcades dels camins (quantitat de nodes negres en el cam des de l'arrel ns un node fulla),
resoldre els conictes vermell-vermell.
En el cas que tinguem un node vermell amb un sol ll vermell, podem aplicar l'algorisme
estandard de rebalanceig.
Pot donar-se, pero, el cas en que un node vermell tingui tots dos lls vermells, cas que
no es contempla a la implementacio feta pel GCC, donat que en la seva implementacio nomes
insereixen elements de un en un, amb el que no poden tenir dos conictes al mateix temps.
Per a resoldre aquest doble conicte, tindrem que modicar l'algorisme estandard i afegir
un cas extra. Abans d'explicar aquest algorisme recordem l'algorisme estandard.
Reacoloriment estandard
L'algorisme estandard s'inicia en el node inserit, per tant els conictes seran entre els nodes
que estem tractant i el seu pare. Es un algorisme bottom-up que continua mentre hi hagi algun
conicte, es a dir, el node que estem tracten (node X )t i el seu pare siguin vermells.
Tenim dos casos principals:
Cas 1: Si el germa del pare tambe es vermell, convertim el pare i el germa del pare en
nodes negres i l'avi en node vermell. Veiem un exemple (on X = E ):
 L'arbre: A negre
B vermell
D negre
h(n) h(n)
E vermell
h(n+1) h(n+1)
C vermell
F negre
h(n) h(n)
G negre
h(n) h(n)
 es transforma en: A vermell
B negre
D negre
h(n) h(n)
E vermell
h(n+1) h(n+1)
C negre
F negre
h(n) h(n)
G negre
h(n) h(n)
Un cop fet aixo continuem recursivament reacolorint a partir del node avi (en aquest cas
A).
Cas 2: Si el germa del pare de X no es vermell, depenent de si som el ll dret o el ll
esquerre fem les rotacions seguents:
Si X es un ll dret de un ll esquerre (com es el cas del seguent exemple on X = E ):
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L'arbre: A negre
B vermell
D negre
h(n) h(n)
E vermell
h(n+1) h(n+1)
C negre
F vermell
h(n) h(n)
G negre
h(n-1) h(n-1)
Haurem de fer una rotacio cap a l'esquerra sobre el pare de X (node B). En l'exemple, es
transforma en:
A negre
E vermell
B vermell
D negre
h(n) h(n)
h(n+1)
h(n+1)
C negre
F vermell
h(n) h(n)
G negre
h(n-1) h(n-1)
Ara pero, cal recalcar que donat que no tenem conictes cap abaix, els lls de E sabem
que eren negres, amb el qual assegurem que B no te un conicte amb el seu nou ll dret. I
ara tenim el cas on X es ll esquerre de un ll esquerre, amb el que estem tractant les dues
possibilitats dins el Cas 2.
A continuacio intercanviem els colors dels nodes X i el seu pare (E i A), i realitzarem una
rotacio cap a la dreta sobre el pare de X.
E negre
B vermell
D negre
h(n) h(n)
h(n+1)
A vermell
h(n+1) C negre
F vermell
h(n) h(n)
G negre
h(n-1) h(n-1)
Com podem es pot veure a l'exemple, tots els camins de l'arbre tenen la mateixa alcada i
no te conictes de nodes vermells. Donat que el node X es negre, no cal continuar l'algorisme
cap a la resta de l'arbre ja que no hi haura mes conictes.
Els casos on el pare de X es ll dret, son simetrics.
Reacoloriment doble.
Per a solucionar el conicte que es genera a la insercio multiple on tant el pivot con els
seus dos lls son vermells, es necessari un algorisme molt semblant als anteriors. Sigui un arbre:
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A negre
B vermell
D vermell
h(n+1) h(n+1)
E vermell
h(n+1) h(n+1)
h(n+1)
Primer de tot, fem una rotacio cap a l'esquerra sobre el node B, i canviarem el color del
node B a negre.
A negre
E vermell
B negre
D vermell
h(n+1) h(n+1)
h(n+1)
h(n+1)
h(n+1)
Ara hem eliminat els conictes de colors, pero el subarbre d'E es 1 unitat mes alt que el
subarbre dret de A. Per a a solucionar aixo farem una rotacio cap a la dreta sobre A.
E vermell
B negre
D vermell
h(n+1) h(n+1)
h(n+1)
A negre
h(n+1) h(n+1)
I amb aquestes modicacions hem aconseguit reacolorir i mantenir balancejat l'arbre. A
diferencia del segon cas basic, el nou node arrel (node E a l'exemple) es de color vermell, amb
el que tindrem que continuar l'algorisme de reacoloriment cap dalt (en el cas que el pare de E
fos vermell).
Podrem pensar que pot donar-se un altre cas que tambe es bastant extrem:
A vermell
B vermell
D vermell
h(n) h(n)
E negre
h(n+1) h(n+1)
C negre
F vermell
h(n) h(n)
G negre
h(n-1) h(n-1)
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En aquest cas tindrem 3 nodes vermells seguits. Pero per que aixo fos possible, tindrem
que haver concatenat amb B com a pivot, el sub-arbre D com a arbre esquerra, A (o un arbre
que contingui el arbre d'A com a sub-arbre) com el arbre dret, i haver considerat el sub-arbre
E con a dreta prima. Pero donat el nostre algorisme aixo mai sera possible, donat que sempre
buscarem fer el arbre prima com mes gran millor, aixo signicara que el seu node pare, el que
sera node pare del pivot (A a l'exemple) sempre sera negre.
3.3.7 Algorisme d'insercio multiple
L'algorisme recursiu utilitzat per a la insercio multiple rep com a parametres:
 Vector ordenat, i sense dos elements amb la mateixa clau, amb els elements a inserir.
 Punter al node X, node on volem inserir els elements del vector. El node X sera l'arrel
d'un SRBT valid, amb la excepcio que pot ser de color vermell, i pot tenir caracters en
comu amb antecessors o successors (l'arrel d'un SRBT no en te mai).
 Punters al antecessor i successor mes propers de X (i provisionalment tambe dels elements
a inserir).
A la primera crida sobre l'algorisme, els punters al antecessor i successor mes propers son
nuls. Aquest algorisme retorna un punter a un SRBT que conte tant els elements de l'arbre amb
arrel a X, com nodes amb els parells clau-valor dels elements del vector. L'unica peculiaritat
sera que l'arrel de l'arbre retornat podra ser vermella i tindra les variables carcaters en comu i
es predecessor inicialitzades.
L'algorisme sera el seguent:
Primer, si no tenim que inserir ningun element, no cal modicar l'arbre, i retornem un
punter al node que hem rebut com a parametre. En canvi, si tenim que inserir elements sobre un
node nul, crearem un SRBT amb els nodes del vector amb l'algorisme que hem vist a la seccio
anterior.
Segon, si no es compleixen cap de les dues condicions anteriors, tindrem que primer, separar
el vector d'elements a inserir en tres vectors, un amb els elements mes petits, un altre amb els
elements iguals i un altre amb els elements mes grans (comparats amb la clau del node X).
Tercer, un cop tenim els vectors separats, si exists algun element igual signicara que hem
d'actualitzar el valor que emmagatzema el node X.
Quart, amb els altres dos vectors farem dues crides al mateix algorisme de insercio, una
amb els elements mes petits, sobre el ll esquerra del node X. L'altre amb els elements mes
grans, sobre el ll dret del node X.
Cinque i ultim, tenim dos SRBT balancejats i el node X. Amb aquest parametres cridarem
a la funcio de concatenacio, per a fusionar-ho tot en un sol SRBT.
L'algorisme en pseudo-codi seria el seguent:
node* Insercio_multiple(node* X, vector<pair<clau, valor> > elements,
node* antecessor, node* successor){
if(X == 0){
//X es nul, per tant hem de crear un SRBT amb els elements del vector
return crea_SRBT(elements, antecessor, successor);
}
else if(elements.size() == 0){
//No tenim que inserir ningun element, per tant no cal fer res
return X;
}
//Cal fer crides recursives
vector<pair<clau, valor> > petits, iguals, grans;
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separa_vector_en_funcio_de_X(X, elements, petits, iguals, grans);
if(iguals.size()!=0){
//Voliem modificar el valor emmagatzemat al node
X->valor = iguals[iguals.size()-1]->valor;
}
node *esquerre, *dret;
esquerre = Insercio_multiple(X->fill_esquerra, petits, antecessor, X);
dret = Insercio_multiple(X->fill_dret, grans, X, successor);
concatena_SRBT(esquerre, X, dret);
}
Un cop aplicat aquest algorisme tindrem que actualitzar les dades xes, com quin es
l'element mes petit, o el mes gran.
Cal destacar que aquest algorisme requereix que els elements del vector siguin ordenats.
Aixo ho podem aconseguir fent una ordenacio (estable, per a poder mantenir l'ordre de les
insercions), i eliminar repetits (donat que sabem que els maps nomes emmagatzemara l'ultim
valor). Per aquest motiu nomes s'executara aquest algorisme nomes si les dades son ordenades,
donat que realitzar una ordenacio estable estandard sobre les dades afegiria un overhead que
faria negligible el guany de l'algorisme. Seria interessant, haver realitzat la implementacio d'una
ordenacio especialitzada per Strings, donat que aix podrem haver considerat utilitzar aquest
algorisme d'insercio multiple independentment de l'ordenacio dels elements del vector.

4
Jocs de proves
L'analisi del cost asimptotic tenint en compte el parametre L, ens indica que el cost de les
operacions basades en comparacions es menor en els SRBT que en la classe map implementada
al gcc.
L'analisi del cost asimptotic pero no te en compte les constants associades al cost, i es
convenient doncs realitzar un analisi experimental per a veure l'impacte d'aquests a la practica.
Per a fer-ho s'han dissenyat una seguit de jocs de proves, que realitzaran una bateria d'ope-
racions. En particular volem comprovar que la millora asimptotica no es superada per l'overhead
que suposa mantenir les metadades. En particular s'ha enregistrat els temps d'execucio per a la
classe map incorporada al gcc, i per la classe map implementada mitjancant CABST.
En aquest captol primer denim l'estructura que hem escollit per a realitzar els experi-
ments. Despres denirem quines han sigut les operacions que hem avaluat i de quina forma ho
hem fet. Seguidament comentarem quins han sigut els jocs de proves que hem utilitzat. Per
ultim, exposem les graques que indiquen els temps d'execucio dels diferents experiments i el
seu analisi.
4.1 Estructura dels experiments
Per tal de realitzar els experiments de forma exible, s'estructuraran els jocs de proves de
la seguent forma:
 Executables binaris, que rebran els parametres que necessiten per a determinar el tipus
d'experiment per l'entrada estandard. L'execucio de cada experiment es fara per separat
per tal de minimitzar el risc de tenir benecis en quant a tenir ja les dades a la cache, etc.
 Scripts per a automatitzar els experiments. Disposarem de diferents scripts per a llencar
diferents bateries de jocs de proves. Aixo ens facilitara manegar els resultats obtinguts, i
guardar cada resultat en txers diferents, en els quals s'incloura la conguracio de l'expe-
riment per tal de poder catalogar-l'ho i repetir-l'ho.
 Scripts per a processar els resultats, principalment scripts per a transformar les dades
obtingudes en graques tot fent servir el GNUPlot.
Hem realitzat dos tipus d'experiments:
 Experiments per a avaluar la correctesa.
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 Experiments per a mesurar el rendiment.
Tots els scripts, Makeles, arxius de resultats i graques es trobaran tambe al directori
*****.
4.2 Operacions considerades
Per tal de poder obtenir uns resultats signicatius, hem mesurat el temps d'un conjunt
d'operacions, ja que el avaluar el rendiment d'una sola operacio (especialment simple) es molt
poc precs.
INDICATIU, ENCARA NO ESTA REDACTAT
4.2.1 Operacions de insercio.
Per a les operacions de insercio farem els seguents experiments:
 Insercio de 5k, 50k, 500k elements en un arbre buit.
 Insercio de 5k, 50k, 500k en un arbre amb 50k elements.
 Insercio de 5k, 50k, 500k, en un arbre amb 500k elements.
Noteu que nomes hem considerat el temps d'insercio dels elements, no hem inclos el temps de
construccio de l'arbre previ.
4.2.2 Operacions de cerca.
Per a les operacions de cerca hem realitzat els seguents experiments:
 Cerca de 5k, 50k, 500k elements en un arbre amb 5k elements.
 Cerca de 5k, 50k, 500k elements en un arbre amb 50k elements.
 Cerca de 5k, 50k, 500k elements en un arbre amb 500k elements.
Noteu, novament,que nomes hem considerat el temps de les cerques, no hem inclos el temps de
construccio de l'arbre previ.
4.2.3 Operacions d'esborrat.
Per a les operacions d'esborrat hem realitzat els seguents experiments:
 Esborrat de 500, 5k elements en un arbre amb 5k elements.
 Cerca de 5k, 50k elements en un arbre amb 50k elements.
 Cerca de 5k, 50k, 500k elements en un arbre amb 500k elements.
En aquest cas tampoc hem considerat la construccio de l'arbre en la mesura del temps. Cal
tambe recalcar que les operacions d'esborrat no tenen perque ser no repetides, es a dir, no tenen
perque tenir exit.
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4.2.4 Insercio multiple.
Per a les operacions d'insercio multiple farem els seguents experiments:
 Insercio de 5k, 50k, 500k elements en un arbre buit.
 Insercio de 5k, 50k, 500k en un arbre amb 50k elements.
 Insercio de 5k, 50k, 500k, en un arbre amb 500k elements.
Novament nomes considerem el temps de la insercio dels elements, no el temps de construccio
de l'arbre previ.
4.3 Caracterstiques de les dades utilitzades
Per tal de poder tenir una gran varietat de dades per a realitzar els experiments, s'han
utilitzat dos tipus de dades, dades sintetiques generades amb generadors pseudo-aleatoris, i
dades reals.
4.3.1 Dades reals
S'han utilitzat les seguents dades reals:
 1.- Dades corresponents a un llenguatge natural (angles). Dos llibres en format text: Moby
Dick, que conte 215,137 paraules de longitud mitja 4.72 caracters, i War and Peace, que
conte 565,464 paraules de longitud mitja 4,67 caracters. Es poden descarregar a [12].
 2.- Dos diccionaris d'angles (per tant no hi ha repetits) dictwords i dictwords2. El primer
conte 25,481 paraules de longitud mitjana 7.23 caracters i es pot aconseguir a [2]. El segon
es present a les distribucions Unix a /usr/dict/words (o /usr/share/dict/words) i conte
98.568 paraules de longitud mitja 7.23 caracters.
 3.- Conjunt de capcaleres de crides a biblioteques: hem considerat les dades utilitzades al
DIMACS Implmentation Challenges (un exemple de crida esWSOC 3398 170 30 ).
Del conjunt d'entrades descarregables a [15] hem agafat dos, el circ2.10000, que conte 9982
cadenes de longitud mitja 21,52 caracters, i circ2.100000, que conte 100,003 cadenes de
longitud mitja 21.54 caracters.
4.3.2 Dades aleatories
Com a dades aleatories s'han triat tant dades completament aleatories, com dades amb
prexos comuns i suxos aleatoris.
1. Conjunt de 1 milio paraules de longitud 10, amb 26 possibilitats per caracter.
2. Conjunt de 1 milio paraules de longitud 30, amb 2 possibilitats per caracter.
3. Conjunt de 1 milio paraules de longitud 30, amb 26 possibilitats per caracter.
4. Conjunt de 1 milio paraules de longitud 10, amb un prex comu de longitud 5, amb 26
possibilitats per caracter a la resta de caracters.
5. Conjunt de 1 milio paraules de longitud 30, amb un prex comu de longitud 10, amb 2
possibilitats per caracter a la resta de caracters.
6. Conjunt de 1 milio paraules de longitud 30, amb un prex comu de longitud 10, amb 26
possibilitats per caracter a la resta de caracters.
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4.4 Experiments per a avaluar la correctesa
Per tal d'avaluar la correctesa de la implementacio, s'han realitzat diferents experiments
que comproven de forma exhaustiva les operacions de la classe map.
Aix mateix, s'ha habilitat la funcio de vericacio de validesa de l'estructura dels Red-Black
Trees, proporcionada per l'implementacio del GCC, aix com s'ha creat una nova funcio, que
adicionalment avalua si la informacio derivada emmagatzemada pel CABST es coherent amb la
seva denicio. Amb aquest objectiu s'ha afegit una funcio booleana dins la classe anomenada
verify(), que retorna cert si l'estructura es coherent i retorna fals altrament.
4.5 Experiments realitzats per a avaluar el rendiment
Per tal de donar mes signicat als resultats dels experiments, aquests s'han dut a terme en
diferents maquines, d'aquesta manera s'anullen els possibles benecis especcs que dona una
implementacio en una arquitectura en concret.
Per tal d'obtenir una major correspondencia entre els resultats experimentals i els costos
asimptotics s'han realitzat les proves utilitzant jocs de proves molt grans quan ha sigut possible.
Els temps han estat mesurats durant l'execucio del mateix experiments cinc vegades, i s'ha
pres com a resultat la mitjana.
4.5.1 Equips utilitzats
Per a realitzar els experiments s'han utilitzat les seguents maquines:
 Equip de produccio
{ processador AMD Athlon64x2 3800+
{ memoria cau de segon nivell: 512KB per core.
{ memoria ram: 2GB.
{ memoria principal: 250GB
{ Sistema Operatiu/Nucli: Kubuntu 9.04/Linux 2.6.28-11
{ versio del gcc: 4.2.3
{ Es tracta d'un equip de gama mitja a nivell usuari, amb una antiguitat d'uns 18
mesos.
 Segon equip de testing:
{ processador Intel Core 2 6420 (2.13GHz)
{ memoria cau de segon nivell: 4MB per core.
{ memoria ram: 2GB.
{ memoria principal: 250GB.
{ Sistema Operatiu/Nucli: Xubuntu 8.04/Linux 2.6.24-19
{ versio del gcc: 4.2.4
{ Es tracta d'un equip de gama alta a nivell usuari, amb una antiguitat d'uns 24 mesos.
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4.6 Resultats dels experiments.
Ara observem algunes graques que mostren els resultats obtinguts pels jocs de proves
sintetics.
A les graques la lnia etiquetada com GCC-RBT es el temps empleat per la implementacio
del map que incorpora el GCC. La lnia etiquetada com a SRBT-0 es el temps empleat per la
implementacio dels SRBT sense guardar ningun caracter extra als nodes. Finalment la lnia
etiquetada com SRBT-3 correspon a l'implementacio dels SRBT guardant 3 caracters a cada
node tal com s'explica a l'apartat 3.2.
Tots els jocs de proves es troben a la carpeta inputdata i les graques i dades a la carpeta
Resultats-Test
4.6.1 Jocs de proves sintetics
Primer comencarem pels resultats dels jocs de proves sintetics, ja que aquests son d'una
mida mes gran, i permeten veure unes graques on la diferencia es signicativa.
Insercio
Primer observem els resultats de les operacions d'insercio dins un arbre previament creat
de 5k, 50k, i 500k elements, utilitzant el primer joc de proves, que tenia paraules de longitud 10
i un alfabet de 26 lletres.
Com podem veure en les tres primeres gures (4.1-4.3), el rendiment de la nostre imple-
mentacio, sobretot quan s'emmagatzemen 3 caracters a cada node es superior al rendiment de
la implementacio feta pel GCC.
Per a poder descartar que aquest millor rendiment sigui degut a un joc de proves en concret,
les seguents tres graques (4.4-4.6)mostren del temps d'insercio amb altres jocs de proves.
Podem observar, que el rendiment a la insercio del cinque i sise joc de proves millora
considerablement, aixo es degut a que aquest mostren el cas que esta mes al nostre favor, que
es quan tenim paraules amb prexos comuns.
Cerca
Als resultats de les operacions de cerca podem observar el mateix comportament de les
graques (4.7 4-8), donant una clara avantatge a la nostre implementacio. En aquest cas pero
no podem apreciar una diferencia de rendiment entre els jocs de proves.
Esborrat
A les graques que representen les operacions d'esborrat (4.9 4.10) podem tornar a observar
el mateix patro, la nostre implementacio sense guardar caracters als nodes es lleugerament
superior a la implementacio del GCC, i la nostre implementacio que emmagatzema tres caracters
per node es clarament superior.
Insercio multiple
En aquest apartat hem realitzat dos tipus d'experiments, un, on inserim intervals sen-
se ordenar(gures 4.11 4.12), i un on inserim intervals ordenats (4.13 4.14), donat que tant
l'implementacio del GCC com la nostre es benecien si l'interval es ordenat.
Es curios pero, veure que en els dos casos, es mante la mateixa relacio de rendiment que
hem pogut apreciar a la resta d'operacions.
Podem observar tambe el mateix comportament amb les dades obtingudes amb el segon
PC amb el que hem fet proves. S'observa el mateix patro de rendiment, potser mes favorable a
la implementacio on guardem 3 extra caracters per node. Son les gures (4.15 - 4.18).
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Figura 4.1: Insercio del primer joc de proves sintetic a un arbre inicial de 5000
elements.
Figura 4.2: Insercio del primer joc de proves sintetic a un arbre inicial de 50000
elements.
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Figura 4.3: Insercio del primer joc de proves sintetic a un arbre inicial de 500000
elements.
Figura 4.4: Insercio del segon joc de proves sintetic a un arbre inicial de 500000
elements.
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Figura 4.5: Insercio del cinque joc de proves sintetic a un arbre inicial de 500000
elements.
Figura 4.6: Insercio del sise joc de proves sintetic a un arbre inicial de 500000
elements.
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Figura 4.7: Cerca del tercer joc de proves sintetic a un arbre inicial de 500000
elements.
Figura 4.8: Cerca del quart joc de proves sintetic a un arbre inicial de 500000
elements.
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Figura 4.9: Esborrat del tercer joc de proves sintetic a un arbre inicial de 500000
elements.
Figura 4.10: Esborrat del quart joc de proves sintetic a un arbre inicial de 500000
elements.
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Figura 4.11: Insercio multiple de intervals no ordenats del segon joc de proves
sintetic a un arbre inicial de 500000 elements.
Figura 4.12: Insercio multiple de intervals no ordenats del cinque joc de proves
sintetic a un arbre inicial de 500000 elements.
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Figura 4.13: Insercio multiple de intervals ordenats del segon joc de proves sintetic
a un arbre inicial de 500000 elements.
Figura 4.14: Insercio multiple de intervals ordenats del cinque joc de proves sintetic
a un arbre inicial de 500000 elements.
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Figura 4.15: Insercio del segon joc de proves sintetic a un arbre inicial de 500000
elements al segon PC.
Figura 4.16: Cerca del tercer joc de proves sintetic a un arbre inicial de 500000
elements al segon PC.
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Figura 4.17: Esborrat del quart joc de proves sintetic a un arbre inicial de 500000
elements al segon PC.
Figura 4.18: Insercio multiple de intervals no ordenats del cinque joc de proves
sintetic a un arbre inicial de 500000 elements al segon PC.
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4.6.2 Jocs de proves reals
Be, ara mostrarem els resultats obtinguts en el cas de realitzar els mateixos experiments
sobre conjunts de dades reals. Degut a que son jocs de dades reals no poden controlar la seva
mida i potser els experiments seran de mida mes reduda, pero igualment signicatius.
Com podem veure a les graques 4.19 a 4.26 els resultats son practicament els mateixos
quan tractem amb dades reals que quan tractem amb dades pseudo-aleatories.
Tambe cal recalcar que en alguns jocs de proves estem al lmit de la representativitat en
quant als temps mesurats.
A les graques fetes al segon PC (4.27 a 4.31) podem observar que segueix el mateix patro,
pero en el cas de la insercio multiple nomes guanya en el cas de ser ordenat la implementacio
que guarda 3 caracters per node, la resta tenen un comportament lleugerament pitjor.
Figura 4.19: Insercio del paraules del llibre War and Peace a un arbre inicial de
5000 elements.
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Figura 4.20: Insercio del paraules del llibre Moby Dick a un arbre inicial de 5000
elements.
Figura 4.21: Cerca de paraules dins del diccionari Dictwords al complet.
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Figura 4.22: Cerca de paraules dins del diccionari Dictwords2 al complet.
Figura 4.23: Esborrat de paraules del llibre War and Peace d'un arbre inicial de
500000 elements.
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Figura 4.24: Esborrat de paraules del llibre Moby Dick d'un arbre inicial de 50000
elements.
Figura 4.25: Insercio multiple de intervals no ordenats del llibre War and Peace a
un arbre inicial de 50000 elements.
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Figura 4.26: Insercio multiple de intervals ordenats del llibre War and Peace a un
arbre inicial de 50000 elements.
Figura 4.27: Insercio del paraules del llibre Moby Dick a un arbre inicial de 5000
elements al segon PC.
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Figura 4.28: Cerca de paraules dins del diccionari Dictwords al complet al segon
PC.
Figura 4.29: Esborrat de paraules del llibre Moby Dick d'un arbre inicial de 50000
elements segon PC.
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Figura 4.30: Insercio multiple de intervals no ordenats del llibre War and Peace a
un arbre inicial de 50000 elements al segon PC.
Figura 4.31: Insercio multiple de intervals ordenats del llibre War and Peace a un
arbre inicial de 50000 elements al segon PC.

5
Analisi economica
En aquest captol s'analitza el cost total que tindria realitzar la implementacio d'aquest
projecte tenint present els recursos humans i materials necessaris. Considerarem les hores dedi-
cades al projecte, realment.
5.1 Recursos
Per a fer l'analisi economica del projecte s'han considerat els recursos seguents:
 recursos humans:
{ dissenyador: es el responsable de dissenyar i planicar el projecte. Ha de determinar
els objectius i terminis de la implementacio i els experiments a realitzar. Ha de tenir
un gran coneixement de la biblioteca a nivell extern i del que es vol implementar a
nivell teoric.
{ programador: es el responsable de programar cadascuna de les versions segons les
directrius del dissenyador i de preparar i controlar els experiments. Ha de coneixer
perfectament els detalls de la implementacio aix com el funcionament extern i el
comportament esperat de l'implementacio.
{ consultor freelance: seria l'expert per a resoldre dubtes en quant als detalls de al-
gorsmics del projecte (els qual en el desenvolupament del projecte han estat la di-
rectora del projecte i el ponent).
 recursos materials:
{ estacio de treball: es necessaria per desenvolupar totes les fases del projecte, tant de
documentacio, disseny, codicacio com elaboracio del document.
{ documentacio/llibres: son sobretot necessaris en la part inicial del projecte.
{ programari: pel desenvolupament del projecte son necessaris essencialment el com-
pilador GCC, un editor de text com Kate o vim i un programa que pugui generar
graques, com pot ser GNUPlot. Adicionalment es util un IDE per a generar la docu-
mentacio en LATEX, en particular s'ha utilitzat kile, encara que hagues sigut prou amb
un editor de text i un compilador de tex. Tot aquest programari es lliure, i ve inclos
en multiples distribucions. En particular s'ha escollit Kubuntu 8.04 i Kubuntu 9.04,
donat que incorporaven la versio del gcc que volem als repositoris de programari per
defecte (apt).
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Cost dels recursos
Per a tots i cadascun dels recursos utilitzats s'ha establert el seguent cost:
 recursos humans: el preu mig per hora s'ha basat en una estimacio del cost real.
{ consultor freelance: 50 euros/hora
{ dissenyador: 30 euros/hora
{ programador: 18 euros/hora
 recursos materials : inclou costos variables com amortitzacio de l'equip i l'electricitat:
{ estacio de treball: 0.5 euros/hora
{ documentacio i llibres: part de la documentacio es gratuta (compilador), i la resta
es pot trobar en una biblioteca especialitzada, encara que a un entorn d'empresa es
podria considerar que el cost s'amortitza entre tots els projectes. Per tant, es pot
considerar el seu cost es negligible.
{ programari: donat que el tot programari utilitzat es de lliure distribucio, es considera
un cost de 0 euros.
5.2 Assignacio dels recursos humans a les etapes del projecte
Un cop presentats els recursos, ja podem mostrar quin ha sigut el cost en temps real de
cadascuna de les etapes del desenvolupament.
Tasca Total
hores
Hores dis-
senyador
Hores pro-
gramador
Familiaritzacio amb la STL, la classe map i els
CABST
80 40 40
Familiaritzacio amb els entorns de treball (gcc,
latex ...)
40 10 30
Adaptacio basica del RedBlack Tree a SRBT
- Analisi i disseny 20 20 0
- Implementacio 100 0 100
- Revisio del codi 15 0 15
Experiments i jocs de proves:
- Analisi i disseny 15 15 0
- Implementacio 60 0 60
Resolucio de problemes de balanceig de l'arbre:
- Analisi i disseny 15 15 0
- Programacio i documentacio codi 60 0 60
- Revisio del codi i execucio dels jocs de proves 30 0 30
Modicacio de la insercio multiple:
- Analisi i disseny 20 20 0
- Programacio i documentacio codi 60 0 60
- Revisio del codi i execucio dels jocs de proves 10 0 10
Experiments nals:
- Disseny 5 5 0
- Execucio i control 35 0 35
Documentacio/burocracia 200 40 160
Total 765 165 600
5.3 Cost economic total 59
5.3 Cost economic total
Finalment presentem els cost total del projecte.
 Costos deguts a recursos humans:
{ dissenyador: 40 hores * 50 euros/hora = 2.000 euros
{ dissenyador: 165 hores * 30 euros/hora = 4.950 euros
{ programador: 600 hores * 18 euros/hora = 10.800 euros
Per tant, el cost total per aquest concepte es d'uns 17.750 euros.
 Costos deguts a recursos fsics:
{ estacio de treball: 725 hores * 0.5 euros/hora = 362,50 euros
{ programari i documentacio: 0 euros
Per tant, el cost total per aquest concepte es d'uns 362,50 euros.
En consequencia, el cost total del projecte es d'uns 18.112,50 euros.
5.4 Rendibilitat
Donat que la implementacio de la classe map s'ha fet dintre del context de la biblioteca
del compilador GCC que es distribueix amb les llicencies GNU General Public License i GNU
Lesser General Public License. Aix que tot utilitzant components d'aquesta, no es pot obtenir
un beneci economic directe de l'elaboracio d'aquesta implementacio, per a mes detalls veieu els
termes de la llicencia [6][7] Pero si es podria obtenir un beneci de la seguent manera:
 Reduccio del cost economic d'altres projectes. No cal oblidar que estem desenvolupant una
biblioteca, i per tant el nostre objectiu no es un beneci immediat, sino amortitzar-lo al
llarg del temps per diversos projectes. Estalviarem temps de produccio als altres projectes
i per tant reduirem costos xes( temps de cpu, electricitat). No seria sorprenent pensar que
els benecis obtinguts a la llarga, fossin molt mes grans que el cost de desenvolupament
del projecte.
 Obtencio de l'assignacio d'un altre projecte. Aquest treball es distribuira de forma gratuta,
pero pot servir de molt bona carta de presentacio per a desenvolupar altres projectes a
algunes companyies de software, que contracten a desenvolupadors dels principals projectes
de software lliure per a millorar el producte i optimitzar codi, donat que els hi es mes
ecient que no tenir que formar ells mateixos els desenvolupadors en un producte nou.
Aquest es el cas de molts desenvolupadors de gcc, el compilador de python o wine.

6
Conclusions
Amb aquest projecte la nostre intencio ha estat realitzar la implementacio i avaluacio
d'eciencia d'una especialitzacio del map de la STL quan tenen una clau tipus String. Partem
de la exposicio teorica dels ABST i CABST, i la nostre tasca ha sigut adaptar aquests conceptes
al Red-Black Tree, per a intentar aconseguir provar que les millores del cost asimptotic i d'acces
a memoria cau compensaven el possible overhead de l'implementacio.
Abans de donar les conclusions recapitulem sobre el que s'ha fet en aquest projecte.
Primer de tot es va fer una especialitzacio dels Red-Black Trees, per tal que aquests
acceptessin guardar dades derivades a cadascun dels seus nodes. Es van adaptar els algorismes
de comparacio de nodes i de navegacio per l'arbre per tal que aquests utilitzessin les dades extra
i consultessin menys cops les propies String emmagatzemades als nodes. Un cop fet aixo es van
adaptar les rotacions, per tal que aquestes modiquessin les dades derivades per conservar la
coherencia logica de les dades dins l'arbre. Finalment, per a tenir una primera versio funcional,
es va adaptar l'algorisme d'esborrat per tal de poder esborrar nodes que no fossin nodes fulla.
Segon, degut a que l'algorisme de esborrat utilitzava moltes rotacions, i l'arbre resultant
es gairebe identic al inicial, es va idear un metode per tal de poder modicar les dades derivades
sense tenir que moure de lloc els nodes.
Finalment, per tal d'optimitzar el rendiment del codi es va prodecir a la millora de l'algo-
risme d'insercio multiple, degut a que aquest realitzava moltes navegacions, i un nombre elevat
de rebalancejos dins l'arbre. Aquesta millora ha necessitat la implementacio de nous algorismes
que no eren a la implementacio estandard.
Tot aixo ens ha dut a tenir l'implementacio nal que hem testejat.
Ens hem trobat problemes al realitzar l'implementacio, com el de no poder generalitzar
l'especialitzacio sempre que operem amb Strings, donat que els ABST assumeixen un ordre dels
caracters dins l'String (d'esquerra a dreta), pero els comparadors es deneixen entre Strings.
Degut a aquesta restriccio la nostre implementacio nomes accepta el comparador estandard,
que dona un ordre lexicograc (tot i que la implementacio seria facil d'adaptar per acceptar el
comparador invers ). Aquest seria l'unic impediment serios de cara a intentar enviar aquesta
implementacio a la branca inestable del GCC.
Un altre problema ha sigut la nomenclatura utilitzada a la llibreria estandard (un guio
baix per a variables globals i dos per a locals), el haver d'utilitzar una versio en concret del GCC
enllacant directament al executable degut a que els ags de versio del codi no funcionen be (si
existeix una versio posterior del GCC les comandes g++-4.2 i g++ -V4.2 no donen el mateix
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resultat). Tambe, per a ser una biblioteca complexa el codi intern no esta ben documentat, a
vegades cal navegar per dos o tres funcions per entendre el comportament d'una d'elles.
Pero tot i aixo el projecte s'ha pogut desenvolupar dins una certa normalitat. S'ha acabat
i s'han pogut realitzar les proves de rendiment.
Alhora de avaluar la millora de rendiment, tot i ser una estructura de dades bastant espe-
cialitzada contra una estructura que treballa amb tot tipus de dades, la millora de rendiment es
considerable. A totes les graques s'ha pogut apreciar el mateix patro, la versio on no emma-
gatzemavem caracters extra sempre era lleugerament mes ecient que la versio implementada
pel GCC. I la versio on emmagatzemavem 3 caracters a cada node el temps d'execucio dels jocs
de proves sol ser un 20% inferior per a les operacions de insercio, esborrat i cerca d'un element
per la seva clau. Es millor en el cas de ser insercions multiples o jocs de proves on les dades amb
prexos comuns on la implementacio on guardem 3 caracters per node pot arribar a tenir una
reduccio del 50% del temps d'execucio respecte la implementacio estandard.
Si be es cert que aquesta implementacio te alguns inconvenients, com es que l'esborrat d'un
element per iterador pugui trigar mes temps que a l'implementacio original, donat que aquesta
operacio no requereix recorrer l'arbre pero si rebalancejar-lo.
Tot i aquesta previsible perdua d'eciencia en l'operacio d'esborrat per iterador, les millores
de rendiment a les operacions amb acces per clau fan aquesta especialitzacio sigui atractiva per
a millorar en rendiment de aplicacions que utilitzin estructures tipus map o set.
El cost de l'implementacio es un factor a considerar, donat que el cost pot no sempre ser
compensat per una millora de rendiment. Pero si hem de comparar la biblioteca estandard de
GCC amb les biblioteques d'altres llenguatges o una biblioteca com Qt, es pot considerar com a
una opcio el desenvolupament d'estructures de dades especialitzades, degut a que la biblioteca
estandard de C++ es una de les que menys tipus diferents d'estructures tenen, sobretot si
comparem amb el seu gran rival Java.
Per tots aquests motius crec que el desenvolupament d'aquest projecte ha sigut encertat.
Tot i l'elevat cost teoric del desenvolupament i ser dins un ambit molt especialitzat de l'al-
gorsmica, la millora de rendiment que obtenim respecte les estructures de dades mes habituals
(map i set) justica la implementacio del SRBT.
A
Extracte del codi (versio recursiva)
En aquest apartat reproduire aquells codis mes signicatius de la implementacio Tambe
podeu consultat tots els codis a la carpeta codis/src, concretament:
 L'arxiu stl newmap.h conte les capcaleres que redireccionen cap a la nostre implementacio
dels SRBT.
 L'arxiu stl srbt.h conte tots els algorismes de les funcions que no modiquen l'arbre, com
son totes les navegacions previes a l'insercio, cerques, localitzacio de nodes a esborrar.
 L'arxiu srbt.cc conte tots aquells algorismes que modiquen l'estructura de l'arbre, com
son l'algorisme de insercio i esborrat d'un node, i l'algorisme de insercio multiple.
Com a convencio dins la STL, totes les variables declarades han de tenir un guio baix
(underscore " ") devan en cas de les variables globals, i dos en el cas de les variables locals.
A.1 Rotacions
Primer mostrem les diferencies entre el codi d'una rotacio i el d'una falsa roracio.
template<typename _charT, typename _Tp>1
void2
_srbt_tree_rotate_right(_srbt_tree_node<_charT,_Tp>* const __x,3
_srbt_tree_node_base*& __root){4
//Rotaco cap a la dreta sobre el node X5
_srbt_tree_node<_charT,_Tp>* const __y = LEFT(__x);6
if( !(__y->_predecessor) &&7
(__x->_caracters_en_comu <= __y->_caracters_en_comu)){8
__y->_predecessor = __x->_predecessor;9
__x->_predecessor = true;10
swap(__x->_caracters_en_comu, __y->_caracters_en_comu);11
}12
//La funcio omple actualitza les dades derivades al node13
__x->omple(__x->_caracters_en_comu, __x->_predecessor);14
__y->omple(__y->_caracters_en_comu, __y->_predecessor);15
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__x->_M_left = __y->_M_right;16
if (__y->_M_right != 0)17
__y->_M_right->_M_parent = __x;18
__y->_M_parent = __x->_M_parent;19
20
if (__x == __root)21
__root = __y;22
else if (__x == __x->_M_parent->_M_right)23
__x->_M_parent->_M_right = __y;24
else25
__x->_M_parent->_M_left = __y;26
__y->_M_right = __x;27
__x->_M_parent = __y;28
}29
30
template<typename _charT, typename _Tp>31
void32
_SRbt_color_rotate_right(_srbt_tree_node<_charT, _Tp>* const __x,33
_srbt_tree_node<_charT, _Tp>* const __l){34
//Falsa rotacio cap a la dreta, on el node arrel es X i el fill esquerra L35
if( !(__l->_predecessor) &&36
(__x->_caracters_en_comu <= __l->_caracters_en_comu) ){37
__l->_predecessor = __x->_predecessor;38
__x->_predecessor = true;39
swap(__x->_caracters_en_comu, __l->_caracters_en_comu);40
if(__x->_caracters_en_comu != __l->_caracters_en_comu){41
//La funcio omple actualitza les dades derivades al node42
__x->omple(__x->_caracters_en_comu, __x->_predecessor);43
__l->omple(__l->_caracters_en_comu, __l->_predecessor);44
}45
}46
}47
Com podem veure, les diferencies son que la falsa rotacio no manipula els punters, i que
aquesta rep el ll esquerra com a parametre, i realitzara els canvis necessaris com si L fos el ll
esquerra de X, aixo es molt util per poder continuar amb la illusio que les rotacions son reals.
A.2 Algorisme d'insercio
En l'algorisme d'insercio es on podem veure mes clarament l'algorisme de rebalanceig per
insercio tpic dels Red-Black Trees.
template<typename _charT, typename _Tp>1
void2
_srbt_tree_insert_and_rebalance(const bool __insert_left,3
_srbt_tree_node<_charT,_Tp>* __x,4
_srbt_tree_node<_charT,_Tp>* __p,5
_srbt_tree_node_base& __header){6
_srbt_tree_node_base*& __root = __header._M_parent;7
// Inicialitza el node a insertar8
__x->_M_parent = __p;9
__x->_M_left = 0;10
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__x->_M_right = 0;11
__x->_M_color = _S_red;12
if (__insert_left){//Si tenim que isnertar a la dreta del node on es trobem13
__p->_M_left = __x;14
if (__p == &__header){ // Si l'arbre estava buit15
__header._M_parent = __x;16
__header._M_right = __x;17
}18
else if (__p == __header._M_left)19
__header._M_left = __x; // mantenim el punter al node mes a l'esquerra20
}21
else{22
__p->_M_right = __x;23
if (__p == __header._M_right)24
__header._M_right = __x; // mantenim el punter al node mes a la dreta25
}26
// Rebalancegem.27
while (__x != __root28
&& __x->_M_parent->_M_color == _S_red){29
_srbt_tree_node<_charT,_Tp>* const __xpp = PARENT(PARENT(__x));30
if (__x->_M_parent == __xpp->_M_left) {31
_srbt_tree_node<_charT,_Tp>* const __y = RIGHT(__xpp);32
if (__y && __y->_M_color == _S_red){33
__x->_M_parent->_M_color = _S_black;34
__y->_M_color = _S_black;35
__xpp->_M_color = _S_red;36
__x = __xpp;37
}38
else{39
if (__x == __x->_M_parent->_M_right){40
__x = PARENT(__x);41
_srbt_tree_rotate_left(__x, __root);42
}43
__x->_M_parent->_M_color = _S_black;44
__xpp->_M_color = _S_red;45
_srbt_tree_rotate_right(__xpp, __root);46
}47
}48
else{49
_srbt_tree_node<_charT,_Tp>* const __y = LEFT(__xpp);50
if (__y && __y->_M_color == _S_red){51
__x->_M_parent->_M_color = _S_black;52
__y->_M_color = _S_black;53
__xpp->_M_color = _S_red;54
__x = __xpp;55
}56
else {57
if (__x == __x->_M_parent->_M_left){58
__x = PARENT(__x);59
_srbt_tree_rotate_right(__x, __root);60
}61
__x->_M_parent->_M_color = _S_black;62
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__xpp->_M_color = _S_red;63
_srbt_tree_rotate_left(__xpp, __root);64
}65
}66
}67
__root->_M_color = _S_black;68
}69
En aquest codi podem observar clarament que l'algorisme de rebalanceig per insercio es
separat segons si el nostre pare es ll dret o esquerra, i per cada cas es fan les operacions de
rebalanceig que hem descript al capitol 3.
A.3 Algorisme d'esborrat
En aquest algorisme podrem veure l'implementacio de l'intercanvi de dos nodes utlitzant
falses rotacions. Tambe podem veure que hi han molts mes detalls a tenir en compte del que
el model teoric podra fer pensar. Es per aquest motiu que la part de falses rotacions esta
separada del codi de itercanvi de nodes. Tambe podem veure la implementacio de l'algorisme
de rebalanceig en el cas de esborrat, algorisme que no ha calgut modicar.
template<typename _charT, typename _Tp>1
_srbt_tree_node<_charT,_Tp>*2
_srbt_tree_rebalance_for_erase(_srbt_tree_node<_charT,_Tp>* const __z,3
_srbt_tree_node_base& __header){4
_srbt_tree_node_base *& __root = __header._M_parent;5
_srbt_tree_node_base *& __leftmost = __header._M_left;6
_srbt_tree_node_base *& __rightmost = __header._M_right;7
_srbt_tree_node<_charT,_Tp>* __y = __z;8
_srbt_tree_node<_charT,_Tp>* __x = 0;9
_srbt_tree_node<_charT,_Tp>* __x_parent = 0;10
bool dificil = false;11
if (__y->_M_left == 0){12
__x = RIGHT(__y);13
if(__x){14
// Y nomes te fill dret, (i en fer una rotacio no en tindra)15
_srbt_tree_rotate_left(__y, __root);16
std::swap(__y->_M_color, __x->_M_color);17
__x = RIGHT(__y);18
}19
}20
else{21
if (__y->_M_right == 0){22
__x = LEFT(__y);23
if(__x){24
//Y nomes te fill esquerra, (i en fer una rotacio no en tindra)25
_srbt_tree_rotate_right(__y, __root);26
std::swap(__y->_M_color, __x->_M_color);27
__x = LEFT(__y);28
}29
}30
else{31
// Y te dos fills valids, tindrem que intercanviar-los32
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// fent servir falses rotacions.33
dificil = true;34
_srbt_tree_node<_charT,_Tp>* __inici = RIGHT(__y);35
_srbt_tree_node<_charT,_Tp>* __fin;36
_srbt_tree_node<_charT,_Tp>* __r = RIGHT(__y);37
_srbt_tree_node<_charT,_Tp>* __l = LEFT(__y);38
39
while(__r){40
// Falses rotacions cap a l'esquerra41
_SRbt_color_rotate_left(__y, __r);42
__fin = __r;43
//Fin sera l'element que quedara com a pare un cop rebalancejat l'arbre44
__r = LEFT(__r);45
}46
while(__l){47
// Les falses rotacions cap a la dreta48
_SRbt_color_rotate_right(__y, __l);49
__l = RIGHT(__l);50
}51
if(__fin != __inici){52
// Mentre no ahguem atualitzat tots els valors necessaris53
_srbt_tree_node<_charT,_Tp>* __back = __fin;54
do{55
__back = PARENT(__back);56
_SRbt_color_rotate_right(__back, __fin);57
}58
while(__back != __inici);59
}60
__y = __fin;61
__x = RIGHT(__y);62
// Ara ja ho hem deixat tot llest per aplicar63
// l'algorisme estandard de canvi de lloc64
}65
}66
if (dificil){67
// relinkem y en el lloc de z. y ess el successor de z68
__z->_M_left->_M_parent = __y;69
__y->_M_left = __z->_M_left;70
if(__y != __z->_M_right){71
__x_parent = PARENT(__y);72
if(__x) __x->_M_parent = __y->_M_parent;73
__y->_M_parent->_M_left = __x;74
__y->_M_right = __z->_M_right;75
__z->_M_right->_M_parent = __y;76
}77
else78
__x_parent = __y;79
if(__root == __z)80
__root = __y;81
else if(__z->_M_parent->_M_left == __z)82
__z->_M_parent->_M_left = __y;83
else84
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__z->_M_parent->_M_right = __y;85
__y->_M_parent = __z->_M_parent;86
std::swap(__y->_M_color, __z->_M_color);87
__y = __z;88
}89
else{90
__x_parent = PARENT(__y);91
if (__x)92
__x->_M_parent = PARENT(__y);93
if (__root == __z)94
__root = __x;95
else96
if ( LEFT(PARENT(__z)) == __z)97
__z->_M_parent->_M_left = __x;98
else99
__z->_M_parent->_M_right = __x;100
if (__leftmost == __z)101
if (__z->_M_right == 0)102
__leftmost = PARENT(__z);103
else104
__leftmost = static_cast<_srbt_tree_node<_charT,_Tp>*>(105
_srbt_tree_node<_charT,_Tp>::_S_minimum(__x));106
if (__rightmost == __z)107
if (__z->_M_left == 0)108
__rightmost = PARENT(__z);109
else110
__rightmost = static_cast<_srbt_tree_node<_charT,_Tp>*>(111
_srbt_tree_node<_charT,_Tp>::_S_maximum(__x));112
}113
114
if (__y->_M_color != _S_red){115
while (__x != __root && (__x == 0 || __x->_M_color == _S_black)){116
if (__x == __x_parent->_M_left){117
_srbt_tree_node<_charT,_Tp>* __w = RIGHT(__x_parent);118
if (__w->_M_color == _S_red){119
__w->_M_color = _S_black;120
__x_parent->_M_color = _S_red;121
_srbt_tree_rotate_left(__x_parent, __root);122
__w = RIGHT(__x_parent);123
}124
if ((__w->_M_left == 0 || __w->_M_left->_M_color == _S_black) &&125
(__w->_M_right == 0 || __w->_M_right->_M_color == _S_black)){126
__w->_M_color = _S_red;127
__x = __x_parent;128
__x_parent = PARENT(__x_parent);129
}130
else{131
if(__w->_M_right == 0132
|| __w->_M_right->_M_color == _S_black){133
__w->_M_left->_M_color = _S_black;134
__w->_M_color = _S_red;135
_srbt_tree_rotate_right(__w, __root);136
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__w = RIGHT(__x_parent);137
}138
__w->_M_color = __x_parent->_M_color;139
__x_parent->_M_color = _S_black;140
if (__w->_M_right)141
__w->_M_right->_M_color = _S_black;142
_srbt_tree_rotate_left(__x_parent, __root);143
break;144
}145
}146
else{147
_srbt_tree_node<_charT,_Tp>* __w = LEFT(__x_parent);148
if (__w->_M_color == _S_red){149
__w->_M_color = _S_black;150
__x_parent->_M_color = _S_red;151
_srbt_tree_rotate_right(__x_parent, __root);152
__w = LEFT(__x_parent);153
}154
if ((__w->_M_right == 0 ||155
__w->_M_right->_M_color == _S_black) &&156
(__w->_M_left == 0 ||157
__w->_M_left->_M_color == _S_black)){158
__w->_M_color = _S_red;159
__x = __x_parent;160
__x_parent = PARENT(__x_parent);161
}162
else{163
if (__w->_M_left == 0 || __w->_M_left->_M_color == _S_black){164
__w->_M_right->_M_color = _S_black;165
__w->_M_color = _S_red;166
_srbt_tree_rotate_left(__w, __root);167
__w = LEFT(__x_parent);168
}169
__w->_M_color = __x_parent->_M_color;170
__x_parent->_M_color = _S_black;171
if (__w->_M_left)172
__w->_M_left->_M_color = _S_black;173
_srbt_tree_rotate_right(__x_parent, __root);174
break;175
}176
}177
}178
if (__x) __x->_M_color = _S_black;179
}180
return __y;181
}182
A.4 Algorisme d'insercio multiple
Enj auqesta seccio primer veurem la funcio que rep directament la crida de la classe map,
amb dos iteradors. Aquesta comprovara si els elements estan ordenats i si ho estan fara una
crida a l'algorisme de insercio multiple. Despres tenim la funcio SRbt insert sub unique, que
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realitzara aquesta insercio fent-se valer de les funcions concatenate, crea arbre i separar. Tambe
podem veure un altre vegada en aquests codis que cal fer moltes comprovacions per a mantenir
actualitzades les dades derivades.
template<typename _charT, typename _Key, typename _Val, typename _KoV,1
typename _Cmp, typename _Alloc>2
template<class _II>3
void4
_srbt_tree<_charT, _Key, _Val, _KoV, _Cmp, _Alloc>::5
_M_insert_unique(_II __first, _II __last){6
_II __it = __first, __anterior = __first;7
int __c = 0;8
bool __ordenat = 1;9
for (; __it != __last; ++__it, ++c){10
__ordenat = __ordenat && ((*__anterior).first < (*__it).first);11
}12
if(!__ordenat){13
while(__first != __last){ //si no es ordenat insertem un a un14
this->_M_insert_unique(*__first);15
__first++;16
}17
}else{18
__it = __first;19
vector<_Link_type> __v(__c);20
int __ii = 0;21
for (; __it != __last; ++__it){22
_Link_type __n = _M_create_node(*__it, 0, 0);23
__v[__ii] = __n;24
__ii++;25
}26
unsigned int __j = 0;27
while(__j < __v.size()-1 &&28
__v[__j]->_M_value_field.first != __v[__j + 1]->_M_value_field.first)29
__j++;30
unsigned int __i = __j;31
for(; __j < __v.size(); __i++,__j++){32
while(__j < __v.size()-1 && __v[__j]->_M_value_field.first ==33
__v[__j + 1]->_M_value_field.first)34
__j++;35
std::swap(__v[__i],__v[__j]);36
}37
unsigned int __k = __i;38
while(__k < __v.size()){39
_M_destroy_node(__v[__k]);40
__k++;41
}42
__v.resize(__i);43
int __nova_h = 0;44
int __nous_nodes = 0;45
this->_M_impl._M_header._M_parent =46
_SRbt_insert_sub_unique(__v, 0, __v.size(), _M_begin(),47
static_cast<_Link_type>(0), static_cast<_Link_type>(0),48
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this->_M_impl._M_header, __nova_h, __nous_nodes);49
this->_M_impl._M_header._M_parent->_M_parent =& this->_M_impl._M_header;50
if(_compara_sense_cache(__v[0],static_cast<_Link_type>(51
this->_M_impl._M_header._M_left)) == SMALLER){52
this->_M_impl._M_header._M_left = static_cast<_Base_ptr>(__v[0]);53
}54
if(_compara_sense_cache(__v[__v.size()-1], static_cast<_Link_type>(55
this->_M_impl._M_header._M_right)) == GREATER){56
this->_M_impl._M_header._M_right = static_cast<_Base_ptr>(__v[__v.size()-1]);57
}58
this->_M_impl._M_node_count += __nous_nodes;59
}60
}61
62
template<typename _charT, typename _Tp>63
_srbt_tree_node<_charT, _Tp>*64
_SRbt_insert_sub_unique(vector<_srbt_tree_node<_charT, _Tp>*>& __v,65
int __ini, int __fin,66
_srbt_tree_node<_charT, _Tp>* const __node,67
_srbt_tree_node<_charT, _Tp>* const __ante,68
_srbt_tree_node<_charT, _Tp>* const __post,69
_srbt_tree_node_base& __header, int &__nh,70
int &__nous_nodes){71
_srbt_tree_node<_charT, _Tp>* __nou;72
if(__ini >= __fin){73
__nh = _SRbt_height(__node);74
return __node;75
}76
int __migA, __migB, __hl = 0, __hr = 0;77
_SRbt_separa_unique(__v, __node, __ini, __fin, __migA, __migB);78
if(__migA != __migB){79
__node->_M_value_field.second = __v[__migA]->_M_value_field.second;80
}81
_srbt_tree_node<_charT, _Tp>* __l = LEFT(__node);82
_srbt_tree_node<_charT, _Tp>* __r = RIGHT(__node);83
if(__l){84
__l = _SRbt_insert_sub_unique(__v, __ini, __migA, __l, __ante, __node,85
__header, __hl, __nous_nodes);86
}else{87
__nous_nodes += (__migA - __ini);88
__l = _SRbt_crea_tree(__v, __ini, __migA, __ante, __node, __header, __hl);89
if(__l){90
__l->_M_parent = __node;91
}92
}93
if(__r){94
__r = _SRbt_insert_sub_unique(__v, __migB, __fin, __r, __node, __post,95
__header, __hr, __nous_nodes);96
}else{97
__nous_nodes += (__fin - __migB);98
__r = _SRbt_crea_tree(__v, __migB, __fin, __node, __post, __header, __hr);99
if(__r){100
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__r->_M_parent = __node;101
}102
}103
int __nnh;104
__nou = _SRbt_concatenate(__node, __l, __r, __header, __hl, __hr, __nnh);105
__nh = __nnh;106
return __nou;107
}108
109
110
template<typename _charT, typename _Tp>111
_srbt_tree_node<_charT, _Tp>* _SRbt_concatenate(112
_srbt_tree_node<_charT, _Tp>* __node,113
_srbt_tree_node<_charT, _Tp>* __l,114
_srbt_tree_node<_charT, _Tp>* __r,115
_srbt_tree_node_base& __header, int __hl,116
int __hr, int &__newh){117
_srbt_tree_node_base *& __root = __header._M_parent;118
_srbt_tree_node_base * __false_root =119
static_cast<_srbt_tree_node_base*>( __node);120
_srbt_tree_node<_charT,_Tp>* __x = 0;121
_srbt_tree_node<_charT,_Tp>* __y = 0;122
__node->_M_parent = 0;123
__node->_M_left = __l;124
__node->_M_right = __r;125
__node->_M_color = _S_red;126
if(__l) __l->_M_parent = __node;127
if(__r) __r->_M_parent = __node;128
if(__node != __root) __node->_M_parent = 0;129
if(__hl > __hr){130
__x = __l;131
int __diff = __hl - __hr;132
while(__diff){133
if(__x->_M_color == _S_black) __diff--;134
_SRbt_color_rotate_right(__node, __x);135
__y = __x;136
__x = RIGHT(__x);137
}138
__l->_M_parent = __node->_M_parent;139
if(__node == __root){140
__root = __l;141
}142
__false_root = __l;143
__node->_M_parent = __y;144
__node->_M_left = __x;145
__y->_M_right = __node;146
if(__x) __x->_M_parent = __node;147
if( (__x) && (__x->_M_color == _S_red) ){148
__node = __x;149
}else if ((__r) && (__r->_M_color == _S_red) ){150
__node = __r;151
}152
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}else if(__hl < __hr){153
__x = __r;154
int __diff = __hr - __hl;155
while(__diff){156
if(__x->_M_color == _S_black) __diff--;157
_SRbt_color_rotate_left(__node, __x);158
__y = __x;159
__x = LEFT(__x);160
}161
__r->_M_parent = __node->_M_parent;162
if(__node == __root){163
__root = __r;164
}165
__false_root = __r;166
__node->_M_parent = __y;167
__node->_M_right = __x;168
__y->_M_left = __node;169
if(__x) __x->_M_parent = __node;170
if( (__x) && (__x->_M_color == _S_red) ){171
__node = __x;172
}else if ((__l) && (__l->_M_color == _S_red) ){173
__node = __l;174
}175
}else{176
if((__l && __l->_M_color == _S_red) || (__r &&__r->_M_color == _S_red) ){177
__node->_M_color = _S_black;178
__newh = __hl+1;179
return __node;180
}else{181
__node->_M_color = _S_red;182
__newh = __hl;183
return __node;184
}185
}186
__x = __node;187
while(__x != __false_root &&188
__x->_M_parent != __false_root &&189
__x->_M_parent->_M_color == _S_red){190
_srbt_tree_node<_charT,_Tp>* const __xpp = PARENT(PARENT(__x));191
if(__x->_M_parent == __xpp->_M_left){192
_srbt_tree_node<_charT,_Tp>* const __y = RIGHT(__xpp);193
if(__y && __y->_M_color == _S_red){194
__x->_M_parent->_M_color = _S_black;195
__y->_M_color = _S_black;196
__xpp->_M_color = _S_red;197
__x = __xpp;198
}199
else if(__x->_M_parent->_M_right &&200
__x->_M_parent->_M_right->_M_color == _S_red &&201
__x->_M_parent->_M_left &&202
__x->_M_parent->_M_left->_M_color == _S_red){203
__x = PARENT(__x);204
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_srbt_tree_rotate_left(__x, __false_root);205
__x->_M_color = _S_black;206
__x = PARENT(__x);207
_srbt_tree_rotate_right(__xpp, __false_root);208
}209
else{210
if(__x == __x->_M_parent->_M_right){211
__x = PARENT(__x);212
_srbt_tree_rotate_left(__x, __false_root);213
}214
__x->_M_parent->_M_color = _S_black;215
__xpp->_M_color = _S_red;216
_srbt_tree_rotate_right(__xpp, __false_root);217
}218
}219
else{220
_srbt_tree_node<_charT,_Tp>* const __y = LEFT(__xpp);221
if(__y && __y->_M_color == _S_red){222
__x->_M_parent->_M_color = _S_black;223
__y->_M_color = _S_black;224
__xpp->_M_color = _S_red;225
__x = __xpp;226
}227
else if(__x->_M_parent->_M_right &&228
__x->_M_parent->_M_right->_M_color == _S_red &&229
__x->_M_parent->_M_left &&230
__x->_M_parent->_M_left->_M_color == _S_red){231
__x = PARENT(__x);232
_srbt_tree_rotate_right(__x, __false_root);233
__x->_M_color = _S_black;234
__x = PARENT(__x);235
_srbt_tree_rotate_left(__xpp, __false_root);236
}237
else{238
if(__x == __x->_M_parent->_M_left){239
__x = PARENT(__x);240
_srbt_tree_rotate_right(__x, __false_root);241
}242
__x->_M_parent->_M_color = _S_black;243
__xpp->_M_color = _S_red;244
_srbt_tree_rotate_left(__xpp, __false_root);245
}246
}247
}248
__newh = max(__hl, __hr);249
if(__false_root->_M_color == _S_red){250
if( (__false_root->_M_left &&251
__false_root->_M_left->_M_color == _S_red) ||252
( __false_root->_M_right &&253
__false_root->_M_right->_M_color == _S_red ) ){254
__false_root->_M_color = _S_black;255
__newh++;256
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}257
}258
else if(__false_root == __root && __root->_M_color == _S_red){259
__root->_M_color = _S_black;260
__newh++;261
}262
return CAST(__false_root);263
}264
265
template<typename _charT, typename _Tp>266
void _SRbt_separa_unique(vector<_srbt_tree_node<_charT, _Tp>*>& __v,267
_srbt_tree_node<_charT, _Tp>* const __node,268
int __ini, int __fin, int& __migA, int &__migB){269
_compare_result __comp = SMALLER;270
bool __igual = false;271
__comp = _compara_sense_cache(__v[__ini], __node);272
if(__comp == GREATER){273
__migA = __ini;274
__migB = __ini;275
return ;276
}277
__migA = __fin;278
__migB = __fin;279
while(__ini + 1 < __fin){280
__migA = (__ini + __fin)/2;281
__comp = _compara_sense_cache(__v[__migA], __node);282
if(__comp == SMALLER){283
__ini = __migA;284
}else if(__comp == GREATER){285
__fin = __migA;286
}else{287
__igual = true;288
break;289
}290
}291
__migB = __migA;292
if(!__igual){293
__migA = __migB = __fin;294
return;295
}else{296
__migB = __migA+1;297
return;298
while(__ini + 1 < __migA){299
int __aux = (__ini + __migA)/2;300
__comp = _compara_sense_cache(__v[__aux], __node);301
if(__comp == SMALLER){302
__ini = __aux;303
}else{304
__migA = __aux;305
}306
}307
while(__migB + 1 < __fin){308
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int __aux = (__migB + __fin)/2;309
__comp = _compara_sense_cache(__v[__aux], __node);310
if(__comp == GREATER){311
__fin = __aux;312
}else{313
__migB = __aux;314
}315
}316
__migB = __fin;317
}318
}319
320
template<typename _charT, typename _Tp>321
_srbt_tree_node<_charT, _Tp>* _SRbt_crea_tree(322
vector<_srbt_tree_node<_charT, _Tp>*>& __v, int __ini,323
int __fin, _srbt_tree_node<_charT, _Tp>* const __ante,324
_srbt_tree_node<_charT, _Tp>* const __post,325
_srbt_tree_node_base& __header, int& __h){326
if(__ini == __fin) return 0;327
int __sz = __fin - __ini;328
int __hei = 0;329
while(__sz){330
__sz = __sz>>1;331
__hei++;332
}333
__h = __hei/2;334
return _SRbt_crea_subarbre(__v, __ini, __fin, __ante, __post,335
__header, __hei);336
}337
338
339
template<typename _charT, typename _Tp>340
_srbt_tree_node<_charT, _Tp>* _SRbt_crea_subarbre(341
vector<_srbt_tree_node<_charT, _Tp>*>& __v, int __ini,342
int __fin, _srbt_tree_node<_charT, _Tp>* const __ante,343
_srbt_tree_node<_charT, _Tp>* const __post,344
_srbt_tree_node_base& __header, int __h){345
if(__ini == __fin) return 0;346
int __pos = (__ini + __fin - 1)/2;347
if(__h%2) __v[__pos]->_M_color = _S_red;348
else __v[__pos]->_M_color = _S_black;349
unsigned int __count_ante= 0, __count_post = 0;350
if(__ante!=0){351
__count_ante = __ante->_M_value_field.first.size();352
for(unsigned int i=0; i < __ante->_M_value_field.first.size();++i){353
if( __ante->_M_value_field.first[i] !=354
__v[__pos]->_M_value_field.first[i]){355
__count_ante = i;356
break;357
}358
}359
}360
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if(__post!=0){361
__count_post = __post->_M_value_field.first.size();362
for(unsigned int i=0; i < __post->_M_value_field.first.size();++i){363
if( __post->_M_value_field.first[i] !=364
__v[__pos]->_M_value_field.first[i]){365
__count_post = i;366
break;367
}368
}369
}370
__v[__pos]->omple(__count_ante, __count_post);371
__v[__pos]->_M_left = 0;372
__v[__pos]->_M_right = 0;373
if(__h!=1){374
__v[__pos]->_M_left = _SRbt_crea_subarbre(__v, __ini, __pos, __ante,375
__v[__pos], __header, __h-1);376
if(__v[__pos]->_M_left)__v[__pos]->_M_left->_M_parent = __v[__pos];377
__v[__pos]->_M_right = _SRbt_crea_subarbre(__v, __pos+1, __fin, __v[__pos],378
__post, __header, __h-1);379
if(__v[__pos]->_M_right)__v[__pos]->_M_right->_M_parent = __v[__pos];380
}381
return __v[__pos];382
}383
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