An estimator for the dynamical temperature in an arbitrary ensemble is derived in the framework of Bayesian statistical mechanics and the maximum entropy principle. We test this estimator numerically by a simulation of the two-dimensional XY-model in the canonical ensemble. As this model is critical in the whole region of temperatures below the Berezinski-Kosterlitz-Thouless critical temperature TBKT , we use a generalization of Wolff's uni-cluster algorithm. The numerical results allow us to confirm the robustness of the analytical expression for the microscopic estimator of the temperature. This microscopic estimator has also the advantage that it gives a direct measure of the thermalization process and can be used to compute absolute errors associated to statistical fluctuations. In consequence, this estimator allows for a direct, absolute and astringent test of the ergodicity of the underlying Markov process, which encodes the algorithm used in a numerical simulation.
I. INTRODUCTION
The concept of dynamical, or configurational temperature was made explicit for Hamiltonian systems in the microcanonical ensemble by Rugh in 1997 [1] . Given a particle system governed by a Hamiltonian H( q, p), under the hypothesis of ergodicity, a microscopic functional which depends only on the position q is found to be an efficient estimator for the inverse temperature, β = 1/k B T . Further discussion of this idea and a generalization of the original arguments is found in [2] [3] [4] . Applications and testing in molecular dynamics simulations can be found in [5, 6 ].
An interesting generalization of the concept of dynamical temperature to classical Heisenberg spin systems was achieved by Nurdin and Schotte [7] . As the fundamental variables in spin systems are not the standard canonical conjugate q and p variables but the three components of the spin vector S, which is a constraint quantity, they used the generalized Hamilton dynamics formalism introduced in 1973 by Nambu [8] . Using spin dynamics, the proposed numerical estimator for the microcanonical temperature is successfully tested * Electronic address: guillermo.palma@usach.cl in a paramagnetic spin chain.
Further application of dynamical temperature to spin systems is reported in Ref. [9] . In that article, the XY-model in one dimension (chain) as well as in a cubic fcc lattice is numerically studied by using an over-relaxation algorithm in the microcanonical ensemble. The microscopic estimator for the temperature gives quite reliable results and allows to perform a severe finite size analysis in the fcc-lattice close to the first order phase transition as well as in the three dimensional spin system close to the second order phase transition. They also pointed out that the estimators for temperature and other observables are not unique, which has useful and practical consequences when computing thermal averages.
In the light of the previous results, it would be desirable to have such temperature estimators for other ensembles, in addition to the microcanonical one. Interestingly, a generalization and extension of the concept of dynamical temperature can be obtained in the framework of Bayesian statistics and the Maximum Entropy (MaxEnt) principle. One of the more attractive features of the Bayesian interpretation of statistical mechanics, proposed long ago by Jaynes [10] , is that it provides a general framework for setting up the probability distribution by maximizing the information entropy S(F 1 , F 2 , ..F m ), based on partial macroscopic knowledge represented by the F i quantities. This maximization of the entropy, constrained by the given set of F i , leads to the different probability distributions known as the different statistical ensembles.
In order to address the issue of defining an estimator for the temperature independent of the statistical ensemble, we use the concept of conjugate variables introduced by Davis and Gutiérrez [11] . The main idea is to derive some general relations among expectations of microscopic functions connected with the Lagrange multipliers λ i . These relations are derived from the so-called conjugate variable theorem (CVT). Useful generalized relations for the macroscopic quantities λ i are obtained choosing suited "trial" microscopic functions. These microscopic quantities correspond to estimators of the macroscopic ones, and the obtained relations correspond to generalized hyper-virial identities.
In this paper, based on the Conjugate Variables Theorem [11] , we extend the concept of dynamical temperature to an arbitrary ensemble, both for particle and spin systems.
In the last case we build an explicit estimator and, in the canonical ensemble, we test its performance in a Monte Carlo simulation of the two-dimensional XY model. The paper is organized as follows: in Sec. II an ensemble-independent microscopic estimator for the inverse temperature is deduced using the framework of Bayesian statistics and the MaxEnt principle. In Sec. III the explicit analytical expression for the inverse temperature is derived for the two dimensional XY-model. The numerical results of the Monte Carlo simulation for this model are presented in Sec. IV, which include a consistency check of the statistical independence of the data obtained and a binning analysis. Finally, some essential consequences of having an ensemble-free microscopic estimator for the inverse temperature are discussed in Sec. V.
II. TEMPERATURE ESTIMATOR INDEPENDENT OF THE STATISTICAL ENSEMBLE
Let us consider a statistical microscopic system whose configurations are defined by the set of N variables (x 1 , x 2 , ..., x N ), or in a compact notation x, on a region Ω ∈ R N . The aim of the statistical mechanics is to find the probability distribution of the configurations P ( x) and the physical properties in equilibrium of many microscopic states, compatible with a given set of macroscopic constraints F 1 , F 2 , ..F m . As it is well known, the solution to this problem can be expressed in terms of the maximization of the Shannon-Jaynes entropy, in which the constraints are included by the method of the Lagrange multipliers. The formal solution is given by the expression
where Z( λ) is the partition function defined by
The vector f is the microscopic counterpart of the macroscopic quantity F in the sense that its expectation value with respect to the distribution P ( x) is precisely F , i.e. f ( x) = F . The Lagrange multipliers are obtained implicitly through derivatives of the entropy S
where the entropy is obtained as the Legendre transform of ln(Z), S = ln Z + λ · F . Now, equipped with the probability distribution given by Eq. (1), the expectation value of an arbitrary scalar quantity A( x) is given by the integral
By making the particular choice A( x) = ∇ · v and demanding that the probability distribution vanishes on the boundary of its support, i.e. P ( x) = 0 for x ∈ ∂Ω = Σ, a straightforward use of the divergence theorem leads to the relation:
which is called conjugate variables theorem in Ref. [11] . Note that this identity, as written above, is not only valid for P ( x) given by Eq. 1 but for an arbitrary distribution [12] . Now we consider the particular case in which P depends on the configurations x through the Hamiltonian of the system H: P ( x) = ρ(H( x)), which leads to the identity:
where
and · ρ represents an average over the ensemble characterized by ρ. Making the suited choice v = ω/( ω · ∇H), the above equation goes into
which is the key equation for our analysis.
It is worth emphasizing this equation is independent of the particular ensemble ρ used to describe the system.
In particular, if we restrict our analysis to the microcanonical ensemble,
we see that P has the form P = ρ(H) so the analysis right above Eq. 7 holds. For this case Rickayzen [4] , in a generalization of Rugh's result [1] , has previously shown that
Note that β mc (E) is the usual definition of inverse temperature in the microcanonical ensemble,
which is consistent with the interpretation of B ρ as the inverse temperature in an arbitrary ensemble.
For the canonical ensemble,
the probability distribution depends on the Hamiltonian as well, and therefore the expression of Eq. (7) holds. Now, using the particular choice ω = ∇H, one obtains an equation for the inverse temperature as an average of the microscopic estimator in the canonical ensemble, which turns out to be the same expression obtained in the microcanonical ensemble:
Two comments are in order about these results. First, Eq. (7) represents a generalization of Rugh's idea of measuring the temperature of a Hamilton dynamical system -restricted to the microcanonical ensemble-allowing to perform numerical simulations in any arbitrary statistical ensemble, Secondly, Eq. (12) represents, for the particular case of the canonical ensemble, a direct measure of the temperature. It is obtained by computing a configuration average of this estimator weighted by the Gibbs factor, which contains precisely the inverse temperature. In practice, one can have a computer simulation in the canonical ensemble (Monte Carlo for example), obtaining β as a thermal average of the microscopic estimator
Moreover, this relation allows for a direct computation of the absolute errors associated to the numerical computation of thermal averages, i.e. the efficiency of the simulation algorithm, and gives also information about the thermalization process. We will illustrate these features in the case of a spin system.
III. INVERSE TEMPERATURE ESTIMATOR FOR THE XY MODEL
The important feature of having an ensemble-free microscopic estimators will be shown by performing a canonical Monte Carlo simulation of the two-dimensional XY-model. This model is defined by the Hamiltonian
where the angle variables θ i describe the orientation of the unit vectors S i defined on a periodic square lattice of lattice size La and J > 0 is the ferromagnetic interaction constant between nearest neighbors denoted as < i, j >.
From now on we put J = 1 and a = 1, which sets the energy and length scales of the system. Our idea is to compare the input inverse temperature β I , which is used as entry value in the Monte Carlo simulation, with the measured inverse temperature, β M , obtained as the thermal average of the microscopic estimator, given by Eq. (13). It is well known that the XY-model has a topological phase transition at the Berezinski-Kosterlitz-Thouless temperature T BKT [13, 14] .
Above this value, the relevant physical excitations are the pairs of vortex-antivortex degrees of freedom, which destroy the quasi-order of the low temperature region, and the correlation function decays exponentially with the correlation length. Below T BKT the relevant degrees of freedom are the spin waves and a Renormalization Group (RG) analysis shows that the theory is critical in the whole range of temperature T < T BKT , as the correlation length diverges in the thermodynamic limit. This particular feature of the model in d = 2, which leads to the so-called critical slowing down effect in algorithms of local update motivates the use of cluster algorithms as the one implemented in the present paper (for a comprehensive discussion of this issue see Ref. [15] ). Nevertheless, as cluster algorithms generally lose their efficiency at very low temperatures, other algorithms like over relaxation-MC should be used [16] . Thus, this model is a demanding test for our purpose to check that the microscopic estimator works.
In order to measure inverse temperature, we need to express the Rugh's estimator for the inverse temperature, Eq.(13), in terms of the spin variables S i . In the case of the two-dimensional XY-model, each spin is constrained to move in a circle, so that the full state of the system can be expressed in terms of a vector of N planar angles θ = (θ 1 , . . . , θ N ). The Hamiltonian written in terms of these angles has the form
and for this Hamiltonian the computation of Eq. (13) is straightforward. Moreover, we will avoid the use of the Nurdin estimator [7] , which is written in terms of derivatives of the Cartesian spin coordinates and involves the differential operator S × ∇ in order to implement the geometric constraints. An explicit computation of the derivatives appearing in Eq. (13) yields
for the gradient of the Hamiltonian, and 
for the Hessian matrix of the Hamiltonian. We finally obtain for the estimator of β,
which satisfies β (θ) β = β. By introducing the notation
we can write the microscopic estimator in Eq. 18 in a form more suitable for direct implementation in computer code, as followŝ
IV. RESULTS AND CONSISTENCY TESTS
We perform a canonical Monte Carlo simulation with the Wolff uni-cluster algorithm [17] for several values of β I , corresponding to temperature T between 0.1 and 2.5, with n=1×10 7 Monte Carlo steps each. We have measured the inverse temperature by using the corresponding estimatorβ given by Eq. 20. The errors were estimated by using its standard deviation.
A. Performance of the inverse temperature estimator
The input inverse temperature β I and the average of the estimatorβ, which is the measured inverse temperature β M are shown in Table I , together with the absolute error. It can be observed that they agree up to an error less than 0.07 %. The plot of Fig. 1 shows the measured values of β M given by Eq. 12 for each input value β I used in the simulations, as well as their standard deviations, which are given by the expression
The remarkable agreement between β I and the average of its microscopic estimator lets us conclude that the microscopic estimatorβ is indeed a trustable and robust quantity to check whether the thermal averages indeed correspond to the equilibrium values of the corresponding observables.
B. Evolution towards thermal equilibrium
An advantage of our approach is that the estimator for β, given by Eq. 20, can be used to monitor the stochastic evolution towards equilibrium of the system. In Fig. 2 we show a typical thermalization process for systems of size L=16, L=32 and L=64 at a temperature T =0.4. We can see that the average of our estimator yields the correct inverse temperature associated to the equilibrium system, which corresponds to the input value β I . In all cases equilibration occurs quickly, well within 500 Monte Carlo steps. It also holds that the larger the system, the smaller the fluctuation, as one would expect from finite-size scaling arguments. As Fig. 2 shows, the thermalization process turned out to be faster for larger systems at T = 0.4, in spite of the general statement that larger systems require a larger number of thermalization sweeps [18, 19] .
The instantaneous value at every Monte Carlo step could be interpreted as the evolution of the system towards equilibrium. This is an interesting feature because, in a standard simulation, even if the average of some observable reaches a stationary regime, it does not necessarily correspond to the true equilibrium average. This may occur, for instance, in metastable systems, such as non-extensive systems [20] . Our estimator provides an astringent test that the simulated system has thermalized, in the sense that the averages are compatible with the ones computed using the Gibbs distribution. 
C. Statistical independence and consistency checks
Due to the fact that the 2d XY-model is critical in the whole region below T BKT , i.e. it has infinite correlation length in the thermodynamic limit, we have used a Wolff uni-cluster algorithm aiming to reduce critical slowing down. In order to ensure the statistical independence of the generated configurations, we have implemented different tests of consistency.
Autocorrelation
Firstly, the autocorrelation function of the magnetization, energy and inverse temperature were measured, from which we have obtained an estimation for the decorrelation time. For two values of temperature, namely T =0.2 and T =0.7, we performed longer simulations, with n=8×10
7 Monte Carlo sweeps. We have, for these temperatures, samples of energy, magnetization and β which are known to be correlated because of the intrinsic Markov dynamics implemented in the Monte Carlo simulation. For every observable O, in our case the energy E, the magnetization M , and the inverse temperature β, we first computed the autocorrelation function
which is plotted as a function of t in Fig. 3 . We note that, in all cases, the correlation becomes negligible for t ≥ 2 10 . Also, the estimator of β takes slightly more time to lose correlation than the other observables. In this sense, it is a more astringent estimator for statistically independence of the data.
Binning analysis and central limit theorem
In order to study the statistical properties of the estimatorβ, we have performed, as a second independent test, a binning analysis according to the method outlined for instance, in Refs. [21, 22] , for temperatures T =0.2 and T =0.7.
In this method, we divide the sequence of values of an observable O into blocks of size k, so that the total number of blocks is N B = int(n/k), where the int function returns the integer part of its argument. If we denote the average of the values in the i-th block byŌ i , the variance of these block averages is
whereŌ is the average of all block averages, Under the assumption of statistical independence between the different blocks, the variance σ B 2 (k) should be inversely proportional to k, and therefore σ B 2 (k)/N B should reach a constant value. As we increase k, we expect that we approach the regime where the block averages are really independent from each other. This gives a practical test for the minimal block size k that achieves statistical independence. Fig. 4 shows this analysis for the observables E, M , and β. We see that, as we increase k, around k=2 13 =8192 the quantity σ B 2 (k)/N B normalized by σ B 2 (1) reaches a plateau, which is consistent with a decorrelation time t ≈ 2 10 =1024. Finally, to test that the sizes of the thermal averages were large enough to produce independent statistics, we have computed the probability density function of the set of values obtained for the average of the magnetization. We checked the distribution of block averages by constructing histograms of those averages with block size k=2 13 , which are shown in Fig. 5 . It can be observed that the histograms approach a Gaussian distribution as predicted by the central limit theorem. This criterion gives an estimation for the decorrelation time τ , which is consistent with the one obtained by the binning analysis.
V. CONCLUSIONS
In this article we have shown how to construct ensemble-free microscopic estimators for the inverse temperature.
We have demonstrated the practical usefulness of this estimator by simulating the two dimensional XY-model in the canonical ensemble. Among other advantages, measuring this estimator directly as a thermal average over configurations allows to monitor the transit to equilibrium of the underlying Markov process used in the Monte Carlo simulation. The robustness of the microscopic estimator can be assessed by comparing the inverse temperature β I and β M , resulting in a remarkable agreement in the whole region of relevant temperatures. The error bars turned out to be very small, and they represent absolute errors, which give valuable information about the efficiency of the algorithm utilized and about the stochastic dynamics.
The idea of constructing ensemble-free microscopic estimators could be extended to other intensive properties such as pressure, chemical potential and magnetic field, which may be useful to monitor equilibrium properties of metastable systems.
