In this note we prove that the cohomology groups with compact support of stacks of shtukas are modules of finite type over a Hecke algebra. In particular, the space of automorphic forms with compact support for a function field is a module of finite type over a Hecke algebra.
Introduction
Let X be a smooth projective geometrically irreducible curve over a finite field F q . We denote by F its function field, A the ring of adèles of F and O the ring of integral adèles.
Let G be a connected split reductive group over F q .
Let Ξ be a cocompact subgroup in Z G (F )\Z G (A), where Z G is the center of G. Then the quotient Z G (F )\Z G (A)/Z G (O)Ξ is finite.
Let N ⊂ X be a finite subscheme. We denote by O N the ring of functions on N and K N := Ker(G(O) → G(O N )).
Let be a prime number not dividing q. Let E be a finite extension of Q containing a square root of q. We are interested in the vector space of automophic forms with compact support C c (G(F )\G(A)/K N Ξ, E).
Let v be a place in X N . Let O v be the complete local ring at v and let F v be its field of fractions. Let H G,v := C c (G(O v )\G(F v )/G(O v ), E) be the Hecke algebra of G at the place v. The space of automophic forms is equipped with an action of H G,v by convolution on the right. The following proposition is well known by some experts: Due to lack of reference, in Section 1 we recall the proof for G = SL 2 to illustrate the idea of the proof for the general case.
Let G be the Langlands dual group of G over E (its roots and weights are the coroots and coweights of G, and vice-versa). Let I be a finite set and W be a finite dimensional E-linear representation of G I . Associated to these data, in [Var04] Varshavsky has defined the stacks classifying G-shtukas (denoted by Cht G,N,I,W ) over (X N ) I and their -adic cohomology groups with compact support in degree j (denoted by H j G,N,I,W,x , where x is a geometric point of (X N ) I ). In particular, when I = ∅ and W = 1 (the one-dimensional trivial representation of the trivial group G ∅ ), the cohomology group H 0 G,N,∅,1,x coincides with C c (G(F )\G(A)/K N Ξ, E).
The cohomology group H j G,N,I,W,x is equipped with an action of Hecke algebra H G,v by Hecke correspondence for the stacks of shtukas. Let x be such that for any i ∈ I, the composition x → (X N ) I pr i −→ X N is over the generic point η of X N , where pr i is the projection to the i-th factor (for example x can be a geometric generic point of X I ). The main result in this paper is Theorem 0.0.2. For any place v of X N , H j G,N,I,W,x is a H G,v -module of finite type.
Since H 0 G,N,∅,1,x = C c (G(F )\G(A)/K N Ξ, E), this theorem is a generalization of Proposition 0.0.1. The proof of the theorem is given in Section 2. The idea is similar to the case of automorphic forms explained in Section 1. Besides, we use the constant term morphisms of the cohomology groups of stacks of shtukas and the contractibility of deep enough Harder-Narasimhan strata established in [Xue18] .
As an application, in Section 3, we generalize the excursion operators in [Laf12] from the vector space of cuspidal automorphic forms C cusp c (G(F )\G(A)/K N Ξ, E) to C c (G(F )\G(A)/K N Ξ, E).
Fix an algebraic closure F of F . Let η I be the generic point of X I and fix a geometric point η I over η I . In [Laf12] , V. Lafforgue has shown that (1) H j G,N,I,W,η I is equipped with an action of π 1 (η I , η I ) and the partial Frobenius morphisms. Then he has applied the lemma of Drinfeld In this paper,
(1') thanks to Theorem 0.0.2, we can apply a variant of the lemma of Drinfeld (for A-modules of finite type, where A is a finitely generated commutative ring over E) to H j G,N,I,W,η I . Then we obtain an action of Weil(F /F ) I on H j G,N,I,W,η I (Proposition 3.2.11).
(2') with the help of (1'), similarly to (2), we construct in 3.4.1 the excursion operators on C c (G(F )\G(A)/K N Ξ, E). When restricted to C cusp c (G(F )\G(A)/K N Ξ, E), these excursion operators coincide with those defined in (2). (3') Let I be an ideal of H G,v of finite codimension. With the help of (2'), similarly to (3), we obtain a canonical decomposition of the quotient vector space indexed by G(Q )-conjugacy classes of morphisms σ : Weil(F /F ) → G(Q ) (Theorem 3.6.8). More generally, at the end of Section 3, we construct excursion operators acting on the cohomology groups of stacks of shtukas, which is compatible with Hecke and Galois actions. And there is a canonical decomposition similar to (3') for some quotient of the cohomology groups.
In Section 4, we show that the action of the excursion operators commutes with the constant term morphisms. As a consequence, the parametrization in (3') is compatible with the parabolic induction. It is also well known that the action of H G,v by convolution on C c (G(F )\G(A)/G(O), E) coincides with the action of H G,v by Hecke correspondences on C c (Bun G (F q ), E).
1.0.2. The stack Bun G has a Harder-Narasimhan stratification. In this example, we have Bun G = lim − → 1.0.5. The action of h G ω is defined in the following way: let l := deg(v). Then l ≥ 1. We have a Hecke correspondence (as morphism of groupoids):
where G, G are rank 2 vector bundles of trivial determinant, G G is an isomorphism outside v, and when restricted to the formal disc on v, the relative position of G and G is equal to ω .
For any d ∈ Z ≥0 such that d − l ≥ 0, pr 1 sends pr −1 2 (Bun
We deduce a morphism on the associated graded quotients
Let g be the genus of X. The Lemma 1.0.3 follows from Lemma 1.0.6. For any d ∈ Z ≥0 such that d > max{0, g − 1} + l, we have
Applying successively Lemma 1.0.6 to d 0 + 1, d 0 + 2, d 0 + 3, · · · , we deduce that for any d > d 0 , we have
Let α be the simple root of SL 2 . The condition d > g − 1 is equivalent to the condition µ, α > 2g − 2.
The Lemma 1.0.6 will be a consequence of
1.0.9. To prove Lemma 1.0.8, we need some preparation. Recall that B is a Borel subgroup of G. Let Bun B be the classifying stack of B-torsors on X. In this example, it is the classifying stack of (L ⊂ E), where E is in Bun G and L is a line subbundle. Let T be the torus of G. Let Bun T be the classifying stack of T -torsors on X. In this example, it is the classifying stack of pairs of line bundles (L, −L) on X. We have a correspondence
1.0.10. For any d ∈ Z, let Bun
be the open and closed substack of Bun T with the condition that deg(L) = d . (Remark that d can be negative.) Then
with associated graded quotients
Then we have a constant term morphism
we have a commutative diagram: 
The induced morphism on the associated graded quotients h G ω :
As a consequence, the Hecke operator h
Applying this to all d ≤ d and taking the product, we get a morhism: h G ω :
We will show that the following diagram is commutative:
is the zero morphism. Thus the diagram commutes.
By (1.2), the lower line of the diagram is an isomorphism. Thus the upper line is also an isomorphism.
Proof of Lemma 1.0.8: Since the constant term morphism commutes with the action of the Hecke algebra H G,v , we have a commutative diagram
are bijective, where Bun
Thus the two vertical morphisms in the diagram (1.4) are isomorphisms.
By Lemma 1.0.13, the lower line in the diagram (1.4) is an isomorphism. Thus the upper line is an isomorphism.
Remark 1.0.14. For general group G, to prove Proposition 0.0.1, we need [DG15] Proposition 9.2.2 to show that an analogue of (1.5) is bijective. As in the introduction, let N ⊂ X be a finite subscheme. Let I be a finite set and W be a representation of G I (in this paper, this always means a finite dimensional E-linear representation of G I ). 
For any µ 1 , µ 2 ∈ Λ +,Q G ad , we say µ 1 ≤ µ 2 if and only if µ 2 − µ 1 is a linear combination with coefficients in Q ≥0 of simple coroots of G ad , or equivalantly, of (ii) Let H G := C c (K N \G(A)/K N , E) be the global Hecke algebra. We have H G = ⊗ v∈|X| H G,v . Theorem 0.0.2 implies that H j G,N,I,W,x is a H G -module of finite type.
2.1.15. Let x → (X N ) I be a geometric point such that for any i ∈ I, the composition x → (X N ) I pr i −→ X N is over the generic point η of X N , where pr i is the projection to i-th factor. (This condition will be needed in 2.3.12 and Proposition 2.3.13.)
We will omit the indices N, I, W, x in the following.
Strategy of the proof.
2.2.1. We denote by R + G ad the dominant cone of the coroot lattice of G ad . We have R + G ad ⊂ Λ + G ad . Let r be a positive integer large enough as in [Xue18] 5.1.
Since every F µ G is of finite dimension, Theorem 0.0.2 will be a consequence of the following proposition:
We denote by Γ G the set of vertices of the Dynkin diagram of G. For any i ∈ Γ G , we denote by α i (resp.α i ) the simple root (resp. simple coroot) of G associated to i. We denote by , the natural pairing between coweights and weights. Let P i be the standard maximal parabolic with Levi quotient
Let ω i be the fundamental coweight such that ω i , α j = 0 for any j ∈ Γ M i . We have bijections:
where a wall means a wall in the Weyl chamber of G.
Proposition 2.2.3 will be a consequence of the following lemma:
Lemma 2.2.5. There exists a constant C ∈ Q ≥0 large enough, such that for any
Remark 2.2.6. The reason why we concider 1 rα i but notα i will be clear after 2.3.11 below.
2.2.7. Lemma 2.2.5 implies Proposition 2.2.3: we fix a µ 0 ∈ 1 r R + G ad large enough (this condition will be made precise in 2.2.8 below).
Let µ 1 = µ 0 + 1 rα i 1 for some simple corootα i 1 such that µ 1 is still dominant and that µ 1 , α i 1 > C. (The existence ofα i 1 will be proven in 2.2.8 below). Lemma 2.2.5 implies that
Continue this process, we construct a chain (non canonical)
Moreover, since µ n+1 is strictly larger than µ n , when n tends to infinit, µ n in the chain is farther and farther from zero. That is to say, for any λ ∈ 1
2.8. One way (not canonical) to give a condition "µ 0 is large enough" and construct a chain (2.2) is the following:
(1) Construct some extra constant D ∈ Q ≥0 and ask µ 0 ,
(2) An example of a chain is
The role of the extra constant D is to guarantee that every µ n in the chain satisfies the condition µ n , α i > C for all i ∈ Γ G , in particular satisfies the condition in Lemma 2.2.5. Notation 2.2.9. For any fundamental coweight ω i of G, let
Remark 2.2.11. The above definition guarantees that for any µ ∈ 1 r R + G ad and
2.2.13. Lemma 2.2.12 implies Lemma 2.2.5: let C = C(G, l). We deduce from Lemma 2.2.12 that
Notation 2.2.14. In the following, let P i be a maximal parabolic subgroup with
To prove Lemma 2.2.12, we need the cohomology H M of the stack of M -shtukas, the constant term morphism from H G to H M and the contractibility of deep enough Harder-Narasimhan strata of Cht G . We recall this in 2.3. Then we study the action of h G ω on H M in 2.4. Finally in 2.5, we use 2.3 and 2.4 to prove Lemma 2.2.12.
Filtration of H j
M and constant term morphism. For the convenience of the reader, we extract some results from [Xue18] . As before, let I be a finite set and W be a representation of G I . 
In [Xue18

Let
as before. We can define the quotient Cht ≤µ, ν M,N,I,W /Ξ, which is a Deligne-Mumford stack of finite type. 
By definition, H j, ≤µ, ν M,N,I,W,x is a E-vector space of finite dimension and it depends on Ξ.
We will omit the indices N, I, W, x and in the following.
We have defined a bounded set:
where ≤ is the partial order in Λ Q G ad and pr ad P is defined in 2.3.4. 2.3.10. In loc. cit. Definition 4.1.14, we have defined a locally closed substack Cht
We have defined a substack Cht 
2.3.11. Letα as in Notation 2.2.14. It is a simple coroot of G but not a simple coroot of M . Let µ ∈ 1 r R + G ad and µ ≥ 1 rα . In loc. cit. (5.1), we have shown that
Thus we have an open substack and the complementary closed substack in
As in loc. cit. Lemma A.0.4, A.0.7, we have a long exact sequences of compact support cohomologies:
And we have open and closed substacks in Cht ≤µ M : Cht
which induces a short exact sequence for every degree j: 
We have a commutative diagram:
In particular, f j and f j+1 in (2.3) are injective. So we have a short exact sequence: 
Thus the left vertical map C P, j, ≤µ G is an isomorphism.
2.4. Action of Hecke operators. 
To prove this lemma we need some preparation.
2.4.4. We denote by W · ω the set of coweights of G conjugated to ω. Since ω is dominant for G, for any θ ∈ W · ω and θ = ω, we have θ < ω for the order in Λ G ad . We define ω := {θ ∈ W · ω, θ is dominant for M }.
For any
2.4.6. We have ω − θ ≥ 1 rα for the order in Λ Q G ad . Indeed, we have θ < ω, i.e. ω − θ = j c j rα j for some c j ∈ Z ≥0 . Recall thatα =α i . Then the fact that ω, α j = 0 for all j
In particular, since l ≥ 1, we have ωl − θl ≥ 1 rα .
Proof of Lemma 2.4.3:
Recall that in 2.3.4 we have defined a projection pr ad P :
We will write pr := pr ad P to simplify the notations. Now consider the Hecke operator h M θ for θ ∈ ω and θ = ω. As in [Laf12] 2.20, 4.4, [Xue18] 6.1-6.2, we have the Hecke correspondence associated to θ: . By [Sch15] Proposition 3.1.2, pr is order-preserving. Thus pr(θ)l ≤ pr(ω)l − pr( 1 rα ). We deduce that
By loc. cit. pr(α) > 0, thus
Combining (2.10), (2.11) and (2.12), we deduce that in (2.9), for the RHS, we have (
As a consequence, we deduce from (2.9) a morphism Hence we obtain a morphism .
We now show that the following diagram is commutative
Indeed, for any θ ∈ ω such that θ = ω, by (2.10) and (2.11), h M θ induces
i.e. the morphism
is the zero morphism. Taking into account of (2.6), we see that the diagram (2.13) is commutative.
By (2.7), the lower line in the diagram (2.13) is an isomorphism. We deduce that the upper line is also an isomorphism.
2.5. Proof of Lemma 2.2.12.
(i) As in [Laf12] 2.20, 4.4, we have the Hecke correspondence associated to h G ω i :
For any µ ∈ 1 r R + G ad and any i ∈ Γ G such that µ − ω i l is dominant, pr 1 sends
This gives a morphism
They induce a morphism on the quotient spaces
(ii) By [Xue18] 6.1-6.2, the action of H G,v commutes with C P G . Moreover, both of them commute with the exact sequences in 2.3.11. Thus the following diagram is commutative, where the vertical morphisms are constant term morphisms:
Consider the right face (c):
where the isomorphism of the lower line comes from Lemma 2.4.3. Moreover, by Corollary 2.3.15, the vertical morphisms are isomorphism. We deduce that the upper line is an isomorphism.
Remark 2.5.1. To prove Lemma 2.2.5, we only need the surjectivity of the morphism in Lemma 2.2.12 (ii). Thus we only need the surjectivity of C P G in the above diagram. However, in Proposition 2.3.13 (iii), to prove the surjectivity statement for cohomology of degree j, we use the injectivity statement for cohomology of degree j + 1.
Global excursion operators
The goal of this section is Construction 3.4.1, Theorem 3.6.8 and Construction 3.7.5. For this, we use a specialization morphism constructed in 3.1. And we need some variant of Drinfeld's lemma to give an action of Weil(F /F ) I on H j G,N,I,W,η I in 3.2.
Recall that in Definition 2.1.11, we have defined an inductive limit of Econstructible sheaves H j G,N,I,W over (X N ) I . In this section, we write H j I,W := H j G,N,I,W to simplify the notations. 3.1. Specialization morphism.
3.1.1. Let I be a finite set. We denote by ∆ : X → X I the diagonal morphism. We denote by F I the function field of X I and η I = Spec(F I ) the generic point of X I . We fix an algebraic closure F I of F I and denote by η I = Spec(F I ) the geometric point over η I . Moreover, we fix a specialization map sp : η I → ∆(η).
It induces the homomorphism of specialization: 
We have a commutative diagram: where Frob is a shortcut of i∈I Frob n i {i} . The horizontal maps are homomorphism of specialization induced by sp. ∆(η) ) . This proves the surjectivity of (b). As in the proof of Proposition 8.31 in [Laf12] , we have a commutative diagram
where the vertical morphisms are the partial Frobenius morphisms defined in loc. cit. 4.3. The surjectivity of (b) implies the surjectivity of (3.1). 
Drinfeld
where (F I ) perf is the perfection of F I , Frob {i} is defined in Notation 3.1.3.
Recall that we have π 1 (η, η) = Gal(F /F ). Let Weil(η, η) be the usual Weil group (also noted as Weil(F /F )). Let Frob : F I → F I be the absolute Frobenius morphism over F q . When I is a singleton, we have an isomorphism
For general I, we have It does not depend on the choice of sp. • Ker(ρ n π geom 1 (η I ,η I ) ) is an open subgroup of π geom
Proposition 3.2.4 implies that Ker(ρ n π geom 1 (η I ,η I ) ) contains Q. Taking the limit on n we get the lemma. • ρ(π geom 1 (η I , η I )) is topologically finitely generated (i.e. there exists a dense finitely generated subgroup)(also called "of finite type" in some literature). To see the last statement, remark that π geom 1 (η I , η I ) is compact and ρ is continuous. So ρ(π geom 1 (η I , η I )) ⊂ GL r (E) is a closed subgroup. By the theory of -adic Lie group (also called "analytical -adic group") in [Laz65] (recalled in [Ser64] ) or [Sch11] , GL r (E) is an -adic Lie group. By [Ser64] 1.3, any closed subgroup of an -adic Lie group is still an -adic Lie group. By loc. cit. Théorème 2, any -adic Lie group is topologically finitely generated. We deduce that ρ(π geom 1 (η I , η I )) is topologically finitely generated.
Then apply Lemma 3.2.7 below to H = Ker(ρ π geom 1 (η I ,η I ) ). We deduce that Ker(ρ π geom 1 (η I ,η I ) ) contains Q. Proof. For any maximal ideal m of A, since A is finitely generated over E (in particular A is Noetheiran), by Hilbert Nullstellensatz A/m is of finite dimension over E. Thus for any n ∈ N, the quotient A/m n is of finite dimension over E. Since M is an A-module of finite type, M/m n M is an A/m n -module of finite type. Thus M/m n M is an E-vector space of finite dimension.
Applying Lemma 3.2.6 to M/m n M , we deduce that the action of Q on M/m n M is trivial. Since A is Noetherian, for any q ∈ Q and x ∈ M , we have
where M m is the localization of M on A − m. (a) follows from [Mat89] Theorem 8.9 and (b) follows from loc. cit. Theorem 4.6. We deduce that q · x = 0. Thus the action of Q on M is trivial.
3.2.9. By [Laf12] Section 8 (after Remarque 8.18), we have a continuous action of FWeil(η I , η I ) on H j I,W η I which combines the action of π 1 (η I , η I ) and the action of the partial Frobenius morphisms.
Concretely, let θ ∈ FWeil(η I , η I ) such that θ (F I ) perf = i∈I Frob −d i {i} . It induces a morphism of specialization: 3.3. More on Drinfeld's lemmas. To prove Lemma 3.4.5 in the next subsection, we need Lemma 3.3.3. We begin by recalling the following lemma. Moreover, since Aut(T η I ) is a finite group, this morphism factors through π 1 (η, η) I . Thus T induces to a continuous morphism π 1 (η, η) I → Aut(T η I ).
Since T is unramified over U I , the above morphism factors through π 1 (U, η) I . Thus T induces to a continuous morphism π 1 (U, η) I → Aut(T η I ). Since F is unramified over U I , the above morphism factors through Weil(U, η) I . Thus F induces a continuous morphism
Remark 3.3.4. The above functor is not an equivalence. However, consider (A") the category of lisse Weil sheaves over U I , equipped with the partial Frobenius morphisms, where Weil sheaves is in the sense of [Del80] 1.1.10.
We have an equivalence between (A") and (B'). The category (A') is a full subcategory of (A").
We will also need the following lemma, whose proof is the same as in [Laf12] . 
Excursion operators.
Construction 3.4.1. Let I be a finite set and W be a representation of G I . Let x ∈ W and ξ ∈ W * be invariant under the diagonal action of G. Let (γ i ) i∈I ∈ Weil(η, η) I . We construct an excursion operator S I,W,x,ξ,(γ i ) i∈I on C c (Bun G,N (F q )/Ξ, E) as the composition:
where C x and C ξ are defined in [Laf12] Definition 5.1, 5.2 and (9.1). The action of S I,W,x,ξ,(γ i ) i∈I commutes with the action of the Hecke algebra H G . Thus Remark 3.4.3. In [Laf12] Definition 9.3, the notation H I,W is used for the Hecke-finite part of the cohomology group in degree 0, which we denote here by (lim − →µ H 0, ≤µ
) Hf . In this paper, the notation H j I,W,∆(η) is used for the cohomology itself in degree j, which we denote here by lim − →µ H j, ≤µ
. We define a natural morphism f as the following composition:
Now we extend the properties satisfied by the excursion operators on
where sp * and (sp * ) −1 are defined by sp fixed in 3.1.1, the isomorphism of the upper line comes from Proposition 3.1.2, the isomorphism of the lower line comes from the fact that E is lisse.
Since sp * and (sp * ) −1 are defined by the same choice of sp, the composition f doesn't depend on the choice of η I and sp. (2) For any maximal ideal m of H G,v , we denote by (H j I,W ∆(η) ) ∧ m the m-adic completion of H j I,W ∆(η) . By [Mat89] Theorem 4.6, we have an inclusion
The 
The proof is the same as in [Laf12] .
3.4.8. Recall that in [Laf12] Definition 5.1 and the beginning of Section 9, C x is defined as a morphism of sheaves over ∆(X N ):
is the constant sheaf on X N . With this notation, the creation operator used in Construction 3.4.1 is the restriction of (3.4) to η, we denote it here by C x η . For any v ∈ |X|, we denote by C x v the restriction of (3.4) to v. Similarly for C ξ .
3.4.9. For any place v of X, fix an algebraic closure F v of F v and fix the embeddings such that the following diagram commutes:
Proof. (The argument is the same as in loc. cit. Lemme 10.10.) Let
We have this for any choice of inclusion F ⊂ F v .
Since Weil(X N, η) is the quotient of Weil(η, η) by the subgroup generated by the I v for v ∈ X N and their conjugates, we deduce that S I,f,(γ i ) depends only on the image of (γ i ) by Weil(η, η) I → Weil(X N, η) I .
Remark 3.4.14. Proposition 10.8 in [Laf12] can be generalized to the excursion operators defined in Construction 3.4.1. The statement and the proof are the same. So we will not recall them here. 
Then for any j ∈ Z, the following diagram is commutative:
To prove this lemma, we begin by recall some facts from [GL17] Section 3 and show a local result in Lemma 3.5.6 below. Then we relate it to the global result.
3.5.2. We choose a bijection I = {1, · · · , k}. Let K 1,··· ,k be the k-dimensional local field associated to the flag of subschemes v → X {1} → X {1,2} → · · · → X {1,··· ,k} . Let η 1,··· ,k v : Spec(K 1,··· ,k ) → X I be the associated K 1,··· ,k -point. We fix an algebraic closure K 1,··· ,k of K 1,··· ,k and let η 1,··· ,k v be the associated geometric point over η 1,··· ,k v . 3.5.3. We define FWeil(K 1,··· ,k /K 1,··· ,k ) :=
It induces a morphism of specialization:
The action of δ on H j I,W η 1,··· ,k v is defined as the composition:
where the second map is the partial Frobenius morphism on H j I,W .
3.5.5. We have the canonical map
By definition, δ ∈ Aut kv (K 1,··· ,k ). Thus δ acts trivially on v. Taking into account that Frob deg(v) (v) = v, we deduce that the following diagram of specialization maps is commutative:
(See the diagram before (3.18) in [GL17] for more details.)
Lemma 3.5.6. Let v ∈ |X N |. Let δ ∈ FWeil(K 1,··· ,k /K 1,··· ,k ) such that δ (K 1,··· ,k ) perf = i∈I Frob 3.5.8. Fix a specialization map sp X : η I → η 1,··· ,k v such that the following diagram of specialization maps is commutative:
where sp is defined in 3.1.1. As a concequence, the following diagram of specialization maps is commutative:
3.5.9. For any geometric point s of X I , we denoted by X I (s) the strict localization of X I on s. Diagram (3.10) implies that the following diagram of morphisms of schemes is commutative:
where the isomorphism in the first line is induced by the embedding F I ⊂ K 1,··· ,k determined by sp X ; the isomorphism in the second line is induced by the embedding F ⊂ F v .
3.5.10. The commutativity of diagram (3.12) implies the commutativity of the following diagram (3.13)
3.6. Langlands parametrizations.
Definition 3.6.1. We denote by B ∼ the sub-E-algebra of 
is of finite dimension.
Remark 3.6.3. In the case dim H G,v /I = 1, we have I = Ker χ for some character χ : 3.6.6. By the construction, Weil(X N, η) I acts continuously on H 0 I,W η I /I · H 0 I,W η I . We deduce that Lemma 3.6.7. The morphism
is continuous, where B I is endowed with the E-adic topology.
Then we use the same arguments as in [Laf12] Section 11, except that we replace the Hecke-finite cohomology by H 0 I,W η I /I · H 0 I,W η I and replace π 1 (X N, η) by Weil(X N, η). We obtain:
Theorem 3.6.8. There is a canonical decomposition of C c (K N \G(A)/K N , Q )modules
where the direct sum is indexed by G(Q )-conjugacy classes of morphisms σ : Weil(F /F ) → G(Q ) defined over a finite extension of Q , continuous, semisimple and unramified outside N . This decomposition is characterized by the following property: H σ is equal to the generalized eigenspace H ν associated to the character ν of B I defined by ν(S I,f,(γ i ) i∈I ) = f ((σ(γ i )) i∈I ).
It is compatible with the Satake isomorphism at every place v of X N : for any irreducible representation V of G, we denote by T (h V,v ) the Hecke operator at v associated to V . Then H σ is included in the generalized eigenspace of T (h V,v ) for the eigenvalue ν(T (h V,v )) = χ V (σ(Frob v )), where χ V is the character of V and Frob v is an arbitary lifting of Frobenius element on v.
Remark 3.6.9. Contrary to the case of cuspidal part C cusp c (Bun G,N (F q )/Ξ, Q ) in [Laf12] , here the Hecke operators acting on C c (Bun G,N (F q )/Ξ, Q )/I · C c (Bun G,N (F q )/Ξ, Q ) are not always diagonalizable.
3.7. Excursion operators on cohomologies. Let J be a finite set and V be a representation of G J . Let j ∈ Z. Then H j J,V is an inductive limit of constructible sheaves on (X N ) J .
Let I be a finite set and W be a representation of G I . Let x ∈ W and ξ ∈ W * be invariant under the diagonal action of G. Let (γ i ) i∈I ∈ Weil(η, η) I . We will construct an excursion operator S I,W,x,ξ,(γ i ) i∈I on H j J,V = H j J,V ∆ J (η) , where ∆ J : X N → (X N ) J is the diagonal morphism.
Proposition 3.7.1. ([Laf12] Proposition 4.12) Let I 1 , I 2 be two finite sets and ζ : I 1 → I 2 be a map. Let ∆ ζ : X I 2 → X I 1 , (x j ) j∈I 2 → (x ζ(i) ) i∈I 1 be the morphism associated to ζ. Let W be a representation of G I 1 . We denote by W ζ the representation of G I 2 which is the composition of W with the morphism G I 2 → G I 1 , (g j ) j∈I 2 → (g ζ(i) ) i∈I 1 . Then there is a canonical isomorphism in is of finite dimension. We denote by B M,G
