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ADJOINT ACTION OF AUTOMORPHISM GROUPS ON RADICAL
ENDOMORPHISMS, GENERIC EQUIVALENCE AND DYNKIN
QUIVERS
BERNT TORE JENSEN AND XIUPING SU
Abstract. Let Q be a connected quiver with no oriented cycles, k the field of complex
numbers and P a projective representation of Q. We study the adjoint action of the
automorphism group AutkQP on the space of radical endomorphisms radEndkQP . Using
generic equivalence, we show that the quiver Q has the property that there exists a dense
open AutkQP -orbit in radEndkQP , for all projective representations P , if and only if Q is
a Dynkin quiver. This gives a new characterisation of Dynkin quivers.
Introduction
Let A = kQ be the path algebra of a connected quiver Q with no oriented cycles and k the
field of complex numbers. Let P be a projective representation of Q. There is an adjoint
action of AutAP on the Jacobson radical radEndAP of the endomorphism ring EndAP ,
i.e. g · f = gfg−1 for any g ∈ AutAP and f ∈ radEndAP . We are interested in generic
AutAP -orbits in radEndAP , in particular, the existence of open orbits.
If Q is of type A with linear orientation, then EndAP is a parabolic Lie algebra and
radEndAP has a dense open AutAP -orbit by a theorem of Richardson [18]. The theorem
of Richardson holds for parabolic Lie algebras of any reductive Lie-algebra, and in type
A, elements with dense orbits have been explicitly constructed by Bru¨stle, Hille, Ringel
and Ro¨rhle using representations of quivers [5], and in the classical types by Baur using a
different approach [1]. These results and methods have been extended in various directions,
see for example [3, 11, 12, 14, 19].
If Q is of type A with arbitrary orientation, then EndAP is a seaweed Lie algebra [9, 17]
(also called a biparabolic Lie algebra [15]), and radEndAP has a dense open AutAP -orbit
by a theorem of Jensen, Su and Yu [14]. At present it is not known if seaweed Lie algebras
of other classical types have dense orbits, however a counterexample exists for Lie algebras
of type E8 [14].
If Q is of infinite representation type, i.e. Q is not Dynkin, then there is not necessarily
a dense open AutAP -orbit in radEndAP .
Lemma 1. Let Q be a quiver that is not of Dynkin type. Then there exists a projective
representation P of Q, such that no dense open AutAP -orbit in radEndAP exists.
The main result of this paper is as follows.
Theorem 1. Let Q be a Dynkin-quiver and let P be an arbitrary projective representation
of Q. Then there is a unique dense open AutAP -orbit in radEndAP .
By Gabriel’s Theorem [10], Dynkin quivers are exactly those quivers with finite repre-
sentation type. Lemma 1 and Theorem 1 together give a new characterisation of Dynkin
quivers, that is, a quiver is Dynkin if and only if there is a dense open AutAP -orbit in
radEndAP for all projective representations P of Q.
We emphasize that although there is a dense open AutAP -orbit in radEndAP , when Q
is Dynkin, there are in general infinitely many AutAP -orbits in radEndAP . This is an
interesting phenomenon that already exists in type A (see [2, 5]).
Note that the main result in [13] connects the adjoint action of AutAP on radEndAP
with good representations of a double quiver of Q with relations. In particular, there is an
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open dense AutAP -orbit in radEndAP if and only if there is an open orbit in a variety of
good representations. To prove our main result, we show that for some quivers Q, including
Dynkin quivers other than type A, the varieties of good representations are generically
equivalent to representation varieties of a quiver Q′ with the same underlying graph as Q.
This means that, although the geometric properties of the varieties of good representations
are in general very complicated, the behavior of generic good representations is simpler, and
similar to that of generic representations of Q′. In particular, there is a dense open orbit in
the variety of good representations if and only if there is an open orbit in the corresponding
representation variety of Q′.
The paper is organized as follows. In Section 1 we recall basic facts on quivers and
their representations, and introduce the notion of a generic section and generic equivalence.
In Section 2 we recall results of Bru¨stle and Hille [4], and Hille and Vossieck [13] on the
use of double quivers to parameterise AutAP -orbits of radical endomorphisms of projective
representations P . In Section 3 we recall Voigt’s lemma for quiver representations and give
a criterion for rigidity of good representations. In Section 4, using the criterion for rigidity,
we give new simpler proofs to show that representations constructed for type A in [5, 14]
have dense open orbits. Using this construction in type A and the criterion in Section 3,
we prove the main results in Section 5 and Section 6. We also give various examples to
illustrate the construction in the proofs of the technical lemmas in Section 6.
1. Representation varieties and generic sections
1.1. Representation varieties. Let Q be a quiver with Q0 = {1, · · · , n} the set of vertices
and Q1 the set of arrows. Let s, t : Q1 → Q0 be the functions mapping an arrow to its
starting and terminating vertex, respectively. A vertex i ∈ Q0 is called a sink if there are
no arrows starting at i, and a source if there are no arrows terminating at i. It is called
admissible if it is either a sink or a source, and interior if there are at least two arrows
incident to i.
A representation M of Q consists of vector spaces {Mi}i∈Q0 and linear maps {Mα :
Ms(α) → Mt(α)}α∈Q1 . A homomorphism of representations h : M → N is a collection of
maps hi : Mi → Ni satisfying hjMα = Nαhi for each arrow α : i → j ∈ Q1. The direct
sum of two representations is obtained by taking direct sums of vector spaces at each vertex
and direct sum of linear maps at each arrow. A representation is indecomposable if it is not
isomorphic to the direct sum of two nonzero representations.
For a representation M , let dimM = (dimkMi)i∈Q0 denote the dimension vector of M .
Let c ∈ Nn be a dimension vector and
Rep(Q, c) =
∏
α∈Q1
Homk(k
cs(α) , kct(α))
be the space of representations. We fix a basis and view elements in Rep(Q, c) as tuples of
matrices. Let Glci denote the general linear group of invertible ci × ci-matrices. The group
Gl(c) =
∏
i∈Q0
Glci
acts on Rep(Q, c) by change of basis. There is a bijection between Gl(c)-orbits in Rep(Q, c)
and isomorphism classes of representations of Q with dimension vector c.
The path algebra A = kQ is the algebra with basis the set of paths in Q. For two paths p
and q, their product is defined to be the composition pq, if q terminates where p starts, and
zero otherwise. For each vertex i ∈ Q0, let ei denote the trivial path of length zero at i. The
trivial paths form a set of pairwise orthogonal idempotents for A. There is an equivalence
of categories between left A-modules and representations of Q. Using this equivalence, any
representation of Q can be viewed as an A-module, and vice versa.
A quiver Q is Dynkin if the underlying graph of Q is one of the Dynkin graphs Ai,Dj ,El
for i ≥ 1, j ≥ 4, l = 6, 7, 8. If Q is Dynkin, by Gabriel’s Theorem [10] there are only finitely
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many orbits in Rep(Q, c) for any dimension vector c and thus there is always a dense orbit in
Rep(Q, c). Moreover, the Dynkin quivers are characterised by this property. We summarise
these properties as follows.
Theorem 2 ([10]). If Q is a Dynkin quiver and c is a dimension vector, then there is a
dense open Gl(c)-orbit in Rep(Q, c). Moreover, if Q is not a Dynkin quiver, then there is a
dimension vector c such that there is no dense open Gl(c)-orbit in Rep(Q, c).
Let I ⊆ A be an ideal and let
Rep(A/I, c) ⊆ Rep(Q, c)
be the subset consisting of representations that are annihilated by I. This subset is a
Gl(c)-stable Zariski closed subvariety and is called the variety of (Q, I)-representations with
dimension vector c.
1.2. Generic sections. We will relate AutAP -orbits in radEndAP to representations of a
quiver without relations. This relationship will be made precise using generic equivalence
to be defined below.
Let G be a connected algebraic group. We call an affine space V a G-space if V admits
a regular G-action.
Definition 1. An H-space W is called a generic section of a G-space V if there is an
injective morphism φ : W −→ V such that
(1) Imφ ⊆ V is an affine subspace.
(2) G · Imφ contains a non-empty open subset of V .
(3) there is a non-empty open subset W ′ ⊆ W such that φ(H · w) = (G · φ(w)) ∩ Imφ
for all w ∈W ′.
We give two examples of generic sections, where the first one will be used in the proof of
Lemma 26 in Section 6.
Example 1. Let Q : 0 // 1 2oo 3oo · · ·oo noo and c = (m,n, n− 1, n− 2, · · · , 1) for
m,n > 0. Let Matn×m be the space of n × m matrices, Bn the group of invertible upper
triangular matrices and Bn × Glm act on Matn×m by (b, g) · X = bXg−1. Let φ be the
inclusion of vector spaces
φ : Matn×m → Rep(Q, c),
sending a matrix X ∈ Matn×m to the representation that has X on the arrow 0 → 1 and
is ⊕ni=1Aei when restricted on the subquiver supported on 1, 2, 3, · · · , n. The stabiliser of
⊕ni=1Aei is Bn. The subset Gl(c)Imφ contains all the representations in Rep(Q, c) with
maps on each arrow i ← i + 1 injective and thus is open in Rep(Q, c). Furthermore, X ′
is contained in the orbit (Bn × Glm)X if and only if φ(X ′) ∈ Gl(c)φ(X). Therefore the
Bn ×Glm-space Matn×m is a generic section of the Gl(c)-space Rep(Q, c).
Example 2. Let Q : 1 77
''
2 be the Kronecker quiver and consider Rep(Q, c) with c =
(n, n). The Σn-space k
n is a generic section of the Gl(c)-space Rep(Q, c), where Σn is the
symmetric group of order n which acts on kn by the usual permutation of coordinates.
The generic section in the example, as well as the generic sections we consider in this
paper, preserve more information about the orbits than what we can deduce from Definition
1 alone. However, this definition will be sufficient to prove the main result of this paper.
Lemma 2. Let V be a G-space and let the H-space W be a generic section in V . Then
there is an open G-orbit in V if and only if there is an open H-orbit in W .
Proof. We may assume that the map φ : W → V is an inclusion W ⊆ V of affine spaces.
First, assume that G · x ⊆ V is open for some x ∈ V . By Definition 1 (2), (G · x)∩W ⊆W
is nonempty and open. Then by Definition 1 (3), there exists x′ ∈ (G · x) ∩ W ′ with
4 BERNT TORE JENSEN AND XIUPING SU
(G ·x′)∩W = H ·x′, where W ′ is an open subset as in (3). This shows that W has an open
H-orbit.
Conversely, assume that H · w ⊆ W is open. We may assume that w ∈ W ′, which is an
open subset as in Definition 1 (3) and so (G ·w)∩W = H ·w. Since the map G×W → V is
dominant by Definition 1 (2), the restriction G× (H · w)→ V is dominant, by comparison
of fibre dimensions. This shows that V has an G-open orbit. 
In particular, the lemma proves that {x} ⊆ V with the trivial action, is a generic section
of the G-space V if and only if the orbit G · x ⊆ V is open.
Generic sections define a relation on spaces with group actions, and two spaces are said
to be generically equivalent if they are related by a sequence of generic sections. Two spaces
with a dense open orbit are generically equivalent.
The key technical result in this paper, proved in Section 6, is that for certain quivers Q
and a projective representation P of Q, the AutAP -space radEndAP is generically equivalent
to a Gl(d′)-space Rep(Q′, c′), where Q′ is a quiver with the same underlying graph as Q,
and c′ is a dimension vector constructed from Q and P . We do not know if this generic
equivalence exists for all quivers Q, but they do exist for Dynkin quivers. As a consequence,
the main theorem stated in the introduction will follow by the Theorem 2.
2. Double quivers, adjoint actions and two equivariantly isomorphic
varieties
In this section we recall the construction of a finite dimensional quasi-hereditary algebra
D, which can be used to study AutAP -orbits in radEndAP [13]. We then recall and discuss
some relevant properties of D and its representation varieties.
Let Q˜ be the double quiver of Q, i.e. Q˜0 = Q0 and Q˜1 = Q1 ∪ Q∗1 with Q∗1 = {α∗ : i →
j|α : j → i ∈ Q1}. Let I be the ideal of kQ˜ generated by
α∗α−
∑
β∈Q1,t(β)=s(α)
ββ∗
for any arrow α ∈ Q1, and
α∗β
for pairs of arrows α 6= β in Q1 terminating at the same vertex. The algebra D is defined as
D = kQ˜/I.
We now define a grading on D to be used in the next section. For a path q in Q, we
define q∗ = α∗n . . . α∗1 if q = α1 . . . αn and ei = e∗i . The paths of the form ab
∗ for paths a, b
in Q with s(a) = s(b) form a basis for D. For any path p in Q˜, let l∗(p) be the number of
arrows from Q∗1 in p. As the defining relations of D are homogeneous with respect to l∗, we
have the following lemma.
Lemma 3. D is graded with respect to l∗.
Let c = dimP be the dimension vector of P , Rep(D, c) the variety of (Q˜, I)-representations
with dimension vector c and let Gl(c) act on Rep(D, c) by conjugation. As A = kQ is a
subalgebra of D, any D-module can be considered as an A-module. We call a D-module
that is projective as an A-module an A-projective D-module. Let
Rep(D,P ) ⊆ Rep(D, c)
be the subvariety consisting of the representations X with AX = P . The group AutAP acts
on Rep(D,P ) and orbits correspond to isomorphism classes of A-projective D-modules X
with AX ∼= P .
Lemma 4. (i) Rep(D,P ) ⊆ Rep(Q˜, c) is an affine space.
(ii) Gl(c) · Rep(D,P ) ⊆ Rep(D, c) is irreducible and open.
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Proof. Note that the maps on each arrow in Q are fixed for all point in Rep(D,P ). So
Rep(D,P ) is the solution space of the system of linear equations given by the defining
relations of D. Therefore Rep(D,P ) is an affine space and by definition it is contained in
Rep(Q˜, c). This proves (i) and that Gl(c) · Rep(D,P ) is irreducible.
Next observe that there is a natural morphism Rep(D, c) → Rep(Q, c) obtained by for-
getting the Q∗1-structure, i.e. the maps on each arrow in Q∗1. Now Gl(c) · Rep(D,P ) is the
preimage of the open orbit of P , and so it is open. Thus (ii) follows. 
The following theorem can be deduced from its categorical version, Theorem 1.1 in [13].
This result enables us to explore the existence of open AutAP -orbits in radEndAP using
representations of quivers.
Theorem 3. The varieties Rep(D,P ) and radEndAP are AutAP -equivariantly isomorphic.
Consequently, there is a one-to-one correspondence between AutAP -orbits in radEndAP
and (Q˜, I)-representations that are isomorphic to P as A-modules. Furthermore, an open
AutAP -orbit exists in Rep(D,P ) if and only if an open AutAP -orbit exists in radEndAP .
Let Pi = Aei be the indecomposable projective A-module associated to the vertex i ∈ Q0.
Given an A-projective D-module X, denote by di the multiplicity of Pi as a summand in
AX and let the ∆-dimension vector of X be defined as
dim∆X = (di)i ∈ Nn.
We let
Supp∆X = {i ∈ Q0|di > 0}
and call it the ∆-support of X. Note that the ∆-support is in general different from the
usual support SuppX defined using the dimension vector dimX. Given d = (di)i ∈ Nn, let
P (d) =
n⊕
i=1
Pi
di .
Remark 2.1. As mentioned earlier, the algebra D is a quasi-hereditary algebra with the
indecomposable projective A-modules Aei as Verma modules [13]. The terminology ∆-
dimension vector and ∆-support coincides with the one used in the setting of quasi-hereditary
algebras, for example in [5, 14].
3. An exact sequence and a relative Voigt’s lemma
In this section we assume that Q has no cycles. Let J be the ideal in D generated by
the arrows in Q∗1. Note that D is a split extension of A by J . We construct two useful
exact sequences and give a criterion on the rigidity of A-projective D-modules, analogues
to Voigt’s Lemma [20].
Lemma 5. As D-modules, J ∼= ⊕β∈Q∗,t(β)=iDei
Proof. Observe that J is the kernel of the natural surjective map
D → A.
Now the lemma follows from the exact sequences (see [13, 8]),
0 // ⊕β:i→j∈Q∗Dej // Dei // Aei // 0 ,
for any vertex i ∈ Q0. 
Recall the standard projective resolution of a representation M of Q (see [7]),
0 // ⊕α∈Q1Aet(α) ⊗k es(α)M // ⊕i∈Q0Aei ⊗ eiM // M // 0.
This resolution can be interpreted as a short exact sequence
0 // J ′ ⊗S M // A⊗S M // M // 0 ,
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where S = ⊕i∈Q0kei and J ′ is the kernel of the natural projection A→ S. In other words,
J ′ is the Jacobson radical of A, which is the ideal of A generated by arrows in Q. We have
an analogous resolution for A-projective D-modules as follows. The proof is similar to the
proof of the standard resolution for quivers in [7].
Lemma 6. Let X be an A-projective D-module. Then the following exact sequence is a
projective resolution of X as a D-module,
0 // J ⊗A X f // D ⊗A X g // X // 0 ,
where g(d⊗m) = dm and f(dβ ⊗ x) = dβ ⊗ x− d⊗ βx for dβ ∈ J, β ∈ Q∗1, and x ∈ X.
Proof. Since X is a projective A-module and D and J are projective D-modules, both
J ⊗AX and D⊗AX are projective D-modules. So we only need to prove that the sequence
is exact. By the definition of f and g, the map g is surjective and gf = 0. By applying
−⊗A X to the exact sequence
0 // J // D // A // 0 ,
we obtain the exact sequence
0 // J ⊗A X // D ⊗A X // AX // 0 ,
and so dimk J⊗AX = dimk Ker g. Therefore it remains to show that f is injective. Suppose
that
∑
dβ∗⊗x is in the kernel of f . Since D is l∗-graded by Lemma 4.4, we may assume that
l∗(dβ∗) is constant on the terms in the sum. Now f(
∑
dβ∗⊗x) = ∑(dβ∗⊗x−d⊗β∗x) = 0.
Since l∗(d) < l∗(dβ∗), we have
∑
dβ∗ ⊗ x = 0. Hence f is injective, as required. 
Lemma 7. Let X be an A-projective D-module. Then
(1) HomD(D ⊗A X,X) ∼= EndAX.
(2) HomD(J ⊗A X,X) ∼= radEndAX.
(3) we have an exact sequence
0 // EndDX // EndAX // radEndAX // Ext
1
D(X,X)
// 0.
Proof. First, HomD(D ⊗A X,X) ∼= HomA(X,HomD(D,X)) ∼= HomA(X,X) = EndAX.
This proves (1).
Observe that for any indecomposable projective A-module Aei, J⊗AAei ∼= Jei. We have
J = ⊕β∈Q1Dβ∗, and so
HomD(J ⊗A Aei, Aej) ∼= HomD(Jei, Aej) ∼= ⊕s→i∈Q1HomD(Des, Aej)
∼= ⊕s→i∈Q1HomA(Aes, Aej)
As Q has no cycles,
⊕s→i∈Q1HomA(Aes, Aej) =
{
k if s = j or there is a path from j to s;
0 otherwise.
Therefore
HomD(J ⊗A Aei, Aej) ∼= radHomA(Aei, Aej)
and thus
HomD(J ⊗A X,X) ∼= radEndAX.
This proves (2).
Finally, applying HomD(−, X) to the sequence in Lemma 6 gives the exact sequence,
0 // EndDX // HomD(D ⊗X,X) // HomD(J ⊗X,X) // Ext1D(X,X) // 0.
Now by (1) and (2), we obtain the sequence in (3). 
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Recall that a D-module is said to be rigid if Ext1D(X,X) = 0. We can now use Lemma 7
to prove the main result of this section on the rigidity of A-projective D-modules, similar
to Voigt’s Lemma [20]. Moreover, it includes an inequality for the dimension of stabilizers,
which is very useful for determining whether an A-projective D-module is rigid or not.
Theorem 4. Let X be an A-projective D-module with AX = P (d) for some d ∈ Nn. Then
(1) dimk EndDX ≥
∑
i d
2
i .
(2) the following are equivalent.
(i) AutAP ·X ⊆ Rep(D,P ) is open.
(ii) X is rigid.
(iii) dimk EndDX =
∑
i d
2
i .
Proof. First observe that dimk EndAX − dimk radEndAX =
∑
di
2. Now by Lemma 7
dimk EndDX = dimk EndAX − dimk radEndAX + dimk Ext1D(X,X) ≥
∑
i
d2i .
This proves (1). Moreover, the equality holds if and only if Ext1D(X,X) = 0. Thus the
equivalence of (ii) and (iii) follows.
By Theorem 3, dimk Rep(D,P ) = dimk radEndAX. So
dimk AutAP ·X = dimk EndAX − dimk EndDX = dimk Rep(D,P )− dimk Ext1D(X,X).
Therefore i) and ii) are equivalent. 
4. Type A
As preparation for the next section, we recall results on rigid D-modules in type A
from [5, 14]. At the same time we use Theorem 4 to give new, simpler and more uniform
proofs of the two main results in [5] and [14], respectively. We also introduce a filtration
of D, which induces a ’grading’ on indecomposalbe rigid A-projective D-modules, describe
homomorphisms in terms of this grading and define orders the rigid modules. This order
will play a crucial role in the proofs of the main technical result in Section 6. Throughout
this section Q is a quiver of type A, with vertices {1, · · · , n}, and arrows αi : i → i + 1 or
αi : i← i+ 1 for i = 1, · · · , n− 1.
4.1. Linear An. In this subsection Q is linearly oriented and the arrows are αi : i→ i+ 1
for i = 1, · · · , n− 1. In this case AutAP is a parabolic and the existence of a dense AutAP -
orbit in Rep(D,P ) follows from the classical result of Richardson [18]. We now recall the
explicit construction of representations with dense open orbits by Bru¨stle, Hille, Ringel and
Ro¨rhle [5].
The projective D-module Qn = Den at vertex n is injective and has a basis consisting
of paths pq∗, where q is a path in Q ending at the vertex n. A submodule X of Qn has a
basis given by a subset of the paths pq∗, and it is uniquely determined by its A-structure
AX ∼= ⊕ni=1P dii with di ∈ {0, 1}. Thus there is a natural bijection between subsets I ⊆ Q0
and submodules of Qn. More precisely, under this bijection a subset I corresponds to
the unique submodule of Qn with ∆-support I. Let X(I) denote the submodule of Qn
corresponding to the subset I. For any vector d ∈ Nn, define X(d) = ∑ti=1X(Ii), with
dim∆X(d) = d and I1 ⊆ I2 ⊆ · · · ⊆ It. We give an example to illustrate the construction.
Example 3. Let n = 3 and d = (2, 1, 2). The algebra D is given by the quiver
1
α1 ''
2
α2 ''
α∗1
gg 3
α∗2
gg ,
with the ideal I generated by α∗1α1 and α1α∗1 − α∗2α2. The projective-injective D-module Q3
has the following 7 nonzero submodules, where the first one is Q3,
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3α∗2
{ 

2α∗1
| 
α2
?
??
2α∗1
| 
α2
?
??
1
α1 
==
= 3
α∗2
{ 

1
α1 
==
= 3
α∗2
{ 

1
α1 
==
= 3
α∗2
{ 

3
α∗2
{ 

1
α1 
==
=
2
α2 
==
= 2
α2 
==
= 2
α2 
==
= 2
α2 
==
= 2
α2 
==
= 2
α2 
==
=
3, 3, 3, 3, 3, 3, 3,
corresponding to the subsets {1, 2, 3}, {1, 2}, {1, 3}, {2, 3}, {1}, {2}, {3}, respectively. In
the picture a number i indicate a one dimensional basis element at vertex i and the arrows
indicate the nonzero action of the arrows in Q˜1.
For d = (2, 1, 2), we have X(d) = X(I1)⊕X(I2), where I1 = {1, 2, 3} and I2 = {1, 3}.
Theorem 5 ([5]). An A-projective D-module X is rigid if and only if X ∼= X(d) for some
d ∈ Nn.
We will give a new proof of the above theorem. We first recall a lemma in [5] on the
dimension of homomorphism spaces between submodules of Qn, and give a new proof.
Lemma 8 ([5]). Let X(I) and X(J) be submodules of Qn with ∆-support I and J , respec-
tively, and I ⊆ J . Then
dimk HomD(X(I), X(J)) = dimk HomD(X(J), X(I)) = |I|.
Proof. Note that the moduleQn is generated by en and EndD(Qn) is an n-dimensional vector
space with basis f0, . . . , fn−1, where fi(en) = (αn−1α∗n−1)ien for 0 ≤ i ≤ n−1. In particular,
f0 is the identity map. For any two submodules X and Y of Qn and any homomorphism
f : X → Y , since Qn is injective, we have the following commutative diagram for some
g ∈ EndDQn
X
⊆ //
f

Qn
g

Y
⊆ // Qn.
That is, f = g|X(I) and so f is a linear combination of the restrictions of f0, . . . , fn−1 to
X(I).
By the definition, the nonzero restrictions of f0, . . . , fn−1 in HomD(X(I), X(J)) are lin-
early independent. Moreover, fi|X(I) = 0 if and only if i ≥
∑
di, where (di)i = dim∆X.
Therefore
dimk HomD(X(I), X(J)) =
∑
i
di = |I|.
Similarly, dimk HomD(X(J), X(I)) = |I|. 
Proof of Theorem 5. By Theorem 4 and Lemma 8, each submodule X(I) is rigid. So by the
construction of X(d), to show that X(d) is rigid, we need only prove that
X = X(I)⊕X(J)
with I ⊆ J is rigid. We have AX ∼= ⊕iP (i)di , where di = 2 if i ∈ I ∩ J , di = 1 if i ∈ J\I
and di = 0 if i 6∈ J . By Lemma 8, dimk EndD(X) = 3|I|+ |J | = 4|I|+ |J\I| =
∑
d2i , and so
X is rigid by Theorem 4. This proves the existence of an open orbit in Rep(D,P ) for any
P . Now Rep(D,P ) is irreducible by Lemma 4, and so by Theorem 4, any rigid D-module
is isomorphic to X(d) for some d ∈ Nn. 
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4.2. Gluing modules at sinks and sources. In this subsection Q is of type A with arbi-
trary orientation. We recall how to glue a pair of A-projective D-modules at an admissible
interior vertex to obtain a new A-projective D-module [14].
Let
i1 < i2 < · · · < it−1 < it
be the complete list of interior admissible vertices in Q and let i0 = 1 and it+1 = n. Let
u = il be one of the interior admissible vertices, and let M
′ and M ′′ be two indecompos-
able A-projective D-modules with Supp∆(M
′) ⊆ {1, . . . , u}, Supp∆(M ′′) ⊆ {u, . . . , n} and
(dim∆M
′)u = 1 = (dim∆M ′′)u.
Assume first that u is a sink in Q. Let N ′ be the D-submodule of M ′ generated by M ′j
for all j < u. Then N ′ is not ∆-supported at u, i.e. (dim∆N ′)u = 0. Since u is a sink and
(dim∆M
′)u = 1, we have the short exact sequence
0 // N ′ // M ′
f ′ // Pu // 0,
where Pu = Su is the simple projective A-module associated to vertex u. Similarly,
0 // N ′′ // M ′′
f ′′ // Pu // 0,
where N ′′ ⊆ M ′′ is the submodule generated by M ′′j for all j > u. Let M be given by the
pullback of f ′ and f ′′, that is, we have a short exact sequence
0 // M // M ′ ⊕M ′′ // Pu // 0.
We say that M is obtained by gluing M ′ and M ′′ at the sink u.
We now define gluing of homomorphisms at the sink u. Assume that K is obtained by
gluing K ′ and K ′′ at u and let L′ ⊆ K ′ and L′′ ⊆ K ′′ be the submodules generated by the
spaces K ′i for i < u and K
′′
i for i > u, respectively. Let g
′ : M ′ → K ′ and g′′ : M ′′ → K ′′
be homomorphisms of D-modules. Then g′(N ′) ⊆ L′ and g′′(N ′′) ⊆ L′′, and so there are
induced maps g˜′, g˜′′ : Pu → Pu. Using the pullback sequence defining M , we see that there
is an induced map g : M → K if g˜′ = g˜′′. In this case we say that g is obtained by gluing
g′ and g′′ at the sink u.
Now assume that u is a source. Note that in this case, the projective A-module Pu is also
a projective D-module. We have short exact sequences
0 // Pu
f ′ // M ′ // N ′ // 0,
0 // Pu
f ′′ // M ′′ // N ′′ // 0,
where Pu ⊆ M ′ and Pu ⊆ M ′′ are the submodules generated by M ′u and M ′′u , respectively.
Let M be given by the pushout of f ′ and f ′′,
0 // Pu // M
′ ⊕M ′′ // M // 0.
We then say that M is obtained by gluing M ′ and M ′′ at the source u. Assume K is obtained
by gluing K ′ and K ′′ at the source u. Given a pair of homomorphisms g′ : M ′ → K ′ and
g′′ : M ′′ → K ′′ there is an induced map g : M → K if the induced maps g˜′ = g′|Pu and
g˜′′ = g′′|Pu are equal. We then say that g is obtained by gluing g′ and g′′ at the source u.
Lemma 9. Let u be an interior admissible vertex. Then
HomD(M,K) ∼= {(g′, g′′) ∈ HomD(M ′,K ′)⊕HomD(M ′′,K ′′)|g˜′ = g˜′′}
Proof. Assume u is a sink. Let
g : M → K
be a homomorphism. Then there are the short exact sequences
0 // N ′ // M // M ′′ // 0
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and
0 // L′ // K // K ′′ // 0,
where N ′ ⊆ M and L′ ⊆ K are the submodule generated by Mi and Ki, respectively, for
i < u. Then g(N ′) ⊆ L′ and so there is an induced map g′′ : M ′′ → K ′′ and a commutative
diagram
0 // N ′ //
g|N′

M //
g

M ′′ //
g′′

0
0 // L′ // K // K ′′ // 0.
Similarly, there is a map g′ : M ′ → K ′. Moreover, g˜′ = g˜′′. So the map g : M → K
is obtained by gluing maps g′ and g′′ at u. Thus there is an injection of vector spaces
HomD(M,K)→ HomD(M ′,K ′)⊕HomD(M ′′,K ′′) given by
g 7→ (g′, g′′).
The image is equal to the pairs of maps (g′, g′′) with g˜′ = g˜′′, since each such pair can be
glued at u. This proves the lemma in the case where u is a sink. The case where u is a
source is similar and is left to the reader. 
4.3. The construction of rigid modules. For d ∈ Nn and any 0 ≤ s ≤ t, let ds be
the vector defined by (ds)j = dj for j = is, is + 1, · · · , is+1 and (ds)j = 0, otherwise.
Using Theorem 5, we can construct a rigid representation with ∆-dimension vector ds for
the double quiver supported on {is, · · · , is+1} subject to the corresponding relations. This
module, which we denote by Y (ds), may not be A-projective when considered as a D-
module. However, if is is an interior source, we extend Y (d
s) by P
dis
is−1, and if is+1 is an
interior source, we extend Y (ds) by P
dis+1
is+1+1
, to obtain an A-projective D-module, which we
denote by X(ds). Since the extension preserves the ∆-dimension vector and the dimension
of the endomorphism ring, Theorem 4 implies that the D-module X(ds) is rigid. We will
glue the indecomposable summands of X(ds) for all s with respect to an order defined below
to obtain a rigid module with ∆-dimension vector d.
Following the construction of X(ds) each indecomposable summand of X(ds) is com-
pletely determined up to isomorphism by its ∆-support. Suppose that M is an indecom-
posable module obtained by gluing modules X(Is) at interior admissible vertices, where
Is = Supp∆X ∩ {is, . . . , is+1} for all s, and that N is an indecomposable module obtained
by gluing X(Js), where Js = Supp∆Y ∩ {is, . . . , is+1} for all s. For such indecomposable
modules we define an order ≤u for any vertex u ∈ Q0.
Definition 2. Let u be a vertex with iv < u ≤ iv+1. Suppose that both M and N are
supported (but not necessarily ∆-supported) at u. We define M ≤u N if, for any s with Is
and Js nonempty, Is ⊆ Js if s− v is even and Is ⊇ Js if s− v is odd.
The construction of a rigid A-projective module X(d) with ∆-dimension vector d is done
by induction on the number of interior admissible vertices in Q. Clearly, if there are no
interior admissible vertices, then Q is linearly oriented, and we are done.
Now suppose that the number of interior admissible vertices is t > 0. For any s ≥ 1,
define a vector es given by (es)j = dj if j ≤ is and (es)j = 0 otherwise. We have e1 = d0
and et+1 = d. We suppose that
X(d0) = X01 ⊕ · · · ⊕X0di1 ⊕X ′
and
X(d1) = X11 ⊕ · · · ⊕X1di1 ⊕X ′′,
where i1 ∈ Supp∆X01 ⊆ · · · ⊆ Supp∆X0di1 and Supp∆X11 ⊇ · · · ⊇ Supp∆X1di1 3 i1, each
Xij is indecomposable and X ′ and X ′′ are not ∆-supported at i1. For 1 ≤ s ≤ di1 , we glue
X0i and X1i at i1 and obtain a module, denoted by X
i. Let X(e2) = X1 ⊕ · · · ⊕ Xdi1 ⊕
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X ′ ⊕X ′′. By construction, the summands of X(e2) that are ∆-supported at i2 are totally
ordered with respect to ≤i2 .
By induction we may assume that we have constructed an A-projective D-module X(es)
with ∆-dimension vector es and that the indecomposable summands of X(es) that have
∆-support at is are totally ordered using ≤is . By abuse of notation we again use X1 ≤is
· · · ≤is Xdis to denote the summands of X(es) that are ∆-supported at is. We have
X(es) = X1 ⊕ · · · ⊕Xdis ⊕ Z and X(ds) = Xs1 ⊕ . . . Xsdis ⊕ Z ′, where Supp∆Xs1 ⊇ · · · ⊇
Supp∆X
sdis 3 is. For each i, glue Xi with Xsi at vertex is and obtain a new module, which
we again denote by Xi. Now let X(es+1) = X1 ⊕ · · · ⊕Xdis ⊕ Z ⊕ Z ′.
Lemma 10. Suppose that X(es) above is rigid. Let M , N be two summands of X(es),
which are ∆-supported at is. Assume that M ≤is N and is ∈ I ⊆ J ⊆ {is, · · · , is+1}. Let
X be obtained by gluing M with X(J) and let Y be obtained by gluing N with X(I). Then
X ⊕ Y is rigid.
Proof. We claim that
dimk HomD(X,Y ) = dimk HomD(M,N) + |I| − 1.
We first consider the case where is is a source. By Lemma 9,
dimk HomD(X,Y ) ≤ dimk HomD(M,N) + dimk HomD(X(J), X(I)).
Again by Lemma 9 any pair
(g′, g′′) ∈ HomD(M,N)⊕Hom(X(J), X(I))
with g′|Mis = 0 and g′′|X(J)is = 0 can be glued to a homomorphism X → Y . Since M ≤is N ,
there exists a map g′1 : M −→ N with g′1|Mis 6= 0. Moreover, the subspace in HomD(M,N)
consisting of the maps that are zero at is has codimension 1. In HomD(X(J), X(I)), the
subspace consisting of the maps that are zero at is has codimension at most 1, with equality
if and only if I = J . So
dimk HomD(X,Y ) ≥ (dimk HomD(M,N)− 1) + (dimk HomD(X(J), X(I))− 1).
If I = J , then g′1 : M → N can be glued to an isomorphism g′′1 : X(J)→ X(I). Therefore
dimk HomD(X,Y ) = dimk HomD(M,N) + dimk HomD(X(J), X(I)− 1.
If I ( J , then g′′|X(J)is = 0 for all maps g′′ ∈ HomD(X(J), X(I)). Thus
dimk HomD(X,Y ) = (dimk HomD(M,N)− 1) + dimk HomD(X(J), X(I)).
By Lemma 8, dimk HomD(X(J), X(I)) = |I| and so the claim follows for is a source. The
proof of the claim is similar for the case where is is a sink and we leave it to the reader.
Similarly, we have
dimk HomD(X,X) = dimk HomD(M,M) + |I| − 1,
dimk HomD(Y,X) = dimk HomD(N,M) + |I| − 1,
dimk HomD(Y, Y ) = dimk HomD(N,N) + |J | − 1.
We show that X ⊕ Y is rigid. Suppose that dim∆(X ⊕ Y ) = (di)i. Then di = 2 for i ∈ I,
dj = 1 for j ∈ J\I and di = (dim∆M ⊕N)i otherwise. By our assumption, M ⊕N is rigid
and so by Theorem 4,
dimk EndD(M ⊕N) =
is∑
i=1
d2i .
Therefore
dimk EndD(X ⊕ Y ) = dimk EndD(M ⊕N) + 4|I|+ |J\I| − 4 =
∑
i
d2i .
Again by Theorem 4, X ⊕ Y is rigid. 
Using the lemma we can finish the case of type A.
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Theorem 6 ([14]). An A-projective D-module X is rigid if and only if X ∼= X(d) for some
d ∈ Nn.
Proof. We use induction on s to prove that X(es+1) is rigid for any s, thus so is X(d) =
X(et+1). Note that X(e1) = X(d0) is rigid, and assume that X(es) is rigid. By the previous
lemma we need only to prove the rigidity of X ⊕ Y ⊕ L ⊕ L′, where X and Y are as in
the previous lemma, L and L′ are, respectively, summands of X(es) and X(ds) without
∆-support at is. Note that HomD(L,X ⊕ Y ) = HomD(L,M ⊕N) and HomD(X ⊕ Y,L) =
HomD(M ⊕ N,L) and so L ⊕ X ⊕ Y is rigid, by Theorem 4. Similarly, for L ⊕ L′ and
L′ ⊕X ⊕ Y . Therefore X ⊕ Y ⊕ L⊕ L′ is rigid.
Conversely, if X ∈ Rep(D,P (d)) is rigid, then by Lemma 4 and Theorem 4, X is isomor-
phic to X(d). 
We give an example of the above construction.
Example 4. Let Q be the quiver
1 // 2 // 3 4oo 5oo // 6 // 7.
(1) Let d = (0, 0, 2, 1, 2, 1, 2). Then d0 = (0, 0, 2, 0, 0, 00), d1 = (0, 0, 2, 1, 2, 0, 0) and
d2 = (0, 0, 0, 0, 2, 1, 2), and X(d1) = M1 ⊕M2 and X(d2) = N1 ⊕N2 as follows.
M1 : M2 : N1 : N2 :
3
'H
HHH 7
{ 
4
{{vvv
v "
<< 6
??
?
| 
3
'H
HHH 5   <
< 3
'H
HHH 5 <
<
  
5
   <
< 7
{ 
5
   <
< 7
{ 
4
{{xxx
x 6 =
= 4
{{xxx
x 6 =
= 4
||yyy
y
6
=
= 4
||yyy
y
6
=
=
3 7, 3 7, 3 7, 3 7.
We have M1 ≤5 M2, N1 = X({5, 6, 7}) and N2 = X({5, 7}). So X(d) is the direct sum
of the gluings of M1, M2 with N1 and N2, respectively, as follows,
7
| 
3
"
<<
6
}  <
< 4
 !
<<
3
!
<< 5
 <
< 7
} 
⊕ 3
!
<< 5
<
<

7
} 
4
  
6
<
< 4
  
6
<
<
3 7 3 7
(2) Let d = (1, 2, 2, 0, 2, 1, 2). In this case e2 = (1, 2, 2, 0, 2, 0, 0) and d2 is the same as in
(1). We have X(e2) = M ⊕N as follows.
M : N :
3
t| ppp
ppppp
pp
"*N
NNN
N
NNN
NN 5
   <
<
2
x  yy
y <
< 4

6
<
<
1
""EE
EE 3
} 
3 7 ⊕ 3
t| qqq
qq
qqq
qq
"*M
MMM
M
MMM
MM 5
<
<

2
;
; 2
;
; 4

6
=
=
3 3 3 7,
where M ≤5 N . So X(d) is the direct sum of the gluing of M and N with N1 and N2 from
(1), respectively, as follows.
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7
| 
6
|  <
<
3
t| ppp
ppppp
pp
"*N
NNN
N
NNN
NN 5
   <
< 7
| 
2
}  <
< 4

6
<
<
1
<
< 3
} 
3 7 ⊕ 3
t| qqq
qq
qqq
qq
"*M
MMM
M
MMM
MM 5
<
<

7
{   
2
;
; 2
;
; 4

6
=
=
3 3 3 7,
4.4. A grading on rigid modules. We now discuss a grading on indecomposable rigid
modules X(d) to be used in the next section. We remark that this does not make X(d) into
a graded module, but only decompose it into a direct sum of one dimensional subspaces.
Let Di ⊆ D be the subspace spanned by paths of the form
a(αα∗)ib
where α ∈ Q1 and a and b are paths in Q with no arrow in common. Then we have a
decomposition
D =
⊕
i≥0
Di.
Let
J = ⊕i≥1Di,
be the ideal generated by all paths of the form αα∗ for α ∈ Q1. We have a filtration
D = J 0 ⊇ J ⊇ J 2 ⊇ . . . ,
such that the inclusion J i ⊆ D induces an isomorphism
J i/J i+1 ∼= Di.
The decomposition of D induces a filtration on any indecomposable rigid A-projective D-
module X,
X = J 0X ⊇ JX ⊇ J 2X ⊇ . . . ,
and a decomposition
X = ⊕i≥0Xi,
in such a way that the component Xi is identified with J iX/J i+1X, in particular,
X0 ∼= X/JX.
Each component Xi has a further decomposition
Xi = ⊕a∈Q0Xia,
where Xia is the subspace of X
i at vertex a.
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Example 5. The grading on the first summand of X(d) in Example 4(2) is as follows.
70
z }}
60
z }}   AA
A
30
rz mmm
mmm
m
mmm
mmm
m
#+P
PPP
PP
PPP
PPP
50
~~}}}   AA
A 7
1
z }}
20
z }} !!C
CC
40
~~}}}
61
  AA
A
10
  AA
A 3
1
y ||
31 72
21
!!C
C
32.
We collect some basic properties of the grading in the following lemmas.
Lemma 11. Let X be a rigid indecomposable A-projective D-module supported at u. We
have X0u
∼= k. Moreover,
(1) if u is a source, then X0u = Xu,
(2) if u is an interior sink, then Xiu = (αu−1α∗u−1)iX0u ⊕ (αuα∗u)iX0u for i ≥ 1, and
(3) if there is precisely one arrow α ∈ Q1 terminating at u, then Xiu = (αα∗)iX0u.
Let u be an interior vertex of Q with iv < u ≤ iv+1 and assume that iv is a source and
iv+1 is a sink. Let M and N be two indecomposable rigid D-modules supported (but not
necessarily ∆-supported at u) such that M <u N . Let
Hom(M,N)0u = {f |M0u | f ∈ HomD(M,N), f(M0u) ⊆ N0u}
denote the space of maps obtained by restricting a map f to M0u where f(M
0
u) ⊆ N0u .
We have M0u = k = N
0
u , and so both Hom(N,M)
0
u and Hom(M,N)
0
u are at most one
dimensional.
Lemma 12. Let M and N be as above. Then
(a) Hom(N,M)0u = k if and only if (dim∆M)w = (dim∆N)w for all w > u.
(b) Hom(M,N)0u = k if and only if (dim∆M)w = (dim∆N)w for all w ≤ u.
Proof. (a) Suppose that (dim∆M)w = (dim∆N)w for all w > u. Let I and J be the ∆-
supports of M and N , respectively, and let Is = I ∩ [is, is+1] and Js = J ∩ [is, is+1], where
[is, is+1] = {is, is+1, . . . , is+1}. As M <u N , by definition, Is ⊆ Js if s−v is even and Is ⊇ Js
if s− v is odd, whenever both Is and Js are nonempty. Since (dim∆M)w = (dim∆N)w for
all w > u, we have Is = Js for s ≥ iv+1. By construction, both M and N are obtained
by gluing indecomposable rigid D-modules X(Is) and X(Js), respectively, and the identity
map on the rigid indecomposable module obtained by gluing X(Js) with s ≥ v + 1 induces
a homomorphism f : M → N with f(N0u) = M0u and so Hom(N,M)0u = k
Conversely, assume there is a homomorphism f : N → M with 0 6= f(N0u) ⊆ M0u . Since
iv+1 is a sink, there is the path p : u → iv+1 in Q. As N is an A-projective D-module and
also by Lemma 11,
0 6= pN0u = (αiv+1−1α∗iv+1−1)xN0iv+1 ,
where x is the cardinality of [u+ 1, iv+1] ∩ Jv. Similarly,
0 6= pM0u = (αiv+1−1α∗iv+1−1)yM0iv+1 ,
where y is the cardinality of [u + 1, iv+1] ∩ Iv. Since Iv ⊆ Jv we have x ≥ y. On the other
hand, as f(pN0u) = pM
0
u , we have
(αiv+1−1α
∗
iv+1−1)
yM0iv+1 ⊆ J xM,
and so y ≥ x. This shows that y = x and so [u + 1, iv+1] ∩ Iv = [u + 1, iv+1] ∩ Jv, that
is (dim∆N)w = (dim∆M)w for all u < w ≤ iv+1. If iv+1 = n or if iv+1 6∈ Jv, then we
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are done. Assume that iv+1 < n and iv+1 ∈ Jv. Since Jv+1 ⊆ Iv+1 and f(N0iv+1) 6⊆ JM
we have Iv+1 = Jv+1. Then it follows by induction that Is = Js for all s ≥ v + 1, and so
(dim∆N)w = (dim∆M)w for all w > u.
(b) The proof is similar to (a). 
Let u = iv be a source and let M ≤u N be two indecomposable rigid D-modules sup-
ported, and therefore also ∆-supported at u. In this case, Hom(M,N)0u = Hom(M,N)u,
where Hom(M,N)u are restrictions of homomorphisms to Mu. Again, assume that M and
N are obtained by gluing X(Is) and X(Js), respectively. We have the following lemma,
similar to Lemma 12. Note that ≤u is defined on the interval iv−1 < u = iv, so the relative
sizes of X(Is) and X(Js) are opposite to those in Lemma 12 and thus the inequalities are
also opposite. Note also, as u is a source, (dim∆M)u = (dimM)u = 1 and so is for N .
Lemma 13. Let M and N be as above. Then
(a) Hom(N,M)u = k if and only if (dim∆M)w = (dim∆N)w for all w < u.
(b) Hom(M,N)u = k if and only if (dim∆M)w = (dim∆N)w for all w > u.
5. Main results
In the remainder of this paper Q is a quiver obtained by attaching a vertex 1 with an
arrow γ to an interior vertex u in a quiver of type An−1 with vertices {2, · · · , n} and arrows
between i and i+ 1, and Q′ is the quiver with the same underlying graph as Q and a unique
sink at u. Let P be a projective representation of Q with P = P (d) for a vector d ∈ Nn. We
will study generic AutAP -orbits in Rep(D,P ), case by case, with respect to the following
eight orientations of the three arrows incident to vertex u.
A) 1 E) 1
γ

u− 1 δ // u β //
γ
OO
u+ 1 u− 1 uδoo u+ 1βoo
B) 1 F ) 1
γ

u− 1 uδoo
γ
OO
β // u+ 1 u− 1 δ // u u+ 1βoo
C) 1
γ

G) 1
u− 1 u β //δoo u+ 1 u− 1 δ // u
γ
OO
u+ 1
βoo
D) 1 H) 1
γ

u− 1 uδoo
γ
OO
u+ 1
βoo u− 1 δ // u β // u+ 1
The following theorem is the main technical result of this paper. It shows that generic
AutAP -orbits in Rep(D,P ) can be studied using generic representations of Q
′. We empha-
size that the theorem is true not only for Dynkin quivers, but also for some quivers of tame
and even wild type.
Theorem 7. Let P be a projective representation of Q. If the orientation at u is as in
(1) Case A, B or D, or
(2) Case C and u = 3, 4, n− 2 or n− 1,
then there is a dimension vector c such that the AutAP -space Rep(D,P ) is generically
equivalent to the Gl(c)-space Rep(Q′, c).
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The proof of the theorem is long and we postpone the details to next section. In the
remaining of this section, we prove the main result, using Theorem 7, which together with
Lemma 2 gives the following corollary, a key step in the proof.
Corollary 14. Let Q, Q′, P and c be as in the theorem above. Then there exists a dense
open AutAP -orbit in Rep(D,P ) if and only if there is a dense open Gl(c)-orbit in Rep(Q
′, c).
For a quiver Q, let Qop be the opposite quiver of Q with vertices Qop0 = Q0 and arrows
Qop1 = Q
∗
1, let A
op = kQop. Note that the orientations in Case E, F, G and H are opposite
to those in Case A, B, C and D, respectively. For each vector d ∈ Nn, there is a projective
Aop-module denoted by P op = P op(d), and an anti-isomorphism of algebras
φ : EndAP → EndAopP op
which maps AutAP and radEndAP onto AutAopP
op and radEndAopP
op, respectively.
Lemma 15. There is an open AutAP -orbit in radEndAP if and only if there is an open
AutAopP
op-orbit in radEndAopP
op.
Proof. The anti-isomorphism φ induces a commutative diagram
AutAP × radEndAP φ×φ //

AutAopP
op × radEndAopP op

radEndAP
φ // radEndAopP
op,
where the vertical maps are actions. The map φ|radEndAP sends an open AutAP -orbit in
radEndAP bijectively onto an open AutAopP
op-orbit in radEndAopP
op. This proves the
lemma. 
The lemma allows us to reduce from the eight cases A-H to the four cases A-D to prove
Theorem 1. We prove Lemma 1 and Theorem 1 together, which can be combined as follows.
Theorem 8. Let Q be a quiver. Then there is a dense open AutAP -orbit in radEndAP for
all projective representations P of Q if and only if Q is a Dynkin quiver.
Proof. First assume that Q is a Dynkin quiver and let P = P (d) be a projective represen-
tation of Q. By Theorem 6 we may assume that Q is not of type A and Q is as in one of
the eight cases A-H above.
In cases A-D, using Corollary 14 and Theorem 2, there is a dense open AutAP -orbit in
Rep(D,P ), and therefore a dense open AutAP -orbit in radEndAP , by Theorem 3. Thus,
by Lemma 15, there is also a dense open AutAP -orbit in Rep(D,P ) in Case E, F, G and H.
Conversely, assume Q is not a Dynkin quiver. The space (radEndAP )
2 is closed under the
action on AutAP , and so if there is a dense open AutAP -orbit in radEndAP , then there is
a dense open AutAP -orbit in radEndAP/(radEndAP )
2. Note that the kernel of the natural
projection, pi: AutAP → Gl(d) ∼=
∏
i AutP
di
i , acts trivially on radEndAP/(radEndAP )
2,
and we have an isomorphism of vector spaces ψ : radEndAP/(radEndAP )
2 → Rep(Qop, d).
Moreover pi and ψ induce the following commutative diagram
AutAP × (radEndAP/(radEndAP )2)

// Gl(d)× Rep(Qop, d)

radEndAP/(radEndAP )
2 // Rep(Qop, d),
where the vertical maps are actions. Since Qop is not Dynkin, there is a dimension vector
d such that there is no dense open Gl(d)-orbit in Rep(Qop, d). Therefore, for this d, there
is no dense open AutAP -orbit in radEndAP/(radEndAP )
2. Consequently, there is no dense
dense open AutAP -orbit in radEndAP . This completes the proof of the theorem. 
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6. Proof of Theorem 7
Let Q, Q′ and P = P (d) for d ∈ Nn be as in the previous section. We prove Theorem
7 by considering Case A-D separately. The details of the proofs in different cases are quite
different and thus the proof of the theorem is long, however in all the four cases the same
strategy is used. We first fix genecially a module structure on the double Γ˜ of a subquiver
Γ ⊆ Q of type A supported on {1, · · · , u} in Case C, and on {2, · · · , n} in the other cases.
We then show that the local module structure on arrows not in Γ˜ is generically equivalent to
the AutAP -space Rep(D,P ), and also generically equivalent to the Gl(c)-space Rep(Q
′, c)
for a dimension vector c constructed from P . To prove the generic equivalence we use the
grading defined in Section 4.4 and the properties of homomorphisms with respect to this
grading given in Lemma 12 and 13.
6.1. Case A. Let d′ be the vector given by (d′)1 = 0 and (d′)i = di for i 6= 1. Let Γ
be the full subquiver of Q supported on {2, · · · , n}. Since Γ is of type A, there is a rigid
module with ∆-dimension vector d′, which we denote by Y (d′), for the double quiver Γ˜ with
the corresponding relations. We expand Y (d′) to an A-projective D-module X(d′) with
∆-dimension vector d′ as follows.
On Γ˜, X(d′) and Y (d′) are equal. Let X(d′)1 = Y (d′)u, X(d′)γ = Id and X(d′)γ∗ =
X(d′)δX(d′)δ∗ , where δ : u − 1 → u ∈ Q1. Then X(d′) is an A-projective D-module, and
it is rigid by Theorem 4, since the construction preserves the ∆-dimension vector and the
dimension of the endomorphism ring.
Let N1, · · · , Np be indecomposable summands of Y (d′), one from each isomorphism class,
supported (but not necessarily ∆-supported) at u, and ordered such that N i <u N
i+1, where
<u is as in Definition 2. Let ni denote the multiplicity of N
i as a summand in Y (d′), and
let M1, · · · ,Mp be the corresponding summands of X(d′).
As discussed in Section 4.4, Y (d′) is graded using the ideal J with the graded components
denoted by Y (d′)i and with J Y (d′) equal to the direct sum of the graded components with
positive degrees. By construction X(d′)1 = X(d′)u = Y (d′)u = Y (d′)0u ⊕ J Y (d′)u. We
denote the two copies of the subspace Y (d′)0u in X(d′)u and X(d′)1, by X(d′)0u and X(d′)01,
respectively.
Following Section 4.4, we let End(X(d′))0u denote the space of maps which are restrictions
f|X(d′)0u : X(d
′)0u → X(d′)0u
of homomorphisms f : X(d′)→ X(d′) with f(X(d′)0u) ⊆ X(d′)0u. The action of AutD(X(d′))
onX(d′) induces by restriction an action of AutD(X(d′))0u onX(d′)0u, where AutD(X(d′))0u ⊆
EndD(X(d
′))0u consists of the restrictions of invertible maps.
Lemma 16. The AutD(X(d
′))0u × Gld1-space Homk(kd1 , X(d′)0u), with the action given by
(a, g)c = acg−1 for (a, g) ∈ AutD(X(d′))0u × Gld1 and c ∈ Homk(kd1 , X(d′)0u), is a generic
section of the AutAP -space Rep(D,P ).
Proof. Any A-projective D-module X with AX = P has a unique submodule X
′ ⊆ X which
is generated by the subspaces Xi for 2 ≤ i ≤ n. Then AX ′ = P (d′) and (X ′)α∗ = Xα∗
for α ∈ Γ. We consider the subset in Rep(D,P ) consisting of representations X with
the submodule X ′ = X(d′). Then as (Q˜, I)-representations such X are determined by
X(d′) ⊆ X and the map Xγ∗ as follows,
Y (d′)0u ⊕ (J Y (d′))u
Xγ=
(
0 Id 0
0 0 Id
)tr
--
kd1 ⊕ Y (d′)0u ⊕ (J Y (d′))u,
Xγ∗=
(
c′ 0 0
c′′ z1 z2
)mm
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where
(
0 0
z1 z2
)
= X(d′)γ∗ = X(d′)δX(d′)δ∗ and (z1 z2) is surjective by the the structure of
Y (d′). Furthermore, X is determined by the maps c′ and c′′ and so we denote it by X(c′, c′′).
Let
φ : Homk(k
d1 , X(d′)0u)→ Rep(D,P )
be the morphism given by φ(c) = X(c, 0). We will show that φ satisfies the conditions in
Definition 1 of a generic section. First, the subset Imφ consists of representations of the
form X(c, 0) and is an affine subspace in Rep(D,P ). Second, we will show that AutAP · Imφ
is an open subset of Rep(D,P ).
We first claim that any X(c′, c′′) is isomorphic to X(c′, 0). Indeed, a map
f = (fi)
n
i=1 : X(c
′, c′′)→ X(c, 0),
where fi : X(c
′, c′′)i → X(c, 0)i, and c not necessarily equal to c′, is a homomorphism if and
only if the following 3 conditions are satisfied.
(1) f |X(d′) = (a, f2, . . . , fn) ∈ EndDX(d′), where a = fu = f1|X(d′)1 =
(
a1 0
a2 a3
)
:
X(d′)1 → X(d′)1 with respect to the decomposition X(d′)1 = Y (d′)0u ⊕ (J Y (d′))u.
(2) f1 =
(
g 0
b a
)
, where g ∈ Gld1 and b : kd1 → X(d′)1.
(3) (i) a1c
′ = cg and (ii) a2c′ + a3c′′ = (z1 z2)b.
Here (1) and (2) are due to X(c′, c′′) and X(c, 0) both having X(d′) as a submodule, and
(3) is because of fuX(c
′, c′′)γ∗ = X(c, 0)γ∗f1.
When c = c′, since (z1 z2) is surjective, there exists a map b : kd1 → X(d′)1 such that
(z1 z2)b = c
′′. If we let f : X(c′, c′′) → X(c′, 0) be given by f |X(d′) = Id and f1 =
(
1 0
b 1
)
,
then f is an isomorphism. This shows that any X(c′, c′′) is isomorphic to a representation
in Imφ. Consequently, AutAP · Imφ is equal to the subset of representations X with the
unique submodule X ′ ∼= X(d′). Moreover, AutAP · Imφ is an open subset, because there is
a morphism Rep(D,P )→ Rep(D,P (d′)) which maps X to the unique submodule X ′, with
the preimage of the open orbit of X(d′) equal to AutAP · Imφ.
Third, if there is an isomorphism f : X(c′, 0)→ X(c, 0), then it follows from (1)-(3) above
that a1c
′ = cg, i.e. c, c′ : kd1 → X(d′)0u are conjugate under the action of Aut(X(d′))0u×Gld1
on Homk(k
d1 , X(d′)0u). Conversely, suppose that c and c′ are conjugate using (a1, g) ∈
Aut(X(d′))0u × Gld1 and let h : X(d′) → X(d′) be an automorphism with a1 equal to the
restriction to X(d′)0u. Then since (z1 z2) is surjective, there exists b : kd1 → X(d′)1 such
that h, g and b together give an isomorphism f : X(c′, 0)→ X(c, 0). This shows that
φ((AutD(X(d
′))0u ×Gld1) · c) = AutAP · φ(c) ∩ Imφ,
for all c ∈ Homk(kd1 , X(d′)0u), and so the AutD(X(d′))0u ×Gld1-space Homk(kd1 , X(d′)0u) is
a generic section of the AutAP -space Rep(D,P ). 
We compute the maps in AutD(X(d
′))0u.
Lemma 17. Let i, j ∈ {1, · · · , p}.
(1) If HomD(M
i,M j)0u = k then
(a) i ≥ j and (dim∆M i)w = (dim∆M j)w for all w > u, or
(b) i < j and (dim∆M
i)w = (dim∆M
j)w for all w ≤ u.
(2) If both (a) and (b) fail then HomD(M
i,M j)0u = 0.
Proof. By construction of M i and M j , we have EndD(X(d
′))0u = EndD(Y (d′))0u, so the
lemma follows from Lemma 12. 
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For each interval [i, j] = {i, i + 1, · · · , j} for 2 ≤ i ≤ j ≤ n there is an associated
indecomposable representation M [i, j] of Q′ with support equal to [i, j]. We construct a
representation
Z(d′) =
p⊕
i=1
(Zi)ni
of Q′, with AutkQ′(Z(d′))u ∼= AutD(X(d′))0u, as follows. Let Z1 = M [2, u]. Given Zi =
M [j, j′], let
Zi+1 =
M [j, j
′ + 1] if HomD(M i,M i+1)0u = k,
M [j + 1, j′] if HomD(M i+1,M i)0u = k,
M [j + 1, j′ + 1] otherwise.
Lemma 18. We have 2 ≤ j ≤ u ≤ j′ ≤ n for any summand Zi = M [j, j′] in Z(d′).
Proof. The inequalities 2 ≤ j and u ≤ j′ are trivial. If Hom(M i+1,M i)0u = 0, then by
Lemma 17, M i and M i+1 are ∆-supported differently on the interval [u + 1, n]. By the
construction of X(d′) there are at most n − u summands M i with Hom(M i+1,M i)0u = 0.
Therefore j′ ≤ n. Similarly, Hom(M i,M i+1)0u = 0 for at most u − 2 summands M i.
Therefore j ≤ u. 
Let c(d′) = dimZ(d′) and c(d) = (d1, c(d′)2, · · · , c(d′)n).
Lemma 19. The AutkQ′(Z(d
′)u)×Gld1-space Homk(kd1 , Z(d′)u) is a generic section of the
Gl(c(d))-space Rep(Q′, c(d)).
Proof. Let Γ′ be the full subquiver of Q′ supported on {2, · · · , n}. The AutkQ′(Z(d′))×Gld1
orbits in Homk(k
d1 , Z(d′)u) parametrise the representations of Q′ with restriction to Γ′ equal
to Z(d′). The lemma follows if we can prove that Z(d′) is a rigid representation.
The full subquiver Γ′ has a unique sink u. Let M = M [i, j]⊕M [i′, j′], for 1 ≤ i, i′ ≤ u ≤
j, j′ ≤ n. Then Ext1kQ′(M [i, j],M [i′, j′]) 6= 0 if and only if i < u < j and [i′, j′] ⊆ [i+1, j−1].
The lemma follows. 
Finally we can prove Case A of Theorem 7.
Lemma 20. The Gl(c(d))-space Rep(Q′, c(d)) is generically equivalent to the AutAP -space
Rep(D,P ).
Proof. There are isomorphisms (Zi)u → (M i)0u, which extend to an isomorphism
Homk(k
d1 , Z(d′)u)→ Homk(kd1 , X(d′)0u)
of vector spaces. By the construction Hom(M i,M j)0u
∼= HomkQ′(Zi, Zj)u, and we have an
isomorphism AutkQ′(Z(d
′))u → Aut(X(d′))0u. Therefore there is a commutative diagram
AutkQ′(Z(d
′))×Gld1 ×Homk(kd1 , Z(d′)u) //

Aut(X(d′))0u ×Gld1 ×Homk(kd1 , X(d′)0u)

Homk(k
d1 , Z(d′)u) // Homk(kd1 , X(d′)0u)
where the vertical maps are actions and the horizontal maps are isomorphisms. The lemma
now follows from Lemmas 16 and 19. 
Example 6. Let Q be the quiver
1
2 // 3 // 4 5oo 6oo // 7 //
OO
8,
u = 7 and let d = (2, 2, 3, 3, 0, 3, 1, 2). So d′ = (0, 2, 3, 3, 0, 3, 1, 2). Then X(d′) = M1⊕M2⊕
M3, where M
1 <7 M
2 <7 M
3 are as follows.
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4
t| qqq
qq
qqq
qq
"*M
MMM
M
MMM
MM 6
;
;

4
t| qqq
qq
qqq
qq
"*M
MMM
M
MMM
MM 6
;
;

8
} 
M1 : 3
;
; 5

7
 ;
; M
2 : 3
;
;
} 
5

7
;
;

4 4 1 8 2
<
< 4
| 
4 1 8
3
<
<
4
8
| 
7
}  ;
;

M3 : 4
t| qqq
qq
qqq
qq
"*M
MMM
M
MMM
MM 6
 ;
; 1

8
} 
3
|  <
< 5
  
7
 <
<
2
<
< 4
| 
4 1 8
3
<
<
4
By computing directly or by Lemma 17,
Aut(X(d′))07 = {
 a11 0 00 a22 a23
0 0 a33
 |aij ∈ k}.
(2) We have
Q′ : 1

2 // 3 // 4 // 5 // 6 //// 7 8oo
We construct the representation Z(d′) = Z1⊕Z2⊕Z3 of Q′ with Z1 = M [2, 7], Z2 = M [3, 8]
and Z3 = [4, 8]. Then AutkQ′Z ∼= Aut(X(d′))07. A representation of Q′ with dimension
vector c(d) = (2, 1, 2, 3, 3, 3, 3, 2) and with Z(d′) as a submodule has the following structure.
k2
c=
(
c11 c12
c21 c22
c31 c32
)

k
(
1
0
)
// k2
(
1 0
0 1
0 0
)
// k3
(
1 0 0
0 1 0
0 0 1
)
// k3
(
1 0 0
0 1 0
0 0 1
)
// k3
(
1 0 0
0 1 0
0 0 1
)
// k3 k2.(
0 0
1 0
0 1
)oo
A rigid kQ′-module with dimension vector (2, 1, 2, 3, 3, 3, 3, 2) is isomorphic to the di-
rect sum of the indecomposable representations with dimension vector (1, 1, 2, 2, 2, 2, 2, 1),
(1, 0, 0, 1, 1, 1, 1, 1), respectively, where we may choose
c =

1 | 0
1 | 0
− + −
0 | 1

(3) The rigid kQ′-module in (2) induces a rigid A-projective D-module with ∆-dimension
vector d as follows.
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1(
1
1
)

4⊕ 4
ow hhhhh
hhhhhhhhh
hhhh
'/VVV
VVVVV
V
VVVVV
VVVV
6⊕ 6
&&MM
M
xxqqq
8⊕ 8
t| qqqq
3⊕ 3
&&MM
M
(
1
0
)
w www
5⊕ 5
xxqqq
7⊕ 7
&&MM
M

2
##H
HH
H 4⊕ 4
t| ppp
pppp
p
4⊕ 4 1⊕ 1 8⊕ 8
3
''NN
NNN
N
4
1
1

8
| 
7
|  <
<

4
s{ ooo
oooooo
ooo
"*N
NNN
N
NNN
NN 6
   <
< 1

8
| 
3
|  ??
? 5
  
7
 <
<
2
<
< 4
{ 
4 1 8
3
=
=
4,
where j⊕ j means that the vector space is 2-dimensional, the matrices on arrows connecting
vector spaces of equal dimension are identity matrices. Also, the matrices for 1 → 7 and
1→ 7⊕ 7 are the diagonal blocks of the matrix c in (2).
6.2. Case B. This case is very similar to Case A, but simpler. The main difference is
that the grading in Section 4.4 is not essential in this section. For completeness and the
convenience of the reader we include most of the details of the proof. Let d′, Γ, Y (d′), N i
and ni for i = 1 · · · p be as in Case A. We construct a rigid A-projective D-module X(d′)
with ∆-projective dimension vector d′ as follows. Let X(d′) be equal to Y (d′) on Γ˜. Let
X(d′)1 = X(d′)u, X(d′)γ = Id and X(d′)γ∗ = 0 for γ : u→ 1 ∈ Q1. As in Case A, X(d′) is
rigid by Theorem 4. Let M i be the summand in X(d′) corresponding to the summand N i
in Y (d′).
The following lemma is similar to Lemma 16 in Case A. Note that since u is a source,
we have X(d′)u = X(d′)0u and AutD(X(d′))u = Aut(X(d′))0u, by Lemma 11. This explains
why the grading is not essential.
Lemma 21. The AutD(X(d
′))u × Gld1-space Homk(kd1 , X(d′)u) with the action (a, g)c =
acg−1 for g ∈ Gld1 , a ∈ AutD(X(d′))u and c ∈ Homk(kd1 , X(d′)u), is a generic section of
the AutAP -space Rep(D,P ).
Proof. Any D-module X with AX = P (d) has a unique submodule X
′ ⊆ X generated by
Xi for all i 6= 1. We have AX ′ = P (d′) and (X ′)α∗ = Xα∗ for any α ∈ Γ1. We consider
the subset of Rep(D,P ) consisting of those representations X with X ′ = X(d′). So as a
(Q˜, I)-representation, X is determined by X(d′) ⊆ X and the map Xγ∗ as follows,
Y (d′)u
Xγ=
(
0
Id
)
,,
kd1 ⊕ Y (d′)u,
Xγ∗=(c 0)
kk
where c : kd1 → Y (d′)u. We let X(c) denote such a representation.
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Let
φ : Homk(k
d1 , Y (d′)u)→ Rep(D,P )
be the morphism φ(c) = X(c). We show that the AutD(X(d
′))u ×Gld1-space
Homk(k
d1 , X(d′)u) is a generic section of AutAP -space Rep(D,P )), using the map φ.
First, AutAP · Imφ is equal to the set of representations X with X ′ isomorphic to X(d′).
There is a morphism Rep(D,P ) → Rep(D,P (d′)) such that AutAP · Imφ is equal to the
preimage of the open orbit of X(d′). Therefore AutAP · Imφ is an open subset of Rep(D,P ).
Second, X(c) ∼= X(c′) if and only if there exists a pair
(a,
(
g 0
b a
)
),
for a ∈ AutD(X(d′))u, g ∈ Gld1 , b : kd1 → Y (d′)u such that c′g = ac, i.e. c′ = acg−1.
In other words, X(c) ∼= X(c′) if and only if c′ and c are conjugate under the action of
AutD(X(d
′))u ×Gld1 .
So the AutD(X(d
′))u ×Gld1-space Homk(kd1 , X(d′)u) is a generic section of the AutAP -
space Rep(D,P ). 
Similar to Case A, we compute the maps in Aut(X(d′))0u. Note that the inequalities are
opposite compared to Case A due to the definition of ≤u, which is defined on the interval
ending at u, and HomD(M
i,M j)0u = HomD(M
i,M j)u.
Lemma 22. Let i, j ∈ {1, · · · , p}.
(1) If HomD(M
i,M j)0u = k then
(a) i ≥ j and (dim∆M i)w = (dim∆M j)w for all w ≤ u, or
(b) i < j and (dim∆M
i)w = (dim∆M
j)w for all w > u.
(2) If (a) and (b) fail then HomD(M
i,M j)0u = 0.
Proof. By construction, we have EndD(X(d
′))u = EndD(Y (d′))u and so we need only prove
the corresponding lemma for N i and N j . Similar to Case A, the lemma now follows from
Lemma 13. 
Using a similar procedure as in Case A, we construct a representation
Z(d′) = ⊕(Zi)ni
of Q′, with AutkQ′(Z(d′))u ∼= AutD(X(d′))u, as follows. Let Z1 = M [u, n]. Given Zi =
M [j, j′], let
Zi+1 =
M [j − 1, j
′] if HomD(M i,M i+1)u = k,
M [j, j′ − 1] if HomD(M i+1,M i)u = k,
M [j − 1, j′ − 1] otherwise.
Let c(d′) = dimZ(d′) and c(d) = (d1, c(d′)2, · · · , c(d′)n). Similar to Case A we have the
following lemmas.
Lemma 23. (1) For each Zi = M [j, j′], we have 2 ≤ j ≤ u ≤ j′ ≤ n.
(2) Z(d′) is a rigid representation.
Lemma 24. The AutkQ′(Z(d
′)u)×Gld1-space Homk(kd1 , Z(d′)u) is a generic section of the
Gl(c(d))-space Rep(Q′, c(d)).
As in Case A, using Lemma 21, Lemma 22 and Lemma 24, we have the following lemma,
which proves Case B of Theorem 7.
Lemma 25. The Gl(c(d))-space Rep(Q′, c(d)) is generically equivalent to the AutAP -space
Rep(D,P ).
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6.3. Case C. Unlike case A and B, in this case we let Γ be the full subquiver of Q supported
on the vertices {1, · · · , u}. Moreover, we assume for now that u = n − 2. The cases where
u = 3, 4 or n− 1 will be dealt with in Lemma 29 below. Let α and β be the arrows in Q as
follows
1
γ
· · · u− 1 uoo β // u+ 1 α // u+ 2oo
where α could be of either orientation, that is, u+ 2 is either a sink or a source. Let d′ be
given by d′i = 0 for i = u+1, u+2 and d
′
i = di otherwise. Let Y (d
′) be a rigid module for the
double quiver Γ˜ with the corresponding relations, which we extend to a rigid A-projective
D-module X(d′) as follows.
On Γ˜ we let X(d′) be equal to Y (d′). Let X(d′)u+1 = Y (d′)u, X(d′)β = Id, and X(d′)β∗ =
Y (d′)γY (d′)γ∗ . If u + 2 is a sink, then X(d′)u+2 = Y (d′)u, X(d′)α = Id and X(d′)α∗ =
X(d′)β∗ , and if u + 2 is a source, then X(d′)u+2 = 0. The extension of Y (d′) to X(d′)
preserves the ∆-dimension vector and the dimension of the endomorphism ring, and so
X(d′) is rigid by Theorem 4.
Let N1, · · · , Np be indecomposable summands of Y (d′), one from each isomorphism class,
supported at u and ordered such that N i <u N
i+1, and let ni be the multiplicity of N
i
as a summand in Y (d′). For each indecomposable summand N i of Y (d′), let M i be the
corresponding indecomposable summand of X(d′).
Let d′′ be the dimension vector supported on {u + 1, u + 2}, given by d′′i = 0 for i ≤ u
and d′′i = di otherwise. Let X(d
′′) be the rigid D-module with ∆-dimension vector d′′.
We will construct two groups HV and HW , which act on vector spaces V and W in
such a way that the HV ×HW -space Homk(V,W ) is a generic section of the AutAP -space
Rep(D,P ). The construction depends on whether u+ 2 is a sink or a source.
If u+ 2 is a sink, let
V = soc(X(d′′)) ⊆ X(d′′)u+2, W = X(d′)0u+1,
and
HV = {f |V | f ∈ AutD(X(d′′))}, HW = AutD(X(d′))0u+1.
If u+ 2 is a source, let
V = (X(d′′)/radX(d′′))u+1 ∼= X(d′′)0u+1 ∼= kdu+1 , W = X(d′)0u,
and
HV = {f : (X(d′′)/radX(d′′))u+1 → (X(d′′)/radX(d′′))u+1 | f ∈ AutD(X(d′′))},
HW = AutD(X(d
′))0u.
In either case, we have the following lemma.
Lemma 26. The HV ×HW -space Homk(V,W ) is generically equivalent to the AutAP -space
Rep(D,P ).
Proof. Any A-projective D-module X has a unique submodule X ′ ⊆ X generated by the
spaces Xi for i ≤ u, with corresponding quotient denoted by X ′′ = X/X ′. If d = dim∆X,
then dim∆X
′ = d′ and dim∆X ′′ = d′′. We consider the subset of Rep(D,P ) consisting of D-
modules X with X ′ = X(d′) and X ′′ = X(d′′), which is nonempty since it contains the direct
sum X(d′)⊕X(d′′). Moreover, we fix a decomposition of vector spaces Xi = X(d′)i⊕X(d′′)i
for all vertices i.
We decompose
X(d′) = M ⊕N ⊕ L,
where the indecomposable summands of M are ∆-supported at both 1 and u, those of N
are ∆-supported at either 1 or u, but not both, and L is not supported at u. Also, we
decompose
X(d′′) = R⊕ T,
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where the indecomposable summands of R are ∆-supported at both u + 1 and u + 2, and
those of T are not ∆-supported at both u+ 1 and u+ 2.
The proof is divided into two parts, depending on whether u+ 2 is a source or a sink.
Part 1: We first consider the case where u+ 2 is a sink.
Let W1 = M
0
u+1, W2 = M
1
u+1 and W3 = N
0
u+1. Note that N
0
u+1 = Nu+1 and
W = W1 ⊕W3.
Let V1 = R
0
u+2, V2 = R
1
u+2 and V3 = Tu+2. Then
V = V2 ⊕ V3
By the relations of D, such a (Q˜, I)-representation X is determined by X(d′), X(d′′) and
the maps between the vertices u+ 1 and u+ 2, which have the form
X(d′)u+1 ⊕X(d′′)u+1
Xα=
(
Id 0
0 X(d′′)α
)
--
X(d′)u+2 ⊕X(d′′)u+2
Xα∗=
(
X(d′)α∗ c
0 X(d′′)α∗
)mm
where X(d′)u+1 = X(d′)u+2 = W1⊕W2⊕W3, X(d′′)u+2 = V1⊕V2⊕V3, X(d′′)u+1 = V2⊕V3
if du+1 > du+2, and X(d
′′)u+1 = V2 if du+1 ≤ du+2, and
c = (cij)ij : V1 ⊕ V2 ⊕ V3 →W1 ⊕W2 ⊕W3.
We let X(c) denote the representation in the diagram above.
Our first step is to show that with some restriction on the map c12, X(c) is isomorphic
to X(c0), where
c0 =
0 c12 c130 0 0
0 c32 c33
 .
By fixing a basis we may assume we have matrices
X(d′′)α =
 0 0Id 0
0 Id
 , X(d′′)α∗ = (Id 0 00 0 0
)
and X(d′)α∗ =
 0 0 0Id 0 0
0 0 0

Note that if du+1 ≤ du+2 the second column of X(d′′)α and the second row of X(d′′)α∗ are
empty.
We choose a basis of W1 (and of W2) such that there is one basis element from each
summand M i, and order the basis elements according to the order ≤u.
A map f = (fi)
n
i=1 : X(c)→ X(c′), where fi : X(c)i → X(c′)i, is a homomorphism if and
only if the following 4 conditions are satisfied.
(1) f |X(d′) = (f1, f2, . . . , fu, a, a) ∈ EndDX(d′).
(2) (fu+1, fu+2) =
((
a b′
0 g′
)
,
(
a b
0 g
))
, where b = (bij)ij : V1⊕V2⊕V3 →W1⊕W2⊕W3,
and b′ = b|X(d′′)u+1 .
(3) f = (0, 0, . . . , 0, g′, g) ∈ EndDX(d′′).
(4) c′g = ac−X(d′)α∗b+ b′X(d′′)α∗ , as fu+1X(c)α∗ = X(c′)α∗fu+2
Moreover, as matrices with respect to the fixed bases, we have
−X(d′)α∗b+ b′X(d′′)α∗ =
 b12 0 0−b11 + b22 −b12 −b13
b32 0 0
 for b = (bij)ij ,
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g =
g1 0 0x1 g1 x2
x3 0 g2

for any invertible matrices g1 and g2 and any matrices x1, x2 and x3, and
a =
a1 0 0y1 a1 y2
y3 0 a2
 ,
where a1 and a2 are invertible. In general, not all matrices occur as matrices ai and yi of
an automorphism a.
The groups HV and HW consist of matrices of the form(
g1 x2
0 g2
)
and
(
a1 0
y3 a2
)
,
respectively.
For a given map c we let b(c) be
b(c) =
c21 c22 c230 0 0
0 −c31 0
 .
Then for any X(c), using an isomorphism f with a = Id, g = Id and b = b(c), we see that
X(c) ∼= X(c′) for
c′ =
c′11 c12 c130 0 0
0 c32 c33
 ,
where c′11 = c11 + c22.
Using an isomorphism f with b = 0,
a =
Id 0 0y Id 0
0 0 Id
 : W1 ⊕W2 ⊕W3 →W1 ⊕W2 ⊕W3,
and
g =
Id 0 0x Id 0
0 0 Id
 : V1 ⊕ V2 ⊕ V3 → V1 ⊕ V2 ⊕ V3,
we have X(c′) ∼= X(c′′), where
c′′ = ac′g−1 =
 c′11 − c12x c12 c13y(c′11 − c12x) yc12 yc13
−c32x c32 c33
 .
Now by an isomorphism with a = Id, g = Id and an b = b(c′′) as above, X(c′′) is isomorphic
to X(c′′′) with
c′′′ =
c′11 − c12x+ yc12 c12 c130 0 0
0 c32 c33
 .
We identify W1 with W2 and V1 with V2. We claim that with some restriction on c12,
there exists maps x : W1 → W2 and y : V1 → V2 such that c′11 − c12x + yc12 = 0. Indeed,
by Example 1, the matrix space MatdimkW1×dimk V1 has an open Gldimk V1 × BdimkW1-orbit,
where BdimkW1 consists of all invertible lower triangular dimkW1 × dimkW1-matrices, and
the action is given by (h, b)c12 = bc12h
−1. For a matrix c12 with an open BdimkW1×Gldimk V1-
orbit, the associated map on tangent spaces
(∗) (b, h) 7→ bc12 − c12h
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is surjective. Now by the structure of X(d′′), with respect to the fixed basis, the map
x : V1 → V2 can be any quadratic matrix. Also, by the structure of X(d′) and by the
choice of basis of W1 and W2, any lower triangular quadratic matrix occur as a matrix of
y : W1 → W2. So there exists c12 such that the map (∗) is surjective. Thus there exist x
and y such that c′11 − c12x+ yc12 = 0, which proves the claim.
Consequently, X(c) is isomorphic to X(c0) where
c0 =
0 c12 c130 0 0
0 c32 c33
 .
Let ι : Homk(V,W )→ Homk(V1 ⊕ V2 ⊕ V3,W1 ⊕W2 ⊕W3) be the map
ι(
(
z12 z13
z32 z33
)
) =
0 z12 z130 0 0
0 z32 z33
 .
Let
φ : Homk(V,W )→ Rep(D,P )
be given by φ(z) = X(ι(z)). We first show that AutAP · Imφ contains a non-empty subset
of Rep(D,P ). Let F be the set of all representations of the form X(c) for c ∈ Homk(V1 ⊕
V2 ⊕ V3,W1 ⊕W2 ⊕W3). The set AutAP · F is equal to the subset of Rep(D,P ) consisting
of X with X ′ ∼= X(d′) and X ′′ ∼= X(d′′). Using the morphism of varieties Rep(D,P ) →
Rep(D,P (d′)) × Rep(D,P (d′′)) given by X 7→ (X ′, X ′′), we have that AutAP · F is equal
to the preimage of AutAP (d
′) · X(d′) × AutAP (d′′) · X(d′′) which is open. The condition
that the map (∗) is surjective for c12 is an open condition on the set of representations in F .
Therefore (AutAP · Imφ)∩F must contain an open subset of F , and so finally AutAP · Imφ
contains an open subset of Rep(D,P ).
Assume that X(ι(z)) ∼= X(ι(z′)). Then there exists an isomorphism f with maps
a =
a1 0 0y1 a1 y2
y3 0 a2
 and g =
g1 0 0x1 g1 x2
x3 0 g2

and some b such that conditions (1)-(4) are satisfied. Then by explicitly computing the
matrices in (4), we see that z and z′ are conjugate under the action of HV ×HW using((
g1 x2
0 g2
)
,
(
a1 0
y3 a2
))
.
Conversely, if z and z′ are conjugate under the action of HV ×HW via((
g1 x2
0 g2
)
,
(
a1 0
y3 a2
))
,
then X(ι(z)) ∼= X(ι(z′)) using an isomorphism f with b = 0,
a =
a1 0 00 a1 0
y3 0 a2
 and g =
g1 0 00 g1 x2
0 0 g2
 .
Therefore, the HV ×HW -space Homk(V,W ) is generically equivalent to the the AutAP -
space in Rep(D,P ), in the case where u+ 2 is a sink.
Part 2: We now consider the case where u+ 2 is a source.
Let W1 = M
0
u , W2 = M
1
u , W3 = N
0
u and W = W1 ⊕W3. Let V1 = R0u+1, V2 = R1u+1 and
V3 = Tu+1. We have V = V1 ⊕ V3 if du+1 > du+2 and V = V1 if du+1 ≤ du+2.
Recall that the representation X has a submodule X(d′) with quotient isomorphic to
X(d′′), and that we have a decomposition of vector spaces Xi = X(d′)i ⊕ X(d′′)i. By the
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relations of D, we see that as a (Q˜, I)-representation X is determined by X(d′), X(d′′) and
the maps between the vertices u and u+ 1 which have the form
X(d′)u
Xβ=
(
Id
0
)
,,
X(d′)u+1 ⊕X(d′′)u+1
Xβ∗=(X(d′)β∗ c)
kk
where X(d′)u = X(d′)u+1 = W1 ⊕W2 ⊕W3, X(d′′)u+1 = V1 ⊕ V2 ⊕ V3, and
c = (cij)ij : V1 ⊕ V2 ⊕ V3 →W1 ⊕W2 ⊕W3.
By fixing a basis we may assume
X(d′)β∗ =
 0 0 0Id 0 0
0 0 0
 .
Due to the relation β∗α = 0 in D we have c|V2 = 0 and so
c =
c11 0 c13c21 0 c23
c31 0 c33
 .
Note that if du+1 ≤ du+2 then V3 = 0 and so ci3 = 0 for all i. Denote by X(c) the
representation of the form above determined by c = (cij)ij , where ci2 = 0 for all i.
A map f = (fi)
n
i=1 : X(c)→ X(c′), where fi : X(c)i → X(c′)i, is a homomorphism if and
only if the following four conditions are satisfied.
(i) f |X(d′) = (f1, f2, . . . , fu, a, 0, 0) ∈ EndDX(d′).
(ii) (fu, fu+1) =
(
a,
(
a b
0 g
))
, where b = (bij)ij : V1 ⊕ V2 ⊕ V3 →W1 ⊕W2 ⊕W3.
(iii) f = (0, 0, . . . , 0, g, g′) ∈ EndD(X(d′′)).
(iv) c′g = ac−X(d′)β∗b, as fuX(c)β∗ = X(c′)β∗fu+1.
Moreover, as matrices we have
−X(d′)β∗b =
 0 0 0−b11 −b12 −b13
0 0 0
 for b = (bij)ij ,
g =
g1 0 0x1 g1 x2
x3 0 g2
 ,
where g1 and g2 can be any invertible matrices and x1, x2 and x3 can be any matrices, and
a =
a1 0 0y1 a1 y2
y3 0 a2
 .
As in Part 1, the matrices ai and yi depend on the structure of X(d
′), and so not all matrices
occur. Now HV is the group of invertible matrices(
g1 0
x3 g2
)
if du+1 > du+2, and g1, otherwise. The group HW consists of matrices(
a1 0
y3 a2
)
,
induced by automorphisms of X(d′).
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For a given map c = (cij)ij with ci2 = 0 for any i, let
b(c) =
c21 0 c230 0 0
0 0 0
 .
Then for any X(c), using an isomorphism f with a = Id, g = Id and b = b(c), we see that
X(c) ∼= X(c′) for
c′ =
c11 0 c130 0 0
c31 0 c33
 .
Let ι : Homk(V,W )→ Homk(V1 ⊕ V2 ⊕ V3,W1 ⊕W2 ⊕W3) be the map
ι(
(
z11 z13
z31 z33
)
) =
z11 0 z130 0 0
z31 0 z33

if du+1 > du+2, and
ι(
(
z11
z31
)
) =
z11 0 00 0 0
z31 0 0

otherwise. Let
ψ : Homk(V,W )→ Rep(D,P )
be given by ψ(z) = X(ι(z)). First, AutAP · Imφ contains the nonempty subset of Rep(D,P )
consisting of representations X such that X ′ ∼= X(d′) and X ′′ ∼= X(d′′), and as in the case
where u+ 2 is a sink, AutAP · Imφ contains a nonempty open subset of Rep(D,P ).
Assume that X(ι(z)) ∼= X(ι(z′)). Then there exists an isomorphism f with maps b,
a =
a1 0 0y1 a1 y2
y3 0 a2
 and g =
g1 0 0x1 g1 x2
x3 0 g2

such that conditions (i)-(iv) are satisfied. Then by explicitly computing the matrices in (iv),
we see that z and z′ are conjugate under the action of HV ×HW via((
g1 0
x3 g2
)
,
(
a1 0
y2 a2
))
.
Conversely, if z and z′ are conjugate under the action of HV ×HW using((
g1 0
x3 g2
)
,
(
a1 0
y2 a2
))
,
then X(ι(z)) ∼= X(ι(z′)) via the isomorphism f with b = 0,
a =
a1 0 00 a1 0
y2 0 a2
 and g =
g1 0 00 g1 0
x3 0 g2
 .
Therefore the HV ×HW -space Homk(V,W ) is generically equivalent to the AutAP -space
Rep(D,P ). 
We compute Aut(X(d′))0u.
Lemma 27. Let i, j ∈ {1, · · · , p}.
(1) If HomD(M
i,M j)0u = k then
(a) i ≥ j and (dim∆M i)w = (dim∆M j)w for all w < u, or
(b) i < j and (dim∆M
i)w = (dim∆M
j)w for all w = 1, u.
(2) If both (a) and (b) fail then HomD(M
i,M j)0u = 0.
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Proof. By relabeling the vertices 1 7→ 1, u 7→ 2 and u− t 7→ t+ 2 we are in Case A, and the
lemma follows from Lemma 17. 
Similar to Case A, we construct a rigid representation Z(d′) of Q′ with summands sup-
ported on intervals in
2 // 3 // · · · // u− 1 // u 1oo .
We have
Z(d′) = ⊕(Zi)ni
as follows, where ni is the multiplicity of M
i in X(d′). Let Z1 = M [u, 1], that is Z1 is
supported on 1 and u. Given Zi = M [j, j′], let
Zi+1 =
M [j − 1, j
′] if Hom(M i,M i+1)0u = k,
M [j, u] if Hom(M i+1,M i)0u = k,
M [j − 1, u] otherwise.
Only one of the two latter cases can occur, and it occurs at most once, and so every Zi is
supported at u. Let c(d′) = dimZ(d′).
Recall X(d′′) = R⊕T , where the indecomposable summands of R has ∆-support at both
u+ 1 and u+ 2, and T has ∆-support at u+ 1 or u+ 2, but not both. Let a and b be the
multiplicities of the indecomposable summand in R and T , respectively. Similarly, we have
a rigid representation Z(d′′) of Q′ as follows.
If u+ 2 is a sink, let
Z(d′′) = M [u+ 1, u+ 2]a ⊕M [u+ 1, u+ 1]b.
If u+ 2 is a source, let
Z(d′′) = M [u+ 1, u+ 1]a ⊕M [u+ 1, u+ 2]b when du+1 > du+2,
and
Z(d′′) = M [u+ 1, u+ 1]a when du+1 ≤ du+2.
Let
c(d′′) = dimZ(d′′) and c(d) = c(d′) + c(d′′).
Lemma 28. The AutkQ′(Z(d
′′))×AutkQ′(Z(d′))-space Homk(Z(d′′)u+1, Z(d′)u) is a generic
section of the Gl(c(d))-space Rep(Q′, c(d)).
Proof. The AutkQ′(Z(d
′′)) × AutkQ′(Z(d′))-orbits in Homk(Z(d′′)u+1, Z(d′)u) parameterise
the representations in Rep(Q′, c(d)) with the restriction to the subquiver on {1, · · ·u} equal
to Z(d′) and the restriction to the subquiver on {u+1, u+2} equal to Z(d′′). Clearly, Z(d′′)
is rigid, and by the proof of Lemma 19, Z(d′) is rigid. So the AutkQ′(Z(d′′))×AutkQ′(Z(d′))-
space Homk(Z(d
′′)u+1, Z(d′)u) is a generic section of the Gl(c(d))-space Rep(Q′, c(d)). 
We can now prove Theorem 7 in case C).
Lemma 29. Let P be a projective representation of Q. If the orientation at u is as in Case
C and u = 3, 4, n−2 or n−1, then there is a dimension vector c such that the AutAP -space
Rep(D,P ) is generically equivalent to the Gl(c)-space Rep(Q′, c).
Proof. In the case u = n−2 the proof follows from Lemma 26, 27, 28 and similar arguments
as in Case A and B. If u = 4, we may relabel the vertices on the quiver, 1 7→ 1 and
2 + t 7→ n− t for all t ≥ 0. After relabeling, we are in the setting of u = n− 2. If u = n− 1
or u = 3, by relabeling with vertex u as vertex 1, we are in Case A, so the lemma follows
from Lemma 20. 
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Example 7. In this example we illustrate the construction in Case C. Consider the following
quiver of Case C and d = (1, 1, 2, 2, 1, 2).
1

2 3oo 4oo // 5
α // 6
(1) We first construct a rigid A-projective D-module M1 ⊕M2 of ∆-dimension vector
d′ = (1, 1, 2, 2, 0, 0) as follows.
M1 : 3
!)J
JJ JJ
J
||yy
yy
M2 : 2
 
::::
2
&
EEE
E 4 = W3
%%JJ
JJ
yyttt
t
3
!)J
JJ JJ
J

3
{{xxx
x 5
;
; 2
!
;;;;
4 = W1
!)K
KK KKKyysss
s
))RRR
RRR
2 6 3
 !)
KKK KKK
1
yysss
s 5
qy llll
l
lll
ll
;
;
2
!
;;;;
4 = W2
))RRR
RRR
yysss
s
6
} 
3
  
5
<
<
2 6
Here M1 <4 M
2 and Hom(M1,M2)04 = 0 = Hom(M
2,M1)04. The spaces W1, W2, W3 are
given in the picture, W = W1 ⊕W3 and HW = {
(
a1 0
0 a2
)
| a1, a2 ∈ k∗}.
(2) A rigid A-projective D-module R⊕ T of ∆-dimension vector d′′ = (0, 0, 0, 0, 1, 2) is
6 = V1
v~ tt
ttt
t
5
$$II
II ⊕ 6 = V3
6 = V2,
with V1, V2, V3 are indicated in the picture. We have V = V2 ⊕ V3 and HV = {
(
g1 x
0 g2
)
|
g1, g2 ∈ k∗, x ∈ k}.
(3) Now the quiver Q′ is Q′ : 1

2 // 3 // 4 5oo 6oo
and the representations Z(d′) and Z(d′′) of the quiver Q′ are
1

4 ⊕ 3 // 4 and 5 6oo ⊕ 5.
Clearly, AutkQ′Z(d
′) ∼= HW and AutkQ′Z(d′′) ∼= HV . A rigid representation of Q′ with
dimension vector c(d) = dimZ(d′) + dimZ(d′′) = (1, 0, 1, 2, 2, 1) is
k(
1
0
)

0 // k (
0
1
) // k2 k2
z=
(
1 0
1 1
)oo k(
1
0
)oo
(4) The matrix z in (3) induces a rigid A-projective D-module M of ∆-dimension vector
d as follows.
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2
(
1
0
)
!)L
LLL
LL
LLL
LLL
6
u} rrr
rrr
r
rrr
rrr
r
3⊕ 3
!)K
KKK KKK
K
yysss
ss
5
(
1
1
)
qy llll
llll
ll
llll
llll
ll
%%KK
KKK
K
2⊕ 2
!)K
KKK KKK
K 4⊕ 4
&
FFF
FF
yysss
ss
))RRR
RRRR
R 6⊕ 6z=
(
1 0
1 1
)
u} sss
s
sss
s
3⊕ 3
yysss
ss
(
1
0
)
!)K
KKK
KK
KKK
KKK
1
||xxx
xx
x 5⊕ 5
qy llll
llll
ll
llll
llll
ll
%%KK
KKK
2⊕ 2
!)L
LLL
LL
LLL
LLL
4
))SSS
SSSS
SSSS
S
yyrrr
rrr
rr
6⊕ 6
(
1
0
)
u} rrr
rrrrrr
rrr
3
xxrrr
rrr
rr
5
&&LL
LLL
LLL
2 6
As before, i⊕ i means that the vector space is 2-dimensional. If not specified, the matrices
on the arrows connecting two vector spaces of the same dimensions are identity matrices,
and the other maps are determined by the commutativity relations.
(5) As a test, one can compute directly the endomorphism ring of M ,
EndDM = {f = (fi) | (f1, f2, f3, f4, f5|(M1⊕M2)5 , f6|(M1⊕M2)6) ∈ EndD(M1 ⊕M2),
(0, 0, 0, 0, f5|(R⊕T )5 , f6|(R⊕T )6) ∈ EndD(R⊕ T ) and f5Mβ∗ = Mβ∗f6}
and obtain dimk EndDM = 15, which is
∑6
i=1 d
2
i , and so M is rigid, by Theorem 4.
6.4. Case D. We have proven Theorem 7 for Case A, B and C, and it only remains to
prove for Case D. By relabeling we are in Case A as follows.
Lemma 30. Let Q be as in Case D and let P be a projective representation of Q. Then
there is a dimension vector c such that the AutAP -space Rep(D,P ) is generically equivalent
to the Gl(c)-space Rep(Q′, c) for some c ∈ Nn.
Proof. We relabel the vertices on the quiver, 1 7→ 1 and 2 + t 7→ n− t for all t ≥ 0. We are
then in Case A, and so the lemma follows from Lemma 20. 
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