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Abstract – The transition between linear and nonlinear regimes of the mode-coupling instability
(MCI) operating in a monolayer plasma crystal is studied. The mode coupling is triggered at
the centre of the crystal and a melting front is formed, which travels through the crystal. At
the nonlinear stage, the mode coupling results in synchronisation of the particle motion and the
kinetic temperature of the particles grows exponentially. After melting of the crystalline structure,
the mean kinetic energy of the particles continued to grow further, preventing recrystallisation of
the melted phase. The effect could not be reproduced in simulations employing a simple point-like
wake model. This shows that at the nonlinear stage of the MCI a heating mechanism is working
which was not considered so far.
Introduction. – Complex (dusty) plasmas are
weakly ionised gases containing micron-sized dust parti-
cles (“microparticles”) which charge up by the absorption
of the ambient plasma species (the particle charge Q is
roughly a thousand electron charges per micron of diam-
eter). In the laboratory, complex plasmas are often cre-
ated by radio-frequency (RF) discharges. Typically, the
microparticles are confined in the sheath region where
the (averaged) electric field is strong enough to compen-
sate for gravity. Due to their strong mutual interaction,
the microparticles can form strongly coupled (quasi-)two-
dimensional (2D) crystalline phases (analogous to colloids
[1]), called “plasma crystals” [2–5]. Here, the typical lat-
tice constants a are of the order of several hundred mi-
crons. The finite vertical extent of such monolayer essen-
tially depends on the strength of the vertical confinement
[5].
The sheath electric field induces a strong ion flow. The
microparticles act as “lenses” focusing the ion downstream
in a close region behind them. This region is vertically ex-
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tended over a fraction of the effective screening length [6].
This corresponds to a notable polarisation of the particle
screening cloud and is often referred to as “plasma wake”
[7–14]. The most common way to represent the plasma
wake is to add a point-like positive wake charge q at a
fixed distance δ downstream of the particle [15,16]. In this
“Yukawa/point-wake” model, the wake-mediated mutual
microparticle interaction is then represented by a super-
position of particle-particle and particle-wake interactions
both modelled by spherically symmetric Yukawa (Debye-
Hu¨ckel) potentials with effective screening length λ. Al-
though linear response models [6, 7, 14, 17] provide better
agreement with experimental results, Yukawa/point-wake
model makes the analysis of wake-based effects more trans-
parent.
In 2D plasma crystals, longitudinal and transverse
acoustic wave modes can be sustained. The correspond-
ing particle motion is purely horizontal and therefore
these modes are usually termed as “in-plane” modes.
Due to the finite vertical confinement (with eigenfre-
quency fv), a third fundamental wave mode associated
with vertical (“out-of-plane”) oscillations is established.
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The out-of-plane mode has an optical dispersion relation
[5, 15, 16, 18–20].
The shape of the dispersion relations depends critically
on the magnitude of the effective wake dipole moment
[21]: Under typical experimental conditions it is rather
large [≃ (0.2 - 0.3)|Q|a], which results in an “attraction ef-
fect” between the in-plane compressional mode and the
out-of-plane mode [21]. When the vertical confinement
is sufficiently weak and the interparticle forces are strong
enough, the attraction results in mode coupling giving rise
to lower and upper hybrid modes [21]. The hybrid modes
manifest in the phonon spectra as “hot spots” [22]. Their
intensities in the longitudinal and transverse spectra are
equal, due to elliptical polarisation [16, 21].
While the lower hybrid mode is decaying and thus does
not affect the stability of the crystal, the growing upper
hybrid mode induces the mode-coupling instability (MCI)
when the neutral gas damping is sufficiently weak [23].
The onset of this primary plasma-crystal specific melting
scenario can be well explained by linear theory (i.e., as-
suming small perturbations of the particle positions) based
on Yukawa/point-wake model [15, 16, 23]. After the onset
of MCI, a melting front is formed which propagates in
the direction of the maximum instability [25]. Once the
crystal becomes disordered after the mode-coupling onset,
the pertubations get large and thus the aforementioned
approach is no longer applicable. A more detailed inves-
tigation of this nonlinear evolution of the MCI is called
for.
In this Letter, we report investigations concerning the
transition between the regimes of linear and nonlinear
MCI. During the transition, a stripe pattern in the inter-
particle separation map indicates synchronisation of the
microparticle oscillations. The instability continued to
grow until complete destruction of the crystal lattice dur-
ing the nonlinear stage. This is most probably driven by
energy absorption from the ion flow (involving the spatial
variation of the particle charge and/or the screening pa-
rameter [26–28]). The underlying mechanism cannot be
explained within the linear regime: Simulations consider-
ing the latter show that the melting might saturate when
the monolayer is greatly “over-heated” and actually dis-
ordered.
Experiment. – A sketch of the experimental setup
is shown in Fig. 1: In a modified version of the Gaseous
Electronics Conference (GEC) RF reference cell filled with
argon gas (pressure p = 0.5 - 1Pa), a capacitively coupled
RF glow discharge (13.56 MHz at power P = 5 - 20W) was
established. The self-bias voltage was between −60 V and
−130 V. The plasma parameters in the bulk discharge were
deduced from Langmuir probe measurements [29] yielding
the electron temperature Te = 2.5 eV and the electron
density ne = 2×10
9 cm−3 (at p = 0.66Pa and P = 20W).
A monolayer was formed by levitating melamine-
formaldehyde microspheres in the sheath above the RF
electrode. The microparticles had diameter 9.19±0.14 µm
electrode
video camera
RF
laser sheet
dustparticles
k
x
y
θ
Fig. 1: (colour online) Sketch of the experimental setup. The
microparticles are confined above the RF electrode and are
illuminated with a horizontal laser sheet having a Gaussian
profile in the vertical direction. The inset shows the elementary
cell of hexagonal lattice and the frame of reference chosen in
this paper. The orientation of the wave vector k is measured
in respect to the x axis. The gray region inside the elementary
cell depicts a Voronoi cell.
and mass m = 6.1 × 10−13 kg. The horizontal extent of
the crystal was about 50 - 60mm, depending on the par-
ticle number. Here, we report a detailed investigation of
the MCI at p = 1.06Pa and P = 20W. In this condition,
the mean interparticle distance was a = 400 ± 20 µm in
the centre of the monolayer.
The microparticles were illuminated by a horizontal
laser sheet which had a Gaussian profile (with standard
deviation ≃ 75 µm) in the vertical direction. The sheet
thickness was approximately constant across the whole
crystal. The particles were imaged through a window at
the top of the chamber by a Photron FASTCAM 1024
PCI camera (operating at 250 frames per second). An
additional side-view camera was used to verify that our
experiments were carried out with a monolayer of parti-
cles.
Using a standard individual particle tracking technique
[30], the individual particle coordinates rj = (xj , yj , zj)
and velocities vj = (vxj , vyj , vzj) were extracted from each
frame with sub-pixel resolution. The velocity fluctuation
spectra were calculated by applying a fast Fourier trans-
form to the particle currents
V{x,y,z}(k, t) =
N∑
j=1
v{x,y,z}j e
ikxj(t), (1)
where j is the particle index, t is time, and N denotes
the number of tracked microparticles. The wave vector
k (in the horizontal plane) is along the x direction, i.e.,
k · rj = kxj . Any particular choice of the x-axis orien-
tation (with respect to the lattice principal axis) during
the analysis allowed the investigation of wave propagation
along any direction. Further on, we indicate the propaga-
tion direction by the angle θ, as shown in the inset of Fig.
p-2
Nonlinear regime of the mode-coupling instability in 2D plasma crystals
0 1 2 3
0
5
10
15
20
25
30
0 1 2 3 4
0
5
10
15
20
25
30
0 1 2 3 4 0 1 2 3 4
ka ka
10
30
F
re
q
u
en
cy
(H
z)
-3
Intensity (log scale, arb.u.)
-1.5 0
a) b)
Fig. 2: (colour online) Longitudinal fluctuation spectra of ve-
locity. The dust lattice waves propagate in a 2D monolayer
(the lattice constant is a = 0.40mm) along the principal lat-
tice axes. Panel a) is for the wave propagation along θ = 0◦,
panel b) for θ = 30◦. The intensity (in log scale) is color-coded,
revealing the dispersion of the mode. The hot spots bloom the
spectral intensities at smaller and larger k. For this example,
the argon pressure was p = 1.06 Pa and the RF power was
P = 20W.
1.
Fitting the fluctuation spectra measured at the onset
of MCI [fv = (30 ± 1)Hz] by the theoretical dispersion
relations [17,23,34], we evaluated the particle charge Q =
−(20600± 20%)e (e is the elementary charge) and screen-
ing parameter κ = a/λ = 0.7 - 0.95. The longitudinal and
transverse sound speeds were C‖ = 36.9 ± 5.0 mm/s and
C⊥ = 7.3 ± 1.5 mm/s, respectively, calculated from the
slopes of the in-plane dispersion relations.
The emergence of dark-red spots in the longitudinal
spectra (Fig. 2) at the frequency fhm ≃ 20Hz indicates
the position of the hybrid mode in the (k, f) plane. The
growth of the hybrid mode is very strong and thus the hot
spots bloom the spectral intensities at smaller and larger
k. The latter are better resolved and more clearly visi-
ble before the onset of MCI [22, 23]. Characteristically,
the hot spots leak into horizontal energy cascades (toward
lower k) and are more intense for the propagation direction
θ = 0◦ (Fig. 2a) than for θ = 30◦ (Fig. 2b), indicating
that θ = 0◦ is the direction of maximum instability growth
[16].
In Fig. 3, we illustrate the mode-coupling induced melt-
ing of a 2D monolayer. Fig. 3a is the mean kinetic energy
〈K〉 of particles as a function of time. Figs. 3b-d show the
interparticle separation, Voronoi cells, and the correspond-
ing local bond orientational order parameter, respectively,
each measured at four characteristic timepoints labelled
by I-IV.
Let us elaborate on these quantities: 〈K〉 is calculated
from the in-plane velocities by
〈K〉 =
m
2N
N∑
j=1
[
v2xj(t) + v
2
yj(t)
]
. (2)
The local bond-orientational order parameter of the n-th
particle |Ψ6(n)| is computed from its bond angles θnj with
the Nb nearest-neighbour particles by
Ψ6(n) =
1
Nb
Nb∑
j=1
ei6θnj , (3)
where θnj is relative to an arbitrary, but fixed, reference
axis.
|Ψ6| indicates the shear deformation grade of the corre-
sponding Voronoi cell: A perfectly hexagonal Voronoi cell
is indicated by |Ψ6| = 1, which decreases when the cell
is deformed. This is highly sensitive to any shear strain
in the crystalline structure and thus crystal disturbances
are easily detectable, well before the appearance of crystal
defects.
At the onset of MCI (timepoint I), the monolayer ex-
hibited a typical hexagonal structure (Fig. 3.Ic) [35], i.e.,
|Ψ6| . 1 almost everywhere (Fig. 3.Id). The interpar-
ticle separation was homogeneous [35] except for a slight
stripe pattern and a small number of defects (red spots
in Figs. 3.Ib-d). The instability was triggered in the re-
gion of highest particle density (central red spots in Figs.
3.Ib-d) and 〈K〉 started to grow at the rate Γ ≃ 1.7 s−1.
A melting front was formed (timepoint II) which rapidly
expanded outward (timepoint III) from the centre toward
the edges: The lattice structure got distorted, indicated
by the decrease of |Ψ6| (Fig. 3.IId), and more and more
deformed Voronoi cells (Fig. 3.IIc). The particle density
became inhomogeneous, which is reflected by the sharp-
ening and elongation of the stripe pattern in the map of
interparticle distances (Fig. 3.IIb,c). The stripes’ orien-
tation indicates the direction of strongest confinement for
which the instability growth is the fastest [23].
Together with the appearance of stripes, the particle
motion synchronises itself. (Compare movie in [36]. A
detailed study of synchronisation will be published else-
where.) This effect was not observed along the other prin-
cipal lattice axes, as the confinement was not completely
symmetric in our experimental device. During the spread
of the instability over the lattice, the kinetic energy 〈K〉
increased exponentially (timepoints II and III in Fig. 3a)
with practically constant growth rate. The rapid growth
of 〈K〉 indicates the fast transition from linear to nonlin-
ear stage of MCI resulting in rather large perturbations of
the particle positions.
Shortly after timepoint IV, at which the stripe pat-
tern almost disappeared (Fig. 3.IVb), the growth rate
increased notably at 〈K〉 ≃ 20 eV. Here, 〈K〉 was practi-
cally equal to the hexatic transition temperature ≈ 18 eV
[37–40], but below the actual Lindemann melting temper-
ature ≈ 28 eV [42–45]. Note, that the mean kinetic energy
does not necessarily reflect the local kinetic energy of par-
ticles.
Two seconds later on, the crystal fully melted. It is
noteworthy, that the melted phase did not recrystallise,
unless the RF power and/or gas pressure were increased.
This indicates that the dust particle cloud continuously
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Fig. 3: (colour online) Mode-coupling induced melting of a
2D monolayer at argon pressure P = 1.06 Pa and rf power
P = 20W. a) The mean dust particle kinetic energy 〈K〉 as
a function of time (the red dashed line is to guide the eyes).
For the time interval shwon, the amplitude of the out-of-plane
oscillations did not exceed the width of the laser sheet. b)
Snapshots of the local interparticle distance a at stages I-IV of
the melting. c) Snapshots of the corresponding Voronoi cells
highlighted by coordination number 5, 6 and 7. Larger and
smaller coordination numbers are coloured black. d) same as
(c) with the cells colour-coded by the value of the local bond
orientational order parameter |Ψ6|. The timepoints I-IV denote
the times 2 s, 3 s, 3.5 s, and 4 s respectively.
absorbed energy from the ambient plasma, e.g. by wake
effects or spatial variations of charge and screening length
[46].
Simulations. – We performed Molecular Dynam-
ics (MD) simulations [31, 32] written in CUDA C lan-
guage and ran on GPU computing cards (NVIDIA Tesla
C1060/C2050).
The Beeman predictor-corrector algorithm [47] was em-
ployed to solve the equations of motion
mr¨i +mνr˙i =
∑
j 6=i
Fij + Li +Ci, i = 1, 2, ..., N. (4)
for a monolayer comprised of N = 16384 particles (each
with a charge Q < 0 and mass m).
The monolayer was coupled to a thermostat at temper-
ature T . Li = L(ri) denote the Langevin forces which
were on average balanced by friction (damping rate ν)
and defined by their first two momenta
〈Li(t)〉 = 0, 〈Li(t+ τ)Lj(t)〉 = 2νmTδijδ(τ). (5)
Here, δij is the Kronecker symbol and δ(τ) denotes the
Dirac delta function.
The vectors Ci = C(ri) represent the confinement
forces from the horizontal and vertical parabolic poten-
tial wells with eigenfrequencies fh = 0.19Hz and fv =
23Hz, respectively. Under these conditions, the maximum
growth rate of the hybrid mode is larger than the damping
rate and thus the MCI is triggered.
For the mutual particle interactions, the Yukawa/point-
wake model was employed and the wake of the i-th particle
resided at rwi = ri − δeˆz. The resulting forces acting
between the i- and j-th particles read
Fij = −
Q2
r2ij
exp
(
−
rij
λ
)(
1 +
rij
λ
)rij
rij
+
|Q|q
r2wij
exp
(
−
rwij
λ
)(
1 +
rwij
λ
)rwij
rwij
, (6)
where rij = ri − rj and rwij = rwi − rwj . rij denotes the
interparticle distance and rwij is the distance from the
particle i to the wake of the j-th particle. The forces (6)
were accounted for without a cutoff radius.
Fig. 4 shows the results of our simulations (correspond-
ing to Fig. 3): Shortly after the MCI onset (timepoint 1),
the lattice structure showed no defects (|Ψ6| . 1 every-
where, compare to Fig. 3.Ic,d). The crystal was slightly
denser in its center, due to the horizontal confinement
forces. The Langevin thermostat induced small thermal
fluctuations (Fig. 4.1b).
Similarly to experiments, the kinetic energy started to
grow nearly exponentially (Γ ≃ 0.7 s−1) at timepoint 1.
Later on (timepoint 2), the upcoming stripe pattern (in
the regions of highest particle density) indicated the be-
ginning of lattice distortion. The stripes were oriented
perpendicularly to the direction of the maximal instabil-
ity growth, in agreement with our experiments and the-
oretical predictions [16]. Contrary to the experimental
counterpart, the deformations of the lattice cells in the
simulated crystalline structure (Fig. 4.2c,d) were hardly
visible whereas the stripe pattern was already observable.
〈K〉 reached approximately 6 eV (timepoint 3) when
|Ψ6| decreased in a notable number of lattice points (Fig.
4.3d) at the crystal centre. At this point, the stripe pat-
tern in the map of the local interparticle distance was very
strong (Fig. 4.3b).
Later on (timepoint 4, 〈K〉 ≃ 10 eV), the stripe pattern
disappeared and the crystal melted. This is indicated by
the large number of defects (Fig. 4.4c,d).
Most intriguing and unlike experimental observations,
the growth of the kinetic energy stopped when the crystal
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Fig. 4: (colour online) Same as Fig. 3, but the results
were obtained from MD simulations: A crystal coupled to a
Langevin heat bath and comprised of N = 16384 particles
(mass m = 6.1 · 10−10 g and charge Q = −19100e) was simu-
lated. The confining potential was parabolic in both horizon-
tal and vertical directions with respective eigenfrequencies of
fh = 0.19 Hz and fv = 23Hz. The effective screening length
was λ = 400 µm, the friction rate ν = 1.48 s−1. The timepoints
1-4 denote the times 2.5 s, 5 s, 7.5 s, and 8.5 s respectively.
was strongly distorted (Fig. 4.4c,d). Finally, 〈K〉 slowly
oscillated around 8 eV which is notably smaller than the
kinetic energy measured in the experiments during the
highly nonlinear stage (compare Fig. 3a after timepoint
IV).
The second striking difference in comparison with the
experiment is that no propagating melting front was ob-
served. Instead, the lattice defects (their number oscillat-
ing with time) were spread over the entire crystal. In sim-
ulation runs where too many structural defects appeared,
the kinetic energy stopped growing and even decreased
leading to recrystallisation. When recrystallisation took
place, the MCI was retriggered resulting in further cycles
of recrystallisation and MCI retriggering.
It is worth noting that the MCI seems to be highly sen-
sitive to lattice deformations: The kinetic temperature
growth rate was smaller for crystals having such defects.
To our best knowledge, this feature was never reported so
far.
Discussion and Conclusion. – The growth of parti-
cle kinetic energy during the transition from linear to non-
linear regime of the MCI (observed in both experiments
and simulations) is attributed to the exponential growth
of the hybrid mode. The corresponding growth rate Γeff
can be calculated from the linear theory: Integration of
the instability increment over the highly localised area of
the hot spots S+ [16] and subsequent consideration of the
long-time limit yields
Γeff(t) ≃ 2γmax −
1
t
ln
√
C‖C⊥S+t
pi
, (7)
where γmax denotes the maximum instability increment.
The experimentally observed increase of the energy
growth rate during the highly nonlinear stage cannot be
explained by the linear theory and thus a mechanism dif-
ferent from the bare growth of the hybrid mode must be
responsible.
To summarise: In experimental observations of the
MCI, a stripe pattern in the map of interparticle distance
was observed, affecting a quite large area of the crystal (di-
ameter ≃ 10a). The stripes indicated regions of shortened
and elongated interparticle distances. At this nonlinear
stage, the particle motion turned out to be synchronised.
A few seconds later a melting front was formed, which
travelled outward from the centre.
The nonlinear energy growth continued after the crys-
tal was melted, which is attributed to the (wake-induced)
microparticle energy absorption from the ion flow. This
feature was not observed in simulations of the linear
regime, where the MCI-induced lattice distortions were
distributed over the whole lattice (instead of forming a
melting front) and disturbed the resonant mechanism. If
too many defects appeared, the MCI broke down and the
energy growth stopped, followed by recrystallisation. It
can be concluded that in the nonlinear regime of the MCI
a heating mechanism is working which cannot be described
by the linear theory. This mechanism was not studied so
far and requires rigorous investigation which will be re-
ported in future communications.
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