Abstract-In the present day real time applications of visual object tracking in surveillance, it has become extremely complex, time consuming and tricky to do the tracking when there are occlusions are present for small duration or for longer time and also when it is done in outdoor environments. In these conditions, the target to be tracked can be lost for few seconds and that should be tracked as soon as possible. As from the literature it is observed that particle filter can be able to track the target robustly in different kinds of background conditions, and it's robust to partial occlusion. However, this tracking cannot recover from large proportion of occlusion and complete occlusion, to avoid this condition, we proposed two new algorithms (modified kalman and modified particle filter) for fast tracking of objects in the presence of occlusions. We considered the complete occlusion of tracking object and the main objective is how fast the system is able to track the object after the occlusion is crossed. From the experimental results, it is observed that the proposed algorithms have shown good improvement in results compared to the traditional methods.
I. INTRODUCTION
Object tracking is a fundamental and an important problem of dynamically extracting two-dimensional (2D) information in most visual applications including image processing, computer vision, video surveillance, human computer interaction (HCI) [1] . From the last few years, it has become a substantial research in the field of computer vision, more specifically, in the tracking of moving objects when the occlusions are present for longer time.
As the core basis of military systems, security observance, robot vision and intelligent security system, it's been one in every of the recent spots in the field of computer vision analysis. As a result of tracking usually uses a single, position fixed camera, and the high-speed moving target brings problems concerning dynamic interaction, Small target size, background clutter, low contrast with the background, appearance changes ,erratic motion and occlusions are some of the most common problems that make reliable tracking difficult to achieve.
From the above mentioned problems, the main challenge is the difficultness of target tracking formula. Among of these issues, the occlusion brings huge troubles. Therefore, a way to handle the occlusion is that the burning problem in an exceedingly robust tracking system [2] , [3] .
A filter is an algorithm that provides an efficient computational means to estimate the state of a dynamic system from a series of measurements. Filtering techniques can be used to improve model predictions by updating the model state variables sequentially i.e. each time an observation is available [4] . This paper is organized as follows, in section II explains about the basics of kalman and particle filter, Section III explains about the Visual object target tracking process using kalman and particle filter. Section IV explains about the proposed modified kalman and particle filter for the visual objet target tracking, Section V gives the experimental results for visual object tracking for the proposed methods and conclusions are given in section VI. 
II. KALMAN FILTER
The Kalman filter could be an algorithmic answer to the discrete-data linear filtering problem. There has been a lot of analysis has been done on this specific filter and it has been used extensively within the field of visual object tracking. As from the literature, the Kalman filter is one in every of the foremost widespread technique that's used for visual object tracking [5] , [6] .
A. The basic idea
The Kalman filter offers an estimate of the state of a dynamic system from noisy measurements. It offers a recursive minimum variance estimate of the state of the system. To be ready to apply the Kalman filter to present estimate of the position in setting, a discrete-time state space model is required. This consists of a state equation and a measuring equation.
The state equation is given by:
Explanation of the different variables and symbols are as follows: 
The measurement equation is: 
It looks that counting on the dimensions of Q, the random process noise variance matrix fea tures an important result on the error variance matrix. The worth of Q is often obtained before victimization it within the method that's to be calculable. But this tends to be somewhat of a tough task Q needs to simulate method noise for the method to be calculable, however it's difficult to get the amount of noise before the method is running. Unremarkably acceptable results may be reached once enough uncertainty is giving Q an inexpensive price. but the Kalman filter are able to do higher results once appropriate values for Q square measure found through standardization it with the assistance of a definite filter, this method is named system identification.
Update equations:
The equations required for changing the state of the system square measure given below as can be seen within the previous section, we tend to currently have associate a priori estimateˆk ) (
From the above " (7) From the "(7)" there still is one symbol that is still to be explained. The Kalman gain k K is a matrix which aims to minimize the a posteriori error covariance matrix. The equation for calculating the Kalman gain is:
From the above "(7)", it is observed that when the measurement error covariance matrix R reaches zero, which implies the Kalman gain will weigh the residual more heavily:
In this condition, the actual measurement k y is trusted more and more and also at the same time, the predicted The error covariance update equation is given as follows
The error covariance matrix k P which gives a statistical measure of the uncertainty in k x , it is a measure of the dispersion of k x around ˆk
The Kalman filter estimates a definite method by employing a type of feedback management. Initially it estimates the state of the system at a given time and afterward receives feedback from incoming measurements. In alternative words, initial it predicts what the state of the system are and, once receiving new measurements from sensors, these predictions are corrected. The first step to be taken now's to use the time update equations. These are answerable for projecting these values of the state and error variance estimates forward in time. Once this step is completed, there'll be new a priori estimates accessible for a next time step. To do this, getting a replacement system state estimate and a replacement error variance estimate matrix, the previous state and error variance estimates are used. If the method has simply started the initial values are going to be used, otherwise the last a posteriori estimates are going to be The Kalman filter incorporates a algorithmic nature, therefore this whole method are perennial till program termination. In each cycle of the method, i.e. once whenever and measuring update combine, the previous a posteriori estimates square measure accustomed calculate the new a priori estimates and from them the new a posteriori estimates.
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Repeat the steps 1 to 4 until tracking completes.
III. PARTICLE FILTER
One limitation of the Kalman filter is the assumption that the state variables are normally distributed (Gaussian). Thus, the Kalman filter will give poor estimations of state variables that do not follow Gaussian distribution. By using particle filtering this limitation can be over taken. [7] .
The fundamental and basic plan of a particle filter is to represent the posterior density of estimates making the point masses or particles and procure the estimates from this density. With every measurement, the particles area unit updated in order that they represent the new posterior resulting in the new estimates. Thus, one has got to sample the posterior density operate to get the particles. However, within the estimation method, posterior density isn't sometimes acknowledged. Hence, associate degree approximation to the posterior, referred to as importance operate or proposal operate that spans the complete calculable parameter area is employed to get samples. The particle filter algorithmic program provides a mechanism to consecutively sample the importance operates and update the samples to represent the posterior. So as to make sure that the samples effectively span the complete parameter area, a resampling procedure is additionally performed at every cycle [8, 9] . Particle filtering primarily combines the particles at a specific position into one particle, giving that particle a weight to replicate the quantity of particles that were combined to create it. This eliminates the necessity to perform redundant computations while not skewing the likelihood distribution. This can be Particle filtering accomplished by sampling the system to make N particles, then scrutiny the samples with each other to get an importance weight. once normalizing the weights, it resample N particles from the system utilizing these weights. This method greatly reduces the quantity of particles that has to be sampled, creating the system a lot of less computationally intensive [10] .
Particle Filters use multiple distinct -particles‖ (samples) to represent the distribution over the position of a tracked target. Every object is tracked exploitation of multiple particles. The Particles have a set of parameters that square measure wont to outline the state of our moving target in an exceedingly very uproarious background. Counting on the importance function and therefore the resampling approaches, there are many different types of particle filters. Given N particles (samples) at a time t-1, close to distributed per the posterior distribution, the particle filters will enable us to compute N particles at time t. [12] The basic algorithm of particle filter is described in the following simple steps: 1) Initialize the filter by guessing N points in the environment (assuming a uniform distribution); this is the set of N particles. 2) Based on the next control input(s), estimate new positions for the particles. 3) Based on the next observation, determine the probability of each particle. 4) Normalize the probabilities so that they sum to 1. 5) Randomly sample with replacement a new set of M particles from the set of N particles, with the probability of a particle being chosen equal to the normalized probability computed in step 4. 6) Keep the new set of particles and throw out the old set. Go to 2. The summary of the particle filter is outlined in the following steps [13] , [14] .
The system as well as measurement equations are given as follows:
Where k is the time index, x k is the state, w k is the process noise, y k is the measurement, and w k is the measurement noise. The functions f (.) and h (.) are timevarying nonlinear system and measurement equations. The noise sequences {w k } and {v k } are assumed to be independent and white with known pdf's. y k is an observation related to x k by a function h k .
1. Assuming that the pdf of the initial state p(x 0 ) is known, randomly generate N initial particles on the basis of the pdf p(x 0 ). These particles are 
Where each 
IV. PROPOSED ALGORITHM
Modified Particle Filter:
From the above given particle filter description, it's discovered that the tracking of object isn't quick once the occlusion is for extended time, to avoid this, we are proposing the subsequent modifications to the particle filter during which the following proposed algorithm gives better performance. Presume that throughout the initialization of the particle filter at time t=0, we have In the prediction part, we tend to use the set of samples t X containing the particles from the last iteration of the particle filter method, or, if it is the first time the algorithm is run, a group of particles which are randomly distributed X 0 . From X t all of the particles are used, and also the transition model which is which is linked to it. This weighing function is given by:
All of the weights of the particles are given according to a given observation likelihood. The result is a set of weights, which are not normalized yet. However this will be done by the end of the update phase.
The new set of particles x    .
During resampling phase , particles which are having a high weight are more probably to be drawn from the weighted set, some particles will most probably be picked several times. In general with a lower valued weight, have a more chance of being discarded. After getting the new set of particles, the weights yet to be normalized. This will be done in the last normalization-phase, which guarantees that sum of all weights will lead to one.
We have a uniformly distributed set of samples 0 X , obtained from sampling from the prior 0 () px
Step 1) for each particle Step 2) for i=1…I  the weight of each particle 
We can refer to it by the abbreviation RMSE. The traditional kalman filter and particle filter is applied for person tracking with complete occlusion. The RMSE of tracking person is very high when occlusion occurs which is shown in Fig. 9(a) . The modified kalman and particle filter algorithm is applied to the same scenario, tracking performance shows very low RMSE which are shown in Fig's. 9(b) , (c). Also it is observed that the modified kalman and particle filter algorithms have shown fast acquisition of the image for tacking after occlusion is crossed.
VI. CONCLUSIONS AND FUTURE SCOPE
In this paper, we have proposed two modified algorithms for visual object tracking based on kalman and Particle Filter algorithms. When the target is occluded largely or totally, the proposed methods are able to track the object much faster than the traditional methods. From the experimental results, it is observed that the system can be able to recover much faster from occlusion tracking loss and also the proposed algorithms have increased the robustness of the tracking system in visual object tracking. We tested the system with a variety of video data and the performance measure RMSE shown very satisfactory results. We can extend our work in multiple possible ways such as for learning based tracking, multiple objects tracking etc.
