Computer-aided geometric design and graphics has drawn heavily from differential geometry and vector geometry, but is only beginning to access the tools of classical algebraic geometry. We underscore the word classical because much modern algebraic geometry deals with abstractions that are far removed from the algorithmic nature of computer-aided geometric design and graphics, whereas classical mathematicians-those of 50 to 150 years ago-tended to write in less abstract terms. In this article, we discuss three problems, which were first discussed a century ago but which have lain dormant for decades. The discussion is intended for a general technical audience and presupposes only a modest background in algebra. The concepts are motivated by simple examples, and no rigorous proofs are included. Other references provide the interested reader with lucid expositions of the underlying theory'3 and advanced and specialized treatments4 5 We will discuss the following three problems:
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1. Implicitization problem. Given a planar curve defined parametrically as w(t) V= (t) where x(t), y(t), and w(t) are polynomials, find an implicit equation f(x,y) = 0 that defines the same curve.
2. Inversion problem. Given the x,y coordinates of a point that lies on a parametric curve V = w(S) w(t ) z = ZM find the parameter value t that corresponds to this point.
0272-1716/86/0600-0052$01.00 C 1986 IEEE 3. Intersection problem. Compute the points of intersection of two parametric curves using the implicitization and inversion techniques. We discuss implicitization and inversion together and then apply them to the intersection problem. Several works in computer algebra deal with these topics,6'7 and there are several works on the implicitization of curves8'9 and the implicitization of surfaces.10'1' There are also other applications of algebraic geometry to problems in computer-aided geometric design. 2"l3 Curve representation
Before we discuss these problems, let us look at curve representation in general. Basically, a planar curve can be defined in two ways: parametrically and implicitly. The parametric equation of a plane curve takes the form In these notes, we restrict ourselves to the case where x(t), y(t), w(t), and f(x,y) are polynomials.
Obviously, the parametric equation of a curve has the advantage of being able to quickly compute the x,y coordinates of several points on the curve for plotting. Also, it is simple to define a curve segment by restricting the parameter t to a finite range, for example 0 < t . 1. On the other hand, the implicit equation of a curve enables us to easily determine whether a given point lies on the curve, or if not, which side of the curve it lies on. Given that we have two different equations for curves, can we convert between representations for a given curve? The answer is yes; it is always possible to find an implicit equation of a parametric curve, but a parametric equation can generally be found only for implicit curves of degree two or one. Later in this article, we will discuss how to convert between representations using an important algebraic tool called the resultant. For fun, we also show how someone might tackle the implicitization problem before learning about resultants.
Brute-force implicitization
Consider this simple example of parametric-toimplicit conversion. Given a line z = t + 2 y =3t + 1
we can easily find an implicit equation that identically represents this line by solving for t as a function of x t =x -2 and substituting into the equation for y y = 3(z -2) + 1 or 3x-y-5 = 0. Note that this implicit equation defines precisely the same curve as does the parametric equation. We can also identify two inversion equations (for finding the parameter value of a point on the line): t = x 2 or t= (y -1)/3. This approach to implicitization also works for degreetwo parametric curves. Consider the parabola x = t2 + 1 y = t2 + 2t -2 We run into trouble, however, if we try to apply this implicitization technique to curves of degree higher than two. The critical step is expressing t as a function of x. For cubic and quartic equations, it can be done, but the resulting expression is hopelessly complex. For curves of degree greater than four, it cannot be done at all.
Further, we cannot obtain an inversion equation for this parabola the way we did for the straight line. For example, suppose we want to find the parameter of the point (5,-2), which we know lies on the curve. The bruteforce approach is to find the values of t that satisfy the equation T = 5 = t2 + 1 and then to compare them with the values of t that satisfy the equation y = -2= t2 + 2t -2 In the first case t = -2 or 2, and in the second case t = -2 or 0. The value of t that satisfies both equations is -2, which must therefore be the parameter value of the point (5,-2).
Resultants
Thus far our attempt at implicitization and inversion has been unsuccessful. An The resultant of f(t) and g(t), written R(f,g), is an expression in terms of the coefficients a, and bi such that a common root of f(t) and g(t) exists if and only if R(f,g) =0.
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We illustrate by finding the resultant of two cubic polynomials f(t)-a8ts + a2t2 + alt + ao g(t) = bSt3 + b2t2 + bit + bo
In other words, we want to determine whether a value a exists such that f(a) = g(a) = 0-without actually finding and comparing all roots of both polynomials. We begin by forming three auxiliary polynomials h, (t), h2 (t), and h3 (t) as follows:
where (a, b )-(a,. bj -ajb, ) and
Note that if a value a exists such that f(a) = g(a) = 0, then h, (a) = h2 (a) = h3 (a) = 0. We can therefore say that f(t) and g(t) have a common root if and only if the set of equations 
and therefore,
The same approach can be used to construct the resultant of polynomials of any degree. (Other sources present a more detailed algorithm for forming the elements of the determinant. '4) Applying the concept Let's now try the resultant approach on a couple of examples. First, let f(t) = t3 -2 t2 + 3 t + 1 and g(t) =2 t3 + 3 t2 t + 4. For this case,
We aren't interested so much in the actual numerical value of the resultant, just whether or not it equals zero.
In this case, R(f,g) = -1611 # 0, so we conclude that f(t) and g(t) do not have a common root.
Let us next consider the pair of polynomials f(t) = t3 -t2 1 t -4 and g(t) = 2 t3 -7t2 -5 t + 4. In this case 1-5 17 R(f,g)= |17 -60 112 -32 12 I -32 1 --64 l since R(fg) = 0, /(t) and g(t) do have a common root.
Note that the resultant simply determines the existence or nonexistence of a common root but does not directly reveal the value of a common root, if one exists. In fact, if the resultant is zero, there may actually be several common roots.
Determining the common root
We present two basic approaches to finding the common root of two polynomials: (1) solving a set of linear equations and (2) But, that implies that the n equations are linearly dependent, and we can discard one of them without losing any information. We discard the last equation, and then solve the remaining n-homogeneous equations in n homogeneous unknowns using Cramer's rule. It turns out that occasionally we run into trouble if we discard an equation other than the last one.'4 We illustrate Cramer's rule for the case f(t) = t3 -t2 _lI t-4 and g(t) = 2t3 -7t2 -5 t + 4. Recall that for this pair we have established that R(f,g) = 0. We have the set of equations 
-601 I Gauss elimination
A numerically superior algorithm for solving this set of equations is to perform Gauss elimination. Two other advantages of Gauss elimination are that (1) it can be used to ascertain whether the determinant is zero to begin with and (2) it reveals how many common roots there are. We will illustrate this approach with three examples, using integer-preserving Gauss elimination. We choose integer-preserving Gauss elimination because the lower right determinant element of the upper triangular matrix then becomes the value of the matrix.
Example 1: Our first example is one we considered earlier: /(t)= t3 -2t2 + 3t+ 1 and g(t) = 2t3 + 3t2 t+ 4. We set up the following set of linear equations and triangularize the matrix using integer-preserving Gauss elimination: 7 -7 2 X27 -7 2 X2 -7 -5 -11 Xi= 0 -84 -63 X = 0 2 -11 13 XOj W0 0 -1611 X We observe that the only solution to this set of equations is X2 = X = Xo = 0, and conclude that 1(t) and g(t) do not have a common root. Note that the lower right element -161 1 is the determinant of the matrix, or the resultant.
Example 2: We next examine the pair of polynomials /(t) = t3 -t2 lI1 t 4 and g(t) = 2t3 -7t2 5t+ 4 Integers We illustrate first on a pair of integers: 42 and 30. First we assign the larger to be the numerator and the other to be the denominator:
Step 1: 42= 1 remainder 12.
30
We now take the remainder of the first step and divide it into the denominator of the first step:
Step 2: 30 = 2 remainder 6.
12
We continue dividing the remainder of the preceding step into the denominator of the preceding step, until we obtain a zero remainder. This happens to occur in the third step for this problem:
Step 3: 12 = 2 exactly. 6 According to Euclid's algorithm, the second-to-last remainder is the GCD. In this case, the second-to-last remainder is 6, which is clearly the largest integer that evenly divides 30 and 42.
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Polynomials
Example 1: We illustrate how Euclid's algorithm works for polynomials by using the same three examples we used in the previous section. For the polynomials f(t) = t3 -2t2 + 3t+ l and g(t) = 2t3 + 3 t2 -t + 4, we have
Step 2t + 3t2 t+4= 2 remainder 712 7t + 2 2-22 + 3t + 1
Step 2: s-2t2 + 3t + 1 t -1 remainder 12t +9 7t2-7t+2 7 7
Step 3: 77t2-7t + 2 = 196t -343 remainder 1253
(1 2t + 19)/*7 48 16 root. We want to apply that tool to converting the parametric equation of a curve given by w tw() and g(t)= t3 -7t2 +14t-8:
Step 1:
Step 2 US -7t2 + 14t -8 t -4 remainder 0 t2-3t + 2
The GCD is t2 3t + 2, and the common roots are the roots of the equation t2 -3 +t 2 = 0, which are t = 1 and t= 2.
Implicitization and inversion
We have just discussed resultants, a powerful tool for determining whether two polynomials have a common View p(x,t) as a polynomial in t whose coefficients are linear in x, and view q(y,t) as a polynomial in t whose If we now compute the resultant of p(x,t) and q(y,t), we do not arrive at a numerical value, but rather a polynomial in x and y, which we call f(x,y). Clearly any x,y pair for which /(x,y) = 0 causes the resultant of p and q to be zero. But if the resultant is zero, then we know that a value of t exists for which p(x,t) = q(y,t) = 0. In other words, all x,y values for which f(x,y) = 0 lie on the parametric curve, and therefore /(x,y) = 0 is the implicit equation of that curve. The following examples clarify.
Example 1: In the first example we apply this technique to the parabola we implicitized earlier using a brute-force method:
We begin by forming p(x,t) = -t2 + (x-1) and q(y,t) = _t2 2t + (y+ 2). The resultant of two quadratic polynomials a2 t2 + a, t+ ao and b2 t2 + bi t + bo is I(a2b1) (a2bO) |(a2bo) (albo) and so the resultant of p(x,t) and q(y,t) is l 2 z-y-3l R(p,q) = -y-3 2z-2 = + 2zy -y2 + 10 -6y - 13 IEEE CG&A 56 which is the implicit equation we had obtained earlier.
We can write an inversion equation for this curvesomething that eluded us in our ad hoc approach:
[ 2 z-y-3 z-y-3 2:-2j11f from which t = -1 + y + 3 or t= 2z* 2 2
x-y-3
Example 2: We next implicitize the cubic curve ( Figure  1) The two curves intersect nine times (Figure 2) , which is the most that two cubic curves can intersect. ' We have already implicitized the first curve (in our discussion on implicitization and inversion), so our intersection problem requires us to make the substitutions 
