Abstract-Super point is a special host in network which communicates with lots of other hosts in a certain time period. The number of hosts contacting with a super point is called as its cardinality. Cardinality estimating plays important roles in network management and security. This paper devises a novel algorithm SRLA to estimate the cardinality of super point over sliding time window. SRLA records host cardinality by a novel structure which could be updated incrementally. In order to reduce the cardinality estimating time at the end of every sliding time window, SRLA generates a super point candidate list while scanning packets and calculates the cardinality of host in the candidate list only. It also has the ability to run parallel to deal with high speed network in line speed. This paper gives the way to deploy SRLA on a common GPU. Experiments on real world traffics which have 40 GB/s bandwidth show that SRLA successfully estimates super point's cardinality in real time under sliding time window.
I. INTRODUCTION
Suppose there are two networks AN et and BN et. These two networks are contacting with each other through an edge router ER. AN et might be a city-wide network or even a country-wide network. And BN et might be another citywide network or the Internet. All traffic between AN et and BN et could be observed from ER. For a host aip ∈ AN et, the number of hosts in BN et which sending packets to or receiving packets from it in a certain time period is called aip's cardinality. When aip's cardinality is more than a threshold θ, aip is called a super point.
Super point is very important in network management and security because it takes up great percent of the total traffic while its number is only a fraction of the total hosts. Many network events relate with it, such as DDoS, network scanning and so on. Super point detection and cardinality estimation has been researched for a long time because of its importance [1] [2] [3] . And many excellent algorithms have been proposed recent years [4] [5] . But these algorithms only work for discrete time window, under which there is no duplicating time period between two adjacent windows. This paper firstly proposed a sliding time window available super point cardinality estimation algorithm SRLA. SRLA is also a parallel running algorithm which could be deployed on GPU for nowadays high bandwidth network [6] [7] .
In the next section, we will introduce previous super point detection algorithm under discrete time window and analyze their merit and weakness. In section 3, two sliding time window available cardinality estimators, sliding rough estimator and sliding linear estimator, are proposed. Section 4 introduces the novel algorithm SRLA and describes how it does to detect super points and estimate the cardinality under sliding time window. In this section, a method to deploy SRLA on GPU is also proposed. Section 5 shows experiments of real world 40Gb/s core network traffic. And we make a conclusion in the last section.
II. RELATED WORK
Super point detection is a hot topic in network research field. Shobha et al. [8] proposed an algorithm that did not keep the state of every host so this algorithm can scale very well. Cao et al. [9] used a pair-based sampling method to eliminate the majority of low opposite number hosts and reserved more resource to estimate the opposite number of the resting hosts. Estan et al. [10] proposed two bits map algorithms based on sampling flows. Several hosts could share a bit of this map to reduce memory consumption. All of these methods were based on sampling flows which limited its accuracy.
Wang et al. [11] devised a novel structure, called double connection degree sketch (DCDS), to store and estimate different hosts cardinalities. They updated DCDS by setting several bits simply. In order to restore super points at the end of a time period, which bits to be updated were determined by Chinese Remainder Theory(CRT) when scanning packets. By using CRT, every bit of DCDS could be shared by different hosts. But the computing process of CRT was very complex which limited the speed of this algorithm.
Liu et al. [12] proposed a simple method to restore super hosts basing on bloom filter. They called this algorithm as Vector Bloom Filter(VBF). VBF used the bits extracted from a IP address to decide which bits to be updated when scanning packets. Compared with CRT, bit extraction only needed a small operation. But VBF would consume much time to restore super point when the number of super points was very big because it used only four bit arrays to record cardinalities.
Most of the previous works only focused on accelerating speed by adopting fast memory but they neglected the calculation ability of processors. Seon-Ho et al. [13] first used GPU to estimate hosts opposite numbers. They devised a Collisiontolerant hash table to filter flows from origin traffic and used a bitmap data structure to record and estimate hosts' opposite numbers. But this method needed to store IP address of every flow while scanning traffic because they could not restore super points from the bitmap directly. Additional candidate IP address storing space increased the memory requirement of this algorithm.
All of these algorithms can not work under sliding time window because they must reinitialize their data structures at the beginning of every window. And they consume too much time when estimating cardinalities which is longer than the step of window sliding. In the following part, an incrementally updating and fast estimating algorithm is proposed to detect super point and estimate their cardinalities under sliding time window.
III. SLIDING CARDINALITY ESTIMATION
Host's cardinality estimation is the key step of SRLA. In this section, we will firstly give the definition of sliding time window and then introduce two novel cardinality estimators under sliding window.
A. sliding time window definition
Discrete window and sliding window are two kinds of time period for cardinality estimating.
Traffic passing through ER could be divided into successive slices which have the same duration. The length of a time slice could be 1 second, 1 minute or any period in different situations. Every time slice is identified by a number. A sliding time window W (t, k) contains k successive slices starting from the t time slice. Sliding time window will move forward one slice once a time. So two adjacent sliding time windows contain k − 1 same slices. When k is set to 1, there is no duplicate time period between two adjacent windows, which is the case of discrete time window.
Let AN et be the network from which we want to detect super points. For a host aip ∈ AN et, if there are more than θ different hosts in BN et communicating with it through ER in a sliding time window W (t, k), aip is called a super point. How to estimate the number of different hosts is a key step.
B. Sliding rough estimator
Let IP pair(aip, t, k) represent the stream of aip's IP pairs in W (t, k) where aip ∈ AN et. aip's IP pair is a set of two IP addresses extracting from a IP packet whose source or destination IP address is aip. Denote OP (aip, t, k) as the set of aip's opposite hosts in W (t, k). |OP (aip, t, k)| is aip's cardinality in W (t, k). Working under sliding time window, a cardinality estimator needs to know if a host bip ∈ BN et appears in IP pair (aip, t, k) at the end of slice k − 1. We devise a new recorder, distance recorder DR, to solve this problem.
DR is a recorder which consists of z bits. It records the distance between the nearest slice where < aip, bip j > appears and the current scanning slice.
DR has the following operations: DRinit(dr) initializes dr to the maximum; DRset(dr) sets dr to zero; and DRslide(dr) increments dr by 1 if the value of dr is smaller than the maximum. Two or more DR could be merged into a new one by DRjoin(dr 1 ,dr 2 ) which returns the max value of dr 1 and dr 2 .
These operations make sure that DR holds the correct distance for a certain IP pair or a certain host in network BN et. To saving memory and reducing processing time, estimator methods are required. When detection super point, an estimator only needs to tell if a host is super point or not. Under this requirement, a memory efficient algorithm, sliding rough estimator SRE, is devised. SRE contains g DR.
For every host bip in IP pair(aip, t, k), SRE hashes it to a random value between 0 and 2 32 − 1 by a hash function [14] H 1 . The least significant bit LSB of this hashed value will be compared with an integer. LSB is the index of the first '1' bit position starting from 0. If LSB(H 1 (bip)) is smaller than an integer τ , this IP will not be recorded by SRE where τ is derived from θ by equation 1.
When LSB(H 1 (bip)) ≥ τ , a bit selected by H 2 (bip) will be set where H 2 is another hash function mapping bip to a value between 0 and g − 1. After updating a DR, if |SRE| k is no smaller than ρ * g, |OP (aip, t, k)| is judged as bigger than θ by SRE, where ρ = 0.99 * (1 − e −1/3 ). ρ is acquired from [15] . SRE deals with every host in IP pair(aip, t, k) in this way.
From the process of SRE we can see that it detects super points easily. But it is a light weight estimator and can't give an accurate cardinality estimation. We first use SRE in paper [16] to detect super points over sliding time window. But paper [16] can't estimate the cardinality of super point. In order to make up this shortage, this paper proposes the following sliding linear estimator.
C. Sliding linear estimator
Linear estimator, LE, is a famous cardinality estimation algorithm [17] . It uses g bits, which are initialized to 0 at the beginning of a discrete time window, to estimate host's cardinality. When scanning a host bip in IP pair(aip, t, k), one bit in LE selected by hash function H 3 will be set. H 3 (bip) maps bip to a random value between 0 and g −1. Let |LE| represent the weight of LE, which means the number of 1 bit in it. At the end of a discrete time window, |OP (aip, t, 1)| will be estimated by the following equation.
But LE only works when k = 1. In order to estimate cardinality under sliding time window, sliding linear estimator SLE replaces the g bits in LE with g DR. The weight of SLE denoted as |SLE| k is the number of short integer whose value is smaller than k. SLE estimates a host's cardinality by equation 3.
According to paper [17] , the estimating accuracy of SLE depends on the value of g , the bigger g is, the more accurate the estimating result will be. But a big g requires more time to calculating |SLE| k which increasing the estimating time. So SLE is only fit to estimate cardinality of candidate super points at the end of a time slice instead of estimating every time while scanning IP pair. When combining SRE with SLE, an novel sliding time window super point's cardinality estimating algorithm SRLA is proposed. After scanning all IP pairs in this time slice, the cardinality of hosts in the candidate super point list could be acquired from SEA by the algorithm described in the next section.
IV. DETECT SUPER POINTS AND ESTIMATE

B. Estimate cardinality of super point
SEA uses fixed number of SE, u * v SEs, to estimate the cardinalities of all hosts in AN et. This causes that a SLE will record more than one hosts' cardinalities and the result will be over estimating. In order to reduce the influence, u SLEs will be used together and a host's cardinality will be estimated from the union SLE. But when there are many distinct IP pairs in a slice, there are still many DR in the union SLE setting by other hosts. Estimating the number of these error DR and remove them from the union SLE helps to improve the accuracy of cardinality estimation.
Let |LDR(i)| k represent the number of all SLEs' DR in the ith row whose values are smaller than k. Then the probability that a DR of a SLE in the ith row is set by some host is P SLE dr
|LDR(i)|
k could be acquired by scanning every SLE in the ith row. Suppose a SLE is used to record the cardinality of a host aip exclusively. Then |SLE| k is expected to be
, according to equation 3. In the union SLE, every one of the rest g − d 1 DR will be set by some other hosts with probability UP SLE dr as shown in the following equation.
Let |ULE(aip)| k represent the number of DR in the union SLE whose values are smaller than k. Then |ULE(aip)
. And aip's cardinality could be estimated by the following equation. 5 gives a more accurate estimation by removing the error setting DR from ULE. The cardinality of every host in the candidate super point list will be estimated in this way.
C. Deploy on GPU
While scanning IP pairs, SRLA only sets some SI, DR. Both SI and DR could be set by several threads at the same time without causing any mistakes, because a bit or a DR is still being "1" or zero after setting several times. So several IP pairs could be processed concurrently. GPU is a special device which contains plenty computing cores and has high memory accessing throughput. Although the ability of every single core of CPU is a little stronger than that of GPU, but the total computing resource of a GPU card is much more abundant than that of CPU considering the plenty number of cores a GPU containing.
GPU is good at these tasks which process huge data with the same instructions. SRLA is such one that scanning different IP pairs by the same algorithm. But GPU could only access its own memory directly, so these IP pairs should be stored in a buffer and then copied to GPU's graphic memory as shown in figure 2. Before SRLA starting, SEA will be initialized on GPU's graphic memory to be accessed by GPU threads directly. When the IP pairs buffer is full, it will be sent to GPU's global memory by PCIe bus. After receiving these IP pairs, GPU launches thousands of cores to deal with them at the same time. Stream processor SP is a set of hundreds of computing cores. A GPU card contains several SP s. Every SP reads a part of IP pairs in the buffer and distributes them to different cores for further processing. Every core runs the same algorithm to update SEA and candidate super point list CSIP in a time slice. After scanning all IP pairs in a time slice, every computing core estimates cardinality of candidate super point by equation 5. Then every DR in SEA will be incrementally updated by DRslide operation for packets scanning in the next time slice. Because the number of DR is fixed, so DR updating could be finished in fixed duration.
Let C u represent the time of IP pairs scanning, C e represent the time of candidate super point's cardinality estimation and C s represent the duration of a time slice. In order to deal with high speed network traffic in real time, C u + C e must be smaller than C s . Cardinality of candidate super point will not be estimated until the end of a time slice, so the estimating latency under sliding time window is C s + C e .
V. EXPERIMENT
To evaluate the performance of SRLA, we use a real world traffic collecting from the node of JiangSu province of CERNET [18] . The experiment data are two one-hour traffics starting from 13:00 on October 21 and 23, 2017. There are two parts in our experiments: super point cardinality estimation under discrete time window and super point cardinality estimation under sliding time window. In both of these parts, super point's threshold θ is set to 1024. The experiment runs on a PC with GPU card Nvidia GTX 650, 1 GB graphic memory.
A. discrete time window experiments
The parameter of the discrete time window is set to C s = 300 seconds, k = 1 and z = 1. There are 12 discrete time windows in a one-hour traffic and the average information of these two traffics are listed in talbe I.
In table I, "#AN etIP " and "#BN etIP " mean the number of hosts in AN et and BN et separately and "#F low" means the average number of distinct IP pairs in a discrete time window.
Accuracy is a key merit of cardinality estimation. We measure the accuracy by false positive rate(FPR), false negative rate(FNR) as defined below. FPR may decrease with the increment of FNR. If an algorithm reports more hosts as super point, its FNR will decrease but FPR will increase. So we use the sum of FPR and FNR, total false rate TFR, to evaluate the accuracy of an algorithm.
The parameters of SEA influence the accuracy of SRLA. We firstly compare the accuracy of SRLA with different u, v and g . Figure 3 and 4 show the average accuracy of SRLA under the 12 discrete time windows of different traffics and parameters. Every sub figure compares the accuracy of SRLA under different g , changing from 1024 to 8192. Big g helps to reduce T F R in most cases. But big g requires more time to acquire |SLE| k which will cause a big C e . T F R also decreases gradually with the increase of v. But when v grows to 131072 from 65536, T F R decreases slightly but memory doubles. SRLA has the lowest false rate when g , u and v are set to the biggest value. But memory requirement and C e also grow rapidly. When g = 1024, v = 65536 and u = 4, SRLA's false rates are small enough and in the following experiments, SRLA's parameters are set as these values. And when running under discrete time window, z = 1 is enough for DR.
To compare the performance of SRLA with other algorithms, we use DCDS [11] , VBFA [12] , GSE [13] to compare with it. Table II lists the average result of all the 24 discrete time  windows. GSE has a lower FPR than other algorithms. It can remove fake super points according the estimating flow number. But GSE may remove some super points too, which causes it has a higher FNR. Because it uses discrete bits to record host's cardinality, collecting all of these bits together when estimate super points cardinality will use lots of time. DCDS uses CRT when storing host's cardinality. CRT has a better randomness which makes DCDS has a lower FNR. But CRT is very complex containing many operations. So DCDS's speed is the lowest among all of these algorithms. VBFA has the fastest speed but its TFR is higher than that of SRLA.
From table II we can see that, SRLA uses the smallest memory, smaller than one-twentieth of others' memory. Because SRLA generates a candidate super point list while packets scanning, so it has the smallest C e , only 4 milliseconds. And SRLA is the only one which can run under sliding time window.
B. sliding time window experiments
In the sliding time window experiments, a time slice is set to 1 second, k is 300 and z equals to 16. We let the window sliding from W (0, 300) to W (3299, 300) and SRLA runs on traffic 2017-10-21. SRLA's FPR, FNR and TFR are illustrated in figure 5, 6 and 7. Under most sliding time window, SRLA has a low FNR, smaller than 1.5%. When FNR is small, FPR is relative high. But the total false rate is stably small. When under sliding time window, SRLA has the similar accuracy when it runs under discrete time window. This proves that SRLA estimates super point cardinality successfully under sliding time window on GPU. In the sliding time window experiments, SRLA's average C e is 100 milliseconds which is more than that under discrete time window. Because in sliding time window, z is set to 16 and SRLA requires more time to calculate |SLE| k . But C e + C u is still much smaller than C s and SRLA's average C u is 109 milliseconds for every single slice. So SRLA can detect and estimate the cardinality of super point in real time under sliding time window.
VI. CONCLUSION Super point cardinality estimation under sliding time window is an important and difficult task on network management. Incremental updating and small estimating time are two special difficulties in it. SRLA proposed in this paper is the first one solving this problem in real time with a common GPU. In order to reduce the super point's cardinality estimation time, SRLA generates a candidate super point list while scanning IP pairs. This candidate super point list is acquired by the light weight sliding estimator SRE. At the end of a time slice, SRLA estimates every candidate super point in the list by sliding linear estimator SLE. SLE gives a high accuracy estimation of a host's cardinality. When running on a common GPU, SRLA estimates the super point cardinality in real time for a 40Gb/s network.
