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Abstract
With the advance in the fields of computer science, control and optimization, it is now
possible to build aerial vehicles which do not need pilots. An important capability
for such autonomous vehicles is to be able to generate their own path to navigate
in a constrained environment and accomplish mission objectives, such as reaching
waypoints in minimal time. To account for dynamic changes in the environment, per-
turbations, modeling errors and modifications in the mission scenario, the trajectory
needs to be continuously re-optimized online based on the latest available updates.
However, to allow for high update rates, the trajectory optimization problem needs
to be simple enough to be solved quickly. Optimizing for a continuous trajectory of a
dynamically-constrained vehicle in the presence of obstacles is an infinite-dimension
nonlinear optimal control problem. Such a problem is intractable in real-time and
simplifications need to be made.
In this thesis, the author presents the mechanisms used to design a path-planner
with real-time and long-range capabilities. The approach relies on converting the
optimal control problem into a parameter optimization one whose horizon can be re-
duced by using a global cost-to-go function to provide an approximate cost for the tail
of the trajectory. Thus only the short-term trajectory is being constantly optimized
online based on a mixed integer linear programming formulation that accounts for the
vehicle’s performance. The cost-to-go function presented in this thesis has the feature
to be tailored to both the environment and the vehicle’s maneuvering capabilities.
The author then implements and demonstrates a path-planner software based
on the presented approach for a real unmanned helicopter, the Renegade, that flew
within the DARPA SEC program. A full description of the capabilities and functions
supported by the planner software are provided. Hardware-in-the-loop simulation
results are provided to illustrate the performance of the system.
Thesis Supervisor: Eric Feron
Title: Visiting Professor
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Chapter 1
Introduction
Unmanned aerial vehicles are being increasingly developed for both military and civil
purposes with applications ranging from reconnaissance, search and rescue, target
acquisition, combat, surveillance, to environmental monitoring, disaster area surveys,
scientific mapping, communication relays and law enforcement. An important capa-
bility for such autonomous vehicles is to be able to generate their own optimal path
to navigate in a constrained environment and accomplish their mission objectives.
In this thesis, the author presents the design, implementation and experimenta-
tion of a path-planner that was developed on a DARPA-owned unmanned helicopter
known as the Renegade, within a DARPA Software Enabled Control (SEC) program.
The trajectory planning process relies on the combination of two techniques derived
from existing terrain-based and optimization-based approaches to trajectory plan-
ning. In the following background section, the author provides a short presentation
of each of these approaches and also tackles other existing path-planning techniques
with real-time and long-range capabilities to situate this work in its context.
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1.1 Background
1.1.1 Environment-based Path-Planning Techniques
A simple way to navigate from a starting location to a goal in the presence of obstacles
is to generate a path based on the geometry of the environment. Two main techniques
are tackled below: the potential field and terrain decomposition ones.
Potential Field Approach
A vast literature exists addressing motion planning [1]. One of the earliest approach
is probably the one based on potential fields. This method, widely used for motion
planning in Robotics, consists in using the geometry of the terrain to generate a po-
tential function whose gradient indicates the optimal path to follow from any location
in the environment. The terrain is mapped into a potential field where the optimal
paths correspond to paths with highest negative slopes.
Let us consider a simple example to illustrate this method. Given an initial
position Xi and a desired final location Xf , the simplest potential field one could use
is the distance between any given point in the terrain and the goal, formulated as a
2-norm: f(X) = ‖X − Xf‖. This function is continuous and following the gradient
from the starting position would give the shortest path to reach the goal. In the
presence of obstacles, a penalty field ”g” can be added to ”f”. The resulting potential
function will display ”hills” at the location of the obstacles and will have for effect
to divert the vehicle away from the obstacles. However, one major drawback of the
potential field method is that if the obstacles are not convex, the potential field may
contain local minima in which the vehicle can get trapped.
Another terrain-based method which does not have such a drawback is presented
next.
Environment Decomposition Approach
Another very popular approach for motion planning is the one based on a decompo-
sition of the environment. It is indeed possible to decompose the environment into a
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finite set of obstacle-free points and use these to generate a cost-to-go function that
indicates the shortest-path in such a way that there are no local minima.
Although there exists many geometrical ways to decompose the environment in
the literature [2], [3], [4], let’s consider a simple example in which it is decomposed
into a set of equally spaced nodes in all three dimensions. The positions xi, yj and
zk of a node with indices i, j and k are:
xi = x0 + i ∗ d
yj = y0 + j ∗ d
zk = z0 + k ∗ d
where d is the distance between two neighboring nodes. It is then possible to build a
network by only considering the nodes that are not within an obstacle and by linking
each node with its neighbors. Optimization techniques such as Dijkstra’s algorithm
[5] can then be applied to find the shortest path within the network from the initial
position to the desired final one. Such a method is guaranteed not to produce local
minima at which the vehicle would be trapped since the cost associated with each
node originates from a feasible path between neighboring nodes to the goal. However,
the terrain-based techniques all suffer from the fact that the actual states, dynamics
and performance of the vehicle are not accounted for in the path-planning process.
1.1.2 Optimization-based Trajectory Planning
Instead of generating a path from the geometry of the environment alone, it is possible
to set the trajectory planning as an optimization problem whose objective expresses
the mission goals and constraints account for the environment’s characteristics and
performance of the vehicle. Modeling the dynamics of the vehicle as constraints of
the optimization problem ensures that the optimized trajectory will be feasible for
the vehicle and will be tailored to its capabilities. However, such a problem, which
allows for solving the optimal control commands as functions of time, is nonlinear and
of infinite dimension. For example, let us consider the case of a vehicle with given
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nonlinear dynamics and given performance, which needs to navigate in minimum time
from an initial position xi, yi, zi to a final one xf , yf , zf while avoiding the obstacles
in the environment. This trajectory planning problem can be formulated as follows:
minimizeu(.) tf (1.1)
subject to:
x(ti) = xi, y(ti) = yi, z(ti) = zi (1.2)
x(tf ) = xf , y(tf ) = yf , z(tf ) = zf (1.3)
X˙ = g(X, u, t) with X =

x
y
z
 (1.4)
vmin ≤ v(t) ≤ vmax (1.5)
amin ≤ a(t) ≤ amax (1.6)
x(t) ∈ Ω (1.7)
where u(t) is the control command, v(t) the velocity, a(t) the acceleration, x˙ =
g(x, u, t) the equation for the nonlinear dynamics, vmin, vmax, amin, amax the perfor-
mance limitations on the vehicle and Ω is the obstacle-free space.
Because of its infinite dimension and nonlinear nature, such a problem is in-
tractable in real-time. Simplifications need to be made. As described in [6], [7] and
[8] the above path-planning problem can be formulated in the mixed integer linear
programming (MILP) framework for more simplicity and real-time performance.
MILP Formulation
The mixed integer linear programming framework allows for minimizing over a finite
horizon a piecewise-linear objective subject to piecewise-linear and logical constraints.
The first step in the simplification process is to reduce the dimension by converting
the optimal control problem into a parameter optimization one. This can be done
by sampling the time interval and using approximate integration and derivation tech-
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niques. We will assume, for now, that the final position xf , yf , zf can be reached
within a finite horizon of N seconds. Let us now reformulate the previous trajectory
optimization problem using MILP.
The minimum-time arrival objective (1.1) and arrival conditions (1.3) can be for-
mulated using binary variables barr[k] ∈ {0, 1}:
minimizeu[.]
∑N
k=0(k + 1)barr[k] (1.8)
subject to:
x[k]− xf ≤M ∗ (1− barr[k]) (1.9)
xf − x[k] ≤M ∗ (1− barr[k]) (1.10)
y[k]− yf ≤M ∗ (1− barr[k]) (1.11)
yf − y[k] ≤M ∗ (1− barr[k]) (1.12)
z[k]− zf ≤M ∗ (1− barr[k]) (1.13)
zf − z[k] ≤M ∗ (1− barr[k]) (1.14)
The constraints (1.9), (1.10), (1.11), (1.12), (1.13), (1.14), become equivalent to (1.3)
when barr[k] = 1 and are relaxed when barr[k] = 0 if M is chosen to be bigger than
any possible value the left-hand side of the inequalities can take. Therefore, the
binary barr[k] can be equal to 1 only if the vehicle has reached the goal and can
always be equal to 0. However, since the objective that is being minimized is an
increasing function of the time at which barr[k] equals 1, the optimizer will look for
the commands u[k] that make this binary equal to 1 as soon as possible, thus making
the vehicle reach the goal in minimal time. The following constraint ensures that the
goal has to be reached and is feasible since we assumed the goal was reachable within
the horizon of N seconds:
N∑
k=0
barr[k] = 1 (1.15)
Objective (1.8) and constraint (1.15) correspond to the case in which we want to
reach the goal as soon as possible, but without having to stay there more than one
time step. It is also possible to formulate the case in which we want to reach the goal
15
as soon as possible but with the additional constraint of staying there once we reach
it. The difference between these two cases is that in the first case the vehicle will fly
through the goal with a high velocity while in the second case it will slow down as it
reaches the goal and stop/hover at its location. The second case can be formulated
as follows:
minimizeu[.] −
∑N
k=0 2
k+1barr[k] (1.16)
subject to:
x[k]− xf ≤M ∗ (1− barr[k])
xf − x[k] ≤M ∗ (1− barr[k])
y[k]− yf ≤M ∗ (1− barr[k])
yf − y[k] ≤M ∗ (1− barr[k])
z[k]− zf ≤M ∗ (1− barr[k])
zf − z[k] ≤M ∗ (1− barr[k])∑N
k=0 barr[k] ≥ 1 (1.17)
The constraint (1.17) allows for staying at the goal location. Let us now consider the
objective (1.16). The weighting coefficients 2k+1 have the following property:
∀i > 0, ∑ik=0 2k+1 < 2i+2 (1.18)
This property used in the objective ensures that it is always better to arrive later but
stay at the goal than to arrive earlier but not be able to stay. Since the objective
is a decreasing function of the binary variables barr[k], the optimizer will look for
the commands that make as many barr[k] equal to 1 as possible with the policy of
preferring to arrive later but stay.
Another possible formulation that puts a hard constraint on the binary variables
barr[k] to ensure that once the vehicle arrives at the goal it stays there is:
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minimizeu[.]
∑N
k=0(k + 1)barr[k]
subject to:
x[k]− xf ≤M ∗ (1− barr[k])
xf − x[k] ≤M ∗ (1− barr[k])
y[k]− yf ≤M ∗ (1− barr[k])
yf − y[k] ≤M ∗ (1− barr[k])
z[k]− zf ≤M ∗ (1− barr[k])
zf − z[k] ≤M ∗ (1− barr[k])∑N
k=0 barr[k] ≥ 1
∀k < N, barr[k + 1] ≥ barr[k] (1.19)
The constraint (1.19) makes sure that once the vehicle has arrived at the goal location,
it will stay there so the weighting coefficients used in objective (1.16) are not needed
anymore.
It is also possible to relax a little the arrival conditions by introducing arrival
margins:
x[k]− xf ≤ xmargin+M ∗ (1− barr[k]) (1.20)
xf − x[k] ≤ xmargin+M ∗ (1− barr[k]) (1.21)
y[k]− yf ≤ ymargin+M ∗ (1− barr[k]) (1.22)
yf − y[k] ≤ ymargin+M ∗ (1− barr[k]) (1.23)
z[k]− zf ≤ zmargin+M ∗ (1− barr[k]) (1.24)
zf − z[k] ≤ zmargin+M ∗ (1− barr[k]) (1.25)
These new constraints say that the vehicle has arrived once its x-position is within
xmargin of xf , y-position within ymargin of yf and z-position within zmargin of zf .
To fit in the MILP framework, the nonlinear dynamics of the vehicle need to be
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linearized. In practice, the behavior of the vehicles are linearized thanks to the use
of controllers and it is therefore reasonable to approximate the dynamics by a set
of linear time-invariant (LTI) modes corresponding to different velocity ranges. It is
then possible to formulate the dynamics by using binary variables bLTI [k, i] ∈ {0, 1}:
X˙ − A[i]X −B[i]u ≤ M ∗ (1− bLTI [k, i])× I (1.26)
−X˙ + A[i]X +B[i]u ≤ M ∗ (1− bLTI [k, i])× I (1.27)
vLTI [i]− v[k] ≤ M ∗ (1− bLTI [k, i]) (1.28)
v[k]− vLTI [i+ 1] ≤ M ∗ (1− bLTI [k, i]) (1.29)
∀k,
M∑
i=0
bLTI [k, i] = 1 (1.30)
The constraint (1.30) makes sure that at each step k the vehicle is in exactly one LTI
mode. The constraints (1.28) and (1.29) select the LTI mode based on the velocity
at time step k and constraints (1.26) and (1.27) formulate the corresponding state
space equation.
The limitations on the performance of the vehicle can easily be expressed in a
piecewise linear way by using the binary variable bLTI [k, i] previously introduced:
vmin[k] ≤ v[k] ≤ vmax[k] (1.31)
vLTImin [i]− vmin[k] ≤ M ∗ (1− bLTI [k, i]) (1.32)
vmin[k]− vLTImin ≤ M ∗ (1− bLTI [k, i]) (1.33)
vLTImax[i]− vmax[k] ≤ M ∗ (1− bLTI [k, i]) (1.34)
vmax[k]− vLTImax ≤ M ∗ (1− bLTI [k, i]) (1.35)
amin[k] ≤ a[k] ≤ amax[k] (1.36)
aLTImin [i]− amin[k] ≤ M ∗ (1− bLTI [k, i]) (1.37)
amin[k]− aLTImin ≤ M ∗ (1− bLTI [k, i]) (1.38)
aLTImax[i]− amax[k] ≤ M(1− bLTI [k, i]) (1.39)
amax[k]− aLTImax ≤ M ∗ (1− bLTI [k, i]) (1.40)
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The constraints (1.32), (1.33), (1.34), (1.35), (1.37), (1.38), (1.39) and (1.40) allow for
selecting the minimum and maximum velocities and accelerations based on the LTI
mode in which the vehicle is at step k. The constraints (1.31) and (1.36) formulate the
corresponding performance limitations. It is important to note that these limitations
are only satisfied at each time step t[k] and a priory not in between each time step.
The size of the time step needs to be chosen small enough to avoid violating the
constraints too much. Also, for simplicity and clarity, the author used the velocity
and acceleration norm in the above example. The norm is a quadratic function that
cannot be expressed in the MILP framework. However, it is possible to approximate
these quadratic constraints with piecewise linear ones as explained in [9].
Finally, the obstacle-avoidance constraint (1.7) can also be formulated with a
combination of piecewise linear constraints and binary variables. Let us consider the
simple example where the obstacle can be represented as a rectangle defined by its
borders xmin, xmax, ymin, ymax, zmin, zmax. The obstacle-avoidance constraint can
then be formulated by using binary variables bobs[l] ∈ {0, 1} as follows:
x[k]− xmin ≤ M ∗ (1− bobs[0]) (1.41)
xmax − x[k] ≤ M ∗ (1− bobs[1]) (1.42)
y[k]− ymin ≤ M ∗ (1− bobs[2]) (1.43)
ymax − y[k] ≤ M ∗ (1− bobs[3]) (1.44)
z[k]− zmin ≤ M ∗ (1− bobs[4]) (1.45)
zmax − z[k] ≤ M ∗ (1− bobs[5]) (1.46)
5∑
l=0
bobs[l] ≥ 1 (1.47)
The constraint (1.47) ensures that at least one bobs[l] is equal to one, which means, by
considering the other constraints, that either x[k] ≤ xmin, xmax ≤ x[k], y[k] ≤ ymin,
ymax ≤ y[k], z[k] ≤ zmin or zmax ≤ z[k] which ensures that the vehicle is outside of
the obstacle at each time step t[k]. However, as was emphasized before, there is no
guarantee that the constraints are satisfied in between each time step and the vehicle
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could actually be flying through the obstacles. To prevent this from happening, the
obstacles can be enlarged so that the vehicle cannot cross more than a corner between
two time steps. It is also possible to add more constraints to prevent the interpolated
position λx[k] + (1 − λ)x[k + 1] from being inside the obstacles. However, the more
binary variables, the more complexity in the optimization problem and the longer
the solver will take to converge to an optimal solution. Moreover, each obstacle
needs to be approximated by polygons each of which requires binary variables. If
the environment is quite complex, the size of the optimization problem blows up
and become intractable in real-time. The path-planning technique presented in this
thesis in chapter 2 relies on a different approach that does not require the use of
binary variables for obstacle avoidance and therefore allows for much faster online
generation of the optimal trajectory in real, complex environment.
Receding Planning Horizon Approach
With the simplifications made so far, the convergence time of the optimization prob-
lem depends on the length of the planning horizon. Provided that the goal is close to
the starting location, the horizon can be made small enough for the path-planning pro-
cess to take only a few seconds. It is then possible to generate an optimal trajectory
based on the current updates about the states, environment and mission objectives,
implement only the first optimal commands and re-optimize again based on the new
updates. Repeating this process allows for being robust to dynamics changes in the
environment, such as pop-up obstacles, perturbations, such as wind gusts, modeling
errors, such as approximations in the dynamics, and mission scenarios, such as change
in the goal location. This technique, also known as model predictive control, allows
for taking advantage of the latest available updates when planning the trajectory but
there is a trade-off between how often the optimization can be repeated to account for
the changes and the time allocated for the optimization convergence, that is to say the
allowed complexity of the optimization problem. In other words, re-optimizing very
often will allow for reacting very fast to changes and perturbations but will also leave
very little time for the optimizer to converge thus constraining the optimization hori-
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zon to be very short for example. Changes in the environment and mission scenarios
have typically low frequency but if the wind is intense, the trajectory may need to be
re-optimized quite often. Another possibility would be to use a controller to enforce
the vehicle to follow the optimized trajectory and compensate for the perturbations
but then, the trajectory is not optimal anymore. Indeed, if the vehicle drifts from
the latest optimized trajectory, its state is different from the predicted one and a new
optimal trajectory should be computed instead of forcing the vehicle to come back to
its previously optimized trajectory. The modeling errors can be very restrictive too.
If the approximation in the dynamics result in differences between the real behavior
and the predicted one such that the vehicle does not follow the optimized trajec-
tory precisely enough, new optimal commands will need to be generated quite often
to compensate for the bad tracking. However, if this technique is used with a high
enough rate, it provides excellent robustness and allows for real-time path-planning
that is capable of reacting quickly to dynamic changes in the environment, perturba-
tions, modeling errors and mission scenarios. A study of the stability of the receding
horizon control can be found in [10] and [11].
1.1.3 Techniques for Long-range Path-Planning
It has been assumed in the previous sections that the goal was always reachable within
the optimization horizon. However, the complexity of the optimization problem grows
exponentially with the length of the horizon and as explained before, the online op-
timization problem needs to remain simple enough to be solvable in real-time and
repeated often enough based on the latest updates. In the current simulations us-
ing the mixed integer linear programming formulation presented previously, and the
commercial solver CPLEX [12] with the Concert Technology language, an horizon
of approximately 10 seconds was achieved for convergence times of about a second.
This means that if we want the trajectory to be re-optimized every second, the goal
needs to always be within 10 seconds of the actual position of the vehicle for our
assumption to be valid. If the goal is far away from the actual position of the vehicle
and no change is made to the path-planning technique explained so far, the vehicle
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may get trapped into local minima as in the case of the potential fields techniques.
Indeed, if the goal is not within the horizon and the objective being minimized in
the MILP problem is the distance to the goal, the trajectory may lead to non-convex
regions where the vehicle will get trapped. It is therefore necessary to consider new
approximation techniques to handle the long-range path-planning case.
A common technique consists in minimizing the sum of a terminal cost that ac-
counts for the tail of the trajectory and a cost that accounts for the local part of
the trajectory in an optimization problem formulated in the MILP framework. The
major difficulty in this method lies in the approximation of the cost for the tail of the
trajectory. The cost maps used in most existing applications are based on the terrain
geometry alone and do not reflect the maneuvering capabilities of the vehicle. One of
them consists in using visibility graphs and is described in [13]. A visibility graph is a
series of joined line segments that connect the starting point, obstacle vertices and the
goal. The terminal cost is generated from the visibility graph by finding the shortest
path from the position at the end of the optimization horizon to the goal through the
vertices of the obstacles. The length of each segment on this shortest-path is divided
by a reference velocity and provides a time-to-go for the tail of the trajectory. This
method is purely based on the environment’s geometry and also has the limitation
of only considering trajectories going through the corners of the obstacles. Not only
could this method drive the vehicle dangerously close to the obstacles, but the true
optimal trajectory does not go through the corners of the obstacles in general. An-
other geometrically-based technique used to estimate the terminal cost is based on
Voronoi graphs and can be found in [14]. This technique allows for generating an
estimate of the terminal cost based on the shortest path through segments that are
located at equal distance from their neighboring obstacles. Illustrations of Voronoi
graphs for constrained environments can also be found in [15]. This method allows
for keeping a safe distance from the obstacles but is still based on the geometry of
the environment alone. Moreover, both techniques rely on modeling the obstacles as
polygons and if the environment is realistic, these may have complex shapes requiring
lots of edges resulting in graphs whose size is too big to be computed in real-time.
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1.2 Thesis Overview
1.2.1 Research Questions
The main research question is to determine how to develop a path-planner that can
generate long-range trajectories optimized for both the vehicle’s capabilities and the
environment’s realistic geometry in a way that allows for real-time performance.
1.2.2 Research Objectives
The primary objectives of this research were to develop and implement within the
DARPA Open Control Platform (OCP) a path-planner that generates onboard and
online the velocity and heading rate commands that enable the Renegade helicopter
to reach in minimal time user-defined waypoints in a constrained environment. The
path-planner’s design had to allow the vehicle to reach long-range waypoints, avoid
pop-up obstacles, compensate for unpredictable perturbations such as wind gusts,
quickly react to online changes in the mission scenario, fly as fast as possible through
several waypoints while maintaining, if required, a constant altitude above the un-
derlying ground.
1.2.3 Thesis Outline
Chapter 2 provides the theory upon which the planner was designed. The description
follows the path-planning process and tackles the environment decomposition, global
cost-to-go map generation and online trajectory planning. Matlab simulations are
then provided to illustrate the approach described.
Chapter 3 contains two new mixed integer linear programming formulations that
were developed to enable the planner to handle two particular kinds of trajectories.
The first formulation tackles minimal-time trajectories for multiple waypoints and the
second formulation allows for minimal-time trajectories that keep a constant altitude
above the underlying ground.
Chapter 4 describes the implementation of the path-planner made by the author
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for the Renegade project within the DARPA Software Enabled Control program.
This chapter contains an overview of the project, a presentation of the simulation
and flight tests set-ups, a description of the path-planner software and results from
hardware-in-the-loop experiments.
Conclusions and recommendations for future work are given in chapter 5.
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Chapter 2
Path-Planner Design
In this chapter, the author presents the mechanisms involved in the design of the
path-planner that was developed for the Renegade helicopter within the DARPA
Software Enabled Control (SEC) program. As some difficulties linked with the use
of a terminal cost in the optimization problem are emphasized, a practical approach
consisting in pre-selecting an intermediary waypoint together with velocity bounds
before the optimization process is described. The selection is based on a cost-to-
go (CTG) function that reflects both the terrain geometry and vehicle maneuvering
capabilities. The details of the techniques involved in the terrain decomposition
and CTG function generation are provided. The complete formulation of the online
trajectory planning optimization problem is then given and a MATLAB simulation
is shown to illustrate the performance of the chosen approach.
2.1 Practical Considerations
2.1.1 Difficulties arising from the use of a terminal cost
As explained in the previous chapter, long-range path-planning can be made tractable
in real-time by using a terminal cost in the mixed integer linear programming (MILP)
optimization problem that approximates the CTG from the position reached at the
end of the receding horizon to the goal. Such a technique generates a trajectory by
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minimizing the sum of the cost to fly from the current position of the vehicle to an
intermediary waypoint and the cost to fly from this point to the goal. Ideally, the
terminal cost should be a good estimation of the optimal CTG from the last state
reached in the optimization horizon to the goal so that it makes sense to minimize
the costs of the two parts of the trajectory with equal weights. However, the cost of
the first part of the trajectory is estimated based on a known initial state and a quite
precise dynamical model of the vehicle whereas the terminal cost is really a rough
approximation. For example, in [13] the cost is the time to reach the goal and the
terminal cost is simply calculated by dividing the length of the shortest path in the
visibility graph by a reference velocity. Whatever the approximation chosen is, it still
remains an estimation less precise than the cost of the first part of the trajectory.
Then, building a trajectory determined by an intermediary waypoint that was chosen
by minimizing the sum of two costs that do not have the same level of precision is
problematic. Indeed, the question of which weighting coefficients to use for each cost
arises. Completely different intermediary waypoints may be chosen depending on the
weight provided to the first cost that depends on the initial state and dynamics of
the vehicle compared to the one provided to the last purely geometrically-estimated
cost. If more weight is given to the first cost, the vehicle will tend to fly to points that
can be quickly reached in the short term and will be very sensitive to its initial state
(velocity and acceleration). Conversely, if more weight is given to the terminal cost,
the vehicle will focus on following the gradient of the global CTG function whatever
its initial state is. If in this second case the vehicle may not fully take advantage of its
initial state and short-term capabilities, it will however fly a more stable route to the
goal. Moreover, the terminal cost is calculated based on the CTG function’s gradient
and using its value only makes sense if the state reached at the end of the optimization
horizon is consistent with the gradient of the CTG at this point. Therefore, if the
weight is allocated in favor of the CTG function, the vehicle will quickly follow its
gradient and consistency will be achieved.
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2.1.2 Chosen Simplification
The above discussion motivates a simplified approach. Putting all the weight in the
objective sum in favor of the terminal cost makes the selection of the intermedi-
ary waypoint depend only on the CTG function. It is then possible to choose the
intermediary waypoint outside of the optimization process which allows for greatly
simplifying the optimization problem. This intermediary waypoint can then be used
as the local goal of a finite-horizon path planning problem that can be solved using
MILP to optimize for a trajectory that takes advantage of the known initial state,
dynamics and performance envelope of the vehicle. Such a process can be repeated
periodically in a receding horizon scheme until the goal is reached.
2.2 Environment Discretization
As described in [16], the CTG function is computed based on an environment de-
composition technique. Such decomposition techniques are popular in robot motion
planning [3, 4] where they are combined with search algorithms to find an obstacle-
free path. The basic idea is to decompose the environment in obstacle-free cells whose
centers provide the discrete points, also called nodes, from which the cost-to-go map
is built and the intermediary points will be selected during the trajectory generation.
To be used to generate a CTG function, the environment decomposition has to be
linked to some measure of performance.
A technique that enables this link was originally presented in [17]: the height and
width of the cells are based, respectively, on the climb rate and turn radius that are
feasible for the vehicle at a specific speed. Several cell sizes can be used to capture
multiple levels of performance and details of the environment that are relevant for
the particular maneuvering capabilities of the aircraft. This technique automatically
captures the tradeoff between maneuverability and performance that is needed for the
CTG computation. Smaller cells are used near obstacles where a finer resolution is
needed. Since the intermediary waypoints are selected from the available nodes, their
location and density affects the shape of the trajectory generated. Near the obstacles,
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the smaller cells are fitted for the typically lower desired speeds of the vehicle and
its need to perform more precise and aggressive maneuvers, while in the obstacle-
free spaces the bigger cells are sufficient given the higher speeds and lower level of
maneuverability needed. A sample environment of a city block with five buildings
covering an area of 800 by 800 meters is shown on Figure 2-1. Two levels of resolution
are chosen to illustrate the multi-scale decomposition and the first layer (z = 2.5 m)
of the cell decomposition of this environment is showed on Figure 2-2.
Figure 2-1: City block environment.
2.3 Global Cost-To-Go Map
The cost objective used for the mission scenarios of the Renegade helicopter was
minimum travel time. Based on the graph of the decomposed environment, the
minimal travel time can be computed with a shortest path algorithm; the cost of
each arc being equal to its length divided by a reference velocity. These reference
velocities are set to reflect the desired performance of the vehicle in each area. For
the DARPA project, two reference velocities were used: a lower one for the nodes
situated directly around the obstacles and a higher one for all other nodes. Note that
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Figure 2-2: Graph showing connectivity of nodes for the first layer (z = 2.5 m) for
the sample environment.
this choice implicitly discourages the vehicle from flying too close to the obstacles,
thus allowing for a safety margin, and when possible encourage the vehicle to fly in
obstacle-free spaces.
The algorithm used to find the minimal time path for each node is a value iteration
derived from dynamic programming [18]. The details of the algorithm are described
below.
Algorithm Description
The principle consists in starting from the goal, determining the cost of its
immediate neighbors (nodes connected to it) based on the shortest path, and
propagating this process to the neighboring nodes until all nodes have been
visited and all costs have been updated. For faster convergence of the algorithm,
a technique storing a list of visited nodes is used. First, the node corresponding
to the destination goal is assigned a cost of zero, labeled as already visited and
placed as the first element (n = 1) of the list. This first step can be regarded
as an initialization step. Then, the algorithm enters a loop that is repeated
until the number of iterations n becomes greater than the size nt of the list.
29
This loop starts with taking the nth node of the list and considering the nodes
connected to it. If such a neighboring node k has not been visited yet, its cost
is set equal to the cost of the node n plus the length of the arc (k,n) divided
by the reference velocity of the node k, it is labeled as visited and placed at
the end of the list. If the node k has already been visited and assigned a cost,
the algorithm evaluates whether this current cost is greater than the cost of the
node n plus the length of the arc (k,n) divided by the reference velocity of the
node k. If it is the case, the node k has its cost updated to this new value and
is placed at the end of the list so that its neighbors’ cost may be updated later
too if necessary. Once the loop stops, the CTG function has been generated
and is ready for use in the online trajectory planning.
The algorithm showed a convergence time of the order of one second for the city
block example environment. Figure 2-3 and Figure 2-4 represent the correspond-
ing cost-to-go function for several horizontal and vertical layers of the decomposed
environment (the lighter the gray level the lower the cost to go).
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Figure 2-3: Cost-to-go function for several horizontal layers.
Such a fast convergence rate allows for generating the cost-to-go map of relatively
large areas online. In the case of the DARPA project presented in chapter 4, the
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Figure 2-4: Cost-to-go function for several vertical layers.
computation for operation zones of 25, 000, 000 ft2 with an average distance between
nodes of 50 ft was performed in less than 3 seconds. In order to be able to tackle
large scale missions, staggered windows, each with a point of interest (i.e. goal point),
were used. The calculation of the map for the next goal (window) is initiated once
the vehicle has arrived within 300 ft of the current one, so that the CTG function
computation has enough time to converge before the current goal is reached and the
next CTG function is needed. This mechanism enables seamless transitions from one
mission segment to the next.
2.4 Online Trajectory Planning
2.4.1 Selection of the intermediary waypoint and velocity
bounds
A key aspect of the online trajectory planning with a CTG function is the selection of
an intermediate waypoint. In the original un-decoupled approach [16] this process is
taken care by the optimization itself. However it can be computationally expensive.
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For best computational efficiency, this process was solved using a heuristical approach
that also allows to discard the obstacle in the online optimization. By getting rid of
the numerous constraints and variables associated with the obstacle avoidance we have
a much simpler, smaller online optimization problem than the ones typically required
in environment with obstacles [7]. This saving can then be used to increase the
optimization horizon which is a critical parameter for receding horizon optimization.
The idea behind the technique used in the planner’s implementation is to select the
intermediary waypoint on the boundaries of the biggest obstacle-free disc surrounding
the vehicle; to ensure that the vehicle will be capable of changing direction smoothly
as the intermediary waypoint changes, velocity limits are imposed based on the size
of the disc. Each part of the process is explained below.
• Selection of the intermediary waypoint
This can be achieved by first building a set of nodes from the graph decompo-
sition that are contained in the biggest disk centered on the current position
of the vehicle that does not contain any obstacle and then selecting the inter-
mediary waypoint by following the gradient of the CTG function starting form
the current position of the vehicle and ending either when the boundaries of
the disk are reached or when the maximum reachable distance corresponding
to the optimization horizon’s length is attained. This selection process indeed
guaranties that the intermediary waypoint won’t be too far given the feasible
length of the trajectory being planned and also that the trajectory won’t inter-
cept any obstacle since the minimum-time trajectory will tend to be close to
the shortest distance one and will therefore be contained in the obstacle free
disk. However, one difficulty concerning the obstacle avoidance arises. Since
the long-range minimum-time trajectory planning has been simplified into a
problem of reaching intermediary waypoints as fast as possible, one needs to
ensure that the vehicle will be able to handle the possibly brusque change of
direction due to the variation of intermediary waypoints as it flies. To address
this issue, a variable bound is imposed on the velocity of the vehicle.
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• Selection of the velocity bounds
Mimicking the natural behavior of a pilot, the heuristic will adjust its maximum
velocity based on the vehicle’s distance to the selected intermediary waypoint.
If the waypoint is very close, it implies that obstacles are nearby and also that
the next waypoint may be on the other side of an obstacle, thus requiring a
sudden change of direction. In this case, the maximum velocity has to be low
enough to allow sharp turns. On the contrary, if the intermediary waypoint is
far away, the vehicle can safely accelerate and fly at higher speeds since it has
more room to slow down before encountering any obstacle. A table of reference
limit speeds corresponding to reference distances between the current position
of the vehicle and the intermediary waypoint was built and made available for
tuning by the user.
Once the intermediary waypoint and associated maximum velocity are set, the
trajectory planning can be formulated in the MILP framework and solved by CPLEX.
2.4.2 Formulation of the optimization problem
Nomenclature
Parameters Description
H time horizon
K arbitrarily large number for constraint relaxation
C number of edges used in the polygonal constraints
N number of states
U number of inputs
Ah[i, j], Bh[i, j] state space matrices for hover mode
Ac[i, j], Bc[i, j] state space matrices for cruise mode
XY Zg[d] 3D position of the intermediary waypoint
maxvh maximum horizontal velocity
minvz minimum vertical velocity
maxvz maximum vertical velocity
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minaz minimum vertical acceleration
maxaz maximum vertical acceleration
maxahh maximum horizontal acceleration at hover
maxahc maximum horizontal acceleration at cruise
state0[n] initial state vector
vlim velocity limit between hover and cruise
Variables Description
J objective function
XY err[t] horizontal distances to the intermediary waypoint
Zerr[t] vertical distances to the intermediary waypoint
TimeBin[t] binaries for arrival logic
HovBin[t] binaries for hover/cruise mode switching
CirBin[c] binaries for polygonal constraints
state[t, n] state vector of the vehicle
input[t, u] input commands
maxah[t] maximum horizontal accelerations
vherr[t] horizontal velocity limit violations
vzerr[t] vertical velocity limit violations
aherr[t] horizontal acceleration limit violations
azerr[t] vertical acceleration limit violations
Objective and constraints
The constraints used in the optimization problem are the following:
• Initial conditions
∀s ∈ {1..N}, state[0, s] = state0[s] (2.1)
In this example, N = 9 so that the state variable contains the north, east and
vertical positions, velocities and accelerations.
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• Dynamics
It is assumed that the dynamics have been linearized and that two linear time
invariant modes were obtained: the hover mode dynamics describing the relation
between the states and the inputs when the vehicle flies at velocities inferior in
norm to vlim, and the cruise mode dynamics for velocities superior in norm to
vlim. The constraints associated with the dynamics are then:
∀t ∈ {0..H − 1}, s ∈ {1..N}
state[t+ 1, s]−
N∑
p=1
Ah[s, p] ∗ state[t, p]−
U∑
i=1
Bh[s, i] ∗ input[t, i]
≤ K ∗ (1−HovBin[t]) (2.2)
− state[t+ 1, s] +
N∑
p=1
Ah[s, p] ∗ state[t, p] +
U∑
i=1
Bh[s, i] ∗ input[t, i]
≤ K ∗ (1−HovBin[t]) (2.3)
state[t+ 1, s]−
N∑
p=1
Ac[s, p] ∗ state[t, p]−
U∑
i=1
Bc[s, i] ∗ input[t, i]
≤ K ∗HovBin[t] (2.4)
− state[t+ 1, s] +
N∑
p=1
Ac[s, p] ∗ state[t, p] +
U∑
i=1
Bc[s, i] ∗ input[t, i]
≤ K ∗HovBin[t] (2.5)
The left-hand sides of the above equations represent the state space equations
for the dynamics of the vehicle at hover and cruise. The right-hand sides contain
the binary variables HovBin[t] that allow for enforcing the constraints corre-
sponding to the vehicle’s mode at time t while relaxing the other ones. For
example, if the vehicle is in hover at time t, HovBin[t] will be equal to one and
equations (2.2) and (2.3) will be equivalent to:
state[t+ 1, s]−
N∑
p=1
Ah[s, p] ∗ state[t, p]−
U∑
i=1
Bh[s, i] ∗ input[t, i] = 0 (2.6)
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while equations (2.4) and (2.5) will be equivalent to:
state[t+ 1, s]−
N∑
p=1
Ac[s, p] ∗ state[t, p]−
U∑
i=1
Bc[s, i] ∗ input[t, i] ≤ K
− state[t+ 1, s] +
N∑
p=1
Ac[s, p] ∗ state[t, p] +
U∑
i=1
Bc[s, i] ∗ input[t, i] ≤ K
Since K is an arbitrarily large number, this implies that constraints (2.4) and
(2.5) are relaxed and only the constraint (2.6) corresponding to the hover mode
dynamics is enforced.
• Mode switching
This set of constraints defines the binary variables HovBin[t]:
∀t ∈ {0..H}, k ∈ {1..C}
state[t, 4] ∗ sin(2pik
C
) + state[t, 5] ∗ cos(2pik
C
) ≤ vlim+K ∗ (1−HovBin[t])
(2.7)
state[t, 4] ∗ sin(2pik
C
) + state[t, 5] ∗ cos(2pik
C
)
≤ −vlim+K ∗ CirBin[t, k] +K ∗HovBin[t] (2.8)
C∑
k=1
CirBin[t, k] ≤ C − 1 +K ∗HovBin[t] (2.9)
To clarify the above equations, let us consider what happens depending on the
possible values of HovBin[t]. If HovBin[t] = 1, equation (2.7) implies that
the norm horizontal velocity of the vehicle must be below vlim which indeed
corresponds to hover mode. Equations (2.8) and (2.9) are relaxed. This means
that if the norm of horizontal velocity is above vlim, HovBin[t] has to be equal
to 0. However, equation (2.7) allows the binary variable HovBin[t] to take any
value if the velocity is below vlim. Equations (2.8) and (2.9) are here to enforce
Hovbin[t] to be equal to 1 in this case. Indeed, assume that the norm of the
horizontal velocity is inferior to vlim and that HovBin[t] is equal to 0. Then,
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equation (2.9) enforces Cirbin[t, k] to be equal to 0 at least once at each time
step t, for a certain k. Replacing Hovbin[t] and CirBin[t, k] by 0 for these
particular t and k implies that the norm of the horizontal velocity is greater
than vlim, which is a contradiction.
The above set of constraints therefore ensures that HovBin[t] is equal to 1 when
the vehicle is at hover and equal to 0 when it is at cruise.
• Maximum velocity
∀t ∈ {0..H}, k ∈ {1..C}
state[t, 4] ∗ sin(2pik
C
) + state[t, 5] ∗ cos(2pik
C
) ≤ maxvh+ vherr[t] (2.10)
vherr[t] ≥ 0 (2.11)
state[t, 6]−maxvz ≤ vzerr[t] (2.12)
minvz − state[t, 6] ≤ vzerr[t] (2.13)
vzerr[t] ≥ 0 (2.14)
Since vherr[t] and vzerr[t] appear with a positive sign in the objective being
minimized, the equations above define these 2 variables as being the maximum of
0 and the difference between the velocity of the vehicle and its maximum allowed
value. Therefore, if the velocity remains below its upper bound, vherr[t] and
vzerr[t] will be equal to 0, but if the velocity exceeds its bounds, the variables
will be equal to the absolute value of this excess. Placing these two variables
in the objective with an important weight results in greatly penalizing any
violation of the maximum velocity allowed.
The advantage of this penalty approach over the use of hard constraints is
the guaranty of feasibility. Indeed, if the initial values of the velocity are not
within the expected bounds, the above constraints remain feasible whereas hard
constraints would make the optimization problem infeasible.
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• Maximum acceleration
The principle is similar to the one for the maximum velocity showed above:
∀t ∈ {0..H}, k ∈ {1..C}
state[t, 7] ∗ sin(2pik
C
) + state[t, 8] ∗ cos(2pik
C
) ≤ maxah[t] + aherr[t] (2.15)
aherr[t] ≥ 0 (2.16)
state[t, 9]−maxaz ≤ azerr[t] (2.17)
minaz − state[t, 9] ≤ azerr[t] (2.18)
azerr[t] ≥ 0 (2.19)
with the difference that the maximum allowed horizontal acceleration depends
on the mode the vehicle is in:
maxah[t]−maxahh ≤ K ∗ (1−HovBin[t]) (2.20)
−maxah[t] +maxahh ≤ K ∗ (1−HovBin[t]) (2.21)
maxah[t]−maxahc ≤ K ∗HovBin[t] (2.22)
−maxah[t] +maxahc ≤ K ∗HovBin[t] (2.23)
If HovBin[t] is equal to 1, the constraints (2.20) and (2.21) show that the
maximum horizontal acceleration maxah[t] is set equal to maxahh while the
constraints (2.22) and (2.23) are relaxed. Similarly, if HovBin[t] is equal to 0,
the maximum horizontal acceleration maxah[t] is set equal to maxahc.
• Minimal time arrival
∀t ∈ {0..H}, k ∈ {1..C}
(XY Zg[1]− state[t, 1]) ∗ sin(2pik
C
) + (XY Zg[2]− state[t, 2]) ∗ cos(2pik
C
)
≤ XY err[t] (2.24)
XY err[t] ≥ 0 (2.25)
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XY Zg[3]− state[t, 3] ≤ Zerr[t] (2.26)
state[t, 3]−XY Zg[3] ≤ Zerr[t] (2.27)
Zerr[t] ≥ 0 (2.28)
Placing XY err[t] and Zerr[t] with a positive sign in the objective being mini-
mized and using the equations above guaranties that the distance to the inter-
mediary waypoint is being minimized at all times. However, our objective is
to reach the intermediary waypoint as fast as possible which means minimizing
this distance only up to the time step at which the waypoint is reached. This
is realized by adding the following set of constraints:
(XY Zg[1]− state[t, 1]) ∗ sin(2pik
C
) + (XY Zg[2]− state[t, 2]) ∗ cos(2pik
C
)
≤ K ∗ (1− TimeBin[t]) (2.29)
XY Zg[3]− state[t, 3] ≤ K ∗ (1− TimeBin[t]) (2.30)
state[t, 3]−XY Zg[3] ≤ K ∗ (1− TimeBin[t]) (2.31)
H∑
t=0
TimeBin[t] ≤ 1 (2.32)
Indeed, the equations (2.29), (2.30) and (2.31) show that the binary variable
TimeBin[t] can only be equal to 1 when the intermediary waypoint is reached.
Placing the variable TimeBin[t] in the objective being minimized with a great
weight that decreases with time results in the generation of a trajectory that
tries to reach the intermediary waypoint as fast as possible. Equation (2.32)
ensures that the variable TimeBin[t] can be equal to one at most once. This
is meant to avoid having the optimizer prefer to have the variable TimeBin[t]
equal to 1 at more time steps even if this means arriving later at the goal. This
can also be ensured by choosing the weights c[k] such that ∀i ∈ {0..H}, c[i] >∑H
k=i+1 c[k]. This property is verified by the series c[k] = 2
H+1−k for example.
Note that the above set of constraints does not prevent the vehicle from staying
at the waypoint if necessary. Indeed, as can be seen in equations (2.29), (2.30)
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and (2.31), the position of the vehicle can still be equal to XY Zctg if the variable
TimeBin[t] is equal to 0.
If the intermediary waypoint cannot be reached within the optimization horizon,
the vehicle still tries to reach it as fast as possible thanks to the minimization
of the variables XY err[t] and Zerr[t] in the objective.
The objective of the trajectory planning optimization problem is:
J =
H∑
t=0
K ∗ (H + 1− t) ∗ (1− TimeBin[t])
+
H∑
t=0
XY err[t]
+
H∑
t=0
10 ∗ Zerr[t]
+
H∑
t=0
100 ∗K ∗ vherr[t]
+
H∑
t=0
1000 ∗K ∗ vzerr[t]
+
H∑
t=0
100 ∗K ∗ aherr[t]
+
H∑
t=0
1000 ∗K ∗ azerr[t]
+
H−1∑
t=0
U∑
i=1
0.001 ∗ |input[t, i]| (2.33)
The three first lines in the above equation express the minimal time arrival objective.
The next four lines account for the penalty in the case where the vehicle exceeds
its velocity and acceleration bounds. The last line aims at favoring minimal energy
trajectories. The coefficients in the sum were chosen to reflect the priorities in the
trajectory generation: make sure the velocity and acceleration bounds are respected,
try to reach the waypoint as fast as possible, minimize the distance to it if it can’t
be reached within the horizon, and finally prefer commands of small amplitudes.
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CPLEX then solves the above optimization problem and the resulting inputs are
implemented as commands to the vehicle. To illustrate the performance of the ap-
proach described, a simulation based on the city block sample environment was im-
plemented under MATLAB.
2.5 Simulation
To allow for simulating the real-time behavior of the planner derived from the ap-
proach described in this chapter, a SIMULINK model was built. Figure 2-5 gives
an overview of the model used and Figure 2-6 and Figure 2-7 give the details of the
vehicle dynamics and planner components.
Figure 2-5: Overview of the SIMULINK model.
At the high level, the planner system module is launched every second based on
the impulse sent by the pulse generator. An optimal trajectory is generated based
on the latest state measurement coming from the vehicle dynamics module. The
commands corresponding to the first time step in the optimization horizon are output
and repeatedly sent to the vehicle dynamics module until the planner is re-launched
the next second. The vehicle dynamics module contains the state space representation
that allows for calculating the evolution of the states for the given input commands.
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A single linear, time-invariant model was used in this example for both hover and
cruise dynamics.
Figure 2-6: Vehicle dynamics component of the SIMULINK model.
The planner system module generates the optimal commands given the latest
vehicle state measurement available. The MATLAB function ”planner” was built
based on the technique described in this chapter. If the goal is reached, the simulation
is stopped.
Figure 2-7: Planner component of the SIMULINK model.
The parameters corresponding to the dynamical behavior of the vehicle used in
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this simulation are presented below. A simple first order control law for the horizontal
and vertical accelerations was used, with delays τh = τz = 1s. The state vector was
chosen to contain the north, east and vertical positions, velocities and accelerations:
state =

xN
xE
xD
vN
vE
vD
aN
aE
aD

The corresponding state space matrices for the first order control law of transfer
function 1
τ∗s+1 between the acceleration states and commands for hover and cruise
were:
Ah = Ac =

0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 − 1
τh
0 0
0 0 0 0 0 0 0 − 1
τh
0
0 0 0 0 0 0 0 0 − 1
τz

Bh = Bc =

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
1
τh
0 0
0 1
τh
0
0 0 1
τz

The values of the other dynamical parameters needed for the optimization problem
are presented below.
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H = 15 K = 10, 000
N = 9 U = 3
C = 16 vlim = 5
maxvh = 40
maxvz = 3 minvz = −3
maxahh = 2 maxahc = 2
maxaz = 2 minaz = −2
The goal’s location remains the same as the one used for the generation of the ctg map
presented in Figure 2-3 and Figure 2-4. Two trajectories corresponding to different
starting location are shown below. Equation (2.34) defines the first chosen initial
state and Figure (2-8) shows the optimized trajectory to the goal.
state0 =
(
750 50 7.5 0 0 0 0 0 0
)
(2.34)
Since the buildings the vehicle has to avoid are quite high, the optimal trajectory
was to fly around them instead of above them. For the second simulation however,
the vehicle’s starting location was placed near lower buildings in such a way that the
optimal path was to fly above the obstacle. The new initial state is described by
equation (2.35) and the corresponding optimal trajectory is shown on Figure 2-9.
state0 =
(
100 100 10 0 0 0 0 0 0
)
(2.35)
Both simulations showed good results: the vehicle followed minimal-time paths to
the goal, flying around or above the obstacles of the environment.
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Figure 2-8: Minimal time trajectory from initial state (2.34).
Figure 2-9: Minimal time trajectory from initial state (2.35).
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Chapter 3
New Mixed Integer Linear
Programming Formulations
The existing capabilities using mixed integer linear programming (MILP) did not
allow the path-planner to handle multiple waypoints or do contour flight. The author
therefore developed two MILP formulations, new to his knowledge, that allow for
generating minimal-time trajectories constrained to pass through several waypoints
or stay at constant altitude above the terrain.
3.1 Multiple Waypoints
3.1.1 Formulation
For simplicity and clarity, the formulation presented below corresponds to the case of
the planning of a minimal-time trajectory that has to pass through two waypoints.
However, this formulation can easily be extended to the case of n waypoints, n > 2.
Nomenclature
In addition to the parameters and variables already defined in chapter 2 for the MILP
formulation in the case of a single waypoint to reach, new parameters and variables
are defined below for the formulation in the case of multiple waypoints.
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Parameters Description
XY Zg1[d] 3D position of the first waypoint
XY Zg2[d] 3D position of the second waypoint
Variables Description
XY err horizontal distance to the waypoint to reach at the end of the horizon
Zerr vertical distance to the waypoint to reach at the end of the horizon
TimeBin1[t] binaries for arrival at the first waypoint
TimeBin2[t] binaries for arrival at the second waypoint
nonarr1 binary for non-arrival at the first waypoint
nonarr2 binary for non-arrival at the second waypoint
Objective and constraints
Some of the constraints have already been presented for the single waypoint formu-
lation and are simply recalled below.
• Initial conditions
∀s ∈ {1..N}, state[0, s] = state0[s]
• Dynamics
∀t ∈ {0..H − 1}, s ∈ {1..N}
state[t+ 1, s]−
N∑
p=1
Ah[s, p] ∗ state[t, p]−
U∑
i=1
Bh[s, i] ∗ input[t, i]
≤ K ∗ (1−HovBin[t])
− state[t+ 1, s] +
N∑
p=1
Ah[s, p] ∗ state[t, p] +
U∑
i=1
Bh[s, i] ∗ input[t, i]
≤ K ∗ (1−HovBin[t])
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state[t+ 1, s]−
N∑
p=1
Ac[s, p] ∗ state[t, p]−
U∑
i=1
Bc[s, i] ∗ input[t, i]
≤ K ∗HovBin[t]
− state[t+ 1, s] +
N∑
p=1
Ac[s, p] ∗ state[t, p] +
U∑
i=1
Bc[s, i] ∗ input[t, i]
≤ K ∗HovBin[t]
• Mode switching
∀t ∈ {0..H}, k ∈ {1..C}
state[t, 4] ∗ sin(2pik
C
) + state[t, 5] ∗ cos(2pik
C
) ≤ vlim+K ∗ (1−HovBin[t])
state[t, 4] ∗ sin(2pik
C
) + state[t, 5] ∗ cos(2pik
C
)
≤ −vlim+K ∗ CirBin[t, k] +K ∗HovBin[t]
C∑
k=1
CirBin[t, k] ≤ C − 1 +K ∗HovBin[t]
• Maximum velocity
∀t ∈ {0..H}, k ∈ {1..C}
state[t, 4] ∗ sin(2pik
C
) + state[t, 5] ∗ cos(2pik
C
) ≤ maxvh+ vherr[t]
vherr[t] ≥ 0
state[t, 6]−maxvz ≤ vzerr[t]
minvz − state[t, 6] ≤ vzerr[t]
vzerr[t] ≥ 0
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• Maximum acceleration
∀t ∈ {0..H}, k ∈ {1..C}
state[t, 7] ∗ sin(2pik
C
) + state[t, 8] ∗ cos(2pik
C
) ≤ maxah[t] + aherr[t]
aherr[t] ≥ 0
state[t, 9]−maxaz ≤ azerr[t]
minaz − state[t, 9] ≤ azerr[t]
azerr[t] ≥ 0
maxah[t]−maxahh ≤ K ∗ (1−HovBin[t])
−maxah[t] +maxahh ≤ K ∗ (1−HovBin[t])
maxah[t]−maxahc ≤ K ∗HovBin[t]
−maxah[t] +maxahc ≤ K ∗HovBin[t]
Let us now consider the new constraints specific to the multiple waypoints case.
• Minimal time arrival
Similarly to the single waypoint case, we define the TimeBin binary variables
as indicators of when the vehicle reaches the waypoints.
∀t ∈ {0..H}, k ∈ {1..C}
(XY Zg1[1]− state[t, 1]) ∗ sin(2pik
C
) + (XY Zg1[2]− state[t, 2]) ∗ cos(2pik
C
)
≤ K ∗ (1− TimeBin1[t]) (3.1)
XY Zg1[3]− state[t, 3] ≤ K ∗ (1− TimeBin1[t]) (3.2)
state[t, 3]−XY Zg1[3] ≤ K ∗ (1− TimeBin1[t]) (3.3)
(XY Zg2[1]− state[t, 1]) ∗ sin(2pik
C
) + (XY Zg2[2]− state[t, 2]) ∗ cos(2pik
C
)
≤ K ∗ (1− TimeBin2[t]) (3.4)
XY Zg2[3]− state[t, 3] ≤ K ∗ (1− TimeBin2[t]) (3.5)
state[t, 3]−XY Zg2[3] ≤ K ∗ (1− TimeBin2[t]) (3.6)
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To simplify the formulation of the constraints to come, the binary variables
nonarr1 and nonarr2 are defined to describe whether each waypoint was reached
within the optimization horizon or not.
1 ≤ nonarr1 +K ∗
H∑
t=0
TimeBin1[t] (3.7)
nonarr1 ≤ K ∗ (1− TimeBin1[t]) (3.8)
1 ≤ nonarr2 +K ∗
H∑
t=0
TimeBin2[t] (3.9)
nonarr2 ≤ K ∗ (1− TimeBin2[t]) (3.10)
Indeed, if there exists a t for which TimeBin[t] = 1, the constraint (3.7) is
relaxed but the constraint (3.8) forces nonarr1 to be equal to 0, which indeed
means that the vehicle did reach the first waypoint within the horizon. Con-
versely, if ∀t T imeBin[t] = 0, then the constraint (3.8) is relaxed but the
constraint (3.7) forces nonarr1 to be greater or equal to 1. Since nonarr1 is
a binary variable, it is therefore forced to be equal to 1 which means that the
vehicle did not reach the first waypoint within the horizon.
An additional constraint is needed to make sure the vehicle reaches the first
waypoint before it tries to reach the second one.
H∑
t=0
2t+1 ∗ TimeBin2[t] ≤
H∑
t=0
2t+1 ∗ TimeBin1[t] (3.11)
Indeed, if the vehicle does not reach the second waypoint, the equation (3.11)
becomes:
0 ≤
H∑
t=0
2t+1 ∗ TimeBin1[t] (3.12)
which means that the constraint is relaxed and the vehicle is free to reach the
first waypoint at any time step. However, if the vehicle does reach the second
waypoint, the property ∀i ∈ {0..H}, 2H+1−i > ∑Hk=i+1 2H+1−k ensures that
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the vehicle cannot reach the second waypoint before it reaches the first one.
Finally, in case the vehicle cannot reach both waypoints within the optimiza-
tion horizon, the distances to the waypoint to reach needs to be defined and
minimized in the objective.
∀k ∈ {1..C}
(XY Zg1[1]− state[H, 1]) ∗ sin(2pik
C
) + (XY Zg1[2]− state[H, 2]) ∗ cos(2pik
C
)
≤ XY err +K ∗ (1− nonarr1) (3.13)
XY err ≥ 0 (3.14)
XY Zg1[3]− state[H, 3] ≤ Zerr +K ∗ (1− nonarr1) (3.15)
state[H, 3]−XY Zg1[3] ≤ Zerr +K ∗ (1− nonarr1) (3.16)
Zerr ≥ 0 (3.17)
(XY Zg2[1]− state[H, 1]) ∗ sin(2pik
C
) + (XY Zg2[2]− state[H, 2]) ∗ cos(2pik
C
)
≤ XY err +K ∗ (1− nonarr2) +K ∗ nonarr1 (3.18)
XY Zg2[3]− state[H, 3] ≤ Zerr +K ∗ (1− nonarr2) +K ∗ nonarr1 (3.19)
state[H, 3]−XY Zg2[3] ≤ Zerr +K ∗ (1− nonarr2) +K ∗ nonarr1 (3.20)
If the first waypoint was not reached within the horizon, the constraints (3.13),
(3.15) and (3.16) force the variablesXY err and Zerr to be equal to the horizon-
tal and vertical distances to the first waypoint at the end of the horizon. If the
first waypoint was reached but not the second one, the constraints (3.18), (3.19)
and (3.20) force the variables XY err and Zerr to be equal to the horizontal
and vertical distances to the second waypoint at the end of the horizon. Finally,
if both waypoints were reached, all the above constraints are relaxed, and since
the variables XY err and Zerr appear in the objective being minimized, their
value is driven to 0.
52
The new objective is then:
J =
H∑
t=0
K ∗ (H + 1− t) ∗ (1− TimeBin2[t])
+K ∗ nonarr1
+XY err
+ 10 ∗ Zerr
+
H∑
t=0
100 ∗K ∗ vherr[t]
+
H∑
t=0
1000 ∗K ∗ vzerr[t]
+
H∑
t=0
100 ∗K ∗ aherr[t]
+
H∑
t=0
1000 ∗K ∗ azerr[t]
+
H−1∑
t=0
U∑
i=1
0.001 ∗ |input[t, i]| (3.21)
The above function expresses the objective of reaching the second waypoint as
quickly as possible while passing through the first one, in a way that does not violate
the velocity and acceleration bounds and tries to minimize the amplitude of the
required commands.
3.1.2 Simulation
A simulation was made under MATLAB to illustrate the performance of the approach
described above. The language AMPL and optimizer CPLEX were used to formulate
and solve the optimization problem. A simple algorithm was first implemented to
generate and plot the optimized trajectory that goes through the two waypoints in
minimal time. The initial state and position of the two goals were the inputs of the
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algorithm and their values for this example were set to:
state0 =
(
0 0 10 0 0 0 0 0 0
)
XY Zg1 =
(
40 35 10
)
XY Zg2 =
(
80 0 10
)
The space in between the two goals is assumed to contain no obstacle to be consistent
with the planning technique described in chapter 2. Indeed, the obstacle avoidance
is dealt with by selecting the intermediary waypoints within an obstacle-free set.
If another planning approach was chosen that requires avoiding obstacles placed in
between the two waypoints, the technique described in this subsection would still
work. Indeed, the obstacle avoidance could be ensured by adding constraints within
the MILP problem as described in [9]. For simplicity, the two goals in this example
are placed at the same altitude to study the trajectory in two dimensions. The
dynamical parameters are the same as the one used in the simulation section of the
previous chapter (same vehicle). They are recalled below:
Ah = Ac =

0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 − 1
τh
0 0
0 0 0 0 0 0 0 − 1
τh
0
0 0 0 0 0 0 0 0 − 1
τz

Bh = Bc =

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
1
τh
0 0
0 1
τh
0
0 0 1
τz

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H = 15 U = 3 N = 9
τh = 1 τz = 1
vlim = 5 maxvh = 40
maxvz = 3 minvz = −3
maxahh = 2 maxahc = 2
maxaz = 2 minaz = −2
The generated trajectory is shown on Figure 3-1.
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Figure 3-1: Minimal time trajectory involving 2 waypoints.
The curvature of the trajectory around the first waypoint shows that the vehicle
anticipates the required change of direction to fly towards the second waypoint. The
vehicle indeed plans on taking a large turn near the first waypoint to be able to keep
a high speed when it starts orientating itself towards the second waypoint.
The simulation was extended to handle n waypoints, with n arbitrarily large. The
optimized trajectory still only tackles two waypoints at a time, but the commands
are being implemented in the SIMULINK model already used and described in the
simulation section of the previous chapter, allowing the vehicle to fly from a waypoint
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to another. This allow for a real-time simulation of what the vehicle would do if faced
with having to fly through a list of waypoints as fast as possible. Here, the vehicle
would plan its trajectory based on the two next waypoints to reach, implement its
first commands, progress towards the goals, and replan, until the last goal has been
reached. In this example, four waypoints were placed and the same initial state was
kept:
XY Zg1 =
(
30 −30 10
)
XY Zg2 =
(
60 0 15
)
XY Zg3 =
(
90 30 20
)
XY Zg4 =
(
120 0 15
)
state0 =
(
0 0 10 0 0 0 0 0 0
)
This time the waypoints were placed at different altitudes to illustrate the minimal
time trajectory involving multiple waypoints, in three dimensions. The resulting
trajectory is shown on Figure 3-2.
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Figure 3-2: Minimal time trajectory involving 4 waypoints.
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Figure 3-2 illustrates the strategy the vehicle chose to fly through all waypoints
in minimum time. In addition to the large turns initiated early at the first and third
waypoints where the direction needs to change drastically, the plot shows that the
vehicle took advantage of the alignment of the waypoints 1, 2 and 3 to accelerate in
a straight line in between them. The velocity peek was attained just before waypoint
2 was reached as the vehicle already anticipated the deceleration necessary to turn
from waypoint 3 to waypoint 4. These simulations illustrate the good performance
of the approach described for the generation of minimal time trajectories involving
multiple waypoints.
3.2 Contour Flight
The optimization problems presented below allow for the generation of trajectories
that make the vehicle reach the desired waypoint as quickly as possible while flying
at a constant altitude above the ground. For more simplicity, the heading is assumed
to be set to have the vehicle point towards the goal at all times. This allows for
reducing the space dimension from 3 to 2: only the movement of the vehicle in the
plane containing the initial position and the goal needs to be considered. To avoid
having too much vertical oscillations due to the small details of the terrain, and to
be able to use the MILP framework for the trajectory generation, the surface of the
terrain the vehicle will fly over needs to be modeled in a piecewise linear way. A set
containing the 2D position (wi,zi) of the known points of this surface is built. The
approach chosen by the author was to increase the altitude of some points of the real
ground, so that when all the points of the modeled ground are linked in a succession
of segments, there is only a limited number of slope changes. A first optimization
problem was formulated to find the minimal variations of altitude that satisfy the
limited number of slope changes constraint.
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3.2.1 Formulation of the terrain modeling optimization prob-
lem
Nomenclature
Some more parameters and variables need to be defined for the purpose of the terrain
modeling formulation:
Parameters Description
nset size of the set containing the elevation data of the terrain to be modeled
αnbrlim maximum number of segments for terrain model
zi[n] altitudes of the points of the set
wi[n] abscissae of the points of the set
Variables Description
z[n] altitudes corresponding to the wis in the terrain model
α[n] slopes of the segments linking the zs in the terrain model
αBin[n] binaries accounting for slope variation at each point of the set
Objective and constraints
The initial altitude where the helicopter starts and the altitude of the destination
goal are kept the same in the model.
z[1] = zi[1] (3.22)
z[nset] = zi[nset] (3.23)
The variable α is defined as the slope of each segment.
∀k ∈ {1..nset− 1}
z[k + 1] = α[k] ∗ (wi[k + 1]− wi[k]) + z[k] (3.24)
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The variable αBin is introduced to describe whether the slope changed between
successive segments.
∀k ∈ {1..nset− 2}
α[k + 1]− α[k] ≤ K ∗ αBin[k] (3.25)
α[k]− α[k + 1] ≤ K ∗ αBin[k] (3.26)
The number of slope changes is constrained to be smaller than the maximum allowed.
nset−2∑
k=1
αBin[k] ≤ αnbrlim− 1 (3.27)
The new modeled surface is constrained to be above the real one, to avoid any risk
of collision with the real ground.
∀k ∈ {1..nset}
zi[k] ≤ z[k] (3.28)
Finally, the objective is to minimize the altitude variations between the modeled
terrain and the real one.
J =
nset∑
k=1
(z[k]− zi[k]) (3.29)
Now that a piecewise linear approximation of the terrain is available, it is possible
to formulate a trajectory planing optimization problem using MILP.
3.2.2 Formulation of the trajectory optimization problem
Nomenclature
Some more parameters and variables need to be defined for the purpose of the tra-
jectory planning formulation:
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Parameters Description
npt number of elevation points of the terrain model
WZg 2D position of the intermediary waypoint
z+margin margin for altitude excess
z−margin margin for altitude shortage
Variables Description
werr[t] horizontal distance to intermediary waypoint
z+err[t] altitude excess
z−err[t] altitude shortage
wBin[t, n] binaries for horizontal location of the vehicle
CirBin binary for non-convex constraints
Objective and constraints
Once again some constraints used for the general purpose of trajectory planning
have already been presented previously and are simply recalled below. Some slight
modifications have been made to adapt the constraints from the 3D to the 2D case.
• Initial conditions
∀s ∈ {1..N}, state[0, s] = state0[s]
• Dynamics
∀t ∈ {0..H − 1}, s ∈ {1..N}
state[t+ 1, s]−
N∑
p=1
Ah[s, p] ∗ state[t, p]−
U∑
i=1
Bh[s, i] ∗ input[t, i]
≤ K ∗ (1−HovBin[t])
− state[t+ 1, s] +
N∑
p=1
Ah[s, p] ∗ state[t, p] +
U∑
i=1
Bh[s, i] ∗ input[t, i]
≤ K ∗ (1−HovBin[t])
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state[t+ 1, s]−
N∑
p=1
Ac[s, p] ∗ state[t, p]−
U∑
i=1
Bc[s, i] ∗ input[t, i]
≤ K ∗HovBin[t]
− state[t+ 1, s] +
N∑
p=1
Ac[s, p] ∗ state[t, p] +
U∑
i=1
Bc[s, i] ∗ input[t, i]
≤ K ∗HovBin[t]
• Mode switching
∀t ∈ {0..H}
state[t, 3] ≤ vlim+K ∗ (1−HovBin[t])
− state[t, 3] ≤ vlim+K ∗ (1−HovBin[t])
state[t, 3] ≤ −vlim+K ∗HovBin[t] +K ∗ (1− CirBin)
− state[t, 3] ≤ −vlim+K ∗HovBin[t] +K ∗ CirBin
• Maximum velocity
∀t ∈ {0..H}, k ∈ {1..C}
state[t, 3] ≤ maxvh+ vherr[t]
− state[t, 3] ≤ maxvh+ vherr[t]
vherr[t] ≥ 0
state[t, 4]−maxvz ≤ vzerr[t]
minvz − state[t, 4] ≤ vzerr[t]
vzerr[t] ≥ 0
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• Maximum acceleration
∀t ∈ {0..H}
state[t, 5] ≤ maxah[t] + aherr[t]
− state[t, 5] ≤ maxah[t] + aherr[t]
aherr[t] ≥ 0
state[t, 6]−maxaz ≤ azerr[t]
minaz − state[t, 6] ≤ azerr[t]
azerr[t] ≥ 0
maxah[t]−maxahh ≤ K ∗ (1−HovBin[t])
−maxah[t] +maxahh ≤ K ∗ (1−HovBin[t])
maxah[t]−maxahc ≤ K ∗HovBin[t]
−maxah[t] +maxahc ≤ K ∗HovBin[t]
Let us now consider the new constraints that are specific to the contour flight case.
• Minimal time arrival
Like before, the binary variables TimeBin[t] are defined to describe when the
vehicle reaches the goal.
∀t ∈ {0..H}
state[t, 1]−WZg[1] ≤ K ∗ (1− TimeBin[t]) (3.30)
WZg[1]− state[t, 1] ≤ K ∗ (1− TimeBin[t]) (3.31)
state[t, 2]−WZg[2] ≤ K ∗ (1− TimeBin[t]) (3.32)
WZg[2]− state[t, 2] ≤ K ∗ (1− TimeBin[t]) (3.33)
H∑
t=0
TimeBin[t] ≤ 1
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The horizontal distances to the waypoint are described by the variables werr[t]
and minimized in the objective function.
∀t ∈ {0..H}
state[t, 1]−WZg[1] ≤ werr[t] (3.34)
WZg[1]− state[t, 1] ≤ werr[t] (3.35)
To evaluate the vertical distance to the desired altitude above the modeled
ground, the binary variables wBin[t, i] need to be created to help identify the
segment above which the vehicle is flying at each time step.
∀t ∈ {0..H}
state[t, 1] ≤ w[1] +K ∗ (1− wBin[t, 1]) (3.36)
∀i ∈ {1..npt− 1}
w[i]−K ∗ (1− wBin[t, i+ 1]) ≤ state[t, 1] (3.37)
state[t, 1] ≤ w[i+ 1] +K ∗ (1− wBin[t, i+ 1]) (3.38)
w[npt]−K ∗ (1− wBin[t, npt+ 1]) ≤ state[t, 1] (3.39)
∀t ∈ {0..H}
npt+1∑
i=1
wBin[t, i] = 1 (3.40)
Equation (3.40) forces the binary variable wBin[t, i] to be equal to 1 exactly
for one i at each time step t. If this i is equal to 1, equation (3.36) shows that
the vehicle is positioned before the first segment. If this i is equal to npt + 1
equation (3.39) shows that the vehicle is located after the last segment. For any
other value of i, the equations (3.37) and (3.38) show that the vehicle is located
63
above the segment defined by the points i− 1 and i with altitudes z[i− 1] and
z[i]. It is then possible to estimate the distance between the altitude of the
vehicle and the desired one. The variables z+err[t] and z−err[t] are defined
to measure the altitude excess and altitude shortage respectively at each time
step.
∀t ∈ {0..H}
state[t, 2]− z[1] ≤ z+err[t] + z+margin+K ∗ (1− wBin[t, 1]) (3.41)
z[1]− state[t, 2] ≤ z−err[t] + z−margin+K ∗ (1− wBin[t, 1]) (3.42)
∀i ∈ {1..npt− 1}
state[t, 2]− (α[i] ∗ (state[t, 1]− w[i]) + z[i])
≤ z+err[t] + z+margin+K ∗ (1− wBin[t, i+ 1]) (3.43)
(α[i] ∗ (state[t, 1]− w[i]) + z[i])− state[t, 2]
≤ z−err[t] + z−margin+K ∗ (1− wBin[t, i+ 1]) (3.44)
state[t, 2]− z[npt] ≤ z+err[t] + z+margin+K ∗ (1− wBin[t, npt+ 1])
(3.45)
z[npt]− state[t, 2] ≤ z−err[t] + z−margin+K ∗ (1− wBin[t, npt+ 1])
(3.46)
The variables z+err[t] and z−err[t] are then placed in the objective being minimized
with the weighting coefficients c1 and c2 set to penalize more the altitude excess or
shortage depending on the preference of the user.
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Finally, the objective function is formulated as follows:
J =
H∑
t=0
K ∗ (H + 1− t) ∗ (1− TimeBin[t])
+
H∑
t=0
werr[t]
+ c1 ∗
H∑
t=0
z−err[t]
+ c2 ∗
H∑
t=0
z+err[t]
+
H∑
t=0
100 ∗K ∗ vherr[t]
+
H∑
t=0
1000 ∗K ∗ vzerr[t]
+
H∑
t=0
100 ∗K ∗ aherr[t]
+
H∑
t=0
1000 ∗K ∗ azerr[t]
+
H−1∑
t=0
U∑
i=1
0.001 ∗ |input[t, i]| (3.47)
The above function expresses the objective of reaching the goal as quickly as possible
or minimizing the distance to it if it can’t be reached within the horizon, while
penalizing any altitude excess or shortage as well as any violation of the velocity and
acceleration bounds along the trajectory.
3.2.3 Simulation
A simulation based on the theory described above was implemented under MATLAB.
The optimizer CPLEX was used and called under MATLAB by using the AMPL lan-
guage. The input to the simulation were the 2D coordinates of the points representing
the ground, the maximum number of segments allowed to approximate it, the height
to maintain above the ground during the flight along with the tolerance margins and
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the initial state of the vehicle. The values of these inputs are specified below:
wi =
(
0 20 40 60 80 100
)
zi =
(
10 15 5 10 20 15
)
αnbrlim = 4
h = 20
z+margin = 2
z−margin = 1
state0 =
(
wi(1) zi(1) + 20 5 0 0 0
)
In this example, the vehicle’s starting altitude was set to the desired value for contour
flight, that is to say 20 m above the underlying ground. An initial horizontal velocity
of 5 m/s was also chosen. The goal location is placed at the desired constant altitude
above the last point of the ground: WZg =
(
100 35
)
. The dynamical parameters
are the same as the ones for the multiple waypoints simulation and are recalled below:
Ah = Ac =

0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 − 1
τh
0
0 0 0 0 0 − 1
τz

Bh = Bc =

0 0
0 0
0 0
0 0
1
τh
0
0 1
τz

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H = 12 U = 2 N = 6
vlim = 5
maxvh = 40
maxvz = 3 minvz = −3
maxahh = 2 maxahc = 2
maxaz = 2 minaz = −2
The results of the terrain approximation are shown on Figure 3-3.
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Figure 3-3: Piecewise linear approximation of the terrain.
The circles represent the known points belonging to the ground surface and the
segments represent the optimal piecewise linear approximation of the terrain obtained
with 4 segments maximum.
Once the terrain was modeled, the next step was to optimize for a trajectory
that reaches the goal as fast as possible while minimizing the altitude excess and
shortage to follow the terrain as well as possible. In this example, the weighting
coefficients c1 and c2 were chosen to strongly penalize any incursion of the vehicle
outside of the altitude bounds defined by the margins z+margin and z−margin.
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Setting c1 = c2 = K ∗ H ensured that the vehicle would favor staying within its
altitude bounds above the terrain, even if this would prevent it from reaching the
goal sooner. The generated trajectory is shown on Figure 3-4.
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Figure 3-4: Trajectory generated for contour flight.
The dashed line shows the desired altitude the vehicle should follow within a
margin tolerance for contour flight and the curve defined by the crosses shows the
generated trajectory. The figure shows that the vehicle remains within the altitude
tolerance bounds while trying to reach the goal as quickly as possible. This illustrates
the good performance of the approach described for contour flight.
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Chapter 4
Implementation on a Real
Unmanned Helicopter
4.1 Renegade Project
The DARPA Software Enabled Control (SEC) program gave us the opportunity to
implement and demonstrate in flight our path-planning techniques on a DARPA-
owned unmanned aerial vehicle (UAV) known as the Renegade. The Renegade is
a full-scale autonomous helicopter (modified Robinson R-22/Maverick - shown on
Figure 4-1), whose avionics, flight dynamics and flight software are similar to the
ones of the Boeing A160 ”Hummingbird” (Figure 4-2). The goal of this program
was to experiment technologies that enhance the autonomy and reliability of the
Renegade, with the perspective of a transition to the A160.
Several universities were involved in this SEC program and were referred to as
technology demonstrators (TD). The Georgia Institute of Technology (GT) team
helped build the Renegade model and the simulation software. They also tested
an adaptive controller whose purpose was to support operations closer to vehicle
limitations. The Berkeley University of California (UCB) team focused on vision-
based technologies for terrain mapping and autonomous landing. Our role at the
Massachusetts Institute of Technology (MIT) was to develop the path-planner for
the UAV. It consisted in a program that enables the UAV to find in real time (as it
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Figure 4-1: The Renegade helicopter - courtesy Boeing.
Figure 4-2: The Hummingbird helicopter - courtesy Boeing.
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flies) an optimal path given a certain scenario to accomplish, a dynamically changing
terrain to go through, and its flight capabilities. Boeing Phantom Works provided all
teams with an Open Control Platform (OCP) interfacing with the UAV. Their team
was in charge of the overall coordination, software and hardware in the loop testing,
demonstration planning and flight test support. The flight tests were conducted in
the Mojave Desert, near Victorville California. The customers for this program were
the Naval Air System Command (NAVAIR), the Defense Advanced Research Projects
Agency (DARPA) and the Air Force Research Laboratory (AFRL).
4.2 Experimental Set-Up
4.2.1 Simulation
Our path-planner was programmed in C++ language and was developed under Mi-
crosoft Visual C++ 6.0. We chose to use CPLEX [12] to solve our optimization
problems and the Concert Technology language [19] to interface with the CPLEX
libraries. Our program was linked to the OCP through an application programming
interface (API) and was launched as a separate executable running on its own proces-
sor, either under Microsoft Windows or Linux operating system. The OCP provides
an open, middleware-enabled software framework and development platform for de-
velopers of distributed and embedded software applications. The middleware isolates
the programmer from the details of the operating system and provides a mechanism
for communication with other OCP software components. Such components included
the ones developed by the TDs as well as a UAV experiment control component that
allowed for visualization and served as a user interface (Figure 4-3). To allow for
enough computer power to be provided to each component, these were run on several
computers linked through a local network. Typically, the API would run on a first
computer, our path-planner on a second one and the GUST simulation, UCB landing
and UAV Experiment Control on a third one. The overall software architecture is
shown on Figure 4-4.
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Figure 4-3: UAV Control Experiment window - courtesy Boeing.
Figure 4-4: Overall software architecture - courtesy Boeing.
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4.2.2 Flight Tests
During the flight tests our path-planner was embedded onboard the helicopter. The
flight demonstration architecture is shown in Figure 4-5.
Figure 4-5: Flight demonstration architecture - courtesy Boeing.
The flight demonstration major components are shown on Figure 4-6 and included
safety pilots, a mobile ground station control (GSC), a VIP viewing area and the
Renegade itself.
4.3 Path-Planner Software
Our path-planner finds optimal trajectories in real time, i.e. online during the ac-
tual flight, to have the capability of reacting to a dynamically changing environment
(moving threats for example), but also to be able to update its state on which the
path-planning is based with real measurements. To achieve such a capability, the
optimization problem must be solved very fast. For the Renegade project, our path-
planner was run every second, and was therefore able to correct its trajectory based
on the latest measurements and compensate at a 1 Hz rate for wind, model errors,
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Figure 4-6: Flight demonstration major components - courtesy Boeing.
as well as changes in the environment such as pop-up obstacles. However, there is
a trade-off between the time to solve an optimization problem and its complexity.
To allow for having CPLEX solve the trajectory optimization problem in less than 1
second, we used the technique based on global cost-to-go functions, receding horizon
and mixed integer linear programming discussed in the previous chapters.
I will first describe what the planner can do and then explain how it does it by
covering, at a high level, the algorithms involved.
4.3.1 Capabilities
The path-planner enables for reaching in minimal time different types of waypoints
in different kinds of environments. The different types of environments are:
• Real terrain environment based on US National Geospatial-Intelligence Agency
digital terrain elevation data (DTED). The environment is built from a uniform
matrix of terrain elevation values. Different resolutions exist. The highest
resolution that is available to the public is 100 ft and was used for the Renegade
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project. Higher resolutions up to 3 ft are available for military applications.
• DTED with added buildings and/or circular obstacles: the user can add build-
ings and circular obstacles on top of the DTED. The buildings are represented
as rectangular prisms whose height, length, width and orientation angle can be
specified by the user. The circular obstacles are circular zones the helicopter is
not allowed to fly over.
• Urban environment: flat terrain with buildings and/or circular obstacles.
The different types of waypoints are:
• Type 0: simple waypoint - hover. The helicopter flies straight to it, discarding
the obstacles and plans on stopping/ hovering.
• Type 1: urban waypoint - hover. The helicopter flies to the waypoint while
avoiding the obstacles. A flat terrain with buildings and/or circular obstacles
is used.
• Type 2: terrain waypoint - hover. The helicopter flies to the waypoint while
avoiding the obstacles and plans on stopping/hovering. DTED with possibly
added buildings and/or circular obstacles is used.
• Type 3: simple waypoint - transition. The helicopter flies to the waypoint
discarding the obstacles and makes a smooth transition to the next waypoint.
Here the trajectory is optimized to fly through multiple waypoints in minimal
time.
• Type 4: contour flight waypoint - hover. The helicopter flies to the waypoint
while maintaining a constant altitude above the underlying terrain and plans
on stopping/hovering.
• Type 5: contour flight waypoint - transition. The helicopter flies to the waypoint
while maintaining a constant altitude above the underlying terrain and plans
on making a smooth transition to the next waypoint.
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• Type 6: urban waypoint - transition. The helicopter flies to the waypoint while
avoiding the obstacles in a urban type of environment and plans on making a
smooth transition to the next waypoint.
• Type 7: terrain waypoint - transition. The helicopter flies to the waypoint while
avoiding the obstacles in a DTED-based environment and plans on making a
smooth transition to the next waypoint.
The path-planner also provides different types of take-off and landing capabilities:
• Normal take-off: the helicopter goes up at a 2 ft/s until it reaches 100 ft above
ground level (AGL) where it stops and hovers. Both the vertical velocity and
the hover altitude can be specified by the user.
• Fast take-off: the helicopter goes up at 3 ft/s until it reaches 50 ft AGL where it
automatically starts to plan its trajectory and move towards the next waypoint.
Both the vertical velocity and the transition altitude can be specified by the
user.
• Normal landing: the helicopter flies to a location whose latitude and longitude
are the ones of the current waypoint but whose altitude AGL is 200 ft. Once it
arrives there, the helicopter starts going down at 2 ft/s and adjusts its horizontal
position to be within 20 ft of the waypoint horizontal position by the time it
reaches 50 ft AGL. Then, it continues going down at 2 ft/s until it is 15 ft
AGL and finally slows down its descent rate to 1ft/s to land smoothly. If
the helicopter’s horizontal distance to the waypoint exceeds 20 ft while it is
between 50 ft AGL and 15 ft AGL, the helicopter goes up at a vertical velocity
of 2 ft/s back to 50 ft AGL, adjusts its position and repeats the process. If
this happens below 15 ft AGL, the helicopter just lands. All the altitudes and
vertical velocities involved in this process can be specified by the user.
• Fast landing: the process is basically the same as the normal landing but with
more aggressive values for the vertical velocities and altitudes.
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Since the path-planner is a real-time application, it can also handle different kind
of changes during the flight:
• Modifications of the environment: the user can add/delete obstacles while the
helicopter is flying to its waypoint. The helicopter will adjust to these modifi-
cations while it is flying and won’t need to stop.
• Modifications of the waypoints/scenarios: the user can change the position,
order, types of the waypoints during the flight. The helicopter will smoothly
adjust to these changes.
• Re-initialization of the parameters: the user can change the parameters of the
planner during the flight. These parameters are contained in a text file. Ex-
ample of the parameters available to the user are: the maximum/minimum
velocities, accelerations, jerks, arrival margins to waypoints, take-off and land-
ing vertical velocities and altitudes, length of the planning horizon for CPLEX
(directly related to the optimization time), resolutions and characteristics of
the local operational windows between two waypoints This feature provides the
user with the capability of tuning the planner online.
• Stop/launch the planner at anytime: the user can bring the helicopter to hover
and re-launch the planner at anytime by just pressing buttons.
Finally, the planner also provides the user with test functions that make the
helicopter fly a series of specified commands and store the corresponding output
states for analysis of the dynamics of the system. This allowed us to determine the
characteristics of the linear time-invariant modes (LTI) we used to approximate the
dynamical behavior of the real vehicle.
4.3.2 Algorithms
The code was written in C++ and developed under Microsoft Visual C++ 6.0. In
order to achieve good clarity, the program has a very hierarchical architecture. It goes
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from main, general functions to more specialized ones, using structures that contain
the variables and parameters as arguments.
Main variables and parameters
These were made public through the use of structures. I used 5 main structures to
describe the vehicle input state measurements (time, position, velocity, acceleration,
attitude), the vehicle information relevant for the planner (converted state values,
dynamical model, constraints, predicted state), the characteristics of the environment
(obstacles, waypoints), the MILP related variables and the vehicle commands.
Main functions
At the top level, we find the functions that:
• initialize all variables and parameters
• receive the waypoints, obstacles, buildings, no-fly zones the user sends
• receive the mission commands the user sends by pressing buttons (take-off, land,
fly to waypoint)
• compute the ”cost-to-go” map whenever it is needed (anytime thread)
• receive the input state measurements, update state variables and send the out-
put commands
• does the path-planning (generates the commands)
Let us now consider each function in more details.
1. Initialize variables and parameters
This function does the following:
• Load the DTED from the corresponding text file when the program starts
• Initialize all parameters and variables when program starts
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• Load the main parameters the user can specify from the corresponding text
file when the program starts and whenever the ”Reinit” button is pressed
by the user
2. Receive waypoints, obstacles, buildings and no-fly zones
When a list of waypoints, obstacles, buildings and no-fly zones is sent, the
following tasks are carried out:
• Store previous list in an array
• Receive new list in another array
• Compare the two lists and decide if ”cost-to-go” needs to be recomputed
(in case the local environment has changed)
• Convert some of the parameters to the frame used in the path-planner
(like latitudes and longitudes to distances in feet) and calculates some
extra ones relevant for the path-planner
3. Receive mission-level commands from user
Whenever the user presses a button to order to stop, plan, take-off or land,
some flags are set to 1, which activates the corresponding logics.
4. Compute ”cost-to-go” (CTG) map
This function contains the following sub-functions:
• Re-initialize all CTG related variables
• Set the resolution and size of the local window of operation based on the
position and type of the two waypoints and parameters specified by the
user
• Check if calculated size is less than maximum allowed one
• Decompose this window in discrete and uniformly spaced out nodes
• Build cells out of this grid of nodes
• Determine if each cell is located in or out of the obstacles
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• Check if the cell that contains the goal is not located in an obstacle
• Assign a reference speed to these cells depending on their location in the
environment (whether close to the obstacles, on the edges of the window)
• Calculate their ”cost-to-go” which represents an approximate time to fly
from that cell to the goal by going through neighboring cells at some
reference speed. The details of this process are explained in chapter 2.
5. Receive input state, update and send output commands
That function performs the following tasks:
• Store position, velocity, acceleration and attitude angles in the correspond-
ing structure
• Calculate planner state variables from input data
• Check if goal is reached and update it if needed with the next waypoint or
declare mission complete and bring the helicopter to hover
• Update stored commands with new ones every second
• Display intended route
• Send stored commands to OCP
6. Plan trajectory
Depending on the value of the flags, the function will do one of the following:
• Take-off
This function brings the helicopter up at 2 ft/s until it reaches 100 ft AGL.
If the helicopter is above 40 ft from the ground, it starts pointing in the
direction of either the wind or the next waypoint it has to fly to, depending
on the choice of the user.
• Take-off fast
This function brings the helicopter up at 3 ft/s until it reaches 50 ft AGL.
If the helicopter is above 40 ft from the ground, it starts pointing in the
direction of either the wind or the next waypoint it has to fly to, depending
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on the choice of the user. This function also pre-computes the CTG of the
next waypoint (if needed) while the helicopter is raising in the air so that
it is ready to fly to it as soon as it reaches 50 ft AGL.
• Land
This function first creates a new goal which has the same type and horizon-
tal location as the current waypoint, but has an altitude of 200 ft AGL.
It then makes the helicopter fly an optimal trajectory to this new goal.
Once arrived, the helicopter starts its descent at 2 ft/s until 50 ft AGL is
reached while pointing in the direction of the wind. If the radial distance
to the waypoint is more than 20 ft, the helicopter stops its descent and
finishes adjusting its horizontal position. Once the vehicle is within the
radial margin, it continues its descent at 2 ft/s. If the helicopter gets out
of the radial margin, it stops descending and goes up at 3 ft/s, back to
60 ft where it repeats the previous process. Once the vehicle reaches 15 ft
AGL, it finishes its descent at 1 ft/s until it touches the ground.
• Land fast
This function is similar to the function ”Land” only it has different pa-
rameter values. The altitude of the new waypoint to reach is set at 100 ft
instead of 200 ft, the descent rate is set to 3 ft/s and the ascent rate in
case the vehicle goes out of the radial margin is set to 3 ft/s as well.
• Fly optimal trajectory towards current waypoint
This function executes different tasks depending on the type of the current
waypoint to fly to:
– waypoint type 0
The goal position in MILP (local waypoint) is set equal to the position
of the current waypoint. If one second passed since the last optimizer
run, several tasks are performed. First, the state the helicopter will
have in 1 second (when optimizer ends and new commands can be
sent) is estimated. Second, the maximum allowed velocity is calcu-
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lated based on the distance to the local waypoint and the table of
reference velocities and distances set by the user in the main parame-
ters text file. Third, CPLEX is launched to solve the MILP problem
and optimize the trajectory to the local waypoint. Finally, the conver-
gence of CPLEX is checked and the outputs are converted into body
frame commands for the helicopter.
– waypoint type 1
In this case, the algorithm first checks if the CTG based on the current
position and current waypoint to fly to has already been computed
and if not, it computes it. While the CTG is being computed, the
helicopter hovers and aligns its body with the wind or point towards
the next waypoint, depending on the choice of the user. If the waypoint
is too far below or above, the vehicle adjusts its current altitude. If one
second passed since the last optimizer run, several tasks are performed.
First, the state the helicopter will have in 1 second (when optimizer
ends and new commands can be sent) is estimated. Second, the set
of local cells that are close to the predicted position of the helicopter
and whose path to this position is free of obstacles is built. The size
of the set is limited by restricting the search to neighboring cells (cells
contained in a disc centered at the predicted location of the helicopter).
Third, the local waypoint used for the trajectory optimization is found
by starting on the predicted position of the helicopter and following
the minimum time path based on the CTG until the border of the set
is reached. The border cell thus reached by following the gradient is
chosen as the goal to reach for the next trajectory optimization. Then,
the maximum allowed velocity is calculated based on the distance to
the local waypoint and the table of reference velocities and distances
set by the user in the main parameters text file. Finally, CPLEX
is launched to solve the MILP problem and optimize the trajectory
to the local waypoint, the convergence of CPLEX is checked and the
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outputs are converted into body frame commands for the helicopter.
– waypoint type 2
The process is very similar to the previous one. The difference is in the
CTG calculation. The window of operation is typically made smaller
in the horizontal plane but with a higher resolution (based on the one
of the DTED), and wider in the vertical plane, with more vertical
layers in the discretization to allow for more capability in capturing
the terrain elevation and flying above/below obstacles.
– waypoint type 3
The first goal’s position in MILP (first local waypoint) is set equal to
the position of the current waypoint, and the second goal’s position
in MILP (second local waypoint) is set equal to the position of the
next waypoint. The CTG map for the second waypoint is calculated
if needed (if the vehicle is supposed to transition to the next waypoint
without stopping). If one second passed since the last optimizer run,
several tasks are performed. First, the state the helicopter will have in
1 second (when optimizer ends and new commands can be sent) is esti-
mated. Second, the maximum allowed velocity is calculated based on
the distance to the local waypoint and the table of reference velocities
and distances set by the user in the main parameters text file. Third,
CPLEX is launched to solve the MILP problem and optimize the tra-
jectory to the local waypoint. Finally, the convergence of CPLEX is
checked and the outputs are converted into body frame commands for
the helicopter.
– waypoint type 4
If one second passed since the last optimizer run, several tasks are per-
formed. First, the state the helicopter will have once the commands
are ready to be implemented is estimated using prediction models.
Second, the altitude above ground level (AGL) of the current way-
point is found and used to define the desired AGL of the helicopter
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during the flight. If the distance to the current waypoint is less than
600 ft, the local waypoint position is set equal to the one of the cur-
rent waypoint. Otherwise, the algorithm builds the straight line that
joins the predicted position of the helicopter to the current waypoint,
and calculates the horizontal position of the point located on this line
that is 600 ft away from the predicted location of the helicopter in the
direction of the waypoint. The local waypoint’s horizontal position
is set to this value and its GPS altitude to the sum of the altitude
of the terrain below this point (estimated form the DTED) and the
desired AGL of the flight. The DTED from the points neighboring
the segment linking the predicted position of the vehicle and the lo-
cal waypoint is collected in a set. CPLEX is then used to build a
piecewise linear approximation of the terrain between the helicopter
position and the local waypoint. The details of this process can be
found in chapter 3. The optimizer selects 6 points from the DTED set
previously built and join them with segments in such a way that the
sum of the distances between the points from the set and the segments
is minimized. If an error occurred during the terrain approximation
process, the helicopter is stopped to a hover and an error message is
issued. Then, the maximum allowed velocity is calculated based on
the distance to the local waypoint and the table of reference veloc-
ities and distances set by the user in the main parameters text file.
Finally, CPLEX is launched to solve the MILP problem and optimize
the trajectory to the local waypoint, the convergence of CPLEX is
checked and the outputs are converted into body frame commands for
the helicopter.
– waypoint type 5
The process is very similar to the one for waypoint’s type 4. The only
difference is that the first task is to pre-compute the CTG for the next
waypoint if needed, so that the helicopter can smoothly transition to
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the next waypoint once arrived.
– waypoint type 6
The process is very similar to the one for waypoint’s type 1, only
with bigger arrival margins so that the CTG calculation for the next
waypoint starts soon enough to converge before the helicopter reaches
the current waypoint. This allows for smooth transitions but requires
that no obstacle be placed within the arrival margins of the waypoints.
– waypoint type 7
The process is very similar to the one for waypoint’s type 2, only
with bigger arrival margins so that the CTG calculation for the next
waypoint starts soon enough to converge before the helicopter reaches
the current waypoint.
– waypoint’s type is not between 0 and 7
In this case an error message is issued.
• Stay at hover
This task is performed by default: if the user does not require any take-
off, landing, planning, stop, or tests to be done, then the helicopter is
commanded to simply stay at hover.
4.4 Hardware-In-The-Loop Simulations
Although the flight tests had not been done yet at the time this thesis was written,
hardware-in-the-loop simulations corresponding to the route expected to be flown
during the final demonstration were conducted and the results are shown in Figure 4-
7. Figure 4-8 shows a zoom on the UAV Control Interface window to provide more
clarity on the results.
On the figures, the big circles represent the obstacles, the smaller ones the way-
points, the rectangles the no-fly zones and the picture of the van the ground station
control vehicle. A description of the hardware-in-the-loop simulation is provided be-
low.
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Figure 4-7: Flight route - courtesy Boeing.
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Figure 4-8: Detailed parts of the trajectory - courtesy Boeing.
Description of the experiment
The vehicle’s initial position is located near the waypoint ”L1” (see Figure 4-
8), close to the GSC vehicle. When the operator pushes the ”Take-off fast”
button, the vehicle quickly climbs in the air and starts flying towards the first
waypoint ”E0” once a safe altitude is reached. The vehicle then follows its
airport egress route (indicated by the ”E” waypoints), climbing to an altitude
of 3500 ft. When the waypoint ”E3” is reached, the planner is deactivated and
the vehicle is commanded to execute a 3 degrees per second turn to allow the
flight software to determine accurate wind estimates for that altitude. Once
several loops are done, the planner is activated again and the vehicle goes back
to its pre-planned waypoint route at ”E4”. The vehicle then demonstrates the
real-time obstacle avoidance capability of the planner by flying around known
obstacles on its way to waypoint ”S1” and around a pop-up obstacle on its way
to waypoint ”S2”. Once the vehicle successfully got through the obstacle course,
the operator commands the vehicle to search for a safe landing site. The planner
is then deactivated and the vision-based technology developed by the Berkeley
University of California team is used. Once the autonomous landing has been
performed (hover at 200 ft AGL), the planner is reactivated and the vehicle
flies through the terrain waypoints (indicated by the letter ”T”) in minimal
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time while maintaining a constant altitude above the ground. The vehicle then
crosses back over the obstacle zone to the waypoint ”A1-0” where the planner
is deactivated again and the UCB visual landing system performs the approach
for the final landing.
The simulated unmanned helicopter flew around the obstacles through the way-
points as it was expected to and showed an overall satisfying performance. Since
the hardware-in-the-loop and real system’s behaviors are alike, similar results are
expected during the flight tests.
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Chapter 5
Conclusion and Future Work
5.1 Conclusion
A new approach to real-time, long-range path-planning in dynamically changing en-
vironment was presented. This approach was built by combining two existing tech-
niques: environment decomposition and online trajectory optimization formulated
using mixed integer linear programming (MILP). A global cost-to-go map based on
the geometry of the environment and maneuvering capabilities of the vehicle is used
to select a close-range waypoint to fly to. A local trajectory that exploits the dynam-
ical performance of the vehicle to achieve the mission objectives is then optimized
using the MILP framework. The first commands are implemented and a new local
waypoint is selected based on the new state of the vehicle but also on the potential
changes in the environment or mission scenarios. This receding horizon scheme allows
for real-time tractability and good robustness to perturbations and modeling errors.
A path-planner algorithm was implemented under MATLAB to illustrate this
approach. A real-time SIMULINK model was used to test the behavior of the system
and several experiments showed the planner lead the vehicle along minimal time
trajectories to the desired waypoint in a constrained, urban environment.
New MILP formulations for minimal time path-planning in the case of multiple
waypoints and contour flight were presented. MATLAB simulation results showed
that the vehicle was able to take several waypoints into consideration when plan-
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ning its path through them, and that it was also able to reach a given waypoint as
fast as possible while remaining within close bounds at a constant height above the
underlying terrain.
Finally, the author used the approach presented in the previous chapters to develop
a path-planner software for the guidance of a DARPA-owned unmanned helicopter,
the Renegade. The code was integrated in DARPA’s Open Control Platform and
allowed for generating, onboard and in real-time, the velocity commands resulting in
optimal trajectories for different kind of mission scenarios and dynamic environments.
The planner was designed to enable smooth or aggressive take-offs and landings,
contour flight, and minimal time trajectories to either a single or a series of waypoints,
in environments with fixed and pop-up obstacles. The planner was built so that most
of the planning and mission parameters could be changed online. Hardware-in-the-
loop simulations were conducted and presented. The results showed that the mission
objectives were successfully met.
5.2 Future Work
The author would like to suggest several directions for future work:
• Adaptation to partially known environments
It could be investigated how well the planner would perform in the case of
partially known environment if combined with an onboard vision/radar system.
A penalty function based on real-time data gathered from onboard sensors about
the local environment could be added to the global cost-to-go map from which
the intermediary waypoint is selected to take advantage of the more precise
knowledge of the local environment in the trajectory planning.
• Improvement of the CTG function
A lot can be done to improve the global CTG function that approximates the
cost from each node in the environment to the goal. A very rudimentary model
was used so far to estimate the cost to transition between neighboring nodes
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but a possible alternative would be to use a library of known optimal trajecto-
ries instead. A maneuver automaton based on optimal local trajectories could
indeed be implemented to generate a more realistic CTG function.
• Different approach to online trajectory planning
More research could be done on the online trajectory planning approach. First,
there may exist other MILP formulations that achieve better convergence rates
and/or performance of the optimized trajectory. Second, other optimization
framework may prove to be more efficient than the mixed integer linear pro-
gramming one and should be explored as well. The MILP framework was first
chosen for its ability to handle logical constraints that are especially conve-
nient for taking into account the dynamics in the trajectory planning. Indeed,
the real dynamics of the vehicle were approximated with linear, time-invariant
modes and binary variables were used to allow for switching between these
modes when optimizing for the trajectory. However, if the vehicle’s dynamics
are highly nonlinear, not only does this results in planning for trajectories that
may not be optimal for the real system, but the implementation of the optimized
commands may also result in unexpected, suboptimal behaviors, particularly
dangerous when flying near obstacles. Although the use of the receding horizon
technique allows for compensating for any swerving from the optimal path, too
much discrepancy between the real and modeled dynamics makes it necessary
to re-optimize the trajectory very often, leaving very little time for solving the
optimization problem. Thanks to the nonlinear control techniques presented in
[20], the author was able to implement a robust sliding controller under MAT-
LAB and link it to the SIMULINK path-planner model presented in chapter 2.
This controller was built to improve trajectory tracking and allowed for more
time between each optimization launch. The new approach consisted in gen-
erating a feasible trajectory based on the kinematics of the vehicle alone and
solving for the commands by using a sliding controller based on a more realis-
tic, nonlinear model of the vehicle’s dynamics. Although this technique allowed
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for achieving robustness without having to re-optimize too often, the resulting
trajectories were suboptimal since the vehicle would counter the perturbations
instead of taking advantage of them. More studies would need to be done on
how to further simplify the optimization phase to improve its convergence rate
while still achieving high-performance trajectories.
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