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Resumo
Com uma crescente preocupação relativamente ao consumo energético global, a energia
fotovoltaica surge como uma fonte energia renovável promissora. Esta dissertação é con-
struída sob a premissa de que a capacidade de previsão de potência fotovoltaica produzida
possibilita o aumento de performance da rede elétrica local através de um controlo eﬁciente
da mesma. O trabalho desenvolvido propõe uma estrutura com a capacidade de previsão de
potência produzida por um sistema fotovoltaico ligado a rede elétrica presente na Universi-
dade do Algarve. A estrutura de previsão proposta é composta por dois modelos dinâmicos,
não lineares, de previsão e um modelo estático não linear. Redes Neuronais Artiﬁciais foram
usadas como modelos. Os modelos de previsão têm como objectivo fazer previsões da tem-
peratura do ar e irradiação solar em passos incrementais de 5 minutos para um horizonte de
previsão de 4 horas. O modelo estático é construído para estimar a potência gerada pelo sis-
tema fotovoltaico e é otimizado através de comparação entre vários tipos de redes neuronais
como o perceptrão multicamadas e funções de base radial, e modelos com escalas temporais
diferentes, aplicados a diferentes estações do ano, bem como um modelo anual.
Palavras-Chave: Energia Fotovoltaica, Redes Neuronais Artiﬁciais, Previsão
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Abstract
In a growing concern for the world energy consumption, photovoltaic energy sources are a
reliable renewable energy alternative. This thesis is built upon the premise that the forecast
of photovoltaic power production can increase performance of local electric network through
an eﬃcient network management. The work developed proposes a power production forecast
structure based on a grid-connected photovoltaic system in the University of Algarve. The
proposed forecast structure is composed of two non-linear dynamic forecasting models and
one non-linear static model. Artiﬁcial Neural Networks were used in the development of these
models which are intended to forecast solar irradiance and air temperature using Radial Basis
Functions with 5 minutes time steps within a prediction horizon of 4 hours. The static model
on the structure was created to estimate the power generated by the photovoltaic system
and it was optimized through comparison between several network architectures (MLP and
RBF) and several seasonal models, as well as a annual model.
Keywords: Photovoltaic Energy, Artiﬁcial Neural Networks, Forecast
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1 Introduction
Global energy consumption is expected to increase at least 2-fold by 2050 when comparing
to the present due to population and economic growth [1], thus creating a concern for an
increasing demand of more energy. In principle this demand could be met by fossil fuels,
although there are parallel concerns to the exploitation of fossil fuels such has the emission of
Greenhouse gases (GHG). These facts create a demand for renewable and emission free power
sources, such as solar irradiance which is by far the most exploitable resource providing more
energy in 1 hour than the energy consumed by humans in one year[1].
Although solar energy is a renewable and GHG emission free power source, the photo-
voltaic cells are completely dependent on solar radiation exposure creating some limitations
to its use. Weather conditions obstructing solar radiation and day/night cycles generated
by the Earth's rotation are two examples of phenomenons where the power harnessed by
photovoltaic cells is disrupted or interrupted. Although the Earth's rotation is periodic,
weather conditions are more complex which leads to a decreased performance of harnessed
photovoltaic energy.
In order to eﬃciently and reliably manage solar generated power, energetically and eco-
nomically, a prediction of available power becomes a necessity. The importance of these
predictions allow an eﬃcient storage of the solar generated power and an optimized con-
trol over its usage; consequently in the event of one photovoltaic structure being ineﬃcient
due to the weather conditions or day/night cycles, demanding power can be acquired from
alternative power sources.
There are several perspectives in an economic sense regarding forecasting power produc-
tion of renewable energies. One of the main advantages is through the forecast of solar energy
production for eﬀective storage. This allows an eﬃcient usage of energy and through eﬀective
management of the electricity network load, any surplus power produced can be sold back
to the power grid balancing the costs with hours of no power production, reducing energy
related costs [2].
Another economical factor comes from the limited existence of non-renewable energy
sources. According to a report of the International Energy Agency (IEA) there has been
substantial market growth in 2006, with an ongoing trend in grid-connected applications[3].
Based on the supply and demand of photovoltaic technology, the reported growth from IEA
can result on a more competitive market for manufactures reducing the consumer price point.
1
1.1 Motivation and Goals
The work developed in this thesis aims to create a forecasting model for power production
using data from an array of photovoltaic panels. The forecasting model is based on artiﬁcial
neural networks deﬁned by a structure of two forecasting models for solar irradiance and air
temperature serving as the input of a subsequent static model which intends to estimate a
value for power production.
With the forecasting capability of artiﬁcial neural networks the work developed intends to
create a reliable forecast model for the photovoltaic power production structure in University
of Algarve. Through a comparison of several seasonal models over two diﬀerent types of
artiﬁcial neural networks, the goal is the creation of an year long forecast model.
1.2 Thesis scope
In chapter 2, a theoretical introduction to neural networks is presented along with an
introduction to photovoltaic systems, air temperature and solar irradiance. Several methods
to evaluate the quality of estimation and prediction of a neural network are also described.
In chapter 3 the current state of the art for solar energy production forecasting is reviewed.
In chapter 4, the methodology, design and implementation used in the forecasting model
using neural networks is explained. In chapter 5, the results of the tests are presented
and elaborated. In chapter 6, the conclusion of the work, and expected future research are
discussed.
2
2 Theoretical Background
2.1 Artiﬁcial Neural Networks
An understanding of neural networks is essential to the identiﬁcation and optimization of
the parameters which will result in neural network model with reﬁned performance.
The Neural network concept was ﬁrst based and motivated on the observation of the
complex biological neuron from the human brain. In biologic neurons the information that
arrives in the dendrites is then integrated and passed on to the axon. The engineering
perspective on the subject is an analog mathematical model composed with the weighting
of the inputs followed by the sum of these inputs and bias and then processed by a transfer
function. The information is then the output.
Figure 2.1 illustrates n biological neurons with several signals of intensity x and synaptic
strength w feeding into a neuron with a threshold of b, and the equivalent artiﬁcial neurons
system [4].
Figure 2.1: Analogy of signal interaction between n artiﬁcial neuron and n biologic neuron
in a single layer conﬁguration [4]
Although Artiﬁcial Neural Networks have a high adaptivity capability, there are several
factors to be considered like the network topology and the learning algorithm. Such factors
with the contextual information property of the network have a signiﬁcant impact on the
Neural Network performance [5].
3
2.2 Artiﬁcial Neural Networks properties
2.2.1 Single Input-Neuron
An Artiﬁcial Neural Network is composed of neurons, simple processing units, and weighted
connections between them. In this simple model input xi is multiplied by the corresponding
weight ωki and summed with the bias bk generating the activation potential υk of the neuron
k represented in ﬁgure 2.2. This activation potential is then processed by the activation
function ϕ(υk) generating the output accordingly to the activation function, which will be
seen with further detail in section 2.2.3.
Figure 2.2: Artiﬁcial Neuron with single Input diagram
2.2.2 Neuron with an input vector
Artiﬁcial Neural Networks can have more neurons to handle multiple inputs designated
input vectors, having the same concept as before. In mathematical terms it can be described
by equations 2.1, 2.2 and 2.3 with respect to neuron k, for m inputs:
uk =
m∑
j=1
ωkjxj (2.1)
υk = uk + bk (2.2)
yk = ϕ(υk) (2.3)
The input vector is deﬁned by x1, x2, . . . , xm and ωk1, ωk2, . . . , ωkm are the synaptic weights
of the neuron k. υk is the activation potential resulting from the sum of the terms ωkjxj and
the bias bk. Consequently υk is the argument of the activation function ϕ.
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Figure 2.3: Artiﬁcial neuron with input vector diagram [5]
2.2.3 Activation function
The activation function or transfer function controls the amplitude of the output of the
neuron respecting the neurons weights and its respective inputs. The most basic type of acti-
vation function are the Threshold Function, Piecewise-Linear Function and Sigmoid Function.
The Threshold Function has biological inspiration and is referred to in the literature as the
McCulloch-Pits model, in recognition of the pioneering work done by McCulloch and Pitts in
1943. Accordingly, the value for the threshold makes the activation function rather sensitive
to small changes due to all-or-none property of the McCulloch-Pitts model [5].
Figure 2.4: Sigmoid function [5].
The Sigmoid Function, illustrated in ﬁgure (2.4), is the most common form of activation
function used in the construction of artiﬁcial neural networks. This is due to the shape of
the Sigmoid function which represents a balance between linear and non-linear behavior. An
example of the sigmoid function can be represented through the logistic function described
in equation 2.4.
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ϕ(υ) =
1
1 + exp(−αυ) (2.4)
where α is the slope parameter of the sigmoid function and when this parameter ap-
proaches inﬁnity the function represents the threshold function in ﬁgure 2.5.
Figure 2.5: Threshold function.
This function ranges from 0 to +1, although sometimes it is desirable to range the acti-
vation function from -1 to +1 making the function symmetric with respect to the origin.
The equivalent of the sigmoids function in this particular symmetric case is a hyperbolic
tangent function, deﬁned by
ϕ(υ) = tanh(υ) (2.5)
Allowing the activation function to range from -1 to +1, as is illustrated in ﬁgure 2.6.
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Figure 2.6: Hyperbolic tangent function[5]
2.3 Neural Networks architecture
The neuron is a nonlinear function of its inputs. The neural networks are deﬁned by the
topology of their neurons and diﬀerent topologies will diﬀerentiate neural network classes in
types of architecture. A topology of a neural network refers to the number of neurons per
layer; ﬁgure 2.8 is an example of this representation.
2.3.1 Single-Layer Feedforward Neural Networks
Figure 2.7: Feedforward single layer Artiﬁcial Neural Network [5].
A feedforward neural network is a composition of several neurons resulting in a non linear
function of its inputs. In a feedforward network the information ﬂows from the inputs to the
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outputs only without back-loops; this type of network is also known has acyclic which trans-
lates in the lack of cycles from the output to the input. In ﬁgure 2.7 a single-layer network is
represented. The denomination single-layer comes from the number of computational layers,
in this case only the output layer is considered, because the input layer does not performs
any kind of computation.
2.3.2 Multilayer FeedForward Neural Networks
Multilayered networks distinguishes themselves by the existence of hidden layers between
the input layer and the output layer. The existence of these hidden layers aﬀects the capacity
of the network to extract higher-order statistics. This extra set of synaptic connections and
higher dimensionality of neural interactions creates a global perspective on the network. To
mathematically express the ﬂow of information on a multilayered feedforward neural network,
the following layer has to have the information from the preceding layer only.
Figure 2.8: Multilayer feedforward neural network, with topology [3,2,1]
In ﬁgure 2.8 x1, x2 and x3 are the input signals, y is the output signal, b1, b2 and b3 are the
bias, F1,F2 and F3 represent the several activation functions and the wc,l is the l
th weighted
connection in the cth layer. The following equation describe mathematically the output when
the ﬂow of information is transited from the inputs.
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y = F3(w2,1F1(x1w1,1 + x2w1,3 + x3w1,5 + b1)+
w2,2F2(x1w1,2 + x2w1,4 + x3w1,6 + b2) + b3) (2.6)
2.3.2.1 Hidden Layers
Hidden layers are composed of hidden neurons, which act as feature detectors. These
features are discovered in the feature space created by the nonlinear transformation of the
input data. Concerning classiﬁcation purposes, patterns may become easily separable in the
feature space than the input space [5].
2.3.3 Radial Basis Function
Radial Basis Functions Networks (RBFs) were ﬁrstly used for high-dimensional interpo-
lation. They were later on introduced in the Artiﬁcial Neural Network framework by Broom-
head and Lowe [6], where they were used as functional approximators and for data modeling.
RBFs are also universal aproximators, and have a distinct property from the MLPs, known
as the best approximation property, which states that, for a given topology there is one set
of unknown coeﬃcients that approximates better than any other set [7].
The construction of the RBF in its most simple form involves three layers with diﬀerent
roles represented in ﬁgure 2.9. The input layer is composed of source nodes. The second
layer is the only hidden layer in the network, being composed of kernel nodes. This layer
performs nonlinear transformations from the input space to the hidden space and the output
layer is responsible for a linear combination of the outputs of the hidden neurons [5].
Figure 2.9: Radial Basis Function Network[8]
The hidden layer has diﬀerent weights associated with each link which enables the acti-
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vation function to operate on the squared distance between the center associated with the
neuron, for a given input and the actual input value:
Wi,j = ‖ci − xj‖22 (2.7)
Where ci is the center of the i
th hidden layer node, xj represents the input value for the
jth iteration,Wi,j is the weight matrix, and ‖ ‖2 is the Euclidean norm [7].
The modeling capabilities of the RBF networks are determined by: the shape of the radial
function, the number and placement of centers and for some speciﬁc functions, the width of
the function. From the several available radial functions, the Gaussian function is the most
widely used [7]. The Gaussian function is distinguishable for having a property deﬁning it as
a localized function. Considering equation 2.8 as the basis function and equation 2.9 as the
Gaussian function, further deﬁning σ as the width of the Gaussian function, the property
establishes that ϕ(r) −→ 0 as r −→∞ [5].
r = ‖c− x‖2 (2.8)
ϕ(r) = exp(− r
2
2σ2
) (2.9)
2.4 Training Neural Networks
A very important process in the creation of an Artiﬁcial Neural Network is the training or
learning. A precise deﬁnition of a learning process is diﬃcult to formulate; a learning process
in the ANN context can be viewed as the problem of updating the weights of the connections
and the network architecture to eﬃciently make the network perform a task [9].The iterative
update of weights enhances the performance of the network to recognize patterns in the given
data; this process is designated as learning due to the ﬁne tuning of the internal network
weights values.
In theory, the network goal is to reach a global minimum of the error function, considering
that the error function is minimized. In practice due to initial weight values several training
sessions are required with diﬀerent initial weight values to avoid local minima. After a
consistent number of training sessions an evaluation and comparison must be done between
training sessions in order to select the best session.
Due to the nature of Artiﬁcial Neural Networks there are multiple processes of training
and design. These can diﬀer in the existence or absence of a supervising entity that controls
the learning process. Learning processes can also be classiﬁed as oﬀ-line or on-line, the
diﬀerence is the timing of the weight adjustments. In an oﬀ-line or batch learning the
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weights are adjusted only after a complete set of patterns has been presented to the network,
on the other hand, in on-line or instantaneous learning a weight update is performed on the
presentation of every pattern [7].
Supervised learning process implies that a network at hand is used as an input-output
system. Having an input matrix I, we have an equivalent matrix of desired outputs or
teacher signals also known as targets, T . The dimensions of both matrices must have the
same number of patterns, m, although the number of inputs, ni, and the number of outputs,
no, vary accordingly to the design of the network. The objective of this learning process is
to update the weights of the neural connections and bias such that, using I as input data,
the corresponding output values, O, are as close as possible to T . Being the error, E, the
diﬀerence between T and O the objective of the learning process becomes to minimize E [7].
A diagram exemplifying supervised learning is illustrated in ﬁgure (2.10).
Figure 2.10: Supervised learning diagram[5]
Unsupervised learning diverges from the supervised learning in a sense where there is no
supervising entity. Due to the fact that there is no supervising entity in this learning process
the neural network is capable of self-organization. This learning process correlates between
patterns in the data and organizes patterns into categories from these correlations [9].
Learning theory focuses on three fundamental and practical issues with learning from
samples: capacity, sample complexity, and computational complexity. Capacity focuses in
the quantity of patterns that can be stored, and what functions and decision boundaries a
network can perform. Sample complexity quantiﬁes the number of patterns needed to train
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the network assuring a valid generalization, where few patterns may cause over-ﬁtting,
further explained in section 2.4.1. On the other hand, computational complexity refers to
the time required for a learning algorithm to estimate a solution from training patterns [9].
2.4.1 Generalization
The proper generalization of a network depends on several parameters: the selection of
training data, the number of input-output patterns the network learns and the topology
considered for the network.
The learning process can be viewed as a curve ﬁtting problem, and generalization con-
sequently can be compared to the eﬀect of a good nonlinear interpolation of the input data.
Overtraining and overﬁtting are two phenomenons that have a negative eﬀect in the net-
work capability to generalize. Overtraining is a phenomenon where a neural network learns
too many input-output examples and may end up memorizing the training data; when this
phenomenon happens the network begins to behave more like a look-up table, losing the
ability to generalize between similar input-output patterns [5]. This phenomenon will be
further explained in section 2.4.1.1. The overﬁtting refers to exceeding the optimal ANN size
which may result in a worse predictive ability of the network [10]. Also, a common concern
described in the academic literature related to ANN structure design is the
curse of dimensionality. This designation was ﬁrst used by Bellman [11] when the
amount of data required to generalize accurately grows exponentially with the amount of
input variables or dimensions.
In order to have a network with a good generalization capability, the selection of number
of hidden neurons and their organization is highly relevant. A network with too few hidden
neurons would be incapable of diﬀerentiating between complex patterns leading to only a
linear estimate of the actual trend. In contrast if the network has too many hidden neurons
it might lead to overparametrization, which translates to the learning of unwanted character-
istics such as noise, subconsequently leading to poor generalization for untrained data. There
are several rules of thumb to apply in the selection of topology for the network, although in
popular fashion it is common the trial and error approach, beginning with a small number of
hidden neurons and building on as deemed necessary. In order to ensure good results from
this technique it must be used with a cross-validation method which will be explained in
section 2.4.1.1.
2.4.1.1 Overtraining
There are techniques to ensure the maximum generalization, one of the most used is the
early-stopping method of training. In this early-stopping method a consistent and periodic
cross-validation is performed. This cross-validation process implies the random partition of
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available data into two subsets, a training set and a test set. A training session will then be
interrupted periodically and tested with the test set, ensuring performance. This performance
is veriﬁed with the decrease of the mean squared error in the test subset so that when the
error stops decreasing and starts increasing, a minimum was found. If the error persists on
increasing after a speciﬁc number of epochs, then the training should be halted due to the risk
of compromising the performance of the network [5]. Figure 2.11 illustrates the performance
of the mean-squared error when early-stopping is applied.
Figure 2.11: Illustration of the early-stopping method based on cross-validation[5]
2.4.2 Training Algorithm
The learning algorithm is the method responsible for calculating the update of the free
parameters in a Neural Network. These are the parameters allowed to change during the
training: the weights and bias of the neural network. When applied with a speciﬁc training
set an error is calculated, being this error the diﬀerence between the output and the desired
output. This error is then squared and back propagated through the hidden neurons to
update the weights of the connections; this process is repeated until a convergence in a
minimum error solution is veriﬁed. This algorithm is known as the error back-propagation
algorithm (BP) and is widely used although it has some limitations, like slow convergence
and traps in local minima, due to the ﬁxed update percentage in the negative gradient, g,
direction.
2.4.2.1 Steepest Descent
In this method, implemented by the BP algorithm, the adjustment of the weight vector
w is made in the direction of the steepest descent, that is the opposite direction of the
gradient g for the kth iteration. The steepest descent uses ﬁrst order derivatives of the error
function expressed in equation 2.11, where the vector e[k] is deﬁned in equation 2.10 by the
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diﬀerence between the target, t[k], and the net output, y[k]. The purpose of the ﬁrst order
derivatives is to identify the minimum in the error space and also deﬁne the gradient vector,
mathematically expressed in equation 2.12.
e[k] = t[k]− y[k] (2.10)
E =
1
2
ete =
1
2
N∑
i=1
e2 [k] (2.11)
g = ∇E(w) =
[
∂E
∂w1
,
∂E
∂w2
, . . . ,
∂E
∂wM
]T
(2.12)
This is described has the gradient of the cost function, wherew are the weights of synaptic
connections of the artiﬁcial neuron. The weight update in this method is presented in equation
2.13.
w[k + 1] = w[k]− ηg[k] (2.13)
Where η is a positive constant designated as learning rate or step size. In this algo-
rithm the choice of a value for η is very important, incorrect learning rate values will have
consequences. A small learning rate value will have over-damped behavior creating a very
smooth but slow response in convergence; if it is large the transient response may be un-
derdamped and its trajectory may follow a oscillatory path to convergence. If the learning
rate surpasses a certain critical value the algorithm becomes unstable and will lose its ca-
pability to converge[5]. A simple method to increase the learning rate avoiding instability
uses an additional momentum constant, α, including in expression 2.13 a portion of the last
weight change as shown in equation 2.14. The usage of this constant allows a progressive
convergence and ﬁltering of the oscillations.
w[k + 1] = w[k]− ηg[k] + α(w[k]−w[k − 1]) (2.14)
2.4.2.2 Newton's Method
As an alternative, Newton's method uses a quadratic approximation of the cost function
E(w) around the current point w[k]. In detail, this method uses second-order Taylor series
expansion of the cost function around the point w[k].
4E(w[k]) = E(w[k + 1])− E(w[k]) (2.15)
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≈ gt[k]4w[k] + 1
2
4wt[k]H[k]4w[k] (2.16)
Additionally to the gradient vector the Hessian matrix of the Error function, H[k], is also
evaluated at w[k]. This Hessian Matrix can be deﬁned by equation 2.17, where M is the
number of free parameters.
H = ∇2E(w) =

δ2E
δw21
δ2E
δw1δw2
. . . δ
2E
δw1δwM
δ2E
δw2δw1
δ2E
δw22
. . . δ
2E
δw2δwM
...
...
. . .
...
δ2E
δwM δw1
δ2E
δwM δw2
. . . δ
2E
δw2M
 (2.17)
The Hessian matrix requires the cost function E(w) to be twice continuously diﬀerentiable
with respect to the elements of w. Solving in order to 4w[n] we have:
4w[k] = −H−1[k]g[k] (2.18)
which translates into
w[k + 1] = w[k] +4w[k] (2.19)
Newton's method has several limitations, a major one being its computational complexity.
Although this method does not exhibit oscillatory behavior, for this method to work the
Hessian matrix H[k] has to be deﬁnite positive for all k [5].
2.4.2.3 Gauss-Newton Method
The Gauss-Newton method reduces the computational complexity of Newton's method
without seriously compromising its convergence behavior. To apply this method a cost func-
tion expressed by equation 2.11 is adopted. Therein 1
2
is a scaling factor to simplify future
analysis. The error terms in this formula are calculated on the basis of a weight vector w
that is ﬁxed over the entire observation interval 1 ≤ i ≤ N . Linearizing the dependence of
the error signal, e(i), on w results in expression 2.20.
e′(i,w) = e(i) +
[
∂e(i)
∂w
]T
w=w[n]
" (w −w[k]), i = 1, 2, . . . , N (2.20)
Alternatively, expression 2.20 can also be written in matrix notation, as expressed in
equation 2.21.
e′(n,w) = e[k] + J[k](w −w[k]) (2.21)
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Where e[k] is the error vector in 2.22 and 2.23 is its N -by-M Jacobian matrix, J[k].
e[k] = [e(1), e(2), . . . , e(N)]T (2.22)
J[k] =

δe(1)
δw1
δe(1)
δw2
. . . δe(1)
δwM
δe(2)
δw1
δe(2)
δw2
. . . δe(2)
δwM
...
...
...
δe(N)
δw1
δe(N)
δw2
. . . δe(N)
δwM

w=w[k]
(2.23)
The Jacobian, J[k], is the transpose of the M -by-N gradient matrix ∇e[k]:
∇e[k] = [∇e(1),∇e(2), . . . ,∇e(N)] (2.24)
The update weight vector w[k + 1] is deﬁned in expression 2.25.
w[k + 1] = arg min
w
{
1
2
‖e′(n,w)‖2
}
(2.25)
Using equation 2.21 to evaluate the squared euclidean norm of e′(n,w); then diﬀerentiate
the resulting expression with respect to w and setting the result equal to zero, concludes in
expression 2.26.
JT [k]e[k] + JT [k]J[k](w −w[k]) = 0 (2.26)
Solving expression 2.26 forw results in the Gauss-Newton weight update expression shown
in equation 2.27.
w[k + 1] = w[k]− (JT [k]J[k])−1JT [k]e[k] (2.27)
In contrast to Newton's method , Gauss-Newton does not need knowledge about the
Hessian of the cost function E[k], the only requirement being the Jacobian of the error vector
e[k]. Consequently, to compute a Gauss-Newton iteration, the matrix product from JT [k]J[k]
must be nonsingular, which means that the matrix product must always be nonnegative
deﬁnite [5].
2.4.2.4 Levenberg-Marquardt method
The Levenberg-Marquardt method, due to Levenberg (1994) and Marquardt (1963), is an
adjustment between the Newton's method and the gradient descent method [5]. This method
uses the solution to the following system as a search direction
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(JT [k]J[k] + υ[k]I)pLM [k] = −JT [k]e[k] (2.28)
The scalar υ[k] controls both the magnitude and direction of p[k]. When υ[k] is zero p[k]
is identical to the Gauss Newton direction and if υ[k] tends to inﬁnity, p[k] tends to a vector
of zeros, and a steepest descent direction .
Unlike previously mentioned step-lenght methods, the Levenberg-Marquardt is a "trust-
region" method type, which translates in a method that makes an attempt to deﬁne the
neighborhood region with a model representing an approximation of such region; such models
are often represented by quadratic functions obtained by the Taylor series expansion of that
region. If this approximated model proves to be good, the region is denominated as the
trust-region and becomes the new point in optimization, otherwise it may be rejected and
the neighborhood is constricted. The radius of this neighborhood is tuned by the parameter
υ, usually denominated as the regularization factor.
In order to have this value of agreement or rejection a comparison between the quadratic
assumption and the real function is performed. Assuming a predicted error vector, after step
p[k] [7].
ep[k] = e[k]− J[k]p[k] (2.29)
The predicted reduction of Ω is:
∆Ωp[k] = Ω(w[k])− (e
p[k])T (ep[k])
2
(2.30)
As the actual reduction is translated into:
∆Ω[k] = Ω(w[k])− Ω(w[k] + p[k]) (2.31)
The ratio that measures the quality of the approximation is then represented by r[k], in
a sense where the proximity of r[k] to unity is a better approximation.
r[k] =
∆Ω[k]
∆Ωp[k]
(2.32)
If r[k] is approximately one, the region increases, if r[k] is shown to be small, the region is
decreased, if r[k] is smaller than a certain threshold , the step is rejected and the value of wk
is retained, decreasing the region [12]. In the scope of this work the Levenberg-Marquardt
algorithm will be used to train the diﬀerent ANN models.
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2.4.3 Network Performance Evaluation
This section introduces several mathematical criteria used to measure the overall perfor-
mance of a neural network. There is a wide variety of criteria that are expressed through
mathematical equations and create an eﬃcient and diversiﬁed manner of evaluating the global
performance of the neural network.
One of this performance measurement criteria is the Mean Squared Error (MSE), shown
in equation (2.33); this criteria measures the squared sum of the diﬀerence between the
expected output, t, and the real output, y.
MSE =
1
N
∑N
i=1(y(i)− t(i))2 (2.33)
Although the mean square error can be translated into an error value, depending on
the evaluation, there are some criteria that can indicate certain features when comparing
evaluations. Root mean square error (RMSE) indicates the sample standard deviation for
given diﬀerences between expected output and real output. RMSE can be translated to
equation (2.34). As a complement to RMSE, normalized RMSE (NRMSE), serves the purpose
of measuring percentile residual variance of the error and can be mathematically described
by equation (2.35).
RMSE =
√
MSE(θ) =
√
1
N
∑N
i=1(y(i)− t(i))2 (2.34)
NRMSE =
RMSE
tmax − tmin (2.35)
Another performance evaluator to be considered is the mean absolute percentage error
(MAPE). MAPE allows a representation in percentage of the absolute error. The mathemat-
ical representation of MAPE is shown in equation (2.36).
MAPE = 100(
1
N
∑N
i=1
∣∣∣y(i)−t(i)t(i) ∣∣∣) (2.36)
2.5 Photovoltaic Systems
The purpose of Photovoltaic (PV) systems is to harness electromagnetic radiation emitted
from the nuclear fusion occurring in the sun into electric energy. This fact makes the sun
a very reliable and durable power source. To harness the energy in the photons from the
sun, photovoltaic cells are used. These cells are the most basic device of a PV system
which can be grouped and composed of panels or arrays. Although solar radiation can be
described by a speciﬁc set of equations, the eﬃciency of the conversion from solar radiation
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to electric current varies according to atmospheric variables such has temperature. In this
section the air temperature and solar irradiance inﬂuence in photovoltaic systems eﬃciency
will be explained, followed by photovoltaic cells technology and several power conﬁgurations
of photovoltaic systems.
2.5.1 Air Temperature
Temperature is an important variable when considering any electronic circuit. In this
speciﬁc case temperature conditions the eﬃciency of the photovoltaic structure, the air tem-
perature in the proximity of the cells is typically used as an indicator. The crystalline silicon
solar cell was one of the ﬁrst developed and it is still the most widely type used. Air temper-
ature will in fact be incorporated as a variable in the modeling process due to its variability
shown in ﬁgure (2.12) and inﬂuence on the ﬁnal results.
Figure 2.12: Output power versus voltage of a single crystalline silicon solar cell at various
temperatures [13].
Based on experimental data crystalline silicon solar cells can decrease the output power
by 0.4% per 1ºC [13]. This becomes highly relevant when dealing with a considerable amount
of electric power and temperature amplitudes recorded in the duration of one year.
2.5.2 Solar Irradiance
Solar exposition, one of the most important factors to consider when using this type
of renewable energy is dependable on parameters like Solar azimuth, elevation, zenith and
distance from Earth to the Sun. Since solar exposition time windows and angles of incidence
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vary greatly across the globe, eﬃciency also depends on geographical factors. Although
practical solar irradiance values vary due to cloudiness, there are mathematical models deﬁned
by a set of equations that provide theoretical values for solar irradiance at given position on
the planet surface. Depending on the latitude, longitude, altitude, azimuth and tilt of the
photovoltaic panel a theoretical approximation of solar irradiance can be obtained. To achieve
that, the elliptical orbit of the Earth around the Sun has to be taken in consideration. The
ecliptic plane is the designation used for the plane corresponding to the Earth's elliptic orbit
deﬁned by its period of one Earth year and can be expressed by equation 2.37.
r = rθ
[
1 + 0.017sin(
360(dn − 93)
365
)
]
(2.37)
Where dn is the day number counted from the beginning of the year and rθ is equal to
1.496× 108 km also known as one astronomical unit (1 UA). The Earth also spins around its
own central axis (polar axis), maintaining a constant angle of 23.45º with the ecliptic plane.
Solar declination, δ, is the angle between the equatorial plane and a straight line between
the Earth's center and the Sun's center; this angle is calculated from equation 2.38 and is
illustrated in ﬁgure 2.13.
δ = 23.45ºsin
[
360(dn + 284)
365
]
(2.38)
Figure 2.13: Relative Earth-Sun position at noon on winter day in the Northern Hemisphere
[14]
Referring to a particular location on the Earth's surface where a certain PV system is
being used, it is important to specify the Sun's position by using two angles in reference of
the horizontal plane and the vertical plane. Illustrated in ﬁgure 2.14, the solar zenith, θZS
, is the angle between the vertical and the incident solar beam, the solar azimuth, ψS, is
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deﬁned by the angle between the incident beam and the meridians on the horizontal plane
and the solar altitude or elevation, γS, is the complement angle of the solar zenith.
Figure 2.14: Sun's position relative to earth deﬁned by two angles, ψS (azimuth) and θZS
(solar zenith). γS represents the altitude on the Earth's surface[14].
The angular coordinates of the sun with respect to a speciﬁc latitude φ are calculated
from equation 2.39 and 2.40.
cos(θZS) = sin(δ)sin(φ) + cos(δ)cos(φ)cos(ω) = sin(γS) (2.39)
cos(ψS) =
(sin(γS)sin(φ)− sin(δ))
cos(γS)cos(φ)
[sign(φ)] (2.40)
ω = 15× (TO − AO − 12)− (LL− LH) (2.41)
In equation 2.41, ω is the true solar time or solar hour and represents the diﬀerence
between noon and the selected moment of the day in terms of a 360º rotation in 24h. Values
range from negative to positive being midday at each day ω = 0. ω takes time values based
in the diﬀerence from a speciﬁc longitude,LL, and a reference longitude, LH, in degrees with
respect to the standard time, TO, and to the present time that clocks are set ahead of the
local time zone. The [sign(φ)] in equation 2.40, is a reference to latitudes, taking value of
”1” for the northern latitudes and ”− 1” for southern latitudes.
Assuming a receiver photovoltaic panel with a tilt β, and azimuth α, as shown in ﬁgure
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2.15.
Figure 2.15: Receiver PV panel (tilt β, azimuth α) and sun beam incidence angle [14].
The resulting angle from the solar incidence and the normal of the panel can be calculated
from equation 2.42.
cos(θS) = sin(δ)sin(φ)cos(β)− [sign(φ)] sin(δ)cos(φ)sin(β)cos(α)+
cos(δ)cos(φ)cos(β)cos(ω) + [sign(φ)] cos(δ)sin(φ)sin(β)cos(α)cos(ω)+
cos(δ)sin(α)sin(ω)sin(β) (2.42)
When the sun's irradiance reaches the Earth atmosphere it has a constant value of
1367W/m2; this value is considered as such due to the lack of matter in the intermediate space
between Earth's atmosphere and the Sun that would reﬂect or scatter the solar radiation.
Such constant is designated by B0 for further mathematical purposes. On the Earth's atmo-
sphere, the solar irradiance can be deviated or absorbed due to reﬂection from the clouds,
absorption by some atmosphere components such as ozone, oxygen, carbon dioxide, and wa-
ter vapor, solar irradiance can also be scattered by water droplets or dust transforming part
of the original direct irradiance into diﬀuse radiation [14].
To consider this eﬀect on the radiation beam the concept of Air Mass exists. The purpose
is to approximate the amount of air mass the direct radiation has to pass until it reaches a
designated position on the surface of the Earth. This air mass calculation can be done with
equation 2.43 [15].
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AM =
1
cos(θZS) + 0.50572(96.07995− θZS)−1.6364 (2.43)
The approximation of the intensity of solar irradiance can be described by the following
equations.
ID = 1.353
[
(1− ah)0.7AM0.678 + ah
]
(2.44)
where a = 0.14, h refers to the height of receiving panel and AM refers to the air mass
[16].
2.5.3 Photovoltaic Technology
A photovoltaic cell is essentially a semiconductor diode whose p-n junction is exposed to
light; due to its four valence electrons silicon is often used has the base material for these
semiconductors because of the tetrahedral stable arrangement. To create a p-n junction one
of the sides of the silicon semiconductor must have impurities, a process called doping.
This process can be negative-carrier or positive-carrier; this relies in the number of valence
electrons of the dopant. A dopant such as phosphorus has ﬁve valence electrons, if replaced
by one of the silicon atoms, due to the extra valence electron in phosphorus, one electron
would be become free if enough energy were to be transferred to it, and the phosphorus
atom would be positively charged. The positive-carrier doping process relies in the absence
of electrons, the opposite principle of the negative-carrier process, where boron atoms are
used as dopant and contains 3 valence electrons; this originates holes, making the silicon
atoms positively charged when an electron would be freed.
An imbalance in the p-n junction is created which originates a ﬁxed potential electric
ﬁeld barrier that stops the crossing of holes or electrons. When light strikes the junction, if
it has enough energy, it will create a free electron and a free hole. The reaction of the free
pair with the junction electric ﬁeld will be to repulse the electron to the n-type side and the
hole to the p-type side.
Figure 2.16: Physical structure of Photovoltaic Cell [17].
Due to illumination and the p-n junction electric ﬁeld, both sides of the junction will
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gather an excess of electrons (n-type side) and holes (p-type side) creating an imbalance in
the junction, and if the junction is connected to an external electric circuit it will behave like
a power supply in order to decrease the imbalance in the p-n junction.
The amount of light incident on the cell creates a near-proportional amount of current
[18].
Photovoltaic cell panels or arrays are used as solar energy harness solutions; these can
be deployed with diﬀerent conﬁgurations, grid-connected system or self-consumption system,
both of these conﬁgurations will be explained in section 2.5.4 and 2.5.5 respectively. These
systems are composed by photovoltaic panels or arrays, and inverters; in some cases the use
of batteries and a power controller for them is also required.
Based on the fact that photovoltaic elements produce DC electricity, to use that electricity
in standard use appliances (AC) an inverter is needed. Several schemes for the application
of these inverters are used nowadays, with the more traditional being a central inverter
to which all the photovoltaic elements connect to and a more recent approach where micro-
converters are installed in every photovoltaic element. There are several conﬁgurations where
the use of an energy storing system is more eﬃcient; as the amount of power collected by
the photovoltaic element is heavily dependent on the amount of solar irradiance, the power
source becomes variable for most electrical equipments to cope without an alternative power
supply [19].
2.5.4 Grid-Connected Photovoltaic Systems
Grid-connected photovoltaic Systems are photovoltaic, illustrated in ﬁgure 2.17, power
producing systems connected to the electricity grid allowing the system to feed any surplus
of produced electrical energy in exchange for a tariﬀ of the electricity companies. These
systems allow a continuous use, creating a balance between hours of production where the
surplus electricity is sold to the electricity grid and during periods of time where the solar
irradiance is absent or insuﬃcient resulting in the need of purchasing electricity from the
electricity grid.
Grid-connected systems have the requirement of having inverters synchronized with the
electricity grid. Additionaly, systems designated as grid interactive systems use inverters
capable of using a power backup for self sustainability in the case of disconnection from the
electricity grid [19].
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Figure 2.17: Example of a schematic of a grid-connected PV system [19].
2.5.5 Standalone Photovoltaic Systems
Oﬀ-grid or standalone photovoltaic systems are reliable solutions for systems independent
from the electricity grid. Originally designed to provide a power source to systems where
there were no other power source alternatives available. This type of system needs to scale
accordingly with the peak power demand and it's highly dependable on the power backup
system, as shown in ﬁgure 2.18.
Figure 2.18: Example of a schematic of a standalone PV system [19].
2.6 Forecasting with Artiﬁcial Neural Networks
Forecasting and time series analysis are an active research ﬁeld where the accuracy of
time series forecasting is fundamental to decision processes, making forecasts with ANNs be
extensively studied. In similarity to static models the forecasting models pattern recognition
results from a series of inputs. Although the goal is prediction, the input series is designated
as time series and is presented as a sequence of continuous, periodic and historical values
with the purpose of developing the capability of forecasting future values [20].
Forecasting models generated from ANNs can vary in the duration of forecast. Forecasts
can be short-term, medium-term and long-term, although the three speciﬁc forecast terms
show very distinguished levels of detail in the forecasts, these are associated with the change
in periodicity.
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There are several forecasting methods. Traditional methods use statistical models for
short-term forecasting, such as linear regression methods, exponential smoothing, Box-Jenkins
approaches and Kalman ﬁlters. These techniques can be translated into linear models and
as such only provide reasonable accuracy. On the other hand ANNs have been widely ap-
plied in the short-term load forecasting with their good capability for extracting complex
and nonlinear patterns through a training process using historical data [21].
One type of ANN, with several applications such as function approximation, prediction
and recognition is the Radial Basis Function Neural Network (RBFNN), previously mentioned
in section (2.3.3). The usage of the RBF universal approximation property and its fast
convergence speed related to the simplicity of the one hidden layer structure makes it a very
eﬃcient input-output predictor.
In general input-output relation of forecasting models is expressed through a time series
of samples, being the output of the network the result of a series of time lagged inputs and
output allowing one step predictions. These characteristics are mathematically described by
equation (2.45):
yˆ(t+ 1) = f(y(t), y(t− 1), . . . , y(t− ny)) (2.45)
Where ny is the maximal lag in the network input [21].
As in most ANNs, a common challenge is the optimization of the ANN structure in terms
of the number of neurons, weights parameters and additionally for forecasting models the
number of lags and their speciﬁc time delays. The parameter and structure identiﬁcation
approach of these systems is often done iteratively in an ad-hoc fashion focusing on the model
parameters. Due to the huge number of combinatory possibilities of selection of inputs, model
structure and model order the network designer is presented with the curse of dimension-
ality. The design criteria can also include multiple conﬂicting objectives, giving the model
identiﬁcation problem a multiobjective combinatorial optimization character. Evolutionary
multiobjective optimisation algorithms are notably applicable to this problem evolving opti-
mised model structures bound to pre-speciﬁed design criteria in acceptable computing time
[22].
2.6.1 Multiobjective Evolutionary Algorithms
Multiobjective Evolutionary Algorithms (MOEAs) are one class of Evolutionary Algo-
rithms that are deﬁned by a set of procedures and operators inspired by the process of
natural selection from the survival of the ﬁttest in natural evolution with the purpose of
ﬁnding the Pareto set solution of a given multiobjective problem. The solution candidates
are labeled as individuals, being a set of these a population. Consequently, one iteration
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of the MOEA has the target of improving the Pareto set for the population in the initial
generation resulting into a better following generation. It is expected that after suﬃcient
number of generations the population evolved achieving a satisfactory approximation to the
Pareto front.
The Pareto set originates from the nature of multiobjective optimization. As soon as
there are several contradicting objectives to be optimized simultaneously, there is no longer a
single optimal solution but a whole set of possible solutions of equivalent quality. A solution
could be best, worst and also indiﬀerent to other solutions with respect to the objective
values.
Figure 2.19: Concept of Pareto optimality [23].
As shown in ﬁgure 2.19, the Pareto-optimal solutions are characterized by not being
dominated by any other solution in the search space, being localized on the Pareto frontier.
Subsequently an entire set of such optimal trade-oﬀs solutions is called a Pareto-optimal set
or Pareto set [23].
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Figure 2.20: Generic ﬂow of operation of most MOEAs [22].
In ﬁgure 2.20 it is shown the ﬂow of operations of most MOEAs. During each iteration
of the MOEA the population is evaluated for the speciﬁed objectives and a veriﬁcation is
made to conﬁrm if the design criteria was met. If this is the case the MOEA algorithm stops
and the designer obtains the individuals with the approximation to the Pareto front of the
present generation. Alternatively the algorithm proceeds assigning a ﬁtness value to each
individual and mating them based on their ﬁtness value. Subsequently each mated pair will
generate two oﬀspring individuals resulting from the recombination operator, thus creating
the next generation. Lastly the mutation operator is applied to the individuals in the new
generation before repeating the whole process [22].
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3 Electric Power production forecast with Artiﬁcial Neu-
ral Networks
This chapter introduces the state of the art in the usage of Artiﬁcial Neural Networks
to create non-linear models for forecasting and estimation of photovoltaic energy related
subjects, with the purpose of eﬃciently managing electric power. Some state of the art
applications for these non-linear models are also presented.
In [3] the authors present an alternative characterization method for the photovoltaic
modules V-I curve. The authors intend to compare the characterization performance of a
static model using Artiﬁcial neural networks based on data acquired with measured data and
with the traditional Osterwald's method. The ANN architecture used was MLP with module
temperature and solar irradiance as inputs. The ANN was trained with the Levenberg-
Marquardt algorithm and early-stopping was employed. The authors conclude the artiﬁcial
neural network model acquired better results than the traditional method, due to the fact
that it has taken into account second order eﬀects [3].
In [24] the authors propose a local online short-term forecasting model, for daily pre-
dictions of photovoltaic generated power using three distinct RBFNN as forecasting models
classiﬁed according to the type of day, sunny, cloudy and rainy. According to the authors
the classiﬁcation process used a self-organized map (SOM) with inputs like solar irradiance,
total cloud amount and low cloud amount. This classiﬁcation allows the use of one of three
RBF models (for each type of day) where the suggested forecast approach relies on using
Numerical Weather Predictions (NWP) data, using the day of the month (t), the daily power
output of the PV system (Ps(t)), the mean relative humidity H(t+ 1), the mean daily wind
speedW (t+1), the mean daily solar irradiance I(t+1) and the daily air temperature T (t+1)
producing as output an hourly forecast of generated power from the PV system for the fol-
lowing day. The authors present MAPE results between 8.29% and 10.80% for sunny days,
6.36% and 15.08% for cloudy days and 24.16% and 54.44% for the rainy days [24].
The authors in [25] propose a new methodology for local forecasting of daily global hor-
izontal irradiance (GHI) based on ANN and spatial modeling. The model relates between
US National Oceanic and Atmospheric Administration (NOAA) forecasts and real values of
the GHI at the target location. The Multi Layer Perceptron neural network used was pro-
gressively trained with a database using back-propagation algorithm. Based on surrounding
forecast data for the target region provided by NOAA the ANN model could estimate the
GHI for such area. The authors conclude that the model developed in the French Alps and
Cadarache located in south of France estimated daily GHI with satisfactory accuracy showing
a relatively good agreement between measured and predicted values for the duration of the
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test data [25].
In [26] the authors present a forecast based on classiﬁcation of diﬀerent days for a large-
scale grid-connected photovoltaic power plant. Using data from Numerical Weather Predic-
tion (NWP) and European Center for Medium-range Weather Forecasts (ECMWF) the data
is classiﬁed into a type of day, each classiﬁcation representing a diﬀerent generated power
forecasting AFFNN model, based on the expected generated power with a prediction step
of 1 hour. It uses as inputs future values of in-plane solar irradiance at time Gc(t + 1), cell
temperature at Tc(t + 1) and the present value of produced power P (t) whereas the output
is represented by the future value of produced power P (t + 1). They conclude that using
a 1-year dataset split into three diﬀerent subsets proved to be eﬃcient . It is also noted
the excellent ability of AFFNN-models to forecast the power produced by the PV plant, al-
though it is recommended to update the bias and the weights of the ANN models developed
periodically [26].
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4 Methodology Applied
This chapter has the objective of explaining the procedure taken to create the forecasting
system. It is based on a structure of a static model having as its inputs the prediction of a
forecasting model for solar irradiance and a forecasting model for air temperature. Several
static models were created, starting ﬁrst with a seasonal approach and afterwards a year-
long approach. The objective is a comparison between an year long model and the seasonal
models, due to seasons across Earth being distinguishable when compared among them in
terms of temperature and solar exposition. The models were created through the use of two
types of Artiﬁcial Neural Networks, feed-forward neural networks (FFNN) and radial basis
function neural network (RBFNN). The approaches to both types of ANN will be explained
and compared.
4.1 Structure of the forecasting approach
In order to create this forecasting system a network structure was put in place. The
structure considered was composed of two forecasting models for air temperature and solar
irradiance which will be inputs for the static estimation model of solar generated power.
The forecasting models built for air temperature and solar irradiance are Radial Basis
Function Networks. These models create the base structure for the forecasts of produced
power. Based on the delayed values for air temperature and solar irradiance, these models
will present a forecast with a time step of 5 minutes, for a total of 48 time steps i.e. a
maximum forecast of 4 hours. Forecasts are sequenced, i.e., to create a forecast 2 time steps
into the future, the ﬁrst forecast time step is needed. These models are further described in
section 4.6, followed by results and performance evaluations presented in section 5.4.
The methodology to create the static model is further described in the following sections,
for the several stages of the model, from data preprocessing in section 4.3, data selection in
section 4.4, training in section 4.5 to evaluation criteria in section 4.7.
Figure 4.1, represents the ﬂowchart for the developed forecasting system where f rep-
resents the forecast time-step considered and d1 to dnaor dns represent the interval of time
delays used for the forecasting model being dna and dns the maximum input delay for air
temperature and solar irradiance respectively.
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Figure 4.1: Flowchart of forecasting approach
4.2 Data Collection
To properly train the Artiﬁcial Neural Network a data set was used. This data set was col-
lected from 20th of June of 2014 until 29th of June of 2015 from a pre-installed on-grid system
in the University of Algarve, Faro, Portugal, with GPS coordinates 37º01′40.0′′N 7º55′20.3′′W ,
with an Azimuth of 144º and a tilt of 30º, shown in ﬁgure 4.2. Data was recorded for a total
of 343 days. The missing days corresponde to maintenance events of the photovoltaic system
that prevented data acquisition. The actual number of days per season is shown in table 4.3.
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Figure 4.2: Photograph of PV array
This pre-installed on-grid photovoltaic system was constructed and assembled by Rolear©.
The system is composed by fourteen photovoltaic modules, in table 4.1 the standard test
conditions for one module is presented, a PIKO Kostal inverter, an energy monitor and a
programmable logical controller.
STC SW 250
Max Power Wp 250
Open circuit voltage V 37,6
Max power voltage V 30,5
Open circuit current A 8,81
Max power current A 8,27
Solar irradiance W/m2 1000
Temperature ºC 25
Table 4.1: Standard Test Conditions (STC) characteristics of the Photovoltaic module
Standard test conditions (STC), are standard environmental conditions where the parame-
trization of the photovoltaic panels happens. The manufacturer of the photovoltaic panels,
Solar World© establishes 250Wp (Watt peak) for a solar irradiance of 1000 W/m2 at 25ºC,
which means a total of 3500 Wp for the 14 panels in the photovoltaic system. The values
acquired by the data exceed the maximum value expected for Watts peak production; this
can be justiﬁed as air temperature and solar irradiance recorded values are above standard
test conditions.
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The data collected is composed of 31 parameters displayed in table 4.2 followed by the
range of these parameters.
Data parameters Minimum value Maximum value
Year 2014 2015
Month 1 12
Day 1 31
Elapsed time since 6.00AM (seconds) 863 53254
Temperature of the solar module (ºC) 0.6 62
Air temperature (ºC) 1 46
Solar irradiance (W/m2) 11 1482
AC Voltage in phase1 (V) 0 3168
AC Current in phase1 (A) 0 230
Power supplied in phase1 (W) 0 57350
AC Voltage in phase2 (V) 0 2960
AC Current in phase2 (A) 0 308
Power supplied in phase2 (W) 0 57350
AC Voltage in phase3 (V) 352 2832
AC Current in phase3 (A) 0 230
Power supplied in phase3 (W) 7 57350
DC voltage in the solar panel string (V) 0.3 448
DC current in the solar panel string (A) 0.3 9
DC power in the solar panel string (W) 0.2 3849
current in phase1 (A) 0.3 12
current in phase2 (A) 0.3 15
current in phase3 (A) 0.2 16
simple voltage in phase1 (V) 224.1 247
simple voltage in phase2 (V) 224 249
simple voltage in phase3 (V) 224.6 249
Line voltage between phase 1 and 2 (V) 388.4 429
Line voltage between phase 2 and 3 (V) 389.3 432
Line voltage between phase 3 and 1 (V) 388 429
three-fase real power (W) -3.6 5
three-fase complex power (W) -2.6 3
three-fase apparent power (W) 0 5
Table 4.2: Parameters from data collected
Data collection was aperiodic, with data from power generation peak hours being sampled
more frequently than the initial and ﬁnal hours of the day. The recorded time window for
each day is also variable; the system records a time stamp in the form of elapsed seconds
from 6 AM in the data, although the earliest record of data registered is from 863 seconds
from 6AM (6:14 AM), as is shown in table 4.2. These parameters were collected until 9 PM
of the same day or when the power generated from the photovoltaic panels reached a low
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threshold in that same day. The recording time varies with the time of solar exposure. The
average of collected hours, according with seasons is shown in table 4.3.
Average
Number of days
seconds from 6 AM stopping time of data
Summer 52409 20h 30min 92
Autumn 44062 18h 15min 91
Winter 42064 17h 40min 87
Spring 49606 19h 45 min 73
Yearly 47306 19h 8min 343
Table 4.3: Average time of collection of data per day separated according to seasons
4.3 Data Preprocessing
In order to achieve a proper learning, a preprocessing of all the data is required. The
purpose of this preprocessing is to facilitate the modeling performance of the Artiﬁcial Neu-
ral Network. The procedures used will be described in the following sub-chapters. It is
uncommon to have data that does not need some adjustment to improve the neural network
eﬃciency. In this speciﬁc case, several adjustments were needed in order to properly use the
data to train the network. These adjustments serve the purpose of correcting some incoher-
ent data acquired, like the removal of outliers, correction of the sampling period and also
the resizing of the amplitude of the data to allow the artiﬁcial neural network to learn more
relevant patterns and minimize noise.
4.3.1 Outlier Removal
Due to errors in the data acquisition an outlier removal is needed. An outlier is considered
as a data sample with values superior to the physical values allowed by the photovoltaic
system with a certain error margin. The standard limiting values for power production for
this speciﬁc photovoltaic panels were acquired in Standard Test Conditions (STC) represented
in table 4.1, so a slack margin of 10% for the outlier is considered. Several conditions were
put in place to remove the outliers. These conditions are the maximum range of DC voltage
from the photovoltaic panels, maximum range of electric current, comparison between of
recorded power acquired from the photovoltaic panels and calculated from the DC voltage
and current readings, and disregard for all recorded data samples with negative values for
current, DC voltage, air temperature sensor and solar irradiance.
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4.3.2 Power Filter
As an optimization measure, a ﬁlter was applied to the generated power data. The
application of this ﬁlter was due to incoherent and noisy data present in the samples registered
in the beginning and the end of the daily data records. The ﬁlter changes the data original
range of 0.2 to 3849 Watts to the modiﬁed range of 150 to 3849 Watts restricting the range
of recorded power production data samples in 4%.
4.3.3 Data Normalization
To allow a proper learning of relevant patterns, important relationships become clearer
when data is compressed to a given interval. This compression of data is designated as
normalization and deﬁnes the lower and upper values of the data.
Being x a single sample of data from a data set where xmin and xmax represent the
minimum and maximum of that given data set respectively, the compressed value is given by
xnorm.
xnorm =
x− xmin
xmax − xmin (4.1)
In this speciﬁc case, data normalization was performed in the inputs of the neural net-
works, due to the two very distinct range of the inputs, solar irradiance and air temperature.
The distinction of these two inputs from a neural network point of view comes from the
amplitude of its values as shown in table 4.2.
4.3.4 Sampling Period
As it was mentioned in section 4.2, the original data acquired is aperiodic. While the lack
of periodicity may not represent a problem in the development of the static model to estimate
the power generated, a periodic sampling is necessary in order to validate the combination
of forecasting models with the static model.
The used approach was a periodic sampling in the given data starting at 6AM, with a
period of 300 seconds (5 minutes), where the absent samples where created by a linear inter-
polation of the immediate preceding value and the immediate following value; the exceeding
samples that compromised the periodicity of data were removed. This approach was used for
all 31 parameters of data, recreating a periodic approximated data set. The resulting daily
data in the data set was composed by periodic samples separated by 300 seconds ranging
from the time of the ﬁrst sample to the time of the last sample.
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4.4 Data Selection
Selection of data is a crucial aspect of neural networks when the goal is to accomplish a
good generalization. To achieve this, one of the several tasks is the use of a great variety of
input samples. In this speciﬁc case very distinguishable days are a reliable source of input
samples for the learning process of the neural network. This classiﬁcation of distinguishable
or characteristic days will be explained further in section 4.4.1.
In this section the process and the criteria chosen to select diﬀerent sample days from
diﬀerent seasons, in order to properly select data samples to be used in the training process
will be presented. In order to maximize the input space a selection of characteristic days was
employed. This type of selection is based on a classiﬁcation of type of days, which translates
into an analysis of mean value and variance of generated power by the photovoltaic panels.
This analysis and selection of characteristic days is going to be further explained in section
4.4.1.
The sesonal and yearly model approachs will also be explained with further detail, with
reference to the importance of maximizing the input space to enforce generalization.
4.4.1 Characteristic days
In order to create the classiﬁcation of characteristic days, a division of the data set
was created. Characteristic days are divided in three diﬀerent types: sunny days, partial
cloudy days and overcast cloudy days[26]. The main parameter taken in consideration for
the classiﬁcation was the generated power. This choice was based on the high correlation
between generated power and solar irradiance. This correlation can be viewed in ﬁgures 4.3,
4.4 and 4.5.
Sunny days are characteristic for having a parabolic curve representing the amount of
power generated along the day, represented in ﬁgure 4.3. The days represented in ﬁgure 4.3,
are the 26th, 27th and 28th of June, 2014.
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Figure 4.3: Characteristic sunny days
Partially clouded days are visually characterized from a parabolic shape similar to sunny
days in generated power data, with minor interferences. The representation of exemplary
partially clouded days can be seen in ﬁgure 4.4. The days represented in ﬁgure 4.4 are the
18th, 23th and 24th of October 2014.
Figure 4.4: Characteristic partially clouded days
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Overcast cloudy days represent days that are visually characterized from their lack of
parabolic shape in the generated power and by their inconsistency along the day. These are
represented in ﬁgure 4.5, dating from 23th, 27th and 29th of December 2014.
Figure 4.5: Characteristic overcast cloudy days
To mathematically diﬀerentiate these characteristic days an approach based on the aver-
age generated power and variance was created. This approach was created having in mind
the data set of 343 days, allowing a proper base separation of characteristic days, creating
a list of characteristic days that stand out in measured parameters. The most signiﬁcant
characteristic days from all three types (sunny, partially clouded and overcast clouded) were
identiﬁed, and then chosen to maximize the input space.
The process of parsing starts with the measurement of the average generated power of
the data set. As shown in table 4.4, characteristic days classiﬁed as sunny days stand out
with a larger average. Due to diﬀerent seasons having a diﬀerent maximum generated power
value, a technique based on ﬁxed thresholds could not be used. To maximize this distinction
between sunny days and any other days the data set is separated in half, where sampled days
with generated power above average are considered potential sunny days, and from these
only the ones with higher average will be indeed considered sunny days and consequently
used for the learning procedure of the neural network.
The part that is discarded from being sunny days, are the potential clouded days. To
create a distinction from partially clouded days and overcast clouded days an analysis was
made in the variance of generated power. Knowing that obstructed solar panels produce less
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energy than unobstructed panels a distinction is made in average power generated, although,
to properly diﬀerentiate partially clouded days from overcast clouded days there are major
diﬀerences in variance as shown in table 4.4. This change in variance is related to time period
of solar obstruction created by clouds, where fewer clouds will be represented by high values
of variance, and consistent cloudy days or overcast cloudy days will be represented by lower
values of variance.
Table 4.4 represents the approach to distinguish characteristic days, using the days used
in the previews example in ﬁgures 4.3, 4.4 and 4.5.
Characteristic days Sunny Partially clouded Overcast clouded
Mean of generated
power (W)
2191.9 2031.8 1307.3
Generated power
variance
763390 657480 482710
Table 4.4: Mean and Variance of generated power in the three diﬀerent characteristic days
This process, due to the use of the average generated power to separate the data set in two
diﬀerent subsets, was only used for the seasonal approach, which will be further explained in
section 4.4.2.
For consistency a diﬀerent method was used to select characteristic days when analyzing
the models performance in section 5.4. This method relies on using the mathematical model
described in section 2.5.2 for comparison with the acquired data. In ﬁgure 4.6 the comparison
is shown for three diﬀerent days.
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Figure 4.6: Comparison between theoretical and measured solar irradiance values.
This comparison was done with daily data, allowing a categorization of all available days
based on the mean relative absolute error (MRAE) shown in equation 4.2, being Nd the
number of daily samples, tSR the theoretical values of solar irradiance, rSR the acquired solar
irradiance values from real data.
MRAE =
1
Nd
Nd∑
i=1
|tSR(i)− dSR(i)|
tSR(i)
(4.2)
This creates a more accurate classiﬁcation of available characteristic days allowing an
overview of the quantity of diﬀerent characteristic days. In ﬁgure 4.7 the distribution of
days according to MRAE is shown. The largest concentration of days is bounded between
an MRAE of 0.4 and 0.6. From ﬁgure 4.7, days with a MRAE inferior to 0.4 were classiﬁed
as sunny days, days with an MRAE between 0.4 and 0.6 were classiﬁed as parcially clouded
days and days with a MRAE superior to 0.6 were considered overcast clouded days.
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Figure 4.7: Characteristic day distribution according to MRAE.
4.4.2 Seasonal Approach
The creation of these four seasonal models represent the days contained in those seasons,
diﬀerentiated by calendar date and not by the characteristics of those seasons. The calendar
limits of the data, maximum, minimum and mean of the network inputs of the seasonal
models are represented in table 4.5.
Seasons Summer Autumn Winter Spring
Start date 21/06/2014 23/09/2014 23/12/2014 21/03/2015
End date 23/09/2014 22/12/2014 20/03/2015 29/06/2015
Air Tem-
perature
(ºC)
Max 40.7 34.8 28.5 36.5
Mean 28.6 21.4 17.4 25.2
Min 14.7 9.4 1.15 7.25
Solar
Irradiance
(W/m2)
Max 1322 1037 1142 1353
Mean 515 314.4 434 535.5
Min 18 14 15 15.4
Table 4.5: Seasonal Characteristics
Although not directly represented in data there are signiﬁcant characteristics associated
with seasons that will inﬂuence the power generated by the photovoltaic panels. Among such
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characteristics, solar obstruction is a characteristic that can be correlated with momentary
low values in the data representing solar irradiance and generated power. The creation of
seasonal models is intended to compare their performance against an overall yearly model.
Given that speciﬁc seasons have diﬀerent sets of data, and certain characteristics based on
weather events interpolated by the model being more frequent in certain seasons, a compar-
ison is needed to classify the yearly model as a reliable model.
The selection of the training data for seasonal models was made using the characteristic
days approach mentioned in section 4.4.1. Adding to this selection, due to the interpolation
capability of the neural network and to maximize the input space, the days with peak values of
generated power in each season are also used in the training data. The respective selection of
days used for every given season is shown in table 4.6 followed by ﬁgure 4.8, 4.9, 4.10 and 4.11
representing the seasonal training sets data separated by generated power, air temperature
and solar irradiance.
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Spring
Day Month Year
21 March 2014
24 March 2014
31 March 2014
2 May 2014
3 May 2014
6 May 2014
21 May 2014
1 June 2014
13 June 2014
14 June 2014
15 June 2014
17 June 2014
22 June 2014
Summer
Day Month Year
22 June 2014
6 July 2014
19 July 2014
7 August 2014
12 August 2014
26 August 2014
27 August 2014
10 September 2014
11 September 2014
13 September 2014
14 September 2014
15 September 2014
18 September 2014
Autumn
Day Month Year
30 September 2014
1 October 2014
7 October 2014
9 October 2014
10 October 2014
8 November 2014
17 November 2014
19 November 2014
28 November 2014
2 December 2014
13 December 2014
15 December 2014
16 December 2014
Winter
Day Month Year
23 December 2014
24 December 2014
8 January 2015
20 January 2015
29 January 2015
7 February 2015
8 February 2015
15 February 2015
16 February 2015
19 February 2015
20 February 2015
21 February 2015
24 February 2015
Table 4.6: Calendar date for days of the training set for the individual seasonal training sets.
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Figure 4.8: Training set data for Spring model exhibiting generated power, air temperature
and solar irradiance.
Figure 4.9: Training set data for Summer model exhibiting generated power, air temperature
and solar irradiance.
45
Figure 4.10: Training set data for Autumn model exhibiting generated power, air temperature
and solar irradiance.
Figure 4.11: Training set data for Winter model exhibiting generated power, air temperature
and solar irradiance.
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4.4.3 Yearly Approach
In the yearly model approach the data selection process was diﬀerent. The reason for this
is because the application of the seasonal data selection process to the global dataset would
wrongly distinguish seasonal patterns as speciﬁc characteristic days. That process is based
on the separation of days with higher average of generated power; as such the chosen days
would mostly be summer days, which represent the days with higher temperature and higher
solar irradiance, by accepting this, the input space would not be maximized.
The approach applied was a selection of four speciﬁc days from the four diﬀerent seasons.
The criteria used for this selection was the choice of three distinct characteristic days from
each season complemented by the day with the maximum generated power from each respec-
tive season. The training selection is shown in table 4.7, along with their data representing
generated power, air temperature and solar irradiance shown in ﬁgure 4.12.
Yearly data
Spring Summer
Day Month Year Day Month Year
24 April 2015 19 July 2014
3 May 2015 7 August 2014
21 May 2015 13 September 2014
14 June 2015 15 September 2014
Autumn Winter
Day Month Year Day Month Year
1 October 2014 23 December 2014
7 October 2014 28 January 2015
10 October 2014 21 February 2015
15 December 2014 27 February 2015
Table 4.7: Calendar date for days of the training set for yearly model.
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Figure 4.12: Training set data for yearly model exhibiting generated power, air temperature
and solar irradiance.
4.5 Training
This section introduces the training methodology applied to both considered neural net-
works architectures, MLPs and RBFs. Although both networks have a similar training pro-
cedure, there are several steps which greatly diﬀer based on their architecture. There are
several conditions that change the capacity of generalization and the learning capability of
these networks such as initial parameters, number of free parameters and data used in train-
ing. Training set was chosen as described in section 4.4. In the following sections the training
procedure will be described for the two types of neural networks used and also the process
of selection for the validation and testing sets.
4.5.1 Multi-Layered Perceptron learning procedure
The training procedure for Multi-Layered Perceptrons has some optimization procedures
based on a comparison between generated models. To select the proper topology of the
network, a window of acceptable topologies was created. This window allows the algorithm
to try several conﬁgurations, under the window of available conﬁgurations. The window range
comprises in the number of hidden layers and the allowable number of neurons per hidden
layer. Knowing that networks with fewer neurons usually achieve a better generalization, the
window ranged from two hidden layers with one neuron each, to two hidden layers with four
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neurons each. In order to accurately choose the best model, a common test set needs to be
used. The creation of this test set is described in section 4.5.3. The selected model will be
the one with lowest MSE for test set.
To avoid the problem of local minima, each network is trained with random initial con-
ditions and tested ﬁfteen times. The choice of ﬁfteen repetitions of the procedure was based
on a time consumption and success rate.
The training algorithm was MATLAB® Levenberg-Marquardt implementation, based
on its stability and eﬃciency. To allow a proper training with early stopping property,
cross-validation was used , dividing further the data in a training subset with 70% of the
original training data and a validation subset with the remaining 30%, allowing a maximum
of 6 increasing values of the error in the validation before interrupting training. The data
separation between these two sets was random, without any order, to avoid separation of
characteristic days which would penalize training performance. The learning algorithm will
stop after 300 epochs if it is not interrupted by the early-stoping condition. From the available
topology of two hidden layers, the transfer functions used were hyperbolic tangent transfer
function for the hidden layers and linear transfer function for the output layer.
4.5.2 Radial Basis Function learning procedure
In the Radial Basis Function learning procedure, the preprocessing of data is the same.
However in RBFs the free parameters are the location of the centers and spread of the given
radial functions requiring an initial selection.
There are training schemes that allow a proper positioning of these centers a-priori. In
this speciﬁc case, an approach using k-means clustering algorithm was used to determine
the initial position of the centers. This is followed by the training algorithm, where the
Levenberg-Marquardt was selected based on the same criteria has the MLPs, stability and
eﬃciency. In a similar fashion to the MLP network the data selected for learning procedure
was further divided into two subsets of data, one for training with 70% of the original data set
and one for validation with 30%. Sample division was random respecting only the proportions
of the division.
To determine an optimum number of centers, the learning process was applied from two
centers up to ten centers for 15 trials, only stopping the training if the limit of 300 epochs
is met or stopped by the cross-validation process. The repetition of trials is very signiﬁcant
since there is no proper form to consider the performance of the RBF network topology
before applying the learning procedure, and bad initial parameters can have a negative eﬀect
in network performance.
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4.5.3 Testing and Validation sets
In order to avoid over-training, the cross-validation procedure uses a validation subset
acquired from 30% of the respective set from the respective seasonal models or yearly model,
described in sections 4.5.1 and 4.5.2. Due to such a variable number of available topolo-
gies, to accurately conﬁrm if the neural network has an eﬃcient learning process employing
generalization and to determine the best topology, a simulation is applied after the training
process. This simulation is a test to measure the error of the estimation and consequently
the quality of the learning process.
In order to assess the quality of the trained neural network, a test set must be chosen.
Testing the network ability to generalize is only possible by presenting the neural network with
diﬀerent samples than the ones presented in the training set. To select a test set that properly
identiﬁes the best topology for an estimation of data sets for entire seasons or a complete
year and being the objective of training and topology selection a good generalization, the
selection criteria for the test set was all the data available not used in training for a speciﬁc
season or year, depending on which model was used.
As it is shown in table 4.8, each season has a diﬀerent number of days. For the test set,
all the days from each data set, yearly or seasonal, were selected, after removing the days
used for training. The number of days used for the test sets is shown in table 4.8.
Data sets Number of days in
seasonal data set
Number of days in
test set
Spring 73 60
Summer 94 81
Autumn 91 78
Winter 87 74
Year 343 327
Table 4.8: Size of seasonal models test sets
4.6 Forecasting Models
As explained in section 2.6, forecasting depends on certain characteristics to perform
eﬃciently. In this section those characteristics will be presented and explained. The presented
forecasting models are radial basis function neural networks designed for prediction with
several lags depending on the model and selected through a multi-objective evolutionary
algorithm (MOEA) reducing the RMSE across all time steps within the prediction horizon.
Due to the usage of continuous data being required for an eﬃcient forecast, and being
the data collected limited to hours with signiﬁcant solar exposure as shown in table 4.3,
there was the need to add data corresponding for the night time which resulted in an arti-
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ﬁcial null solar irradiance properly ﬂagged in the data set and taken in consideration in the
training procedure. This artiﬁcial data implementation was only used in solar irradiance; for
temperature, on the other hand, this could not be applied.
The MOEA used was developed in [22] with the purpose of introducing an alternative
when designing forecasting and classiﬁcation ANNs simplifying the network design process.
The algorithm was computed using a computer cluster in the Electronics and Informatics
Engineering Department (DEEI) due to its computational demand and computation time.
The generic approach of this algorithm was explained in section 2.6.1 and is going to be
further described in section 4.6.1. Also, in the same section the resulting forecasting model
expressions will be presented.
4.6.1 MOEA approach
In multi-objective evolutionary algorithms the individuals are deﬁned by a set of variables,
which characterize them in their score or Pareto Front. These characteristics are contained in
a structure denoted as chromosome which is diﬀerent for every individual in the population.
In this speciﬁc algortihm chromosomes are strings of integers composed by the information
of number of neurons, u, for the network design conﬁned within the range [um < u < uM ]
and the indices values, λj, from the features subset, fkλj , selected from the data set F . The
usage of feature subsets is due to the size of the data set F being larger than the prescribed
maximum, the input vector dimension maximum range is conﬁned between [dm, dM ]. As a
result of this dimension conﬁnement the input data set X is created from a selection of d
columns of F . Creating multiple input vectors of the appropriate size deﬁned by xk on
expression 4.3
xk = [xk1, xk2, xk3, ..., xkd] = [fkλ1 , fkλ1 , ..., fkλd ] (4.3)
The input space used is composed of a0 output delayed terms with a maximum lag of τy.
In order to eﬀectively identify the individual performance, each individual is assigned
a scalar value, the ﬁtness. Being the evolutionary algorithm eﬃciency dependent of its
chromosome variability, several operators and procedures are used to ensure chromosome
ﬁtness and variety converges in the progression of the generations. These procedures are
designated as mating procedure and mutation being applied in the process of creating a
succeeding generation.
The mating procedure is based on the idea that individuals with a better ﬁtness have an
increased chance of having more copies in the mating pool, consequently, individuals with
lower ﬁtness have less or no copies in the mating pool creating an adjustment for the new
generation with individuals which are more likely to have a better ﬁtness value. With a
given probability, the matting process uses the recombination operator using two individuals
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to generate two oﬀspring. This is a two part process designated by full identity preserving
crossover, where the ﬁrst part is composed of the re-ordering of the chromosomes, adjusting
common terms to the left-most positions and the remaining terms are shued, isolating
common terms avoids duplicates in the oﬀspring. After re-ordering and shuing a random
point is then chosen, the crossover point, and the elements to its right are exchanged [22].
The used algorithm applies mutation in diﬀerent forms for the distinct parts of the chro-
mosome. Firstly, the number of hidden neurons is mutated with a given probability, following
boundaries described previously, either by adding or subtracting one neuron to the existing
quantity. Secondly, the following input terms in the chromosome are mutated for a given
probability in three diﬀerent operations: replacement, addition or deletion. In the ﬁrst op-
eration each term is tested and is either deleted or replaced by another term from the same
set not present in the chromosome. Deletion can only occur if the chromosome as more
terms than the minimum speciﬁed earlier, dm. Afterwards, if the chromosome is not in its
maximum range, dM , one term may be added from the terms of the same set not present in
the chromosome.
After the completion of the described procedures, the MOEA algorithm proceeds to the
subsequent evaluation step repeating the cycle for the new generation of individuals. This
process is cyclic and iterative only stopping to certain conditions. These conditions can be
deﬁned as a predeﬁned number of generations, if an individual with satisfactory performance
is found, or through the stagnation of the population, which is checked by the absence of
change in the Pareto front approximation for a speciﬁed number of consecutive generations.
Figure 4.13 represents the model design cycle separated in three diﬀerent groups associated
with the diﬀerence in colors: problem deﬁnition, solution generation and result analysis. Fp
and Fv represent two partitions of the input search space, the ﬁrst is intended for ANN
training procedure and the second to validate the results obtained by the Pareto set of
individuals, respectively.
µ(F, Λ, u,w) = [µp, µs] (4.4)
µp =
[
µp1, µ
p
2, . . . , µ
p
v1
]
(4.5)
µs =
[
µs1, µ
s
2, . . . , µ
s
v2
]
(4.6)
Λ = [λ1, λ2, . . . .λd] (4.7)
As shown in expression 4.4 a dependence to µ from several variables is created, being these:
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F, the vector Λ that identiﬁes the indices of columns of F that deﬁne the input features con-
sidered , the number of neurons, u, and the ANN parameter vector, w. The complementary
parameters µp and µsare vectors contain the quality measures v1 and v2, respectively. µ
p
represents the mapping obtained by the parameters computed through the root-mean-square
error on the training and generalisation testing data sets. As a restriction, a vector given by
the 2-norm of the linear parameters was employed to guarantee good numerical properties
and parameter convergence. Additionally, this vector also acts as a penalty term for the com-
plexity of the model. Regarding µs, the component of µ related to model structure selection
and speciﬁc model application, one objective was considered expressing the ﬁnal goal of the
model application: establishing the prediction proﬁle for the models within an horizon of
4 hours optimizing the models prediction error taken from the multi-step model simulation
over the prediction horizon ph.
Assuming a given simulation data set, D, has p data points and for each data point the
model is used to make predictions up to ph steps ahead. The error matrix is formed in
expression 4.8.
E(D, ph) =

e[1, 1] e[1, 2] . . . e[1, ph]
e[2, 1] e[2, 2] . . . e[2, ph]
...
...
. . .
...
e[p− ph, 1] e[p− ph, 2] . . . e[p− ph, ph]
 (4.8)
being e[i, j] the model prediction error taken from the instant i of D, at step j within the
prediction horizon. Denoting the root-mean-square function operating over the ith column
of the argument matrix by ρ(· , i) then the prediction performance measure is deﬁned by
expression 4.9.
ε(D, ph) =
ph∑
i=1
ρ(E(D, ph), i) (4.9)
which translates into the summed root-mean-square of the columns of E. Becoming this
way the single objective in µs the minimization of ε(Ds, ph) being ph the 48 multi-step
prediction horizon and Ds a simulation data set [22].
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Figure 4.13: MOEA Model design cycle [22].
When it is required to repeat the MOEA process a problem redeﬁnition should be applied.
This results in two major actions: redeﬁning the input space by adding or removing one or
more features (variables and lagged input terms) and improving the trade-oﬀ surface coverage
by changing objectives or redeﬁning goals. These actions can result in a reduction of the
number of input terms and limits the range for the number of neurons in face of the results
obtained in a single run. This narrows the search space in a subsequent MOEA run, possibly
achieving a faster convergence and better approximation on the Pareto front.
The training procedure of the individual RBF networks, in similar fashion to the networks
described in section 4.5.2 uses the Levenberg Marquardt training algorithm, using a-priori
a clustering algorithm spreading the centers in distinct regions of the input feature space
and calculating the center spread according to expression 4.10 taking in consideration the
maximum euclidean distance, zmax, between centers, ci, and the number of neurons, u. In
order to avoid over-training, the training procedure uses a cross-validation process splitting
further the training input space Fp into two data sets, the training data set, Ft, and the
generalization data set, Fg [22].
σi =
zmax√
2n
(4.10)
The resulting forecasting models are described by the following expressions being the
selected air temperature forecasting model presented in expression 4.11 with 13 centers and
9 lags.
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y(k) = f(y(k − 1), y(k − 2), y(k − 3), y(k − 4), y(k − 5), y(k − 7),
y(k − 8), y(k − 17), y(k − 24)) (4.11)
The Solar irradiance forecasting model uses 13 centers and 10 lag samples as shown in
expression 4.12.
y(k) = f(y(k − 1), y(k − 12), y(k − 21), y(k − 24), y(k − 27), y(k − 39),
y(k − 41), y(k − 42), y(k − 44), y(k − 290)) (4.12)
4.7 Evaluation criteria
The criteria used for evaluation of the static models relies on the MSE for the test set.
The lowest mean squared error value for the test after training ensures the topology with
the best generalization capability. However, to determine the best topology using a trial and
error approach it should be noted that networks with more neurons are more likely to be
overparameterized as discussed in section 2.4.1.
In chapter 5, the topologies selected will be based on the lowest MSE, although when
several topologies have a similar mean squared error, topologies with less neurons were chosen
to avoid overparameterization.
Forecasting models represented in section 4.6 diﬀer in evaluation criteria from static
models in the sense that performance in forecasting models is more consistently measured
with RMSE. Additionally, the NRMSE criterion was also used.
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5 Results
In this chapter the results for the topology selection of the neural networks used and
the performance for the models in consideration is presented. The models presented are the
seasonal models and annual models implemented with MLP and RBF neural networks, which
will be compared in their capability of generalization based on the mean squared error. Note
that these models estimate the power produced by the PV installation, whose inputs are
the measured solar irradiance and atmospheric temperature. This chapter will also present
results for the forecasting models for air temperature, solar irradiance and for the global
model using the three models resulting in the forecast of generated power of the photovoltaic
array, based on the forecast of air temperature and solar irradiance.
This section is separated into evaluation of the static model, and forecasting model. The
static models evaluation are ﬁrst diﬀerentiated in time scale (Seasonal and Yearly) and then
in the type of network used for the given results.
The performance of the forecasting models is evaluated through a comparison between
forecasting capability in the diﬀerent seasonal data sets, annual data set and compared across
diﬀerent characteristic days.
5.1 Seasonal models
5.1.1 Multi-Layer Perceptrons Results
As mentioned in section 4.5.3, to select the best topology for the MLP network several
topologies were tested being the criteria of selection the minimum MSE when tested with
the respective test data set. The topologies presented in ﬁgure 5.1 and table 5.1 show the
number of hidden layers and respective number of hidden neurons in those layers for the
selected models. As is shown in table 5.1, the models selected have diﬀerent topologies being
the Summer and Autumn models the ones with the lowest number of hidden neurons, having
two neurons in the two hidden layers, resulting in the models with less complexity.
Figure 5.1 illustrates the value of the MSE with the range of topologies for the four color
coded seasons. Table 5.1 represents the selected topologies with the respective MSE and
MAPE.
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Figure 5.1: Variation of MSE across tested topologies for MLP seasonal models.
Seasonal models Topology MSE MAPE (%)
Spring [2 4] 8356 4.1
Summer [2 2] 4153 2.2
Autumn [2 2] 6753 3.8
Winter [2 3] 8607 4.0
Table 5.1: Selected topologies for seasonal MLP models
The topologies in table 5.1 were selected based on the criteria described in section 4.7.
Lowest mean squared error indicates a model with better generalization capability.
Although there is a signiﬁcant discrepancy between the overall mean squared error for the
diﬀerent seasons, those are explained with the number of characteristic days per season, and
how those days vary from each other. The model for summer presents, according to ﬁgure
5.1, the lowest mean squared error from all available topologies. This can be explained with
the quantity of characteristic sunny days present in a season like summer and the relative
simplicity of those days over partially cloudy days or overcast cloudy days. This is illustrated
in ﬁgure 4.9, where the results for training and testing of the artiﬁcial neural networks are
presented.
The performance results for the training and test set for the diﬀerent MLP seasonal
models are presented in table 5.2, and subsequently the results are illustrated in ﬁgure 5.2,
5.3, 5.4 and 5.5 for Spring, Summer, Autumn and Winter respectively. For each one of these
ﬁgures, the top graphic represents the performance in the training set, the middle graphic
the absolute error in the test set and the bottom graphic the performance in the test set.
In table 5.2 the displayed performance values were measured using the training sets deﬁned
in section 4.4.2 and corresponding test sets explained in section 4.5.3.
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Seasonal models Spring Summer Autumn Winter
MSE (training) 13629 13663 5552 14258
RMSE (training) 116.7 116.8 74 119
MAPE % (training) 4.3 3.1 3.9 3.8
MSE (test) 8356 4153 6753 8607
RMSE (test) 91.4 64.4 82.2 92.7
MAPE % (test) 4.1 2.2 3.7 4.0
Table 5.2: Performance of MLP Seasonal models for training and test sets
Figure 5.2: MLP Spring model evaluation.
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Figure 5.3: MLP Summer model evaluation.
Figure 5.4: MLP Autumn model evaluation.
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Figure 5.5: MLP Winter model evaluation.
5.1.2 Radial Basis Functions Results
The selected number of hidden neurons for the RBFNN models for the four seasons is
presented in table 5.3. In ﬁgure 5.6 the mean squared error for the diﬀerent topologies is
shown.
Figure 5.6: Variation of MSE across tested topologies for RBF seasonal models.
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Seasonal models Topology MSE MAPE (%)
Spring [4] 7615 3.8
Summer [5] 4249 2.5
Autumn [7] 6723 3.7
Winter [7] 8778 4.1
Table 5.3: Selected topologies for seasonal RBF models
The selection of the RBF topologies follows the criteria described in section 4.7. The
performance results for the RBF seasonal models are displayed in table 5.4, and the corre-
sponding graphics for the several models are shown in ﬁgures 5.7, 5.8, 5.9 and 5.10 for Spring,
Summer, Autumn and Winter respectively.
In equivalent practice to MLP results in table 5.2, the training and test sets for RBFNN
are in table 5.4 and were determined in sections 4.4.2 and 4.5.3, respectively.
Seasonal models Spring Summer Autumn Winter
MSE (training) 14004 12501 5760 11752
RMSE (training) 118.3 111.8 75.9 108.4
MAPE % (training) 3.8 3.4 4.4 3.5
MSE (test) 7615 4249 6723 8778
RMSE (test) 87.3 65.2 82 93.7
MAPE % (test) 3.8 2.45 3.7 4.2
Table 5.4: Performance of RBF Seasonal models for training and testing sets
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Figure 5.7: RBF Spring model evaluation.
Figure 5.8: RBF Summer model evaluation.
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Figure 5.9: RBF Autumn model evaluation.
Figure 5.10: RBF Winter model evaluation.
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5.2 Yearly model
The yearly models training set was developed using characteristic days from the diﬀerent
seasonal training sets. Considering the MAPE value, which translates an overall performance
of the network, it is noticeable that the value of MAPE for the yearly models is an average
value of the MAPE for the seasonal models for the MLPs and RBFs.
The results for the training and test for the selected topologies using MLPs and RBFs
are presented in table 5.5 and 5.6, respectively. Also the illustrations of the training and test
results are presented in ﬁgure 5.11 for the MLP and ﬁgure 5.12 for the RBF network.
Yearly model
Topology [2 4]
MSE (training) 16496
RMSE (training) 128
MAPE % (training) 3.8
MSE (test) 7531
RMSE (test) 86.7
MAPE % (test) 3.4
Table 5.5: Performance of MLP Yearly model for training and test sets
Yearly model
Hidden neurons 7
MSE (training) 11504
RMSE (training) 107.3
MAPE % (training) 3.4
MSE (test) 7211
RMSE (test) 84.9
MAPE % (test) 3.4
Table 5.6: Performance of RBF Yearly model for training and test sets
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Figure 5.11: MLP Yearly model evaluation
Figure 5.12: RBF Yearly model evaluation
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5.3 Comparison between static models
In order to compare the static models, the complexity of the models should also be taken
into account. In Artiﬁcial Neural Networks the usage of an increased quantity of hidden
neurons increases their complexity. To compare models with diﬀerent levels of complexity
due to the diﬀerent architecture of the networks, the number of free parameters is used. In
table 5.7 the results from all the static models are presented.
Models Spring Summer Autumn Winter Year Weighted
Average
MLP
Free
parameters
23 15 15 19 23 x
MSE
(training)
13629 13663 5552 14258 16496 12174
RMSE
(training)
116.7 116.8 74 119 128 105.8
MAPE %
(training)
4.3 3.1 3.9 3.8 3.8 3.7
MSE (test) 8356 4153 6753 8607 7531 6851
RMSE
(test)
91.4 64.4 82.2 92.7 86.7 81.95
MAPE %
(test)
4.1 2.2 3.7 4.0 3.4 3.45
RBF
Free
parameters
12 15 21 21 21 x
MSE
(training)
14004 12501 5760 11752 11504 10809
RMSE
(training)
118.3 111.8 75.9 108.4 107.3 102.6
MAPE %
(training)
3.8 3.4 4.4 3.5 3.4 3.8
MSE (test) 7615 4249 6723 8778 7211 6756
RMSE
(test)
87.3 65.2 82 93.7 84.9 81.5
MAPE %
(test)
3.8 2.45 3.7 4.2 3.4 3.5
Table 5.7: Comparison between static models
Analyzing the performance of the seasonal models based on the results of the test MSE
shows similar results from the diﬀerent architectures, although seasonal models show a better
consistency when ranking performance among them. Since these models focus speciﬁc seasons
of the year, the performance is comparable with the complexity of the data in each season.
The model with best performance proves to be the Summer model and the worst performance
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the Winter model when considering the network complexity. The diﬀerence in performance
from the Summer model to the remaining seasonal models can be explained by the similarity
between the majority of sampled days in the Summer dataset, as mentioned in section 5.1.
The test MAPE shows a better performance for the MLP architecture for the summer
and winter models, being outperformed by the spring model of the RBF architecture. For
the RMSE applied to the test set this is also veriﬁed, being the RBF architecture the one
with better performance for the spring and autumn model and the MLP architecture for the
summer and winter model.
The year models are very similar in terms of performance, although the RBF model shows
a slightly better performance in the results of the RMSE test.
Comparing the seasonal models to the annual model using the weighted average with
respect to the number of days in table 5.7, presented in the last column, a performance
comparison can be possible when evaluating the performance for the duration of 1 year. The
combined seasonal performance for each architecture proves to be slightly better than an
annual model when considering the MSE and RMSE, being the MAPE the only indicator of
better performance of the annual model.
The combination of seasonal performance can be enhanced using models from diﬀerent
architectures, choosing seasonal models with the best performance per season. In table 5.8
the best combination possible using the available seasonal models is presented.
MSE (test) RMSE (test) MAPE (test) Architecture
Spring 7615 87.3 3.8 RBF
Summer 4153 64.4 2.2 MLP
Autumn 6723 82 3.7 RBF
Winter 8607 92.7 4.0 MLP
Year 7211 84.9 3.4 RBF
Weighted Average 6687 81 3.39 x
Table 5.8: Combination of best seasonal models.
The results from the comparison between seasonal models and annual model were ex-
pected. By allowing each individual seasonal model to learn from diﬀerent subsets of data
enhances their performance, exploiting certain characteristics in each subset. This compar-
ison results in a paradigm when analyzing the diﬀerence in number of data samples and
characteristics that the annual model is intended to learn while sharing a similar network
complexity with individual seasonal models. Additionally, increasing network complexity will
result in the model learning unwanted characteristics from the data.
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5.4 Forecasting models
The proper evaluation of the performance from forecasting models was made through
the evolution of the RMSE, for several prediction steps. This allows the performance of
forecasting models to be assessed across diﬀerent steps.
As described in chapter 4.6, the forecasting models predict 48 time steps ahead, each step
separated by a time interval of 5 minutes. In this section the results and performance of the
Air temperature and Solar irradiance forecasting models presented in ﬁgure 4.1 are going to
be evaluated. Due to the scope of this thesis the performance evaluation will be done for
each season, and for the whole year. Forecast performance is presented in ﬁgures 5.13, 5.14,
5.15 and 5.16.
Figure 5.13: Air Temperature forecast RMSE unscaled
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Figure 5.14: Air Temperature forecast RMSE scaled
Figure 5.15: Solar Irradiance forecast RMSE unscaled
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Figure 5.16: Solar Irradiance forecast RMSE scaled
In ﬁgures 5.15 and 5.16 the error associated with solar irradiance forecast shows better re-
sults for seasons like Summer and Winter. The reason for this might be that even considering
typical sunny days as days with better performance, the solar irradiance curve exempliﬁed
in ﬁgures 4.8, 4.9, 4.10 and 4.11 changes its range across the year, due to the variation of
solar exposition time. This range is due to the elliptic orbit of earth on the Solar plane
maximizing the width variation of solar irradiance in transition seasons like the Spring and
Autumn, decreasing the forecast performance. Another reason to explain the variation of
performance in Solar Irradiance might be the diﬀerent types of days already mentioned in
chapter 4.4.1.
The air temperature forecasting performance follows a similar reasoning. Since the study
region is geographically close to the Atlantic ocean, thermal amplitude is low. Evaluating
the available data, there is a diﬀerence in temperature variance between Summer and Win-
ter, having Winter a variance of 22.8ºC opposed to 27.9ºC in Summer. Analyzing from
the artiﬁcial neural networks performance perspective, a lower range will facilitate a better
performance.
To further evaluate the forecasting models performance using the characteristic days
described in section 4.4.1, ﬁgures 5.17, 5.18, 5.19 and 5.20 show the performance of the
forecasting models used for Solar Irradiance and Air Temperature for the characteristic days
classiﬁed using the theoretical method described in the same section.
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Figure 5.17: Air Temperature forecast unscaled RMSE for the characteristic days.
Figure 5.18: Air Temperature forecast scaled RMSE for the characteristic days.
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Figure 5.19: Solar Irradiance forecast unscaled RMSE for the characteristic days.
Figure 5.20: Solar Irradiance forecast scaled RMSE for the characteristic days.
In ﬁgure 5.19 and 5.20 it is shown that days classiﬁed as sunny or partially clouded
when used by the forecasting models have a better performance in comparison with overcast
clouded days. This is expected as overcast clouded days are characteristic for having a high
frequencies in the data becoming very complicated to accurately forecast. This also justiﬁes
the discrepancy in performance between summer and the rest of the seasons evaluated in
ﬁgure 5.1, 5.6, 5.15 and 5.16 being Summer the season with the highest concentration of
characteristic sunny and partially clouded days.
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Additionally, to analyze the performance of the forecasting models, ﬁgure 5.21 and 5.22
show forecasted values of air temperature and solar irradiance, for a selection of three diﬀerent
characteristic days from the seasonal data sets, for diﬀerent time steps. In ﬁgures 5.21 and
5.22, target refers to the acquired data values and step refers to the resulting forecasts, for
the number of steps indicated. In tables 5.10 and 5.11 the values for RMSE and normalized
RMSE are presented for the characteristic days in ﬁgures 5.21 and 5.22, respectively. The
calendar date of those same characteristic days is shown in table 5.9
Day Month Year
Spring
Sunny 31 5 2015
Partially clouded 21 6 2015
Overcast clouded 22 3 2015
Summer
Sunny 21 7 2014
Partially clouded 2 8 2014
Overcast clouded 31 7 2014
Autumn
Sunny 25 9 2014
Partially clouded 19 10 2014
Overcast clouded 14 11 2014
Winter
Sunny 25 1 2015
Partially clouded 28 2 2015
Overcast clouded 31 1 2015
Table 5.9: Dates of characteristic days used in the results.
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RMSE (ºC) NRMSE (%)
Step 1 12 24 48 1 12 24 48
Spring
Sunny 0.59 2.6 4.99 6.3 1.53 6.68 12.8 16.2
Partially
clouded
0.6 2.45 3.73 4.91 1.53 6.29 9.58 12.6
Overcast
clouded
0.57 2.93 3.36 4.92 1.47 7.53 8.64 12.6
Summer
Sunny 0.91 2.31 4.84 7.77 3.23 8.21 17.21 27.6
Partially
clouded
0.7 2.86 5.54 6.49 2.49 10.14 19.69 23
Overcast
clouded
0.56 2.40 4.1 5.01 1.98 8.54 14.43 17.78
Autumn
Sunny 0.84 3.22 5.88 7.7 2.14 8.23 15.02 19.67
Partially
clouded
0.54 2.47 4.33 7.18 1.38 6.31 11.05 18.34
Overcast
clouded
0.53 2.41 3.75 4.01 1.35 6.15 9.59 10.43
Winter
Sunny 0.60 2.80 3.36 4.45 1.56 7.32 8.78 11.65
Partially
clouded
1.06 2.14 3.87 4.7 2.78 5.6 10.12 12.31
Overcast
clouded
0.49 2.78 2.82 3.63 1.29 7.28 7.38 9.49
Table 5.10: Air temperature forecast results for selected characteristic days within seasons.
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Figure 5.21: Forecast of air temperature for characteristic days across all seasonal data sets.
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RMSE (Watt/m2) NRMSE (%)
Step 1 12 24 48 1 12 24 48
Spring
Sunny 44.6 102 98.4 104 3.23 7.37 7.11 7.52
Partially
clouded
147.7 146 171 176.1 10.68 10.56 12.36 12.74
Overcast
clouded
139.1 412.6 491.4 475.5 10.1 29.8 35.54 34.4
Summer
Sunny 39.7 83.2 78.8 92.1 2.87 6 5.7 6.66
Partially
clouded
163.5 175.2 176.2 192.5 11.82 12.67 12.74 13.92
Overcast
clouded
98.1 189.4 279.2 328 7.1 13.7 20.19 23.72
Autumn
Sunny 48.8 91.2 100.3 116.15 3.53 6.59 7.25 8.4
Partially
clouded
131.3 119.8 111.88 121.8 9.5 8.5 8.1 8.8
Overcast
clouded
154.63 275.93 303.7 282.2 11.2 20 21.9 20.4
Winter
Sunny 42.35 97.9 117.2 133.2 3.1 7.1 8.5 9.6
Partially
clouded
162.3 172.3 174.12 171.9 11.7 12.5 12.6 12.4
Overcast
clouded
205.8 192.3 187.8 186.3 14.9 14.3 13.6 13.5
Table 5.11: Solar irradiance forecast results for selected characteristic days within seasons.
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Figure 5.22: Forecast of solar irradiance for characteristic days across all seasonal data sets.
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5.5 Global model results
In this section the results of the global model given by the combination of forecasting
models with static models will be presented and evaluated, referring the global model in
ﬁgure 4.1. The results are evaluated with a comparison between seasonal and annual models
using the RMSE, and the normalized RMSE, over a selection of days.
In the following ﬁgures 5.23, 5.24, 5.25 and 5.26 RMSE comparison, scaled and unscaled
will be presented across all available static models for the global model. From these ﬁgures a
similar performance across seasonal models and annual models independent of network archi-
tecture used is observed. Additionally, tables 5.12, 5.13, 5.14 and 5.15 present a more detailed
comparison in the performance of seasonal and annual networks from diﬀerent architectures
for the same seasonal periods.
Figure 5.23: Comparison of unscaled RMSE using the MLP model.
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Figure 5.24: Comparison of scaled RMSE using the MLP model.
Figure 5.25: Comparison of unscaled RMSE using the RBF model.
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Figure 5.26: Comparison of scaled RMSE using the RBF model.
RMSE NRMSE
steps 1 12 24 48 1 12 24 48
Spring
MLP 381 674.8 783.9 829.4 10 17.7 20.6 21.8
RBF 367.5 679.9 794.5 830.5 9.7 17.9 20.9 21.8
Year
MLP 368 673.8 784 826.3 9.7 17.7 20.6 21.7
RBF 368.1 682.5 791 826.4 9.7 17.9 20.8 21.7
Table 5.12: Performance comparison between Spring model and Annual model for the Spring
seasonal period.
RMSE NRMSE
steps 1 12 24 48 1 12 24 48
Summer
MLP 308 441 488 542.9 8.1 11.6 12.8 14.3
RBF 312 434 479.2 542.5 8.2 11.4 12.6 14.3
Year
MLP 309.4 434.8 482.7 536.3 8.2 11.5 12.7 14.1
RBF 313.4 448.5 493.5 543.3 8.3 11.8 13 14.3
Table 5.13: Performance comparison between Summer model and Annual model for the
Summer seasonal period.
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RMSE NRMSE
steps 1 12 24 48 1 12 24 48
Autumn
MLP 419.7 838.4 982.6 969.6 11.4 22.8 26.7 26.4
RBF 426.5 836.1 986.5 974.4 11.6 22.7 26.8 26.5
Year
MLP 434.3 877.6 1025.5 1011.1 11.8 23.9 27.9 27.5
RBF 435.8 881.9 1028.8 1011.9 11.9 24 28 27.5
Table 5.14: Performance comparison between Autumn model and Annual model for the
Autumn seasonal period.
RMSE NRMSE
steps 1 12 24 48 1 12 24 48
Winter
MLP 467.7 833.4 921.8 907 12.3 21.8 24.2 23.8
RBF 386.6 765.85 866.5 862.3 10.1 20.1 22.7 22.6
Year
MLP 399.3 791.4 891.9 873.7 10.5 20.7 23.4 22.9
RBF 401.4 796.8 892 875 10.5 20.9 23.4 22.9
Table 5.15: Performance comparison between Winter model and Annual model for the Winter
seasonal period.
These tables show that the performance of the annual model is very similar to the Spring
and Summer models when compared for those same seasonal periods. Compared with the
Autumn and Winter models, the annual model is slightly outperformed by both architectures
of the Autumn model and by the RBF architecture of the Winter model.
To compare the global model performance, ﬁgures 5.27, 5.28, 5.29 and 5.30 show the
forecasted power production and its measured values. In those ﬁgures the target represents
the real power production values, and the steps represent the forecasted values, for that
particular step. Those same ﬁgures also intend to compare the ANN architecture and the
model performance across the seasonal and annual models over the selection of the same
characteristic days chosen in section 5.4, properly dated in table 5.9.
Although the three characteristic days were introduced to assess the performance of the
global model, it is worth mentioning the distribution of these days, as shown in ﬁgure 4.7,
standing out that sunny and partially clouded days prove to be more frequent in the data
set.
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Figure 5.27: Comparison across available models for a selected Spring day.
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Figure 5.28: Comparison across available models for a selected Summer day.
83
Figure 5.29: Comparison across available models for a selected Autumn day.
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Figure 5.30: Comparison across available models for a selected Winter day.
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6 Conclusion and Future work
6.1 Conclusions
In this thesis a methodology for short-term forecasting of generated power for a photo-
voltaic on grid structure used at the University of Algarve was presented. The methodology
used the available data collected by the referenced structure, corresponding to day light hours
of 343 days allowing the creation of several models and the comparison between them.
The methodology applied focuses in a short-term forecasting model for PV generated
power using artiﬁcial neural networks, speciﬁcally MLPs and RBFs. The presented system
consists in a two part model, using two forecasting models for a 48 multi-step prediction of
solar irradiance and air temperature within a range of 4 hours, and a static model performing
the estimation of generated power based on the two forecasts.
For the case of solar irradiance forecasting, the model performance was better in Sum-
mer and worse for Autumn. The diﬀerences in performance suggest a correlation with the
similarity of the recorded values for speciﬁc seasons, being one example the smoothness of
sunny days in the summer. On the other hand the air temperature forecasting model has
a similar eﬀect with respect to the registered air temperature range for diﬀerent seasons,
having a better performance in seasons like Winter with lower air temperature range and
worse results in the Summer with a wider air temperature range.
When using characteristic days as a comparison set, the air temperature forecasting model
shows a signiﬁcant discrepancy in performance between partially clouded days and the rest
of the characteristic days. The solar irradiance forecasting model show an expected diﬀer-
ence between overcast clouded days and the remaining characteristic days, with sunny and
partially clouded days being more predictable and, as shown before, also more frequent in
the data set.
For the static estimation model, several models were designed, varying the architecture,
topology and data scope in order to determine the model with the best performance. Al-
though, the results from seasonal forecasting models compared separately suggested very
distinct performance from the annual models, when compared in the same data the results
are similar. Overall the combination of seasonal static models obtains a slightly better per-
formance than the annual model.
Artiﬁcial Neural Networks proved to be a very powerful non-linear approximator as ex-
pected, and very eﬃcient predictors.
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6.2 Diﬃculties and future work
The restriction of data availability to day time proved to be very harmful, in terms of
performance, to the forecasting models. Although an alternative solution was applied to the
solar irradiance forecasting model, the air temperature model was based only in day time
values.
Future work would be the application of this methodology using data from a 24 hour
cycle for air temperature and solar irradiance which is expected to improve performance of
the forecasting models. As a complementary work, the creation of a complementary neural
system to predict the building power consumption and adding an energy storage capability to
the present photovoltaic system in order to maximize energy price-load eﬃciency would also
be interesting. Finally, it would be very interesting to upgrade the forecasting structure with
forecasting models for individual seasons and forecasting models deﬁned by characteristic
days.
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