Discontinuous transmission based on speech/pause detection represents a valid solution to improve the spectral efficiency of new-generation wireless communication systems. In this context, robust Voice Activity Detection (VAD) algorithms are required, as traditional solutions present a high misclassification rate in the presence of the background noise typical of mobile environments. This paper presents a voice detection algorithm which is robust to noisy environments thanks to a new methodology adopted for the matching process. More specifically, the VAD proposed is based on a pattern recognition approach in which the matching phase is performed by a set of six fuzzy rules trained by means of a new hybrid learning tool. A series of objective tests performed on a large speech database, varying the signal-to-noise ratio, the types of background noise and the input signal level, showed that, as compared with the VAD recently standardized by ITU-T in Rec. G.729
Introduction
Interest in more efficient communication systems that are capable of providing a better quality of service (QoS) has increased in the last few years. This need is particularly felt in the field of wireless communications, where the features determining the QoS are more critical and numerous.
One important aspect of recent digital cellular systems is the robustness of the speech coding algorithms needed for the channel to be used efficiently: they have to be robust not only to channel degradation, but also to the background noise typical of mobile environments.
The use of speech compression techniques, in fact, has become fundamental in various fields of application, from the telephone service sector where, in both wired and wireless networks, an increasing reduction in bandwidth is required, to multimedia systems, in which efficient information storage is also necessary. The recent growth of mobile and multimedia communications has increased the demand for a new generation of very low bit-rate speech coders capable of providing a trade-off between perceptive quality and computational complexity tailored to the application.
Recently, the ITU-T (International Telecommunication Union -Telecommunications Sector)
proposed a new toll-quality 8 kbit/s standard (G.729) and a reduced-complexity version (G.729 annex A) designed for simultaneous voice and data in multimedia communications [1] . Further, thanks to a new generation of efficient speech compression algorithms, the goal of a toll-quality coding for bit-rates below 4 kbit/s gets closer and closer, so new standardization activities are proceeding in this direction [2] .
A significative reduction in the bit rate can, however, be achieved not only by developing new, more efficient coding models, but also by silence compression, detecting the pauses in a typical telephone conversation by means of a Voice Activity Detector (VAD). As is well known, in fact, the bit rate needed for a perceptually faithful representation of silence or background noise is considerably lower than the bit rate used for active speech coding.
A Voice Activity Detector (VAD) aims to distinguish between speech and several types of acoustic background noise even with low signal-to-noise ratios (SNRs). Therefore, in a typical telephone conversation, a VAD, together with a comfort noise generator (CNG), achieves a silence compression. In the field of multimedia communications, silence compression allows the speech channel to be shared with other information, thus guaranteeing simultaneous voice and data applications [1] [3] . Statistical multiplexing of several telephone conversations is also based on pause detection by means of a Digital Speech Interpolator (DSI) [4] . In a cellular radio system that uses the Discontinuous Transmission (DTX) mode, such as the Global System for Mobile communications (GSM), a VAD reduces co-channel interference, increasing the number of radio channels, and power consumption in portable equipment. Moreover, a VAD is vital to reduce the average bit rate in future generations of digital cellular networks, such as the Universal Mobile Telecommunication Systems (UMTS), which provide for variable bit-rate (VBR) speech coding [5] [6] [7] . In this context, most of the capacity gain is due to the distinction between speech activity and inactivity.
As is well known, above all with low SNRs, the speech/pause classifier must be robust to every type of background noise in that the performance of a VAD is critical for the overall speech quality.
When some of speech frames are detected as noise, intelligibility is seriously impaired due to speech clipping in the conversation. If, on the other hand, the percentage of noise detected as speech is high, the potential advantages of silence compression are not obtained [1] . In the presence of background noise it may be difficult to distinguish between speech and silence, so for voice activity detection in wireless environments more efficient algorithms are needed [8, 12] .
The activity detection algorithm proposed in this paper is based on a pattern recognition approach in which the feature extraction module uses the same set of acoustic parameters adopted by the VAD recently standardized by ITU-T in Rec. G.729 annex B [13] [14] , but the matching phase is based on Fuzzy Logic (FL) [15] . The set of fuzzy rules was obtained automatically by a new hybrid learning tool, FuGeNeSys [16] [17] , which exploits the advantages of Neural Networks (NNs), Genetic Algorithms (GAs) and Fuzzy Logic. These methodologies, which belong to a large subclass of artificial intelligence called Soft Computing [15] , have been introduced for intelligent signal processing since they often give better performance levels than traditional methods. Fuzzy logic, for example, is a simple, robust, non-linear technique developed to allow formal management of uncertainty and imprecision, which recently has proved to be a valid alternative in the field of robust speech classification as well [8] [12] [18, 23] .
Through a series of performance comparisons with the ITU-T G.729 annex B VAD and the VAD standardized by ETSI (European Telecommunications Standards Institute) for the GSM mobile communication system [24] , varying the type of background noise and the signal-to-noise ratios, we outline the validity of the new methodology in terms of both communication quality improvement and bit-rate reduction as compared with the traditional solution.
The paper is organized as follows. Section 2 presents a brief review of the VADs standardized by ETSI for the GSM system in Rec. 06.32 and by ITU-T in Rec. G.729 Annex B. In Section 3 we describe the objective and subjective methods for the performance evaluation of a Voice Activity Detector. The hybrid learning tool used for fuzzy rule extraction is briefly described in Section 4.
Section 5 presents the new fuzzy logic-based voice activity detection algorithm. A performance evaluation of the proposed VAD and a comparison with traditional solutions are presented in Section 6. Section 7 concludes the paper.
Review of reference VADs considered
In this section we describe two main algorithms for voice activity detection, considered as references in the performance evaluation and comparison phase: the VAD standardized by ETSI for the GSM system, and the VAD standardized by ITU-T for the 8 kbit/s G.729 speech coder [1] .
The ETSI VAD for the GSM System
The GSM VAD is essentially an energy detector based on an adaptive threshold mechanism. The input for the activity/inactivity classification is some parameters calculated by the GSM codec on frames of 160 samples (20 ms) . The input signal is filtered by an adaptive analysis filter to reduce the amount of background noise, the coefficients of which are calculated from the autocorrelation coefficients of the input signal averaged out over four consecutive frames. This average operation gives a more reliable voice/noise discrimination. The threshold and the adaptive filter coefficients are usually updated only when there is no speech, i.e. during periods comprising only noise.
This event occurs if at least one of the following conditions is verified: -the energy of the signal is very low; -the speech signal spectrum is stationary, and the signal does not contain a periodic component or sinusoids relating to network information tones.
Signal stationarity is calculated by the Likelihood Ratio (LHR) between the coefficients of the current LPC (Linear Predictive Coding) filter and the average over the last four frames. When the LHR spectral distortion is lower than a fixed threshold, the signal is considered to be stationary. The presence of a periodic component is determined using the pitch values calculated by the GSM speech coder every 5 ms.
To prevent pauses between syllables from being misclassified as periods of inactivity, thus causing speech clipping, the active voice decision is maintained for a period of 5 frames (100 ms). This hangover period is only added when the VAD has detected active speech for at least three consecutive frames, thus excluding the likelihood that occasional disturbances present in silent periods will prolong the period misdetected as being active. The main feature of this VAD is that it is a "fail-safe" system, i.e. one which in doubtful cases indicates active speech rather than silence.
The ITU-T VAD for G.729
Recently, a new VAD was standardized by ITU-T in Rec. G.729 Annex B [13] [14]; it allows the ITU-T G.729 8 kbit/s speech coder to select between two operative coding modes: if the VAD flag is 1, the speech codec is invoked to code/decode active voice frames; if the VAD output is 0, DTX/CNG algorithms are used to code/decode non-active voice frames.
The parameters adopted by the G.729 Annex B standard for voice activity detection are calculated in a window of 80 speech samples (a 10-ms frame, sampling at 8 kHz) and are:
• The full-band energy difference ∆E f ;
• The low-band energy difference ∆E l ;
• The zero-crossing difference ∆ZC;
• The spectral distortion ∆S.
More specifically, all these differential parameters are the difference between each parameter and its respective long-term average. The long-term averages of the parameters are updated only in the presence of background noise, so they follow the changing nature of the background noise. For the first N i = 32 frames an initialization stage of the long-term averages takes place and the voice activity decision is forced to 1 (activity mode) if the frame full band energy is above 15 dB; otherwise the voice activity decision is forced to 0 (inactivity mode). If the frame number is equal to N i , an initialization stage for the characteristic energies of the background noise occurs. Then a set of difference parameters are calculated as the difference between the current frame parameters and running averages of the background noise characteristics.
In the next stage, the initial voice activity decision is made using multi-boundary decision regions in the space of the four difference measures. The active voice decision is given as the union of the decision regions and the non-active voice decisions is its complementary logical decision.
The generic boundary decision in the four-dimensional space is as follows:
where ∆P i and ∆P k are two of the four differential parameters; a and b are constants. If none of 14 conditions like (1) is "TRUE" the Flag is set to 0. The final decision is given by the energy consideration together with the last two frame decisions (smoothing decision).
Performance evaluation methods
Literature provides objective and subjective criteria for measuring performance and comparing two different VADs. As regards the objective tests, in order to evaluate the amount of clipping and how often noise is detected as speech, the VAD outputs are compared with those of an ideal VAD. The performance of the VADs was evaluated on the basis of the following four traditional parameters [25] :
• FEC (Front End Clipping): clipping introduced in passing from noise to speech activity;
• MSC (Mid Speech Clipping): clipping due to speech misclassified as noise;
• OVER: noise interpreted as speech due to the VAD flag remaining active in passing from speech activity to noise; • NDS (Noise Detected as Speech): noise interpreted as speech within a silence period.
These four parameters are illustrated in Fig. 1 . The first two parameters, FEC and MSC, give the amount of clipping introduced, whereas OVER and NDS give the increment in the activity factor.
In addition, as a simple percentage of misclassification gives no information about the amount or duration of the clipping, it is useful to evaluate the degradations by means of outlier measurements relative to the distribution of clipping [26] .
Although the method described above provides useful objective information concerning the performance of a VAD, it only gives an initial estimate as regards the subjective effect. For example, the effects of speech signal clipping can at times be hidden by the presence of background noise and it depends on the model chosen for the comfort noise synthesis, so some of the clipping measured with objective tests is in reality not audible. It is therefore important to carry out subjective tests on the VADs, the main aim of which is to ensure that the clipping perceived is acceptable. This kind of test requires a certain number of listeners to judge recordings containing the processing results of the VADs being tested. The listeners have to give marks on the following features: • Quality;
• Comprehension difficulty;
• Audibility of clipping.
These marks, obtained by listening to several speech sequences, are then used to calculate average results for each of the features listed above, thus providing a global estimate of the behaviour of the VAD being tested. To conclude, whereas objective methods are very useful in an initial stage to evaluate the quality of a VAD, subjective methods are more significant. As, however, they are more expensive (since they require the participation of a certain number of people for a few days) they are generally only used when a proposal is about to be standardized.
The learning tool used for fuzzy rule extraction
A more efficient alternative to deal with the problem of voice activity detection is to use methodologies like fuzzy logic which are suitable for problems requiring approximate rather than exact solutions, and which can be represented through descriptive or qualitative expressions, in a more natural way than mathematical equations. More specifically, the VAD proposed in this work uses a set of fuzzy rules as the matching phase. The rules governing a fuzzy system are often written using linguistic expressions which formalize the empirical rules by means of which a human operator is able to describe the process in question using his own experience. Fuzzy rules are therefore generally obtained manually according to heuristic criteria derived from knowledge of the problem. This approach, however, may have great drawbacks when no a priori knowledge is available about the input-output link the fuzzy system has to provide, or when it is highly complex or non-linear. In addition it requires a long refinement phase in the definition of the term sets of each input variable which optimize the system (e.g. low, medium, high).
In this paper we have adopted the FuGeNeSys (Fuzzy Genetic Neural System) tool [16] [17] . It represents a new fuzzy learning approach based on genetic algorithms and neural networks which obtains the fuzzy rules in a supervised manner. The advantage of this is that the fuzzy knowledge base is created automatically. The tool also makes it possible to obtain the minimum set of fuzzy rules for optimization of the problem, discarding any rules that are of no use.
The main features of FuGeNeSys are:
• the number of rules needed for learning is always very low. In the various applications developed the number has always been below ten [8] [12] [17, 23] ; • the learning error is comparable to, if not better than, that of other techniques described in literature;
• simplified fuzzy knowledge bases can be generated, i.e. the tool is capable of eliminating the unnecessary antecedents in any rule; • significant features are correctly identified;
The tool can be used in both classification and interpolation problems.
Below we will give a brief outline of the basic procedures followed by the learning tool used for fuzzy rule extraction.
Genetic algorithms
GAs have been deeply investigated for two decades as a possible approach to solving many search and optimization problems [27] . These algorithms are a sort of artificial evolution of virtual individuals, selected by means of a Fitness Function.
In practice, GAs are a robust way to search for the global optimum of a generic function with several variables; they are very flexible and not sensitive to the classical problem of local optimum.
The flow of our GA can be simply explained as follows:
• P(0)=(P 1 ,P 2 ,...,P N );
• While not (End Condition) do ⇒ Generate P R from P(t), applying reproduction operator;
⇒ Generate P C from P R , applying crossover operator; ⇒ Generate P M from P C , applying mutation operator; ⇒ Generate P H from P M applying hill descending operator;
• P(t+1)= P H • t=t+1 ;
• end while.
The operations performed by the genetic operators are described in Table 1 .
We maintain the best solution in the population because it is proved that canonical GAs will never converge to the global optimum. In order to enhance performance in terms of execution time and minimization of GA error an equivalent NN was associated to processing of the fuzzy rules. The resulting network is a three-layered one. This is the non-standard genetic operator mentioned above as the hill descending operator. There is an autonomous mechanism to adjust the learning speeds in this equivalent network, establishing different learning rates at different layers. Therefore the mixture of GAs and NNs generates a fuzzy inference, i.e. fuzzy rules and tuned membership functions.
The fuzzy inferential method adopted and its coding
Each individual in the genetic population is a set of R fuzzy rules. Each rule comprises I inputs (antecedents) and O outputs (consequents) represented by an equal number of fuzzy sets connected by the fuzzy operator AND (i.e. minimum). The membership functions are Gaussians which can thus be characterized by a center and a variance.
Every element is therefore an individual whose genetic heritage is made up of the sequence of I inputs and O outputs for all the R rules, giving a total of (I+O)R fuzzy sets.
As we used this tool in classification we adopted the Weighted Mean (WM) defuzzification method which offers better results in this kind of problem.
Let us illustrate the equations used to calculate the fuzzy inferences in greater detail. Each rule has a maximum of I antecedents. For the generic r-th rule, the i-th antecedent P ir has the following form:
X i is the i-th input and is crisp. That is, X i is the fuzzy set which is always null with the exception of the numerical value x i , for which the degree of membership assumes the value 1. FS ir is a fuzzy set.
It has a Gaussian membership function µ ir (x), univocally determined by a centre c ir and a variance parameter γ ir according to the following equation:
Considering the crisp nature of the inputs, the degree of truth α ir of a generic antecedent P ir is:
The connector between the various antecedents is always AND, as calculated by Zadeh [15] . So the degree of truth, θ r , of the r-th rule is the least of the degrees of truth α ir for the antecedents belonging to the rule:
For the conclusion of the rules, each rule has an associated numerical output value z r . Using WM defuzzification means that the higher the degree of truth of a rule, the closer the defuzzified value y will be to z r .
The analytical expression of this defuzzification method is:
where z r are crisp values (output singletons). 
Fuzzy inference complexity
The computational load of a fuzzy system is very low. For a software implementation it is possible to compute the degrees of truth of a premise θ simply through look-up tables. Therefore, using a fuzzy system with R rules, I inputs and O outputs, to compute the degree of activation of the rules, R⋅I memory accesses are needed to calculate the degree of truth of the antecedents, R minimum operations among I values to calculate the degree of truth of the premises of the rules θ r , and R⋅O products, 2(R⋅O-1) sums and O divisions for the defuzzification process.
The Fuzzy Voice Activity Detector
The problem of activity detection is decisive for speech quality, especially in mobile environments where communication occurs against a noisy background. As we shall see in Section 6, the performance of the ITU-T G.729 VAD standard degrades above all in the presence of background noise. In order to improve the ITU-T VAD performance, in this Section we propose a new valid alternative that is very robust even in wireless environments with low SNRs.
Functional scheme of the FVAD
The functional scheme of the Fuzzy Voice Activity Detector (FVAD) is shown in Fig. 3 . It is based on a traditional pattern recognition approach [28] [29]: the set of parameters calculated in the feature extraction phase are the same as those used in G.729, whereas the matching phase is performed by a set of six fuzzy rules obtained automatically through the new hybrid learning tool described in Section 4. For the training phase of the fuzzy system, the frames of several clean speech sequences, spoken by male and female speakers, were marked manually as belonging to the activity and nonactivity classes.
As is well known, a fuzzy system allows a gradual, continuous transition rather than a sharp change between two values. So, the Fuzzy VAD proposed returns a continuous output ranging from 0 (Non Activity) to 1 (Activity), which does not depend on whether the single inputs have exceeded a threshold or not, but on an overall evaluation of the values they have assumed. The FVAD translates several individual parameters into a single continuous value which, in our case, indicates the degree of membership in the Activity class and the complement of the degree of membership in the Non-Activity class.
The final decision is made by comparing the output of the fuzzy system, which varies in a range between 0 and 1, with a fixed threshold experimentally chosen by minimizing the total error (FEC+MSC+OVER+NDS) and the standard deviation of the MSC and NDS parameters. In this way we found an appropriate value for the hangover module that satisfies the MSC and NDS statistics, reducing the total error. The hangover mechanism chosen is similar to that adopted by the GSM [24] .
Speech database
The speech database used to obtain the learning and testing patterns contains sequences recorded in a non-noisy environment (Clean sequences, SNR=60 dB), sampled at 8000 Hz and linearly quantized at 16 bits per sample. It consists of 60 speech phrases (in English and Italian) spoken by 36 native speakers, 18 males and 18 females. The database was then subdivided into a learning and a testing database (Table 2 ) which naturally contains different phrases and speakers from the first one. The two databases were marked manually as active and non-active speech segments. In order to have satisfactory statistics as regards the languages and the speakers, the male and female speakers and the languages were equally distributed between the two databases. Further, to reflect the statistics of a normal telephone conversation (about 40% of activity and 60% of non-activity),
we introduced random pause segments, extracting the length of talkspurts and silence periods from an exponential population.
The learning database consists of only clean sequences, so the trained fuzzy system used for the matching phase is independent of any type of background noise.
In order to evaluate the effects of changes in the speech level we considered 3 different levels in the A more detailed description of the testing database is given in Table 3 .
To summarize, the learning database comprises clean speech sequences at -22 dBovl lasting about 4 minutes, whereas the testing database includes clean speech and noisy sequences corresponding to about 342 minutes of signal, divided into 57 one-way conversations of 6 minutes each (6 types of additive noise with 3 different SNRs and 3 different levels, plus 3 clean files at different levels).
FVAD fuzzy rules and complexity
After the training phase we obtained a knowledge base of only six fuzzy rules. Figure 4 shows the six fuzzy rules the tool extrapolated from the examples. In the rows we have the rules, and in the first four columns the four fuzzy system inputs. Each of the fuzzy sets represented has the Universe 
is high) AND (∆S is not low) AND (∆ZC is very high) THEN (Y is active)
Of course, the output of the fuzzy system, which indicates the degree of membership in the Activity/Inactivity classes, depends on an overall evaluation of the input parameter values by means of the defuzzification process.
For example, we have a high output (i.e. the frame is detected as active) if ∆Ε f is not high and ∆S is medium-low, whereas we have a low output (i. e. the frame is detected as inactive) if ∆S is medium and ∆Ε f is very high and ∆ZC is not high; in this last case, in fact, only the degree of truth of rule 2 is high, while the degree of truth of the other rules is low.
Using the WM method described in Section 4.2 for the inferential procedure, it can easily be seen that the computational load of the new approach remains very low. In short, considering I=4 inputs, O=1 output and R=6 rules, to determine the Activity/Non-Activity decision for each frame we need:
R⋅I=24 memory accesses, R=6 minimum operations, R⋅O=6 multiplications, 2⋅(R⋅O-1)=10
additions, O=1 division. Bearing in mind that a minimum operation between I=4 values involves 3 comparisons, we can estimate about 59 cycles of instructions.
Decision module
In order to establish an optimal threshold value with which to compare the fuzzy system output, we analyzed the total misclassification error with respect to a threshold value , F th , ranging between 0 and 1. Fig. 5 shows the behaviour of the total error, besides that of misclassification of the single FEC, MSC, OVER and NDS parameters.
The threshold was chosen in such a way as to achieve a trade-off between the values of the four parameters. Although some of them (specifically MSC and FEC) can be improved by introducing a successive hangover mechanism, which delays the transitions from 1 to 0, the presence of a hangover block makes the values of the OVER and NDS parameters worse. The latter were therefore given priority over MSC and FEC in choosing the threshold.
Analysis of Fig. 5 shows that the minimum total error is achieved with about F th =0.21. We chose F th =0.25, so as to reduce the value of OVER and NDS; as mentioned previously, the corresponding increase in FEC and MSC can be solved by introducing a hangover mechanism. The threshold F th was also chosen so as to minimize the variance of the parameters affected by the hangover: this then allows us to design a suitable hangover for our VAD.
Hangover mechanism
We used a VAD hangover to eliminate mid-burst clipping of low levels of speech. The mechanism is similar to the one used by the GSM VAD. The hangover is only added to speech bursts which exceed a certain duration (burstconst) to avoid extending noise spikes. We chose the duration of the hangover (hangconst) and the burstconst by analyzing the statistics of the MSC and NDS parameters respectively. Figs. 6 and 7 give the histograms of the above parameters and Table 4 lists the mean and standard deviation values.
On the basis of the values given in Table 4 , we chose a burstconst value of 6 frames (60 ms) and a hangconst of 10 frames (100 ms). In this way we reduced the clipping introduced by the VAD and, at the same time, did not increase the activity factor by much. This can be seen in Figs. 8 and 9 , which show comparisons between the clipping introduced and the activity increase with and without a hangover block. As can be observed, the introduction of the hangover reduces the clipping occurrences and leaves the activity statistics practically unaltered.
Experimental results and comparison
In this Section we compare the performance of the ITU-T G.729 standard VAD, the GSM VAD and the FVAD proposed in this paper. Comparisons were performed using the testing speech database FVAD performs better at all SNRs. In terms of OVER, the FVAD performance is slightly worse, but in terms of NDS it is much better than that of the G.729 and similar to that of the GSM VAD.
At an SNR of 0 dB we observed a strong deterioration in the performance of the GSM VAD.
Therefore, as shown in Table 6 , the fuzzy voice activity detector performs better than the G.729 in terms of both the clipping introduced and the increase in activity. At SNR=10 dB, for example, we halved both misclassification errors. We also observed that on average FVAD performance is similar to that of the GSM VAD, which in turn performs better than the ITU-T standard.
In the case of a speech level of -32 dBovl, the performance of the FVAD and G.729 VAD is substantially unchanged whereas we observed an improvement in that of the GSM VAD in terms of the activity factor but a deterioration in terms of clipping, above all with very high and very low
SNRs. Finally, in the case of a signal level of -12 dBovl, in terms of MSC, the FVAD still performs better than the G.729 (in fact the performance is substantially unchanged with respect to the -22 dBovl case), whereas in terms of FEC we observed a slight worsening at SNR=0 dB and an improvement in GSM VAD performance in terms of clipping. In terms of OVER the GSM VAD presents worse performance when the SNR is below 20 dB. In terms of NDS we observed a deterioration in the performance of both the FVAD and the G.729 in the clean case. In terms of OVER and NDS, of course, GSM VAD performance is worse due to the high signal level.
Therefore, in terms of total error at this speech level, FVAD and G.729 performance is slightly worse, whereas the GSM VAD performs much better in terms of the clipping introduced, but much worse in terms of the increase in activity. Below SNR=20 dB, in fact, FVAD performance is better than that of both the G.729 and the GSM VAD. Figures (10a-10c) give the total error varying the SNR and signal level. We observed that, above all with low SNRs, FVAD and G.729 performance is relatively independent of speech level changes in that they use differential parameters, whereas GSM VAD performance depends strongly on speech level changes because it uses energy comparisons.
A performance evaluation with varying types of background noise is shown in Figs. (11a-11f) . The FVAD results are always better than those of the G.729. More specifically, we have a significant improvement in the case of car, train and street noises. Further, for non-stationary background noise, FVAD performance is also better than that of the GSM VAD, whereas for stationary noise, performance is similar except for the car noise case.
We also made comparisons considering several sequences of modern and classical music, sampled at 8 kHz. More specifically, we calculated the percentage of clipping introduced by the 3 different
VADs. The results indicate that the GSM VAD introduces about 5 % of clipping, the G.729 VAD 20 % and the FVAD 14 %.
To evaluate the efficiency of this new method in terms of perceived speech quality and the effect on listeners of the clipping introduced we carried out a series of informal listening tests. Using headphone, we played various speech sequences, extracted from the testing database (with different levels, types of additive noise and SNRs) to 30 listeners and recorded their evaluations. We asked the listeners to mark the sequences on three different scales, Quality, Difficulty and Clipping
Audibility, so as to compare the G.729 VAD and the FVAD, using the G.729 Comfort Noise
Generator to synthesize the silence frames. Table 7 gives the results for each scale and each SNR, in terms of percentage of preference. The FVAD performs better than the G.729 VAD in terms of clipping audibility, while performance is similar in terms of quality and difficulty. Table 8 shows the amount of clipping introduced (FEC or MSC) of a length greater than X frames, where X=0, 10, 20, 40, 60, 80. The values given in the table were calculated considering the speech sequences of the testing database at -22 dBovl . As the values show, the FVAD introduces a lower amount of clipping than the traditional solution; it performs better than the G.729 for outliers less than 20 frames, whereas in other cases it has a slightly wider, though comparable, distribution than G.729. On the basis of these results the FVAD would appear, unlike the G.729, to present an intrinsic hangover in addition to the external mechanism. Bearing in mind the study presented in [26] , this would account for the fact that the FVAD performs better in subjective terms as well.
To summarize, comparing the fuzzy-based version with the traditional solution, performance is similar in the clean case, for which the ITU-T G.729 standard VAD performs well, but when the noise level increases, FVAD performance improves, in some cases quite considerably. More specifically, the results obtained show a clear improvement in FVAD performance, in that the activity factor is reduced by about 25 %. Further, on average we have a reduction in voice activity clipping of about 43 %. We observed that on average the GSM VAD performs better than the ITU-T standard except for the clean case, where it presents a higher FEC value with a signal level of -22
and -32 dBovl. Finally, we observed from results obtained using various types of background noise that the FVAD always performs better than the GSM VAD except for the car noise case.
Conclusion
In 
OPERATOR

DESCRIPTION Reproduction
The individuals in the population P R come from the probabilistic selection of the individuals in the population P(t) with the greatest fitness. Crossover Applied to two chromosomes (parents) it creates offspring using the genes of both. In most cases a point called crossover is chosen and two offspring are created. The first will have a chromosome with the father's chromosome in the first part and the mother's in the second. The sibling will have the opposite.
Mutation
Each single bit of a generic sibling will be inverted with a pre-established probability of p m . Hill descending Every time there is best fitness enhancement we call a backpropagation procedure until there are further enhancements. 
