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Introduction
En mode´lisation statistique, les lois a` variance finie, en particulier la loi nor-
male, sont largement utilise´es pour e´tudier de nombreux phe´nome`nes physiques et des
donne´es de nature varie´e. Les re´sultats obtenus a` partir d’une telle mode´lisation sont
ge´ne´ralement satisfaisants. Par exemple, l’analyse classique des se´ries chronologiques
traite principalement de l’analyse statistique des processus stationnaires et, en parti-
culier, des processus line´aires ou` les innovations a` valeurs re´elles sont inde´pendantes
et identiquement distribue´es de moyenne nulle et de variance finie. Malheureusement,
une telle mode´lisation devient inefficace lorsque l’on de´sire e´tudier des phe´nome`nes
pre´sentant de nombreuses valeurs extreˆmes, qui ne peuvent eˆtre conside´re´es comme
des valeurs aberrantes. Les lois stables non-gaussiennes sont une alternative toute na-
turelle car elles sont une ge´ne´ralisation de la loi normale et prennent en compte des
queues lourdes. C’est ainsi que s’est de´veloppe´e l’analyse statistique des processus
line´aires dans lesquels les innovations sont distribue´es suivant des lois syme´triques
α-stables.
Depuis les travaux pionniers de Mandelbrot [49] et [50], les lois stables ont e´te´
l’objet d’un inte´reˆt grandissant pour des chercheurs travaillant dans des domaines
comme l’e´conomie, les te´le´communications, la me´te´orologie, la physique, la biolo-
gie, la ge´ne´tique, etc [74]. Elles pre´sentent de nombreuses proprie´te´s attractives pour
les praticiens : elles prennent en compte l’asyme´trie et les queues lourdes. Ce sont
e´galement les seules lois pour lesquelles le the´ore`me limite centrale ge´ne´ralise´ est en-
core applicable, faisant ainsi de la loi normale un e´le´ment de cette grande famille.
Re´cemment, de telles lois ont e´te´ utilise´es pour mode´liser le trafic sur le Web [76].
Ces lois sont de plus en plus utilise´es dans des mode´lisations utilisant les proces-
sus line´aires. Des ouvrages comme Brockwell et Davis [5] et Embrechts et al. [20]
consacrent une partie a` l’analyse des se´ries chronologiques α-stables.
La recherche d’une mesure de de´pendance approprie´e est un proble`me majeur
lorsque l’on propose des mode`les faisant intervenir des lois α-stables. Voila` pour-
quoi dans ce travail de the`se, nous proposons un nouveau coefficient de de´pendance :
le coefficient de covariation syme´trique signe´, dans le but de capter la de´pendance
entre les variables ale´atoires syme´triques α-stables. Ce coefficient posse`de la plu-
part des proprie´te´s du coefficient de corre´lation de Pearson. Dans le cas des vecteurs
ale´atoires sous-gaussiens, ce nouveau coefficient co¨ıncide avec le coefficient d’associa-
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tion ge´ne´ralise´ introduit par Paulauskas [65]. L’estimateur que nous proposons pour
le coefficient de covariation syme´trique signe´ ne ne´cessite ni une estimation pre´alable
de l’index de stabilite´ α ni de la mesure spectrale de la loi conjointe. Nous proposons,
en revanche, une estimation du parame`tre d’association ge´ne´ralise´ qui ne´cessite une
estimation de l’index de stabilite´ α et de la mesure spectrale. Nous apportons une
contribution a` l’identification de l’ordre des processus MA et AR stables, bien connus
parce que de tels processus jouent un roˆle cle´ dans la mode´lisation des donne´es tempo-
relles. A` cette fin, nous introduisons les notions d’autocovariation syme´trique signe´e
et d’auto-association ge´ne´ralise´e. De plus, nous proposons une statistique jouant le
roˆle d’un coefficient d’autocorre´lation partielle pour l’identification des AR stables.
Les mathe´maticiens du 19e et du 20esie`cle ont, pendant longtemps, porte´ un
grand inte´reˆt aux sommes de variables ale´atoires inde´pendantes et identiquement dis-
tribue´es. De telles e´tudes ont abouti a` des re´sultats fondamentaux comme le the´ore`me
de Bernoulli, qui a par la suite trouve´ sa ge´ne´ralisation dans le the´ore`me de Moivre-
Laplace. Laplace et Gauss, qui ont de´veloppe´ la the´orie des erreurs d’observations, ont
associe´ la distribution de l’erreur a` la somme de variables ale´atoires inde´pendantes,
formalisant ainsi le the´ore`me limite centrale. C’est aussi en e´tudiant les sommes de
variables ale´atoires inde´pendantes que Paul Le´vy a pu initie´ la the´orie ge´ne´rale des
distributions stables en 1924, en trouvant les transforme´es de Fourier de toutes les
distributions strictement stables. Une approche nouvelle et plus simple de toute la
the´orie a e´te´ rendue possible avec la de´couverte des distributions infiniment divisibles
en 1937. Cette nouvelle approche (encore base´e sur l’analyse de Fourier) est aussi
due a` P. Le´vy. L’inte´reˆt pour la the´orie a e´te´ stimule´ par l’analyse magistrale des
domaines d’attraction faite par W. Doblin en 1939. Son crite`re e´tait le premier a`
faire intervenir les fonctions a` variation re´gulie`re. La the´orie moderne porte encore
l’empreinte de ce travail pionnier, bien que de nombreux auteurs, comme A. Ya.
Khintchine, ont contribue´ a` des ame´liorations et de nouveaux re´sultats. Au cours
des dernie`res de´cennies, une masse de nouvelles ide´es sont devenues e´videntes. Le
concept de lois stables a e´te´ e´tendu aux cas des distributions multidimensionnelles
et meˆme infini-dimensionnelles. Pourtant, certains e´cueils ont pendant longtemps li-
mite´ leur utilisation. Le tout premier, absolument non essentiel du point de vue d’un
mathe´maticien, mais d’une grande importance pour les praticiens, est l’absence d’ex-
pression analytique simple pour les densite´s de lois stables. La loi normale est la
premie`re des lois stables ayant fait son apparition et a trouve´ imme´diatement des
applications en the´orie des erreurs, puis en physique statistique et dans les autres
sciences. La deuxie`me loi stable qui a paru en physique the´orique a e´te´ le profil de
dispersion de Lorentz d’une raie spectrale (Lorentz, 1906) connu en the´orie des pro-
babilite´s comme la loi de Cauchy, a` savoir, la distribution syme´trique stable avec
les parame`tres α = 1 et β = 0, ou` β est un parame`tre d’asyme´trie. La distribution
stable de parame`tres α = 1/2 et β = 1, appele´e distribution de Le´vy, a e´te´ obtenue
en 1915 par Smoluchowski et Schro¨dinger pour des temps de premier passage dans
le proble`me de diffusion. Ce sont la` les seules lois ayant une expression explicite de
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la densite´. Le deuxie`me e´cueil est que toutes les lois stables non-gaussiennes et non
de´ge´ne´re´es ont, soit une variance infinie, soit une variance non de´finie. Cependant, du
point de vue des sciences applique´es, ou` la variance a une signification particulie`re,
les distributions a` variance infinie semblent si e´tranges. Souvent, la variable dont
on e´tudie la distribution, se trouve dans certaines limites naturelles, meˆme si une
borne infe´rieure ou supe´rieure n’existe pas. Dans ce cas, on a l’impression que non
seulement la variance, mais e´galement tous les moments d’ordres plus e´leve´s sont finis.
Pour rendre les lois α-stables accessibles, les mathe´maticiens ont e´te´ confronte´s a`
la ne´cessite´ de de´finir des coefficients de de´pendance base´s sur des moments d’ordre
infe´rieur. Press [64] a introduit le parame`tre d’association. Il s’agit d’un coefficient
de de´pendance de´fini pour tout vecteur syme´trique α-stable dont la fonction ca-
racte´ristique peut s’e´crire sous forme quadratique. En s’inspirant de ces travaux,
Paulauskas [65] a propose´ le parame`tre d’association ge´ne´ralise´, applicable a` tout
vecteur syme´trique α-stable. Kanter et Steiger [41] ont propose´ un estimateur du
coefficient de line´arite´ de la re´gression d’une variable ale´atoire syme´trique α-stable
sur une autre. Miller [54] a introduit la covariation, une mesure de de´pendance qui
remplacerait la covariance quand l’index de stabilite´ α est compris entre 1 et 2. Sur
la base de ce coefficient a e´te´ propose´ le coefficient de covariation. De nombreux tra-
vaux ont porte´ sur l’utilisation de fonctions analogues aux fonctions d’autocorre´lation
pour l’identification de l’ordre de certains processus line´aires. Re´cemment, Gallager
[23] a applique´ la notion d’autocovariation a` l’identification de l’ordre d’un processus
MA stable. Depuis, de plus en plus de travaux sont consacre´s a` la mode´lisation des
processus ARMA en utilisant des lois α-stables.
Plan de la the`se
Chapitre 1
Nous commenc¸ons par donner plusieurs e´clairages distincts a` l’aide de de´finitions
e´quivalentes des variables ale´atoires stables. L’une d’elle donne leur fonction ca-
racte´ristique. Dans la sous-section 1.1.2 nous rappelons que les lois stables sont une
sous-famille des lois infiniment divisibles. Il existe plusieurs formes de repre´sentations
ou parame´trisations des fonctions caracte´ristiques des variables ale´atoires α-stables.
Deux de ces parame´trisations sont donne´es dans la sous-section 1.1.3. Dans la sous-
section 1.1.4 nous rappelons que lorsque l’index de stabilite´ α est infe´rieur a` 2, les
queues des distributions stables sont asymptotiquement de type Pareto. De plus, les
moments d’ordre p avec p ≥ α sont infinis. Les variables ale´atoires syme´triques α-
stables sont traite´es dans la sous-section 1.1.5. Nous donnons une expression de la
densite´ de probabilite´ et de la fonction de re´partition en utilisant des de´veloppements
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en se´ries entie`res.
La section 1.2 traite des vecteurs ale´atoires α-stables. Comme dans le cas uni-
varie´, nous donnons les de´finitions fondamentales. La fonction caracte´ristique d’un
vecteur ale´atoire α-stable fait intervenir une mesure finie de´finie sur la sphe`re unite´
appele´e mesure spectrale. Cette mesure porte toute l’information sur la structure de
de´pendance du vecteur. Dans la sous-section 1.2.2 nous donnons quelques spe´cificite´s
de cette mesure dans le cas des vecteurs sous-gaussiens et des combinaisons line´aires
de variables ale´atoires inde´pendantes et identiquement distribue´es (i.i.d.). Nous don-
nons l’expression des densite´s stables bivarie´es en utilisant un de´veloppement en se´ries
de Taylor dans la sous-section 1.2.3.
La section 1.3 est consacre´e a` deux mesures de de´pendance qui ont e´te´ propose´es
pour comprendre la de´pendance dans le cas des variables ale´atoires non-gaussiennes.
Nous commenc¸ons par la covariation introduite par Miller [54] et de´finie pour 1 <
α ≤ 2. Nous rappelons ses proprie´te´s de pseudo-line´arite´ et comment elle est majore´e.
Dans la section 1.3.2 nous pre´sentons la codiffe´rence, introduite par Astrauskas et
de´finie pour 0 < α ≤ 2. Dans le cas des variables ale´atoires sous-gaussiennes, nous
donnons des bornes de majoration plus pre´cises pour cette quantite´.
Les me´thodes que nous utilisons pour simuler les variables et certains vecteurs
ale´atoires α-stables font l’objet de la section 1.4. Nous rappelons les proprie´te´s de
base utilise´es dans la simulation. Dans la sous-section 1.4.2 nous expliquons la fac¸on
de laquelle nous proce´dons pour simuler des vecteurs ale´atoires sous-gaussiens et des
vecteurs dont les composantes sont des combinaisons line´aires de variables ale´atoires
inde´pendantes.
Dans la section 1.5 nous pre´sentons les diffe´rentes me´thodes d’estimation utilise´es
dans ce travail. Nous commenc¸ons par l’estimateur de Hill, qui est utilise´ de manie`re
ge´ne´rale dans les lois a` queue lourde. Nous terminons cette partie par des techniques
d’estimation propres aux lois α-stables.
Chapitre 2
Dans la premie`re partie nous rappelons deux coefficients de de´pendance de´finis
dans le but de capter la de´pendance entre des variables ale´atoires syme´triques α-
stables. Le coefficient de covariation, base´ sur la covariation, est de´fini pour 1 < α ≤ 2.
Malheureusement, ce coefficient n’est pas syme´trique et peut eˆtre non borne´. Nous
pre´sentons un deuxie`me coefficient : le coefficient d’association ge´ne´ralise´ (g.a.p.)
introduit par Paulaukas [65]. Toutefois, celui-ci n’avait pas propose´ d’estimateur pour
cette quantite´, si bien que celui-ci n’a pas e´te´ exploite´.
La section 2.2 est consacre´e au coefficient de covariation syme´trique signe´ (scov),
un nouveau coefficient de de´pendance que nous proposons pour des variables ale´atoires
syme´triques α-stables. Nous donnons ses premie`res proprie´te´s dans la sous-section
2.2.1. Nous montrons, dans la sous-section 2.2.2, que dans le cas des vecteurs ale´atoires
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sous-gaussiens, ce nouveau coefficient co¨ıncide avec le g.a.p. Toutefois, ce n’est pas le
cas en ge´ne´ral. Les transformations line´aires de variables ale´atoires α-stables inde´pen-
dantes en sont un contre-exemple que nous pre´sentons dans la sous-section 2.2.3.
Nous proposons des estimateurs convergents, respectivement pour le g.a.p. et le
scov dans la section 2.3. L’estimateur que nous proposons pour le g.a.p. ne´cessite une
estimation pre´alable de l’index de stabilite´ α et de la mesure spectrale discre´tise´e.
Pour le scov, nous proposons un estimateur base´ sur les moments fractionnaires
d’ordre infe´rieur (FLOMs). Nous terminons cette partie en pre´sentant une mesure
de de´pendance fonde´ sur les rangs : le coefficient de van der Waerden.
Les performances des estimateurs propose´s sont e´tudie´es par simulation dans la
section 2.4. Les deux familles conside´re´es sont les vecteurs ale´atoires sous-gaussiens et
les combinaisons line´aires de variables ale´atoires syme´triques α-stables inde´pendantes.
Chapitre 3
Nous commenc¸ons par rappeler les techniques utilise´es dans l’analyse classique
des se´ries chronologiques. Dans la sous-section 3.1.1, nous rappelons que lorsque le
processus ARMA e´tudie´ est a` variance finie, les fonctions d’autocorre´lation et d’auto-
corre´lation partielle sont incontournables pour l’identification de l’ordre du processus.
En revanche, si l’on conside`re des processus line´aires avec des innovations ou bruit
suivant une loi syme´trique α-stable, ces coefficients ne sont pas de´finis. Ne´anmoins,
les valeurs empiriques de ces coefficients sont toujours finies. Aussi, a-t-on de´fini un
analogue de la fonction d’autocorre´lation servant a` l’identification des MA stables.
Cette technique, pre´sente´e dans des ouvrages comme Brockwell et Davis [5] et Em-
brechts et al. [20], fait l’objet de la sous-section 3.1.2. Toujours dans cette partie,
nous pre´sentons la fonction d’autocovariation de´finie par Gallager [23] pour des pro-
cessus SαS strictement stationnaires, avec α > 1. Cette quantite´ a e´te´ utilise´e pour
l’identification des AR stables. Mais les re´sultats obtenus dans la pratique ne sont
pas toujours concluants, le coefficient n’e´tant pas syme´trique.
Dans la section 3.2 nous introduisons les notions d’autocovariation syme´trique
signe´e et d’auto-association ge´ne´ralise´e pour des processus line´aires stationnaires.
Nous montrons en particulier que les fonctions d’autocovariation syme´trique signe´e
suffisent a` l’identification de l’ordre d’un processus MA stable. Toutefois, nous ne
pouvons pas avoir une ge´ne´ralisation des e´quations de Yule-Walker dans le cas d’un
AR stable lorsque nous utilisons l’autocovariation syme´trique signe´e.
Dans la section 3.3, nous proposons une statistique de test jouant le roˆle d’un co-
efficient d’autocorre´lation partielle et faisant intervenir l’autocovariation syme´trique
signe´e. Nous comparons cette statistique avec les statistiques quadratiques asympto-
tiquement invariantes fonde´es sur les rangs et utilise´es par Garel et Hallin [28] pour
l’identification des AR stables, pre´sente´es dans la section 3.4. Une e´tude des re´sultats
obtenus a` partir de simulations est pre´sente´e.
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Chapitre 1
La famille des lois alpha-stables
Introduction
La the´orie ge´ne´rale des distributions stables a e´te´ initie´e par Paul Le´vy en 1924.
Dans son livre Calcul des probabilite´s, ce dernier consacra tout un chapitre a` l’e´tude
et la caracte´risation de ces lois. En 1937 P. Le´vy de´veloppa une approche nouvelle
et plus simple de toute la the´orie avec la de´couverte des lois infiniment divisibles. A`
partir de ses travaux et ceux d’autres collaborateurs, les lois α-stables se sont pro-
gressivement vulgarise´es.
Les lois stables sont une famille de lois qui pre´sentent un grand inte´reˆt dans la
mode´lisation de nombreux proble`mes physiques. La loi la plus connue de cette famille
est la loi normale. La caracte´ristique la plus importante de ces lois est leur index de
stabilite´ α. Encore appele´ exposant caracte´ristique, ce parame`tre compris entre 0 et
2 indique la vitesse de de´croissance des queues de distributions. La loi normale, par
exemple, correspond a` un index de stabilite´ α = 2. C’est la seule loi stable qui ne soit
pas a` queue lourde.
Ce chapitre donne une vue d’ensemble des lois α-stables. La premie`re partie est
consacre´e aux de´finitions de base et re´sultats fondamentaux dans un contexte uni-
varie´. Ces re´sultats sont ge´ne´ralise´s aux vecteurs α-stables dans la deuxie`me partie
de ce chapitre. La fonction caracte´ristique d’un vecteur stable de´pend d’une mesure
finie sur la sphe`re unite´ appele´e mesure spectrale. Cette mesure contient toute l’infor-
mation sur la structure de de´pendance du vecteur. La covariation et la codiffe´rence,
dont il est question dans la troisie`me partie, sont fre´quemment utilise´es pour ca-
racte´riser cette de´pendance dans le cas des lois α-stables syme´triques. La quatrie`me
partie donne un re´sume´ de quelques me´thodes utilise´es pour la simulation de ces lois,
tant dans le cas univarie´ que multivarie´. La dernie`re partie, quant a` elle, traite des
me´thodes d’estimation des parame`tres que nous avons utilise´es dans le cadre de ce
travail.
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1.1 Caracte´risation des lois stables univarie´es
L’inte´reˆt des mathe´maticiens pour les sommes de variables ale´atoires inde´pendantes
se voit clairement dans des re´sultats bien connus de la the´orie des probabilite´s, tels
que la loi des grands nombres ou le the´ore`me limite centrale, [32]. C’est aussi l’e´tude
de ces sommes qui a permis la caracte´risation des lois dites α-stables (ou simplement
stables). L’e´criture
d
= indique une e´galite´ en distribution.
1.1.1 Quelques de´finitions
De´finition 1 Une variable ale´atoire X est dite stable si pour tous re´els positifs a′ et
a′′, il existe des re´els a > 0 et b telles que
a′X1 + a′′X2
d
= aX + b, (1.1)
ou` X1 et X2 sont des variables ale´atoires inde´pendantes qui ont chacune la meˆme
distribution que X. Si b = 0 on dit que X est strictement stable.
Cette de´finition montre que la famille des lois stables est pre´serve´e par convolu-
tion, d’ou` cette notion de stabilite´. On peut utiliser une autre de´finition des variables
ale´atoires stables, e´quivalente a` la premie`re.
De´finition 2 Une variable ale´atoire X est dite stable si, pour tout entier non nul n,
il existe des constantes an > 0 et bn telles que
n∑
j=1
Xj
d
= anX + bn, (1.2)
ou` X1, X2, ... sont des variables ale´atoires inde´pendantes, ayant chacune la meˆme
distribution que X.
Les constantes de normalisation sont de la forme an = cst n
1/α avec 0 < α ≤ 2
([22], pages 170-171). La constante α est appele´e index de stabilite´ ou exposant ca-
racte´ristique de X. La variable X est alors dite α-stable.
Cette de´finition montre qu’une variable ale´atoire stable posse`de un domaine d’at-
traction. Cela veut dire qu’il existe une suite de variables ale´atoires inde´pendantes
et identiquement distribue´es {Xj}j∈N, une suite de re´els positifs {an} et une suite de
re´els {bn}, telles que
1
an
( n∑
j=1
Xj − bn
)
d−→
n→∞
X.
Les lois stables sont les seules lois qui peuvent eˆtre obtenues comme limites
de sommes normalise´es de variables ale´atoires inde´pendantes et identiquement dis-
tribue´es, et par conse´quent les seules ayant un domaine d’attraction. La de´finition 2
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ge´ne´ralise le the´ore`me limite centrale. Nous le voyons facilement a` travers le the´ore`me
suivant, duˆ a` Paul Le´vy.
The´ore`me 3 Soient X1, X2, ..., des variables ale´atoires inde´pendantes et identique-
ment distribue´es, pour tout entier strictement positif n, an > 0 et bn des constantes
telles que
P
{∑n
j=1Xj − bn
an
< x
}
→ G(x), n→∞, (1.3)
pour une fonction G(x) qui est non de´ge´ne´re´e (c’est-a`-dire qu’elle n’est pas re´duite a`
un point). Alors la fonction G(x) est associe´e a` une loi stable.
Supposons que les variables ale´atoires X1, X2, ... sont de moyenne µ, de variance
σ2 < ∞. En posant an = σ
√
n et bn = nµ dans (1.3), nous retrouvons le the´ore`me
limite centrale habituel. Ce re´sultat fait de la loi normale un membre de la famille
des lois stables. Cette loi correspond a` un index de stabilite´ α = 2.
La fonction caracte´ristique joue un roˆle central dans la the´orie des lois stables.
Dans la pratique, l’avantage principal de l’utilisation des fonctions caracte´ristiques
ressort de cette proprie´te´ : la fonction caracte´ristique d’une somme de variables
ale´atoires inde´pendantes est simplement e´gale au produit des fonctions caracte´ristiques
de chacune des variables ale´atoires intervenant dans cette somme. Dans le the´ore`me
suivant, qui a aussi valeur de de´finition, nous reprenons la formulation canonique
propose´e par Le´vy et Khintchine [74].
The´ore`me 4 Une variable ale´atoire X a une distribution stable si et seulement si il
existe quatre parame`tres uniques : 0 < α ≤ 2, γ ≥ 0, −1 ≤ β ≤ 1 et un re´el δ tels
que la fonction caracte´ristique de X s’e´crit sous la forme :
ϕX(t) = E exp{itX} = exp
{
− γα|t|α [1 + iβsign(t)w(t, α)] + iδt
}
, (1.4)
ou`
w(t, α) =
{ − tan piα
2
si α 6= 1,
2
pi
ln |t| si α = 1,
avec t un re´el, sign(t) = 1 si t > 0, sign(t) = 0 si t = 0 et sign(t) = −1 si t < 0.
La preuve est de´taille´e dans Ibragimov et Linnik [39], pages 43-46.
Nous donnons ici l’interpre´tation des quatre parame`tres :
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– Le parame`tre α est appele´ exposant caracte´ristique ou index de stabilite´. Il
de´termine la vitesse de de´croissance de la queue de distribution, c’est-a`-dire
que plus α tend vers 0, plus lourde est la queue. Feller [22] montre que pour
cette famille de lois de probabilite´s, on ne peut pas avoir α > 2.
– Le parame`tre β est le parame`tre d’asyme´trie. Lorsque β > 0 (β = 1) la distri-
bution de X est dite asyme´trique (totalement asyme´trique) a` droite et lorsque
β < 0 (β = −1) on dit que la distribution de X est asyme´trique (totalement
asyme´trique) a` gauche. Quand β = 0, la distribution de X est syme´trique par
rapport a` δ.
– Le parame`tre δ est le parame`tre de position. En terme de fonction caracte´ristique,
une distribution est syme´trique autour de 0 si et seulement si sa fonction ca-
racte´ristique est re´elle. Dans (1.4) cela correspond a` β = δ = 0.
– Le parame`tre γ est le parame`tre d’e´chelle.
Notation : Une variable ale´atoire X distribue´e suivant une loi stable de parame`tres
α, β, γ et δ sera note´e X ∼ Sα(γ, β, δ) ou Xα(γ, β, δ). Lorsque la variable X sera
syme´trique autour de 0, elle sera simplement note´e X ∼ SαS(γ) ou Xα(γ).
Exemple 5 Les distributions α-stables les plus connues, et les seules dont nous dis-
posons d’une forme explicite pour les densite´s, sont les suivantes :
– La distribution gaussienne de densite´
1
σ
√
2pi
exp
(
−(x− µ)
2
2σ2
)
(1.5)
a pour fonction caracte´ristique
ϕG(t) = exp
{
−σ
2
2
t2 + iµt
}
. (1.6)
L’e´quation (1.6) correspond a` la fonction caracte´ristique d’une loi S2(
σ√
2
, 0, µ).
– La distribution de Cauchy ge´ne´ralise´e de dentite´
γ
pi((x− µ)2 + γ2) (1.7)
a pour fonction caracte´ristique
ϕC(t) = exp {−γ|t|+ iµt} , (1.8)
ce qui correspond a` une loi S1(γ, 0, µ).
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– La distribution de Le´vy a pour densite´( γ
2pi
)1/2 1
(x− µ)3/2 exp
{
− γ
2(x− µ)
}
(1.9)
sur (µ,∞), avec γ le parame`tre d’e´chelle. Sa fonction caracte´ristique correspond
a` celle d’une loi S1/2(γ, 1, µ).
Remarque 6 Comme la loi normale, toutes les distributions stables restent stables
sous des transformations line´aires. On peut ainsi, pour simplifier les calculs, choisir
des valeurs standards pour les parame`tres d’e´chelle et de position.
1.1.2 Lois stables comme lois infiniment divisibles
Les lois stables appartiennent a` l’ensemble des lois infiniment divisibles. Pour le
ve´rifier, rappelons la de´finition des distributions infiniment divisibles.
De´finition 7 On dit qu’une variable ale´atoire X est infiniment divisible si, pour
tout n ≥ 1, on peut trouver des variables ale´atoires X1, ..., Xn inde´pendantes de
distribution commune telles que
Sn = X1 +X2 + · · ·+Xn d= X. (1.10)
Remarque 8 Si dans (1.2) on suppose an = 1 et bn = 0, on retrouve l’e´galite´
ci-dessus. Cela veut dire qu’une variable ale´atoire stable est infiniment divisible. La
relation (1.10) peut aussi s’e´crire en termes de fonctions caracte´ristiques, ce qui donne
ϕX(t) = [ϕXn(t)]
n. (1.11)
Ne´anmoins, toutes les distributions infiniment divisibles ne sont pas stables. Par
exemple, la distribution de Poisson de parame`tre λ
pn = P{N = n} = λ
n
n!
e−λ, λ > 0, (1.12)
a pour fonction caracte´ristique
ϕN(t) = Ee
ikN = e−λ
∞∑
n=0
(λeit)n
n!
= exp{λ(eit − 1)} =
[
exp
{
λ
n
(eit − 1)
}]n
.
Cette fonction caracte´ristique s’e´crit comme puissance ne de la fonction caracte´ristique
d’une loi de Poisson de parame`tre λ
n
. La loi de Poisson est donc une loi infiniment di-
visible. Cette loi serait stable si, par exemple, la de´finition 2 e´tait ve´rifie´e. Supposons
que c’est le cas, alors il existe a > 0 et b re´el tels que
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X1 +X2
d
= aX1 + b.
Par e´galite´ des moyennes et des variances, nous pouvons voir que 2λ = aλ + b et
2λ = a2λ. En exprimant a et b en fonction de λ nous avons a =
√
2 et b = (2−√2).
Nous avons la` une contradiction car X1 +X2 prend ses valeurs uniquement dans N,
ce qui n’est pas toujours le cas pour
√
2X1 + (2−
√
2).
1.1.3 Diffe´rentes formes de parame´trisations
L’e´quation (1.4) n’est pas la seule repre´sentation possible des fonctions ca-
racte´ristiques de variables ale´atoires α-stables. D’autres formes de repre´sentations
ou parame´trisations existent et sont utilise´es. Pour elles toutes, l’index de stabilite´
α est le meˆme, mais le domaine d’admissibilite´ des autres parame`tres diffe`re parfois
d’une parame´trisation a` l’autre.
La premie`re repre´sentation a` laquelle nous nous refe´rons a e´te´ appele´e forme A
par Zolotarev [77]. C’est celle qui est donne´e par la relation (1.4). Cette fonction
caracte´ristique peut encore s’e´crire
ϕX(t) = E exp{itX} = exp
{
γα(−|t|α + itwA(t, α, β)) + itδ
}
, (1.13)
ou`
wA(t, α, β) =
{
β|t|α−1 tan piα
2
si α 6= 1,
−β 2
pi
ln |t| si α = 1.
La forme A a l’avantage d’eˆtre la plus commode pour e´tudier les proprie´te´s analytiques
imme´diates des lois α-stables. Notons ne´anmoins que la fonction wA(t, α, β) n’est pas
continue quand α = 1 et β 6= 0.
Pour contourner l’inconvient de la non-continuite´ de la premie`re parame´trisation,
une autre repre´sentation, appele´e forme M, a e´te´ propose´e (Pour cette repre´sentation,
si un parame`tre n’est pas indice´, c’est qu’il correspond exactement a` celui de la
premie`re parame´trisation). En posant
δM =
{
δ + βγα tan piα
2
si α 6= 1,
δ si α = 1,
(1.14)
nous obtenons l’expression suivante de la fonction caracte´ristique
E exp{itX} = exp{γα(−|t|α + itwM(t, α, β)) + iδM t}, (1.15)
ou`
wM(t, α, β) =
{
β(|t|α−1 − 1) tan piα
2
si α 6= 1,
−β 2
pi
ln |t| si α = 1,
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est une fonction conjointement continue en α et β. Cette dernie`re expression rend
plausible la pre´sence du logarithme dans le cas α = 1.
Si on de´sire avoir la convergence en distribution quand α→ α0, γ → γ0, β → β0, δ →
δ0, on devrait alors changer la parame´trisation et caracte´riser une variable ale´atoire
stable comme ayant une fonction caracte´ristique de la forme
E exp{itX} = exp
{
γα
(
− |t|α + iβ(|t|α−1 − 1) tan piα
2
)
+ iδM t
}
, (1.16)
ou` α ∈]0, 2], γ ≥ 0, δM ∈ R et ou` la fonction caracte´ristique pour α = 1 est de´finie en
faisant tendre α vers 1. L’inconve´nient est que δM ne posse`de pas les bonnes proprie´te´s
de δA. Le domaine de variation des parame`tres est le meˆme pour ces deux formes.
Les parame`tres de la forme M sont relie´s a` ceux de la forme A par :
αA = αM , βA = βM , δ
A = δM − βM tan(αpi/2) et γA = γM .
Chen et Liu [11] proposent une autre parame´trisation continue. Zolotarev [77] a
propose´ trois autres formes de la fonction caracte´ristique dans le cas des lois stricte-
ment stables, appele´es repre´sentations B, C et E. Zolotarev et Uchaikin [74] donnent
les relations qui existent entre ces diffe´rentes parame´trisations. L’algorithme de si-
mulation de la forme M permet de ge´ne´rer des variables ale´atoires positives. Nous
utilisons cette forme pour simuler des variables ale´atoires dites sous-gaussiennes que
nous expliciterons dans la suite.
1.1.4 Comportement des queues et moments
La loi normale (α = 2) se distingue nettement des autres lois stables par le com-
portement asymptotique de sa queue de distribution. En effet, si la variable ale´atoire
X est distribue´e suivant une loi normale centre´e et de variance 2σ2, Feller [21] montre
que
P (X < −x) = P (X > x) ∼ 1
2
√
piσx
e−x
2/(4σ2) (1.17)
quand x → ∞. Cependant, lorque α < 2 les queues sont asymptotiquement de type
Pareto. Une distribution de Pareto est de´finie par la fonction de survie
P (Y > x) = xνL(x),
ou` ν > 0 et L(x) est une fonction a` variation lente, c’est-a`-dire que pour t > 0,
lim
x→∞
L(tx)
L(x)
= 1. D’ou` la proprie´te´ suivante.
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Proprie´te´ 9 Soit X une variable ale´atoire de loi Sα(γ, β, δ) avec 0 < α < 2. Alors
lim
t−→∞
tαP(X > t) = Cα
1 + β
2
γα,
lim
t−→∞
tαP(X < −t) = Cα1− β
2
γα,
(1.18)
ou` Cα est une constante donne´e par :
Cα =
(∫ ∞
0
x−α sinxdx
)−1
=

1− α
Γ(2− α) cos(piα
2
)
si α 6= 1,
2/pi si α = 1.
(1.19)
La de´montrastion est donne´e dans Samorodnitsky et Taqqu [72], pages 16-18.
La loi normale est la seule loi α-stable qui posse`de des moments finis de tous
ordres. Pour toutes les autres lois α-stables, nous avons la proprie´te´ ci-dessous.
Proprie´te´ 10 Soit X ∼ Sα(γ, β, δ) avec 0 < α < 2. Alors
E|X|p <∞ pour tout p < α, (1.20)
E|X|p =∞ pour tout p ≥ α. (1.21)
Illustration : La loi de Cauchy (α = 1) et celle de Le´vy (α = 1/2) ont chacune une
espe´rance mathe´matique infinie. Dans ces deux cas, la variance n’est pas de´finie.
Conse´quence : Toutes les lois stables non-gaussiennes ont une variance infinie ou
non de´finie. L’existence d’une variance finie pour la loi normale est simplement lie´e
a` une plus grande de´croissance de queue par rapport aux autres lois stables.
1.1.5 Variables ale´atoires α-stables syme´triques
1.1.5.1 Fonction caracte´ristique
Corollaire 11 Une variable ale´atoire X est syme´trique α-stable si et seulement si
sa fonction caracte´ristique est donne´e par
ϕX(t) = E exp{itX} = e−γα|t|α . (1.22)
ou` γ est le parame`tre d’e´chelle de X.
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Preuve : Nous pouvons le montrer de deux fac¸ons.
Premie`re me´thode : Supposons que nous connaissons la forme ge´ne´rale de la fonc-
tion caracte´ristique d’une loi α-stable ge´ne´rale. Dans ce cas, il suffit d’utiliser la
proprie´te´ suivante : une variable ale´atoire est syme´trique si et seulement si sa fonc-
tion caracte´ristique est re´elle. Ce qui est le cas si et seulement si dans (1.4) on pose
β = δ = 0 (il s’agit d’une syme´trie par rapport a` l’origine).
Deuxie`me me´thode : Supposons que nous ne connaisssons pas la forme ge´ne´rale de la
fonction caracte´ristique d’une loi α-stable. Pour calculer la fonction caracte´ristique
d’une loi α-stable syme´trique, avec un parame`tre α arbitraire, utilisons la de´finition
2 applique´e a` une somme de variables strictement stables inde´pendantes (c’est-a`-dire
que dans (1.2) on pose bn = 0). Rappelons que an = n
1/α. L’e´galite´ (1.2) peut s’e´crire
en terme de fonctions caracte´ristiques par
ϕnX(t) = ϕX(n
1/αt). (1.23)
En vertu de la syme´trie de la distribution, ϕnX(t) est a` valeurs re´elles. Dans un voi-
sinage de t = 0, la fonction caracte´ristique est positive et, par conse´quent, doit eˆtre
positive pour tout argument, comme il re´sulte de (1.23). En prenant le logarithme de
(1.23), nous arrivons a` l’e´quation de la seconde fonction caracte´ristique
nψX(t) = ψX(n
1/αt), (1.24)
ou` ψX(·) = lnϕX(·). En posant
ψX(t) = −ctν , t > 0, (1.25)
nous voyons que (1.25) ve´rifie l’e´quation (1.24) avec ν = α et c une constante arbi-
traire a` valeur re´elle. Nous pouvons poser cette constante
c = γα
avec γ le parame`tre d’e´chelle de la loi de X. Nous obtenons ainsi
ψX(t) = −γαtα, t > 0, 0 < α ≤ 2. (1.26)
Pour trouver ψX(t) dans le domaine des valeurs ne´gatives pour l’argument, utilisons la
propriete´ de conjugue´e complexe des fonctions caracte´ristiques (c’est-a`-dire ϕX(−t) =
ϕ−X(t)), ce qui donne
ψX(t) = −γα|t|α, −∞ < t <∞, 0 < α ≤ 2.
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Puisque |ϕX(t)| < 1, la constante a` valeur re´elle γ est non-ne´gative. Si γ = 0, nous
sommes dans un cas de´ge´ne´re´.
Remarque 12 Il s’agit bien-suˆr de la syme´trie autour de 0. Plus ge´ne´ralement X
est syme´trique autour de δ si et seulement si X − δ a la meˆme loi que δ − X, ou
encore si et seulement si la fonction caracte´ristique de X − δ est re´elle.
La proposition qui suit montre qu’une variable ale´atoire SαS peut s’e´crire comme
produit de deux variables ale´atoires α-stables inde´pendantes. Elle met ainsi en lumie`re
la multiplication de deux variables ale´atoires SαS inde´pendantes.
Proposition 13 Soit X ∼ Sα′(γ, 0, 0) avec 0 < α′ ≤ 2 et soit 0 < α < α′. Soit A
une variable ale´atoire stable telle que A ∼ Sα/α′
(
(cos piα
2α′ )
α′/α, 1, 0
)
. Supposons que X
et A sont inde´pendantes, alors
Z = A1/α
′
X ∼ Sα(γ, 0, 0).
Ide´e de preuve : On calcule la fonction caracte´ristique de Z = A1/α
′
X en utilisant
l’e´galite´
E exp{itA1/α′X} = E(E exp{i(tA1/α′)X}|A)
et la transformation de Laplace
E exp{−γA} = exp{−γα/α′}, γ > 0.
Conse´quences :
1. En posant α′ = 1, nous voyons que toute variable ale´atoire SαS avec α < 1
peut s’e´crire comme produit de deux variables ale´atoires stables inde´pendantes,
l’une e´tant une variable de Cauchy et l’autre une variable stable totalement
asyme´trique a` droite (β = 1) d’index de stabilite´ α.
2. En posant α′ = 2, nous obtenons la de´finition d’une variable ale´atoire sous-
gaussienne.
De´finition 14 Soit 0 < α < 2. Soit G une variable ale´atoire gaussienne de moyenne
nulle et d’e´cart-type σ et soit A une variable ale´atoire positive α
2
-stable, inde´pendante
de G telle que A ∼ Sα/2
((
cos piα
4
)2/α
, 1, 0). Alors
Z = A1/2G ∼ Sα
( σ√
2
, 0, 0
)
(1.27)
et est appele´e variable ale´atoire sous-gaussienne.
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Une variable ale´atoire syme´trique α-stable peut s’e´crire comme une variable ale´a-
toire sous-gaussienne.
1.1.5.2 Densite´ de probabilite´ et fonction de re´partition
Lorqu’on connait la fonction caracte´ristique ϕX d’une variable ale´atoire X, la
transforme´e de Fourier inverse nous permet de reconstruire sa densite´ de probabilite´
par
fX(x) =
1
2pi
∫ ∞
−∞
e−itxϕX(t)dt, (1.28)
car le the´ore`me d’unicite´ nous assure que cette densite´ est unique. Si la variable
ale´atoire X est SαS standard (c’est-a`-dire que dans (1.13) on pose γ = 1), la relation
(1.28) devient
fX(x) =
1
2pi
[∫ ∞
−∞
e−|t|
α
cos(tx)dt− i
∫ ∞
−∞
e−|t|
α
sin(tx)dt
]
=
1
pi
∫ ∞
0
e−t
α
cos(tx)dt,
(1.29)
car le cosinus et le sinus sont respectivement pair et impair. Malheureusement, il
est difficile de calculer directement ces densite´s parce qu’on ope`re sur des inte´grales
impropres de fonctions oscillantes. Pour contourner ce proble`me, dans (1.29) e´crivons
le cosinus sous forme de se´rie convergente. Nous obtenons
fX(x;α, 0) = pi
−1
∫ ∞
0
∞∑
m=0
(−1)m
(2m!)
(tx)2me−t
α
dt
= (piα)−1
∞∑
m=0
(−1)m
(2m!)
x2m
∫ ∞
0
e−θθ(2m+1)/α−1dθ
en effectuant le changement θ = tα,
= (piα)−1
∞∑
m=0
(−1)m
(2m!)
Γ
(2m+ 1
α
)
x2m.
(1.30)
En rappelant le crite`re de convergence, on voit que cette se´rie converge pour α ≥ 1.
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Figure 1.1 – Densite´s stables pour diffe´rentes valeurs de α avec β = δ = 0 et γ = 1.
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Figure 1.2 – Densite´s stables pour diffe´rentes valeurs de β avec α = 1, δ = 0 et
γ = 1.
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En particulier, pour α = 2
fX(x; 2, 0) = (2pi)
−1
∞∑
m=0
(−1)m
(2m!)
Γ(m+ 1/2)x2m
= (2
√
pi)−1
∞∑
m=0
(2m− 1)!!
2mm!(2m− 1)!!(−x
2/2)m
ou` (2m− 1)!! = (2m− 1)(2m− 3)× · · · × 3× 1,
= (2
√
pi)−1
∞∑
m=0
1
m!
(−x2/4)m
= (2
√
pi)−1 exp{−x2/4},
et nous arrivons a` la distribution normale centre´e de variance 2.
Pour α = 1, l’e´quation (1.29) devient
fX(x; 1, 0) =
1
pi
∫ ∞
0
e−t cos(tx)dt.
En proce´dant par deux inte´grations par parties successives, nous avons
∫ ∞
0
e−t cos(tx)dt =
1
x
[
e−t sin(tx)
]∞
0︸ ︷︷ ︸
= 0
+
1
x
∫ ∞
0
e−t sin(tx)dt
=
1
x2
[[
− e−t cos(tx)
]∞
0︸ ︷︷ ︸
= 1
−
∫ ∞
0
e−t cos(tx)dt
]
=⇒
∫ ∞
0
e−t cos(tx)dt =
1
1 + x2
.
Ainsi, pour fX(x; 1, 0) nous obtenons une distribution de Cauchy centre´e et de pa-
rame`tre d’e´chelle 1.
Afin d’obtenir une se´rie convergente pour α < 1, transformons la surface d’inte´gration
en utilisant la formule suivante de Oberhettinger [63]∫ ∞
0
tµ exp(−atc) cos(tx)dt
= −
∞∑
n=0
{(−a)n(n!)−1Γ(µ+ 1 + nc) sin[pi(µ+ nc)/2]}x−µ−1−nc,
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Figure 1.3 – Fonctions de re´partition stables pour diffe´rentes valeurs de α avec
β = δ = 0 et γ = 1.
qui est vraie pour µ > −1 et 0 < c ≤ 1. En posant µ = 0, a = 1 et c = α, nous
arrivons a` la se´rie
fX(x;α, 0) = pi
−1
∞∑
n=1
(−1)n−1
n!
Γ(nα + 1) sin(nαpi/2)x−nα−1, (1.31)
qui converge pour α < 1.
Quand α ≥ 1, la fonction de re´partition en x positif est obtenue en inte´grant
(1.30) de −∞ a` x. Or, en vertu de la syme´trie, nous avons
F (0;α, 0) = 1/2.
Ainsi
F (x;α, β = 0) =
∫ 0
−∞
fX(t;α, 0)dt+
∫ x
0
fX(t;α, 0)dt
= 1/2 + (piα)−1
∞∑
m=0
(−1)m
(2m!)
Γ
(2m+ 1
α
)∫ x
0
t2mdt
= 1/2 + (piα)−1
∞∑
m=0
(−1)m
(2m+ 1)!
Γ(
2m+ 1
α
)x2m+1.
(1.32)
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Quand α < 1, nous utilisons la relation (1.31). Nous avons
F (x;α, β = 0) =
∫ x
−∞
fX(t;α, 0)dt =
∫ ∞
−∞
fX(t;α, 0)dt−
∫ x
0
fX(t;α, 0)dt
= 1− pi−1
∞∑
n=1
(−1)n−1
n!
Γ(nα + 1) sin(nαpi/2)
∫ x
0
t−nα−1dt
= 1− pi−1
∞∑
n=1
(−1)n
n!
Γ(nα) sin(nαpi/2)x−nα.
(1.33)
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Le concept de lois stables peut naturellement s’e´tendre au cas d’espaces de dimen-
sion arbitraire et meˆme aux espaces de dimension infinie. Comme dans le cas d’une
variable ale´atoire stable, nous avons la de´finition suivante.
De´finition 15 Un vecteur ale´atoire X a` valeurs dans Rd est dit stable si pour toutes
constantes positives a′ et a′′, il existe des constantes a > 0 et b ∈ Rd telles que
a′X1 + a′′X2
d
= aX+ b, (1.34)
ou` X1 et X2 sont inde´pendantes et ont chacune la meˆme distribution que X. Si b = 0
on dit que X est strictement stable.
Reconnaissons toutefois que comparativement aux lois stables univarie´es, nous ne
connaissons que tre`s peu de choses sur les proprie´te´s des lois stables multivarie´es
(en particulier sur leurs proprie´te´s analytiques). Nous donnons ici la repre´sentation
canonique de la fonction caracte´ristique ϕX(t), t ∈ Rd, des lois stables multivarie´es
de dimension finie encore appele´es lois de Le´vy-Feldheim.
The´ore`me 16 Soit X un vecteur ale´atoire α-stable dans Rd. Alors sa fonction ca-
racte´ristique est de la forme
ϕX(t) = E exp
{
i〈t,X〉
}
= exp
{
− ψX(t) + i〈t, δ〉
}
, 0 < α ≤ 2, (1.35)
ou` δ ∈ Rd et 〈·, ·〉 est le produit scalaire de Rd. Les fonctions exposants ψX(t)
sont de´termine´es par le parame`tre α et une mesure finie M(ds) sur la sphe`re unite´
Sd = {s ∈ Rd : ‖s‖ = 1} appele´e mesure spectrale.
Si α = 2, alors ψX(t) = 〈Σt, t〉, ou` Σ est la matrice de covariance.
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Si 0 < α < 2, alors
ψX(t) =
∫
Sd
|〈t, s〉|αwα(t, s)M(ds), (1.36)
ou`
wα(t, s) =

1− i tan(αpi/2)sign〈t, s〉, α 6= 1,
1 + i(2/pi) ln |〈t, s〉|sign〈t, s〉, α = 1.
La preuve est donne´e dans Uchaikin et Zolotarev [74].
Cette repre´sentation est analogue a` la forme A de repre´sentation des fonctions ca-
racte´ristiques des lois stables univarie´es. Il existe une repre´sentation analogue a` la
forme M du cas univarie´, mais nous ne la pre´sentons pas ici.
Remarque 17
1. La fonction caracte´ristique (1.35) de´pend de la mesure spectrale M. Cette me-
sure contient toute l’information sur la structure de de´pendance des compo-
santes du vecteur. Quand 0 < α < 2, la paire (M, δ) est unique et est appele´e
repre´sentation spectrale de X.
2. Dans le cas unidimensionnel, la sphe`re unite´ ne contient que deux points, a`
savoir S1 = {−1, 1}. La mesure spectrale M se re´duit a` deux valeurs : M(−1)
et M(1). Dans ce cas, la fonction caracte´ristique (1.35) peut s’e´crire sous la
forme (1.4), avec
γ =M(1) +M(−1) et β = M(1)−M(−1)
M(1) +M(−1) .
1.2.1 Les vecteurs ale´atoires syme´triques α-stables
Il existe plusieurs types de syme´tries dans le cas multivarie´ : syme´trie diago-
nale, syme´trie elliptique, syme´trie sphe´rique, syme´trie circulaire, etc. Elles co¨ıncident
toutes dans le cas univarie´. La syme´trie que nous e´voquons ici est la syme´trie diago-
nale autour de 0.
Le re´sultat ci-dessous rappelle la fonction caracte´ristique des vecteurs ale´atoires
SαS.
Corollaire 18 Soit 0 < α < 2. Le vecteur ale´atoire X est syme´trique α-stable dans
Rd si et seulement si il existe une mesure finie, syme´trique unique M sur la sphe`re
Sd, telle que
ϕX(t) = E exp{i〈t,X〉} = exp
{∫
Sd
|〈t, s〉|αM(ds)
}
. (1.37)
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Ide´e de preuve : Rappelons qu’un vecteur ale´atoire stable X est syme´trique si X et
−X ont meˆme loi. En termes de fonctions caracte´ristiques, le vecteur ale´atoire X est
syme´trique si et seulement si ϕX(t) = ϕ−X(t), donc si la fonction caracte´ristique de
X est re´elle. Dans (1.36) cela correspond a` wα(t) = 1 et la mesure M est syme´trique
sur la sphe`re Sd. Comme dans le cas univarie´, dans (1.35) on aurait e´galement δ = 0.
Ainsi, un vecteur ale´atoire stable X est syme´trique si et seulement si toute combinai-
son line´aire des composantes de ce vecteur est une variable ale´atoire SαS.
1.2.1.1 Vecteurs ale´atoires sous-gaussiens
La de´finition 14 est ge´ne´ralise´e au cas multivarie´ de la fac¸on suivante.
De´finition 19 Soit 0 < α < 2. Soit G = (G1, G2, ..., Gd) un vecteur ale´atoire gaus-
sien de moyenne nulle dans Rd et de matrice de covariance (Rjk)1≤j≤k≤d. Soit A une va-
riable ale´atoire stable positive inde´pendante deG telle queA ∼ Sα/2
((
cos piα
4
)2/α
, 1, 0),
alors le vecteur ale´atoire
X = (A1/2G1, A
1/2G2, ..., A
1/2Gd) (1.38)
est sous-gaussien.
Ce vecteur a une distribution SαS dans Rd parce que, pour tous re´els b1, b2, ..., bd,
la combinaison line´aire
∑d
k=1 bkA
1/2Gk = A
1/2
∑d
k=1 bkGk est une variable ale´atoire
SαS et par conse´quent X est SαS.
La fonction caracte´ristique de tout vecteur ale´atoire X ve´rifiant (1.38) est donne´e
dans le the´ore`me suivant.
The´ore`me 20 La fonction caracte´ristique d’un vecteur ale´atoire sous-gaussien a la
structure suivante :
ϕX(t) = E exp
{
i
d∑
m=1
tmXm
}
= exp
{
−
∣∣∣1
2
d∑
j=1
d∑
k=1
tjtkRjk
∣∣∣α/2}, (1.39)
ou` Rjk = EGjGk, j, k = 1, ..., d, sont les covariances du vecteur gaussien sous-jacent
(G1, G2, ..., Gd).
Preuve : La variable ale´atoire sous-gaussienne Z dans (1.27) a pour fonction ca-
racte´ristique
ϕZ(t) = E exp{iA1/2(tG)} = exp
{
−
( σ√
2
)α
|t|α
}
= exp
{
−
∣∣∣1
2
Var(tG)
∣∣∣α2}
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Une ge´ne´ralisation de cette fonction caracte´ristique au cas multidimensionnel nous
donne
ϕX(t) = E exp
{
i
d∑
m=1
tmXm
}
= E exp
{
iA1/2
d∑
m=1
tmGm
}
= exp
{
−
∣∣∣1
2
Var
( d∑
m=1
tmGm
)∣∣∣α2} = exp{− ∣∣∣1
2
d∑
j=1
d∑
k=1
tjtkRjk
∣∣∣α/2},
car la variance est biline´aire.
Remarque 21 Les composantes d’un vecteur ale´atoire sous-gaussien sont toujours
de´pendantes, a` moins que l’une des composantes soit de´ge´ne´re´e.
1.2.2 Quelques spe´cificite´s de la mesure spectrale
Si dans la relation (1.38) nous prenons G, un vecteur gaussien dont les compo-
santes sont inde´pendantes et identiquement distribue´es suivant une loi N (0, σ2), la
fonction caracte´ristique (1.39) devient
ϕX(t) = exp
{
−
∣∣∣1
2
d∑
j=1
t2jRjj
∣∣∣α/2} = exp{− 2−α/2σα( d∑
j=1
t2j
)α/2}
.
En utilisant la fonction caracte´ristique (1.37), nous pouvons toujours e´crire
ϕX(t) = exp
{∫
Sd
|〈t, s〉|αM(ds)
}
= exp
{∫
Sd
∣∣∣ d∑
j=1
tjsj
∣∣∣αM(ds)}
Puisque ces deux fonctions caracte´ristiques sont e´gales, on a alors∫
Sd
∣∣∣ d∑
j=1
tjsj
∣∣∣αM(ds) = 2−α/2σα( d∑
j=1
t2j
)α/2
. (1.40)
La mesureM dans (1.40) est une mesure uniforme sur Sd. On peut ainsi montrer que
la mesure spectrale d’un vecteur SαS sous-gausssien quelconque est la transforme´e
d’une mesure uniforme sur Sd.
La proposition ci-dessous, due a` Paulauskas [65], montre ce qu’il advient de la me-
sure spectrale d’un vecteur ale´atoire α-stable dont les composantes sont inde´pendantes.
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Proposition 22 Un vecteur ale´atoire X stable a des composantes inde´pendantes
si et seulement si sa mesure spectrale MX est discre`te et concentre´e en les points
d’intersection de la sphe`re unite´ Sd avec les axes de coordonne´es de Rd.
Ide´e de preuve : On calcule directement la fonction caracte´ristique du vecteurX, en
utilisant la proprie´te´ suivante : la fonction caracte´ristique d’une somme de variables
ale´atoires inde´pendantes est e´gale au produit des fonctions caracte´ristiques de cha-
cune de ses composantes. On utilise l’e´criture (1.35) qui fait intervenir directement
la mesure spectrale puis on proce`de a` une identification.
Cette proposition peut eˆtre ge´ne´ralise´e a` un vecteur X dont les composantes sont
des combinaisons line´aires de variables ale´atoires inde´pendantes et identiquement
distribue´es. Soient donc Yk ∼ Sα(γk, βk, δk), k = 1, ...,m, des variables ale´atoires
inde´pendantes et soit A = {aij}, j = 1, ..., d, k = 1, ...,m une matrice re´elle.
Conside´rons le vecteur ale´atoire X = (X1, X2, ..., Xd) dont les composantes sont des
combinaisons line´aires
Xj =
m∑
k=1
ajkYk, j = 1, ..., d, (1.41)
des Yk. Le vecteur X est α-stable de fonction caracte´ristique
E exp
{
i
d∑
j=1
tjXj
}
= E exp
{
i
m∑
k=1
( d∑
j=1
tjajk
)
Yk
}
=
m∏
k=1
E exp
{
i
( d∑
j=1
tjajk
)
Yk
}
.
(1.42)
Si α 6= 1, cette fonction caracte´ristique donne
exp
{
−
m∑
k=1
γαk
∣∣∣ d∑
j=1
tjajk
∣∣∣α(1− iβksign( d∑
j=1
tjajk
)
tan
piα
2
)
+ i
m∑
k=1
δk
d∑
j=1
tjajk
}
= exp
{∣∣∣ d∑
j=1
tjsj
∣∣∣α(1− i sign( d∑
j=1
tjsj
)
tan
piα
2
)
M(ds) + i
d∑
j=1
tjδ
?
j
}
,
ou`
MX =
m∑
k=1
[1 + βk
2
γαk
( d∑
j=1
a2jk
)α/2
δ
(( a1k
(
∑d
j=1 a
2
jk)
1/2
, ...,
adk
(
∑d
j=1 a
2
jk)
1/2
))
+
1− βk
2
γαk
( d∑
j=1
a2jk
)α/2
δ
(( −a1k
(
∑d
j=1 a
2
jk)
1/2
, ...,
−adk
(
∑d
j=1 a
2
jk)
1/2
))] (1.43)
et
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δ?j =
m∑
k=1
ajkδk. (1.44)
Ici δ(a) est la mesure de Dirac au point a.
Si α = 1, la relation (1.42) nous permet de de´duire la fonction caracte´ristique. Dans
ce cas, MX s’e´crit comme pre´ce´demment et
δ?j =
m∑
k=1
ajk
(
δk − 1
pi
γkβk ln
d∑
n=1
a2nk
)
.
Notons que la mesure spectrale MX du vecteur ale´atoire α-stable (X1, ..., Xd) est
discre`te et concentre´e sur m paires de points syme´triques (s(k),−s(k)), k = 1, ...,m,
de Sd.
Inversement, un vecteur ale´atoire α-stable (X1, ..., Xd) avec une mesure spectrale
discre`te concentre´e sur les points (s(k),−s(k)) comme pre´ce´demment peut toujours
eˆtre repre´sente´ comme
(X1, ..., Xd)
d
=
( m∑
k=1
a1kYk, ...,
m∑
k=1
adkYk
)
,
ou` Yk ∼ Sα(γk, βk, δk), k = 1, ...,m, sont des variables ale´atoires inde´pendantes, et
A = {aij} est une matrice de nombres re´els.
La proposition ci-dessous montre comment s’exprime la mesure spectrale et le
vecteur de position de toute distribution marginale sur Rn, en supposant que la
mesure spectrale et le vecteur de position de la distribution α-stable sur Rd sont
donne´s (n ≤ d).
Proposition 23 Si (X1, ..., Xd) est un vecteur ale´atoire α-stable de mesure spectrale
Md et de vecteur de position δd = (δ1, δ2, ..., δd), alors (X1, ..., Xn), n ≤ d, est un
vecteur ale´atoire α-stable de mesure spectrale Mn et de vecteur de position δn. La
mesure spectrale Mn peut s’exprimer comme
Mn = h(M̂d) ≡ M̂d ◦ h−1,
ou`
h : S ′d ≡ {(s1, ..., sn, sn+1, ..., sd) ∈ Sd : s21 + · · ·+ s2n > 0} → Sn,
h(s1, ..., sn, sn+1, ..., sd) =
( s1
(
∑n
j=1 s
2
j)
1/2
, ...,
sn
(
∑n
j=1 s
2
j)
1/2
)
et
M̂d(ds) =
( n∑
j=1
s2j
)α/2
Md(ds), s ∈ S ′d.
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La je composante, j = 1, ..., n, du vecteur de position δn est e´gale a`
δj si α 6= 1,
δj − 1pi
∫
S′d
sj ln(
∑n
k=1 s
2
k) si α = 1.
Ide´e de preuve : La fonction caracte´ristique de (X1, ..., Xn) s’e´crit naturellement en
fonction de la mesure Mn sur Sn. Cette meˆme fonction caracte´ristique peut s’e´crire
en fonction de la mesure Md sur Sd car
n∑
j=1
tjXj =
n∑
j=1
tjXj +
d∑
j=n+1
0 ·Xj.
1.2.3 Densite´ de probabilite´ des lois stables bivarie´es
Soit X = (X1, X2) un vecteur ale´atoire α-stable. Les relations (1.35) et (1.36)
donnent l’expression de sa fonction caracte´ristique. Pour tout vecteur u ∈ R2, les
projections 〈u,X〉 =∑2k=1 ukXk ont e´galement une distribution α-stable. La mesure
spectrale de´termine les parame`tres de ces projections, note´s γ(u), β(u) et δ(u), via
les formules
γ(u) =
(∫
S2
|〈u, s〉|αM(ds)
)1/α
,
β(u) =
∫
Sd
|〈u, s〉|αsign〈u, s〉M(ds)∫
Sd
|〈u, s〉|αM(ds)
δ(u) =
{ 〈u, δ〉, α 6= 1,
〈u, δ〉 − 2
pi
∫
Sd
〈u, s〉 ln |〈u, s〉|M(ds), α = 1.
Nous pouvons donc e´crire ϕX(t) = ϕ(t;α, β(·), γ(·), δ(·)), ou` β(·), γ(·) et δ(·) sont
fonction d’une infinite´ de directions de projection.
La densite´ stable bivarie´e, exprime´e en coordonne´es polaires r et φ, est donne´e par
la transformation de Fourier inverse correspondante
fX(r;α, β(·), γ(·), δ(·)) = 1
(2pi)2
∫
R2
e−itrϕ(t;α, β(·), γ(·), δ(·))dt, (1.45)
ou` r = (r cosφ, r sinφ). En particulier, quand le vecteur X est a` syme´trie axiale
(β(·) = 0, γ(·) = 1 et δ(·) = 0), Uchaikin et Zolotarev [74] montrent que l’e´quation
(1.45) devient
fX(r;α, β(·), γ(·), δ(·)) = fX(r;α) =
∫ ∞
0
e−tαJ0(tr)tdt (1.46)
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Figure 1.4 – Densite´ de Cauchy bivarie´e avec r=1.
Figure 1.5 – Densite´ normale bivarie´e avec r=1.
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ou` Jκ est la fonction de Bessel d’ordre κ. En posant α = 1 et α = 2, nous obtenons
respectivement des densite´s bivarie´es de Cauchy et de Gauss :
fX(r; 1) =
1
2pi(1 + r2)3/2
, (1.47)
fX(r; 2) =
1
4pi
e−r
2/4. (1.48)
On peut utiliser le de´veloppement en se´ries de Taylor des fonctions sous l’inte´grale
(1.46), c’est-a`-dire
e−kα =
∞∑
n=0
(−kα)n
n!
,
J0(kr) =
∞∑
n=0
(−1)n (kr)
2n
22n(n!)2
.
Nous obtenons respectivement
fX(r;α) =
1
pi2r2
∞∑
n=1
(−1)n−1
n!
[Γ(nα/2 + 1)]2 sin(αnpi/2)(r/2)−nα , (1.49)
fX(r;α) =
1
2piα
∞∑
n=0
(−1)n
(n!)2
Γ((2n+ 2)/α)(r/2)2n . (1.50)
La premie`re se´rie est convergente pour α < 1. La seconde, quant a` elle, est convergente
pour α ≥ 1.
1.3 Quelques mesures de de´pendance
La proprie´te´ ?? montre que les lois stables non-gaussiennes ont leur moment
du second ordre infini. La covariance, qu’on utilise ordinairement pour caracte´riser
la de´pendance entre des variables, n’est plus approprie´e. D’autres mesures ont e´te´
propose´es pour capter la de´pendance entre des variables ale´atoires α-stables.
1.3.1 La covariation
Elle a e´te´ introduite par Miller [54] et Cambanis et Miller [8]. Cette mesure de
de´pendance est de´finie pour 1 < α ≤ 2.
De´finition 24 Soit (X1, X2) un vecteur ale´atoire syme´trique α-stable re´el de me-
sure spectrale M de´finie sur le cercle unite´ S2. La covariation de X1 sur X2, note´e
[X1, X2]α, est la quantite´ :
[X1, X2]α =
∫
S2
s1s
<α−1>
2 M(ds), (1.51)
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ou`
a<p> = |a|psign a =
{
ap si a ≥ 0,
−|a|p si a < 0,
est appele´e puissance signe´e.
Une autre de´finition de la covariation, e´quivalente a` la premie`re, est donne´e ci-
apre`s.
Proposition 25 Soit (X1, X2) un vecteur ale´atoire SαS. Notons γ(t1, t2) le parame`tre
d’e´chelle de la variable ale´atoire SαS re´elle Y = t1X1 + t2X2, ou` t1 et t2 sont des
re´els. Alors la covariation de X1 sur X2 peut s’e´crire :
[X1, X2]α =
1
α
∂γα(t1, t2)
∂t1
∣∣∣
t1=0,t2=1
. (1.52)
Preuve : Soit M la mesure spectrale de (X1, X2) alors
γα(t1, t2) =
∫
S2
|t1s1 + t2s2|αM(ds).
Puisque M est une mesure finie et α > 1, on a
∂γα(t1, t2)
∂t1
= α
∫
S2
s1(t1s1 + t2s2)
<α−1>M(ds).
En posant t1 = 0 et t2 = 1 on obtient (1.51). Cela montre que (1.51) et (1.52) peuvent
eˆtre utilise´es indiffe´remment.
Remarque 26 En ge´ne´ral, la relation (1.52) permet d’avoir plus facilement l’ex-
pression de la covariation. Pour exemple, on peut calculer la covariation d’un vecteur
ale´atoire SαS sous-gaussien de´fini par (1.38). En utilisant la fonction caracte´ristique
(1.39), on voit que le parame`tre d’e´chelle γ(tj, tk) de Y = tjXj + tkXk, j, k = 1, ..., d
est donne´ par
γα(tj, tk) = 2
−α/2[Var(tjGj + tkGk)]α/2
= 2−α/2[t2jRjj + 2tjtkRjk + t
2
kRkk]
α/2.
(1.53)
En utilisant (1.52) et (1.53), nous voyons que
[Xj, Xk]α =
1
α
∂γα(tj, tk)
∂tj
∣∣∣
tj=0,tk=1
= 2−α/2RjkR
(α−2)/2
kk . (1.54)
Notons que la covariation d’une composante d’un vecteur sous-gaussien sur une
autre composante ne de´pend que de α et des variance et covariance des composantes
correspondantes du vecteur gaussien sous-jacent associe´. Dans ce cas, la covariation
n’est syme´trique, c’est-a`-dire [Xj, Xk]α = [Xk, Xj]α, que si Rjj = Rkk.
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Corollaire 27 Soit X = (X1, X2, ..., Xn) un vecteur ale´atoire SαS avec α > 1 et de
mesure spectrale MX, alors
[X1, X2]α =
∫
Sn
s1s
<α−1>
2 MX(ds) (1.55)
et
[X1, X1]α =
∫
Sn
|s1|αMX(ds) = γαX1 , (1.56)
ou` γX1 est le parame`tre d’e´chelle de la variable ale´atoire SαS X1.
La preuve est de´taille´e dans Samorodnitsky et Taqqu [72], pages 89-90.
La proposition ci-apre`s donne quelques proprie´te´s imme´diates de la covariation.
Proposition 28
1. (Additivite´ par rapport au premier argument) Soit (X1, X2, Y ) un vecteur SαS.
Alors
[X1 +X2, Y ]α = [X1, Y ]α + [X2, Y ]α.
2. (Echelle) Soit (X, Y ) un vecteur SαS et soient a et b deux nombres re´els. Alors
[aX, bY ]α = ab
<α−1>[X, Y ]α.
3. Si X et Y sont conjointement SαS et inde´pendants, alors
[X,Y ]α = 0.
Ide´es de preuve : Pour montrer les deux premie`res proprie´te´s, il suffit d’utiliser la
de´finition de la covariation, donne´e par la relation (1.51).
Pour la troisie`me proprie´te´, la proposition 22 nous montre que, dans ce cas, la mesure
spectrale M est discre`te et concentre´e sur les points (1, 0), (−1, 0), (0, 1) et (0,−1)
de S2. Ainsi, la covariation est nulle puisque le support de M est tel que s1 ou s2 est
nul.
La covariation est en ge´ne´ral non line´aire par rapport a` son second argument. Elle
n’est ge´ne´ralement pas syme´trique par rapport a` ses arguments. Une autre diffe´rence
majeure entre la covariation et la covariance est mise en e´vidence par la proprie´te´
suivante.
Proprie´te´ 29 Soient Y1 et Y2 deux variables ale´atoires SαS, les quantite´s [Y1, Y2]α
et [Y2, Y1]α peuvent eˆtre de signes diffe´rents.
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Preuve : Nous pouvons le montrer de manie`re simple en conside´rant deux variables
ale´atoires X1 et X2 SαS standards. Posons
Y1 = a1X1 + a2X2 et Y2 = a3X1 + a4X2 (1.57)
Alors, en tenant compte de la pseudo-line´arite´ et de l’inde´pendance entre X1 et X2,
nous avons
[Y1, Y2]α =[a1X1 + a2X2, a3X1 + a4X2]α
=a1a
<α−1>
3 [X1, X1]α + a2a
<α−1>
4 [X1, X1]α.
Puisque X1 et X2 sont des variables ale´atoires re´duites, c’est-a`-dire que [X1, X1]α =
[X2, X2]α = 1, et par application de la formule de la puissance signe´e, nous obtenons
[Y1, Y2]α = a1sign(a3)|a3|α−1 + a2sign(a4)|a4|α−1.
De fac¸on analogue nous avons
[Y2, Y1]α = a3sign(a1)|a1|α−1 + a4sign(a2)|a2|α−1.
Des deux e´galite´s pre´ce´dentes, nous pouvons distinguer diffe´rents cas pour de´terminer
les signes de [Y1, Y2]α et de [Y2, Y1]α :
– si sign(a1) = sign(a2) = sign(a3) = sign(a4) alors [Y1, Y2]α ≥ 0 et [Y2, Y1]α ≥ 0
– si sign(a1) 6= sign(a3) et sign(a2) 6= sign(a4) alors [Y1, Y2]α ≤ 0 et [Y2, Y1]α ≤ 0
– si sign(a1) = sign(a3) et sign(a2) 6= sign(a4) ou sign(a1) 6= sign(a3) et sign(a2) =
sign(a4) alors [Y1, Y2]α et [Y2, Y1]α peuvent eˆtre de signes diffe´rents.
En effet, supposons que sign(a1) = sign(a3) et sign(a2) 6= sign(a4). Nous conside´rons
alors les deux ine´galite´s suivantes
|a1||a3|α−1 − |a2||a4|α−1 ≥ 0;
|a3||a1|α−1 − |a4||a2|α−1 ≤ 0.
(1.58)
Nous en de´duisons que
|a1|
|a2| ≥
( |a4|
|a3|
)α−1
et
( |a1|
|a2|
)α−1
≥ |a4||a3| .
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En posant m =
|a1|
|a2| et n =
|a4|
|a3| , nous avons simplement m ≥ n
α−1 et mα−1 ≤ n.
Nous remarquons que si m ∈ [nα−1, n 1α−1 ] quand n ≥ 1 et m ∈ [n 1α−1 , nα−1] quand
0 < n ≤ 1, alors le syste`me (1.58) est ve´rifie´. Par conse´quent, les quantite´s [Y1, Y2]α
et [Y2, Y1]α sont de signes oppose´s.
La covariation permet de de´finir une norme appele´e norme de covariation. Cette
de´finition est base´e sur la relation (1.56).
Proposition 30 Soit X une variable ale´atoire SαS de parame`tre d’e´chelle γX , avec
α > 1. Alors la relation
‖X‖α = ([X,X]α)1/α = γX (1.59)
de´finit une norme appele´e norme de covariation.
Preuve : Nous pouvons voir que ‖ · ‖ ve´rifie bien les trois axiomes d’une norme.
Soit X ∼ Sα(γX , 0, 0), alors
1. ‖X‖α = 0 si et seulement si X = 0 p.s. (par la relation (1.56)).
2. Puisque aX ∼ Sα(|a|γX , 0, 0), on a donc ‖aX‖α = |a|γX .
3. Si X1 et X2 sont conjointement SαS de mesure spectrale M, alors
‖X1 +X2‖α = γX1+X2
=
(∫
S2
|s1 + s2|αM(ds)
)1/α
.
En utilisant l’ine´galite´ de Minkowski, dans laquelle on pose p = α, nous obte-
nons
‖X1 +X2‖α ≤
(∫
S2
|s1|αM(ds)
)1/α
+
(∫
S2
|s2|αM(ds)
)1/α
= γX1 + γX2
= ‖X1‖α + ‖X2‖α.
Les trois axiomes e´tant ve´rifie´s, ‖ · ‖α est donc une norme.
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Proprie´te´ 31 Soit (X1, X2) ∼ SαS avec 1 < α ≤ 2. Alors
|[X1, X2]α| ≤ ‖X1‖α‖X2‖α−1α (1.60)
Cette proprie´te´ nous montre comment la covariation est majore´e.
Preuve : Si M est la mesure spectrale de (X1, X2), nous avons
|[X1, X2]α| =
∣∣∣∣∫
S2
s1s
<α−1>
2 M(ds)
∣∣∣∣ .
En utilisant l’ine´galite´ de Ho¨lder, dans laquelle on pose p = α et q = α
α−1 , nous
obtenons
|[X1, X2]α| ≤
(∫
S2
|s1|αM(ds)
) 1
α
(∫
S2
|s2|(α−1)(1−1/α)−1M(ds)
)1− 1
α
= γX1γ
α(1− 1
α
)
X2
= ‖X1‖α‖X2‖α−1α .
D’ou` la majoration.
Remarque 32 Bien que la norme de covariation n’est pas de´finie quand α ≤ 1, le
parame`tre d’e´chelle γ, quant a` lui, existe pour toute valeur possible de α. C’est la
raison pour laquelle nous e´tendons la notation ‖·‖α au cas α ≤ 1 de la fac¸on suivante.
Soit X une variable ale´atoire SαS avec 0 < α ≤ 1. Alors on posera
‖X‖α = γX . (1.61)
Certains coefficients de de´pendance ont e´te´ construits sur la base de la covariation.
Ceux-ci et bien d’autres font l’objet du deuxie`me chapitre.
1.3.2 La codiffe´rence
La codiffe´rence a e´te´ introduite par Astrauskas [2]. C’est une mesure de de´pendance
bivarie´e qui, comme la covariation, se re´duit a` la covariance quand α = 2. Alors que
la covariation n’est pas de´finie pour α ≤ 1, la codiffe´rence est, quant a` elle, de´finie
pour tout 0 < α ≤ 2.
De´finition 33 La codiffe´rence de deux variables ale´atoires X1 et X2 conjointement
SαS est e´gale a`
τX1,X2 = ‖X1‖αα + ‖X2‖αα − ‖X1 −X2‖αα, (1.62)
ou` ‖X1‖α, ‖X2‖α et ‖X1 − X2‖α de´signent respectivement les parame`tres d’e´chelle
de X1, X2 et X1 −X2.
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Quelques proprie´te´s de base de cette mesure de de´pendance sont donne´es dans la
proposition qui suit.
Proposition 34 Soit (X1, X2) un vecteur ale´atoire SαS,
1. La codiffe´rence est syme´trique, c’est-a`-dire que
τX1,X2 = τX2,X1 , (1.63)
2. Si α = 2, alors τX1,X2 = Cov(X1, X2),
3. Si X1 et X2 sont inde´pendantes, alors τX1,X2 = 0. Inversement, si τX1,X2 = 0 et
0 < α < 1, alors X1 et X2 sont inde´pendantes.
La preuve est de´taille´e dans Astrauskas [2].
Le lemme ci-apre`s s’applique aux fonctions convexes. Il sera utilise´ dans certaines
de´monstrations pre´sente´es dans la suite.
Lemme 35 Soient u et v deux nombres re´els. Si 0 < p ≤ 1, alors
|u+ v|p ≤ |u|p + |v|p (1.64)
avec l’e´galite´, si p < 1, si et seulement si u = 0 ou v = 0. Si 1 ≤ p <∞, alors
|u+ v|p ≤ 2p−1(|u|p + |v|p). (1.65)
Preuve : Puisque (|u + v|)p ≤ (|u| + |v|)p, nous pouvons supposer u ≥ 0 et v ≥ 0.
Si 0 < p < 1, pour un v > 0 fixe´ et pour tout u ≥ 0, nous avons alors gv(u) =
up + vp − (u + v)p ≥ 0 avec e´galite´ seulement quand u = 0, parce que gv(0) = 0 et
g′v(u) > 0 pour u > 0.
Si 1 ≤ p < ∞, on utilise l’ine´galite´ de Jensen qui, dans le cas fini, s’e´nonce comme
suit :
f
(
n∑
i=1
λixi
)
≤
n∑
i=1
λif(xi),
ou` f est une fonction convexe, les xi sont des points ponde´re´s par des poids positifs
tels que
∑n
i=1 λi = 1. De cette ine´galite´ nous avons
(u+ v)p = 2p
(
u+ v
2
)p
≤ 2p1
2
(up + vp),
ce qui termine la de´monstration.
Le corollaire ci-dessous nous donne l’expression de la codiffe´rence dans le cas de
vecteurs ale´atoires sous-gaussiens.
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Corollaire 36 Soit X = (A1/2G1, A
1/2G2) un vecteur ale´atoire sous-gaussien bivarie´
ou` (Rjk)1≤j≤k≤2 est la matrice de covariance du vecteur gaussien sous-jacent G, alors
on a :
τX1,X2 = 2
−α/2
[
R
α/2
11 +R
α/2
22 − [R11 +R22 − 2R12]α/2
]
, 0 < α < 2. (1.66)
Cette relation nous montre que la codiffe´rence de´pend de α et de la matrice de cova-
riance du vecteur gaussien sous-jacent G.
Preuve : Il s’agit simplement de l’application de la formule de la codiffe´rence dans
le cas sous-gaussien. En effet, en utilisant les relations (1.62), (1.54) et (1.61), nous
avons, pour tout 0 < α < 2,
τX1,X2 = ‖X1‖αα + ‖X2‖αα − ‖X1 −X2‖αα
= ‖A1/2G1‖αα + ‖A1/2G2‖αα − ‖A1/2(G1 −G2)‖αα
= 2−
α
2R
α
2
11 + 2
−α
2R
α
2
22 − 2−
α
2 [R11 +R22 − 2R12]
α
2 .
D’ou` la relation (1.66).
Notons que poser R12 = 0 (les variables G1 et G2 du vecteur gaussien sous-jacent
sont inde´pendantes) n’annule pas la codiffe´rence. En effet, si c’est le cas, la relation
(1.66) devient
τX1,X2 = 2
−α
2
[
R
α
2
11 +R
α
2
22 − [R11 +R22]
α
2
]
, 0 < α < 2.
En utilisant la relation (1.64), dans laquelle on pose u = R11, v = R22 et p = α/2,
nous obtenons que τX1,X2 > 0. Cela implique que X1 et X2 ne sont pas inde´pendantes.
La plus petite valeur de τX1,X2 est celle pour laquelle r = −1. Dans ce cas,
τX1,X2 = 2
−α
2
[
R
α
2
11 +R
α
2
22 −
[
R
1
2
11 +R
1
2
22
]α]
.
Quand 0 < α ≤ 1, nous posons u = R
1
2
11, v = R
1
2
22 et p = α. Alors, en utilisant la
relation (1.64), nous avons τX1,X2 ≥ 0, avec τX1,X2 = 0 si et seulement si α = 1.
Quand 1 < α < 2, en posant u, v et p comme pre´ce´demment dans la relation (1.65)
nous obtenons τX1,X2 ≥ (1− 2α−1)2−
α
2
(
R
α
2
11 +R
α
2
22
)
6= 0 .
Interpre´tation : Les composantes d’un vecteur ale´atoire SαS sous-gaussien sont
toujours de´pendantes.
Lorsque R11 = R22, la codiffe´rence a la forme plus simple suivante
τX1,X2 =
(
21−
α
2 − (1− r)α2 )Rα211, 0 < α < 2, (1.67)
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ou` r est le coefficient de corre´lation habituel entre G1 et G2.
La proprie´te´ suivante donne un majorant et un minorant de la codiffe´rence pour
des vecteurs ale´atoires SαS sous-gaussiens.
Proprie´te´ 37 Soit 0 < α < 2. Sous les conditions du corollaire 36, nous avons
2−
α
2
[(
R
α
2
11 +R
α
2
22
)
− (R
1
2
11 +R
1
2
22)
α
]
≤ τX1,X2 (1.68)
et
τX1,X2 ≤ 2−
α
2
[(
R
α
2
11 +R
α
2
22
)
− |R
1
2
11 −R
1
2
22|α
]
(1.69)
Preuve : Soit G le vecteur gaussien sous-jacent de X. Le coefficient de corre´lation
entre G1 et G2 est donne´ par
r =
R12
[R11R22]1/2
.
Exprimons ce coefficient de corre´lation en fonction de la codiffe´rence τX1,X2 . En uti-
lisant la relation (1.66), nous obtenons
r =
1
2
R
− 1
2
11 R
− 1
2
22
[
(R11 +R22)−
[
(R
α
2
11 +R
α
2
22)− 2
α
2 τX1,X2
] 2
α
]
D’autre part nous savons que |r| ≤ 1, ce qui nous permet d’avoir
−1 ≤ 1
2
R
− 1
2
11 R
− 1
2
22
[
(R11 +R22)−
[
(R
α
2
11 +R
α
2
22)− 2
α
2 τX1,X2
] 2
α
]
≤ 1
⇔
[
R
1
2
11 −R
1
2
22
]2
≤
[
(R
α
2
11 +R
α
2
22)− 2
α
2 τX1,X2
] 2
α ≤
[
R
1
2
11 +R
1
2
22
]2
⇔
∣∣∣R 1211 −R 1222∣∣∣α ≤ (Rα211 +Rα222)− 2α2 τX1,X2 ≤ (R 1211 +R 1222)α
⇔

2−
α
2
[(
R
α
2
11 +R
α
2
22
)
− (R1/211 +R
1
2
22)
α
]
≤ τX1,X2 ,
et
2−
α
2
[(
R
α
2
11 +R
α
2
22
)
− |R
1
2
11 −R
1
2
22|α
]
≥ τX1,X2 .
A pre´sent, comparons ces extre´mums a` ceux qu’on obtient par simple application
de la proprie´te´ 2.10.5 dans Samorodnitsky et Taqqu [72], page 104. Cette proprie´te´
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donne un majorant et un minorant de la codiffe´rence dans un cas α-stable ge´ne´ral.
De cette proprie´te´ on a :
τX1,X2 ≤ 2−
α
2
[
R
α
2
11 +R
α
2
22
]
, 0 < α ≤ 2
et
τX1,X2 ≥
{
0 si 0 < α ≤ 1,
2−
α
2 (1− 2α−1)
[
R
α
2
11 +R
α
2
22
]
si 1 < α ≤ 2.
Il est e´vident que pour les majorants on a
2−
α
2
[(
R
α
2
11 +R
α
2
22
)
− |R
1
2
11 −R
1
2
22|α
]
≤ 2−α2
[
R
α
2
11 +R
α
2
22
]
avec e´galite´ si et seulement si R11 = R22.
Pour ce qui est de la borne infe´rieure, montrons que dans les deux cas 0 < α ≤ 1
et 1 < α < 2, la borne que nous proposons minore celle propose´e dans la proprie´te´
2.10.5 dans Samorodnitsky et Taqqu [72], page 104.
– Quand 0 < α ≤ 1, en utilisant la relation (1.64), dans laquelle on pose u = R
1
2
11,
v = R
1
2
11 et p = α, nous obtenons(
R
α
2
11 +R
α
2
22
)
− |R
1
2
11 −R
1
2
22|α ≥ 0
avec e´galite´ seulement quand R11 = 0 ou R22 = 0 (Ces cas n’ont aucun inte´reˆt).
– Quand 1 < α < 2, nous utilisons la relation (1.65) et nous posons u, v et p
comme pre´ce´demment. Nous obtenons[
R
1/2
11 +R
1/2
22
]α
≤ 2α−1
[
R
α/2
11 +R
α/2
22
]
⇔
(
R
α
2
11 +R
α
2
22
)
−
(
R
1
2
11 +R
1
2
22
)α
≥
(
R
α
2
11 +R
α
2
22
)
− 2α−1
(
R
α
2
11 +R
α
2
22
)
⇔ 2−α2
[(
R
α
2
11 +R
α
2
22
)
− (R
1
2
11 +R
1
2
22)
α
]
≥ 2−α2 (1− 2α−1)
[
R
α
2
11 +R
α
2
22
]
.
L’e´galite´ n’est obtenue que si et seulement si R11 = R22.
Ainsi, les extre´mums que nous proposons dans la proprie´te´ 37 sont plus pre´cis et
montrent clairement comment l’intervalle, dans lequel la quantite´ τ se trouve, varie
exactement en fonction de α et des variances des composantes du vecteur gaussien
sous-jacent.
Lorsque R11 = R22, la quantite´ τ est majore´e et minore´e de la fac¸on suivante
21−
α
2 (1− 2α−1)R
α
2
11 ≤ τX1,X2 ≤ 21−
α
2R
α
2
11, 0 < α < 2. (1.70)
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Remarque 38 Dans le cas sous-gaussien, la borne infe´rieure est donne´e par la meˆme
expression quel que soit α, ce qui n’est pas le cas dans un contexte α-stable ge´ne´ral
(voir Proprie´te´ 2.10.5, Samorodnitsky et Taqqu [72], page 104).
La proprie´te´ ci-dessous montre que sous certaines conditions, la comparaison de la
de´pendance de deux vecteurs, ceci par rapport a` la codiffe´rence, peut eˆtre e´quivalente
a` comparer leur de´pendance par rapport aux coefficients de corre´lation entre les
composantes des vecteurs gaussiens sous-jacents respectifs.
Proprie´te´ 39 Soient 0 < α < 2, (X1, X2) et (X
′
1, X
′
2) deux couples de vecteurs
ale´atoires SαS sous-gaussiens, dont les vecteurs gaussiens sous-jacents ont pour ma-
trices de covariance respectives (Rij)1≤i≤j≤2 et (R′ij)1≤i≤j≤2. Sous la condition R11 =
R′11 et R22 = R
′
22 ou R11 = R
′
22 et R22 = R
′
11, on a
τX1,X2 ≤ τX′1,X′2 ⇔ r ≤ r′, (1.71)
ou` r et r′ sont les corre´lations des vecteurs gaussiens sous-jacents a` (X1, X2) et
(X ′1, X
′
2) respectivement.
Preuve : Il suffit de montrer cette ine´galite´ sous la condition R11 = R
′
11 et R22 = R
′
22.
Par commutativite´ de l’addition et de la multiplication, l’ine´galite´ resterait vraie sous
l’autre condition.
En utilisant la relation (1.66), nous obtenons
τ(X1,X2) ≤ τ(X′1,X′2) ⇔ −
[
R11 +R22 − 2rR
1
2
11R
1
2
22
]α
2 ≤ −
[
R11 +R22 − 2r′R
1
2
11R
1
2
22
]α
2
⇔ −2rR
1
2
11R
1
2
22 ≥ −2r′R
1
2
11R
1
2
22
⇔ r ≤ r′.
Ce qui termine la de´monstration.
Remarque 40 Cette proprie´te´ montre e´galement toute l’importance que reveˆt le
signe de la de´pendance et de l’interpre´tation qu’il faudrait lui donner. En effet, si
par exemple r = 0 et r′ = −0.5, on serait tenter de conclure que (X1, X2) est moins
de´pendant que (X ′1, X
′
2), ce qui n’est pas le cas sous l’angle de la codiffe´rence.
1.4 Simulation de variables et vecteurs α-stables
Il existe de nombreux algorithmes pour simuler des variables ale´atoires de diffe´rents
types. Beaucoup d’entre eux utilisent la me´thode de la fonction inverse. Encore ap-
pele´e la me´thode directe, elle est base´e sur le the´ore`me suivant.
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The´ore`me 41 Soit U une variable ale´atoire distribue´e uniforme´ment sur l’intervalle
]0, 1[. Soit F (x) une fonction monotone croissante sur ]a, b[ posse´dant une de´rive´e
et les limites F (x) → 0 quand x → a et F (x) → 1 quand x → b (on peut aussi
conside´rer les cas a = −∞ et (ou) b =∞). Alors la fonction inverse F−1(u), u ∈]0, 1[,
existe, et la variable ale´atoire
X = F−1(U) (1.72)
est distribue´e sur l’intervalle ]a, b[ avec la densite´
fX(x) = F
′(x). (1.73)
Preuve : Puisque la fonction F (x) est strictement croissante et FU(x) = x, alors
FX(x) = P{X < x} = P{F−1(U) < x} = P{U < F (x)} = FU(F (x)) = F (x).
Apre`s de´rivation, nous arrivons a` (1.73).
1.4.1 Simulation de variables ale´atoires α-stables
On dispose de plusieurs algorithmes pour la simulation de variables ale´atoires α-
stables. En ge´ne´ral, l’algorithme de simulation utilise´ de´pend de la parame´trisation
suivant laquelle la variable ale´atoire devrait eˆtre simule´e. Dans la librairie fBasics
qu’utilise le logiciel R, on trouve les algorithmes correspondant a` chacune de ces pa-
rame´trisations.
Les me´thodes utilise´es pour simuler les lois de Gauss, de Cauchy et de Le´vy sont
plus connues. La me´thode simple de Box-Mu¨ller permet de simuler des variables
ale´atoires normales centre´es re´duites inde´pendantes. Dans cette me´thode, on com-
mence par ge´ne´rer deux variables ale´atoires U et V inde´pendantes de meˆme loi uni-
forme sur ]0, 1[. Les variables ale´atoires X et Y de´finies par
X =
√−2 lnU cos(2piV )
Y =
√−2 lnU sin(2piV )
sont des variables ale´atoires N (0, 1) inde´pendantes.
Pour avoir une variable ale´atoire C distribue´e suivant une loi de Cauchy S1(γ, 0, δ)
de densite´ (1.7), il suffit de ge´ne´rer une variable ale´atoire T uniforme sur ]−pi/2, pi/2[
et d’appliquer la relation
C = γ tanT + δ, (1.74)
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Dans le cas ou` on voudrait avoir une variable ale´atoire L suivant une loi de Le´vy
S1/2(γ, 1, δ) de densite´ (1.9), il suffit de ge´ne´rer une variable ale´atoire normale Z
centre´e et re´duite et d’appliquer la relation
L = γZ−2 + δ. (1.75)
En ge´ne´ral, cependant, la ge´ne´ration de variables ale´atoires stables est plus com-
plique´e. Kanter [40] a propose´ une formule pour la simulation des variables ale´atoires
totalement asyme´triques a` droite. Dans Chambers et al. [10] la formule de Kanter est
ge´ne´ralise´e a` toute la famille des variables stables. Plus re´cemment, Weron et We-
ron [75] ont obtenu des re´sultats similaires. Les formules qui suivent permettent de
simuler une variable ale´atoire Y ∼ Sα(1, β, 0) distribue´e suivant la parame´trisation A.
Pour α 6= 1
Y = [1 + β2 tan2(αpi/2)]1/(2α)
sin[α(T + b)]
(cosT )1/α
[
cos(T − α(T + b))
W
](1−α)/α
(1.76)
et pour α = 1
Y = (2/pi)
[
(pi/2 + βT ) tanT − β ln
(
(pi/2)W cosT
pi/2 + βT
)]
, (1.77)
ou` b = α−1 arctan(β2 tan(αpi/2)). La variable ale´atoire W suit une loi exponentielle
de moyenne 1 et T est une variable ale´atoire distribue´e suivant une loi uniforme sur
]−pi/2, pi/2[, inde´pendante deW . Pour avoir une variable ale´atoire distribue´e suivant
une loi Sα(γ, β, δ), il suffit d’utiliser la proprie´te´ suivante.
Proprie´te´ 42 Soient X1 et X2 deux variables ale´atoires qui suivent respectivement
des distributions α-stables Sα(γ1, β, δ1) et Sα(γ2, β, δ2). Les re´els a > 0 et b tels que
X1
d
= aX2 + γ1b, (1.78)
sont de´termine´s de fac¸on unique par
a = (γ1/γ2)
1/α,
b =
{
δ1 − δ2(γ1/γ2)1/α, α 6= 1,
δ1 − δ2 + (2/pi)β ln(γ1/γ2), α = 1.
En posant δ2 = 0 et γ2 = 1 dans (1.78), on obtient le cas particulier suivant :
X1
d
=
{
γ
1/α
1 X2 + γ1δ1, α 6= 1,
γ
1/α
1 X2 + γ1[δ1 + (2/pi) ln γ1], α = 1.
(1.79)
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Ide´e de preuve : On calcule la fonction caracte´ristique de aX2 + γ1b et on proce`de
a` une idenfication avec celle de X1.
En utilisant la relation (1.79), on peut obtenir une variable ale´atoire X1 ∼ Sα(γ, β, δ)
a` partir d’une variable X2 ∼ Sα(1, β, 0).
Il existe des techniques de simulation de variables ale´atoires base´es sur des repre´sen-
tations en se´ries dites de Lepage. Nous e´nonc¸ons un re´sultat qui sert de base a` la si-
mulation de variables ale´atoires SαS. Soient {εj}j∈N, {Wj}j∈N et {Γj}j∈N trois suites
inde´pendantes de variables ale´atoires telles que :
– Les variables ale´atoires ε1, ε2, ... sont inde´pendantes et identiquement distribue´es
suivant une loi de Rademacher, c’est-a`-dire que P(ε1 = 1) = P(ε1 = −1) = 12 .
– Les variables W1,W2, ... sont inde´pendantes et identiquement distribue´es telles
que E|Wj|α <∞ pour tout 0 < α < 2.
– Les variables Γ1,Γ2, ... sont des temps d’arrive´e d’un processus de Poisson d’in-
tensite´ 1, c’est-a`-dire que Γj =
∑j
k=1 ek, ou` les ek sont des variables ale´atoires
inde´pendantes et identiquement distribue´es suivant une loi exponentielle de
moyenne 1.
Corollaire 43 Soit X une variable ale´atoire SαS, alors
X
d
= γ
(
Cα
E|W1|
)1/α ∞∑
j=1
εjΓ
−1/αWj, (1.80)
ou` γ est le parame`tre d’e´chelle de X et Cα donne´e dans (1.19).
En effet, la somme
∑∞
j=1 εjΓ
−1/αWj converge presque-suˆrement vers une variable
ale´atoire SαS de parame`tre d’e´chelle γ′ = C−1α [E|W1|α]
1
α (Samorodnitsky et Taqqu
[72], pages 23-26). Cette me´thode de simulation est moins bonne que les pre´ce´dentes
parce que la convergence des se´ries est en ge´ne´ral trop lente.
1.4.2 Simulation de vecteurs ale´atoires α-stables
De manie`re ge´ne´rale, la simulation des vecteurs α-stables non-gaussiens est plus
ardue car elle ne´cessite la simulation de la mesure spectrale qui contient toute l’infor-
mation sur la structure de de´pendance du vecteur. Dans cette partie, nous montrons
comment nous avons simule´ les familles de vecteurs ale´atoires α-stables sur lesquelles
nous avons travaille´.
Pour simuler un vecteur gaussien de dimension n, nous utilisons le re´sultat bien
connu suivant.
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Proposition 44 Soit X un vecteur gaussien de loi Nn(m,Σ), A une application
line´aire de Rn dans Rp et b un vecteur de Rp. Alors AX+ b est un vecteur gaussien
de loi Np(Am+ b, AΣAT ).
Cas particulier : Le vecteur ale´atoire X suit une loi N (0, In), ce qui signifie que les
variables Xj sont toutes inde´pendantes et distribue´es suivant une loi normale centre´e
et re´duite, alors
AX+ b ∼ Nn(b, AAT ). (1.81)
La matrice Σ de covariance est syme´trique et positive. Elle admet donc une de´compo-
sition unique sous forme de racine carre´e, c’est-a`-dire que Σ = Σ
1
2Σ
1
2 . D’apre`s la
de´composition de Schur,
Σ
1
2 = P∆
1
2P T ,
ou` ∆ est la matrice diagonale des valeurs propres de Σ et P la matrice des vecteurs
propres associe´s a` chacune des valeurs propres. La matrice Σ
1
2 est syme´trique. En po-
sant A = Σ
1
2 et b = 0 dans (1.81), on voit que si X ∼ N (0, In), alors Σ 12X ∼ N (0,Σ).
Le re´sultat pre´ce´dent nous permet de simuler un vecteur ale´atoire SαS sous-
gaussien Z = A1/2G, donne´ dans la de´finition 19. Le cas particulier de la proposition
44 nous permet de simuler un vecteur gaussien de moyenne nulle. Pour simuler la
variable ale´atoire α-stable A de manie`re a` ce qu’elle soit positive, nous utilisons
la parame´trisation M . Nous pouvons aussi simuler des vecteurs ale´atoires dont les
composantes sont des combinaisons line´aires de variables ale´atoires inde´pendantes en
utilisant la relation (1.41).
Modarres et Nolan [55] et Nolan [58] proposent une me´thode de simulation d’e´chan-
tillons ale´atoires de distributions stables multivarie´es. Cette me´thode se base sur
l’utilisation d’une mesure spectrale discre`te de la forme
M(·) =
k∑
j=1
σjδsj(·), (1.82)
ou` les σj = M(Aj), j = 1, ..., k sont des poids et les δsj sont des fonctions de Dirac
aux points sj ∈ S2, j = 1, ..., k. Les Aj forment une partition de S2.
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De manie`re ge´ne´rale, on peut diviser les me´thodes d’estimation en deux cate´gories.
La premie`re contient des me´thodes qui n’utilisent pas d’information sur l’expression
analytique de la densite´ de distribution des e´le´ments de l’e´chantillon. La deuxie`me
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cate´gorie comprend les me´thodes dans lesquelles une certaine connaissance de la
forme de la densite´ de probabilite´ des e´le´ments de l’e´chantillon est suppose´e. Bien
e´videmment, on pre´fe´rerait des me´thodes de la premie`re cate´gorie, notamment parce
que les conditions de re´gularite´ qu’elles utilisent sont plus faibles que les conditions
habituelles des me´thodes de la deuxie`me cate´gorie. Malheureusement, ces me´thodes
ont e´te´ moins de´veloppe´es. C’est la raison pour laquelle on recourt ge´ne´ralement aux
me´thodes de la deuxie`me cate´gorie pour l’estimation des parame`tres des lois stables.
1.5.1 Estimateur de Hill pour l’index de stabilite´
Hill [37] a propose´ un estimateur conditionnel du maximum de vraisemblance de
l’index α de toute loi a` queue lourde, c’est-a`-dire qui ve´rifie
P(X ≥ x) ∼ x−αL(x),
ou` L(x) est une fonction a` variation lente et α > 0. Comme nous l’avons vu pre´ce´-
demment, les lois α-stables ve´rifient cette condition avec 0 < α < 2. Pour 1 ≤ j ≤ n,
e´crivons X(j) la je plus grande valeur de X1, ..., Xn. L’estimateur de Hill base´ sur les
observations X1, ..., Xn est
Hk,n =
1
k
k∑
j=1
ln
X(j)
X(k+1)
. (1.83)
Deheuvels et al. [17] ont montre´ que lorsque les variables Xj sont inde´pendantes,
Hk,n converge presque-suˆrement vers α
−1. Resnick et Starica [70] ont, quant a` eux,
montre´ la convergence en probabilite´ de cet estimateur en pre´sence d’observations
de´pendantes.
1.5.2 Estimateurs base´s sur les fractiles d’e´chantillon
Nous de´crivons ici l’estimateur de´veloppe´ par McCulloch [51] pour les parame`tres
α et β. Cette technique est imple´mente´e dans la librairie fBasics du logiciel R, de´ja`
mentionne´e pre´ce´demment. Soient X ∼ Sα(γ, β, δ) et X(p) le quantile d’ordre p de
cette distribution. L’estimateur de McCulloch utilise cinq quantiles pour estimer α ∈
[0.6, 2] et β ∈ [−1, 1], de la fac¸on suivante.
Soit
Φ1(α, β) =
X(.95)−X(.05)
X(.75)−X(.25) ,
Φ2(α, β) =
X(.95)+X(.05)−2X(.50)
X(.95)−X(.05) .
Puisque Φ1 et Φ2 sont respectivement monotone en α et en β (pour α fixe´) ces
fonctions peuvent eˆtre inverse´es pour obtenir
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α = Ψ1(Φ1,Φ2),
β = Ψ2(Φ1,Φ2).
McCulloch a tabule´ Ψ1 et Ψ2 pour diffe´rentes valeurs de Φ1 et Φ2. Pour de´finir
un estimateur, on prend un e´chantillon ale´atoire venant d’une distribution stable et
on de´finit Φ̂1 et Φ̂2 en remplac¸ant les quantiles X(p) par les quantiles empiriques
correspondants X̂(p). Puisque les quantiles empiriques sont consistants, Ψ̂1 et Ψ̂2 sont
des estimateurs consistants de Φ1 et Φ2. Ainsi, on de´finit
α̂ = Ψ1(Φ̂1, Φ̂2),
β̂ = Ψ2(Φ̂1, Φ̂2).
Les tables propose´es par Mc Culloch peuvent eˆtre utilise´es pour trouver α̂ et β̂ pour
un e´chantillon ale´atoire venant d’une distribution stable.
McCulloch a de´fini des fonctions similaires, utilisant les cinq quantiles pre´ce´dents,
pour estimer les parame`tres d’e´chelle γ et de position δ. Ces fonctions ont e´te´ tabule´es
pour diffe´rentes valeurs de γ et δ. En utilisant ces tables comme pour l’estimation de
α et β, on obtient des estimations de γ et δ.
1.5.3 Estimateurs base´s sur la fonction caracte´ristique
Koutrouvelis [45] a propose´ une me´thode d’estimation des parame`tres d’une loi
stable en se basant sur la re´gression. Nous avons imple´mente´ cette me´thode dans
le cas SαS. La fonction caracte´ristique d’une variable ale´atoire SαS est donne´e par
(1.22). Dans ce cas, nous avons
ln(− ln |ϕX(t)|2) = ln(2γα) + α ln |t|. (1.84)
Cette e´quation ne de´pend que de α et γ. Posons y = ln(− ln |ϕX(t)|2), w = ln |t| et
λ = ln(2γα). Ainsi, estimer α et γ revient a` estimer les parame`tres α et λ du mode`le
yk = λ+ αwk + ²k, k = 1, 2, ..., K, (1.85)
ou` wk = ln |tk|, tk, k = 1, ..., K sont des re´els approprie´s et ²k est un terme d’erreur. Si
x1, ..., xn sont les re´alisations de la variable ale´atoire syme´trique X, alors sa fonction
caracte´ristique empirique est
ϕ̂X(t) =
1
n
n∑
j=1
cos(txj).
Nous posons ŷk = ln(− ln |ϕ̂X(t)|2). Par re´gression line´aire, nous avons
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α̂ =
K
K∑
k=1
wkŷk −
K∑
k=1
wk
K∑
k=1
ŷk
K
K∑
k=1
w2k −
(
K∑
k=1
wk
)2 et λ̂ = 1K
K∑
k=1
yk − 1
K
α̂
K∑
k=1
wk.
Nous obtenons donc
γ̂ =
(
1
2
eλ̂
)1/α̂
.
Les tk sont choisis tels que ∀k ∈ [1;K], tk = pik25 et la constante K est choisie suivant
le tableau donne´ dans Koutrovelis [45].
On dispose e´galement d’estimateurs des parame`tres d’une loi stable, base´s sur la
me´thode du maximum de vraisemblance. Dumouchel [19] a de´montre´ la consistance et
la normalite´ asymptotique de ces estimateurs. Cette me´thode d’estimation donne les
meilleurs re´sultats. Elle est cependant tre`s couteuse en temps de calcul. L’algorithme
permettant de calculer les estimations par cette me´thode est e´galement imple´mente´
dans la librairie fBasics.
Le proble`me de l’estimation des parame`tres dans le cas multivarie´ est de loin
plus complexe et ne se re´sume pas simplement a` l’estimation des parame`tres de
chacune des composantes du vecteur. En effet, a` un vecteur α-stable est associe´e une
mesure spectrale qui porte l’information sur la de´pendance entre les composantes.
Lorsque cette mesure spectrale est continue ou absolument continue, on a recourt a`
des techniques d’estimation dans des espaces de dimension infinie. Certains travaux
ont porte´ sur l’estimation de la mesure spectrale. Par exemple Byczkwoski et al. [6] et
Nolan et al. [60] proposent une me´thode d’approximation de la mesure spectrale par
la mesure discre`te (1.82). Nous expliciterons cette me´thode dans le chapitre suivant.
Chapitre 2
Coefficients de de´pendance
Introduction
Dans la famille des lois α-stables, la loi normale apparaˆıt comme une exception car
c’est la seule loi ayant une variance finie. Dans ce cas, le coefficient de corre´lation se
re´ve`le un puissant outil pour comprendre la de´pendance entre les variables ale´atoires.
En revanche, lorsque 0 < α < 2, ce coefficient n’est plus de´fini. C’est ainsi que
les mathe´maticiens ont e´te´ confronte´s a` la ne´cessite´ de de´finir des coefficients de
de´pendance valides pour des lois stables non-gaussiennes.
Press [64] a introduit le parame`tre d’association (a. p. de l’anglais Association
Parameter) qu’il a de´fini pour des vecteurs ale´atoires syme´triques α-stables dont la
fonction caracte´ristique peut eˆtre repre´sente´e par une forme quadratique. En s’inspi-
rant de ces travaux, Paulauskas [65] a propose´ le parame`tre d’association ge´ne´ralise´
(g.a.p. de l’anglais Generalized Association Parameter), applicable a` tout vecteur
ale´atoire SαS. Pour un couple ale´atoire SαS, l’espe´rance conditionnelle de l’une des
composantes par rapport a` l’autre est line´aire. Kanter et Steiger [41] ont propose´
un estimateur pour cette constante de line´arite´. Quand α > 1, cette constante peut
s’exprimer en fonction de la covariation. C’est ainsi que Nikias et Shao [57] ont appele´
cette constante coefficient de covariation et ont propose´ un estimateur de ce coeffi-
cient.
Le coefficient de covariation et le g.a.p., et leurs proprie´te´s respectives, sont
pre´sente´s dans la premie`re partie de ce chapitre. La deuxie`me partie reprend les
re´sultats de deux articles cosigne´s avec B. Garel. Garel et Kodia [30] ont introduit
le coefficient de covariation syme´trique signe´ (scov de l’anglais Signed Symmetric
Covariation Coefficient). Ce nouveau coefficient, de´fini dans un contexte SαS avec
α > 1, posse`de la plupart des proprie´te´s du coefficient de corre´lation habituel. Une
version corrige´e de ce coefficient est propose´e dans Garel et Kodia [31]. Dans le cas
des vecteurs ale´atoires sous-gaussiens, il co¨ıncide avec le g.a.p. La troisie`me partie,
inspire´e de Garel et Kodia [31], aborde l’estimation des coefficients de de´pendance
47
2.1 Le coefficient de covariation et le g.a.p 48
que nous pre´sentons. Nous commenc¸ons par un estimateur du g.a.p., base´ sur une
estimation de la mesure spectrale. Nous pre´sentons ensuite un estimateur du scov,
base´ sur les moments fractionnaires d’ordre infe´rieur. Cette partie se termine par
l’introduction d’un coefficient de de´pendance base´ sur les rangs : le coefficient de van
der Waerden. Dans la dernie`re partie, une e´tude comparative de tous ces estimateurs
est de´veloppe´e a` partir de simulations. La mise en œuvre d’une approche empirique
pour les lois asymptotiques des estimateurs propose´s termine cette partie.
2.1 Le coefficient de covariation et le g.a.p
2.1.1 Le coefficient de covariation
Lorsque (X1, X2) est un vecteur gaussien de moyenne nulle, la re´gression de X1
sur X2 est line´aire. Dans ce cas, la constante de line´arite´ est e´gale au rapport de la
covariance de (X1, X2) sur la variance deX2. Quand α < 2, un re´sultat semblable reste
valide. En effet, Wise (1966) a montre´ que pour un vecteur ale´atoire bidimensionnel
SαS avec 1 < α ≤ 2,
E(X1|X2) = λX1,X2X2, p. s., (2.1)
ou` λX1,X2 est une constante de line´arite´. Cette constante donne une certaine informa-
tion sur la de´pendance entre les variables ale´atoires X1 et X2. Ce re´sultat est repris
dans Blattberg et Sargent [4].
Kanter et Steiger [41] ont propose´ un estimateur de cette constante de line´arite´.
Soient (X11, X21), ..., (X1n, X2n) des observations inde´pendantes et identiquement dis-
tribue´es, cet estimateur est donne´ par
λ̂X1,X2 =
n∑
j=1
X1jX
−1
2j I]c1,c2[(|X2j|)
n∑
j=1
I]c1,c2[(|X1j|)
, (2.2)
ou` les constantes c1 et c2 sont a` pre´ciser (on pose ge´ne´ralement c1 > 0 et c2 = ∞).
Cet estimateur est non biaise´ quand α > 1.
Le re´sultat de Wise peut s’exprimer en fonction de la covariation et de la norme
associe´e quand α > 1.
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The´ore`me 45 Soit (X1, X2) un vecteur ale´atoire SαS avec α > 1. Alors on a
E(X1|X2) = [X1, X2]α‖X2‖αα
X2, p. s. (2.3)
La preuve est de´taille´e dans Samorodnitsky et Taqqu [72], pages 175-176.
Les relations (2.1) et (2.3) permettent d’exprimer la constante de line´arite´ en
fonction de la covariation.
De´finition 46 Soit (X1, X2) un vecteur ale´atoire SαS, α > 1. On appelle coefficient
de covariation de X1 sur X2 la quantite´
λX1,X2 =
[X1, X2]α
‖X2‖αα
. (2.4)
Remarque 47 Ce coefficient n’est pas syme´trique et peut eˆtre non borne´. On le voit
facilement en posant X2 = cX1, ou` c est une constante non nulle telle que c 6= ±1.
Nous avons
λX1,X2 =
[X1, cX1]α
‖cX1‖αα
=
1
c
et λX2,X1 =
[cX1, X1]α
‖X1‖αα
= c.
Nikias et Shao [57] ont propose´ un estimateur convergent du coefficient (2.4), base´ sur
les moments fractionnaires d’ordre infe´rieur. Nous expliciterons ce type d’estimateur
dans la troisie`me partie de ce chapitre.
2.1.2 Le coefficient d’association ge´ne´ralise´ (g.a.p.)
Ce coefficient a e´te´ introduit par Paulauskas [65] et est applicable a` tout vecteur
ale´atoire SαS.
De´finition 48 Soient (X1, X2) un vecteur SαS, 0 < α ≤ 2 etM sa mesure spectrale
sur le cercle unite´ S2. Soit (U1, U2) un vecteur ale´atoire sur S2 de distribution de
probabilite´ M˜(·) = M(·)/M(S2). Puisque M est syme´trique, on a EU1 = EU2 = 0.
Le parame`tre d’association ge´ne´ralise´e de (X1, X2) est la quantite´ :
ρ˜(X1, X2) =
EU1U2
(EU21EU
2
2 )
1/2
. (2.5)
C’est un coefficient de corre´lation calcule´ sur un vecteur quelconque dont la loi de
probabilite´ est la mesure spectrale normalise´e.
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Proposition 49 Soit (X1, X2) un vecteur SαS, 0 < α ≤ 2. Le g.a.p. ρ˜ a les pro-
prie´te´s suivantes :
1. On a toujours −1 ≤ ρ˜ ≤ 1 et si une distribution correspond a` un vecteur
ale´atoire dont les composantes sont inde´pendantes, alors ρ˜ = 0.
2. Si |ρ˜| = 1 alors la distribution est concentre´e sur une droite.
3. Pour α = 2, ρ˜ co¨ıncide avec le coefficient de corre´lation d’un vecteur ale´atoire
gaussien.
4. Le coefficient ρ˜ est inde´pendant de α et ne de´pend que de la mesure spectrale
M.
5. Si une fonction caracte´ristique est donne´e par
ϕX(t) = exp
{−C(γ2X1t21 + 2rγX1γX2t1t2 + γ2X2t22)α/2} , (2.6)
ou` C est une constante approprie´e, alors r est le g.a.p.
La preuve est de´taille´e dans Paulauskas [65].
2.2 Le coefficient de covariation syme´trique signe´
Ce coefficient de de´pendance a e´te´ introduit par Garel et Kodia [30], [31]. A` la
diffe´rence du coefficient de covariation, le coefficient de covariation syme´trique signe´
est borne´.
2.2.1 De´finition et premie`res proprie´te´s
De´finition 50 Soit (X1, X2) un vecteur ale´atoire SαS avec α > 1. Le coefficient de
covariation syme´trique signe´ de X1 et X2 est la quantite´ :
scov(X1, X2) = κ(X1,X2)
∣∣∣∣ [X1, X2]α[X2, X1]α‖X1‖αα‖X2‖αα
∣∣∣∣ 12 , (2.7)
ou`
κ(X1,X2) =

sign([X1, X2]α) si sign([X1, X2]α) = sign([X2, X1]α),
−1 si sign([X1, X2]α) = −sign([X2, X1]α).
(2.8)
Remarque 51 Le coefficient de covariation syme´trique signe´ (scov) est, de par sa
construction, analogue au coefficient de corre´lation de Pearson. En effet, pour un
vecteur ale´atoire gaussien (X1, X2) de moyenne nulle, on a
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E(X1|X2) = Cov(X1, X2)
Var(X2)
X2 et E(X2|X1) = Cov(X1, X2)
Var(X1)
X1.
On peut voir le coefficient de corre´lation comme la racine carre´e du produit des pentes
de re´gression, le tout multiplie´ par le signe de la covariance entre X1 et X2. Or le
the´ore`me 45 montre que, quand α > 1,
E(X1|X2) = [X1, X2]α‖X2‖αα
X2, p. s. et E(X2|X1) = [X2, X1]α‖X1‖αα
X1, p. s.
De la meˆme fac¸on, le scov est obtenu en prenant la racine carre´e de la valeur absolue
du produit des pentes de re´gression, le tout multiplie´ par un signe qui de´pend de la
covariation. Dans la relation (2.8), la valeur de sign κ(X1,X2) est naturelle dans le pre-
mier cas et rejoint le cas gaussien. Le dernier cas, sign([X1, X2]α) = −sign([X2, X1]α),
est tre`s spe´cial et sera parfois traite´ se´pare´ment.
Le coefficient de covariation syme´trique signe´ (scov) a la plupart des proprie´te´s
du coefficient de corre´lation d’un vecteur ale´atoire a` variance finie.
Proposition 52 Soit (X1, X2) un vecteur ale´atoire SαS avec α > 1. Le coefficient
de covariation syme´trique signe´ posse`de les proprie´te´s suivantes :
1. −1 ≤ scov(X1, X2) ≤ 1 et siX1,X2 sont inde´pendantes, alors scov(X1, X2) = 0;
2. |scov(X1, X2)| = 1 si et seulement si X2 = λX1 pour λ ∈ R∗;
3. Soient a et b deux re´els non nuls, alors
scov(aX1, bX2) =

sign(ab)scov(X1, X2) si sign([X1, X2]α)
= sign([X2, X1]α),
scov(X1, X2) si sign([X1, X2]α)
= −sign([X2, X1]α) ;
(2.9)
4. Pour α = 2, scov(X1, X2) co¨ıncide avec le coefficient de corre´lation habituel.
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Preuve
1. La relation (1.51) du chapitre 1 donne la de´finition de la covariation de X1 sur
X2. Nous utilisons cette relation et l’ine´galite´ de Ho¨lder, dans laquelle on pose
p = α and q = α
α−1 , ce qui donne∣∣∣∣∫
S2
s1s
<α−1>
2 M(ds)
∣∣∣∣ ≤ (∫
S2
|s1|αM(ds)
) 1
α
(∫
S2
|s2|αM(ds)
)α−1
α
.
En utilisant la relation (1.60) du chapitre 1, nous avons
|[X1, X2]α| ≤ ‖X1‖α‖X2‖α−1α et |[X2, X1]α| ≤ ‖X2‖α‖X1‖α−1α .
Cela implique que |[X1, X2]α| × |[X2, X1]α| ≤ ‖X1‖αα‖X2‖αα,
et donc
∣∣∣∣ [X1, X2]α[X2, X1]α|‖X1‖αα‖X2‖αα
∣∣∣∣ ≤ 1.
En utilisant la relation (2.7), nous obtenons −1 ≤ scov(X1, X2) ≤ 1. Si X1
et X2 sont inde´pendantes, alors [X1, X2]α = [X2, X1]α = 0, ce qui donne
scov(X1, X2) = 0.
2. L’e´galite´ |scov(X1, X2)| = 1 est e´quivalente a`∣∣∣∣∫
S2
s1s
<α−1>
2 M(ds).
∫
S2
s2s
<α−1>
1 M(ds)
∣∣∣∣ = ∫
S2
|s1|αM(ds).
∫
S2
|s2|αM(ds).
Cela correspond a` une e´galite´ dans l’ine´galite´ de Ho¨lder∣∣∣∣∫
S2
s1s
<α−1>
2 M(ds)
∣∣∣∣ = (∫
S2
|s1|αM(ds)
) 1
α
(∫
S2
|s2|αM(ds)
)α−1
α
,
qui est e´quivalent a` s2 = λs1 M p. p. pour λ ∈ R∗. Cette relation est e´quivalente
a` X2 = λX1 p. s.
3. Soient a et b deux re´els non nuls, nous avons alors
[aX1, bX2]α
‖bX2‖αα
=
ab<α−1>[X1, X2]α
|b|α‖X2‖αα
=
a
b
[X1, X2]α
‖X2‖αα
et
[bX2, aX1]α
‖aX1‖αα
=
b
a
[X2, X1]α
‖X1‖αα
,
ce qui implique que
∣∣∣∣ [aX1, bX2]α[bX2, aX1]α‖aX1‖αα‖bX2‖αα
∣∣∣∣ = ∣∣∣∣ [X1, X2]α[X2, X1]α‖X1‖αα‖X2‖αα
∣∣∣∣.
En utilisant la relation (2.8) nous avons aussi
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κ(aX1,bX2) = sign([aX1, bX2]α) si sign([aX1, bX2]α)
= sign([bX2, aX1]α),
= sign(ab)sign([X1, X2]α) si sign([X1, X2]α)
= sign([X2, X1]α),
car
sign([aX1, bX2]α) = sign([bX2, aX1]α)⇔ sign([X1, X2]α) = sign([X2, X1]α).
De la meˆme fac¸on,
κ(aX1,bX2) = −1 si sign([aX1, bX2]α) 6= sign([bX2, aX1]α)
= −1 si sign([X1, X2]α) 6= sign([X2, X1]α),
car
sign([aX1, bX2]α) 6= sign([bX2, aX1]α)⇔ sign([X1, X2]α) 6= sign([X2, X1]α).
Ainsi, nous avons
κ(aX1,bX2) =

sign(ab)sign([X1, X2]α) si sign([X1, X2]α)
= sign([X2, X1]α),
−1 si sign([X1, X2]α)
= −sign([X2, X1]α).
4. Quand α = 2,
[X1, X2]2 = [X2, X1]2 =
1
2
Cov(X1, X2) et κ(X1,X2) = sign(Cov(X1, X2)).
Alors
scov(X1, X2) = sign(Cov(X1, X2))
∣∣∣∣ [Cov(X1, X2)]2Var(X1)Var(X2)
∣∣∣∣ 12 = Cov(X1, X2)
Var(X1)
1
2Var(X2)
1
2
.
C’est le coefficient de corre´lation habituel.
Quel sens pourrait-on donner a` ce nouveau coefficient et quelle serait son utilite´ ? Un
exemple particulie`rement convaincant est le cas des vecteurs ale´atoires sous-gaussiens.
2.2 Le coefficient de covariation syme´trique signe´ 54
2.2.2 Cas des vecteurs ale´atoires sous-gaussiens
La de´finition 19 du chapitre 1 donne l’expression d’un vecteur ale´atoire sous-
gaussien de dimension d. La proposition ci-dessous met en e´vidence l’utilite´ du coef-
ficient de covariation syme´trique signe´.
Proposition 53 Soient 1 < α < 2 et X un vecteur ale´atoire sous-gaussien, dont la
fonction caracte´ristique est donne´e par la relation (1.39), voir page 23. Alors la matrice
des coefficients de covariation syme´triques signe´s de X co¨ıncide avec la matrice de
corre´lation du vecteur ale´atoire gaussien sous-jacent G.
Preuve : Soit (X1, ..., Xd) un vecteur ale´atoire sous-gaussien, dont la fonction ca-
racte´ristique est donne´e par la relation (1.39), il suffit d’e´tablir que ∀ j, k, j 6= k,
scov(Xj, Xk) = rjk, ou` rjk est le coefficient de corre´lation entre Gj et Gk.
La relation (1.54) du chapitre 1 donne l’expression de la covariation de Xj sur Xk.
De cette relation, nous avons
γj = ‖Xj‖α = ([Xj, Xj]α)1/α = 2−1/2R1/2jj , j = 1, 2. (2.10)
En utilisant les relations (1.54) et (2.10), nous avons
[Xj, Xk]α
‖Xk‖αα
=
2−α/2RjkR
(α−2)/2
kk
2−α/2Rα/2kk
=
Rjk
Rkk
, j, k = 1, 2, j 6= k.
Ici κ(Xj ,Xk) = sign(Rjk) car sign([Xj, Xk]α) = sign([Xk, Xj]α) = sign(Rjk). Nous
utilisons ce re´sultat dans la relation (2.7), ce qui nous permet d’obtenir
scov(Xj, Xk) = sign(Rjk)
( R2jk
RjjRkk
) 1
2
=
Rjk
R
1/2
jj R
1/2
kk
= rjk.
Ainsi, la matrice des coefficients de covariation syme´triques signe´s de X co¨ıncide avec
la matrice de corre´lation du vecteur gaussien sous-jacent G.
Ce re´sultat est important car dans le cas sous-gaussien, la matrice de corre´lation du
vecteur gaussien sous-jacent porte toute l’information sur la structure de de´pendance
du vecteur ale´atoire α-stable.
Le lemme qui suit est une conse´quence de la proposition mentionne´e pre´ce´demment
et e´tablit le lien entre le coefficient de covariation syme´trique signe´ et le coefficient
d’association ge´ne´ralise´.
Lemme 54 Soient 1 < α < 2 et X un vecteur ale´atoire sous-gaussien dont la fonc-
tion caracte´ristique est donne´e par la relation (1.39). Alors la matrice des coefficients
de covariation syme´triques signe´s co¨ıncide avec la matrice des parame`tres d’associa-
tion ge´ne´ralise´s, appele´e matrice de covariation ge´ne´ralise´e par Paulauskas [65].
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Preuve : Sans perte de ge´ne´ralite´, conside´rons le vecteur ale´atoire sous-gaussien
X = (X1, X2). Il suffit d’e´tablir que le g.a.p. entre les composantes de X co¨ıncide avec
le coefficient de corre´lation entre les composantes du vecteur gaussien sous-jacent G.
La fonction caracte´ristique de X est
ϕX(t) = exp
{
− |2−1R11t21 +R12t1t2 + 2−1R22t22|α/2
}
= exp
{
−
∣∣∣2−1R11t21 + rR1/211 R1/222 t1t2 + 2−1R22t22∣∣∣α/2} (2.11)
ou` r est le coefficient de corre´lation entre les composantes du vecteur gaussien sous-
jacent G. Les parame`tres d’e´chelle des variables ale´atoires sous-gaussiennes X1 et X2
sont respectivement γX1 = (
1
2
R11)
1/2 et γX2 = (
1
2
R22)
1/2. La fonction caracte´ristique
(2.11) peut s’e´crire
ϕX(t) = exp
{
− ∣∣γ2X1t21 + 2rγX1γX2t1t2 + γ2X2t22∣∣α/2} . (2.12)
On voit sans difficulte´ que cette fonction caracte´ristique est e´gale a` (2.6) dans laquelle
on pose de manie`re approprie´e C = 1 ou C = −1. Ainsi, le coefficient de corre´lation
r entre G1 et G2 co¨ıncide avec le g.a.p. entre X1 et X2. Nous utilisons la proposition
53 pour terminer la de´monstration.
Ce lemme s’e´tend naturellement a` un vecteur ale´atoire sous-gaussien de dimension
d. La proprie´te´ 10 du chapitre 1 (page 14) montre que pour toute variable ale´atoire
α-stable Xj ∼ Sα(γ, β, δ) avec 0 < α < 2, on a
E|X|p <∞ pour tout p < α,
E|X|p =∞ pour tout p ≥ α.
Soit X = (X1, X2) un vecteur ale´atoire sous-gaussien, dont la fonction caracte´ristique
est donne´e par la relation (1.39), voir page 23. Le re´sultat e´nonce´ ci-apre`s montre
comment le coefficient de corre´lation entre les coordonne´es du vecteur gaussien sous-
jacent G est relie´ a` E|X1|p, E|X2|p et E|X1 −X2|p avec 0 < p < α ≤ 2.
Lemme 55 Soient 0 < α ≤ 2 et X = (X1, X2) un vecteur ale´atoire sous-gaussien
de vecteur gaussien sous-jacent G. Le coefficient de corre´lation entre G1 et G2 peut
s’exprimer par la relation
r =
(
E|X1|p
)2/p
+
(
E|X2|p
)2/p − (E|X1 −X2|p)2/p
2
(
E|X1|p E|X2|p
)1/p , 0 < p < α ≤ 2. (2.13)
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Preuve : Soit X = (X1, X2) un vecteur ale´atoire sous-gaussien de vecteur gaussien
sous-jacent G. Pour le vecteur ale´atoire G = (G1, G2) de moyenne nulle, le coefficient
de corre´lation entre G1 et G2 est
r = R12R
−1/2
11 R
−1/2
22
=
Var(G1) + Var(G2)− Var(G1 −G2)
2Var(G1)1/2Var(G2)1/2
=
γ2X1 + γ
2
X2
− γ2X1−X2
2γ
1/2
X1
γ
1/2
X2
,
(2.14)
car γX1 =
(
Var(G1)
2
)1/2
, γX2 =
(
Var(G2)
2
)1/2
et γX1−X2 =
(
Var(G1−G2)
2
)1/2
.
La variable ale´atoire X1 − X2 est syme´trique car X1 et X2 sont syme´triques. Soit
0 < α < 2, pour 0 < p < α,
(E|Xj|p)1/p = c(p, α)γXj (2.15)
pour toute variable ale´atoire syme´trique α-stable Xj, c(p, α) est une constante (voir
Samorodnitsky et Taqqu [72], page 18 et Nikias et Shao [57], page 32). Nous utilisons
la relation (2.15) dans (2.14), ce qui termine la de´monstration.
De ce qui pre´ce`de, le g.a.p. entre les composantes de X co¨ıncide avec le coefficient de
corre´lation entre les composantes de G, pour 0 < α ≤ 2. A` partir du lemme 54 et
du lemme 55, nous de´duisons e´videmment que l’e´quation (2.13) est une autre fac¸on
d’exprimer le g.a.p. et le scov quand 1 < α ≤ 2.
Le scov co¨ıncide avec le g.a.p. dans le cas des vecteurs ale´atoires sous-gaussiens.
Ce n’est cependant pas vrai en ge´ne´ral. Les transformations line´aires de variables
ale´atoires α-stables inde´pendantes l’illustrent.
2.2.3 Cas des transformations line´aires de variables ale´atoires
α-stables inde´pendantes
Soient 1 < α ≤ 2, X1 et X2 deux variables ale´atoires inde´pendantes telles que
Xk ∼ Sα(γk, 0, 0), k = 1, 2. Soit A = {ajk}, 1 ≤ j ≤ k ≤ 2, une matrice re´elle. Le
vecteur ale´atoire Y = (Y1, Y2) = AX, est α-stable et sa fonction caracte´ristique est
donne´e par la relation (1.41) du chapitre 1. Par souci de simplicite´, supposons que
γ1 = γ2. Nous donnons les expressions du scov et du g.a.p. dans ce cas.
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Proposition 56 Soient 1 < α ≤ 2 et Y = AX un vecteur ale´atoire syme´trique
α-stable. Alors le coefficient de covariation syme´trique signe´ est donne´ par :
scov(Y1, Y2) = κ(Y1,Y2)
∣∣|a11a21|α + |a12a22|α + a11a22(a12a21)〈α−1〉 + a12a21(a11a22)〈α−1〉∣∣ 12(
|a11a21|α + |a12a22|α + |a12a21|α + |a11a22|α
)1/2 ,
(2.16)
ou`
κ(Y1,Y2) =
{
sign
(
a11
a21
|a21|α + a12a22 |a22|α
)
si sign([Y1, Y2]α) = sign([Y2, Y1]α),
−1 si sign([Y1, Y2]α) = −sign([Y2, Y1]α).
Le parame`tre d’association ge´ne´ralise´ est
ρ˜(Y1, Y2) =
a11a21(a
2
11 + a
2
21)
α
2
−1 + a12a22(a212 + a
2
22)
α
2
−1
[D1D2]
1
2
, (2.17)
ou` D1 = a
2
11(a
2
11 + a
2
21)
α
2
−1 + a212(a
2
12 + a
2
22)
α
2
−1
et D2 = a
2
21(a
2
11 + a
2
21)
α
2
−1 + a222(a
2
12 + a
2
22)
α
2
−1.
Preuve : Commenc¸ons par e´tablir la relation (2.16). Nous avons :
[Y1, Y2]α
‖Y2‖αα
=
[a11X1 + a12X2, a21X1 + a22X2]α
[a21X1 + a22X2, a21X1 + a22X2]αα
=
a11a
〈α−1〉
21 ‖X1‖αα + a12a〈α−1〉22 ‖X2‖αα
|a21|α‖X1‖αα + |a22|α‖X2‖αα
par inde´pendance de X1 et X2 ,
=
a11a
〈α−1〉
21 + a12a
〈α−1〉
22
|a21|α + |a22|α , parce que ‖X1‖α = ‖X2‖α .
Nous obtenons alors
scov(Y1, Y2) = κ(Y1,Y2)
∣∣∣a11a〈α−1〉21 + a12a〈α−1〉22|a21|α + |a22|α × a21a
〈α−1〉
11 + a22a
〈α−1〉
12
|a11|α + |a12|α
∣∣∣ 12
= κ(Y1,Y2)
∣∣|a11a21|α + |a12a22|α + a11a22(a12a21)〈α−1〉 + a12a21(a11a22)〈α−1〉∣∣ 12(
|a11a21|α + |a12a22|α + |a12a21|α + |a11a22|α
)1/2 ,
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ou`
κ(Y1,Y2) =
{
sign
(
a11
a21
|a21|α + a12a22 |a22|α
)
si sign([Y1, Y2]α) = sign([Y2, Y1]α),
−1 si sign([Y1, Y2]α) = −sign([Y2, Y1]α).
Puisque le vecteur ale´atoire Y est une transformation line´aire de variables ale´atoires
α-stables inde´pendantes, sa mesure spectrale est discre`te et concentre´e en m = 2
paires de points syme´triques de S2 (voir la relation (1.43) du chapitre 1). En tenant
compte de γ1 = γ2 = γ, nous pouvons exprimer cette mesure spectrale par
MY =
1
2
γ
2∑
k=1
(
a21k + a
2
2k
)α/2[
δ
( a1k
(a21k + a
2
2k)
1/2
,
a2k
(a21k + a
2
2k)
1/2
)
+δ
( −a1k
(a21k + a
2
2k)
1/2
,
−a2k
(a21k + a
2
2k)
1/2
)]
ou` δ(a, b) est la mesure de Dirac au point (a, b). Soit (U1, U2) un vecteur ale´atoire sur
S2 dont la distribution de probabilite´ est donne´e par M˜Y(·) = MY(·)/MY(S2). La
distribution de probabilite´ M˜Y(·) est discre`te telle que les points syme´triques
( a1k
(a21k + a
2
2k)
1/2
,
a2k
(a21k + a
2
2k)
1/2
)
et
( −a1k
(a21k + a
2
2k)
1/2
,
−a2k
(a21k + a
2
2k)
1/2
)
(2.18)
ont la meˆme probabilite´
(a21k + a
2
2k)
α/2
2
[
(a211 + a
2
21)
α/2 + (a212 + a
2
22)
α/2
] , k = 1, 2.
Nous obtenons donc
E(U1U2) =
a11a21
(a211 + a
2
21)
(a211 + a
2
21)
α/2[
(a211 + a
2
21)
α/2 + (a212 + a
2
22)
α/2
]
+
a12a22
(a212 + a
2
22)
(a212 + a
2
22)
α/2[
(a211 + a
2
21)
α/2 + (a212 + a
2
22)
α/2
]
=
a11a21(a
2
11 + a
2
21)
α
2
−1 + a12a22(a212 + a
2
22)
α
2
−1[
(a211 + a
2
21)
α/2 + (a212 + a
2
22)
α/2
] ;
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EU21 =
a211
(a211 + a
2
21)
(a211 + a
2
21)
α/2[
(a211 + a
2
21)
α/2 + (a212 + a
2
22)
α/2
]
+
a212
(a212 + a
2
22)
(a212 + a
2
22)
α/2[
(a211 + a
2
21)
α/2 + (a212 + a
2
22)
α/2
]
=
a211(a
2
11 + a
2
21)
α
2
−1 + a212(a
2
12 + a
2
22)
α
2
−1[
(a211 + a
2
21)
α/2 + (a212 + a
2
22)
α/2
]
et finalement
EU22 =
a221(a
2
11 + a
2
21)
α
2
−1 + a222(a
2
12 + a
2
22)
α
2
−1[
(a211 + a
2
21)
α/2 + (a212 + a
2
22)
α/2
] .
De la relation (2.5) nous de´duisons (2.17).
Par exemple, si α = 1.3 et si on pose a11 = 12, a12 = −17, a21 = 1 et a22 = 12, alors
scov = 0.60 et ρ˜ = 0.69.
2.3 Estimation du g.a.p. et du scov
Dans cette partie, nous donnons un estimateur naturel du coefficient d’association
ge´ne´ralise´. Cet estimateur utilise une estimation de la mesure spectrale. Nous propo-
sons aussi un estimateur du coefficient de covariation syme´trique signe´ base´ sur les
moments fractionnaires d’ordre infe´rieur (FLOM de l’anglais Fractional Lower Order
Moments).
Avant de pre´senter ces diffe´rents estimateurs, rappelons des re´sultats e´nonce´s dans
le premier chapitre. Le vecteur X est syme´trique (il s’agit de la syme´trie diagonale
autour de 0) si et seulement si sa fonction caracte´ristique est donne´e par
ϕX(t) = E exp {i〈t,X〉} = exp
{
−
∫
S2
|〈t, s〉|αM(ds)
}
= exp {−IX(t)} , (2.19)
ou`
IX(t) =
∫
S2
ψα(〈t, s〉)M(ds) (2.20)
est la fonction exposant, avec ψα(u) = |u|α. Si c’est ne´cessaire et pour des raisons de
clarte´, nous noterons la mesure spectrale de X parMX. Pour tout vecteur u ∈ R2, la
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projection 〈u,X〉 =∑2k=1 ukXk a une distribution SαS univarie´e. La mesure spectrale
permet de de´terminer les fonctions de parame`tres de projection γproj par :
γαproj =
∫
S2
|〈u, s〉|αM(ds). (2.21)
Des relations (2.20) et (2.21) nous pouvons e´crire
IX(u) = γ
α
proj. (2.22)
Le lemme 54 e´tablit que dans le cas sous-gaussien, le coefficient de covariation syme´-
trique signe´ co¨ıncide avec le parame`tre d’association ge´ne´ralise´. Ce re´sultat nous
permettra de comparer tous les estimateurs. Nous donnons aussi un estimateur de
la matrice de corre´lation du vecteur ale´atoire gaussien sous-jacent, applicable quand
0 < α < 2.
2.3.1 Estimateur du parame`tre d’association ge´ne´ralise´
Comme mentionne´ pre´ce´demment, le parame`tre d’association ge´ne´ralise´ d’un vec-
teur ale´atoire X = (X1, X2) de mesure spectrale M est de´fini en utilisant un vecteur
U = (U1, U2) sur S2, de distribution de probabilite´ M˜(·) = M(·)/M(S2). Quand la
mesure spectrale M est discre`te et concentre´e sur un nombre fini de points du cercle
unite´ S2, on peut e´crire
M(·) =
m∑
j=1
σjδsj(·), (2.23)
ou` les σj sont des poids et les δsj sont des mesures de Dirac aux points sj =
(cos θj, sin θj) ∈ S2, j = 1, ...,m. Quand, par exemple, le vecteur ale´atoireX s’exprime
comme une transformation line´aire de variables ale´atoires α-stables inde´pendantes, sa
mesure spectrale est discre`te (voir la relation (1.43), page 25). Dans ce cas la relation
(2.23) de´finit bien cette mesure. Alors
̂˜ρ(X1, X2) =
m∑
j=1
σ̂j cos θj sin θj
( m∑
j=1
σ̂j cos
2 θj ·
m∑
j=1
σ̂j sin
2 θj
)1/2 , (2.24)
est un estimateur du g.a.p. entreX1 etX2, de´fini dans la relation (2.5). Cet estimateur
est applicable a` tout vecteur ale´atoire syme´trique α-stable, meˆme si la mesure spec-
trale M n’est pas discre`te. Le the´ore`me suivant permet de justifier cette de´marche.
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The´ore`me 57 Soit X un vecteur ale´atoire α-stable de dimension d (d ≥ 2, 0 < α <
2), de vecteur de position nul, de mesure spectraleM et de densite´ de probabilite´ f(x).
Soit ² > 0. Alors il existe une mesure discre`te M∗ de densite´ stable correspondante
f ∗(x) qui ve´rifie
sup
x ∈ Rd
|f(x)− f ∗(x)| ≤ ².
La mesure discre`te est de´finie de la fac¸on suivante : on donne une partition finie
A1, ..., Am de Sd, les points s1, ..., sm ∈ Sd et on de´finit M∗ en concentrant la masse
M(Aj) au point sj, c’est-a`-dire,
M∗(·) =
m∑
j=1
M(Aj)δsj(·). (2.25)
La preuve de ce the´ore`me est donne´e dans Byczkowski et al. [6].
Il s’agit la` de la convergence uniforme de f ∗ vers f . Ainsi, M∗ converge en variation
totale vers M. Il de´coule de ce the´ore`me qu’une mesure spectrale inconnue M peut
eˆtre approche´e par une mesure spectrale discre`te. Estimer la mesure spectrale revient
donc a` estimer des poids en des points bien pre´cis. Dans ce cas, le choix approprie´ du
nombre de points m et de la manie`re de caracte´riser ces points, pour qu’ils puissent
parcourir uniforme´ment le cercle unite´, est essentiel pour l’estimation de cette mesure
spectrale.
Nous donnons les grandes lignes des deux me´thodes que nous utilisons pour obtenir
des estimations des poids σ̂j ; ces me´thodes sont de´taille´es dans Nolan et al. [60]. La
fonction exposant est donne´e par la relation (2.20). Nous utilisons cette relation et la
relation (2.23), ce qui nous permet d’e´crire IX(t) =
∑m
j=1 ψα(〈t, sj〉)σj. De plus, soit
(t1, ..., tm) ∈ R2m et de´finissons la matrice Ψ de dimension m×m
Ψ = Ψα(t1, ...., tm, s1, ..., sm) =

ψα(〈t1, s1〉), · · ·, ψα(〈t1, sm〉)
· · · · · · · · ·
· · · · · · · · ·
ψα(〈tm, s1〉), · · ·, ψα(〈tm, sm〉)
 .
Si ~σ = [σ1, ..., σm]
′ et ~I = [IX(t1), ..., IX(tm)]′, alors
~I = Ψ~σ. (2.26)
Si t1, ..., tm sont choisis de fac¸on que Ψ soit inversible, alors
~σ = Ψ−1~I (2.27)
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donne les poids de la relation (2.23). Le principe de l’estimation de la mesure spectrale
est donc le suivant : sur une grille, par exemple tj = sj, on de´termine Ψ que l’on
inverse. Puis en utilisant la relation (2.27), on obtient les poids σj, j = 1, ..., k.
Malheureusement, dans la pratique la matrice Ψ est mal conditionne´e. Pour e´viter le
proble`me d’inversion de la matrice, McCulloch [52] a sugge´re´ de rede´finir le syste`me
(2.26) comme un proble`me d’optimisation du type de moindres carre´s avec contraintes
non ne´gatives :
minimiser ‖~I −Ψ~σ‖2 , (2.28)
sous ~σ ≥ 0.
La solution de ce proble`me est le vecteur ~σ des poids associe´s aux points s1, ..., sk
sur lesquels l’approximation (2.23) est de´finie. Pour obtenir les σ̂j, j = 1, ...,m, il
faut d’abord estimer la matrice Ψ et le vecteur ~I, et ensuite re´soudre le proble`me
(2.28). L’estimation de la matrice Ψ se fait sans difficulte´. Nous de´finissons une grille
tj = sj, j = 1, ...,m. Rappelons simplement que dans un cas syme´trique, nous
avons ψα(u) = |u|α. Chaque e´le´ment de la matrice Ψ̂ est obtenu par ψ̂α(〈tl, sj〉) =
|tl1sj1+ tl2sj2|α̂, j, l = 1, ...,m, avec α̂ un estimateur de l’index de stabilite´ α. Nous
de´taillons cet estimateur dans la suite.
Nolan et al. [60] ont propose´ deux me´thodes pour l’estimation du ~I. La premie`re
utilise la fonction caracte´ristique empirique (FCE) du vecteur. SoitX(1),X(2),...,X(n),
un e´chantillon de vecteurs ale´atoires syme´triques α-stables bivarie´s, inde´pendants
et identiquement distribue´s, de mesure spectrale M. Soient ϕ̂n(t) et În des esti-
mateurs empiriques de ϕX et IX de´finis par les relations (2.19) et (2.20). Alors
ϕ̂n(t) = (1/n)
∑n
j=1 exp(i〈t,X(j)〉) est la FCE et În(t) = − ln ϕ̂n(t). Partant de
t1, ..., tm, des e´le´ments de S2, ~IFCE,n = [În(t1), ...., În(tm)]
′ est l’estimation du vec-
teur ~I par FCE. Soient (α̂j, σ̂j), j = 1, 2, les estimateurs de l’index de stabilite´ et du
parame`tre d’e´chelle de chaque coordonne´e j de ces donne´es bidimensionnelles. Pour
estimer ces deux parame`tres, nous utilisons les estimateurs de McCulloch base´s sur les
quantiles, voir McCulloch [51], et des estimateurs obtenus par re´gression, voir Kou-
trouvelis [45]. Ces estimateurs ont e´te´ aborde´s dans le chapitre 1. Nous de´finissons
α̂ = αFCE = (1/2)
∑2
j=1 α̂j comme un estimateur de l’index de stabilite´ conjoint α.
La deuxie`me me´thode pour estimer le vecteur ~I est une ge´ne´ralisation de la
me´thode de McCulloch [52]. Cette me´thode est appele´e la me´thode de “Projec-
tion” parce qu’elle est base´e sur des projections unidimensionnelles de l’ensemble des
donne´es. Pour tout u ∈ S2, la projection 〈u,X〉 est une variable ale´atoire syme´trique
α-stable et son parame`tre d’e´chelle est donne´ par la relation (2.21). Conside´rons main-
tenant l’e´chantillon X(1),X(2), ...,X(n). Fixons une grille t1, ..., tm sur S2, ou` chaque
tj est une direction suivant laquelle les donne´es sont projete´es. De cette fac¸on, nous
de´finissons pour chaque tj des donne´es unidimensionnelles 〈tj,X(1)〉, ..., 〈tj,X(n)〉. A`
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partir de la relation (2.22) de´finissons
ÎX(tj) = [γ̂(tj)]
α̂(tj), j = 1, ...,m, (2.29)
ou` les valeurs de α̂(tj) et γ̂(tj) sont les estimations respectives de l’index de sta-
bilite´ et du parame`tre d’e´chelle des donne´es 〈tj,X(1)〉, ..., 〈tj,X(n)〉. Ces estimations
sont obtenues en utilisant la me´thode des quantiles de McCulloch pour l’estimation
des parame`tres d’une variable α-stable et/ou les estimateurs de Koutrouvelis. Nous
de´finissons un index de stabilite´ conjoint par α̂ = αPROJ = (1/m)
∑m
j=1 α̂(tj). Dans
ce cas, la relation (2.29) devient ÎX(tj) = [γ̂(tj)]
α̂, j = 1, ...,m.
2.3.2 Estimateur du coefficient de covariation syme´trique signe´
Pour 1 ≤ p < α, nous conside´rons la quantite´
ŝcov(X1, X2) = κ̂(X1,X2)
∣∣∣( n∑
j=1
X1j X
<p−1>
2j
)( n∑
j=1
X2j X
<p−1>
1j
)∣∣∣1/2
[( n∑
j=1
|X1j |p
)( n∑
j=1
|X2j |p
)]1/2 (2.30)
ou`
κ̂(X1,X2) =

sign
( n∑
j=1
X1jX
<p−1>
2j
)
si sign
( n∑
j=1
X1jX
<p−1>
2j
)
= sign
( n∑
j=1
X2jX
<p−1>
1j
)
,
−1 sinon.
Les couples (X11, X21), ...., (X1n, X2n) sont des observations inde´pendantes et identi-
quement distribue´es de (X1, X2).
Pour 0 < q < α ≤ 2, conside´rons la quantite´
r̂ =
( n∑
j=1
|X1j|q
)2/q
+
( n∑
j=1
|X2j|q
)2/q
−
( n∑
j=1
|X1j −X2j|q
)2/q
2
[( n∑
j=1
|X1j|q
)( n∑
j=1
|X2j|q
)]1/q . (2.31)
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Les proprie´te´s imme´diates de convergence des estimateurs de´finis par les relations
(2.30) et (2.31) sont donne´es dans la propostion suivante.
Proposition 58
1. La quantite´ ŝcov est un estimateur convergent du coefficient de covariation
syme´trique signe´ pour α > 1. Cet estimateur pre´sente l’avantage de ne de´pendre,
ni d’une estimation pre´cise de α ni de celle de la mesure spectrale du vecteur
(X1, X2).
2. Dans le cas sous-gaussien, r̂ est un estimateur convergent du coefficient de
corre´lation entre les composantes du vecteur gaussien sous-jacent. C’est, par
conse´quent, un estimateur convergent du coefficient de covariation syme´trique
signe´ et du parame`tre d’association ge´ne´ralise´.
Preuve : Soit (X1, X2) un vecteur ale´atoire SαS avec α > 1. Alors on a, pour tout
1 ≤ p < α,
[X1, X2]α
‖X2‖αα
=
EX1X
<p−1>
2
E|X2|p . (2.32)
Ce re´sultat est de´montre´ dans Cambanis et Miller [8] et d’Estampes [18]. En utilisant
la relation (2.32), le coefficient de covariation syme´trique signe´ peut s’e´crire, pour
1 ≤ p < α,
scov(X1, X2) = κ(X1,X2)
∣∣∣∣EX1X<p−1>2 EX2X<p−1>1E|X1|pE|X2|p
∣∣∣∣1/2 , (2.33)
ou`
κ(X1,X2) =
 sign(EX1X
<p−1>
2 ) si sign(EX1X
<p−1>
2 ) = sign(EX2X
<p−1>
1 ),
−1 sinon.
Soient (X11, X21), ...., (X1n, X2n) des observations inde´pendantes et identiquement
distribue´es du vecteur (X1, X2). La quantite´
ŝcov(X1, X2) = κ̂(X1,X2)
∣∣∣( 1
n
n∑
j=1
X1j X
<p−1>
2j
)( 1
n
n∑
k=1
X2k X
<p−1>
1k
)∣∣∣1/2
[( 1
n
n∑
j=1
|X1j |p
)( 1
n
n∑
k=1
|X2k|p
)]1/2
= κ̂(X1,X2)
∣∣∣( n∑
j=1
X1j X
<p−1>
2j
)( n∑
k=1
X2k X
<p−1>
1k
)∣∣∣1/2
[( n∑
j=1
|X1j |p
)( n∑
k=1
|X2k|p
)]1/2
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ou`
κ̂(X1,X2) =

sign
( n∑
j=1
X1jX
<p−1>
2j
)
si sign
( n∑
j=1
X1jX
<p−1>
2j
)
= sign
( n∑
j=1
X2jX
<p−1>
1j
)
,
−1 sinon,
est un estimateur convergent du scov. En effet, la loi forte des grands nombres pour
des variables inde´pendantes permet d’obtenir, pour k, l = 1, 2, k 6= l,
1
n
n∑
j=1
Xkj X
<p−1>
lj −→ EXkX<p−1>l p. s. quand n −→∞, (2.34)
et pour k = 1, 2,
1
n
n∑
j=1
|Xkj|p −→ E|Xk|p p. s. quand n −→∞. (2.35)
Quand les variables ale´atoires Xn et Yn convergent presque suˆrement vers a et b
respectivement, la variable ale´atoire Xn · Yn converge presque suˆrement vers a × b
et Xn/Yn converge presque suˆrement vers a/b. Ainsi, a` l’aide des relations (2.34)
et (2.35), nous voyons bien que l’estimateur (2.30) converge presque suˆrement vers
scov(X1, X2) quand n −→∞.
Pour 0 < q < α ≤ 2, la loi forte des grands nombres (2.35) implique que l’estimateur
r̂ =
( n∑
j=1
|X1j |q
)2/q
+
( n∑
j=1
|X2j |q
)2/q − ( n∑
j=1
|X1j −X2j |q
)2/q
2
[( n∑
j=1
|X1j |q
)(∑
j=1
|X2j |q
)]1/q
=
( 1
n
n∑
j=1
|X1j |q
)2/q
+
( 1
n
n∑
j=1
|X2j |q
)2/q − ( 1
n
n∑
j=1
|X1j −X2j |q
)2/q
2
[( 1
n
n∑
j=1
|X1j |q
)( 1
n
n∑
k=1
|X2k|q
)]1/q
converge presque suˆrement vers r, quand n −→∞.
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Pour illustrer la vitesse de convergence de ces estimateurs, dans les figures 2.1 et
2.2 nous avons repre´sente´ des estimations obtenues a` partir des diffe´rents estimateurs,
pour des tailles d’e´chantillon n allant de 200 a` 105.
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Figure 2.1 – Estimations du scov et du r en fonction de la taille de l’e´chantillon
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Figure 2.2 – Estimations du gap en fonction de la taille de l’e´chantillon
2.3.3 Une mesure de de´pendance fonde´e sur les rangs : le
rho de van der Waerden
Le rho, ou coefficient, de van der Waerden est une mesure de de´pendance de´finie
a` partir des rangs.
De´finition 59 Soient X1 et X2 deux variables ale´atoires re´elles. Le rho de van der
Waerden de X1 et X2 est donne´ par la quantite´
rVan =
n∑
j=1
Φ−1
(
Rj
n+ 1
)
Φ−1
(
Sj
n+ 1
)
n∑
j=1
[
Φ−1
(
j
n+ 1
)]2 (2.36)
ou` Φ−1 est l’inverse de la fonction de re´partition d’une loi normale centre´e et re´duite.
En supposant que (X11, X21), ..., (X1n, X2n) est un e´chantillon issu d’une distribution
continue sur R2, les vecteurs (R1, ..., Rn) et (S1, ..., Sn) sont des vecteurs de rangs
associe´s respectivement a` X1 et X2. Ces rangs sont de´finis par
∀j ∈ [1;n], Rj = 1 +
n∑
k=1
I]0;+∞[(X1j −X1k),
avec une de´finition analogue pour Sj. Ce coefficient existe inde´pendamment de l’exis-
tence des moments. Dans [33], on montre que sous l’hypothe`se d’inde´pendance de X1
et X2, on a
√
n− 1 rvan Loi−→ N (0, 1) quand n→∞.
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Il s’agit d’une mesure non-parame´trique de la de´pendance entre deux variables
ale´atoires re´elles. Elle peut donc eˆtre utilise´e dans le cas de deux variables ale´atoires
re´elles α-stables, 0 < α ≤ 2.
2.4 Etude par simulation des performances des es-
timateurs
Nous pre´sentons une discussion des performances des estimateurs ̂˜ρ, ŝcov, r̂ et
rVan dans le cas sous-gaussien. Dans le cas des combinaisons line´aires des variables
ale´atoires SαS, les estimateurs que nous e´tudions sont ̂˜ρ, ŝcov et rVan. Nous notons les
parame`tres d’e´chelle deX1 etX2 respectivement par γ1 et γ2. La taille des e´chantillons
simule´s est n, le nombre de points utilise´s dans la mesure spectrale discre`te (2.23)
est m et nous faisons 100 re´plications. Les valeurs qui figurent dans les tableaux sont
les moyennes calcule´es sur ces re´plications. Les valeurs positives en dessous sont les
e´carts arithme´tiques moyens a` la moyenne qui figure au dessus. Nous avons e´value´
les estimations a` partir de l’estimateur (2.30) pour diffe´rentes valeurs de p. Nous
avons obtenu les re´sultats les plus satisfaisants en prenant p = 1. Dans l’estimateur
(2.31), le choix optimal de q est q = α/3. Nous avons e´value´ ite´rativement q par
q = (1/6u)
∑u
j=1(α̂1j + α̂2j), ou` α̂1j et α̂2j sont respectivement les estimations de
l’index de stabilite´ de X1 et X2 pour la re´plication j. Nous choisissons les sj de fac¸on
qu’ils appartiennent a` la sphe`re unite´ et que ces meˆmes points puissent parcourir
uniforme´ment cette sphe`re. Puisque nous travaillons en dimension 2, nous prenons
sj = (cos(2pi(j − 1)/m), sin(2pi(j − 1)/m)), j = 1, ...,m pour les points de masse de
la mesure spectrale discre`te (2.25).
Dans les tableaux ci-apre`s, scov et gap sont les valeurs re´elles prises par chacun
de ces coefficients. Les estimations scovf, coef et van sont obtenues a` partir des es-
timateurs ŝcov, r̂ et rvan. Les valeurs de gapemc, gapeko, gappmc et gappko sont
toutes des estimations du g.a.p., obtenues a` partir de l’estimateur ̂˜ρ. Pour obtenir
gapemc et gapeko, nous utilisons la me´thode de la FCE pour l’estimation des poids
de la mesure spectrale approche´e et les estimateurs respectifs des quantiles de Mc-
Culloch et de Koutrouvelis, pour l’estimation des parame`tres des variables SαS. Les
estimations gappmc et gappko sont analogues a` gapemc et gapeko sauf que, pour
les obtenir, nous utilisons la me´thode de Projection pour l’estimation des poids. La
taille de l’e´chantillon est n = 1600. Cette taille d’e´chantillon peut paraˆıtre trop e´leve´e.
Toutefois, ce n’est pas le cas en re´alite´ puisque nous sommes dans un contexte de lois
plus lourdes que la loi normale. Cela e´tant, les tailles d’e´chantillon sont naturellement
plus grandes pour que les donne´es traite´es puissent bien refle´ter les lois simule´es.
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2.4.1 Cas des vecteurs ale´atoires sous-gaussiens
Pour cette famille de lois stables, le coefficient de covariation syme´trique signe´
et le g.a.p. sont e´quivalents au coefficient de corre´lation entre les composantes du
vecteur gaussien sous-jacent.
Pour un choix optimal du nombre m de points de discre´tisation de la mesure spec-
trale, nous avons repre´sente´ l’estimation du g.a.p pour un nombre de points allant de 3
a` 100. Nous avons simule´ des donne´es bivarie´es issues d’un vecteur sous-gaussien d’in-
dex de stabilite´ α = 1.4. Les composantes du vecteur ont pour parame`tres d’echelle
respectifs γ1 = 5 et γ2 = 10. La taille de l’e´chantillon est n = 400. La figure montre
qu’on obtient les meilleurs re´sultats pour m = 5, 7 ou 10, avec une valeur re´elle du
g.a.p. e´gale a` 0.5.
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Figure 2.3 – Estimations du g.a.p. pour diffe´rentes valeurs de m
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scov −1.00 −0.80 −0.60 −0.40 −0.20 0.00 0.10 0.30 0.50 0.70
scovf −1.00 −0.79 −0.56 −0.39 −0.21 −0.02 0.09 0.32 0.49 0.68
0.00 0.07 0.15 0.13 0.13 0.11 0.13 0.13 0.11 0.09
coef −1.00 −0.80 −0.59 −0.39 −0.20 −0.01 0.08 0.29 0.50 0.70
0.00 0.03 0.04 0.04 0.05 0.05 0.05 0.04 0.04 0.03
gapemc −0.86 −0.73 −0.51 −0.33 −0.16 0.00 0.08 0.24 0.42 0.61
0.00 0.02 0.03 0.02 0.03 0.03 0.02 0.03 0.02 0.03
gapeko −0.86 −0.72 −0.51 −0.33 −0.16 0.00 0.08 0.24 0.42 0.61
0.00 0.02 0.03 0.02 0.03 0.03 0.02 0.03 0.02 0.03
gappmc −0.86 −0.72 −0.51 −0.33 −0.16 −0.00 0.08 0.24 0.42 0.62
0.00 0.02 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.02
gappko −0.86 −0.72 −0.51 −0.33 −0.16 −0.00 0.08 0.24 0.42 0.62
0.00 0.02 0.02 0.02 0.03 0.03 0.03 0.03 0.02 0.02
van −1.00 −0.76 −0.55 −0.36 −0.18 −0.00 0.08 0.27 0.46 0.66
0.00 0.01 0.02 0.03 0.03 0.03 0.03 0.03 0.03 0.02
Table 2.1 – Estimations du scov, du g.a.p. et du rvan pour des donne´es sous-
gaussiennes bivarie´es avec n = 1600, α = 1.2, γ1 = 5, γ2 = 10 et m = 7.
scov −1.00 −0.80 −0.60 −0.40 −0.20 0.00 0.10 0.30 0.50 0.70
scovf −1.00 −0.80 −0.58 −0.38 −0.20 −0.00 0.09 0.29 0.50 0.72
0.00 0.03 0.07 0.08 0.08 0.06 0.10 0.09 0.07 0.05
coef −1.00 −0.80 −0.60 −0.40 −0.20 −0.00 0.09 0.30 0.50 0.70
0.00 0.02 0.02 0.03 0.04 0.04 0.04 0.03 0.03 0.02
gapemc −0.86 −0.74 −0.53 −0.35 −0.17 0.00 0.08 0.26 0.44 0.63
0.00 0.02 0.02 0.02 0.03 0.03 0.02 0.03 0.02 0.02
gapeko −0.86 −0.74 −0.53 −0.35 −0.17 0.00 0.08 0.26 0.44 0.63
0.00 0.02 0.02 0.02 0.02 0.03 0.02 0.03 0.02 0.02
gappmc −0.86 −0.74 −0.54 −0.35 −0.18 0.00 0.09 0.26 0.44 0.64
0.00 0.02 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03
gappko −0.86 −0.74 −0.54 −0.35 −0.17 0.00 0.09 0.26 0.44 0.63
0.00 0.02 0.02 0.02 0.03 0.03 0.03 0.03 0.02 0.02
van −1.00 −0.77 −0.57 −0.37 −0.19 0.00 0.09 0.28 0.47 0.67
0.00 0.02 0.02 0.03 0.02 0.03 0.03 0.03 0.02 0.02
Table 2.2 – Estimations du scov, du g.a.p. et du rvan pour des donne´es sous-
gaussiennes bivarie´es avec n = 1600, α = 1.4, γ1 = 5, γ2 = 10 et m = 7.
Lorsque la de´pendance entre les composantes du vecteur ale´atoire sous-gaussien
est line´aire, ce qui correspond a` scov = ρ˜ = ±1, les estimateurs scovf, coef et van
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scov −1.00 −0.80 −0.60 −0.40 −0.20 0.00 0.10 0.30 0.50 0.70
scovf −1.00 −0.80 −0.59 −0.41 −0.20 0.00 0.12 0.30 0.51 0.69
0.00 0.02 0.04 0.04 0.05 0.05 0.05 0.04 0.04 0.03
coef −1.00 −0.80 −0.60 −0.40 −0.20 0.00 0.10 0.30 0.50 0.70
0.00 0.01 0.02 0.03 0.03 0.03 0.03 0.03 0.02 0.02
gapemc −0.86 −0.76 −0.56 −0.36 −0.18 −0.00 0.09 0.27 0.46 0.66
0.00 0.02 0.02 0.02 0.02 0.02 0.03 0.02 0.02 0.02
gapeko −0.86 −0.77 −0.56 −0.36 −0.18 −0.00 0.09 0.27 0.46 0.66
0.00 0.01 0.02 0.02 0.02 0.02 0.03 0.02 0.02 0.02
gappmc −0.86 −0.76 −0.55 −0.36 −0.18 0.00 0.09 0.27 0.46 0.66
0.00 0.02 0.02 0.03 0.02 0.03 0.04 0.03 0.03 0.03
gappko −0.86 −0.76 −0.56 −0.36 −0.18 0.00 0.09 0.27 0.46 0.66
0.00 0.02 0.02 0.02 0.02 0.03 0.03 0.02 0.02 0.02
van −1.00 −0.78 −0.58 −0.38 −0.19 −0.00 0.10 0.29 0.49 0.68
0.00 0.01 0.02 0.02 0.02 0.03 0.02 0.03 0.02 0.02
Table 2.3 – Estimations du scov, du g.a.p. et du rvan pour des donne´es sous-
gaussiennes bivarie´es avec n = 1600, α = 1.6, γ1 = 5, γ2 = 10 et m = 7.
la captent parfaitement. En ge´ne´ral, scovf et coef donnent des re´sultats tre`s satis-
faisants, ce que nous voyons aux moyennes obtenues sur les re´plications et e´carts
arithme´tiques moyens aux moyennes respectives. La de´pendance capte´e par le rho de
van der Waerden se rapproche de celle des estimateurs du coefficient de covariation
syme´trique signe´ quand α tend vers 2. Cela se comprend car le rho de van der Waer-
den utilise les quantiles de la loi normale. Les estimateurs gapemc, gapeko, gappmc
et gappko donnent des re´sultats inte´ressants avec une mesure spectrale approche´e sur
sept points. Les estimations s’ame´liorent lorsque α tend vers 2. Les re´sultats obtenus
par la me´thode de Projection sont quelquefois sensiblement meilleurs que ceux ob-
tenus par la methode de la FCE, tandis qu’utiliser les estimateurs de McCulloch ou
ceux de Koutrouvelis ne modifie pas significativement les re´sultats.
L’estimateur r̂ donne les meilleurs re´sultats en termes de moyenne des re´alisations,
suit ŝcov dont l’erreur est un peu plus grande. L’estimateur ̂˜ρ donne les moins bons
re´sultats avec, en revanche, la plus petite erreur.
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2.4.2 Cas des combinaisons line´aires de variables ale´atoires
inde´pendantes
Rappelons que dans ce cas, la mesure spectrale est discre`te et concentre´e en un
nombre fini de points (voir la relation (1.43), page 25). La proposition 56 montre
que le coefficient de covariation syme´trique signe´ ne co¨ıncide pas en ge´ne´ral avec le
coefficient d’association ge´ne´ralise´. Les re´sultats reporte´s dans les tableaux ci-dessous
montrent que ce n’est pas non plus le cas pour le rho de van der Waerden. Ne´anmoins,
en cas d’inde´pendance ou de de´pendance line´aire entre les composantes, tous ces co-
efficients sont e´gaux.
Les estimations obtenues pour scovf restent satisfaisantes, quoique les e´carts
arithme´tiques moyens aux moyennes respectives sont un peu plus grands que ceux
obtenus dans le cas des vecteurs sous-gaussiens. Ces re´sultats s’ame´liorent quand
l’index de stabilite´ α tend vers 2.
Les estimateurs utilise´s pour e´valuer le g.a.p. donnent d’excellents re´sultats. Pour
gapemc, gapeko, gappmc et gappko, nous utilisons la meˆme discre´tisation de la
mesure spectrale que pour les vecteurs ale´atoires sous-gaussiens, c’est-a`-dire que
sj = (cos(2pi(j− 1)/m), sin(2pi(j− 1)/m)), j = 1, ...,m. Nous avons remarque´ que les
meilleurs re´sultats sont obtenus en prenant m = 11. Nous nous sommes demande´s si
le fait de calculer cette mesure spectrale discre`te, non en ses points exacts mais en
sj, alte´rait significativement les re´sultats. Pour re´pondre a` cette question, nous avons
calcule´ les estimations gapemcp, gapekop, gappmcp et gappkop. Ces estimations sont
analogues respectivement a` gapemc, gapeko, gappmc et gappko, a` la diffe´rence qu’elles
sont obtenues a` partir des 4 points exacts de discre´tisation de la mesure spectrale.
Nous notons avec beaucoup d’inte´reˆt qu’utiliser la discre´tisation sj, j = 1, ...,m donne
d’aussi bons re´sultats.
Dans cas, l’estimateur ŝcov est celui qui a la plus grande erreur. Les autres esti-
mateurs, quant a` eux, sont concurrents.
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a11 24 18 −7 13 10 21 6 2 13
a12 6 4 1 3 4 0 6 15 6
a21 −8 −3 16 −9 −4 0 10 −9 6
a22 −2 −18 8 7 6 8 −6 8 −2
scov −1.00 −0.80 −0.61 −0.40 −0.20 0.00 0.11 0.30 0.50
scovf −1.00 −0.76 −0.61 −0.39 −0.14 0.02 0.15 0.32 0.49
0.00 0.04 0.11 0.15 0.10 0.12 0.13 0.14 0.13
gap −1.00 −0.37 −0.70 −0.45 −0.08 0.00 0.12 0.43 0.54
gapemc −0.95 −0.37 −0.69 −0.45 −0.08 −0.00 0.13 0.43 0.55
0.01 0.02 0.03 0.02 0.03 0.02 0.03 0.02 0.03
gapeko −0.95 −0.37 −0.69 −0.45 −0.08 −0.00 0.13 0.43 0.55
0.01 0.02 0.03 0.02 0.03 0.02 0.03 0.02 0.03
gappmc −0.95 −0.38 −0.70 −0.45 −0.07 −0.00 0.13 0.43 0.55
0.00 0.02 0.02 0.02 0.03 0.03 0.03 0.02 0.03
gappko −0.95 −0.38 −0.70 −0.45 −0.07 −0.00 0.13 0.43 0.55
0.00 0.02 0.02 0.02 0.03 0.03 0.03 0.02 0.03
gapemcp −1.00 −0.37 −0.70 −0.45 −0.08 0.00 0.12 0.43 0.54
0.00 0.00 0.05 0.02 0.02 0.00 0.03 0.02 0.06
gapekop −1.00 −0.37 −0.70 −0.45 −0.08 0.00 0.12 0.43 0.54
0.00 0.00 0.05 0.02 0.02 0.00 0.03 0.02 0.06
gappmcp −1.00 −0.37 −0.71 −0.45 −0.08 0.00 0.12 0.43 0.53
0.00 0.00 0.05 0.02 0.02 0.00 0.03 0.02 0.05
gappkop −1.00 −0.37 −0.70 −0.45 −0.08 0.00 0.12 0.43 0.53
0.00 0.00 0.02 0.02 0.02 0.00 0.03 0.02 0.03
van −1.00 −0.55 −0.64 −0.45 −0.14 −0.00 0.15 0.45 0.50
0.00 0.02 0.02 0.02 0.03 0.02 0.03 0.03 0.03
Table 2.4 – Estimations du scov, du g.a.p. et du rvan pour des donne´es issues de
combinaisons line´aires de v.a. inde´pendantes pour n = 1600, α = 1.2, γ = 10 et
m = 11.
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a11 24 17 −7 −8 10 20 5 2 17
a12 6 7 2 4 8 0 7 16 8
a21 −8 −4 17 17 −7 0 10 −11 9
a22 −2 −16 8 10 5 12 −7 7 −4
scov −1.00 −0.80 −0.60 −0.40 −0.19 0.00 0.10 0.30 0.50
scovf −1.00 −0.79 −0.61 −0.40 −0.21 −0.00 0.03 0.30 0.51
0.00 0.02 0.06 0.08 0.07 0.07 0.08 0.09 0.07
gap −1.00 −0.59 −0.63 −0.42 −0.20 0.00 −0.02 0.36 0.50
gapemc −0.95 −0.59 −0.62 −0.41 −0.20 −0.00 −0.02 0.36 0.50
0.00 0.02 0.02 0.02 0.03 0.02 0.02 0.02 0.03
gapeko −0.95 −0.60 −0.63 −0.41 −0.20 −0.00 −0.02 0.36 0.50
0.00 0.02 0.02 0.03 0.03 0.02 0.02 0.02 0.02
gappemc −0.95 −0.59 −0.63 −0.42 −0.20 −0.00 −0.03 0.36 0.50
0.00 0.02 0.03 0.03 0.03 0.03 0.03 0.03 0.03
gappeko −0.95 −0.60 −0.63 −0.41 −0.20 −0.00 −0.03 0.36 0.50
0.00 0.02 0.02 0.03 0.03 0.02 0.02 0.02 0.02
gapemcp −1.00 −0.59 −0.63 −0.41 −0.20 0.00 −0.03 0.36 0.50
0.00 0.00 0.04 0.04 0.03 0.00 0.02 0.02 0.03
gapekop −1.00 −.59 −0.63 −0.41 −0.20 0.00 −0.03 0.36 0.51
0.00 0.00 00.04 0.04 0.03 0.00 0.02 0.02 0.03
gappmcp −1.00 −0.59 −0.63 −0.42 −0.20 0.00 −0.02 0.36 0.50
0.00 0.00 0.05 0.05 0.04 0.00 0.03 0.02 0.04
gappkop −1.00 −0.59 −0.63 −0.42 −0.20 0.00 −0.03 0.36 0.51
0.00 0.00 0.03 0.04 0.03 0.00 0.02 0.02 0.03
van −1.00 −0.70 −0.60 −0.40 −0.19 −0.00 0.01 0.39 0.50
0.00 0.01 0.03 0.03 0.03 0.02 0.03 0.02 0.03
Table 2.5 – Estimations du scov, du g.a.p. et du rvan pour des donne´es issues de
combinaisons line´aires de v.a. inde´pendantes pour n = 1600, α = 1.4, γ = 10 et
m = 11.
2.4 Etude par simulation des performances des estimateurs 75
a11 24 −7 −7 −9 10 0 12 3 2
a12 6 1 2 5 8 3 9 14 15
a21 −8 16 14 13 −8 7 8 −9 −9
a22 −2 6 8 8 6 0 −8 6 8
scov −1.00 −0.80 −0.60 −0.40 −0.20 0.00 0.11 0.31 0.50
scovf −1.00 −0.80 −0.60 −0.39 −0.21 −0.01 0.12 0.30 0.50
0.00 0.03 0.04 0.05 0.06 0.04 0.06 0.06 0.05
gap −1.00 −0.82 −0.63 −0.41 −0.20 0.00 0.11 0.31 0.49
gapemc −0.95 −0.82 −0.63 −0.41 −0.20 −0.00 0.10 0.31 0.49
0.01 0.02 0.02 0.02 0.02 0.02 0.03 0.02 0.02
gapeko −0.95 −0.82 −0.63 −0.41 −0.20 −0.00 0.10 0.31 0.50
0.00 0.01 0.02 0.02 0.02 0.02 0.03 0.02 0.02
gappmc −0.95 −0.82 −0.63 −0.41 −0.20 −0.01 0.10 0.31 0.50
0.00 0.02 0.03 0.03 0.03 0.03 0.03 0.03 0.03
gappeko −0.95 −0.82 −0.63 −0.41 −0.21 −0.00 0.10 0.31 0.50
0.00 0.01 0.02 0.02 0.02 0.03 0.02 0.02 0.02
gapemcp −1.00 −0.82 −0.63 −0.41 −0.20 0.00 0.10 0.31 0.49
0.00 0.02 0.03 0.02 0.02 0.00 0.03 0.02 0.01
gapekop −1.00 −0.82 −0.63 −0.41 −0.20 0.00 0.10 0.31 0.49
0.00 0.02 0.03 0.02 0.02 0.00 0.03 0.01 0.01
gappmcp −1.00 −0.82 −0.63 −0.41 −0.20 0.00 0.10 0.31 0.50
0.00 0.03 0.04 0.04 0.03 0.00 0.03 0.02 0.02
gappkop −1.00 −0.82 −0.63 −0.41 −0.20 0.00 0.10 0.31 0.49
0.00 0.02 0.02 0.03 0.02 0.00 0.03 0.02 0.01
van −1.00 −0.81 −0.60 −0.40 −0.20 −0.00 0.11 0.34 0.51
0.00 0.01 0.02 0.03 0.03 0.02 0.03 0.02 0.02
Table 2.6 – Estimations du scov, du g.a.p. et du rvan pour des donne´es issues de
combinaisons line´aires de v.a. inde´pendantes pour n = 1600, α = 1.6, γ = 10 et
m = 11.
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2.4.3 Approche empirique pour les lois asymptotiques
Nous n’avons pas les lois asymptotiques des estimateurs ŝcov et ̂˜ρ. Lorsque nous
prenons p = 1 dans la relation (2.30), cet estimateur du coefficient de covariation
syme´trique signe´ devient
ŝcov(X1, X2) = κ̂(X1,X2)
∣∣∣( n∑
j=1
X1j sign(X2j)
)( n∑
j=1
X2j sign(X1j)
)∣∣∣1/2
[( n∑
j=1
|X1j |
)( n∑
j=1
|X2j |
)]1/2
= κ̂(X1,X2)
∣∣∣ n∑
j,k=1
X1jX2jsign(X1k)sign(X2j)
∣∣∣1/2
( n∑
j,k=1
|X1j ||X2j |
)1/2
ou`
κ̂(X1,X2) =

sign
( n∑
j=1
X1jsign(X2j)
)
si sign
( n∑
j=1
X1jsign(X2j)
)
= sign
( n∑
j=1
X2jsign(X1j)
)
,
−1 sinon.
D’Estampes [18] a de´montre´ que, sous l’hypothe`se d’inde´pendance des couples
(X1j, X2j), j = 1, ..., n, on a
n1−
1
α
n∑
j=1
X1j sign(X2j)
n∑
j=1
|X2j|
Loi−→ SαS
( γX1
(E|X2|)α
)
, (2.37)
ou` γX est le parame`tre d’e´chelle de X1. Partant de ce re´sultat, La variable ale´atoire
de´crivant l’estimateur ŝcov semble eˆtre le produit de deux variables ale´atoires syme´-
triques α-stables de´pendantes. On ne dispose pas de re´sultats analytiques de la dis-
tribution d’une telle variable produit. C’est pourquoi nous abordons de manie`re em-
pirique le proble`me de la de´termination des lois asymptotiques.
Nous avons constitue´ des e´chantillons de 10.000 re´alisations des variables ŝcov et̂˜ρ en calculant leurs estimations sur un vecteur ale´atoire (X1, X2) syme´trique α-stable
dont les composantes sont inde´pendantes et identiquement distribue´es avec γ = 1 et
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n = 1000. Les vecteurs ale´atoires SαS, qui ont permis de constituer ces e´chantillons,
ont respectivement pour index de stabilite´ α = 1.2, α = 1.4 et α = 1.6. Pour voir si le
parame`tre d’e´chelle a une influence sur la loi empirique des re´alisations, nous avons
aussi constitue´ un e´chantillon pour α = 1.4 et γ = 10.
Les se´ries des 200 premie`res re´alisations de ŝcov et ̂˜ρ, repre´sente´es par la figure 2.4
et la figure 2.5, nous laissent moins espe´rer que celles-ci sont les re´alisations d’une loi
α-stable non-gaussienne. Cette impression a e´te´ conforte´e par le test dit de la variance
convergente. Ce test est ge´ne´ralement mis en œuvre pour ve´rifier l’hypothe`se que les
donne´es traite´es sont a` queue lourde. Il consiste en la repre´sentation graphique de
(n, S2n), ou` S
2
n est la variance empirique pour un e´chantillon de taille n. Si le graphe
diverge, on en de´duit que les donne´es sont a` queue lourde. Dans le cas contraire,
l’hypothe`se de variance finie sera plutoˆt choisie. Pour nos estimateurs, les graphes
2.8 et 2.9 sont bien convergents. Les figures 2.6 et 2.7 donnent les histogrammes des
10.000 re´alisations dans chaque cas ou` nous avons constitue´ des e´chantillons. Tous les
ajustements ont e´te´ fait par rapport a` des lois normales centre´es et dont la variance est
la variance empirique calcule´e sur chaque e´chantillon respectivement. L’ade´quation,
par rapport a` la loi normale, de la distribution empirique de ̂˜ρ est e´vidente a` travers
la figure 2.11. Celle de l’estimateur ŝcov l’est moins en conside´rant la figure 2.10. De
plus, nous avons remarque´ qu’une valeur diffe´rente du parame`tre d’e´chelle n’affecte
en rien ces re´sultats.
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Figure 2.4 – Se´ries de re´alisations de l’estimateur du scov
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Figure 2.5 – Se´ries de re´alisations de l’estimateur du g.a.p.
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Figure 2.6 – Histogrammes des re´alisations de l’estimateur du scov
alpha=1.2, gamma=1
−0.10 −0.05 0.00 0.05 0.10
0
2
4
6
8
10
12
alpha=1.4, gamma=1
−0.10 −0.05 0.00 0.05 0.10
0
2
4
6
8
10
12
alpha=1.4, gamma=10
−0.15 −0.10 −0.05 0.00 0.05 0.10
0
2
4
6
8
10
12
alpha=1.6, gamma=1
−0.10 −0.05 0.00 0.05 0.10 0.15
0
2
4
6
8
10
12
Figure 2.7 – Histogrammes des re´alisations de l’estimateur du g.a.p.
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Figure 2.8 – Variances des re´alisations de l’estimateur du scov
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Figure 2.9 – Variances des re´alisations de l’estimateur du g.a.p.
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Figure 2.10 – Q-Q plots des re´alisations de l’estimateur du scov
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Figure 2.11 – Q-Q plots des re´alisations de l’estimateur du g.a.p.
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Chapitre 3
Identification de l’ordre des MA et
AR alpha-stables
Introduction
Les processus autore´gressifs a` moyenne mobile (ARMA de l’anglais AutoRe-
gressive Moving Average) repre´sentent une classe importante de se´ries chronolo-
giques de´finies en fonction d’e´quations aux diffe´rences line´aires, avec des coefficients
constants. Cette famille de processus joue un roˆle cle´ dans la mode´lisation des donne´es
temporelles. La structure line´aire des processus ARMA conduit e´galement a` une
the´orie simple de pre´diction line´aire.
De manie`re ge´ne´rale, une mode´lisation par les processus ARMA passe par trois
e´tapes fondamentales : la premie`re est l’identification de l’ordre du mode`le, suit l’es-
timation des parame`tres de ce mode`le. La dernie`re e´tape, appele´e validation, nous
permet de comparer les valeurs observe´es aux valeurs pre´dites, obtenues a` partir du
mode`le ajuste´.
Dans le traitement des processus ARMA a` variance finie, l’e´tude des fonctions
d’autocorre´lation (ACF, de l’anglais AutoCorrelation Function) et d’autocorre´lation
partielle (PACF, de l’anglais Partial AutoCorrelation Function) permet d’identifier de
manie`re efficace l’ordre du processus. Les proprie´te´s de convergence des estimateurs
empiriques permettent de connaˆıtre leur comportement asymptotique. Malheureuse-
ment, ces coefficients ne sont plus de´finis, ou au mieux sont infinis, lorsqu’on traite
des processus ARMA a` variance infinie. Il y a donc ne´cessite´ d’utiliser des coefficients
plus adapte´s.
La premie`re partie de ce chapitre est un rappel des techniques utilise´es pour
l’identification de l’ordre d’un processus ARMA a` variance finie. Bien que pour les
lois stables non-gaussiennes la variance the´orique est infinie, il est toujours possible
de calculer sa valeur empirique qui, elle, est finie et de l’utiliser a` des fins d’identi-
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fication. Cette approche a e´te´ en particulier utilise´e pour l’identification de l’ordre
des processus moyennes mobiles stables. Nous pre´sentons la fonction d’autocovaria-
tion, utilise´e par Gallager [24] pour l’estimation des parame`tres du mode`le ARMA
stable. La deuxie`me partie commence par la de´finition du coefficient de covariation
syme´trique signe´ et du coefficient d’association ge´ne´ralise´ dans un contexte temporel.
Nous parlons ainsi de la fonction d’ autocovariation syme´trique signe´e et de la fonction
d’auto-association ge´ne´ralise´e. Dans le cadre des processus line´aires, nous utilisons
ces coefficients pour l’identification de l’ordre des MA stables. Dans la troisie`me par-
tie, nous proposons une statistique jouant le roˆle d’un coefficient d’autocorre´lation
partielle et faisant intervenir les fonctions d’autocovariation syme´trique signe´e. Nous
comparons cette statistique avec les statistiques quadratiques asymptotiquement in-
variantes fonde´es sur les rangs et utilise´es par Garel et Hallin [28] pour l’identification
des AR stables. Une e´tude par simulation est faite dans la dernie`re partie de ce cha-
pitre.
3.1 Analyse classique des se´ries chronologiques
3.1.1 Se´ries chronologiques a` variance finie
L’analyse classique des se´ries chronologiques traite principalement de l’analyse
statistique des processus stationnaires et, en particulier, des processus line´aires
Xt =
∞∑
−∞
ψjZt−j, t ∈ Z, (3.1)
ou` les {Zt}t∈Z sont des innovations a` valeurs re´elles ou des variables bruit inde´pen-
dantes et identiquement distribue´es (i.i.d.) de moyenne nulle et de variance finie σ2.
Cela veut dire que la fonction de covariance des Zt est
η(h) = Cov(Zt+h, Zt) =
{
σ2 si h = 0,
0 si h 6= 0. (3.2)
Le processus {Xt}t∈Z est strictement stationnaire, c’est-a`-dire que les distributions
fini-dimensionnelles du processus sont invariantes sous des sauts de l’index de temps.
Tout processus stationnaire a` variance finie est aussi stationnaire au second ordre,
c’est-a`-dire qu’il existe une constante µ telle que EXt = µ et EXtXt+h est seulement
une fonction de h, non de t.
De´finition 60 On dit que le processus {Xt, t = 0,±1,±2, ...} est un processus
ARMA(p, q) s’il est stationnaire et si pour tout t, il ve´rifie
Xt − φ1Xt−1 − · · · − φpXt−p = Zt + θ1Zt−1 + · · ·+ θqZt−q, t ∈ Z, (3.3)
ou` {Zt} est un bruit blanc de moyenne nulle et de variance σ2.
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Remarque 61
1. Si l’on note B l’ope´rateur retard de´fini par BjXt = Xt−j, on peut e´crire les
e´quations (3.3) sous la forme
φ(B)Xt = θ(B)Zt, t = 0,±1,±2, ... (3.4)
ou` φ(·) et θ(·) sont des polynoˆmes de degre´s p et q tels que φ(B) = 1− φ1B −
· · · − φpBp et θ(B) = 1 + θ1B + · · · + φqBq. Ces polynoˆmes sont respecti-
vement appele´s polynoˆmes autore´gressifs et a` moyenne mobile des e´quations
aux diffe´rences (3.3). L’ordre (p, q) est ge´ne´ralement de´termine´ via un crite`re
de se´lection d’ordre. Les parame`tres φj et θk ve´rifient certaines conditions qui
garantissent que l’e´quation (3.3) a une solution de la forme (3.1).
2. Les processus MA(q) correspondent a` des ARMA(0, q) et sont de´finis par
Xt = Zt + θ1Zt−1 + · · ·+ θqZt−q, t ∈ Z. (3.5)
Ce sont des cas spe´ciaux des processus (3.3) qui ne de´pendent que du bruit aux
instants de temps t − q,..., t. On peut, de la meˆme fac¸on, de´finir les processus
AR(p) qui correspondent a` des ARMA(p, 0).
De´finition 62 On dit qu’un processus ARMA (p, q), de´fini par les e´quations φ(B)Xt =
θ(B)Zt, est causal s’il existe une suite de constantes {ψj} telles que
∑∞
j=0 |ψj| < ∞
et
Xt =
∞∑
j=0
ψjZt−j, t = 0,±1,±2, ... (3.6)
La condition
∑∞
j=0 |ψj| <∞ garantit l’existence et la finitude de l’espe´rance mathe´ma-
tique et de la variance du processus {Xt}.
L’ajustement d’un mode`le de type ARMA, de´fini par (3.4), ne´cessite l’estimation
des parame`tres φj et θk. Pour traiter ce proble`me, il existe de manie`re ge´ne´rale deux
diffe´rentes approches. La premie`re est appele´e approche dans le domaine du temps.
Dans cette approche, on e´tudie la structure de de´pendance dans la se´rie via l’analyse
des autocorre´lations et autocorre´lations partielles. La seconde approche est base´e sur
l’analyse spectrale (Fourier) des se´ries. Elle est appele´e approche dans le domaine
des fre´quences. Le re´sultat de base de l’analyse spectrale est ce qu’on appelle la
repre´sentation spectrale d’un processus stationnaire (au sens large). Cette approche
n’est pas de´veloppe´e ici.
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3.1.1.1 La fonction d’autocorre´lation
De´finition 63 Soit {Xt} un processus de carre´ inte´grable, la fonction d’autocovariance
est de´finie par
ηX(r, s) = Cov(Xr, Xs). (3.7)
De plus, si le processus est stationnaire, on a
ηX(r, s) = Cov(Xr−s, X0) = ηX(r − s, 0). (3.8)
Par convention, ηX(h) = ηX(h, 0).
De´finition 64 Soit {Xt} un processus de carre´ inte´grable stationnaire, la fonction
d’autocorre´lation au rang h est de´finie par
ρ(h) =
ηX(h)
ηX(0)
. (3.9)
Remarque 65 Les fonctions d’autocorre´lation suffisent a` de´terminer l’ordre q d’un
processus moyenne mobile. En effet, le processus {Xt} est, dans ce cas, donne´ par
(3.5). En posant θ0 = 1 nous avons
ηX(h) = Cov(Xt+h, Xt) = Cov
( q∑
j=0
θjZt+h−j,
q∑
j=0
θjZt−j
)
=

σ2
q−|h|∑
j=0
θjθj+|h| si |h| ≤ q,
0 si |h| > q.
Ainsi, la fonction d’autocorre´lation est donne´e par
ρ(h) =

q−|h|∑
j=0
θjθj+|h|
q∑
j=0
θ2j
si |h| ≤ q,
0 si |h| > q.
(3.10)
3.1 Analyse classique des se´ries chronologiques 87
Notons que cette fonction ne de´pend pas de la variance des Zt, mais seulement des
coefficients θj, j = 0, ..., q.
Un estimateur naturel de la fonction d’autocorre´lation est l’autocorre´lation em-
pirique. Celle-ci est donne´e par
ρ?n(h) =
n−|h|∑
t=1
(Xt −X)(Xt+|h| −X)
n∑
t=1
(Xt −X)2
, (3.11)
ou` X = 1
n
∑n
t=1Xt et ρ
?
n(h) = 0 pour |h| ≥ n.
Dans ce cas classique, l’estimateur ρ?n(h) est consistent et asymptotiquement dis-
tribue´ suivant une loi normale. Nous rappelons ce re´sultat bien connu par l’e´nonce´
du the´ore`me ci-dessous.
The´ore`me 66 Soit {Xt} un processus line´aire de moyenne nulle, de´fini par la rela-
tion (3.1). Supposons que
∞∑
−∞
|ψj| <∞,
∞∑
−∞
ψ2j |j| <∞ et σ2 <∞.
Alors, pour chaque m ≥ 1,
√
n(ρ?n(h)− ρ(h))h=1,...,m d→ (Yh)h=1,...,m,
ou`
Yh =
∞∑
j=1
[ρ(h+ j) + ρ(h− j)− 2ρ(j)ρ(h)]Gj, h = 1, ...,m. (3.12)
Les variables ale´atoires Gj sont inde´pendantes et identiquement distribue´es suivant
une loi N (0, 1).
A` partir du the´ore`me 66, nous obtenons en particulier, pour chaque h ≥ 1 fixe´,
√
n(ρ˜n(h)− ρ(h)) d→
( ∞∑
j=1
|ρ(h+ j) + ρ(h− j)− 2ρ(j)ρ(h)|2
)1/2
G1.
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La preuve est donne´e dans Brockwell et Davis [5].
3.1.1.2 La fonction d’autocorre´lation partielle
Comme la fonction d’autocorre´lation, la fonction d’autocorre´lation partielle trans-
met des informations essentielles sur la structure de de´pendance d’un processus sta-
tionnaire. Elle de´pend uniquement des proprie´te´s d’un processus au second ordre. On
peut voir l’autocorre´lation partielle υ(k) a` l’ordre k comme la corre´lation entre X1 et
Xk+1 prive´es de leur meilleur pre´dicteur line´aire a` partir de X2, ..., Xk.
De´finition 67 La fonction d’autocorre´lation partielle υ(·) d’un processus station-
naire est de´finie par
υ(1) = Corr(X2, X1) = ρ(1) (3.13)
et
υ(k) = Corr(Xk+1 − Psp{1,X2,...,Xk}Xk+1, X1 − Psp{1,X2,...,Xk}X1), k ≥ 2, (3.14)
ou` Psp{1,X2,...,Xk}Xk+1 est la projection de Xk+1 sur le plus petit sous-espace ferme´
engendre´ par {1, X2, ..., Xk}. La valeur υ(k) est l’autocorre´lation partielle au rang k.
L’autocorre´lation partielle υ(k), k ≥ 2, est donc la corre´lation des deux re´sidus ob-
tenus apre`s la re´gression de Xk+1 et X1 sur les observations interme´diaires X2, ..., Xk.
Rappelons que si le processus stationnaire est de moyenne nulle, alors Psp{1,X2,...,Xk}(·) =
Psp{X2,...,Xk}(·).
Proposition 68 Soit {Xt} un processus stationnaire de moyenne nulle, de fonction
d’autocovariance γ(·) telle que γ(h) → 0 quand h → ∞. Supposons que les φkj,
j = 1, ..., k ; k = 1, 2, ..., sont les coefficients dans la repre´sentation
Psp{X1,X2,...,Xk}Xk+1 =
k∑
j=1
φkjXk+1−j. (3.15)
Alors, on a

ρ(0) ρ(1) ρ(2) · · · ρ(k − 1)
ρ(1) ρ(0) ρ(1) · · · ρ(k − 2)
...
...
ρ(k − 1) ρ(k − 2) ρ(k − 3) · · · ρ(0)


φk1
φk2
...
φkk
 =

ρ(1)
ρ(2)
...
ρ(k)
 , k ≥ 1.
(3.16)
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Cette e´criture matricielle est obtenue a` partir des e´quations d’orthogonalite´
〈Xk+1 − Psp{X1,X2,...,Xk}Xk+1, Xj〉 = 0, j = k, ..., 1.
Remarque 69
1. L’autocorre´lation partielle υ(k) de {Xt} au rang k est
υ(k) = φkk, k ≥ 1,
ou` φkk est de´termine´ de fac¸on unique par (3.16).
2. L’autocorre´lation partielle empirique υ̂(k) au rang k est de´finie de manie`re
similaire par
υ̂(k) = φ̂kk, 1 ≤ k ≤ n,
ou` φ̂kk est de´termine´ de fac¸on unique par (3.16) en remplac¸ant chaque ρ(j) par
l’autocorre´lation empirique correspondante ρ?(j).
3.1.2 Se´ries chronologiques syme´triques α-stables
Conside´rons les processus line´aires (strictement stationnaires) (3.1) avec des in-
novations ou bruit {Zt} suivant une loi syme´trique α-stable de parame`tre d’e´chelle γ.
Graˆce aux proprie´te´s des distributions stables, nous avons l’identite´ en loi suivante
pour chaque t :
Xt
d
= Zt
( ∞∑
j=−∞
|ψj|α
)1/α
. (3.17)
En effet, puisque les Zt sont inde´pendantes et identiquement distribue´es suivant une
loi syme´trique α-stable, leur fonction caracte´ristique est donne´e par
ϕZt(z) = exp{−γα|z|α}.
En utilisant la relation (3.1) qui de´finit le processus Xt, on a
ϕXt(z) =
∞∏
j=−∞
ϕψjZt−j(z) =
∞∏
j=−∞
exp{−γα|ψjz|α}
= exp
{
− γα|z|α
∞∑
j=−∞
|ψj|α
}
= exp
{
− γα
∣∣∣z( ∞∑
j=−∞
|ψj|α
)1/α∣∣∣α}.
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C’est la fonction caracte´ristique de la variable ale´atoire Zt
(∑∞
j=−∞ |ψj|α
)1/α
, d’ou`
l’e´galite´ en distribution (3.17). Cela implique que Xt est SαS. On peut meˆme mon-
trer que les distributions fini-dimensionnelles des processus {Xt} sont α-stables et
par conse´quent, le processus est stable. Nous concluons a` partir de (3.17) que nous
avons besoin d’une condition pre´cise sur les coefficients ψj pour garantir l’existence
presque suˆre de la se´rie dans (3.1).
Proposition 70 Soit {Zt} une suite de variables ale´atoires inde´pendantes et identi-
quement distribue´es suivant une loi stable. Si les {ψj} sont une suite de constantes
telles que
∞∑
j=−∞
|ψj|ν <∞ pour tout ν ∈ ]0, α[ ∩ [0, 1], (3.18)
alors la se´rie infinie ∞∑
j=−∞
ψjZt−j,
converge absolument avec la probabilite´ 1.
En effet, on peut voir sans difficulte´s que la condition (3.18) garantit
E|Xt|ν <∞ pour tout ν ∈ ]0, α[ ∩ [0, 1].
Remarque 71 : Le processus de´fini par
Xt =
∞∑
j=−∞
ψjZt−j, (3.19)
ou` les {ψj} et {Zt} ve´rifient les hypothe`ses de la proposition 70, existe et est stric-
tement stationnaire. Cela veut dire que la distribution conjointe de (X1, ..., Xk)
′ est
la meˆme que celle de (X1+h, ..., Xk+h)
′ pour tout entier h et tout entier positif k. En
particulier, si les coefficients {ψj} sont choisis de fac¸on que ψj = 0 pour tout j < 0 et
∞∑
j=0
ψjz
j =
θ(z)
φ(z)
, |z| ≤ 1, (3.20)
ou` θ(z) = 1 + θ1z + ... + θqz
q et φ(z) = 1 − φ1z + ... − φpzp 6= 0 pour tout |z| ≤ 1,
alors on peut montrer que la suite {Xt}, comme de´finie par la relation (3.19), ve´rifie
les e´quations ARMA φ(B)Xt = θ(B)Zt. Inversement, on peut e´noncer le re´sultat
suivant.
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Proposition 72 Soit {Zt} une suite de variables ale´atoires inde´pendantes et identi-
quement distribue´es suivant une loi stable. Alors si les θ(·) et φ(·) sont des polynoˆmes
tels que φ(z) 6= 0 pour tout |z| ≤ 1, les e´quations aux diffe´rences
φ(B)Xt = θ(B)Zt (3.21)
ont une solution strictement stationnaire unique
Xt =
∞∑
j=0
ψjZt−j, (3.22)
ou` les coefficients {ψj} sont de´termine´s par la relation (3.20).
La de´monstration est donne´e dans Brockwell et Davis [5], page 538.
Rappelons que les variables ale´atoires SαS inde´pendantes et identiquement dis-
tribue´es ont pour repre´sentation Zt = A
1/2
t Gt, ou` {At} et {Gt} sont inde´pendantes.
Les variables ale´atoires stables At sont positives d’index de stabilite´ α/2 et les va-
riables ale´atoires Gt sont inde´pendantes et identiquement distribue´es suivant une loi
normale centre´e et re´duite. La variable ale´atoire Xt a donc pour repre´sentation
Xt =
∞∑
−∞
ψjA
1/2
t−jGt−j, t ∈ Z. (3.23)
On peut l’interpre´ter comme un processus line´aire avec des innovations gaussiennes
Gt perturbe´es par des facteurs multiplicatifs A
1/2
t potentiellement grands. Dans ce
sens, la the´orie ci-dessous peut eˆtre conside´re´e comme une modification de la the´orie
classique quand il y a de grandes fluctuations dans le bruit.
Bien-que le processus {Xt} de´fini par (3.17) soit strictement stationnaire, ce n’est
pas un processus au second ordre puisque E|Xt|2 = ∞. La conse´quence majeure est
que les notions d’autocorre´lation et d’autocorre´lation partielle ne sont plus de´finies.
Par voie de conse´quence, ces coefficients ne peuvent plus the´oriquement eˆtre utilise´s
pour l’identification de l’ordre d’un processus ARMA stable. Ne´anmoins, les valeurs
empiriques de ces coefficients sont toujours finies. On peut donc encore de´finir, pour
un tel processus, un analogue de la fonction d’autocorre´lation, c’est-a`-dire
%(h) =
∑
j ψjψj+|h|∑
j ψ
2
j
, h ∈ Z. (3.24)
Cette quantite´ a e´te´ utilise´e dans de nombreux ouvrages pour l’identification de l’ordre
d’un processus MA stable (par exemple Embrechts et al. [20]).
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Remarque 73 Bien que ce soient des nombres finis, les quantite´s %(h) ne peuvent
pas eˆtre interpre´te´es comme les autocorre´lations du processus {Xt}. Il s’agit simple-
ment de fonctions des coefficients {ψj} dans la repre´sentation (3.1), ou de fonctions
des coefficients {φj} et {θj} si {Xt} est un processus ARMA de´fini comme dans (3.3).
Nous pouvons estimer les %(h) en utilisant les autocorre´lations empiriques de´finies en
(3.11). Cet estimateur sera note´ %?(h). Malgre´ le fait que les autocorre´lations ne soient
pas de´finies, les autocorre´lations empiriques sont des estimateurs consistents de %(h).
Le the´ore`me qui suit permet d’e´tablir ce re´sultat.
The´ore`me 74 Soit {Zt} une suite de variables ale´atoires inde´pendantes et iden-
tiquement distribue´es suivant une loi stable et soit {Xt} un processus strictement
stationnaire
Xt =
∞∑
j=−∞
ψjZt−j, (3.25)
ou`
∞∑
j=−∞
|j||ψj|ν pour tout ν ∈ ]0, α[ ∩ [0, 1].
Alors pour chaque entier positif h( n
ln(n)
)1/α(
%?(1)− %(1), ..., %˜(h)− %(h)
)′ d→ (Y1, ..., Yh)′, (3.26)
ou`
Yk =
∞∑
j=1
(%(k + j) + %(k − j))− 2%(j)%(k))Sj
S0
, k = 1, ..., h.
Les variables ale´atoires S0, S1,...., sont stables inde´pendantes ; S0 est une variable
positive de fonction caracte´ristique
E exp{iuS0} = exp{−CΓ(1− α
2
) cos(piα/4)|u|α/2(1− i sign(u) tan(piα
4
))} (3.27)
et les variables ale´atoires S1, S2,..., sont identiquement distribue´es de fonction ca-
racte´ristique
E exp{iuS1} =

exp{−C2Γ(1− α) cos(piα/2)|u|α} si α 6= 1,
exp{−C2pi|u|/2} si α = 1.
(3.28)
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La preuve est de´taille´e dans Davis et Resnick [13].
Il re´sulte de ce the´ore`me que %?(h)
P→ %(h) et plus spe´cialement que
%?(h)− %(h) = Op
(( n
ln(n)
)−1/α)
= op(n
−1/ν)
pour tout ν > α. Cette vitesse de convergence vers 0 se compare bien avec la vitesse
plus lente , Op(n
−1/2), de la diffe´rence ρ?(h)− ρ(h) dans le cas a` variance finie.
On peut quelque peu simplifier la forme de la distribution asymptotique de %?(h).
En effet, la variable ale´atoire Yh a la meˆme distribution que
( ∞∑
j=1
|%(h+ j) + %(h− j)− 2%(j)%(h)|α
)1/α
U/V, (3.29)
ou` les variables ale´atoires V (≥ 0) et U sont inde´pendantes de fonctions caracte´ristiques
donne´es respectivement par (3.27) et (3.28), avec C = 1. Les percentiles de la dis-
tribution de U/V peuvent eˆtre obtenus soit en simulant des variables inde´pendantes
et identiquement distribue´es de U/V soit par inte´gration nume´rique de la densite´
conjointe de (U, V ) sur une re´gion approprie´e.
Remarque 75
1. Le the´ore`me 74 s’applique facilement pour des mode`les MA(q), les %(h) e´tant
nuls a` partir d’un certain rang. Toutefois, la vitesse de convergence est fonction
de l’index de stabilite´ α. Puisque l’estimation de ce parame`tre n’est pas assez
pre´cise, il semble donc difficile dans la pratique d’appliquer ce re´sultat.
2. Le proble`me de l’estimation de α subsiste dans le cas des mode`les AR(p). De
plus, dans le cas a` variance finie, l’identification de l’ordre de´coule du fait qu’au
bout d’un certain rang, les autocorre´lations partielles sont nulles. Ce re´sultat
n’est pas de´montre´ dans le cas a` variance infinie.
Sans information pre´alable sur la valeur de α, nous pouvons toujours supposer dis-
poser d’un e´chantillon avec un bruit blanc gaussien. Mais Adler et al. [1] ont montre´
par simulation qu’en supposant le processus gaussien (et donc en utilisant les tech-
niques d’identification dans le cas a` variance finie), l’erreur d’identification e´tait de
31% alors qu’en supposant le processus syme´trique α-stable (et donc en utilisant les
techniques d’identification ci-dessus), l’erreur d’identification n’e´tait plus que de 17%.
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3.1.2.1 Fonction d’autocovariation
La fonction d’autocovariation a e´te´ de´finie par Gallager [23] pour des processus
SαS strictement stationnaires, avec α > 1.
De´finition 76 Soit {Xt} un processus strictement stationnaire, la fonction d’autoco-
variation au rang h est la quantite´
λ(h) = λXt,Xt−h =
[Xt, Xt−h]α
‖Xt−h‖αα
=
EXtsignXt−h
E|Xt−h| , h = 0,±1,±2, ... (3.30)
Il s’agit simplement du coefficient de covariation deXt surXt−h, de´fini dans le chapitre
pre´ce´dent. L’autocovariation empirique est donne´e par
λ̂(h) =
r∑
t=l
XtsignXt−h
n∑
t=1
|Xt|
, (3.31)
ou` l = max(1, 1+h) et r = min(n, n+ k). Cet estimateur converge presque suˆrement
vers l’autocovariation λ(h).
The´ore`me 77 Soit {Xt} un processus ARMA(p,q) causal syme´trique α-stable, alors
on a
n1−
1
α
(
λ̂(h)− λ(h)
)
Loi→ σhX,
ou` σh =
( +∞∑
j=0
|ψj|α
)− 1
α
et X suit une loi stable SαS
( pi
2Γ(1− 1
α
)
)
.
La preuve est de´taille´e dans Gallagher [23] .
Proposition 78 Soit {Xt} un processus AR(p) causal. Dans ce cas, on peut montrer
l’e´galite´ matricielle suivante

λ(0) λ(−1) λ(−2) · · · λ(1− p)
λ(1) λ(0) λ(−1) · · · λ(2− p)
...
...
λ(p− 1) λ(p− 2) λ(p− 3) · · · λ(0)


φ1
φ2
...
φp
 =

λ(1)
λ(2)
...
λ(p)
 , p ≥ 1.
(3.32)
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Cela signifie que
∀k = 1, ...p, λ(k) = φ1λ(k − 1) + φ2λ(k − 2) + · · ·+ φpλ(k − p).
Preuve : Conside´rons un AR(p) causal SαS avec α > 1
Xt =
p∑
j=1
φjXt−j + Zt,
ou` Zt est un bruit SαS. Par de´finition du coefficient d’autocovariation (3.30), l’auto-
covariation au rang k est donne´e par
λ(k) =
[Xt, Xt−k]α
‖Xt−k‖αα
=
[ p∑
j=1
φjXt−j + Zt, Xt−k
]
α
‖Xt−k‖αα
=
p∑
j=1
φj
[Xt−j, Xt−k]α
‖Xt−k‖αα
+
[Zt, Xt−k]α
‖Xt−k‖αα
,
car la covariation est line´aire en son premier argument. Nous savons que le pro-
cessus autore´gressif peut s’e´crire Xt =
∑∞
j=0 ψjZt−j, ce qui implique que Xt−k =∑∞
j=0 ψjZt−k−j. Ainsi
[Zt, Xt−k]α =
[
Zt,
∞∑
j=0
ψjZt−k−j
]
α
=
∞∑
j=0
ψ
〈α−1〉
j [Zt, Zt−k−j]α
= 0,
car les Zt e´tant inde´pendants, [Zi, Zj]α = 0 ∀ i 6= j. Puisque le processus {Xt} est
stationnaire, on obtient finalement
∀k = 1, ...p, λ(k) = φ1λ(k − 1) + φ2λ(k − 2) + · · ·+ φpλ(k − p).
Cette relation nous permet d’avoir l’e´criture matricielle (3.32).
3.2 Le scov et le g.a.p. dans un contexte temporel
Le coefficient de covariation syme´trique signe´ (scov) et le coefficient d’association
ge´ne´ralise´ (g.a.p.) sont deux coefficients de de´pendance qui ont e´te´ de´finis dans le
chapitre pre´ce´dent. Nous introduisons, a` partir de ces coefficients, les notions de
fonctions d’autocovariation syme´trique signe´e et d’auto-association ge´ne´ralise´e. Nous
supposons que α > 1 et h ∈ N.
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3.2.1 Fonction d’autocovariation syme´trique signe´e
De´finition 79 Soit {Xt, t ∈ T} un processus α-stable stationnaire pour tout t ∈ T .
La fonction d’autocovariation syme´trique signe´e au rang h est de´finie par :
scov(h) = scov(Xt+h, Xt) = κ(Xt+h,Xt)
|[Xt+h, Xt]α[Xt, Xt+h]α|1/2
‖Xt‖αα
. (3.33)
Remarque 80 Pour un processus line´aire stationnaire causal, de´fini par la relation
(3.22), la fonction d’autocovariation syme´trique signe´e est donne´e par
scov(h) = κXt+h,Xt
∣∣∣( ∞∑
j=0
ψ
〈α−1〉
j ψh+j
)( ∞∑
j=0
ψjψ
〈α−1〉
h+j
)∣∣∣1/2
∞∑
j=0
|ψj|α
, (3.34)
ou`
κXt+h,Xt =

sign
( ∞∑
j=0
ψ
〈α−1〉
j ψh+j
)
si sign
( ∞∑
j=0
ψ
〈α−1〉
j ψh+j
)
sign
( ∞∑
j=0
ψjψ
〈α−1〉
h+j
)
,
−1 sinon.
(3.35)
En effet, la covariation de Xt+h sur Xt est donne´e par
[Xt+h, Xt]α =
[ ∞∑
j=0
ψjZt+h−j,
∞∑
j=0
ψjZt−j
]
α
=
∞∑
j=0
ψ
〈α−1〉
j ψh+j[Zt−j, Zt−j]
car les Zt sont inde´pendants.
= ‖Zt‖αα
∞∑
j=0
ψ
〈α−1〉
j ψh+j,
(3.36)
compte tenu de la stationnarite´ des Zt. De manie`re analogue, nous avons
[Xt, Xt+h]α = ‖Zt‖αα
∞∑
j=0
ψjψ
〈α−1〉
h+j . (3.37)
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De plus, on obtient
‖Xt‖αα = [Xt, Xt]α =
[ ∞∑
j=0
ψjZt−j,
∞∑
j=0
ψjZt−j
]
α
= ‖Zt‖αα
∞∑
j=0
|ψj|α.
(3.38)
En utilisant les relations (3.36), (3.37) et (3.38) dans (3.33), nous obtenons la relation
(3.34). La quantite´ (3.34) ne de´pend pas du parame`tre d’e´chelle de Xt mais seule-
ment des coefficients ψj et de l’index de stabilite´ α. Lorsque α = 2, nous retrouvons
le coefficient d’autocorre´lation pour un processus line´aire stationnaire gaussien.
Au chapitre 2, nous avons propose´ un estimateur du coefficient de covariation
syme´trique signe´ base´ sur les moments fractionnaires d’ordre infe´rieur. De manie`re
analogue, nous proposons pour la quantite´ (3.33) l’estimateur suivant :
ŝcov(h) = κ̂(Xt+h,Xt)
∣∣∣ n−h∑
t=1
Xt+hsign(Xt) ·
n−h∑
t=1
Xtsign(Xt+h)
∣∣∣1/2
n∑
t=1
|Xt|
, (3.39)
ou`
κ̂(Xt+h,Xt) =

sign
( n−h∑
t=1
Xt+hsign(Xt)
)
si sign
( n−h∑
t=1
Xt+hsign(Xt)
)
=
sign
( n−h∑
t=1
Xtsign(Xt+h)
)
,
−1 sinon.
La proposition suivante montre que les coefficients d’autocovariation syme´trique
signe´e suffisent a` de´terminer l’ordre q d’un processus moyenne mobile syme´trique α-
stable.
Proposition 81 Si {Xt} est un processus SαS line´aire, stationnaire de fonction
d’autocovariation syme´trique signe´e scov(·) telle que scov(h) = 0 pour h > q et
scov(q) 6= 0, alors {Xt} est un processus MA(q), c’est-a`-dire qu’il existe un processus
bruit blanc {Xt} syme´trique α-stable tel que
Xt = Zt + θ1Zt−1 + · · ·+ θqZt−q. (3.40)
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Preuve : Sans perdre la ge´ne´ralite´, conside´rons un processus MA(1). Celui-ci est
donne´ par
Xt = Zt + θ1Zt−1.
La relation (3.33) nous donne l’expression de scov(h). Nous avons donc
scov(1) = scov(Xt+1, Xt) = κ(Xt+1,Xt)
|[Xt+1, Xt]α[Xt, Xt+1]α|1/2
‖Xt‖αα
.
Or 
[Xt+1, Xt]α =[Zt+1 + θ1Zt, Zt + θ1Zt−1]α = θ1‖Zt‖αα,
[Xt, Xt+1]α =[Xt, Xt+1]α = [Zt, θ1Zt]α = θ
〈α−1〉
1 ‖Zt‖αα.
Ce qui implique que
[Xt+1, Xt]α[Xt, Xt+1]α = |θ1|α‖Zt‖αα.
De plus
‖Xt‖αα = [Zt + θ1Zt−1, Zt + θ1Zt−1]α
= (1 + |θ1|α)‖Zt‖αα
Ainsi
scov(1) = κ(Xt+1,Xt)
|θ1|α2
1 + |θ1|α .
Ce coefficient est tre`s semblable au coefficient d’autocorre´lation dans le cas d’une
moyenne mobile a` variance finie. Pour h = 2,
scov(2) = scov(Xt+2, Xt) = κ(Xt+2,Xt)
|[Xt+2, Xt]α[Xt, Xt+2]α|1/2
‖Xt‖αα
.
Or
[Xt+2, Xt]α = [Zt+2 + θ1Zt+1, Zt + θ1Zt−1]α = 0⇒ scov(2) = 0
Ainsi, ∀h ≥ 2, scov(h) = 0.
Conside´rons a` pre´sent le processus line´aire stationnaire causal
Xt =
∞∑
j=0
ψjZt−j, t = 0, 1, ...
Supposons que scov(h) = 0 pour h > 1.
scov(h) = 0⇔ [Xt+h, Xt]α[Xt, Xt+h]α = 0
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Supposons que [Xt+h, Xt]α = 0 (nous arrivons au meˆme re´sultat en prenant [Xt, Xt+h]α =
0). Nous savons que
[Xt+h, Xt]α = ‖Zt‖αα
∞∑
j=0
ψ
〈α−1〉
j ψh+j.
Ainsi
scov(h) = 0 ⇔
∞∑
j=0
ψ
〈α−1〉
j ψh+j = 0 ∀ h > 1.
Cela implique que ∀ h > 1, ψh = 0.
De ce qui pre´ce`de, si {Xt} est un processus line´aire stationnaire tel que scov(1) 6= 0
et scov(h) = 0, h ≥ 2, alors Xt = Zt + θ1Zt−1.
A` la diffe´rence de la fonction d’autocovariation, nous ne pouvons pas avoir de
ge´ne´ralisation des e´quations de Yule-Walker dans le cas d’un AR(p) causal en uti-
lisant les fonctions d’autocovariation syme´trique signe´e, car la covariation n’est pas
ge´ne´ralement line´aire en son deuxie`me argument. Toutefois, dans la troisie`me partie
de ce chapitre, nous construisons une statistique faisant intervenir cette quantite´ et
jouant le roˆle d’une fonction d’autocovariation partielle.
3.2.2 La fonction d’auto-association ge´ne´ralise´e
Soit {Xt} un processus stationnaire SαS. Le vecteur ale´atoire (Xt, Xt+1, ...., Xt+h)
est SαS de mesure spectrale Mh sur la sphe`re unite´ Sh. Soit (Ut, Ut+1, ...., Ut+h) un
vecteur de Sh de distribution de probabilite´ M˜h(·) =Mh(·)/Mh(Sh).
De´finition 82 Soit {Xt, t ∈ T} un processus α-stable stationnaire pour tout t ∈ T .
La fonction d’ auto-association ge´ne´ralise´e est de´finie par :
ρ˜(h) = ρ˜(Xt+h, Xt) =
EUtUt+h
EU2t
. (3.41)
La fonction d’auto-association empirique est donne´e par
̂˜ρ(Xt+h,Xt) =
m∑
j=1
σ̂j,t+h cosϕj sinϕj
m∑
j=1
σ̂j,t cos
2 ϕj
. (3.42)
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Remarque 83 Les coefficients σ̂j,t+h sont calcule´s a` partir des re´alisations Xh+1,...,
Xn, alors que les coefficients σ̂j,t sont calcule´s a` partir des re´alisationsX1, X2,...,Xh,...,Xn
du processus.
3.2.3 Etude par simulation de l’autocovariation syme´trique
signe´e et de l’auto-association ge´ne´ralise´e
Nous avons simule´ des re´alisations d’un processus MA(q) syme´trique α-stable
causal pour :
1. n = 100, 500 et 1000 ,
2. q = 1, 2 et 3 ,
3. α = 1.2, 1.4 et 1.6 .
Nous ne prenons qu’un seul jeu de parame`tres pour les θj des MA(q). Voici les
mode`les que nous avons utilise´s :
Xt = Zt + 0.5Zt−1 ,
Xt = Zt + 0.8Zt−1 − 0.4Zt−2 ,
Xt = Zt + 0.4Zt−1 + 0.6Zt−2 − 0.7Zt−3 ,
Nous construisons un intervalle de confiance empirique en repre´sentant les quan-
tiles a` 0.025 et 0.975 .
Les figures 3.1, 3.2 et 3.3 sont, en ce qui concerne la fonction d’autocovariation
syme´trique signe´e, une illustration de la proposition 81. Sur ces quelques exemples,
elles montrent que les fonctions d’autocovariation syme´trique signe´e et d’auto-asso-
ciation ge´ne´ralise´e permettent d’identifier aussi bien l’ordre d’un MA stable.
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Figure 3.1 – Identification du mode`leXt = Zt+0.5Zt−1, avec α = 1.2 et n = 100, 500
et 1000.
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Figure 3.2 – Identification du mode`le Xt = Zt + 0.8Zt−1 − 0.4Zt−2, avec α = 1.4 et
n = 100, 500 et 1000.
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Figure 3.3 – Identification du mode`le Xt = Zt + 0.4Zt−1 + 0.6Zt−2 − 0.7Zt−3, avec
α = 1.6 et n = 100, 500 et 1000.
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3.3 Statistiques de test de l’ordre k d’un AR stable
Dans la recherche d’une statistique jouant le roˆle d’une fonction d’autocorre´lation
partielle, nous nous sommes inspire´s des travaux de Garel et Hallin [26].
Soit {Xt}t∈Z un processus stationnaire d’ordre 2, de moyenne nulle et a` valeurs
re´elles. Soit M(t− 1|k − 1) l’espace de Hilbert re´el engendre´ par {Xt−1, ..., Xt−k+1}.
La projection orthogonale de Xt sur M(t− 1|k − 1) peut s’e´crire
X(t, k − 1) =
k−1∑
j=1
ak−1,jXt−j. (3.43)
Par stationnarite´, la projection orthogonale de Xt−k sur M(t− 1|k − 1) s’e´crit
X?(t− k, k − 1) =
k−1∑
j=1
ak−1,jXt−k+j. (3.44)
L’innovation d’ordre (k − 1) sur le futur ou innovation progressive est
ε(t, k − 1) = Xt −
k−1∑
j=1
ak−1,jXt−j
et l’innovation d’ordre (k − 1) sur le passe´ ou innovation re´trograde est
ε?(t− k, k − 1) = Xt−k −
k−1∑
j=1
ak−1,jXt−k+j.
De´finition 84 La fonction d’autocorre´lation partielle du processus stationnaire {Xt}
est de´finie par
υ(0) = 1
υ(k) = υ(−k)
υ(k) = Corr(ε(t, k − 1), ε?(t− k, k − 1))
La corre´lation partielle d’ordre k−1 repre´sente la corre´lation entre Xt et Xt−k prive´s
de leur meilleur pre´dicteur line´aire a` l’aide de Xt−1, ..., Xt−k+1. Cette de´finition peut
eˆtre rendue plus pre´cise dans un contexte particulier. Supposons que
Xt =
+∞∑
i=0
giε(t− i, k − 1)
ou`
∑+∞
i=0 |gi| < +∞. C’est le cas, par exemple, lorsque {Xt} est un processus AR(k−1)
causal. En utilisant les proprie´te´s du produit scalaire dans L2 nous avons
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Cov(ε(t, k − 1), ε?(t− k, k − 1)) = Cov((ε(t, k − 1), Xt−k))
=
+∞∑
i=0
giCov(ε(t, k − 1), ε(t− k − i, k − 1))
En divisant les deux membres de l’e´galite´ par Var(ε(1, k − 1)) nous obtenons
υ(k) =
+∞∑
i=0
giCorr
(
ε(t, k − 1), ε(t− k − i, k − 1)
)
. (3.45)
Soit maintenant {Xt} un processus SαS stationnaire de moyenne nulle, avec α > 1.
Nous supposons que la relation (3.18) est ve´rifie´e. Dans ce cas, l’espace engendre´ par
{Xt−1, ..., Xt−k+1} est un espace de Banach. Les fonctions d’autocorre´lation partielle
n’e´tant plus de´finies, nous de´finissons une analogue de (3.45) dans laquelle nous rem-
plac¸ons le coefficient de corre´lation par le coefficient de covariation syme´trique signe´.
La statistique de test que nous utilisons est donc
υ(k) =
+∞∑
i=0
giscov
(
ε(t, k − 1), ε(t− k − i, k − 1)
)
. (3.46)
Un estimateur de cette quantite´ est obtenu en remplac¸ant les diffe´rents coefficients
intervenant dans cette somme infinie par leurs estimateurs respectifs.
3.3.1 Etude par simulation de la statistique de test dans
l’identification de l’ordre d’un AR
Comme pre´ce´demment, nous avons simule´ des re´alisations d’un processus AR(p)
syme´trique α-stable causal pour :
1. n = 100, 500 et 1000 ,
2. q = 1, 2 et 3 ,
3. α = 1.2, 1.4 et 1.6 .
Nous conside´rons un seul jeu de parame`tres pour les φj des AR(q). Voici les
mode`les que nous avons utilise´s :
Xt = Zt +
7
6
Xt−1 − 1
3
Xt−2 ,
Xt = Zt − 1
4
Xt−1 − 1
4
Xt−2 +
1
16
Xt−3 ,
Xt = Zt − 1
4
Xt−1 − 3
8
Xt−2 +
5
8
Xt−3 +
5
16
Xt−4 .
Nous construisons des intervalles de confiance empirique en repre´sentant les quan-
tiles a` 0.025 et 0.975 .
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Figure 3.4 – Identification du mode`le Xt = Zt +
7
6
Xt−1 − 13Xt−2, avec α = 1.2 et
n = 100, 500 et 1000.
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Figure 3.5 – Identification du mode`le Xt = Zt − 14Xt−1 − 14Xt−2 + 116Xt−3, avec
α = 1.4 et n = 100, 500 et 1000.
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Figure 3.6 – Identification du mode`le Xt = Zt − 14Xt−1 − 38Xt−2 + 58Xt−3 + 516Xt−4,
avec α = 1.6 et n = 100, 500 et 1000.
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Les quelques exemples traite´s, illustre´s par les figures 3.4, 3.5 et 3.6, montrent
que la statistique (3.46) joue bien le roˆle d’un coefficient d’autocorre´lation partielle
et permet d’identifier l’ordre d’un AR stable.
3.4 Autocorre´lation base´e sur les rangs
La the´orie des tests base´s sur les rangs a e´te´ de´veloppe´e dans le cas a` variance
finie par Hallin et al. [34] et Hallin et Puri [35]. Plus re´cemment, Garel et Hallin [28]
ont identifie´ l’ordre d’un AR(p) a` l’aide des statistiques quadratiques et asymptoti-
quement invariantes. Les re´sultats de simulations qu’ils ont obtenus avec un bruit de
type Cauchy rendent possible le fait que la the´orie de´veloppe´e puisse s’appliquer au
cas SαS.
3.4.1 Multiplicateur de Lagrange : introduction
Le test du multiplicateur de Lagrange s’applique, d’une fac¸on ge´ne´rale, dans le
cas d’un mode`le d’e´chantillonnage ou` le mode`le statistique Pθ est tel que θ ∈ Θ ⊂ Rp.
Pour donner une pre´sentation plus claire de la statistique de test, nous nous plac¸ons
dans le cas simple suivant.
Soient X1, ..., Xn, n variables ale´atoires re´elles inde´pendantes et de meˆme loi gaus-
sienne N (µ, σ2). L’espace des parame`tres est Ω = {(µ, σ2) ∈ R × R+∗ }. On de´sire
effectuer le test suivant :
H0 : µ = µ0 contre H0 : µ 6= µ0.
Appelons L(x;µ) la fonction de log-vraisemblance. Une des statistiques de test que
l’on peut utiliser est la solution du proble`me de maximisation sous contrainte suivant :
max
µ
[L(x;µ)− λ(µ− µ0)].
En de´rivant par rapport a` µ et a` λ et en prenant les re´sultats e´gaux a` 0, on obtient :
λ∗ =
∂L
∂µ
(µ0),
qui est la pente de la fonction de log-vraisemblance en µ = µ0. Plus les donne´es
fournissent une estimation proche de µ0, plus la pente est proche de 0. Mais on peut
rencontrer la situation suivante. Pour deux jeux de donne´es x(1) et x(2), la distance
entre µ̂(1) et µ0 est plus grande que celle entre µ̂
(2) et µ0, alors que la pente en µ0 est
la meˆme pour les deux jeux de donne´es. Pour re´gler ce proble`me, on peut prendre
en compte la courbure de la fonction de log-vraisemblance : L posse`de une de´rive´e
seconde plus grande en valeur absolue dans le cas (2) que dans le cas (1). On obtient
alors la statistique du multiplicateur de Lagrange :
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ML =
(∂L
∂µ
(µ0)
)
−∂
2L
∂µ2
(µ0)
.
Plus la valeur de ML est petite, meilleure est l’ade´quation a` H0.
Remarque 85 Dans le cas des processus autore´gressifs, on souhaite tester un
AR(k -1) contre un AR(k). L’espace des parame`tres est donc {(φ1, ..., φk) ∈ Φ ⊂ Rk}.
L’hypothe`se H0 peut aussi s’e´crire φk = 0 et l’hypothe`se alternative H1 φk 6= 0.
3.4.2 Multiplicateur de Lagrange : approche classique
Appelons Qk−1 la statistique de test du multiplicateur de Lagrange d’une hy-
pothe`se AR(k-1 ) contre une hypothe`se AR(k) obtenue par Hosking [38] et reprise
par Po¨tscher [67]. Garel et Hallin [28] ont montre´ qu’elle pouvait s’e´crire sous la
forme :
Qk−1 = nT ′k−1


1 0 . . .
0
... w2k−1
0

−1
−

1 0 . . . 0
1 0 . . . 0
0 1
. . .
...
...
. . . . . . 0
0 . . . 0 1
 (W
2
k−1)
−1

1 1 0 . . . 0
0 0 1
. . .
...
...
...
. . . . . . 0
0 0 . . . 0 1

T
′
k−1
(3.47)
ou`
n1/2Tk−1 =

√
n− 1r̂k−1;1
n−1∑
j=2
ĝk−1;j−1
√
n− jr̂k−1;j
n−1∑
j=2
ĝk−1;j−2
√
n− jr̂k−1;j
...
n−1∑
j=2
ĝk−1;j−k+1
√
n− jr̂k−1;j

, W 2k−1 =

1 0 . . . 0
0 0 . . . 0
...
... 0
...
0 0 . . . 0
+ w2k−1,
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w2k−1 =

n−1∑
j=1
(ĝk−1;j)2
n−1∑
j=1
ĝk−1;j ĝk−1;j−1 . . .
n−1∑
j=1
ĝk−1;j ĝk−1;j−k+2
n−1∑
j=1
ĝk−1;j ĝk−1;j−1
n−1∑
j=1
(ĝk−1;j)2
. . .
...
...
. . . . . .
n−1∑
j=1
ĝk−1;j ĝk−1;j−1
n−1∑
j=1
ĝk−1;j ĝk−1;j−k+2 . . .
n−1∑
j=1
ĝk−1;j ĝk−1;j−1
n−1∑
j=1
(ĝk−1;j)2

,
ou`

∀j = 1, ..., r̂k;j =
n∑
t=k+1
ε̂k;tε̂k;t−j
n∑
t=1
(ε̂k;t)
2
et pour tout k, les ĝ sont calcule´s par 1
1−
k∑
j=1
φ̂k;jB
i
=
∞∑
u=0
ĝk;uB
u.
Proposition 86 Sous l’hypothe`se que le processus {Xt} est stationnaire au second
ordre, centre´, autore´gressif d’ordre k− 1 et que le bruit blanc {εt} est une suite i.i.d.
de loi N(0, σ2), on obtient que :
Qk−1
Loi→
n→+∞
χ21.
La de´monstration est de´taille´e dans Po¨tscher [67].
3.4.3 Multiplicateur de Lagrange : approche fonde´e sur les
rangs
De´finition 87 Soit {Zt} un processus. On appelle coefficient d’autocorre´lation base´e
sur les rangs d’ordre k la statistique suivante
r
(n)
J1,J2;k
=
1
n− k
n∑
t=k+1
J1
(
R
(n)
t
n+ 1
)
J2
(
R
(n)
t−k
n+ 1
)
−m(n)J1,J2
s
(n)
J1,J2;k
, (3.48)
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ou`

(R
(n)
1 , ..., R
(n)
n ) est le vecteur des rangs associe´ a` {Zt},
J1 et J2 sont deux fonctions scores,
m
(n)
J1,J2
et s
(n)
J1,J2;k
sont tels que, sous l′hypothe`se que {Zt} est
un bruit blanc,
√
n− kr(n)J1,J2;k soit centre´ et re´duit.
Voici diffe´rentes fonctions scores pouvant eˆtre utilise´es :
– van der Waerden : J1(x) = J2(x) = φ
−1(x),
– Wilcoxon : J1(x) = x− 12 ; J2(x) = log( x1−x)
– Laplace : J1(x) = sign(x− 12) ; J2(x) = log(2x)I(x ≤ 12)− log(2− 2x)I(x > 12),
– Spearman : J1(x) = J2(x) = (n+ 1)x.
On obtient alors quatre coefficients d’autocorre´lation base´es sur les rangs :
r
(n)
vdW;k =
1
n− k
n∑
t=k+1
Φ−1
(
R
(n)
t
n+ 1
)
Φ−1
(
R
(n)
t−k
n+ 1
)
−m(n)vdW
s
(n)
vdW;k
r
(n)
Wi;k =
1
n− k
n∑
t=k+1
(
R
(n)
t
n+ 1
− 1
2
)
log
(
R
(n)
t−k
n+ 1−R(n)t−k
)
−m(n)Wi
s
(n)
Wi;k
r
(n)
La;k =
[
1
n− k
n∑
t=k+1
sign
(
R
(n)
t
n+ 1
− 1
2
)(
log
(
2
R
(n)
t−k
n+ 1
)
I
(
R
(n)
t−k
n+ 1
≤ 1
2
)
− log
(
2− 2R
(n)
t−k
n+1
)
I
(
R
(n)
t−k
n+1
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Les hypothe`ses utilise´es par Hallin et Puri [35] pour obtenir les proprie´te´s asymp-
totiques des statistiques quadratiques fonde´es sur les rangs sont relativement clas-
siques dans ce contexte. Signalons tout de meˆme qu’elles reposent en particulier
sur l’existence d’une variance finie pour le bruit blanc et sur la diffe´renciabilite´ en
moyenne quadratique de la racine carre´e f 1/2 de la densite´ du bruit blanc. Cette
dernie`re hypothe`se est e´quivalente au fait que f 1/2 appartienne a` l’espace de Sobolev
W 21 (Rd), ou` d est la dimension des observations. De`s 1992, Garel avait donne´ une
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de´monstration de ce re´sultat. Une partie de la de´monstration figure dans Garel et
Hallin [27].
Proposition 88 Sous l’hypothe`se que le processus {Xt} est stationnaire au second
ordre, centre´, autore´gressif d’ordre k − 1 et que le bruit blanc εt est une suite i.i.d.
de densite´ f ve´rifiant entre autre les proprie´te´s ci-dessus, la statistique quadratique
asymptotiquement invariante QJ1,J2;k−1, de´finie en remplac¸ant dans (3.47) les auto-
corre´lations r̂k;j par les autocorre´lations rJ1,J2;k+j, suit asymptotiquement un χ
2
1.
La de´monstration est de´taille´e dans Hallin et Puri [35].
Ces diffe´rents coefficients fonde´s sur les rangs ont de´ja` e´te´ imple´mente´s dans le
programme rstable.f, e´crit en en Fortran par Bernard Garel. Nous avons donc utilise´
ce programme.
Conjecture 89 Sous l’hypothe`se que {Xt} est un processus AR(k−1) et le processus
{εt} est SαS, la statistique QJ1,J2;k−1 suit asymptotiquement un χ21.
Parmi les tests possibles (test du chi-deux,. . . ), nous avons choisi le test de
Kolmogorov-Smirnov. C’est un test d’ajustement a` une loi continue et semble donc
mieux adapte´ a` notre cas que le test du chi-deux.
De´finition 90 Soit l’e´chantillon (X1, . . . , Xn), la fonction de re´partition empirique
se de´finit par :
F̂ (x) =

0 si x < X(1)
...
i
n
si X(i) ≤ x < X(i+1)
...
1 si x > X(n)
ou` X(i) est la statistique d’ordre i de l’e´chantillon.
De´finition 91 Soit F̂ (x) la fonction de re´partition empirique de {X1, . . . , Xn} et
F0 la fonction caracte´ristique d’une loi continue donne´e. La distance de Kolmogorov-
Smirnov est la quantite´ :
d(F̂ , F0) = max
i=1,...,n
{∣∣∣F0(X(i))− i
n
∣∣∣, ∣∣∣F0(X(i))− i− 1
n
∣∣∣} .
On posera par convention : Tn = d(F̂ , F0). On se propose de tester H0 : ¿la loi de
(Xi) a pour fonction de re´partition F0À contre H1 = H
c
0.
La re`gle de de´cision que nous utilisons est la suivante :
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on accepte H0 si et seulement si Tn ≤ cδ
Proposition 92
– Sous l’hypothe`se H0, on a
∀cδ > 0, lim
n→+∞
PH0(
√
nTn ≤ cδ) = 1− 2
+∞∑
k=1
(−1)k+1 exp(−2k2c2δ) .
– Sous l’hypothe`se H1, on a lim
n→+∞
√
nTn = +∞.
Nous pouvons alors calculer en fonction de δ les quantiles de la loi Tn sous H0 (cf
tableau 3.1).
cδ 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09
1.0 0.7300 0.7406 0.7508 0.7608 0.7704 0.7798 0.7889 0.7976 0.8061 0.8143
1.1 0.8223 0.8300 0.8374 0.8445 0.8514 0.8580 0.8644 0.8706 0.8765 0.8823
1.2 0.8878 0.8930 0.8981 0.9030 0.9076 0.9121 0.9164 0.9206 0.9245 0.9283
1.3 0.9319 0.9354 0.9387 0.9418 0.9449 0.9478 0.9505 0.9531 0.9557 0.9580
1.4 0.9603 0.9625 0.9646 0.9665 0.9684 0.9702 0.9718 0.9734 0.9750 0.9764
1.5 0.9778 0.9791 0.9803 0.9815 0.9826 0.9836 0.9846 0.9855 0.9864 0.9873
1.6 0.9880 0.9888 0.9895 0.9902 0.9908 0.9914 0.9919 0.9924 0.9929 0.9934
1.7 0.9938 0.9942 0.9946 0.9950 0.9953 0.9956 0.9959 0.9962 0.9965 0.9967
1.8 0.9969 0.9971 0.9973 0.9975 0.9977 0.9979 0.9980 0.9982 0.9983 0.9984
1.9 0.9985 0.9986 0.9987 0.9988 0.9989 0.9990 0.9991 0.9991 0.9992 0.9993
Table 3.1 – Quantiles de la loi de
√
nTn sous H0
Mille (1000) re´plications de la statistiqueQJ1,J2;k−1 ont e´te´ simule´es pour les quatre
statistiques de rang (van der Waerden, Wilcoxon, Spearman et Laplace) a` partir de
n re´alisations d’un AR(p) syme´trique α-stable causal pour :
1. n = 50, 100, 500, et 1000,
2. p = 1, 2, 3 et 4,
3. α = 1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 1.7, 1.8, 1.9 et 2.
Nous ne prenons qu’un seul jeu de parame`tres pour les φj des AR(p). Voici les
mode`les que nous avons utilise´s :
Xt = Zt + 0.5Xt−1 ,
Xt = Zt +
7
6
Xt−1 − 1
3
Xt−2 ,
Xt = Zt − 1
4
Xt−1 − 1
4
Xt−2 +
1
16
Xt−3 ,
Xt = Zt − 1
4
Xt−1 − 3
8
Xt−2 +
5
8
Xt−3 +
5
16
Xt−4 .
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Les tests d’ajustement sont pratique´s sur tous les e´chantillons. Les re´sultats obtenus
sont pre´sente´s sous forme de tableau des tests pratique´s sur les 160 simulations (0
pour l’acceptation de l’hypothe`se H0, c’est-a`-dire que les donne´es suivent un chi-
deux a` un degre´ de liberte´, ou 1 pour le rejet de cette hypothe`se) avec un niveau de
confiance de 95%.
AR(1) : Xt = Zt + 0.5Xt−1
2 1.9 1.8 1.7 1.6 1.5 1.4 1.3 1.2 1.1
50 1 1 1 1 1 1 1 1 1 1
100 1 1 1 1 1 1 1 1 1 1
500 0 0 0 0 0 0 0 0 0 0
1000 0 0 0 0 0 0 0 0 0 0
AR(2) : Xt = Zt +
7
6
Xt−1 − 13Xt−2
2 1.9 1.8 1.7 1.6 1.5 1.4 1.3 1.2 1.1
50 1 1 1 1 1 1 1 1 1 1
100 1 1 1 1 1 1 1 1 1 1
500 0 0 0 0 0 1 0 1 1 1
1000 0 0 1 0 0 1 1 0 1 0
AR(3) : Xt = Zt − 14Xt−1 − 14Xt−2 + 116Xt−3
2 1.9 1.8 1.7 1.6 1.5 1.4 1.3 1.2 1.1
50 1 1 1 1 1 1 1 1 1 1
100 1 1 1 1 1 1 1 1 1 1
500 0 0 0 0 1 0 1 1 1 0
1000 0 0 0 0 0 0 1 1 0 0
AR(4) : Xt = Zt − 14Xt−1 − 38Xt−2 + 58Xt−3 + 516Xt−4
2 1.9 1.8 1.7 1.6 1.5 1.4 1.3 1.2 1.1
50 1 1 1 1 1 1 1 1 1 1
100 1 1 1 1 1 1 1 1 1 1
500 1 0 1 1 1 0 1 1 1 1
1000 0 0 0 0 1 0 1 0 1 1
Table 3.2 – Tests d’ade´quation pour la statistique de rang Van der Waerden (rappel :
0 pour l’hypothe`se H0 ou 1 pour l’hypothe`se H1).
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AR(1) : Xt = Zt + 0.5Xt−1
2 1.9 1.8 1.7 1.6 1.5 1.4 1.3 1.2 1.1
50 0 0 0 1 1 1 1 0 1 1
100 1 1 1 1 1 1 1 1 1 1
500 0 0 0 0 0 0 0 0 0 0
1000 0 0 0 0 0 0 0 0 0 0
AR(2) : Xt = Zt +
7
6
Xt−1 − 13Xt−2
2 1.9 1.8 1.7 1.6 1.5 1.4 1.3 1.2 1.1
50 0 0 0 0 0 1 0 0 0 0
100 0 0 0 0 0 0 0 0 1 1
500 0 0 0 0 0 1 0 0 1 0
1000 1 0 0 0 0 0 1 0 0 0
AR(3) : Xt = Zt − 14Xt−1 − 14Xt−2 + 116Xt−3
2 1.9 1.8 1.7 1.6 1.5 1.4 1.3 1.2 1.1
50 0 0 0 0 0 0 0 0 0 0
100 0 0 0 0 0 0 0 0 1 1
500 0 0 0 0 1 0 0 0 0 0
1000 0 0 0 0 0 0 0 1 0 0
AR(4) : Xt = Zt − 14Xt−1 − 38Xt−2 + 58Xt−3 + 516Xt−4
2 1.9 1.8 1.7 1.6 1.5 1.4 1.3 1.2 1.1
50 0 0 0 0 0 0 0 0 0 1
100 0 0 0 0 0 0 1 0 1 1
500 0 0 0 0 1 0 0 0 1 1
1000 1 0 0 0 0 0 0 0 1 1
Table 3.3 – Tests d’ade´quation pour la statistique de rang Wilcoxon (rappel : 0 pour
l’hypothe`se H0 ou 1 pour l’hypothe`se H1).
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AR(1) : Xt = Zt + 0.5Xt−1
2 1.9 1.8 1.7 1.6 1.5 1.4 1.3 1.2 1.1
50 1 1 1 1 1 1 1 1 1 1
100 1 1 1 1 1 1 1 1 1 1
500 1 1 1 1 1 1 1 1 1 1
1000 0 0 0 0 0 0 0 0 0 0
AR(2) : Xt = Zt +
7
6
Xt−1 − 13Xt−2
2 1.9 1.8 1.7 1.6 1.5 1.4 1.3 1.2 1.1
50 0 1 0 0 0 0 0 0 0 0
100 0 0 0 0 0 0 0 0 1 0
500 1 1 1 0 1 0 1 1 1 1
1000 0 0 0 0 1 0 1 1 1 1
AR(3) : Xt = Zt − 14Xt−1 − 14Xt−2 + 116Xt−3
2 1.9 1.8 1.7 1.6 1.5 1.4 1.3 1.2 1.1
50 0 0 1 1 1 1 0 0 0 1
100 1 0 0 1 1 1 1 0 1 1
500 0 1 1 1 1 0 1 1 1 1
1000 0 0 1 0 1 0 0 1 0 1
AR(4) : Xt = Zt − 14Xt−1 − 38Xt−2 + 58Xt−3 + 516Xt−4
2 1.9 1.8 1.7 1.6 1.5 1.4 1.3 1.2 1.1
50 1 1 0 1 0 0 1 0 0 0
100 0 0 0 0 1 0 0 0 1 1
500 1 1 1 0 1 0 1 1 1 1
1000 0 0 0 0 1 1 1 1 1 1
Table 3.4 – Tests d’ade´quation pour la statistique de rang Spearman (rappel : 0
pour l’hypothe`se H0 ou 1 pour l’hypothe`se H1).
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AR(1) : Xt = Zt + 0.5Xt−1
2 1.9 1.8 1.7 1.6 1.5 1.4 1.3 1.2 1.1
50 0 0 0 0 0 0 0 0 0 0
100 0 0 0 0 0 0 0 0 1 1
500 0 0 0 0 0 0 0 0 0 0
1000 0 0 0 0 0 0 0 0 0 0
AR(2) : Xt = Zt +
7
6
Xt−1 − 13Xt−2
2 1.9 1.8 1.7 1.6 1.5 1.4 1.3 1.2 1.1
50 1 0 0 0 0 0 0 0 0 0
100 1 0 0 0 0 0 0 1 0 1
500 0 0 0 0 0 0 0 0 0 1
1000 1 0 0 0 0 1 0 0 0 0
AR(3) : Xt = Zt − 14Xt−1 − 14Xt−2 + 116Xt−3
2 1.9 1.8 1.7 1.6 1.5 1.4 1.3 1.2 1.1
50 0 0 0 0 0 0 1 0 1 0
100 0 0 0 0 0 0 0 0 0 0
500 0 0 0 0 0 1 0 0 0 0
1000 0 0 0 0 0 0 0 0 0 0
AR(4) : Xt = Zt − 14Xt−1 − 38Xt−2 + 58Xt−3 + 516Xt−4
2 1.9 1.8 1.7 1.6 1.5 1.4 1.3 1.2 1.1
50 0 0 0 0 0 1 0 0 0 1
100 0 0 0 0 0 0 1 1 1 1
500 0 0 0 0 0 0 0 0 1 1
1000 0 0 0 0 0 0 0 0 0 1
Table 3.5 – Tests d’ade´quation pour la statistique de rang Laplace (rappel : 0 pour
l’hypothe`se H0 ou 1 pour l’hypothe`se H1).
Conclusion et perspectives
Dans ce travail, nous avons introduit un nouveau coefficient permettant de cap-
ter la de´pendance entre composantes d’un vecteur syme´trique α-stable : le coeffi-
cient de covariation syme´trique signe´. Ce coefficient est, de par sa construction, ana-
logue au coefficient de corre´lation de Pearson et posse`de la plupart de ses proprie´te´s.
Nous avons illustre´ son utilite´, en particulier dans le cas des vecteurs ale´atoires sous-
gaussiens, ou` celui-ci co¨ıncide avec le coefficient de corre´lation du vecteur gaussien
sous-jacent et le coefficient d’association ge´ne´ralise´ introduit par Paulauskas [65].
Nous avons propose´ un estimateur convergent du coefficient de covariation syme´-
trique signe´. Cet estimateur ne ne´cessite ni une estimation pre´cise de l’index de sta-
bilite´ α ni de la mesure spectrale associe´e au vecteur. Ce n’est pas le cas, en revanche,
de l’estimateur que nous avons propose´ pour le coefficient d’association ge´ne´ralise´.
Dans le cas des vecteurs ale´atoires sous-gaussiens, nous avons propose´ un estimateur
du coefficient de corre´lation entre les composantes du vecteur gaussien sous-jacent,
valide pour tout 0 < α ≤ 2.
Une application des coefficients mentionne´s ci-dessus a e´te´ leur de´finition dans un
contexte temporel. Nous avons introduit les notions d’autocovariation syme´trique
signe´e et d’auto-association ge´ne´ralise´e pour des processus line´aires stationnaires
syme´triques α-stables. Ces coefficients ont e´te´ utilise´s avec succe`s pour identifier
l’ordre d’un MA stable. Sur la base des fonctions d’autocovariation syme´trique signe´e,
nous avons construit une statistique jouant le roˆle d’un coefficient d’autocorre´lation
partielle. Celle-ci permet d’identifier l’ordre d’un AR stable.
Ce travail laisse entrevoir de nombreuses pistes pre´sentant un grand inte´reˆt d’un
point de vue the´orique et aussi des applications. Une premie`re direction de recherche
consisterait en une e´tude plus comple`te des lois asymptotiques des diffe´rents esti-
mateurs que nous avons propose´s. En particulier pour des lois sous-gaussiennes, la
connaissance de ces lois asymptotiques permettrait la formulation d’un test statistique
pour accepter ou rejeter l’hypothe`se que les donne´es traite´es sont bien distribue´es sui-
vant des lois sous-gaussiennes.
Nous envisageons d’utiliser le coefficient d’autocovariation syme´trique signe´ pour
mettre en œuvre une Analyse en Composantes Principales (ACP) sur des lois sous-
gaussiennes, ce qui ferait e´cho a` des travaux de Lamantia et al.[48] sur le sujet.
L’extension des coefficients que nous avons de´finis au domaine spatial paraˆıt pour
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nous comme une ne´cessite´. En effet, elle permettrait de prendre en compte le ca-
racte`re spatio-temporel de nombreux phe´nome`nes physiques. Prenons l’exemple du
phe´nome`ne El Nin˜o. C’est l’une des plus importantes sources de variabilite´ du syste`me
climatique, dont le pacifique tropical est le sie`ge. Ses conse´quences se font ressentir
sur la presque totalite´ du globe et peuvent se re´ve´ler catastrophiques (Goddard et
Dilley, 2005). Des travaux d’expertise sur des donne´es de tempe´rature de surface de
l’oce´an dans le Pacifique (indice Nin˜o 3 SST : moyenne de la tempe´rature de surface
de l’oce´an dans le Pacifique e´quatorial Est 150oW-90oW; 5oS-5oN) et les re´sultats
obtenus indiquent qu’un mode`le faisant intervenir des lois α-stables non-gaussiennes
s’adapterait mieux qu’un mode`le gaussien pour la variabilite´ interannuelle associe´e a`
El Nin˜o. L’E´tude en question a e´te´ initialise´e dans le me´moire de master recherche
de Christelle Bosc (Bosc, 2005) et s’est poursuivie par les travaux de the`se de Julien
Boucharel (Boucharel, 2010). Ainsi, une telle extension donnerait lieu a` des applica-
tions de ces nouveaux outils aux phe´nome`nes climatiques, en particulier le phe´nome`ne
El Nin˜o.
Une autre piste de recherche serait l’e´tude de coefficients de de´pendance en pre´sence
de lois α-stables pre´sentant une asyme´trie, comportement que l’on retrouve de nom-
breux fois lorsqu’on traite des donne´es financie`res.
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Annexe A
Programmes R
A.1 Libraires de base utilise´es
Graˆce a` une grande communaute´ de de´veloppeurs, le logiciel R connaˆıt un succe`s
toujours grandissant. Au fil des anne´es, diffe´rentes ‘librairies’ ou packages ont e´te´
de´veloppe´es pour traiter des proble`mes suivant des techniques spe´cifiques. Lorsqu’on
travaille sur une mode´lisation utilisant les lois α-stables, la librairie fBasics se re´ve`le
eˆtre une pre´cieuse ‘boite a` outils’. Pour les distributions α-stables, voici quelques unes
des fonctions de cette librairie que nous avons utilise´es :
rstable : fonction qui permet de ge´ne´rer n re´alisations inde´pendantes d’une variable
ale´atoire Sα(γ, β, δ), suivant la parame´trisation A ou M.
dstable : fonction qui permet de calculer la densite´ associe´e a` une variable ale´atoire
Sα(γ, β, δ).
StableFit : fonction qui permet d’estimer les parame`tres d’une variable ale´atoire
Sα(γ, β, δ) respectivement par la me´thode des quantiles de McCulloch (“qm”)
et la me´thode du maximum de vraisemblance (“mle”). Cette fonction permet
aussi d’ajuster des donne´es a` une distribution α-stable dont on spe´cifie les quatre
parame`tres.
Toujours dans cette librairie, certaines fonctions permettant de mettre en œuvre des
test de normalite´ bien connus ont e´te´ imple´mente´es. Voici celles que nous utilisons :
ksnormTest : fonction qui permet de faire le test de normalite´ de Kolmogorov-
Smirnov.
pchiTest : fonction qui permet de faire le test de normalite´ du Khi-2 de Pearson
Pour le calcul de la mesure spectrale discre´tise´e, nous avons besoin de re´soudre le
proble`me d’optimisation du type de moindres carre´s avec contraintes non ne´gatives
de´fini au chapitre 2. Pour ce faire, nous utilisons la librairie ‘nnls’. Dans celle-ci, nous
utilisons la fonction nnls qui permet de re´soudre ce proble`me.
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A.2 Programmes pour l’estimation des parame`tres
A.2.1 Programme de l’estimateur de Hill
# Fonction qui calcule et repre´sente les valeurs que prend l’estimateur de Hill
# pour determiner l’indice de queue des donne´es traite´es.
# Cet estimateur pre´sente l’avantage d’eˆtre applicable a` toutes donne´es
# a` queue lourdes
# x : vecteur de donne´es taille n, dont on de´sire de´terminer l’indice de queue
hilesplot.fn=function(x)
{
x=rev(sort(x))
ha=rep(0,(length(x)-1))
for (k in 1 :(length(x)-1)){ha[k]=(1/k)*sum(log((x[1 :k])/x[k+1]))}
to=1/ha
plot(1 :(length(x)-1),to,type=’l’,xlab=”Nombre k de statistiques d’ordre superieur”,
+ylab=’CMLE’,main=”Estimation de Hill de l’indice de queue”)
rm(x,ha) ;to}
A.2.2 Programme des estimateurs de la re´gression
# koutEst.fn : fonction qui calcule pour un e´chantillon donne´e
# une estimation de α et γ pour des variables la me´thode de Koutrovelis
# L’e´chantillon est suppose´ suivre une loi SαS
# x : vecteur de donne´es
koutEst.fn=function(x)
{
# Chargement du tableau propose´ par Koutrovelis pour le choix optimal de K
opti=tableauK
# Estimation des parame`tres par la me´thode de McCulloch
ta=stableFit(x)@fit$estimate
# optiK.fn : sous-programme pout le choix optimal de K
# opti : tableau des valeurs optimales de K donne´es par Koutrovelis
# Ces valeurs de´pendent de α et de la taille de l’e´chantillon
# x : index de stabilite´ α du vecteur de taille n des donne´es
# n : longueur du vecteur des donne´es dont l’index de stabilite´ est α
optiK.fn=function(x,n,opti)
{
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if (is.numeric(x)==FALSE) k=NA else
{ for (i in 2 :9)
for (j in 2 :4)
if (opti[i,1]+.1>=x&x>opti[i,1]-.1&opti[1,j]==n) k=opti[i,j]
if (1.8>x&x>1.6) k=10 } k}
# Choix de K
K=optiK.fn(ta[1],length(x),opti)
ga0=ta[3] ;x=x/ta[3] ;w=numeric(K) ;y=w
# Calcul de l’estimation du α
for (k in 1 :K){w[k]=log(abs(pi*k/25)) ;y[k]=
+log(-log(((sum(cos(pi*k*x/25)))/length(x)) 2ˆ))}
yb=mean(y) ;wb=mean(w)
alpha=(sum(w*y)-K*yb*wb)/(sum(w 2ˆ)-K*wb 2ˆ)
# Calcul de l’estimation du parame`tre d’e´chelle
ga=(exp(yb-alpha*wb)/2) (ˆ1/alpha)
ga=ta[3]*ga
yb=c(alpha,ga)
names(yb)=c(’alphaRg’,’GammaRg’)
# Sortie : vecteur de taille 2, donnant l’index de stabilite´ et le parame`tre d’e´chelle
yb}
A.2.3 Programme pour le test de la variance convergente
# varcon.test : Fonction qui fait le test de la variance convergente pour voir
# si nous sommes en pre´sence de donne´es a` queue lourde
# x : vecteur de donne´es de taille n, dont on de´sire e´tudier la variance empirique
varcon.test=function(x)
{
sa=1
for (i in 1 :length(x)){ sa[i]=((sum((x[1 :i]) 2ˆ))/i)- ((sum(x[1 :i]))/i) 2ˆ}
plot(1 :length(x),sa,type=’l’,xlab=’Effectifs des echantillons’,
+ylab=’Variance des echantillons’,main=’Test de la variance convergente’) }
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A.3 Programmes pour la simulation des vecteurs
A.3.1 Les combinaisons line´aires de variables independantes
# Cette fonction ge´ne`re un vecteur bivarie´ dont les composantes
# sont des combinaisons line´aires de variables ale´atoires SαS
# n : longueur du vecteur a` ge´ne´rer
# alpha : index de stabilite´ du vecteur a` ge´ne´rer
# sigma : parame`tre d’e´chelle des variables ale´atoires SαS
# coeff : matrice A de dimension 2× 2 des coefficients des combinaisons
combidegene.fn=function(n,alpha,sigma,coeff)
{
# Chargement de la librairie qui permet de ge´ne´rer des variables ale´atoires stables
library(fBasics)
# Ge´ne´ration des variables ale´atoires SαS inde´pendantes
X1=rstable(n,alpha,0,sigma,0) ;X2=rstable(n,alpha,0,sigma,0)
# Calcul des combinaisons linaires
Y1=coeff[1,1]*X1+coeff[1,2]*X2
Y2=coeff[2,1]*X1+coeff[2,2]*X2
# Sortie : matrice 2× n des re´alisations du vecteur
Y1=cbind(Y1,Y2)
}
A.3.2 Les vecteurs sous-gaussiens
# Cette fonction ge´ne`re un vecteur bivarie´ dont les composantes
# sont des variables ale´atoires sous-gaussiennes
# n : longueur du vecteur a` ge´ne´rer
# alpha : index de stabilite´ du vecteur a` ge´ne´rer
# sigma1 : parame`tre d’e´chelle de la premie`re composante du vecteur
# sigma2 : parame`tre d’e´chelle de la deuxie`me composante du vecteur
# r : coefficient de corre´lation entre les composantes du vecteur gaussien sous-jacent
sousgaugene=function(n,alpha,sigma1,sigma2,r)
{
# Chargement de la librairie qui permet de ge´ne´rer des variables ale´atoires stables
library(fBasics)
# vectnorm.fn : sous-programme qui ge´ne`re un vecteur gaussien bivarie´
# dont les composantes sont centre´es, re´duites et inde´pendantes
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# La me´thode utilise´e est celle de Box-Mu¨ller
vectnorm.fn=function(n)
{
# Simulation de variables ale´atoires suivant une loi uniforme sur ]0,1[
u=runif(n,0,1)
v=runif(n,0,1)
x=(sqrt(-2*log(u)))*cos(2*pi*v)
y=(sqrt(-2*log(u)))*sin(2*pi*v)
# Cre´ation de la matrice n× 2 des re´alisations du vecteur
dd=rbind(x,y)
}
# racama.fn : sous-programme qui cacule la racine carre´e d’une matrice
# par la de´composition de Shur racama.fn
# x : matrice dont ont veut calculer la racine carre´e
racama.fn=function(x)
{
p=eigen(x)
fr=(p$vec)%*%diag(sqrt(p$val))%*%t(p$vec)
fr
}
s1=sigma1 ;s2=sigma2
# Simulation du vecteur gaussien sous-jacent
# s1 : e´cart-type de la preme`re composante
# s2 : e´cart-type de la deuxie`me composante
# r : coefficient de corre´lation entre les deux composantes
re=racama.fn(matrix(c((s1) 2ˆ,r*s1*s2,r*s1*s2,(s2) 2ˆ),nr=2,byrow=T))
ff=t(re%*%vectnorm.fn(n))
# Ge´ne´ration de la variable ale´atoire A1/2
# A est positive d’index de stabilite´ α/2, son parame`tre d’asyme´trie β = 1
a=sqrt(rstable(n,alpha/2,beta=1,gamma =(cos(pi*alpha/4)) (ˆ2/alpha),
+delta = 0, pm=1))
# Sortie : matrice 2× n des re´alisations du vecteur sous-gaussien
tt=t(ff*a)}
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A.4 Programmes pour l’estimation des coefficients
de de´pendance
A.4.1 Programme pour l’estimation du rho de van der Waer-
den
# Fonction qui calcule l’estimateur de van der Waerden
# pour des donne´es bavarie´es
# x : matrice 2× n des donne´es
vander.fn=function(x)
{
r=rank(x[1,]) ;s=rank(x[2,])
p=sum((qnorm(r/((length(x[1,]))+1)))*(qnorm(s/((length(x[1,]))+1))))
ta=sum((qnorm(1 :length(x[1,])/((length(x[1,]))+1))) 2ˆ)
van=p/ta
}
A.4.2 Programme pour l’estimation de r
# dan : matrice n× 2 des donne´es
# p : exposant qui est choisi tel que 0 < p < α ≤ 2
corela.fn=function(dan,p)
{
ga=(sum(abs(dan[,1]) pˆ)) (ˆ2/p)+(sum(abs(dan[,2]) pˆ)) (ˆ2/p)-
+(sum(abs(dan[,1]-dan[,2]) pˆ)) (ˆ2/p)
go=(sum(abs(dan[,1]) pˆ)*sum(abs(dan[,2]) pˆ)) (ˆ1/p)
ga=ga/(2*go) ; ga}
A.4.3 Programme pour l’estimation du scov
#coresign.fn : Fonction qui calcule une estimation du scov
# pour des donne´es bivarie´es
# dat : matrice 2× n des donne´es
coresign.fn=function(dat)
{
# covacoe.fn : sous-programme qui permet de calculer l’estimateur du
# coefficient de covariation de X1 sur X2
covacoe.fn=function(x1,x2)
{
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t=sum(x1*sign(x2))/sum(abs(x2)) ; t}
mer=covacoe.fn(dat[1,],dat[2,])
ter=covacoe.fn(dat[2,],dat[1,])
# Calcul de l’estimation du scov
ter=ifelse(sign(ter)==sign(mer),sign(ter),-1)*sqrt(abs(mer*ter))
ter}
A.4.4 Programme pour l’estimation du g.a.p.
# gapspectre.fn : fonction qui calcule l’estimation du g.a.p. par
# la me´thode de Nolan, Panorska et McCulloch
# tab : matrice n× 2 des donne´es
# m : nombre de points de discre´tisation de la mesure spectrale
gapspectre.fn=function(tab,m)
{
# Calcul des points en fonction desquels on discre´tise la mesure spectrale
so=matrix(NA,nr=m,nc=2)
so[,1]=cos(2*pi*(1 :m-1)/m)
so[,2]=sin(2*pi*(1 :m-1)/m)
# De´termination de la matrice des projections des
# donne´es suivant la direction de chaque point de discre´tisation
Pro=matrix(NA,nr=dim(so)[1],ncol=dim(tab)[1])
for (i in 1 :dim(so)[1]){Li=so[i,]*t(tab)
Pro[i,]=apply(Li,2,sum)}
# Calcul des diffe´rents index de stabilite´ : alEcMc, alEcKo, alPrMc, alPrKo
# Les index de stabilite´ alEcMc et alPrMc sont determine´s par
# les quantiles de McCulloch
# Les index de stabilite´ alEcKo et alPrKo sont determine´s par
# la re´gression de Koutrovelis
# Pour la me´thode ECF
dono=koutEst.fn(tab[,1])
dini=koutEst.fn(tab[,2])
# le alpha commun respectivement par les me´thodes de McCulloch et de Koutrovelis
alEcMc=(dono[1]+dini[1])/2
alEcKo=(dono[3]+dini[3])/2
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# Pour la me´thode PROJ
Li=matrix(NA,nr=dim(so)[1],nc=4)
for (i in 1 :dim(so)[1]){Li[i,]=koutEst.fn(Pro[i,])}
# le alpha commun respectivement par les me´thodes de McCulloch et de Koutrovelis
alPrMc=mean(Li[,1])
alPrKo=mean(Li[,3])
psi.fn : sous-programme qui calcule la matrice Ψ
# so : matrice m× 2 des points de discre´tisation de la mesure spectrale
# alp : index de stabilite´ des donne´es
psi.fn=function(so,alp)
{
to=so
# Calcul des e´le´ments Ψ(tj; sj)
Psi=matrix(NA,nr=dim(so)[1],nc=dim(so)[1])
for (i in 1 :dim(so)[1]){
for (j in 1 :dim(so)[1]){
Psi[i,j]=(abs(sum(to[i,]*so[j,]))) aˆlp}
}
# Sortie : matrice Ψ de dimension m×m
Psi}
# Les matrices Psi
# la matrice Psi de ECF est calcule´e avec alEcMc
PsiEmc=psi.fn(so,alEcMc)
# la matrice Psi de ECF est calcule´e avec alEcKo
PsiEko=psi.fn(so,alEcKo)
# la matrice Psi de PROJ est calcule´e avec alPrMc
PsiPmc=psi.fn(so,alPrMc)
# la matrice Psi de PROJ est calcule´e avec alPrKo
PsiPko=psi.fn(so,alPrKo)
# Calcul du vecteur ~I de taille m
# par la methode PROJ
# le vecteur I de la me´thode PROJ est calcule´ avec le alPrMc
Ipmc=Li[,2] aˆlPrMc
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# le vecteur I de la me´thode PROJ est calcule´ avec le alPrKo
Ipko=Li[,4] aˆlPrKo
# par la me´thode ECF
# Commencer par un scaling des donne´es
dono=numeric(dim(tab)[1])
for (i in 1 :length(dono))
{dono[i]=sqrt(tab[i,1] 2ˆ+tab[i,2] 2ˆ)} dono=median(dono)
tab=tab/dono
# Nouveau calcul de Pro pour ECF avec les donne´es scale´es
Pro=matrix(NA,nr=dim(so)[1],ncol=dim(tab)[1])
for (i in 1 :dim(so)[1]){Li=so[i,]*t(tab)
Pro[i,]=apply(Li,2,sum)}
# Calcul du vecteur I par ECF
Iecf=numeric(dim(so)[1])
for (i in 1 :dim(so)[1]){ Iecf[i]=-log(sum(cos(Pro[i,]))/dim(tab)[1])}
# progap.fn : Fonction qui calcule l’estimation du g.a.p.
# Psi : matrice Ψ de dimension m×m
# mpoi : vecteur de taille m des points de discre´tisation de la mesure spectrale
# Ic : vecteur ~I de taille m de la seconde caracte´ristique
progap.fn=function(Psi,Ic,mpoi)
{
# Chargement de la librairie qui permet la re´solution d’un proble`me
# du type de moindres carre´s avec contraintes non ne´gatives library(nnls)
# Re´solution du proble`me des moindres carre´s
mo=nnls(Psi,Ic)$x
# Calcul des probabilite´s
Cal=mo/sum(mo)
# Calcul de l’estimation du g.a.p.
mo=sum(mpoi[,1]*mpoi[,2]*Cal)/sqrt(sum(mpoi[,1] 2ˆ*Cal)*sum(mpoi[,2] 2ˆ*Cal))
}
# Calcul des estimations du g.a.p.
# L’estimation du g.a.p est calcule´e en couplant EFC et McCulloch
gapemc=progap.fn(PsiEmc,Iecf,so)
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# L’estimation du g.a.p est calcule´e en couplant EFC et Koutrovelis
gapeko=progap.fn(PsiEko,Iecf,so)
# L’estimation du g.a.p est calcule´e en couplant PROJ et McCulloch
gappmc=progap.fn(PsiPmc,Ipmc,so)
# L’estimation du g.a.p est calcule´e en couplant EFC et Koutrovelis
gappko=progap.fn(PsiPko,Ipko,so)
gap=c(gapemc,gapeko,gappmc,gappko)
names(gap)=c(’gapemc’,’gapeko’,’gappmc’,’gappko’)
# Sortie : vecteur de taille 4 des estimations du g.a.p. par ECF et PROJ
gap}
A.5 Programmes pour l’identification des MA et
AR stables
A.5.1 Programme pour l’identification des MA stables
# indentiMA.fn : fonction qui calcule et repre´sente les autocovariations
# syme´triques signe´es et les auto-associations pour diffe´rents valeurs du pas
# n : taille de l’e´chantillon
# alpha : index de stabilite´ de la se´rie chronologique a` ge´ne´rer
# sigma : parame`tre d’e´chelle de la se´rie chronologique a` ge´ne´rer
# mi : nombre de points de disctre´tisation de la mesure spectrale
# coe : vecteur des coefficient du processus MA simule´
# pas : ordre maximal jusque ou` les coefficients sont calcule´s
indentiMA.fn=function(n,alpha,sigma,mi,coe,pas)
{
# Chargement des packages concerne´s
library(fBasics)
library(nnls)
# coresinSC.fn : sous-programme qui calcule l’autocovariation
# syme´trique signe´e au pas i
# innov : se´rie chronologique
coresinSC.fn=function(innov,i)
{
n=length(innov)
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co=ifelse(sign(sum(innov[(1+i) :n]*sign(innov[1 :(n-i)])))==
+sign(sum(innov[1 :(n-i)]*sign(innov[(1+i) :n]))),sign(sum(innov[1 :(n-i)
+]*sign(innov[(1+i) :n]))),-1)*sqrt(abs(sum(innov[(1+i) :n]*sign(innov[1 :(n-i)])
+)*sum(innov[1 :(n-i)]*sign(innov[(1+i) :n]))))/sum(abs(innov))
}
gapfn.fn : sous-programme qui calcule l’auto-association au pas i
gapfn.fn=function(innov,i,mi)
{
n=length(innov)
# Calcul des points en fonction desquels on discre´tise la mesure spectrale
mpoi=matrix(NA,nr=mi,nc=2)
mpoi[,1]=cos(2*pi*(1 :mi-1)/mi)
mpoi[,2]=sin(2*pi*(1 :mi-1)/mi)
gapspectrale.fn ff1=cbind(innov[1 :(n-i)],innov[(1+i) :n])
# spectreMC2.fn : sous-programme qui utilise gapspectrale.fn
# et retourne des estimations des poids pour le g.a.p. obtenus
# en utilisant la methode de la FCE avec les quantiles de McCulloch
fana1=spectreMC2.fn(ff1,mpoi)
ff2=cbind(innov,innov)
fana2=spectreMC2.fn(ff2,mpoi)
progapfn.fn=function(Psi,Ic,mpoi)
{
mo=nnls(Psi,Ic)$x
# Probabilite´s obtenues par la methode FCE
Cal=mo/sum(mo)
rm(mo) ; Cal }
# Calcul du gap
dr1=progapfn.fn(fana1[[2]],fana1[[3]])
dr2=progapfn.fn(fana2[[2]],fana2[[3]])
mo=sum(mpoi[,1]*mpoi[,2]*dr1)/sum(mpoi[,1] 2ˆ*dr2)
rm(n,mpoi,ff1,ff2,fana1,fana2,dr1,dr2)
mo}
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# Simulation du processus moyenne mobile
innov=arima.sim(list(order=c(0,0,length(coe)),ma=coe),n,
+innov=rstable(n,alpha,beta=0,gamma=sigma,delta=0))
co=matrix(NA,nc=pas,nr=2)
for(i in 1 :pas)
{co[1,i]=coresinSC.fn(innov,i)
co[2,i]=gapfn.fn(innov,i,mi)}
par(mfrow=c(2,1))
plot(0 :pas,c(1,co[1,]), type=’h’,xlab=’Pas’,ylab=”Fonction d’autocovariation
syme´trique signe´e”) ;abline(0,0)
plot(0 :pas,c(1,co[2,]), type=’h’,xlab=’Pas’,ylab=”Fonction d’auto-association”)
abline(0,0) ;co}
Fonction pour le calcul du seuil dans le cas MA
# seuilMA.fn : fonction qui calcule le seuil
# m : nombre de re´plications
# n : longueur de la se´rie chronologique
# alpha : index de stabilite´ de la se´rie chronologique a` ge´ne´rer
# sigma : parame`tre d’e´chelle de la se´rie chronologique a` ge´ne´rer
# mi : nombre de points de disctre´tisation de la mesure spectrale
# coe : vecteur des coefficient du processus MA simule´
# ord : ordre ou` les coefficients sont calcule´s
seuilMA.fn=function(m,n,alpha,sigma,mi,coe,ord)
{
library(fBasics)
library(nnls)
repo=matrix(NA,nr=2,nc=m)
for (i in 1 :m){innov=arima.sim(list(order=c(0,0,length(coe)),
ma=coe),n,innov=rstable(n,alpha,beta=0,gamma=sigma,delta=0))
repo[1,i]=coresinSC.fn(innov,ord)
repo[2,i]=gapfn.fn(innov,ord,mi)}
repa=matrix(NA,nc=2,nr=2)
repa[1,]=quantile(repo[1,],probs=c(0.025,0.975))
repa[2,]=quantile(repo[2,],probs=c(0.025,0.975))
rownames(repa)=c(’scov’,’gap’) ;colnames(repa)=c(’q2.5’,’q97.5’)
repa}
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A.5.2 Programme pour l’identification des AR stables
# indentiAR.fn : fonction qui calcule et repre´sente
# la statistique de test de l’ordre d’un AR, construite a` partir de
# l’autocovariation syme´trique signe´e
# n : taille de l’e´chantillon
# alpha : index de stabilite´ de la se´rie chronologique a` ge´ne´rer
# sigma : parame`tre d’e´chelle de la se´rie chronologique a` ge´ne´rer
# mi : nombre de points de disctre´tisation de la mesure spectrale
# coe : vecteur des coefficients du processus AR simule´
# pas ou l’odre maximal jusque ou` les coefficients sont calcule´s
indentiAR.fn=function(n,alpha,sigma,mi,coe,pas)
{
# Chargement des packages concerne´s
library(fBasics)
library(nnls)
# Simulation du processus AR
innov=arima.sim(list(order=c(0,0,length(coe)),ar=coe),n,
innov=rstable(n,alpha,beta=0,gamma=sigma,delta=0))
# Programmation de l’algorithme de Durbin-Levinson
phi1=phi2=matrix(0,nc=pas,nr=pas)
n=length(innov)
# Calcul des coefficients d’autocovariation syme´trique signe´s partiels
aut=numeric(pas)
for (i in 1 :pas)aut[i]=coresinSC.fn(innov,i)
phi1[1,1]=aut1[1]
for (k in 2 :pas){phi1[k,k]=(aut1[k]-sum(phi1[k-1,1 :(k-1)]*aut1[(k-1) :1]))/
(1-sum(phi1[k-1,1 :(k-1)]*aut1[1 :(k-1)]))
phi1[k,1 :k-1]=phi1[k-1,1 :k-1]-phi1[k,k]*phi1[k-1,(k-1) :1]}
# Calcul des coefficients d’auto-association ge´ne´ralise´s partiels
aut2=numeric(pas)
for (i in 1 :pas){aut2[i]=gapfn.fn(innov,i,mi)}
phi2[1,1]=aut2[1]
for (k in 2 :pas){phi2[k,k]=(aut2[k]-sum(phi2[k-1,1 :(k-1)]*aut2[(k-1) :1]))/
(1-sum(phi2[k-1,1 :(k-1)]*aut2[1 :(k-1)]))
phi2[k,1 :k-1]=phi2[k-1,1 :k-1]-phi2[k,k]*phi2[k-1,(k-1) :1]}
# phik.fn : sous-programme qui cacul des phi par
# l’Inversion de la matrice de Gallager
A.5 Programmes pour l’identification des MA et AR stables 134
# x1 est le vecteur des autocovariations
phik.fn=function(x1)
{k=length(x1)
if (k==1) {res=x1} else {x=c(1,x1[-length(x1)])
dan=matrix(NA,nc=k,nr=k)
for (i in 1 :(k-1)){dan[i,]=c(x[i :1],x[2 :(k-i+1)])} dan[k,]=rev(x)
res=solve(dan,x1)}}
# stat.fn : sous-programme qui calcule la valeur de la
statistique jusqu’a` l’ordre ’pas’
stat.fn=function(innov,pas,mi)
{
n=length(innov)
# Calcul des cova dans l’e´criture matricielle de Gallager
cova=gapi=numeric(pas)
for (i in 1 :pas)
{cova[i]=sum(innov[(1+i) :n]*sign(innov[1 :(n-i)]))/sum(abs(innov))}
stat=numeric(pas)
for (i in 1 :pas)
{
# De´termination des phi par inversion de la matrice
phik1=phik.fn(cova[1 :i])
# Calcul des g j
k=length(phik1)+1
g=numeric(k+70) ;g[k]=1
for (j in (k+1) :(k+70)){g[j]=sum(phik1*g[(j-1) :(j-k+1)])}
# Calcul du vecteur des epsilon t
mat=matrix(NA,nc=n-k+1,nr=k-1)
for (j in 1 :(k-1)){mat[j,]=innov[j :(n-k+j)]}
eps=innov[k :n]-apply(mat*phik1,2,sum)
eps1=innov[k :n]-apply(mat*phik2,2,sum)
# Calcul des diffe´rents scov
sco=numeric(k+70)
for (j in 1 :(k+70)){ sco[j]=coresign.fn(eps[(k+j) :length(eps)],
eps[1 :(length(eps)-k-j+1)])}
# Calculs de la statistique de test a` l’ordre i
stat[i]=sum(sco*g)} stat}
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par(mfrow=c(2,1),cex=.7)
plot(1 :pas,stat,type=’h’,xlab=’Ordre’,ylab=”Statistique de test”) ;abline(0,0)
plot(1 :pas,diag(phi2), type=’h’,xlab=’Pas’,ylab=”Auto-association partielle”)
abline(0,0)}
Fonction pour le calcul du seuil dans le cas AR
# seuilAR.fn : fonction qui calcule le seuil
# m : nombre de re´plications
# n : longueur de la se´rie chronologique
# alpha : index de stabilite´ de la se´rie chronologique a` ge´ne´rer
# sigma : parame`tre d’e´chelle de la se´rie chronologique a` ge´ne´rer
# mi : nombre de points de disctre´tisation de la mesure spectrale
# coe : vecteur des coefficient du processus AR simule´
# ord : ordre ou` les coefficients sont calcule´s
seuilAR.fn=function(m,n,alpha,sigma,mi,coe,ord) {
library(fBasics)
library(nnls)
repo=matrix(NA,nr=2,nc=m)
for (i in 1 :m)innov=arima.sim(list(order=c(length(coe),0,0),ar=coe),
n,innov=rstable(n,alpha,beta=0,gamma=sigma,delta=0))
# Calcul des g j
k=length(coe)+1 ;g=numeric(k+70) ;g[k]=1
for (j in (k+1) :(k+70)){g[j]=sum(coe*g[(j-1) :(j-k+1)])}
# Calcul du vecteur des epsilon t
mat=matrix(NA,nc=n-k+1,nr=k-1)
for (j in 1 :(k-1)){mat[j,]=innov[j :(n-k+j)]}
eps=innov[k :n]-apply(mat*coe,2,sum)
# Calcul des diffe´rents scov
sco=numeric(k+70)
for (j in 1 :(k+70)){ sco[j]=coresign.fn(eps[(k+j) :length(eps)],eps[1 :(length(eps)-k-
j+1)])}
# Calculs de la statistique de test a` l’ordre i
stat[i]=sum(sco*g)}
repa=quantile(stat,probs=c(0.025,0.975))
names(repa)=c(’q2.5’,’q97.5’) ;repa}
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Abstract
This thesis is a contribution to the study of the dependence between heavy tails
random variables, and especially symmetric α-stable random variables, by introducing
a new coefficient of dependence : the signed symmetric covariation coefficient. We use
this coefficient and the generalized association parameter introduced by Paulauskas
(1976), in the context of time series, for Identification of MA and AR stable processes.
In the first chapter, we give an overview of α-stable laws. We recall the basic
concepts, some representations of associated random variables in both the univariate
and multivariate cases. The spectral measure carries all the information about the de-
pendence structure of an α-stable random vector. Its form is given for two sub-families
of laws : the sub-Gaussian random vectors and linear combinations of independent
random variables. Covariation and codifference are presented.
We introduce the signed symmetric covariation coefficient in the second chapter.
This coefficient has most of the properties of the correlation coefficient of Pearson.
In the case of sub-Gaussian random vectors, it coincides with the generalized asso-
ciation parameter. The consistency of the proposed estimators for these quantities is
demonstrated. The results of a study on the asymptotic behavior of estimators are
presented.
In the third chapter, we introduce the concepts of signed symmetric autocova-
riation and generalized auto-association for linear stationary processes. We use these
coefficients for identifying the order of a MA stable process. We propose a statistic
acting as a partial autocorrelation coefficient. We compare this statistic with qua-
dratic statistics asymptotically invariant based on the ranks and used by Garel and
Hallin (1999) for the identification of AR stables. A study of the results is performed
using simulations.
Re´sume´
Dans cette the`se, nous apportons une contribution a` l’e´tude de la de´pendance
entre des variables ale´atoires a` queues lourdes, et en particulier syme´triques α-stables,
en introduisant un nouveau coefficient de de´pendance : le coefficient de covariation
syme´trique signe´. Nous utilisons ce coefficient ainsi que le parame`tre d’association
ge´ne´ralise´ introduit par Paulauskas (1976), dans le contexte des se´ries chronologiques,
a` des fins d’identification des processus MA et AR stables.
Dans le premier chapitre, nous donnons une vue d’ensemble des lois α-stables.
Nous rappelons les concepts fondamentaux, quelques unes des repre´sentations des
variables ale´atoires associe´es, tant dans le cas univarie´ que multivarie´. La mesure spec-
trale porte toute l’information sur la structure de de´pendance d’un vecteur ale´atoire
α-stable. Sa forme est donne´e pour deux sous-familles de lois : les vecteurs ale´atoires
sous-gaussiens et les combinaisons line´aires de variables ale´atoires inde´pendantes. La
covariation et la codiffe´rence sont pre´sente´es.
Nous introduisons le coefficient de covariation syme´trique signe´ dans le deuxie`me
chapitre. Ce coefficient posse`de la plupart des proprie´te´s du coefficient de corre´lation
de Pearson. Dans le cas des vecteurs ale´atoires sous-gaussiens, il co¨ıncide avec le coef-
ficient d’association ge´ne´ralise´. La consistance des estimateurs propose´s pour ces deux
quantite´s est de´montre´e. Les re´sultats d’une e´tude sur les comportements asympto-
tiques des estimateurs sont pre´sente´s.
Dans le troisie`me chapitre, nous introduisons les notions d’autocovariation syme´-
trique signe´e et d’auto-association ge´ne´ralise´e pour des processus line´aires station-
naires. Nous utilisons ces coefficients pour l’identification de l’ordre d’un processus
MA stable. Nous proposons une statistique jouant le roˆle d’un coefficient d’auto-
corre´lation partielle. Nous comparons cette statistique avec les statistiques quadra-
tiques asymptotiquement invariantes fonde´es sur les rangs et utilise´es par Garel et
Hallin (1999) pour l’identification des AR stables. Une e´tude des re´sultats obtenus
est re´alise´e a` partir de simulations.
