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SECTION 1. INTRODUCTION 
The Split Coefficient Matris (SCM) method is a new 
finite difference scheme to solve hyperbolic systems of equa­
tions. In inviscid yasdynamics, hyperbolic systems of equa­
tions describe time dependent and steady supersonic flows. 
For hyperbolic equations, the theory of characteristics is a 
rich source of information on signal propagation. 
Numerically, this information has usually been used to pro­
duce boundary condition procedures such as those developed by 
Kentzer (1) and complex algorithms which actually trace the 
characteristics. In this report, the information inherent in 
the theory of characteristics is utilized to construct simple 
numerical methods which fall in the category of finite dif­
ference methods but which are in many respects superior to 
conventional finite difference schemes. 
The coefficient matrices associated with systems of 
gasdynamic equations are of great significance in the theory 
underlying numerical methods. Warming et al. (2) showed how 
to diagonalize the coefficient matrices using similarity 
transformations constructed with the eigenvalues and eigen­
vectors of the coefficient matrices. steger (3) showed 
within the context of conservation laws that the flux terms 
can be split into two elements, one associated with the posi­
tive eigenvalues and the other with the negative eigenvalues 
of the Jacobian matrices. He also showed that the split 
2 
terras could be differenced differently depending on the sign 
of the eigenvalues. Moretti (4) presented the X-scheme as a 
way of recasting the Euler equations and differencing them 
consistent with the characteristic propagation directions. 
It was the A-scheme that provided the original impetus 
for the present work which is a comprehensive and formally 
appealing treatment of finite difference methods that effec­
tively utilize the Information on signal propagation provided 
by the theory of characteristics. At first glance, the X-
schene seemed to be the nooconservation lav form equivalent 
of the split flux scheme preseateâ by Steger. A thorough 
study proved that it was not. The study also brought out 
some drawbacks in the development of the X-scheme and some 
ambiguities in applying the scheme to problems with two 
space-like variables. It was quickly realized that the SCM 
method which is indeed the nonconservation law form equiva­
lent of the split flux scheme does not have these drawbacks. 
Steger*s study of the conservative form coefficient matrices 
was mainly aimed at reducing the computation time required by 
various implicit and semi-implicit schemes and not aimed at 
constructing finite difference methods based on characteris­
tics. In this report, the close relationship between the 
mathematical theory of characteristics and the SCM method is 
explained in detail, thus providing the SCM method with a 
strong justification. The differences between the X-scheme 
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and tlxe SCM method are brought out in this report as also the 
similarities. 
Hyperbolic systems of equations are associated with a 
marching direction that is termed time-like and nontime-like 
directions that are termed space-like. The three sections 
following this introduction are devoted to two independent 
variables (one time-like and one space-like). Three indepen­
dent variables (one time-like and two space-like) are consid­
ered from Section 5 onwards, in all these sections, except 
for some examples, the SCM method is explained in terms of 
general systems of equations. In the Appendix, the method is 
set out explicitly for several particular choices of the de­
pendent variables and choices of the base coordinate system. 
The concepts and theory behind the SCM scheme are ex­
plained in Section 2 for the case of two independent vari­
ables. several examples are given in Section 3 to bring out 
some of the similarities and differences between the X-scheme 
and the SCM method even for two independent variables. In 
Section 4 several test problems are considered. Comparisons 
are made between results obtained with the SCM method and 
other methods. These examples show the areas of superiority 
of the SCM method. They also demonstrate the behavior of the 
solution obtained using the SCM method when applied to sever­
al flow fields and lead to a better understanding of the new 
method. The general theory underlying the SCM method is de-
4 
veloped for three independent variables in Section 5. 
Unsteady flows are considered in detail. The application to 
steady supersonic flows in three independent variables is an 
easy extension and is briefly described. Boundary condition 
procedures that are consistent with the SCM method are ex­
plained in Section 6. Finite difference formulae to be used 
to approximate the various derivative terms in the SCM method 
are explained in Section 7. The SCM method is used to 
compute several time dependent two dimensional flows and the 
results are presented in Section 8. Some of the calculations 
are compared with results obtained from other finite differ­
ence methods and experimental measurements in order to 
validate the new method. The main results in Section 8 are 
obtained for supersonic flows past a wedge at incidence with 
a detached shock. For thij case, a sequence of angles of in­
cidence are investigated. The parametric study brings out 
the interesting behavior of the sonic lines and the flow 
field structure in the neighborhood of the leading edge. The 
results of this latter study and the development, description 
and discussion of the SCM method are the main contributions 
of the present report. Concluding remarks and recommenda­
tions for further study are made in Section 9. 
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SECTION 2, CONCEPTS AND THEORY FOR TWO INDEPENDENT VARIABLES 
Linear_wave_eauation 
The fundamental concepts underlying the development of 
the SCM method can be easily introduced by using the linear 
wave equation 
•xx -  *yy = 0  (1)  
Introducing new dependent variables u = and v  =  ( j ) ^ ,  the 
wave equation can be rewritten as the system 
3^ + A 5y = 0 
5- A = 
0 -1 
-1 0 
( 2 )  
This system is hyperbolic and its characteristic theory is 
well known. The slopes of the two families of characteristics 
are given by the eigenvalues of the coefficient matrix A. 
The compatibility relations for this system reduce to (u+v) 
remaining invariant along the down running family of charac­
teristics and (u-v) being invariant along the other. These 
are depicted in Fig. 1 where a hypothetical grid system is 
also shown. The compatibility relations shown as total de­
rivatives in the figure can be written in terms of the par­
tial differential equations 
a(u-v) , 9(u-v)  _ n 
3 5  +  8 5  -  °  ( 3 )  
6 
ilu+vl _ 9(u+v) = 0 
9x 9y 
To solve for the dependent variables at D using a dis­
crete method of characteristics, the compatibility relation 
on the down running characteristic can be written as, 
(u+v)p - (u+v)^ = 0 (5) 
and can be rewritten as 
{(u+v)p - (u+v)g} - {(u+v)^ - (u+v)g} = 0 (6) 
The latter is a finite difference approximation to the par­
tial differential equation 4 using forward difference 
formulae for the derivatives in the x and y directions. 
Similarly, the discrete compatibility relation along the up 
running characteristic can be shown to be identical to a 
finite difference approximation of the partial differential 
equation 3 using backward differences for the y-derivatives. 
Thus, when appropriate one-sided difference formulae are used 
to discretize the partial differential equations associated 
with the compatibility relations, the resulting finite dif­
ference scheme is identical to the discrete method of charac­
teristics. 
To indicate the use of one-sided difference formulae, 
let the partial differential equations 3 and 4 be written as 
7 
A 
C 
Ax 
Ax = Ay = 1 
Figure 1. Characteristics and compatibility relations 
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(u-v)^ + (u-v)y+ == 0 
(u+v) X 
(u+v)y_ = 0 
(7) 
The notation is dropped for the x-derivative because the same 
difference approximation is used in both compatibility rela­
tions. Eguation 7 can be rewritten as 
I 1 
I 1 
L.„ 
-1 
1 X 
1 
i 0 
-1 
0 y+ —1 — 1 
y-
(3 )  
Decoupling from , the above equation is transformed 
into 
Clearly, 
9% + &+ 3y+ + %- = 0 
1 -1 
-1 1 
A 
-1 -1 
-1 -1 
(9 )  
A A^ + A_ (10) 
Thus, the nev finite difference method can be conveniently 
defined by Eg. 9 where the coefficient matrix has been split 
in such a manner that if appropriate one-sided difference 
formulae are used for the spatial derivatives when multiplied 
by each of the split coefficient matrices, the resulting 
9 
finite difference scheme is identical to the discrete method 
of characteristics. When different one-sided différence ap­
proximations of the y-derivatives are made, the SCM method is 
not identical to the discrete method of characteristics. 
However, it is clear that the new method still retains the 
spirit of the method of characteristics. 
General.theory 
The steps that describe the development of the SCM 
method for a general nonlinear system of equations are the 
same as those outlined for the linear wave equation. From 
characteristic theory, the characteristic directions of 
propagation and the partial differential equations that 
define the compatibility relations along each of the charac­
teristics are obtained. Appropriate one-sided difference ap­
proximations are used for each of these partial differential 
equations. The only difference between linear and nonlinear 
equations is the relative difficulty in obtaining the 
compatibility equations for the latter. The methodology used 
to derive the characteristics and compatibility relations is 
clearly given by ahitham (5, pp. 113-117) in a manner con­
sistent with the development given here. Pertinent results 
are quoted below in convenient notation and are used to 
derive the SCM method. 
The system of equations governing fluid motion in one 
time-like (T) and one space-like (Ç) independent variable is 
10 
written in générai as 
+ A qç = 0 (11) 
where g is a vector of n dependent variables and A is 
an n X n coefficient matrix. The eigenvalues of the coef­
ficient matrix define the characteristic directions. 
^dr^l = n (12) 
Associated with each eigenvalue there is a left eigen­
vector which satisfies 
Ê T  [ A — =  O j  1  I j  . . . , n  (13) 
(The reader seeking greater familiarity with the terms left 
and right eigenvectors is referred to Isaacson and Keller (6, 
p. 137)). Each compatibility equation is then written as 
[q^ + A q^] = [q^ + q.] = 0 , 
(14) 
1 = 1, .. . , n 
or as a total differential equation along each characteristic 
direction. 
^1 (dq)i = 0 , 1 = 1, . . . , n (15) 
Characteristic methods exploit Eg. 15 while Eg. 14 is used to 
develop the SCM method. Let T ^ be a matrix whose n rows 
11 
comprise the n left eigenvectors taken in order* Let 
be the diagonal matrix whose diagonal elements are the n 
eigenvalues. Then the n compatibility equations can 
together be expressed in the concise form 
T"^ Qç = 0 (16) 
Let 
s = àA 9; (17) 
Each e^, i = 1,...,n is a linear combination of the ele­
ments of multiplied by A^. From Fig, 2 and the con­
cepts used in connection with the linear wave equation, it is 
obvious that appropriate one-sided difference formulae should 
be used to evaluate the elements of g^ depending on the 
sign of the eigenvalue multiplying them. Backward differ­
ences should be used for positive eigenvalues and forward 
differences for negative eigenvalues. 
The system of equations given by Eg, 16 defines a linear 
combination of the derivatives of the dependent variables in 
tha time-like coordinate T. To obtain decoupled equations. 
Eg. 16 is multiplied throughout by T to obtain 
+ T e = 0 (18) 
which is equivalent to writing 
9% 3! Aa Qg = 0 (19) 
12 
X posi t ive  
backward d i f ference  
X negat ive  
forward d i f ference  
Figure 2. Appropriate one-sided discretization 
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It is tacitly understood that the elements of are 
differenced according to the sign of the eigenvalue 
multiplying them. It is noted that 
A = T (20) 
Splitting the diagonal matrix A^ into its positive and 
nonpositive components 
A = A^+ + La- (21) 
the split coefficient matrices are defined by 
A+ = T Aa+ . A. = T A^_ (22) 
with the sew method defined symbolically by 
5t + A+ 5f+ + A_ q = 0 (23) 
If the original governing equation had a source term h such 
that 
q? + A + & = 0 (24) 
the recast equations describing the SCM method are given by 
+ è.+ + A_ q^ _ + Ê = 0 (25) 
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SECTION 3. EXAMPLES OF SPLIT COEFFICIENT MATRICES 
The general theory underlying the SCM method has been 
presented in the previous section for two independent vari­
ables. some particular forms of the governing equations are 
now considered and for these systems, the eigenvalues and the 
eigenvector matrices needed to define the SCH method are 
given to serve as examples. These examples also serve to il­
lustrate some of the differences and similarities between the 
SCM method and the X-scheme. 
Cgnical_flow_wltb_unstead2_eauatigns 
The governing equations for two dimensional time depen­
dent flow can be written for the primitive variables in the 
arbitrary coordinate system 
T t 
G(t,x,y) (26 )  
n n(t,x,y) 
as 
0 (27) 
where 
q = [p, u, V, p]-" 
15 
A = 
U PS, PSy 0 
Q U O  
0 0 û 
0 YP^x YPÇ y 
Ç/P 
û 
B = 
V pn^ pHy 0 
0 V 
0 0 
0 
V 
\ / p  
n/p 
u = St + uSx + "îy 
0 YPn* YPHy V 
V =  NT +  UN*  +  VHY 
Here, x and y are the Cartesian coordinates and u and 
V are the corresponding velocities. The density and 
pressure are p and p respectively. The ratio of specific 
heats is denoted by y. 
If the flow is self similar along conical rays, a 
conical transformation such as 
Ç = y/x n X T = t ( 2 6 )  
may be introduced for convenience. Eliminating all deriva­
tives in the conical direction n, the problem reduces to two 
independent variables and is governed by 
q + A q.. = 0 
T - % 
For this example. 
(29) 
= Dlag [ U, U, U + + gy , U - c/ç^ + Cy ] (30) 
where c is the speed of sound and 
16 
1 
^y - v /  
T ^  = l/v/2 
1 
-^y ^x 
-l/c^ 
/N 
l/(pc ) 0 Sx ^y 
0 
"Sy l/(pc) 
1 1 p/c p/c 
^y •^y L "^x 
T = 1//2 
• ^ X  ^x 
0 0 PC PC 
( 3 1 )  
where 
'X 
'X 
+ 4 
'y 
'y 
VET? X y 
( 3 2 )  
It is of interest to note that for this set of equations 
for conical flow, a finite difference scheme based on the X-
scheme approach cannot be obtained. 
For a different choice of independent and dependent var­
iables, it can be shown that a X-scheme can be formulated. 
Let the independent variables be the time t and the 
17 
cylindrical coordinates r and 0, Let the dependent vari­
ables be the entropy S, logarithm of pressure P, and the 
radial and circumferential components of velocity u and v. 
Considering the circle of unit radius and discardii^ the 
radial derivative terms for conical flow, the governing equa­
tions are 
8t + V 8, (33) 
"t + V Ug - V (34) 
^ ^ 0 (c /y) PG + vu (35) 
Ft + ^6 * If + Y u (36) 
It is clear that the first two equations are decoupled from 
the rest and each other. To advance S and u, it is 
correct to use one-sided difference formulae for and Ug 
depending on the sign of v. The equations for v and P 
are coupled. Since there are now only two coupled equations, 
the X-scheme can be developed. It is easily seen that both 
the sen method and X-scheme are defined for Eqs. 35-36 by 
18 
+  T A T  -1 
p Y u 0 
+ = 
V 0 V u 0 
A = 
v+c 0 
0 v-c 
T 
-1 
1 y/C 
1 -Y/c 
T = ^ 
(37) 
1 1 
C/Y -C/Y 
As usual, one-sided difference approximations are to be used 
for pg and depending on the sign of the multiplying 
eigenvalue, 
Steadj_suBersoaic_flows 
The governing equations for inviscid steady supersonic 
flows are also hyperbolic. In general, it can be said that 
if the number of velocity dependent variables exceeds the 
number of space-like coordinates and if the corresponding 
Euler equations are coupled with the other governing equa­
tions (for example the equation for pressure), then the X -
scheme approach cannot be used to develop a finite difference 
scheme. &n example has been given from unsteady flows. An­
other example is now presented from steady supersonic flows. 
19 
Let us consider the governing equations in the arbitrary 
coordinate system 
a = a(Zj x) 
Let the flow be supersonic in a direction normal to the lines 
along which the coordinate g is constant (roughly speaking, 
along the a coordinate)• Then, the direction a can be 
considered time-like and the direction Ç can be considered 
space-like. If the dependent variables are taken to be the 
entropy S, the Cartesian velocity components w and u 
(corresponding to the z and x axes) and the logarithm of 
pressure p, the governing equations for two dimensional flow 
are 
Ç = s(z, x) (38) 
W S 
a 
+ US 0 (39) 
Ç q 
a 
+ A 0 (40) 
where 
q = [P, u, w]"^ 
20 
W 
C = a c /Y W 0 
a^c /y 0 W 
, A 
% YSs YSx 
ggO=/Y U - 0 
G^o^/Y 0 U 
W = W + U u = w + u 
The equation for entropy is decoupled from the others. To 
advance entropy, streaavise differencing is used for the term 
Sç, The other three equations form a coupled system even 
when expressed in the form 
Qg + Ç-1 A = 0 (41) 
and a finite difference scheme cannot be obtained using the 
A-scheme approach. It can easily be shown from the theory 
of characteristics for systems of equations of the form given 
by Eg, 40 (Whitham (5)) that the SCH method is defined by 
q<j + T T-^ 0 Sç = 0 (12) 
where the eigenvalues in the diagonal matrix are com­
puted from 
21 
A - Ç I - 0 (43) 
and the matrix of left eigenvectors is defined by 
T"^  A Aao r' Ç (44) 
It is tacitly assumed that appropriate one-sided difference 
formulae are used to approximate the elements of depend­
ing on the sign of the eigenvalues multiplying them. The ei­
genvalues are 
W U - + Ox^x) + c J(w^ + 
'lAC 
_ 0^(02 + jZ) 
'2AC 
W U _ o + OxSx) c J(w^ + 
- c ^ ( o ^  + 0%) 
(45) 
3AC u / w J = *zSx - *xSz 
and the matrix of left eigenvectors is 
T 
-1 
(U-X^AcW)/ -(Gz-%lAC*z) -(Sx-XiAcO^) 
(U-X2AC^)/ -(Ç^-X^ûpa^) 
z "2AC"z 'X "2AC"x 
(^x ^3AC°x) (^z ^SAC^z) J 
(46) 
22 
The matrix is easily computed aad let it be labelled 
the matrix D. Then a convenient sequence of operations to 
compute the second term in Eg. 42 is as follows: 
a) Compute 
e = A^c ^ \ (47) 
using appropriate one-sided differences. 
b) Solve 
D Î = e (48) 
to yield 
? = T AaO ^ 
Another set of governing partial differential equations 
for steady supersonic flows in two independent variables is 
s, + Û =0 <50) 
(w^/(w^-c^) )u + (w^/(w^-c^) )Y = 0 (51) 
(w^/(w^-c^))u + (1/w^ + ir^/(w^-c^) )c^/y = 0 (52) 
23 
where u = u/w and the speed of sound c is defined by 
R = (P - S)/Y c = ( Y  exp(P - R))^ (53) 
The enthalpy is assumed constant throughout the flow field 
and w is thus computed from 
H- 0.5 (1 + u^) = Constant (54) 
The entropy is again decoupled from the other dependent vari­
ables. There is now only one velocity dependent variable u, 
Thus the X-scheme approach can be used to develop a finite 
difference scheme which would be identical with the SCM 
method for these equations. The SCM method or the X-scheme 
is defined for Eqs, 51-52 by 
-1 
T A T  (55) 
where 
A 
du - c/ëd 0 
0 du + c/ed 
d = w^/(w^-c^) 
(56) 
e = 1/w^ + u^/(w^-c^) 
2a 
(ec )/Y -c/ed 
(ec )/Y +c/ed (57) 
T = 1 /2  
Y/(ec^) y / ( e c ^ )  
-l/(c/id) +l/(c/ed) 
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SECTION 4. TESTS AND DISCUSSION 
The SCM method was tested extensively to learn its prop 
erties. The results of those tests are presented in this 
section. Before proceeding further, the reader is asked to 
make a detour to section 7 to learn what finite difference 
formulae were used to approximate the various derivative 
terms, unless otherwise noted, the discretization that is 
second order in both the time-like and space-like directions 
is the one being referred to in the results discussed below. 
The other discretization that is but rarely referred to is 
only first order accurate in the time-like direction and is 
labelled SCM^ vn the results, 
Centered_Prandtl2Me%er_ex2ansion 
The computation of a two dimensional supersonic flow 
past an expansion corner is considered for the first example 
(Fig. 3). The exact solution for this problem is easily de­
termined. Flow properties are uniform upstream of the first 
limiting mach line A3 and downstream of the second limiting 
mach line AC, The centered expansion occurs between AB and 
AC, The dependent variables are continuous everywhere, but 
the first derivatives are discontinuous across the limiting 
mach lines. 
A polar coordinate system centered at the corner is em­
ployed to obtain the numerical solutions. The governing 
26 
777/7777777777777777^ , D 
E 
Figure 3- Centered Prandt1-Meyer expansion: Plow field 
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equations and the eigenvalues and eigenvectors that define 
the SCM method for this case have been given in the first ex­
ample in the last section. The radial derivatives of the de­
pendent variables (pressure, radial component of velocity and 
circumferential component of velocity) vanish leaving only 
time and the circumferential coordinates to be considered as 
independent variables. Grid points (shown as circles in Fig. 
3) are placed on the unit circle centered at & and the steady 
state solution is obtained asymptotically in time. To avoid 
any ambiguity, the same initial conditions and exact boundary 
conditions were used in all cases. The root mean square 
error in the pressure (the error at each grid point is the 
difference between the numerical and exact solutions) was ob­
tained for several grid densities using different methods and 
the results are presented in Fig. 4. 
The results show that the widely used MacCormack method 
is less accurate by an order of magnitude for this test prob­
lem. This illustrates the superiority of the SCM method in 
solving problems where there are discontinuities in the first 
derivatives while the functions are continuous. Sharply 
defined regions of expansion are computed accurately by the 
new scheme. 
Stead2_su2ersonic_flows 
Next, the computation of steady supersonic flow through 
a two dimensional duct is considered (Fig. 5) . At the inflow 
28 
0.001 
MacCormack 
o i. 
s~ 
OO 
0.0001 
0.00003 1 1 
10 15 20 30 
Number of grid points 
40 50 
Figure 4. Centered Prandtl-Meyer expansion: Results 
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boundary, the duct is parallel to the incoming uniform flow. 
The lower wall is shaped to cause the flow to expand. In the 
figure, AB is the first limiting mach line corresponding to 
the incoming flow mach number. Across the duct upstream of 
the cut BC, the exact solution is easily computed. The 
governing equations have been given in the second example in 
the previous section. Numerical results are obtained at grid 
points between the initial station and BC and the root mean 
square error in pressure is computed based on all grid points 
between the inflow boundary and the station BC. Results f/?c 
several wall geometries and different numbers of points 
are shown in Fig. 6. 
Consider at this point only those lines labelled 
MacCormack and SCM in Fig. 6. These results show that for 
this test problem, the MacCormack and SCM methods have about 
the same order of accuracy. For the wall, the SCM 
method is slightly less accurate than the MacCormack method, 
whereas the opposite is true for the and the x^ walls. 
Onlike the centered Prandtl-Meyer expansion, the present 
test problem does not have discontinuous first derivatives, 
although some higher order derivatives are discontinuous. In 
addition, the strength of the expansion varies from one wall 
to another, making it difficult to reach a definite conclu­
sion on the merits of the SCM method and the MacCormack 
method. 
30 
Figure 5. Steady supersonic flows: Duct geometry 
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Figure 6. Steady supersonic flows: Results 
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It is possible to increase the accuracy of the SCM 
method by employing a different discretization. Any predic­
tor corrector method can be thought of as an approximation to 
the truncated Taylor expansion 
=  A T (q^)" +  ( A T^ / 2 )  (q„)" ( 5 8 )  
The time derivatives are replaced by the spatial derivatives 
using the governing equation. For example. 
If " - ^  If ( 5 9 )  
-> 
M = - a | ç ( - A | | )  < " )  
Finite difference approximations to these terms are hidden in 
the discretization of a predictor corrector scheme. The grid 
point clusters used to approximate the first (Eg. 59) and 
second (Eg. 60) terms are shown in Fig, 7. The MacCormack 
method utilizes the smallest cluster of points. While the 
larger five point cluster for the first derivatives is neces­
sary for the SCM method to achieve second order accuracy 
using one-sided derivatives, it is unnecessary to have the 
even larger seven point cluster used for the second deriva­
tives. The idea leads to a new discretization algorithm, in 
the manner of the Lax-Hendroff scheme, with a more compact 
33 
j+2 j+3 
nacQormack 
SCM r  LW 
Figure 7 .  Grid point clusters 
34 
cluster of points for the second derivative terms and is 
defined by the folloviag sequence of operations. 
F . - A, (5,,)" - A. (5,.)" 
Î" = - A, - A. 
(61)  
q"+l = q" + AT{A^(5ç ^)" + A.(5ç .)") + (4x2/2)?" <«> 
The quantity is an approximation to d^q/dx^. The 
spatial derivatives needed to compute f and f are 
approximated by two point one-sided difference formulae, 
(qç+)j = (qj - qj.i)/iÇ 
(63) 
- 3j )/AS 
This results in a five point cluster for the second deriva­
tive terms. Equation 62 is just a restatement of Eg. 58, 
The first derivative terms in Eg. 62 are approximated by 
three point, one-sided, second order accurate difference 
formulae (the same formulae used for the SCH^ method) . The 
coefficient matrices aje evaluated at level n. The results 
obtained using this scheme are labelled SCM-LW in Fig. 6, As 
shown in the figure, the SCM-LW discretization has the 
greatest accuracy for this problem and requires fewer grid 
points for equal accuracy. 
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Quasi oae dimeasional Laval nozzle 
The computation of a quasi one dimensional flow through 
a Laval nozzle is now considered. At one end of the nozzle 
is the reservoir where stagnation conditions are imposed 
while at the exit of the nozzle, the ratio of back pressure 
to reservoir pressure is prescribed. The different flow con 
figurations existing for various values of the back pressure 
ratio are well known. A schematic of the flow for a back 
pressure ratio of 0.75 is shown in Fig. 8. The flow 
accelerates through Mach one at the throat, and the 
supersonic flow downstream of the throat decelerates through 
a shock. This problem can thus be used to expose the behav­
ior of the solution obtained by the SCH method when shocks 
are present in the flow field. 
The governing equations for quasi one dimensional flow 
are 
Y(U^ + au) = 0 
P (64) 
+ (c^/Y) = 0 
where P is the logarithm of pressure, u is the axial 
velocity and y is the ratio of specific heats. The speed 
of sound c is computed assuming constant entropy in the 
nozzle. The parameter a depends on the area distribution 
along the nozzle. 
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Figure 8. Schematic diagram of quasi one dimensional duct flow 
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a = (1/A) 9A/3X (65) 
The area variation is given by 
A(x) = x/2 + 1/x (66) 
The sen method for the above equations is very similar to Eg. 
35 for the first example in Section 3 and is not repeated 
here. 
The numerical solution using the sCM method is obtained 
as an asymptotic solution in time. Initially, the flow is at 
rest in the nozzle. The back pressure ratio is then suddenly 
lowered to 0.75 and the solution is marched in time until the 
steady state solution is reached. The exact solution and the 
numerical results are compared in Fig. 9, The shock location 
and the pressure jump across the shock obtained by the SCM 
method deviate slightly from the correct values. On the 
other hand, the shock is 'captured* between two mesh points. 
The SCM method can accurately trace the formation of shocks 
as compression waves coalesce in time. But once a finite 
shock strength is established, the shock may not go to its 
correct location. This is one aspect of the shock 
'capturing' properties of the SCM method. 
Another aspect is manifested if the back pressure ratio 
is suddenly increased from 0,75 to 1,0, A new shock should 
form at the exit plane, move upstream and merge with the 
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first shock. The merged shock should then travel upstream 
and disappear into the reservoir. The velocities of the new 
and merged shocks should be sufficient to bring the fluid to 
rest in the entire duct. This sequence of events does not 
happen when the SCM method is used to solve the problem in 
time starting from the steady solution corresponding to the 
back pressure ratio of 0.75. The entire flow upstream of the 
shock remains unchanged. This behavior, although 
surprising, is entirely consistent with the physics being 
approximated by the SCM method. 
In a supersonic zone, a point in the flow is influenced 
by two characteristics, both coming from the upstream side of 
the point (Fig. 10a). In a subsonic zone, a point is 
influenced by two characteristics, one from the upstream side 
and one from the downstream side (Fig. iOb). The discrete 
nature of the finite difference approximation can only ac­
count for these two types of points and both are modeled 
accurately by the SCM method. A point on the shock itself is 
influenced by three characteristics (Fig. 10c), two from the 
upstream side and one from the downstream side because the 
velocity is supersonic on one side and subsonic on the other. 
Since there are only two dependent variables (pressure and 
axial velocity, entropy being considered constant for this 
simple example), the additional information from the charac­
teristics determines the velocity of the shock and ties the 
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shock motion to changes in the downstream side, allowing the 
subsonic side to influence the supersonic side. The SCM 
KGthod fails to account for this phenomena, since it does not 
specifically treat the shocks. An obvious but not an easy 
solution is to 'fit' shocks. The objective, however, of un­
derstanding some of the ramifications of the SCM method is 
well served by this example. 
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SECTION 5. THEORY FOB THREE INDEPENDENT VARIABLES 
The general theory anderlying the SCM method for two in­
dependent variables (one time-like and one space-like) was 
explained in Section 2. The theory for three independent 
variables follows closely the development of the theory for 
two independent variables. Therefore, the main arguments 
given in section 2 are briefly reviewed here. 
The governing hyperbolic system of euuations was written 
in the general form 
q? + A qp = 0 (67) 
where ^ was a vector of n dependent variables and A an 
n X n coefficient matrix. The partial differential equa­
tions corresponding to the characteristic compatibility rela­
tions were obtained from the eigenvalues and eigenvectors of 
the coefficient matrix. The SCM finite difference method was 
obtained by using appropriate one-sided difference formulae 
to approximate the spatial derivative terms in each of this 
new set of partial differential equations. Backward differ­
ences were used for the compatibility equation associated 
with positive eigenvalues and forward differences with nega­
tive eigenvalues to be in accord with the signal propagation 
directions. The diagonal matrix whose elements were the ei­
genvalues of the coefficient matrix was defined to be Ap^, 
The matrix of left eigenvectors taken in order was defined to 
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be T~^ and its inverse to be T, The SCM method was then 
defined in terras of the equation 
5^ + T T-^ qç = 0 (68) 
where it is tacitly understood that the elements of are 
differenced according to the sign of the eigenvalue 
multiplying them. It was shown that for linear equations, 
the SCM method would be identical to the discrete method of 
characteristics for a certain choice of one-sided difference 
formulae. Even for nonlinear equations, the new method would 
retain the spirit of the method of characteristics in a 
manner no other conventional finite difference scheme such as 
the Maccormack method would. 
In extending the SCM method to three independent vari­
ables, it should be noted that discrete solutions can be ob­
tained for several space-like independent variables by 
employing a cyclic sequence of one dimensional operators 
(each involving the time-like variable and only one space­
like variable). Each of the one dimensional operators would 
be computed in the manner detailed in Section 2. This is, 
for example, the philosophy of the method of fractional steps 
(7) , However, the proper application of boundary conditions 
for such schemes is rather complicated. Thus, rather than 
following the fractional step approach, a unified SCM method 
is described for several space-like independent variables. 
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Let the governing partial differential equations in the 
two space-like coordinates Ç and n, and the time-like co­
ordinate T be written as 
q? + A + B + & = 0 (69) 
The extension of the concept of directional derivatives along 
characteristic directions, developed in Section 2 for two in­
dependent variables, requires now that a linear combination 
of the equations in Eg. 69 be found such that the directional 
derivatives involved all lie on a two dimensional surface. 
Such a surface C(T,S,n) = 0 is defined by 
I I + A + B I = 0 (70) 
where I is the identity matrix. This equation determines 
the characteristic conoid whose unit normal is defined by the 
vector N = C^T + CçÇ + C^n. For example, if the direction 
cosines and are fixed, the remaining direction 
cosine would have to satisfy the characteristic equation 
D - X I I - 0 (71) 
where 
D = Oj A + B 
X = -
Setting to zero would determine the characteristic lines 
in the T-TI plane and setting to zero would determine 
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the characteristic lines in the T-Ç plane. 
It follows strictly from matrix algebra (Harming et al. 
(2)) that 
A -  =  t a .  T ~ ^  
B  =  S A 3 S -
— 1 1 
where T and â are matrices of left eigenvectors cor­
responding to A and B, and and Ag are the respec­
tive diagonal matrices comprising the eigenvalues of k and 
B, Thus the governing equation can be without loss of gener­
ality be rewritten as 
3^ 1- T  AA + S AgS-lq^ + il =  0 (73) 
= u. tne tetui Ti\.r 
n 
correctly perceived as a contribution to the rate of change 
In the T-Ç plane where 0, h rm A^T" can be 
of the dependent variables in the characteristic directions. 
From Section 2, it is also known that one-sided difference 
formulae may be used for the elements of q^ depending on 
whether they are multiplied by positive or negative eigenval­
ues, similarly, in the T-n plane where = 0, the term 
SAnS~^g can be considered as the contribution in this plane 
—B— . 
to the rate of change of the dependent variables. Again, 
one-sided differences are appropriate in evaluating the ele­
ments of depending on the sign of the multiplying eigen­
values. 
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Thus, Eg. 73 defines the SCM method for two space-like 
independent variables and one time-like independent variable, 
splitting the diagonal matrices and Ag into their 
positive and negative components (including the zero eigen­
values in either A^ or Ag), 
(74) 
(75) 
(76) 
The + and - subscripts denote backward and forward dif­
ference approximations respectively. 
Equation 76 is consistent with the original system of 
partial differential equations given by Eg. 69, It signifies 
a new discretization procedure that results in a finite dif­
ference method akin in spirit to the method of characteris­
tics, It is of interest to note that if the SCM method is 
used for each fractional operator in the method of fractional 
steps, the resulting finite difference method is the same as 
Aa = &A+ ^A-
As " Ab+ AB-
the split coefficient matrices are defined by 
A+ = T = S 
A- = T AA- 1'^ B. = S AG_ S-1 
The sen method is then defined symbolically by 
9% + â+3ç+ + A.q^_ + + B.q^_ + fi = 0 
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that suggested by Eq, 76 except for terms that are negligibly 
small (consisting of products of the one dimensional opera­
tors) . 
A slightly different approach has been taken by Walkdea 
et al. (8) . They split Eg. 69 into two parts. 
(1/2) + A Qg + (1/2) Ï1 = 0 (77) 
( 1 / 2 )  + B q^ + (1/2) îi = 0 (78) 
To solve each of the split equations, they employ a procedure 
that reduces to the SCM method for two independent variables. 
The two systems are then added to obtain the equation that 
defines their method which reduces to the SCM method for 
three independent variables. However, only steady supersonic 
flows are considered in Reference 7 and the two point one­
sided difference approximations used do not provide second 
order accuracy. It is interesting to note that Moretti's X-
scheme may be looked at in terms of HalJtden's approach as an­
other way of splitting the governing equations. For 
Walkden's approach, the Ç and n derivative terms are sep­
arated by the splitting of equations. However, for the X-
scheme, the Ç-derivative and the n-derivative terms are not 
completely separated by the two split equations. 
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To conclude this section, steady supersonic flows are 
considered briefly. In an example given in Section 3, the 
system of governing equations considered in two independent 
variables was 
Ç Qg + A = 0 (7*) 
The SCH method was defined for this equation by 
+ Ç-1 T T-1 Ç Qç = 0 (80) 
The diagonal matrix comprised the eigenvalues deter­
mined from 
I A - %AC - I " ° (81) 
The matrix T~^ of left eigenvectors was determined from 
T"^ A = A^g T~^ C (82) 
It easily follows that the SCM method for steady supersonic 
flows in three independent variables governed by 
Ç q* + A qg + B = 0 (83) 
is defined by 
%  +  f T  A a c  Ç  î ç  +  Ç - ^  S  A g g  Ç  =  0  ( 8 4 )  
where the newly introduced matrices are defined by 
I  B -  C I  = 0 (85) 
U9 
and 
Again, the use of appropriate one-sided difference formulae 
is tacitly understood. 
Clearly, no ambiguity arises in determining the particu­
lar one-sided difference approximations to he used with each 
derivative in the SCM method. Backward difference formulae 
are prescribed for derivative terms multiplied by positive 
eigenvalues and forward differences are associated with nega­
tive eigenvalues. For the X-schene on the other hand, sever­
al spatial derivative terms must be differenced independent 
of the characteristic propagation directions. This is the 
major difference between the two methods in their applica­
tion. The lack of ambiguity and the formal development of 
the sen method based on the mathematical theory of character­
istics enable easy application of the scheme to problems in 
three independent variables. 
In the Appendix, the eigenvalues and eigenvector matri­
ces are gi?en for several forms of the governing unsteady and 
steady Euler equations. 
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SECTION 6. BOUNDARY CALCULATIONS 
At the boundairles of the computational domain, some of 
the characteristics will point from the inside of the region 
to the boundary, Xnforaation transmitted along these charac­
teristics can be effectively utilized by integrating the cor­
responding compatitkxlity equations. Some of the characteris­
tics will not point, from the inside to the outside and the 
corresponding compaitibility equations cannot be utilized to 
provide information, about the change of the dependent vari­
ables at the boundazry. These compatibility relations have 
thus to be substituted Jjy prescribed boundary conditions. 
Thus, from the raatliematical theory of characteristics, it is 
clear that the number of boundary conditions required should 
be equal to the numiger of characteristics that do not point 
from the inside of the region to the outside. Split coeffi­
cient matrix boundairy procedures are explained in this sec­
tion, They are entirely consistent with the scheme used at 
interior points and obey the mathematical theory of charac­
teristics for boundaries. 
Two types of boundaries are considered in detail in this 
section: impermeable boundaries such as nonporous walls and 
permeable boundaries; such as shock waves. To simplify the 
discussion, the wall is assumed to be the lower computational 
boundary and the shock to be the upper computational boundary 
(Fig, 11). To deter mine the number of characteristics in the 
51 
A 
n n. max 
SHOCK WAVE 
NONPOROUS WALL 
n = n 
mln 
Figure 11. Computational domain 
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T-n plane no, pointing from the inside to the outside of 
the computational domain, the characteristic slopes must be 
known. For the forms of the unsteady Euler equations consid­
ered in the Appendix, the eigenvalues of the coefficient 
matrix B are 
(87) 
= V + c/n^ + riy 
= V - c/ri^  + Tiy 
where 
V = "t  + "  + V Hy (88) 
The slopes Ar]/dx of the characteristics are equal to these 
eigenvalues (Fig. 11). The equations given in this section 
are for a Cartesian base coordinate system. To make the 
equations compatible with a cylindrical base coordinate 
system, it is only necessary to substitute by g 
by gg/r, etc. and redefine the source term Î. The Carte­
sian and cylindrical coordinates systems are just two special 
cases of general orthogonal curvilinear coordinate systems. 
In all of the equations that follow in this section, x and 
y could indeed be considered the general base coordinates, 
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with the corresponding unit vectors being i and j. 
Impermeable boundaries 
At impermeable boundaries, the flow must be tangent to 
the bounding surface. The boundary condition is given by 
V = + vriy = 0  (8%) 
It As obvious from Eqs. 87 that only the one characteristic 
corresponding to points from outside the region to the 
inside. Thus, only the third compatibility equation cannot 
be used and has to be replaced by the boundary condition. To 
accomplish this, the boundary condition Eg. 89 is 
differentiated with respect to the time-like direction to 
yield (for a stationary wall) 
u? + v? = 0 (90) 
Equation 90 is used along with the three available 
compatibility equations to advance the dependent variables. 
The details are presented below. 
Recall the equation that defines the SCM method, 
îç + s Ag + S = 0 (91) 
At the impermeable boundary, the ^-derivative terms are eval­
uated in a straight forward manner using appropriate one­
sided difference approximations along the wall. Let the sum 
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of the Ç-derivative terms and the source term îi be computed 
first and labelled g. 
g = T Aa rMç + s (92) 
The governing equation is rewritten as 
+ 8 Ag S-1 + g = 0 (93) 
The compatibility equations in the T-n plane are then writ­
ten as 
- -B - ^  g = 0 (94) 
Of the four compatibility equations given above, three are 
useful because the corresponding eigenvalues are negative or 
zero and forward difference approximations are appropriate. 
" compatibility equation associated with is replaced 
by the differentiated boundary condition to give rise to the 
following system of partial differential equations to be 
solved at the boundary to advance the dependent variables. 
In these equations the elements of S ^ are denoted by s... 
D q ^  +  e  +  J  =  0  (95) 
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D 
•+ 
e 
'^ll ®12 ®13 ®14 
®21 ®22 ®23 ®24 
0 0 
®4l ®42 ®43 S44 
I 
1=1,4 
®11 ^in-
^2 z 1=1,4 ®2i 
0 i 
^4 I' 1=1,4 
®4i 4in-
1=1,4 
1=1,4 
This system of equations is valid for all sets of the 
unsteady equations given in the Appendix if the wall is sta­
tionary. However, for set 3 of the equations in the Appendix 
(conservation dependent variables), the boundary condition 
has to be taken as pV = 0 and consequently, the 
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differentiated boundary condition is 
(pu)^ + r)y (pv)^ = 0 (96) 
Considering Set 2 or Set 4 of the governing equations in 
the Appendix where entropy is a dependent variable along with 
the logarithm of pressure and the Cartesian or cylindrical 
velocity components, the above derivation leads to a very 
simple set of equations at the wall. 
= - U Sç (97) 
) (9W) 
V? = (Hxnygg - Hx ggi/Cn* + Hy ) (99) 
= (Y/c){ri^(g2 + + Hyfgg + XgV^_) (100) 
-  ( C / Y )  ( G / |  +  
Shock boundary 
The orientation of the shock with respect to the 
oncoming stream, the velocity of the shock, and the flow con­
ditions upstream of the shock detecmine the dependent vari­
ables downstream of the shock wave. Given the upstream con­
ditions (for example a uniform freestream is considered here) 
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and the initial shock slope and velocity, the only primary 
unknown at the shock for subsequent times is the shock speed. 
Instead of shock speed, one could consider the pressure 
behind the shock as the primary unknown. The shock speed and 
the other dependent variables could then be determined from 
the jump relations. To advance the pressure at the down­
stream side of the shock, the compatibility equation in the 
T-n plane corresponding to the one characteristic running 
from the interior to the shock is utilized. This procedure 
is described in detail below. 
Figure 12 illustrates the nomenclature for unsteady 
shock propagation. Once the downstream pressure is known, 
the equations (including the Rankine-Hugoniot jump relations) 
required to compute the shock speed and the other dependent 
variables are: 
c 
00 (YP«/P«)^ 
00 ^00 i + V. j 
N 
s 
+ 
U 
(101) 
M 
s 
{  i / ( 2 y )  [ p g / p o o c y + d  +  ( y - 1 ) ]  
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" 2 n  -  " « n  =  [ 2 ( 1  -  m 2 ) o „ ] / [ ( y + 1 ) m j  
pg =  PmfPg/P* +  ( y-1)/(Y+1) ]/[l + (Y-1)/(Y+1)P2/P oo^ 
®2 = + (Ujji - U„„) (sign ce„- Ng)) 
Here, the subscript oo refers to the conditions upstream of 
the shock, 2 refers to the downstream side, N refers to the 
direction normal to the shock and T to the direction 
tangential to the shock. The normal component of the Hach 
number of the oncoming flow relative to the moving shock is 
M and v_ is the magnitude of the velocity normal to the 
s 5 
shock, k convenient choice of the angle 6, defining the 
orientation of the shock with respect to the oncoming flow is 
shown in Fig. 12. 
At a point on the downstream side of the shock, normally 
— — 7~2 2 
V is negative and V + c/n^ + is positive. Thus, the 
fourth characteristic has a positive slope and it is enough 
to consider the corresponding compatibility equation. Just 
as for the impermeable boundary, the ^-derivative and source 
terms are computed directly and stored in g. Then, the 
fourth compatibility equation is written as 
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Figure 12 . Nomenclature for unsteady shock propagation 
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1=1,il ^^^in + Si) - 0 (102) 
where the elements of S ^ have once again been denoted by 
s^j. The change in time of the dependent variables depends 
on the change in time of the pressure and the shock orienta­
tion, Thus, 
9Qj Sq j 3p 9Q4 9 <5 
—- = —- — + —- — , 1 = 1,...,^ (103) 
9T  3p 8T  86 3T  
The derivatives Sg^/Sp and can be computed from 
the jump relations given by Egs. 101. The rate of change of 
the shock orientation in time can also be determined explic­
itly. The equation used to compute 96/9% will depend on 
the coordinate system used and the definition of shock shape. 
If for example, the shock is defined by ^(x,y,t) = 
and 6 is defined by tan 6 = shown in Fig. 12), 
then 
If = 00s2«/(y|)[yç(x^)ç - XgCytiglshock (104) 
Thus, 96/9t depends on (x^)^ and (y^)^ which can be 
computed by numerically differentiating along the shock the 
X and y components of the shock velocity, substituting 
Eg. 103 into Eg. 102, an equation for the time derivative of 
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pressure is obtained. 
{  Z }  3P/9T  
1=1,4 
(105) 
^ ^1=1,4 ^41 •*" Si)] + ^ 8^(9q./B6)] ||- } 
The derivatives q. on the right hand side of the above 
equation are evaluated using backward differences correspond­
ing to a positive value for Once p^ is determined, 
3q^/3T can be obtained from Eg. 103 to advance the dependent 
variables at the shock. However, only the pressure and shock 
position have to be advanced, once the shock position is 
advanced by numerically integrating the shock speed, the 
shock speed at the new time level and the other dependent 
variables are computed from the jump relations knowing the 
new value of pressure. 
If the shock speed is taken to be the primary unknown at 
the shock J the dependent variables may be expressed as a 
function of the shock speed and shock orientation. Thus, 
where the derivatives 9q^/8V^ are obtained from the shock 
jump relations. The equation for computing the shock 
aqi 3Vg 
96 3T 
9 q 9 6  (106) 
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acceleration is 
{ Z s., aq,/3V,} av^/BT = 
1=1,4 'II 1 -
(107) 
- { [ % Su.(X^q. + g. )] + [ Z s L. ( 9qj^/9ô ) ] } 
1=1,4 4 1 1=1,4 1 
The shock velocity is updated by numerically integrating the 
shock acceleration computed from Eg, 107. Knowing the 'shock 
velocity at the new time level, the dependent variables 
including the pressure are determined from the jump rela* 
tions. As before, the shock position is updated by 
numerically integrating the shock velocity. The formulae for 
the numerical integration of the dependent variables and 
shock velocity, etc, are given in the next section. 
It should be noted that the term 
l=î,4 "41 
appearing in Egs. 105 and 107 vanishes for all the sets of 
unsteady flow equations given in the Appendix if the shock is 
fitted as a boundary. First it is noted that at the shock, 
the density and entropy are functions only of the pressure on 
the downstream side of the shock or of the shock speed only. 
Then, considering for example the set of eguations for the 
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primitive variables, it is seen that 
1=1 H ° "s- &(^2) 
<"2N -
(108)  
= 0 
Thug the contribution to the right hand sides of equations 
105 and 107 due to change in shock orientation may be ne­
glected. 
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SECTION 7. FINITE DIFFERENCE APPROXIMATIONS 
The discretizatioa of the equations that define the SCN 
method at interior points and boundary points follow the 
formulae used by Moretti (4) for the X-scheme. A predictor 
and a corrector step are used to update the dependent vari­
ables. 
q* = q" + AT (q^)" 
(109) 
= (q" + q* + A T  (q^)*)/2 
The derivatives in the time-like direction are replaced 
by terms involving the spatial derivatives from the governing 
equation. For example, at interior points, 
q? = - (A+ + A- qg_) 
(110)  
- (B+ q,+ + B_ 3,_) 
At the predictor level, the difference formulae for the de­
rivatives in the space-like direction Ç are given by 
(QG+)j,k " (Zqj^k - 3qj_i,k 4j-2,k)/AG (111) 
(9c-)j,k = (4j+i,k - 3j,k)/AC (112)  
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At the corrector level, the formulae are 
'V'j.k = - 5j-i,k)/A5 (113) 
(114) 
Similar formulae ace used for the n-derivatives. 
The resulting SCH method is second-order accurate in 
both the time-like and space-like coordinates. Unless other­
wise noted, this discretization is the one being referred to 
in the results discussed in this report. Another 
discretization that is first order accurate in time and sec­
ond order in space has been tried successfully for problems 
where the interest is only in the asymptotic steady state so­
lution. This is labelled SCM^ in the tests for two indepen­
dent variables and is defined by 
->n+l 
q q" + ATfq^)" (115) 
(qg+)j,k = (+l'5qj,k " 2'0qj_l,k + 0.5qj_2^k)/AÇ (lib) 
2-0qj+i,k °.5qj+2,k)/A5 (117) 
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For the numerical integration of the shock acceleration 
(to update shock velocity) and shock velocity (to update 
shock position), a formula consistent with the formula used 
for the dependent variables is used. For example, consistent 
with the predictor corrector scheme given tor the dependent 
variables, the shock speed is advanced as follows: 
* 
V" + AT(8Vq/8T)" V 
s 
(118) 
(Vg + Vg + . AT(BVg/BT)*)/2 
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SECTION 8. RESULTS 
la this section, results obtained by calculating several 
flow fields with detached shocks using the SCM method are 
presented. All solutions have been obtained as asymptotic 
steady state solutions in time using the unsteady Euler equa­
tions. First, results for some simple problems are presented 
and compared with other available data to validate the new 
method. The first example is a circular cylinder facing an 
oncoming supersonic flow at = 2.0. The surface pressure 
distribution calculated by the SCM technique is compared with 
results compiled by Lyubimov and Rusanov (9) in Fig, 13. The 
second case computed is a sphere in a supersonic stream with 
- 2.94. The shock shape and surface pressure distribution 
are compared with numerical results obtained by Salas (unpub­
lished) in Figs. 14 and 15. The third example presented is 
the detached shock shape for a cone of 60° semi-vertex 
angle in a flow with = 1.81 at zero angle of attack. The 
calculated shock shape is compared with an experimentally ob­
tained (10) shock shape in Fig. 16. In all the cases pre­
sented, the present calculations agree very well with the 
available data, thus amply validating the new method. 
The main results presented in the report have been ob­
tained for a wedge at incidence. The particular body shape 
used is shown in Fig. 17. The nose of the body is a wedge 
with the included angle being a right angle. For this 
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included angle and a free stream Mach number of 3.0, there 
is a detcched bow shock ahead of the body and there is no 
cavitation over the nose at nonzero incidence. Away from 
the nose, the body is shouldered to provide for a supersonic 
outflow, k typical finite difference grid showing the bound­
aries of the calculation domain is depicted in Fig. 18. In 
the calculations, the shoulders are treated as sharp corners 
and the nose as rounded but with a very small radius of 
curvature. The required metrics are evaluated numerically. 
Time asymptotic steady state solutions are obtained for sev­
eral angles of incidence using the SCN method for Set 2 of 
the dependent variables given in the Appendix. 
A discussion of the calculations at the leading edge and 
the sharp corners is in order. All lengths were normalized 
with respect to the distance from the leading edge to either 
the top or bottom corner. The normalized leading edge radius 
was 0.05 and the finite difference mesh at the leading edge 
consisted of points placed on rays emanating from the center 
of curvature. The dependent variables were computed at the 
leading edge using the governing equations. The top and 
bottom corners were considered sharp and the mesh fanned out 
from the corners. Thus, several points in the computational 
domain corresponded to the same point in the physical domain. 
The dependent variables were calculated from the governing 
equations at only the first upstream point at each corner. 
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If the calculated Mach number was less than one, it was 
redefined to be one. If the calculated Mach number was 
supersonic, it was not redefined. The dependent variables at 
the other corner points were computed from the Prandtl-Meyer 
relations for a sonic or supersonic expansion fan. 
For zero incidence, the stagnation point is at the 
leading edge and the sonic lines are attached to the 
shoulders. For positive incidence, the stagnation point 
shifts to the lower surface. The location of the stagnation 
point is shown as a function of the angle of incidence in 
Fig, 19. The results that will be presented in the following 
figures indicate that the bottom sonic line remains attached 
to the lower shoulder for all cases considered but the top 
sonic line shifts position. Here, we focus our interest on 
the top surface and in what follows, we will refer only to 
the top sonic line. For some angles of incidence, a second­
ary shock is formed in the nose region. While the outer bow 
shock is fit, any secondary shock is 'captured*, The shock 
capturing properties of the SCM method have been studied for 
two independent variables in Section 3, In the figures 
showing results for the wedge at incidence, the bow shock and 
body are shown as solid lines, sonic points are shown as 
small crosses, the stagnation point as a large X and the 
approximate location of the secondary shock is shown with a 
dashed line. 
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Consider Figs. 20-23 (angles of incidence of 5°, 10°, 15° 
and 20° respectively). As the angle of incidence increases, 
the point of intersection of the bov shock and the sonic line 
moves towards the nose. For 5° and 10° incidence, the foot 
of the sonic line is at the top shoulder while at 20°, it 
shifts position to the nose. For 10°, there is a very local 
supersonic bubble at the nose terminated by a very small sec­
ondary shock. For 15°, there is a large subsonic bubble on 
the top surface shown cross hatched. The two bubbles are 
separated by a secondary shock. For 20° incidence, the en­
tire top surface is supersonic and there are no subsonic or 
supersonic bubbles or secondary shocks. 
The surface Mach number distributions are shown in Fig. 
24 for 0°, 5°, 10°, 15° and 20°. For 5° incidence, the expan­
sion and recompression regions at the leading edge become 
evident. For 10° and 15°, the recompression is through a 
shock while for 20°, the shock degenerates back into a strong 
isentropic compression. Two point shock transitions are 
clearly evident in this figure. The Figs, 20-24 show the 
shift in the sonic line as the angle of incidence changes. 
The figures also show that for some angles of incidence, 
there is a supersonic bubble near the leading edge terminated 
by a shock, A subsonic bubble is evident for some angles of 
incidence and it disappears for the 20° angle of incidence. 
It is clear that two transitions are of interest. The first 
78 
Figure 20. Angle of Incidence - 5.0 degrees 
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Figure 21. Angle of incidence - 10.0 degrees 
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Figure 22. Angle of incidence - 15.0 degrees 
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Figure 23. Angle of Incidence - 20.0 degrees 
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Figure 24. Surface Mach' number distribution 
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is the shift of the sonic line from the top shoulder to the 
nose accompanied by the formation of the subsonic and 
supersonic bubbles. The second is the disappearance of the 
bubbles, 
Let us consider the first transition in detail with the 
help of Figs. 25-28 which depict the flow fields for angles 
of incidence of 13°, 13*5°, 13.7° and 14°. For 13°, the 
sonic line has moved towards the nose on the bow shock but is 
still attached to the shoulder. The supersonic bubble has 
grown larger tham for the 10° angle of incidence case. For 
13.5°, the sonic line has moved even further down the bow 
shock and shows a pronounced kinking towards the secondary 
shock at the nose. At 13.7°, the kinking is sufficient to 
merge the supersonic bubble with the sonic line and this con­
figuration persists for the 14° and 15° angles of incidence. 
This sequence of cases clearly illustrates the finer details 
of the first transition. 
The second transition is illustrated in detail using 
Figs. 29-31. For 15.5°, the secondary shock has degenerated 
into a strong compression and the supersonic bubble 
disappears. As the angle of attack increases, the 
recompression decreases in strength, the subsonic bubble 
diminishes in size and finally disappears for an angle of in­
cidence of 20°. 
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Figure 25. Angle of Incidence - 13.0 degrees 
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Figure 26. Angle of Incidence - 13.5 degrees 
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Figure 27. Angle of incidence - 13.7 degree 
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Figure 28. Angle of incidence - l4.0 degrees 
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Figure 29. Angle of Incidence - 15-5 degrees 
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Figure 30. Angle of Incidence - 16.0 degrees 
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Figure 31. Angle of Incidence - I8.O degrees 
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These results are to be viewed in perspective kaowing 
that the location of the secondary shock and its strength as 
computed by the SCM scheme would not correspond to the exact 
values. However, the shock transition occurs sharply and no 
oscillations or smearing of the shock clatter the computed 
flow field. The results presented here give a reasonable 
picture of the flow field about the body considered and the 
solutions are obtained easily without recourse to dubious 
devices such as the introduction of artificial dissipation 
terms near regions of sharp expansion. Thus the results ob­
tained are of much better quality than solutions possible 
with say the MacCormack method applied to either the same 
governing equations or to the equations written in 
conservation law form. The results give a good qualitative 
picture of the flow field and its dependence on the angle of 
incidence. However, to obtain a correct quantitative picture 
of the flow especially downstream of the shock, the secondary 
shock has to be fit and not * captured*. It is reiterated 
here that the SCM method is not a shock capturing method. It 
only has some nice properties such as oscillation free, sharp 
shock transitions that may be exploited keeping in mind the 
fact that the shock jumps are wrong. The results presented 
show however, that the SCM method is a sophisticated tool 
that can be used to advantage in studying complicated 
gasdynamic problems. 
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SECTION 9. CONCLUDING REMARKS 
A new finite difference method, the Split Coefficient 
Matrix (SCM) method, for the numerical solution of hyperbolic 
systems of gasdyaamic equations has been presented. The de­
velopment of the method from the mathematical theory of char­
acteristics has been presented in detail. Boundary point 
calculation procedures consistent with the SCM method used at 
interior points have been explained. Split coefficient ma­
trices have been given explicitly for several forms of the 
governing equations. Extensive tests of the new method for 
two independent variables have been reported. These tests 
lead to a good understanding of the quality of results to be 
expected, several flow fields with detached shocks have been 
computed and the results compared with other available data 
to validate the new method for three independent variables. 
The complicated flow field past a wedge at incidence with a 
detached shock has been computed and the interesting features 
of the flow field in the neighborhood of the leading edge 
have been illustrated for several angles of incidence. This 
latter study served to demonstrate the versatility and 
robustness of the new method. Another finite difference 
method that tries to follow characteristic signal propagation 
directions is the A-scheme. The SCM method and the X-scheme 
have been compared and the similarities and differences have 
been exposed. 
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An analysis of the limits of stability of the SCM method 
is missing in this report. The stability of the SCM method 
vas never in doubt because of the direct manner in which the 
method is based on the theory of characteristics. Prom prac­
tical experience, it has been found that the explicit SCM 
method discussed in this report is stable for two independent 
variables if the CFL number is below 1.0 and for three inde­
pendent variables if the CFL number is below 0.7. & theoret­
ical study of the stability bounds on the explicit SCM method 
is certainly recommended for future study. 
The SCM method for hyperbolic systems of equations is 
based on the mathematical theory of characteristics. It is 
this theory that suggested a recasting of the equations and 
the one-sided discretization of the recast equations. A sim­
ilar analysis of parabolic equations would suggest the use of 
time implicit, spatially centered difference approximations. 
The unsteady Havier Stokes equations that describe 
compressible viscous flows may be considered a hybrid 
hyperbolic-parabolic system of differential equations. With­
out the viscous terms, the Navier Stokes equations reduce to 
the Euler equations which are hyperbolic. Without the 
convection terms, the Navier Stokes equations are parabolic. 
Knowing the proper way to discretize hyperbolic and parabolic 
equations by themselves, it is only one step further to de­
velop a numerical method to solve hyperbolic-parabolic equa­
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tions based on the mathematical theory underlying the differ­
ent types of equations. Thus, the development and analysis 
of discretization procedures for the Navier Stokes equations 
along the lines of the SCM method for hyperbolic equations is 
recommended for further study. 
The formal appeal of the development of the SCM method 
which follows from the mathematical theory of characteris­
tics, the lack of ambiguity in applying the method to prob­
lems in several space-like independent variables and the re­
liability of the method arising from its consistency with the 
mathematical physics underlying the phenomena governed by 
hyperbolic equations are sure to make the SCM method an often 
used tool in the numerical analysis of fluid flows. 
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APPENDIX: 
THE SCM METHOD FOB DIFFERENT SETS OF GOVERNING EQUATIONS 
Several sets of the equations governing unsteady and 
steady supersonic flows are presented here along with the 
equations that define the corresponding sCM method. 
For unsteady flows, the base coordinate system consid­
e red is either Cartesian (t,x,y) or cylindrical (t,r,0)« An 
arbitrary transformation of the independent variables is 
performed. 
T  =  t  
Ç = E(t,x,y) or Ç = Ç(t,r,0) 
n = n(t,x,y) or n = n(t,r,8) 
The governing equations for unsteady flows are then expressed 
in the transformed coordinates as 
q? + A Qg + B + & = 0  (120)  
For steady supersonic flows, only a Cartesian base coor­
dinate system (z,x,y) is considered. An arbitrary transfor­
mation of the independent variables is performed. 
a  =  a ( z , x , y )  
Ç  =  Ç ( z , x , y )  ( 1 2 1 )  
n = n(z,x,y) 
The governing equations for steady supersonic flows are then 
expressed in the transformed coordinates as 
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Ç + A qç + B = 0 (122) 
The primitive variables are denoted by p for density, 
p for pressure, and u and v for the velocity components. 
The velocity components u and v correspond to the x 
and y components of velocity in the Cartesian base coordi­
nate system and to the radial and circumferential velocities 
in the cylindrical coordinate system. For steady supersonic 
flows, the z component of velocity is w. In the following 
equations, the entropy is denoted by S, the natural 
logarithm of pressure by P, the speed of sound by c, and 
the ratio of specific heats by y, 
S = ln(p/pY) 
P = ln(p) (123) 
c = (yp/P)^ 
The SCH method is defined for unsteady flows by 
5^ + T Aa 5ç + s Ag + R = 0 (1241 
and for steady supersonic flows by 
% + T AAO Ç 9; + 2'^ s Agp S-l 0 5^ = 0 (125) 
where it is tacitly understood that appropriate one-sided 
difference formulae are employed to discretize q^ and g^ 
depending on the sign of the eigenvalue multiplying them. 
Forward differences are prescribed for negative eigenvalues 
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and backward differences for positive eigenvalues. 
The vector of dependent variables g, the source term 
and all the matrices required to define the governing equa­
tion and the SCM method are now presented for several sets of 
equations. In the source term the terms that arise only 
for axisymmetric flows are multiplied by e which is zero 
for two dimensional flows and unity for axisymmetric flows. 
Set 1 ; Unsteady flows 
(Cartesian base coordinate system; primitive variables) 
r -I T q = [p, u, V ,  p] 
R = [0, 0, 0, EYpv/y]^ 
(126) 
(127) 
u 
^Sy 0 
0 u  0 
0 0  û Çy/P 
0 YPSx û 
U St + " Gx + V G y 
(128)  
= Dlag[U, U, U + o/gZ+gZ, u _ o/Cx+Sy] (129) 
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T -1 1//2 
1 
1 
0 
0 
ko -k. 
k. 
k-
k. 
-kn -k. 
-l/c^ 
•l/c^ 
1/pç 
1/pc 
(130) 
T 
where 
1//2 
1 
kr 
-k. 
•k. 
k. 
p/c p/c 
ki -k^ 
2 
P C  
2 
P C  
kg = 5/(5x  + 5y)^ 
(131) 
The matrices B ,  S  ^ and S are obtained from A, 
-1 
T and T by substituting n for Ç. 
Set 2; Dnsteady flows 
(Cartesian base coordinate system; S ,  a ,  v ,  P) 
q = [S, u, V ,  P] T 
h - [0, 0, 0, eyv/y] T 
(132) 
(133) 
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A 
U 
U 
0 
0 
0 
0 0 
Û 0 SxO"/Y 
0 U GyO^/Y 
YSx YSy U 
St + u Sx + V Sy 
(134) 
A 
•A Dlag[U, U, U +c/P+d, U - c/çj+çf ] ^  j  ^  y  ( 1 3 5 )  
T -1 
-k. 
'2 "1 
0 kl/2 k2/2 c/(2Y) 
0 kl/2 k2/2 -c/(2Y) 
(135) 
1 
0 
0 
0 
•k. k. 
k. 2 2 
Y/C -Y/G 
(137) 
where 
(/((% + (y)'' 
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The matrices B, Ag, S ^ and S are obtained from A/ 
A.f and ï by substituting n for Ç» 
Set 3; Unsteady flows 
(cartesian base coordinate system; conservation variables) 
[p, pu, pv, e ,T (138) 
where 
e = p/(Y-l) + p(u2 + v2)/2 (139) 
h e[pv/y, puv/y, pv^/y, (e+p)v/y]^ (140) 
To obtain the coefficient matrix A and the eigenvector ma­
trices T~^ and T for the equations with the conservation 
dependent variables, the method suggested by Harming et al. 
(2) is used. Let the coefficient matrix for the equations 
with primitive variables given as Set 1 be denoted now by 
A . It has been shown in Bef. 2 that 
—pr 
A MA M 
— —pr — 
-1 
(141) 
where 
M 
u 
V  
u^+v^ 
0 
P 
0 
pu 
0 
0 
P 
pv 
0 
0 
0 
1 
(Y-1) 
(142) 
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K  
1 
-u/p 
-v/p 
0 
1/p 
0 
0 
0 
1/p 
0 
0 
0 
( y -1)( u^ + v ^ )  - (y-l)u -(y-l)v (y-1) 
2 
If the eigenvector matrices given in Set 1 corresponding to 
(143) 
1 are now denoted by T - 1  pr —pr 
conveniently defined as 
n"l = 
and Tpy, T 
-1 
and T are 
T 
T 
_ l  _ i  
T  M  
—pr — 
M  T  
-pr 
T 1 
/2 
(144) 
1 1 p/c p/c 
u + kpp u - kgp up/c up/c 
+  k^ p  
-  k j ^ p  
V - k^ p  <
 +
 
H
 
"
D
 
vp/c vp/c 
+  k g p  
-  k g p  
(u^+v^) (u^+v^ )  (u^+v^ ) p  (u^+v^ ) p  
2 2 2c 2c 
+  p u k g  -  p u k g  +  puk^ — puk^ 
-  p v k ^  +  pvk^ +  pvkg -  pvkg 
+ pc + pc 
( Y -1 ) ( Y -1) 
(145) 
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1 - kgU/p k ^ / p _  -k^/p 
+ k^v/p + ( y - i ) u  
2  
+ ( y -1)v  
c2 
- ( Y-1) 
c2 
- ( y -1)( u ^ + v ^ )  
V 
2 c ^  
1 + kpU/p -kg/p k ^/p 
- k^v/p 
- ( Y-1)( u ^ + v ^ )  
2 0  =  
+ (y -1 ) u  
• 
+ ( y - i ) v  
c 2  
- ( Y-1) 
-k^u/p -kgV/p k ^/p k g / p  
+ ( y -1)( u ^ + v ^ )  - ( y - i ) u  - ( y -1 )v ( Y-1) 
2pc PC P C  pc 
+k^u/p fkgv/p -k^/p - k g / p  
• f - ( Y - l )  (u^+v^) - ( y - i ) u  - ( y - i ) v  ( Y-1) 
2pc PC pc pc 
( 1 4 6 )  
w h e r e  
"2 = + îy 
The matrices B, Ag, s~^ and S are obtained from A, 
Aj\' 2 ^  and T by substituting n for Ç. 
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It is clear that the governing equations for the 
conservation dependent variables and the corresponding SCM 
method are much more complicated than the equations (iven in 
Set 1 and set 2. The complexity of the coefficient matrix is 
the contributing factor. Set 3 has been given only for the 
sake of completeness. 
Set 4: Unsteady flows 
(Cylindrical base coordinate system; S, u, v, P) 
q [s, u, V, P] T 
R = [0, -v^/r, uv/r, u/r + e{u/r+cot0 v/r}]^ 
(147) 
(148) 
A 
U 0 0 
Q U O  
0 0 Û 
0 YGy Ygg/r 
(c^/Y)S 
r 
(o /YÏSg/r 
U 
(149) 
U + u + V Çg/r 
By comparing the above A matrix with the coefficient 
matrix given in Set 2» it is obvious that to obtain the coef­
ficient matrices 4 and B, the eigenvalue matrices and 
- 1 - 1  
Ag, and the eigenvector matrices T , T, S , S in 
cylindrical coordinates from their counterparts in the Carte-
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siao coordinate system, it is only necessary to substitute 
Sr for Sx' Se/r fo? Gy 
Hg/r for n 
Therefore, to obtain the required matrices for cylindrical 
base coordinates, the reader is referred to Set 2. 
Set 5; Steady supersonic flows 
(Cartesian base coordinate system; S, w, u, v, P) 
q  [S, w, u, V ,  P] (150) 
A 
W 
0 
0 
0 
0 
Û 
0 
0 
0 
0 
0 
w 
0 
0 
0 
0 
w  
0 
0 
0 
0 
w 
Y*y 
(o /Y)G, 
(c ^/y  )cr 
( c ^ / Y ) a  
X  
y  
w  
u 0 0 (o^/Y)C, 
0 Û 0 (c^/Y)Ç 
u  ( c  / y ) Ç  
X  
y  
u  
(151) 
(152) 
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whexre 
W = w Og + u 0^ + V Cy 
u = « S; + U Ex + V (y 
-AC ~ Dlag[X^^g: *2AC' ^ 3AC' ^IAC *5AC^ (153) 
*1AC = U/W 
XjAC = "/W 
^3AC ' <®1 + "®'" 
l  • 
X,AO = U/W 
^5AC = <®1 -
ej = W U - o2(a^Ç^ + «xSx + "ySy) 
Gg = c2{(WÇ^-Ûa^)2+(WÇy-ÎJay)2+(WÇ^-ÎJa^)2} 
-=\(axîy-aye^)2H.(ayÇ^-a^Çy)2+(a^Çx-a^ç^)2) 
= w2 _ c2(o2 + ^2 + ^ 2) 
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T -1 
1 0 0 0 0 
0 (Sx-AgOx) (Sy-AgOy) (Gz-A2*z) 0 
-(Gy-AgOy) 
-(Sz-A2*z) -(Gx-A2*x) 
0 Gz-A3°z Gx-A3°x Sy-^ 3*y — (U—X gW) / y  
0 
*xGy-°ySx 0 
0 
x^~'^ 5^ x Gy-^5*y — (U— X^W) /Y 
^ . 2 ^ ^ 2 A C '  ^3~^3AC' ^4 ^4AC' ^ 5 ^5AC^ 
& convenieût sequence of steps to compute 
'5 
S = 0-1 T A.. T 1 Ç q. 
is given below, 
a) Compute 
(156) 
(157) 
D = T (158) 
b) Compute 
? - Aac -
using appropriate differences, 
c) Solve 
(159) 
D s = Î (160)  
109 
using Gaussian elimination. 
The order of eigenvalues presented is such that no 
pivoting is reyuired in solving the linear system of 
algebraic equations in step c when the marching direction a 
is essentially z, and the directions Ç and n are almost 
the X and y coordinates. If proper pivoting is employed, 
any order of the eigenvalues can be taken. 
— 1 
As before, the matrices B, 4gQ» S" and S are ob­
tained from 4, -AC a«d T by substituting n for 
