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Nothing is impossible, at most improbable

Summary
The aim of this dissertation is to improve self-learning brain-computer
interfaces by means of a symbiotic design approach in which the dif-
ferent components are co-adapted to each other. The second goal is to
demonstrate how machine learning can contribute to the recognition
of pathological brain activity and as such form a powerful tool for a
fast and accurate diagnosis of neurological diseases.
Brain-computer interfaces
A brain-computer interface is a system that creates a direct commu-
nication link between the brain and a computer. Since their inception
in 1973 by Jacques J Vidal, BCIs have been developed for many ap-
plications. BCIs that infer the user’s intention from his/her brain
activity allow patients with paralysis to control a communication sys-
tem or wheel chair. Other BCIs monitor the brain state, for example
to identify neurological diseases such as epilepsy.
A BCI is composed of three components: the user, the computer
application and a decoder that translates the brain activity to control
commands. BCI systems suffer from several issues that keep them
from being used on a daily base. A major problem is the tuning of
the decoder to the specific properties of the subject’s brain activity.
In traditional BCIs this is done in a separate calibration session before
actual use of the system, which is very tedious for the subject.
The growing BCI community has put a lot of effort in improv-
ing the usability of BCIs. However, each proposed improvement still
regards the application, user and decoder as separate entities and op-
timises these subsystems individually. The interaction between these
components is never considered, which limits the level of performance
that can be obtained.
Event-related potential based brain-computer interfaces
To inform the computer about his/her intention, the subject can use
neural control signals. In BCIs based on event-related potentials
(ERP), the user is presented a sequence of different visual, auditory
or tactile stimuli, each of which is linked to a command. The user has
to focus on the stimulus corresponding to the desired control com-
mand. This causes his/her brain to respond differently when this
so-called target stimulus appears. The decoder in the BCI has the
task to classify the recorded ERPs as target or non-target responses
and subsequently infer the desired command.
The most well-known ERP-BCI is the speller system introduced
by Farwell and Donchin in 1988. In this BCI for communication, the
stimuli are linked to the symbols of the alphabet. These symbols
are highlighted on a screen to form visual stimuli. By choosing to
attend different symbols, the user can spell words and sentences, giv-
ing him/her the opportunity to communicate solely by making use of
brain signals.
A tunable stimulus presentation paradigm
The key element in the ERP speller application is the stimulus pre-
sentation paradigm. It determines how much stimuli are presented
to infer the target symbol and, for each stimulus, which symbols are
simultaneously highlighted on the screen. In this way, it dictates
the speed of spelling and strongly influences the decoder’s accuracy
by determining the quantity and quality of the recorded stimulus re-
sponses. Several stimulus presentation paradigms have been proposed
that achieve either a high accuracy or a faster spelling. There clearly
is a trade-off between speed and accuracy that has to be made when
choosing the stimulus presentation paradigm.
We propose a tunable paradigm for the ERP speller that provides
us flexibility in choosing the speed of spelling while maximising the
spelling accuracy through optimisation of the highlighting scheme.
We present the results of a spelling experiment with 24 subjects in
which our paradigm is compared to basic paradigms. For the decod-
ing, we use a state of the art self-learning decoder that avoids the
calibration session by tuning its parameters online. With our new pa-
radigm, a higher number of correct symbols can be spelled per minute.
What’s more, the experiment illustrates the influence of the paradigm
settings on the learning and decoding performance obtained with the
self-learning decoder. This confirms the strong interaction between
application and decoder. With the tunable paradigm, this interaction
can be employed to improve the overall BCI performance. This is
exploited in the second contribution of this thesis.
A reliable self-learning decoder
Traditional supervised BCI decoders are tuned by means of labelled
data, recorded during a calibration session in which the user is asked
to perform a predefined task. This is exhausting and makes the BCI
very unattractive. The BCI community has proposed several meth-
ods to reduce the need for labelled data, for example by recycling
data from previous users or by retuning the decoder on data recorded
during actual use. Recently, a method was proposed that completely
avoids the calibration procedure. The decoder starts from scratch,
with random parameter values and uses the expectation maximisation
(EM) algorithm to tune the parameters to the data recorded during
use of the BCI. The method was shown to learn very quickly how to
discriminate between target and non-target responses. Nevertheless,
it does not have the theoretical guarantee to always achieve excellent
classification performance and as such is not fully reliable.
Recently, the learning from label proportions (LLP) idea was pro-
posed to estimate the class-conditional mean feature vector from un-
labelled data. It requires the data to be observed in two groups with
known proportion of samples in both classes. The LLP-based de-
coder is theoretically guaranteed to converge to a traditional decoder,
calibrated with labelled data. In collaboration with the Technical
University of Berlin and the University of Freiburg, we propose the
application of the LLP idea in ERP-BCI to obtain the first reliable
self-learning decoding method. We use our tunable paradigm to merge
two sequences of stimuli with different relative frequencies of target
stimuli to obtain the two required groups of data.
An online spelling experiment with 13 subject, conducted at the
University of Freiburg, confirms that the LLP-based decoder is capa-
ble of achieving an accuracy that converges to the supervised solution.
Its robust performance however comes at the cost of a slower learn-
ing process. The obtained accuracy level is lower compared to the
EM-based decoder.
A reliable and effective self-learning decoder
The two self-learning decoding methods for ERP-BCI clearly show
complementary strengths and weaknesses. The LLP-based method
is robust while the EM-based method has the potential to obtain
higher performance levels. Inspired by this observation, we propose
a method to combine these two self-learning decoders analytically,
thereby adopting the benefits of each. We propose to estimate its
parameters as a mixture of the estimates found by the two existing
decoders. We present an analytical formula to obtain the optimal
mixing coefficient.
An oﬄine simulation of a spelling experiment with 13 subjects
allows us to compare the mixing method to the two aforementioned
self-learning decoders on the same data. The simulation illustrates
that the classification performance obtained with the mixing method
is higher than any of the self-learning decoders it is made from. On top
of that, the method is as robust as the original LLP-based decoder.
We present the results of an online spelling experiment that com-
pares the original self-learning decoders based on LLP, EM and their
mixture for six subjects, conducted in collaboration with David Hüb-
ner and Michael Tangermann at the University of Freiburg. The ex-
ceptional performance is confirmed by this experiment. We obtain the
first self-learning decoding method that is capable of classifying ERP
responses very accurately and reliably without observing any labelled
data. This provides us with a new generation of BCI systems where
the online data, without explicit knowledge of the user’s intention, is
as valuable as labelled calibration data. This was only possible by
tuning the application to the decoder with our flexible paradigm.
An automatic diagnosis system for temporal lobe epilepsy
A final contribution of this thesis is the development of a computer-
aided diagnosis and lateralisation system for temporal lobe epilepsy
(TLE). We use machine learning to discriminate between patients
with TLE and healthy subjects, based on a measure of the functional
connectivity between different regions in the brain. These connectiv-
ity values can be computed from very short scalp EEG recordings.
Candidates for epilepsy surgery usually undergo a long monitoring to
record pathological brain activity and determine the localisation of
the epileptogenic zone. These patients can benefit greatly from this
very efficient system.
Short recordings from 40 TLE patients (20 left TLE and 20 right
TLE) and 35 healthy subjects are used to compute the functional con-
nectivity between the different regions in their brain. Two classifiers
are built on these connectivity measures, one for diagnosis and one
for lateralisation of TLE. To avoid learning false decision rules, we au-
tomatically select the subset of connectivities that contain the most
relevant information for classification.
We present the classification performance of this system in a leave-
one-out procedure. One subject is left out of the data while the others
are used to select the relevant features and tune the classifier. This
classifier is then tested on the subject that was left out. Both classifiers
are capable of accurately classifying subjects (90 % accuracy). The
automatic selection of connectivities demonstrates which connections
most strongly indicate the neurological disease and its lateralisation.
Some of these connectivities did not show statistically significant dif-
ferences between groups in previous studies. This demonstrates the
power of machine learning in computer-aided diagnosis. By consider-
ing the interaction between the connectivities, it goes beyond standard
statistics to find an accurate solution for the classification problem

Samenvatting
In dit proefschrift wordt een nieuwe ontwerpswijze ontwikkeld voor
brein-computer-interfaces waarin kunstmatige intelligentie wordt toe-
gepast om de hersenactiviteit te vertalen naar bruikbare informatie.
Brein-computer-interfaces
Brein-computer-interfaces zijn systemen die een directe verbinding
creëren tussen de hersenen en een computer. Sinds de introductie
van het concept in 1973 zijn er BCI’s ontwikkeld voor verscheidene
toepassingen. Sommige BCI’s geven de gebruiker de mogelijkheid
om zijn/haar hersensignalen actief te gebruiken om bijvoorbeeld een
tekstverwerker of een rolstoel aan te sturen. In andere BCI’s blijft
de gebruiker passief en vormt de computer een beeld van de toestand
van het brein, bijvoorbeeld om emoties of stoornissen zoals epilepsie
of de ziekte van Alzheimer te detecteren.
Een BCI bestaat doorgaans uit drie componenten: de gebruiker,
de applicatie en de decoder. Deze laatste interpreteert de hersenacti-
viteit van de gebruiker en vertaalt deze naar controlesignalen om de
applicatie aan te sturen. Er wordt veel onderzoek gevoerd naar het
verbeteren van deze componenten om de BCI te kunnen integreren
in ons dagelijks gebruik. In huidig onderzoek worden de gebruiker,
applicatie en decoder echter nog steeds als afzonderlijk werkende sys-
temen beschouwd. Dit staat in schril contrast met de invloed die zij
hebben op elkaars werking. Het buiten beschouwing laten van deze
wisselwerking beperkt de mogelijke verbetering van het systeem.
Het doel van dit werk is het herontwerpen van een BCI, waarbij
de drie componenten op elkaar worden afgestemd. Op deze manier
proberen we BCI’s dichter bij de uiteindelijke gebruiker te brengen.
Een BCI op basis van gebeurtenis-gerelateerde potentia-
len
Eén van de meest gebruikte en bekende types BCI is diegene gebaseerd
op gebeurtenis-gerelateerde potentialen (in het Engels event-related
potential, ERP). Een ERP is een respons die in de hersenen gecreëerd
wordt wanneer men een visuele of auditieve stimulus waarneemt. In
ERP gebaseerde BCI’s wordt een reeks stimuli herhaaldelijk gepre-
senteerd aan de gebruiker. Hij/zij kan een bepaalde stimulus kiezen.
Wanneer deze doelstimulus wordt waargenomen zal de respons in de
hersenen anders zijn. Door deze doelresponses te herkennen kan de
decoder achterhalen welke stimulus gekozen werd. Wanneer de ver-
schillende stimuli aan verschillende controlesignalen worden gelinkt
kan de gebruiker dus actief een computer aansturen, louter door mid-
del van hersensignalen.
De eerste, en nog steeds meest gekende, ERP gebaseerde BCI is
de ERP speller ontworpen door Farwell en Donchin in 1988. In dit
systeem worden de letters van het alfabet voorgesteld in een raster op
een computerscherm. Groepen symbolen worden na elkaar opgelicht
in het raster. Door te concentreren op een bepaald symbool kan de
gebruiker woorden spellen.
Het herkenen van de doelrespons in de gemeten hersenactiviteit
is een uitdagende taak voor de decoder. De respons verschilt name-
lijk sterk tussen personen en kan zelfs sterk variëren voor eenzelfde
persoon ten gevolge van vermoeidheid, emoties enz. Bijgevolg moet
de decoder steeds opnieuw afgestemd worden bij ieder gebruik van
de BCI. In de huidige generatie BCI’s worden geavanceerde algorit-
mes gebruikt waarmee de computer zelf leert om de doelrespons te
herkennen op basis van voorbeelden van hersensignalen waarin deze
respons gemarkeerd wordt. Het opnemen van deze gemarkeerde data
gebeurt in een afzonderlijke kalibratiesessie die zeer vermoeiend is
voor de gebruiker. Dit maakt de BCI uiterst onaantrekkelijk voor da-
gelijks gebruik. Er wordt dan ook actief gezocht naar methodes om
deze nood aan gemarkeerde data te verminderen. Recent werd zelfs
een eerste kalibratieloze decoder voorgesteld die de doelrespons leert
herkennen door middel van ongemarkeerde activiteit, gemeten tijdens
het eigenlijke gebruik van de BCI.
Een regelbaar paradigma voor de presentatie van stimuli
Het belangrijkste onderdeel van de applicatie in ERP gebaseerde BCI’s
is het stimulus presentatie paradigma. Dit algoritme bepaalt welke
stimuli achtereenvolgens getoond worden aan de gebruiker. Het pa-
radigma beïnvloedt de snelheid waarmee het controlsignaal kan gese-
lecteerd worden, alsook ook hoe sterk de doelrespons is en dus hoe
nauwkeurig de decoder het controlesignaal kan selecteren. In het hui-
dige aanbod paradigma’s moet steeds een afweging gemaakt worden
tussen snelheid en nauwkeurigheid. We presenteren een oplossing voor
dit probleem door een nieuw paradigma te ontwikkelen waarmee de
snelheid kan ingesteld worden. Terzelfdertijd wordt de nauwkeurig-
heid van de BCI gemaximaliseerd door de stimuli te optimaliseren.
Het nieuwe paradigma wordt vergeleken met bestaande basispa-
radigma’s in een experiment met 24 personen die zinnen spellen met
de kalibratieloze ERP speller. De resultaten tonen aan dat, met het
nieuwe paradigma, een hoger aantal symbolen correct gespeld kunnen
worden per tijdseenheid. Bovendien maakt het experiment duidelijk
dat het ingestelde paradigma een sterke invloed heeft op hoe goed de
decoder de doelresponses leert herkennen tijdens de sessie. Bijgevolg
kan de kalibratieloze decoder nog krachtiger gemaakt worden door het
flexibele paradigma af te stemmen.
Een betrouwbare zelflerende decoder
De bestaande kalibratieloze decoder voor ERP gebaseerde BCI kan de
doelrespons goed herkennen eens er voldoende data is opgenomen. De
methode heeft echter niet de garantie om deze hoge prestaties steeds
opnieuw te bereiken voor elke gebruiker en elke sessie. Dit maakt de
BCI onbetrouwbaar.
In samenwerking met David Hübner en Michael Tangermann (Uni-
versiteit van Freiburg), Pieter-Jan Kindermans en Klaus-Robert Mül-
ler (Technische Universiteit Berlijn) stellen we de eerste zelflerende
decoder voor die gegarandeerd de prestatie van een traditionele geka-
libreerde decoder bereikt tijdens het gebruik van de BCI. De techniek
vereist dat de gemeten ERP’s worden verzameld in twee afzondelijke
groepen met een verschillende (en gekende) verhouding doelrespon-
ses. Daarvoor maken we gebruik van het regelbare paradigma. De
applicatie wordt dus afgesteld op de noden van de decoder.
De nieuwe methode werd ingebouwd in de ERP speller en getest
aan de Universiteit van Freiburg in een experiment met 13 personen.
De resultaten bevestigen dat de zelflerende decoder zeer robuust werkt
en de prestatie effectief convergeert naar die van een traditionele de-
coder met kalibratie. De hoge betrouwbaarheid van deze methode
komt echter ten koste van een trager leerproces. Gemiddeld gezien is
de nauwkeurigheid van deze decoder lager dan die van de bestaande
zelflerende decoder.
Het combineren van betrouwbare en nauwkeurige zelfle-
rende decoders
Met onze vorige bijdrage beschikken we nu over twee zelflerende de-
coders die de kalibratiesessie vermijden. De ene decoder heeft het
potentieel om zeer snel te leren tijdens het gebruik van de BCI, maar
heeft niet de garantie om de juist oplossing te vinden. De andere
methode is wel betrouwbaar, maar leert minder snel. Een derde bij-
drage van dit werk is een techniek om twee verschillende zelflerende
decoders te combineren en zo de voordelen van beide over te nemen.
De parameters van de nieuwe decoder zijn een combinatie van deze
van de bestaande decoders. We geven een analytische formule om het
gewicht te berekenen dat aan elk van de bestaande decoders moet
gegeven worden in deze combinatie.
De methode wordt getest in een gesimuleerd speller experiment
met 13 personen. Dit laat ons toe de drie zelflerende decoders te
testen op exact dezelfde data. De gecombineerde decoder leert snel-
ler dan elk van de voorgaande decoders. Bovendien zijn de behaalde
prestaties zeer robuust. Deze resultaten worden bevestigd door een
werkelijk experiment met zes personen, uitgevoerd aan de Universiteit
van Freiburg. Door het afstemmen van de applicatie op de decoder
en het combineren van verschillende methodes bekomen we de eer-
ste ERP gebaseerde BCI zonder kalibratie die zowel nauwkeurig als
uiterst betrouwbaar is.
Automatische diagnose van epilepsie in de temporale
hersenkwab
Een laatste bijdrage van dit werk is de ontwikkeling van een systeem
dat de hersenactiviteit interpreteert voor de diagnose en lateralisatie
van epilepsie in de temporale hersenen (in het Engels temporal lobe
epilepsy, TLE).
Een derde van de patienten met epilepsie kan niet geholpen wor-
den met medicatie. Zij zijn kandidaten voor een chirurgische ingreep
waarin het deel van de hersenen dat verantwoordelijk is voor de epi-
leptische aanvallen wordt weggenomen. Daarvoor moet de patient
een lange meetprocedure ondergaan waarin afwijkende hersenactivi-
teit moet gevonden worden om de diagnose te kunnen stellen en nauw-
keurig de epileptogene zone te kunnen bepalen. Deze procedure is zeer
belastend voor de patient.
Wij stellen een systeem voor waarbij zeer korte metingen van de
hersenactiviteit gebruikt kunnen worden om de connectiviteit tussen
verschillende regio’s in de hersenen te berekenen en op basis daarvan
de diagnose te laten stellen door een computer. Een database van
patienten en gezonde personen wordt gebruikt als voorbeelddata om
de computer zelf te laten leren welke connectiviteiten relevant zijn en
hoe zij de correcte diagnose kunnen aanwijzen.
We testen dit computergestuurd diagnosesysteem op een database
van 20 personen met TLE in de linker hersenhelft (LTLE), 20 perso-
nen met TLE in de rechterhersenhelft (RTLE) en 35 gezonde perso-
nen. Zowel de diagnose (gezond vs. TLE) als de lateralisatie (LTLE
vs. RTLE) kan correct gesteld worden voor 90 % van de personen.
Bovendien brengt de automatische selectie van relevante verbindingen
nieuwe kennis over het ziektebeeld.
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Introduction
The interaction between a human being and his environment is con-
trolled by his brain. It is the most complex organ in our body and
many of its aspects are yet to be fully understood. When changes in
our surroundings trigger us through sight, hearing, smell, touch and
taste, the brain analyses the signals received from the senses and de-
cides how to react to the observed changes. Subsequently, the brain
informs our body to perform the desired action, impacting our envi-
ronment. This standard procedure may limit the speed or complexity
that can be achieved in the interaction. Even more, it is impeded
for those suffering from blindness, deafness, (partial) paralysis etc. In
these cases, the interaction pathway through the human body can be
bypassed with a brain-computer interface (BCI). A BCI is a system
that creates a direct link between the brain and a computerised sys-
tem (Wolpaw et al., 2002; Dornhege et al., 2007). Cochlear implants,
for example, transform recorded sound to signals that are sent directly
to the brain, thereby enabling the deaf to hear again (Crosby et al.,
1985). Interaction happens in the opposite direction when the brain
sends signals to the computer. The computer then interprets the brain
activity and executes the desired command. Examples are a brain-
controlled robotic arm, wheel chair or drone and text spelling systems
for communication (Farwell and Donchin, 1988; Wolpaw et al., 1991;
Chapin et al., 1999; Birbaumer, 2006). Even systems that diagnose
neurological diseases, such epilepsy or Alzheimer’s disease, based on
recorded brain activity, can be considered brain-computer interfaces
(Górriz et al., 2008; Kerr et al., 2013).
2 1 Introduction
Subject Decoder Application
Figure 1.1: Schematic presentation of a brain-computer inter-
face. The three components generally found in BCI are indi-
cated. The subject’s brain activity is sent to a decoder. The
decoder interprets the brain signals and translates the subject’s
intention or brain state to a command that controls the appli-
cation, represented here by a robotic arm.
The BCI concept was first introduced by Jacques J. Vidal (1973).
A BCI generally consists of three components, as shown in Figure 1.1
(Wolpaw et al., 2002; Vallabhaneni et al., 2005; Dornhege et al., 2007).
First, the user’s brain activity is measured, for example with electroen-
cephalography (EEG). Second, the decoder interprets the recorded
activity. Its task is to extract useful information from the brain sig-
nals to determine the user’s intention or brain state. Subsequently,
it selects the appropriate control command. Finally, the application
executes the command, for instance moving the robotic arm or wheel
chair in the desired direction, pronouncing words, presenting a diag-
nosis etc.
In this doctoral thesis I present the optimisation of a BCI by im-
proving the synergy between the different components. With this new
approach, I intend to facilitate the integration of BCI in the daily life
for those who could benefit from these systems.
To understand the significance of my contributions, it is important
to define which requirements a BCI has to meet. To begin with, the
system needs to be effective. The user’s intention or brain state must
be detected with high accuracy. In addition, the BCI is required to
work efficiently. Certain applications may demand an almost instant
translation of the recorded brain activity to a control command (e.g.
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the brain-controlled wheel chair). Finally, the system needs to provide
user satisfaction in a specified context of use. Overall this means that
a BCI is required to be usable. Here, usability is defined by the
International Organization for Standardization as:
“The extent to which a product can be used by specified users to
achieve specified goals with effectiveness, efficiency, and satisfaction
in a specified context of use”
As the definition indicates, usability is strongly related to effective-
ness and efficiency but also describes for instance how pleasant and
satisfying the system is to use, how tolerant it is to errors made by
the user and how easy the user can learn to control it.
In current BCI design we face two major challenges. First, there
is a constant trade-off between effectiveness and efficiency (Polikoff
et al., 1995; McFarland et al., 2003; Mak et al., 2011; Schreuder et al.,
2011). A fast translation of brain activity limits the time to record
brain data and as such reduces the amount of information that is
available to accurately define the user’s intention or state. Second, the
decoder needs to be tuned to the specific user to understand his/her
individual brain activity. In traditional BCIs this is done by means of
a calibration recording before each session (Müller et al., 2004; Lotte
et al., 2007; Müller et al., 2008; Lemm et al., 2011). This is exhausting
for the user and as such degrades the usability drastically. Even more,
frequent recalibration is required as the properties of a user’s brain
activity may change over time (Shenoy et al., 2006; Krusienski et al.,
2011). A lot of effort has been put into developing methods that
reduce or even eliminate the need for calibration (Shenoy et al., 2006;
Krauledat et al., 2008; Fazli et al., 2009; Lu et al., 2009; Vidaurre
et al., 2011a; Kindermans et al., 2012, 2014a). Nevertheless, they
make the BCI less effective or less robust.
This dissertation details the development of methods that tackle
the aforementioned challenges by means of a symbiotic BCI design.
In contrast to previous work, I consider the interaction between the
different components of the BCI. They are tuned to each other in
order to improve the performance of the BCI in a way that is not
possible by optimisation of the individual parts as was done previously.
In addition, I demonstrate how machine learning can contribute to
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recognising pathological brain activity and as such form a powerful
tool for fast and accurate diagnosis of neurological diseases.
This chapter continues with a more detailed introduction to brain-
computer interfaces. Afterwards, the main type of BCI used in this
dissertation, those based on event-related potentials, is introduced.
Then, an overview of previous work in the field is given. Finally, the
content of the dissertation is outlined.
1.1 The brain-computer interface
The first recording of human brain activity was performed in 1924
by Hans Berger (Berger, 1929). He measured electric brain signals
in a so-called electroencephalogram. With the development of per-
sonal computers in the mid-seventies, the question arose if these brain
signals could serve as carriers of information in man-computer com-
munication. In 1973, the Belgian Jacques J. Vidal introduced the
term brain-computer interface for systems that employ brain signals
in man-computer dialogue (Vidal, 1973). Since then, BCI systems
have been developed for a wide variety of applications e.g. to restore
sensory-motor functions, interpret and diagnose brain activity and
much more.
This first section commences with a short portrayal of the human
brain and how its activity is generated and measured. Next, I will
specify how information can be obtained from brain activity and how
this is applied in several types of BCIs.
1.1.1 The human brain
The spinal cord and the brain constitute the central nervous system
of the human body. While the spinal cord is responsible for basic
responses (e.g. reflex movement), the brain is the centre of voluntary
control using advanced information processing. It senses changes in
its surroundings and coordinates the interaction with its environment
through sensory input, motor control, memory etc.
The brain consists of the cerebrum, divided in a left and right
hemisphere, the brain stem and cerebellum, as illustrated in Fig-
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Figure 1.2: Anatomy of the human brain. Left: main parts of
the central nervous system. Right: the division of the cerebrum
into four brain lobes (frontal, temporal, parietal and occipital).
Figure based on http://www.cancer.ca
ure 1.2. The cortex is the outer layer of the cerebrum where informa-
tion is received, analysed and interpreted. The cerebrum is divided
into four lobes. The frontal lobe contains various functions such as
abstract thinking, behaviour and personality as well as problem solv-
ing capabilities, motor control and speech production. Functionality
for spatial sense, navigation and touch is contained in the parietal
lobe. The occipital lobe covers visual reception and processing. The
temporal lobe takes care of memory as well as hearing and under-
standing language. Each lobe is subdivided in several cortical regions
named according to their location and specific functionality (Tzourio-
Mazoyer et al., 2002). The two hemispheres are largely symmetric,
although some functions are more developed in one hemisphere (e.g.
language is in most people located in the left hemisphere) (Davidson
and Hugdahl, 1996). With magnetic resonance imaging (MRI), an
image of the anatomical structure of the head can be obtained that
visualises the different types of tissue.
The core component of the nervous system is the nerve cell or
neuron. The brain contains on average 86 billion neurons, 16 billion
of which are located in the cortex. The nerve cell itself consists of a cell
body (soma) and typically one axon and multiple dendrites. Neurons
receive, process and send electrical pulses called action potentials to
other neurons via synapses. In this way they can form complex neural
networks.
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Recording brain activity
In order to make use of brain activity for the control of computer
systems, we must record it. Capturing brain activity is possible be-
cause the initiation and inhibition of action potentials in the neurons
creates a separation of electrical charge around them. This in turn
creates a very small electric field. When several neurons are activated
together, the compound electric field is measurable outside the brain
by means of electrodes. Electrodes are placed on the scalp of the
head in standardised locations, e.g. the 10-20 electrode system (Klem
et al., 1999) as shown in Figure 1.3. The bottom panel in Figure 1.3
illustrates the collection of electrical signals recorded in all electrodes
which forms an electroencephalograph (EEG). Due to its high tem-
poral resolution (on the order of milliseconds), ease of use, mobility
and relatively low cost, this is the most common method used in BCIs
for real-time recording of brain activity. Nevertheless, the quality of
EEG signals is low, which makes the decoding of information from
these signals a true challenge. This is a major issue that we have to
address in our design of brain-controlled systems.
When the electrodes are placed inside the head, directly on the
surface of the brain it is called intracranial EEG (iEEG). These signals
contain less noise as the electric field does not need to propagate
through the different types of tissue in the head (e.g. the very low-
conductive skull tissue) before being recorded. However, this method
requires surgery for electrode placement and as such is only convenient
for long-term BCI use.
Several other medical imaging methods have been used to record
brain activity. Functional MRI uses the same technology as MRI to
measure activity in the brain by imaging changes in blood flow and
the level of oxygen in the blood. Magnetoencephalography (MEG)
measures the magnetic field that is created by the separation of charge
in neurons. It requires the recording to take place in a magnetically
shielded room. For this reason, it is less convenient to be used in
BCIs.
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Figure 1.3: The 10-20 electrode placement and an example of
recorded EEG. The peak just after the 3 s mark is caused by an
eye blink.
Brain damage and diseases
The brain is protected physically by the skull and cerebrospinal fluid
and chemically by the blood-brain barrier. Nevertheless, several forms
of damage may occur to the brain and an entire range of neurological
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diseases has been discovered. Two of them are within the direct scope
of this dissertation and therefore described here.
The locked-in syndrome (LIS) is a condition in which the patient
suffers from paralysis of nearly all voluntary muscles (except for eye
movement) (Laureys et al., 2005). Patients are however conscious
and cognitively intact. They are said to be locked inside their own
body. LIS is caused by damage to the lower brain or brain stem due
to a stroke, a traumatic brain injury or diseases like multiple sclerosis
and amyotrophic lateral sclerosis, which causes death of neurons that
conduct voluntary muscles (Rowland and Shneider, 2001). A BCI
that infers the user’s intention for communication and control can give
these patients the possibility to interact again with their surroundings
and as such improves their standard of living greatly (Kübler et al.,
2005; Sellers et al., 2006; Birbaumer and Cohen, 2007). The main
contribution of this dissertation is the optimisation of this specific
type of BCIs.
Epilepsy is a neurological disorder that affects about 1 % of the
world’s population (Fisher et al., 2005). It is identified by recurrent
abnormal electrical discharges in the brain called seizures. Depending
on the location of the brain at which the seizure occurs, the externally
observed symptoms can be the loss of consciousness, contraction of
muscles in the limbs, a visual disturbance, a specific smell that is
only observed by the patient etc. Seventy per cent of patients with
epilepsy can be successfully treated with the range of anti-epileptic
drugs that has been developed. For the other 30 %, neurostimulation
or surgery is considered (French, 2007). This requires a long and
for the patient exhaustive procedure to accurately diagnose epilepsy
and determine the epileptogenic zone that needs to be removed. The
second contribution of this dissertation is the development of a fast
and accurate computer-aided diagnosis system for epilepsy.
1.1.2 Decoding information from the brain
After recording the brain signals, they must be interpreted by the
decoder to determine the desired control command. For that purpose,
BCI systems rely on information in the brain activity that is indicative
of the user’s intention or brain state.
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To inform the computer about his/her intention, the user can em-
ploy neural control signals. These are distinctive patterns in the brain
activity that are generated voluntarily by the user, or elicited by the
observation of a stimulus. By linking different patterns to a differ-
ent command, the user can select the command of choice. Several
types of neural control signals exist. For instance, in BCIs based on
motor imagery, the user alters the activity recorded in different re-
gions of the scalp by imagining the movement of the left or right hand
(Pfurtscheller and Da Silva, 1999). Another example is the steady
state visually evoked potential (SSVEP). This is a brain response with
a specific frequency that is evoked when visually observing an image
that flashes at this same frequency (Middendorf et al., 2000). Finally,
the event-related potential (ERP) is a specific pattern in the brain
signal that is elicited by a visual, auditory or tactile stimulus. The
pattern is different when a certain infrequent stimulus is observed that
requires a response from the user (Sutton et al., 1965). BCIs based
on ERPs as neural control signal will be the main focus in this dis-
sertation. The ERP-based BCI will be explained in more detail in
Section 1.2.
The decoding of the brain activity is a two-step process. First,
informative features are extracted from the recorded brain signals.
Next, the feature values are used to categorise the recorded activity
as a specific neural control signal or brain state. Features can be
obtained directly from the EEG electrode signals, or by imaging the
source of the recorded activity within the brain.
Information from the sensors
Neural control signals are decoded by recognising their specific pattern
in the recorded brain signals. For example, for ERP responses, the
EEG that is recorded in a specific time window after the stimulus
event is selected for classification. In this case, the feature vector is
obtained by simply concatenating the signals recorded in the different
electrodes. For motor imagery, the signals are usually transformed to
the frequency domain. The signal power computed in the different
electrodes and several frequency bands is then used to discriminate
between left and right hand imagined movement.
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Information from the source space
In addition to the features of the time-varying electric field at the
scalp, it may be useful to know the location in the cortex where this
electric field was generated. The goal of source localisation is to es-
timate the location and distribution of the sources in the brain from
the EEG recorded at the scalp (Michel et al., 2004). It uses a three-
dimensional electromagnetic model of the head that describes the ge-
ometry and electrical conductivity of the various tissues as well as the
exact location of the electrodes.
Many different source distributions can generate the same electric
field at the scalp. Hence, the solution is non-unique and solving this
inverse problem is challenging. Several methods have been developed
to solve the problem by imposing a priori information: Minimum
Norm Estimate, LORETA, sLORETA etc. (Jatoi et al., 2014). Source
localisation is for example used to accurately define the epileptogenic
zone prior to epilepsy surgery (Staljanssens et al., 2016). It is also
used in more fundamental research on brain activity, for instance to
examine cognitive processes (e.g. the recognition of faces (Herrmann
et al., 2005)) or to unravel changes in the brain due to a neurological
disorder such as Alzheimer’s disease (Dierks et al., 1993) or migraine
(Clemens et al., 2008).
Once the activity in the different brain regions is computed, the
connection between these regions can be investigated. The func-
tional connectivity between a pair of brain regions is measured as
the correlation between their source activity signals. The whole brain
functional connectivity network shows significant differences between
healthy subjects and those with a certain neurological disorder such
as Alzheimer’s disease (Supekar et al., 2008) or schizophrenia (Ly-
nall et al., 2010). Hence, it can be used to diagnose these disorders.
Furthermore, connectivity measures have been exploited to predict
if a patient will respond to a specific treatment or not, for example
vagus-nerve stimulation for epilepsy (Wostyn et al., 2016). Functional
network measures are mainly used in BCIs that monitor a particular
state of the brain.
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Classifying brain activity
Once the informative features are obtained, they are processed by
the decoder to discriminate between different neural control signals
or brain states. For this purpose, we have to find a link between the
feature values and the desired output of the decoder. This is a chal-
lenging task for several reasons. First, uninformative brain activity
is recorded simultaneously, which creates a large amount of noise on
the feature values. Second, the dimensionality of the feature vector
is usually high, which makes the classification very complicated. For
example, computing the connectivity between every pair of 82 brain
regions results in 6724 features. Finally, brain activity varies greatly
from subject to subject. Even within a single subject, the pattern
of a neural control signal may change over time, for example due
to increasing fatigue (Shenoy et al., 2006; Von Bünau et al., 2009).
Overall, this makes it a laborious, if not impossible, task to design and
program an algorithm that is capable of accurately classifying brain
activity.
To tackle the challenges in decoding brain activity, the BCI com-
munity has adopted the benefits of machine learning. Machine learn-
ing refers to techniques that enable a computer to learn from data.
It involves the training of a classification model by applying specific
algorithms on a set of samples, each consisting of several feature val-
ues, and the corresponding correct label (the output class to which
the sample belongs). The algorithm tries to find relations between
features that are exclusively associated with the given label, which is
not always obvious from visual inspection of the data. Afterwards, it
assigns a new input sample to one of these classes based on its fea-
ture values and the learned relations. Machine learning is for instance
used in social media to present advertisements that are expected to
be interesting for you, based on your past activity on the Internet.
The machine learning decoder requires example data to learn from.
For automatic diagnosis systems, a database containing patients and
healthy subjects is required. Obtaining such a database is generally
expensive and labour intensive. For BCIs based on neural control
signals, the decoder needs to be tuned to each specific user. In tra-
ditional BCI systems, example data is recorded during a calibration
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session prior to BCI use, in which the user is instructed to perform
predefined tasks. This is exhausting for the user and drastically lowers
the usability of these systems. Furthermore, the user’s brain response
to the same stimulus may change over time, which requires a recal-
ibration before every session of use (Shenoy et al., 2006; Krusienski
et al., 2011). This is a major challenge in traditional BCI systems.
It makes them very unattractive for use on a daily basis. This dis-
sertation will contribute to the design of BCI systems that avoid the
calibration session by learning from the data that is recorded during
actual use of the system.
Although the machine learning decoder is capable of solving com-
plex classification tasks, the categorisation of neural controls signals is
still challenging due to the low quality of the recorded EEG. For that
purpose, BCIs typically elicit neural control signals multiple times
and average the recorded response signals to reduce noise. While this
improves the decoding accuracy, the repetitive recording increases the
time that is needed to translate the user’s intention to a control com-
mand. A trade-off has to be made between speed and accuracy. This
is a specific challenge for the design of BCIs that determine the user’s
intention and will be addressed in this dissertation.
In Chapter 2 we will give a comprehensive overview of machine
learning techniques and several methods that are used to tackle the
challenges in decoding brain activity.
1.1.3 Brain-computer interface applications
The definition of BCI involves a wide variety of systems. I will cat-
egorise them according to the type of information that is acquired
from the brain data. BCIs monitoring the brain state include, among
many others, detectors of brain tumours based on anatomical brain
imaging (Sharanreddy and Kulkarni, 2013) or recorded activity (Clark
et al., 1998), automated diagnosis systems for neurological disorders
such as epilepsy (Focke et al., 2012; Cantor-Rivera et al., 2015) and
sleep disorders (Koch et al., 2013), early detectors of epileptic seizures
(Gotman, 1982; Liang et al., 2010) and even systems that are capa-
ble of predicting when a seizure is likely to occur (Cook et al., 2013;
Brinkmann et al., 2016).
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BCIs that rely on motor imagery as neural control signal have been
developed to control wheel chairs (Choi and Cichocki, 2008; Li et al.,
2013) or a cursor on a computer screen (Wolpaw et al., 1991) and to
assist in the rehabilitation of movement after a stroke (Pfurtscheller
et al., 2008; Pichiorri et al., 2015). Systems for communication are
mostly based on SSVEP (Cheng et al., 2002; Müller-Putz et al., 2005;
Yin et al., 2015), visual or auditory ERP (Farwell and Donchin, 1988;
Furdea et al., 2009) or a combination of both (Yin et al., 2014). Fur-
thermore, BCIs based on neural control signals have been developed
to control a robotic arm and other neuroprosthetics (Chapin et al.,
1999; Taylor et al., 2002).
The applications of BCI are not limited to the clinical environ-
ment (Blankertz et al., 2010). BCIs that recognise the emotional
state (Garcia-Molina et al., 2013) are for example used in neuromar-
keting to get a measurement of product appeal that is assumed to
be more objective than the usual consumer surveys (Vecchiato et al.,
2009). Besides that, BCIs have also found their way into the gaming
industry (Ahn et al., 2014) and are expected to gain a lot of interest
in combination with virtual and augmented reality.
In this dissertation we will focus on BCIs based on the ERP as
neural control signal. We will use an ERP-based communication sys-
tem as a case study for our symbiotic design approach. The next
section will describe this system in more detail. In addition, the de-
velopment of an EEG-based automated diagnosis system for epilepsy
will be discussed at the end of this dissertation.
1.2 Event-related potential based BCI
This section gives a more thorough explanation of one specific neu-
ral control signal: the event-related potential. I explain how it is
used to control a computer application and describe the challenges in
designing such an ERP-based BCI.
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Figure 1.4: Event-related potential with and without P300
component. The waveforms are obtained by averaging the re-
sponse of an individual subject on several visual stimuli.
1.2.1 The event-related potential
An event-related potential (ERP) is an involuntary response of the
brain when a sudden external stimulus is observed (Sutton et al.,
1965). This stimulus can be visual (e.g. a flash of light), auditory or
even tactile. An ERP is composed of several components that can be
recognised as positive and negative deflections in the EEG at specific
time points after the stimulus event. One component is of particular
interest in BCI: the P300 wave. It is marked as a positive peak about
300 ms after the event and is most clearly observed in the electrodes
covering the parietal and occipital regions. It is elicited when a certain
infrequent stimulus is observed that requires a response from the user.
Figure 1.4 shows two event-related potential responses, one with and
one without the P300 component.
Besides its application as neural control signal, the P300 compo-
nent of the event-related potential has been used as a biomarker for
dementia, depression or schizophrenia (Pfefferbaum et al., 1984) and
to predict the receptiveness of a patient to certain treatments such as
vagus-nerve stimulation for epilepsy (Wostyn et al., 2016).
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Figure 1.5: Example of an oddball paradigm. The sequence of
stimuli is illustrated and the several parameters of the paradigm
are indicated. The horizontal length of the squares denotes
the duration of the stimulus or the blank screen shown to the
subject.
ERP as neural control signal
The BCI based on the ERP as neural control signal was introduced
by Farwell and Donchin (1988). The use of the ERP to control a
computer application is explained with the following example. A sub-
ject is positioned in front of a screen that repeatedly presents faces
with different expressions, as illustrated in Figure 1.5. The subject
is instructed to count silently the appearances of the face that cor-
responds to his/her current emotion. Each presentation of a face is
a visual stimulus and will elicit an ERP in the user’s brain. How-
ever, only the infrequently occurring target stimulus, chosen by the
user, requires the user to respond by counting. This process of ap-
plying a sequence of stimuli in which infrequently occurring target
stimuli require a task from the user is called an oddball paradigm and
is known to elicit the P300 component (Sutton et al., 1965; Donchin,
1981; Fabiani et al., 1987). By detecting the presence or absence of
this component in the responses on the different stimuli, the decoder
can infer the target stimulus and express the correct emotion. This
system can give patients with the locked-in syndrome the freedom to
express their mood solely by making use of their brain signals.
At this point I want to remark that the difference between target
and non-target response can also be found in other components of the
ERP. A decoder that is trained with example data will use all the
components that are provided in the feature vector to discriminate
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between the two classes of stimulus responses.
Challenges in decoding ERP
The complete sequence of stimuli that is presented to select one control
command is called a trial. For each stimulus, the EEG signal recorded
during a specific time window after the stimulus event is selected as
stimulus response. At the end of a trial, the decoder predicts for
each stimulus response how likely it is to be a target response. The
predictions for the individual responses are then aggregated to select
the most likely control command. The challenges in decoding brain
activity, described in Section 1.1.2, apply in particular to the decoding
of ERP responses.
First of all, discriminating between target and non-target stimulus
responses is challenging due to the low signal-to-noise ratio (SNR) of
the recorded data. For this reason, the stimuli are repeatedly pre-
sented in several iterations to reduce the effect of noise. This affects
how fast the user’s intention can be translated. Other influencing fac-
tors are the stimulus duration (SD, typically on the order of tens or
hundreds of milliseconds), the time between the onset of two consec-
utive stimuli (stimulus onset asynchrony, SOA) and the time between
the end of the previous stimulus and the onset of the next one (inter-
stimulus interval, ISI), see Figure 1.5. Reducing the time between
two target stimuli is known to reduce the amplitude of the target re-
sponse (Gonsalvez and Polich, 2002; McFarland et al., 2011). Hence,
speeding up the spelling process reduces the quantity and quality of
the responses that are available to accurately determine the control
command. This results in an inevitable trade-off between speed and
accuracy that has to be made when designing ERP-BCI.
Secondly, the ERP response pattern can differ greatly between
subjects. Also, for a single subject the response pattern can differ be-
tween several recordings. For example, the amplitude and latency of
the P300 peak are determined by several factors such as the relative
frequency of the target stimulus, the stimulus duration and inten-
sity, the inter-stimulus interval and even the motivation of the sub-
ject (Carrillo-De-La-Pena and Cadaveira, 2000; Sellers et al., 2006;
McFarland et al., 2011). This is the reason why traditional BCI sys-
1.2 Event-related potential based BCI 17
Figure 1.6: Schematic overview of the ERP spelling system.
The application consists of a screen presenting a grid of symbols
as well as the text that is spelled by the subject. A visual
stimulus (the highlighting of the third row of symbols in the
grid) is shown on the screen.
tems require a calibration procedure to be carried out for each new
user and each session of use. Reducing the need for these inconve-
nient calibration sessions is a major challenge that has gained a lot of
interest from the BCI community.
1.2.2 The ERP speller
We will use the ERP speller as a case study in this thesis. In this
ERP-BCI, the commands are linked to the symbols from the alpha-
bet. The speller was first described by Farwell and Donchin (1988).
As illustrated in Figure 1.6, the original version presented a 6×6 grid
of symbols on a screen. The subject focuses on the target symbol he
or she wants to spell. Next, the rows and columns in the grid are high-
lighted in random order (the third row is highlighted in Figure 1.6).
The subject is asked to count silently when his/her target is high-
lighted. The desired symbol is selected as the one on the intersection
of the row and column that elicited a target response. In this way,
symbol by symbol, words and sentences can be spelled.
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1.2.3 Evaluating performance
Several measures will be used in this dissertation to assess the accu-
racy of the decoder and the speed of spelling in the ERP speller. They
are discussed here.
Spelling accuracy
In the ERP speller, a trial consists of the complete procedure of pre-
senting stimuli and classifying the elicited response signals in order to
select a single symbol. The spelling accuracy is defined as the per-
centage of symbols that are selected correctly at the end of a trial.
This reflects how many times the user gets positive feedback from the
speller and as such influences the motivation of the user. Therefore,
a high spelling accuracy at the beginning of the spelling session can
have a positive influence on further performance (Kleih et al., 2010).
Respelling accuracy
Some BCI decoders tune their parameters with the data recorded dur-
ing actual use of the BCI (Kindermans et al., 2014b) (see section 1.3.3
on adaptive methods). At the end of each trial, this new decoder can
reclassify the data from former trials, thereby potentially correcting
symbols selected in the past. The respelling accuracy is the percentage
of correct symbols in the spelled text, after respelling every symbol
with the decoder tuned to all recorded data. This corrected text is
shown to the user. For adaptive decoders, this metric gives a more
correct view on the quality of the speller output compared to the
spelling accuracy.
Area under the curve
The AUC is the area under the ROC curve, plotting the true positive
rate of the decoder against the false positive rate at various classifica-
tion threshold values. It is the probability that the decoder will rank
a randomly chosen target response higher than a randomly chosen
non-target response (Ling et al., 2003). For example, an AUC of 0.5
indicates that the decoder classifies randomly. The AUC measures
the decoder quality in terms of classifying individual ERP response
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signals. On the contrary, the (re-)spelling accuracy is a rather coarse
measure since it aggregates the classification of several stimuli before
selecting the target symbol.
Symbols per minute
The speed of spelling can be expressed as the number of symbols
spelled per minute. It is calculated as the inverse of the trial duration
in minutes.
SM = 60s
e ∗ n ∗ SI + (e ∗ n− 1) ∗ ISI + P (1.1)
with e the number of iterations per trial, n the iteration length, SI the
stimulus interval duration, ISI the inter-stimulus interval duration
and P the pause between two trials.
Correct symbols per minute
Because of the trade-off between accuracy and speed of spelling, we
need a measure that incorporates both performance metrics to evalu-
ate the BCI. Thompson et al. (2014) proposed the utility as an intu-
itive measure for the performance of BCIs that infer a user’s intention.
It is formulated as:
U = E[bk]
E[∆tk]
=
∑
bk∑∆tk (1.2)
To compute the utility, we measure the time ∆tk that was needed
to translate the kth intention to a control command and the gain bk
that is achieved with this action. The utility is maximised when the
maximum benefit is achieved in the shortest period of time. In the
context of the ERP speller, a gain of +1 symbol is obtained with each
correctly selected symbol. In this case, ∑ bk is the number of symbols
respelled correctly at the end of the spelling session and ∑∆tk is
the total duration of that session. This is called the correct symbols
per minute (CSM) and has been used before to measure how quickly
symbols can be spelled correctly (Schreuder et al., 2013; Kindermans
et al., 2013, 2014b). Please note that common other measures are
the information transfer rate (ITR) and written symbol rate (WSR)
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(Billinger et al., 2012). However, as described by Thompson et al.
(2014) the ITR is only valid under a list of assumptions, some of
which are violated in the ERP speller. WSR, on the other hand, is
more suited for systems in which the subject himself/herself is involved
in correcting wrong symbols.
1.3 Prior work
This section gives an overview of the current state and limitations of
BCI design, mainly focused on ERP-BCI and the application of ma-
chine learning to decode ERP response signals. For readers unfamiliar
with the fundamentals of machine learning it might be useful to read
Chapter 2 first.
1.3.1 Stimulus presentation paradigms
The key element in the ERP speller application is the stimulus presen-
tation paradigm. It determines for each visual stimulus the group of
symbols that is highlighted simultaneously in the grid. As explained
before, sequences of stimuli are presented repeatedly in several itera-
tions to reduce the effect of noise. Hence, the stimulus presentation
paradigm dictates the spelling speed through the number of sequence
iterations that is presented to spell a symbol and the number of stim-
uli in each iteration (further denoted by the parameter n). In ad-
dition, the paradigm has a significant influence on the accuracy of
the speller. For example, increasing the spelling speed by presenting
less iterations decreases the amount of data that is available to ac-
curately infer the target symbol. Alternatively, the iteration length
can be decreased. However, this increases the relative frequency of
target stimuli and as such degrades the SNR of the target responses
(Gonsalvez and Polich, 2002; McFarland et al., 2011). There clearly
is a trade-off between speed and accuracy that has to be made when
choosing the stimulus presentation paradigm.
In the original speller from Farwell and Donchin (1988), the rows
and columns in the grid are highlighted in random order. For the
original 6 × 6 grid, this row-column paradigm (RC) has an iteration
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length n = 12. The number of times each symbol is highlighted during
an iteration will be further denoted by r. For the RC paradigm, every
symbol is highlighted twice per iteration, so r = 2. The spelling
accuracy achieved with this paradigm is limited due to two types of
spelling errors. First, adjacency distraction (Fazel-Rezai, 2007) is the
phenomenon in which the user is distracted by the flash of a row
(column) next to the target symbol. This causes the generation of a
target response on a non-target stimulus. Together with the response
generated on the target column (row) this results in the selection of
a neighbouring symbol in the grid. Second, double flash errors occur
when the target row and column are highlighted shortly after each
other. This causes the target response generated on the second flash
to overlap with the first one and have a lower amplitude (Gonsalvez
and Polich, 2002; Martens et al., 2009) which can again result in a
wrong symbol selection.
An entire spectrum of stimulus presentation paradigms has been
designed as an alternative to the original RC paradigm, optimising
either the spelling speed or accuracy (Mak et al., 2011). One end
of the spectrum is the single cell (SC) paradigm (Guan et al., 2004),
which highlights just one, randomly chosen, symbol in each stimulus.
Due to the longer interval between two target stimuli, this most simple
paradigm was shown to achieve a high spelling accuracy. Nevertheless,
it makes the speller very slow as the iteration length is equal to the
number of symbols in the grid (n = 36).
Alternatively, stimulus presentation paradigms have been proposed
that highlight quasi-random groups of symbols simultaneously, thereby
reducing the iteration length n. For instance, highlighting multiple
rows or columns simultaneously has been considered by Allison and
Pineda (2006). A major contribution is the checkerboard paradigm
(CB) from Townsend et al. (2010). It actively avoids the adjacency
distraction and double flash errors by optimising the highlighting
scheme. For that purpose, the symbol grid is divided in black and
white cells like a checkerboard, invisible to the subject. Adjacency
distraction is avoided in this paradigm by only allowing symbols on
the white/black cells to highlight simultaneously. Although designed
for a 9 × 8 grid of symbols, the paradigm is converted easily to the
original 6× 6 grid as follows. The grid is virtually superimposed on a
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checkerboard (not seen by the subject), see Figure 1.7. The symbols
corresponding to white cells are secluded in a virtual 4×5 white ma-
trix, leaving two cells blank. The same is done for the other symbols
in a black matrix. The symbols are shuﬄed in their respective matri-
ces before each iteration. An iteration of stimuli shown to the subject
is then constructed by going top-down over the rows of the white ma-
trix, collecting the symbols from each row and highlighting them in
a separate stimulus in the original grid, followed by the rows of the
black matrix, left-to-right the columns of the white matrix and finally
the columns of the black matrix. As a result the subject sees random
groups of symbols being highlighted in the grid. The reported higher
accuracy however comes at the price of a longer stimulus iteration
(n = 18) compared to the RC paradigm.
 
 
 
Figure 1.7: Construction of an iteration of stimuli for a 6 ×
6 grid according to the checkerboard paradigm by Townsend
et al. (2010). The dashed line encircles the symbols that will
be highlighted in the grid during the first stimulus.
In the work by Jin et al. (2011), double flashes are avoided by
preventing two consecutive stimuli from highlighting a common sym-
bol. Fixed stimulus sequences of several lengths are constructed. As
expected, the shortest iteration length was found to elicit less dis-
criminable ERP patterns due to the higher relative frequency of tar-
get stimuli. This confirms once again the trade-off between speed and
accuracy. Furthermore, the optimal iteration length differed from sub-
ject to subject, indicating the importance of tuning the application to
the user’s desire.
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paradigm SC CB RC
n 36 18 12
r 1 2 2
target frequency 0.03 0.11 0.17
Table 1.1: Application settings for the single cell (SC), row-
column (RC) and checkerboard (CB) paradigm for a 6 × 6
spelling grid. The resulting relative frequency of target stimuli
is given in the last row.
Inspired by Jin et al. (2011), Townsend et al. (2012) proposed a
paradigm in which the iteration lengths n and relative frequency of
target stimuli r can be chosen freely. To avoid double flashes and
adjacency distraction, a number of constraints are applied. In this
paradigm, each stimulus is created by randomly selecting and rese-
lecting a group of symbols until compliant with all constraints.
Table 1.1 shows the different parameters of the basic single cell,
row-column and checkerboard stimulus presentation paradigms for a
6 × 6 grid of symbols. The iteration length directly influences the
speed of spelling. With increasing speed, the relative frequency of
target stimuli increases. This influences the discriminability of the
target response and as such decreases the accuracy of spelling.
A different way to balance between speed and accuracy in ERP-
based BCI is by determining the number of stimulus sequence iter-
ations presented in a trial. This parameter can be altered during
use with dynamic stopping (Schreuder et al., 2011, 2013; Kindermans
et al., 2014b). With this technique, the stimulus presentation stops
when the desired command can be selected with a certain level of
confidence. Confidence is measured for instance as the likelihood of
the most likely command (Kindermans et al., 2014b) or its difference
with the second most likely command (Schreuder et al., 2011).
Other modifications have been made to the stimulus presenta-
tion in order to improve the raw SNR of the response signals such
as changing the matrix size and inter-stimulus interval (Sellers et al.,
2006), highlighting symbols in different colours (Salvaris and Sepul-
veda, 2009; Takano et al., 2009), changing the size of the symbols (Gib-
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ert et al., 2008), moving the symbols during highlighting (Jin et al.,
2012), or a combination of brightness enhancement, rotation, enlarge-
ment and a trichromatic grid overlay (Tangermann et al., 2011). Fur-
thermore, by flashing famous faces over the symbols, Kaufmann et al.
(2011) improved the ERP response by introducing additional ERP
components, related to the processing of these faces.
1.3.2 Machine learning for ERP classification
Several machine learning techniques were shown to be successful in
discriminating between target and non-target ERP responses (Krusien-
ski et al., 2006; Lotte et al., 2007; Müller et al., 2008). As described
in Section 1.1.2, the challenges are the low SNR, the large variabil-
ity between users and the high dimensionality of the data as EEG is
measured simultaneously in several electrodes with a high temporal
resolution.
Support vector machines (SVM) are known to cope well with clas-
sification tasks that involve a limited set of train data in combination
with a high number of features per sample. Consequently, this ma-
chine learning technique has been successfully applied multiple times
for the classification of ERP response signals. The best result on the
BCI competition III dataset II, a commonly used dataset to evalu-
ate ERP decoders, is still achieved with an ensemble of linear SVM
classifiers (Rakotomamonjy and Guigue, 2008). Each SVM is trained
on a different part of the calibration dataset and their outputs are
aggregated to select the target symbol.
Linear discriminant analysis (LDA) assumes the ERP feature vec-
tor in each class to be normally distributed with a class-wise mean
and shared covariance matrix. As ERPs closely follow the normality
assumption (Blankertz et al., 2011), this simple technique has been
widely applied and shown to be competitive with more complex meth-
ods for the classification of brain signals (Lotte et al., 2007; Müller
et al., 2008). Blankertz et al. (2011) showed that the high dimension-
ality of the data causes the estimation of the covariance matrix to be
distorted. The model is regularised by shrinking the covariance ma-
trix, for which an analytical formula was proposed (Ledoit and Wolf,
2004; Blankertz et al., 2011).
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Cecotti and Graser (2011) proposed a convolutional neural net-
work (CNN) for the classification of ERPs. However, neural networks
require rather large amounts of training data. As mentioned before,
the scarcity of labelled data is a common problem in BCI and ERP-
based BCIs in particular. Furthermore, Kindermans et al. (2012) has
shown that CNNs do not result in a better classification accuracy
compared to much simpler methods.
All the classification methods above require the recording of a la-
belled dataset during a calibration session. Several methods have been
developed to reduce or even eliminate calibration, thereby improving
BCI usability. They can be divided into two groups. Transfer learning
methods recycle data from previous sessions and users, while adaptive
machine learning methods use unlabelled data recorded during actual
use. These two approaches are discussed in the next sections.
1.3.3 Towards self-learning brain-computer in-
terfaces
Eliminating the need for calibration has been the subject of exten-
sive research in the BCI community. The amount of calibration data
can be reduced by obtaining discriminative information from data
recorded during actual use of the BCI.
Dähne et al. (2011) used a reduced set of labelled data to deter-
mine the class-conditional mean ERP response and shared covariance
matrix for a LDA classifier. As no labels are needed to estimate the
pooled covariance matrix, this parameter can be updated during ac-
tual use. Several other methods use a classifier trained on a reduced
set of calibration data and label the data recorded during actual use.
The classifier is then retrained with this data and the predicted labels.
For example, Li et al. (2008) proposed a self-training SVM. Panicker
et al. (2010) used a co-training technique, in which two different classi-
fiers label the data for each other. Kindermans et al. (2011) presented
the results of class-reweighted ridge regression classifier that uses its
own predictions on online recorded data as extra labelled information
for updating. In the work by Xu et al. (2011), the subset of responses
that can be most confidently classified are used for further calibration
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of a Bayesian LDA classifier1. All these methods still use a (reduced)
set of labelled data for training. The calibration procedure is not
eliminated completely.
Kindermans et al. (2012) introduced the first unsupervised method
for ERP-based BCI that does not use any labelled example. It uses
a pseudo-generative model to describe the recorded target and non-
target responses. The constraints imposed by the speller application
are included in the algorithm that finds maximum likelihood estimates
for the parameters of this model. The data is separated in two groups
so that two responses assigned to the same group show, on average,
more similarity than two responses assigned to different groups. The
stimulus presentation paradigm determines the proportions of target
and non-target responses. From this information and the size of each
group, the classifier can depict which group contains the target re-
sponses.
It is important to emphasise that this last method learns from
scratch. The parameters of the classifier are randomly initialised
and continuously updated during use of the BCI. This classification
method was shown to achieve a performance comparable to the best
calibrated classifiers once enough data is recorded. Besides that, the
classifier is capable to adapt to changes in the recorded responses (e.g.
due to fatigue or changing background activity) (Kindermans et al.,
2014a). The main claim against the method is the warm-up period at
the very beginning of use, when data is still scarce. The performance
of the classifier is unreliable in this phase as it depends strongly on
the random initialisation of the classifier parameters. A significant
part of this work extends this classification method. For this reason,
it will be explained in exquisite detail in Chapter 2.
1.3.4 Transfer learning
With transfer learning (TL), data recorded in previous sessions or
from other users is recycled for the calibration of a new decoder. For
that purpose, it is necessary to overcome the session-to-session or
subject-to-subject differences in the neural control signal. Several
1Note that Bayesian LDA is considered a false name as the model is in fact
least squares regression.
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methods have been proposed to tackle this challenge.
First of all, we can look for discriminative information that can
be mutually applied between subjects or sessions. Krauledat et al.
(2008) introduced the concept of zero training for motor imagery BCI.
In their work, calibration data from previous sessions was used to
determine a spatial filter that generalises better to new sessions for
long-term BCI users. Subject to subject transfer of these spatial filters
and classifiers was developed by Fazli et al. (2009) and several others
after him (Devlaminck et al., 2011; Lotte and Guan, 2011; Samek
et al., 2012). The overall objective of these methods is to create a
decoder that is session or subject independent.
Other methods adapt to the new session or subject and employ
historic information when user specific data is still scarce. Lu et al.
(2009) presented the first application of transfer learning in ERP-BCI.
Labelled data from a pool of previous subjects was used to build a
subject independent classifier. The user specific data recorded during
actual use was then labelled with this classifier and employed to cal-
ibrate a subject specific classifier. Next, recorded data is labelled by
one of these classifiers (the one that is most confident) and added to
the data set of subject specific calibration data for retraining. The
performance achieved with this method was shown to depend on how
much the new subject relates to the average historic subject. Be-
sides that, this method still requires labelled data from a large pool
of subjects.
Kindermans et al. (2014b) included transfer learning in his pseudo-
generative model for the self-learning ERP decoder. The classifier
parameters are regularised towards the classifier trained for previous
subjects. Not a single labelled ERP response is used as these historic
classifiers are also trained with the unsupervised learning technique.
This transfer learning method was applied to motor imagery BCI by
Jayaram et al. (2016).
Even though the results achieved with these methods are remark-
able, none of the transfer learning techniques exploit the true cause
of inter-subject differences: the source of the brain response, cortical
and head anatomy and the exact location of electrodes.
Ahn et al. (2011) introduced the conjecture that in the source
space, discriminative information might be more consistent over ses-
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sions and users. Projecting the recorded EEG into the source space
reduces the influence from differences in electrode placement and the
distortion effect by the low-conductive skull. A template spherical
head model and the beam forming method were used for source imag-
ing. The classifier, constructed on features in the source space from
historic subjects, did however not perform sufficiently well on new
subjects.
Wronkiewicz et al. (2015) used an individual head model per sub-
ject, based on T1-weighted MRI and coregistrated electrode positions.
Activity in the source space was obtained with minimum norm esti-
mation for each subject in the pool. Next, a transformation matrix
was calculated to morph the signal from each historic subject to the
source space of the new subject. Finally, the forward model of the new
subject projects the data from this source space to the scalp, where it
is used for calibration. The method achieved results comparable with
a supervised model on simulated EEG and data from an attentional
modulation task. The method is however not tested in a practically
useful BCI set-up, e.g. an ERP-BCI.
1.4 Research contributions and struc-
ture
1.4.1 Contributions to the BCI community
The contribution of this dissertation is two-fold. First of all, we
present a new design approach for ERP-BCI. Since the introduction
of the ERP as neural control signal in 1988, the BCI community has
gone to great lengths to enhance the speed, accuracy and ease of using
ERP-based BCI. Each modification that has been proposed optimises
either the user, the application or the decoder individually. Nev-
ertheless, regarding these components as separate entities limits the
improvement that can be obtained. We present the first symbiotic de-
sign approach that considers the interaction between the subsystems.
By tuning them to each other, we increase the BCI performance to
a level that was unreachable before. The development of a symbiotic
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ERP-BCI covers most of this dissertation. It is divided into the first
three contributions described below. Secondly, we develop an auto-
mated diagnosis and lateralisation system for temporal lobe epilepsy.
We demonstrate how machine learning can create a powerful tool to
analyse the brain state in this promising new application of brain-
computer interfacing.
A tunable stimulus presentation paradigm
A multitude of stimulus presentation paradigms has been proposed
to improve the speed or accuracy of ERP-BCI. In Section 1.3 we
described the checkerboard paradigm from Townsend et al. (2010). It
increases the accuracy of a visual ERP speller by setting constraints
to the highlighting scheme and as such actively avoiding the most
common causes of spelling errors. However, the augmented accuracy
comes at the cost of a slower spelling.
We propose a new paradigm for the ERP speller in which the
spelling speed and relative frequency of target stimuli can be chosen
freely. At the same time, the accuracy is maximised by optimising the
highlighting scheme as much as possible. The tunable paradigm is set
to its maximum speed and validated in an online experiment with 24
subjects performing a spelling task with the visual ERP speller. The
self-learning decoder from Kindermans et al. (2012, 2014a) is used,
which avoids the tedious calibration session by tuning its parameters
online. The novel paradigm is compared to the basic row-column and
checkerboard paradigms in terms of AUC, symbol selection accuracy
and correct symbols spelled per minute.
The true value of this experiment is that it demonstrates how the
learning and classification performance of the unsupervised decoder
differs for different paradigms. The experiment reveals the strong
underlying mechanism of interaction between the application and the
self-learning decoder. This confirms how important it is to take this
interaction into account when designing BCI systems. Our flexible
paradigm can be tuned to empower the decoding, which is essential
to unlock our second contribution.
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Unsupervised decoding with theoretical guarantees
Traditional supervised BCI decoders require the recording of labelled
data in a separate calibration session which is exhausting for the user.
Alternatively, transfer learning and adaptive methods have been pro-
posed to reduce the need for labelled data. The unsupervised adaptive
decoder from Kindermans et al. (2012, 2014a) surpasses the calibra-
tion even completely. It initialises its parameters randomly and up-
dates them with the expectation maximisation (EM) algorithm during
actual use of the BCI. Although this method was shown to obtain im-
pressive accuracy levels in practice, it does not have the theoretical
guarantee to always achieve excellent classification performance. This
makes the EM-based self-learning decoder unreliable.
In collaboration with David Hübner and Michael Tangermann
(University of Freiburg), Pieter-Jan Kindermans and Klaus-Robert
Müller (Technical University of Berlin) we propose the application of
the learning from label proportions (LLP) idea, by Quadrianto et al.
(2009), to ERP-BCI for the classification of responses without labelled
data. The LLP method requires the data to be observed in two groups
with known proportion of target and non-target stimulus responses.
For that purpose, we use our flexible paradigm to merge two stimulus
paradigms with a very different relative frequency of target stimuli.
The parameters of the LLP-based decoder are guaranteed to converge
to the supervised solution when more data is collected. As such, we
obtain the first self-learning decoder that is robust and capable of
classifying ERPs reliably.
We present the results of an online spelling experiment with 13
subjects, conducted in collaboration with the University of Freiburg.
The results confirm that the LLP-based unsupervised decoder is ro-
bust and achieves an accuracy level that converges to the level ob-
tained with a traditional supervised classifier. Nevertheless, it learns
slower and therefore is less effective compared to a well-initialised EM
decoder.
Mixing unsupervised model estimators
With the previous contribution, two self-learning decoding methods
are available that demonstrate contrasting behaviour during use of the
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ERP-BCI. The EM-based decoding method from Kindermans et al.
(2012, 2014a) has the potential to learn very fast and quickly achieve
a high classification accuracy. However, due to the random initialisa-
tion of its parameters and their update with the EM algorithm, the
obtained performance is highly variable. In contrast, our LLP decoder
is very robust. Yet, the high reliability comes at the cost of a slower
learning process.
We propose a method that combines both unsupervised decoders
theoretically. In this way, we adopt the benefits of each method and
obtain the first self-learning decoder that is both reliable and effective.
The novel decoder’s parameter values are acquired as a statistical
mixture of the parameter estimations obtained with the LLP and EM
method. We come up with an analytical formula to compute the
optimal mixing coefficient from the data collected during use.
The mixing method is compared to both aforementioned methods
in an oﬄine simulation of a spelling experiment with 13 subjects.
The results reveal the impressive performance that is obtained with
this new self-learning decoder in terms of AUC and symbol selection
accuracy. It learns faster than any of the methods it is made from.
In addition, it is as robust as the LLP decoder. These results are
confirmed by an online experiment on six subjects, carried out by
David Hübner and Michael Tangermann at the University of Freiburg.
We finally obtain a calibrationless ERP-BCI that is robust and
capable of learning exceptionally fast from unlabelled data recorded
during use of the BCI. It makes the unlabelled data as valuable as
labelled data recorded during a separate calibration session. This
was only possible by adapting the application of the ERP-BCI to the
requirements of the decoder with our tunable stimulus presentation
paradigm.
An automated diagnosis and lateralisation system for tem-
poral lobe epilepsy
A relatively new application of BCIs is the identification of neurologi-
cal diseases from recorded brain activity. The last contribution of this
dissertation is the development of a data-driven tool for the diagnosis
and lateralisation of temporal lobe epilepsy (TLE) that can be easily
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applied in any clinical environment.
The traditional presurgical procedure for TLE patients involves a
long monitoring of the brain to record pathological activity. This is
expensive and very stressful for the patient, but necessary for accurate
diagnosis and determination of the epileptogenic zone in the brain.
These patients could benefit greatly from a system that is capable of
making a fast and accurate diagnosis.
It has been shown recently that neurological diseases can be in-
dicated by irregularities in the functional relationship between the
activity in different regions of the brain. These directed connectivity
values can be computed from very short scalp EEG recordings and do
not require the presence of visible pathological activity in the record-
ing. We propose a system that can classify new subjects as left-TLE,
right-TLE or healthy, based on these connectivity values.
We build two random forests classifiers: one for diagnosis (TLE vs.
healthy subjects) and one for lateralisation (LTLE vs. RTLE). They
are trained on a database of subjects for which the correct classifica-
tion is known. The subset of connectivities that contains the most
relevant information is selected automatically and takes the interac-
tion between connectivities into account. In this way, we go beyond
standard statistical methods that consider the different connectivities
individually.
We use a dataset including 20 left-TLE patients, 20 right-TLE
patients and 35 healthy controls. The results of a leave-one-out pro-
cedure are presented, in which the system is built on all but one
subject and tested on the subject that was left out. The automatic
feature selection reveals which connectivities can serve as biomarkers
for the disease. It illustrates the importance of taking the interaction
between these connectivities into account to obtain a system that can
diagnose and lateralise subjects accurately based on their connectivity
values.
1.4.2 Outline of this book
The next chapter gives an overview of machine learning techniques
and concepts that are relevant for this work. In Chapter 3 we present
our new stimulus presentation paradigm and use it to determine the
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underlying mechanism of interaction between the application and the
state of the art calibrationless decoding method in ERP-BCI. After-
wards, in Chapter 4, a new calibrationless decoding method is pre-
sented that is more reliable. The benefits of both decoders are com-
bined with the mixing method proposed in Chapter 5. This concludes
the symbiotic design of ERP-BCI. In Chapter 6, we use machine learn-
ing to develop a completely different BCI: an automated diagnosis and
lateralisation system for temporal lobe epilepsy. Finally, our conclu-
sions and ideas for future work are presented in Chapter 7.
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Machine learning
In this chapter I will explain machine learning in general and describe
the specific techniques that are used in this dissertation. For illustra-
tion purposes I will use the following example. Suppose we want to
make a computer application that determines the price of a house from
several of its features, e.g. its location, the year it was built, the total
living area, the number of rooms etc. We have an example dataset
that contains 150 houses for which the feature values and selling price
are given. One approach to solve this task is to explicitly program
the application and return a price for each possible combination of
feature values:
if YearBuilt > 1980:
if LivingArea < 150:
if bedrooms = 1:
price = $ 250000
elif bedrooms = 2:
price = $ 300000
elif bedrooms = 3:
...
elif LivingArea < 300:
...
else:
...
elif YearBuilt < 1980:
...
It is clear that this quickly becomes a tedious task for a large dataset
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of houses with a lot of features. Furthermore, we cannot expect the
price to be very accurate when the house that is valued isn’t already
present in the example dataset.
Machine learning (ML) is the general term for methods and tech-
niques that solve a task without programming the computer explicitly.
The task is described generally as finding the desired output value for a
given input. With ML, a computer can learn this input-output model
from data. The model is then applied to new, unseen input samples.
In the example above, the model’s input is the set of features that
describes a house and the continuous output value is an estimate of
its price. This type of problem is called a regression task. In clas-
sification tasks, the model assigns the input to a certain category or
class.
ML techniques can be categorised by the type of data that is used
to train the model. First of all, in supervised ML the training data
contains pairs of input samples and their desired output, as in the
example above. Secondly, unsupervised ML models are only provided
with input data, not labelled with a specific desired output. The task
is to find hidden structure in this data. For example, this technique
has been used to differentiate between types of tissue in medical im-
ages. Finally, reinforcement learning techniques are mainly used in
robotics. By taking actions and observing the subsequent penalty or
reward, the robot learns from trying out things.
The first section in this chapter will explain the core ML concepts
that are important to understand the challenges we face in this work:
generalisation, over-fitting and regularisation. Next, linear regression
and linear discriminant analysis will be discussed. These supervised
ML techniques are commonly used to decode brain activity. After-
wards, we will focus on the Gaussian mixture model, an unsupervised
machine learning method, and the expectation maximisation algo-
rithm that is used to train this model. Finally, I will explain an
unsupervised classification method that was specifically designed for
ERP-based BCIs by Kindermans et al. (2012). This method learns
from the data recorded during actual use of the BCI, thereby avoid-
ing the calibration session. The methods developed in the following
chapters will extend this unsupervised decoding method.
The mathematical notation in this book follows the convention in
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research literature. Vectors are denoted by lower case bold symbols,
e.g. x, and are assumed to be column vectors. A superscript T in-
dicates the transpose of a matrix or vector, so xT is a row vector.
Capital bold symbols denote matrices, e.g. X.
2.1 The benefits and challenges of learn-
ing from data
It is easy to make an input-output model that performs well on the
available set of training data. In our house price estimation, the model
can be programmed to replicate for each house its price from the
training data. However, this system is unable to determine the price
for a new house. The power of ML is that the trained model is able
to generalise from a limited set of examples to completely new inputs.
The generalisation property does not emerge automatically when
applying ML on example data. In the house price estimation, it is
obvious that certain features, e.g. the colour of the front door, do
not influence the price in general. However, in our limited dataset it
could happen by coincidence that the average price of houses with a
white front door is just a little higher than for those with a different
colour. Consequently, the trained model can slightly overvalue houses
with a white front door. This problem of learning irrelevant details
from the training data is called over-fitting. It decreases the model’s
performance on new samples. Regularisation techniques avoid the
risk of over-fitting by limiting the complexity of the model. This
can for example be done by including only those features that have
the strongest link with the desired output. On the contrary, when
the model is regularised too much, it is not able to include all the
relevant information from the training data. This is called under-
fitting. The challenge in solving a task with ML is to determine the
model complexity that optimises the generalisation to new samples.
Figure 2.1 graphically presents the relation between the complexity of
the model and the error it makes when applied to the training data
and new test samples. The complexity that corresponds with optimal
generalised performance is indicated by the vertical line.
40 2 Machine learning
model complexity
e
rr
o
r
Training error
Testing error
Optimum
Figure 2.1: Model error on training data and unseen test data
as a function of increasing model complexity. To the left of the
vertical line the model is not complex enough to incorporate all
the relevant knowledge: under-fitting. This is indicated by a
high error on both training and test data. To the right of the
vertical line the model is learning details that are irrelevant to
the task: over-fitting. This is indicated by a decreased error on
training data but an increased error on test data. The vertical
line denotes the model complexity that optimises the generalised
performance on new samples.
Only the training data is available to build the model. As illus-
trated in Figure 2.1, minimising the error on this data leads inevitably
to over-fitting. Furthermore, the desired output is not known for new
samples, so these cannot be used to measure the generalised per-
formance. To estimate how well a model will generalise to unseen
samples, we use a technique called cross-validation. In k-fold cross-
validation, the training data is split up in k parts of equal size. One
part is excluded and the other data is used to train the model. The
model is then validated on the data that was left out, see Figure 2.2.
This is repeated as each part is left out once. The average performance
of the model on the validation data is an estimate for the performance
on new samples. This technique can be used to test different models
and as such determine te optimal level of regularisation.
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Figure 2.2: Schematic representation of the 5-fold cross-
validation technique. The training data is split in five parts of
equal size. In each round, one part is left out and the remaining
data is used to train the model. This model is then validated
on the part that was left out. The average validation result is
an estimate of the model’s performance on unseen samples.
2.2 Supervised machine learning
The most straightforward tasks involve examples of input-output pairs.
A large number of supervised ML techniques have been developed to
train and regularise a model with this type of data. Methods to solve
regression as well as classification problems in a supervised way will
be described in this section.
2.2.1 Linear regression
One of the most simple, yet most commonly used, machine learning
techniques is linear regression. Linear regression assumes a linear
relation between the features of input x and the corresponding output
y. Consider the example of the price estimation for houses. The graph
in Figure 2.3 shows one feature, the total living area in square meters,
on the horizontal axis and the price of the house on the vertical axis.
Every dot in the graph represents a house from the set of training
data. There is a clear linear trend, which is represented by the straight
line that is drawn through the dots. This linear relation can also be
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Figure 2.3: Example of a linear regression model: valuing a
house. The 150 houses from the training set are represented
by dots, indicating the sale price on the vertical axis and the
living area on the horizontal axis. The straight line indicates
the linear relation between price and living area, learned from
the training data. Data obtained from: https://www.kaggle.
com/c/house-prices-advanced-regression-techniques
represented by the following formula:
y = w0 + w1x.
y is the price of the house and x is the living area. w0 and w1,
respectively, depict the intercept of the line with the vertical axis
and the slope of the line. These model parameters are determined
by means of the training data. The price of a new house can be
estimated by substituting x for its total living area and calculating
the corresponding value of y.
In general, the linear regression method models the relation be-
tween the output y and the D features of the input x = [x1, ..., xD]T
as follows:
y = w0 + w1x1 + w2x2 + ...+ wDxD.
the bias term w0 can be interpreted as the weight given to an extra
feature with constant value 1 in each input sample x = [1, x1, ..., xD]T .
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The formula can then be rewritten in vector notation:
y = wTx
The regression problem is solved by optimising w. To optimise
w, we need to measure its quality by using a loss function. The most
commonly used loss function for linear regression is the quadratic loss
function explained next.
Least squares solution
We denote the N input samples of the training data as xn (n =
1, ..., N) and their desired output as tn. The output of the trained
model on xn will be denoted by yn. The optimal model parameters
are those that make the example data fit the model optimally. As a
measure of fit we define the sum of squared errors between tn and yn:
Esse(w) =
N∑
n=1
(tn − yn)2
=
N∑
n=1
(tn −wTxn)2
In vector notation this becomes:
Esse(w) = ‖t−Xw‖2
with t = [t1, ..., tn]T and X the N ×D design matrix with the input
samples xTn in its rows. The optimal weight vector w∗ is the one that
minimises this quadratic loss function. It is obtained by setting the
gradient of the loss function with respect to w equal to zero:
∇wEsse(w∗) = 2XT (t−Xw∗)
= 0
Solving for w∗ yields the optimal solution for least squares regression
(LSR):
w∗ = (XTX)−1(XT t) (2.1)
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This approach can over-fit the training data. Therefore we need to
regularise it.
Ridge regression
As discussed in Section 2.1, the complexity of the model is regularised
in order to optimise the model’s generalisation performance. Remark
that the weight wi of a feature xn,i determines the influence of this
feature on the output of the model. Consequently, the effective model
complexity can be measured as the L2-norm of the weight vector:
‖w‖2. Features that are considered completely unrelated to the out-
put have a coefficient value close to zero in the optimal model and as
such do not contribute to the complexity. In order to regularise the
training of the model, this effective model complexity is added to the
objective function:
Esse,reg(w) = ‖t−Xw‖2 + λ‖w‖2
With this extra term, a higher complexity is only allowed if this sig-
nificantly reduces the squared error of the model. How significant this
reduction has to be is determined by the regularisation constant λ. A
higher value of λ results in a stronger regularisation.
Optimising this new objective function leads to the regularised
solution known as ridge regression:
w∗ = (XTX + λI)−1(XT t) (2.2)
Ridge regression searches for the model with the best trade-off be-
tween minimising the complexity and fitting the observed data. The
cross-validation technique described in Section 2.1 can be used to find
the optimal trade-off coefficient λ.
Interpretation from probability theory
The least squares solution for linear regression can also be obtained
from a probabilistic point of view. We denote the error of our model
output y with respect to the true output t as  and assume this error
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to be normally distributed with zero mean and precision β:
t = y + 
 ∼ N (0, β−1)
β−1 is the size of the error on the model. With this assumption, a
probability distribution for the target output t, given the input x and
the model w, can be defined:
p(t|x,w) = N (wTx, β−1)
=
√
β
2pi exp
(
−β2 (t−w
Tx)2
)
The vector w is again chosen to fit the model to the training data.
This time the quality of w is not measured using the sum of squared
errors but as how likely the prediction is, given the model w. The
likelihood of the data, given w, is defined as follows:
L(t|X,w) =
N∏
n=1
p(tn|xn,w)
Maximising this likelihood is equivalent to minimising its negative
logarithm. The objective function then becomes:
E = − logL(t|X,w)
= −
N∑
n=1
log p(tn|xn,w)
= −N2 log
(
β
2pi
)
+
N∑
n=1
β
2 (tn −w
Txn)2
Excluding terms that are independent of w we obtain the sum of
squares error function:
E ∝
N∑
n=1
(tn −wTxn)2
This explains the choice for this objective function in LSR. Minimis-
ing the sum of squared errors maximises the likelihood of the observed
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data under the assumption that the noise on the model’s output is
normally distributed with zero mean. The weight vector w that op-
timises this objective is given by Equation 2.1.
To regularise the model, we define the prior probability distribu-
tion on the vector w as a multivariate normal distribution with zero
mean and isotropic covariance matrix: α−1I:
p(w) = N (0, α−1I)
This prior indicates that less complex models, with a weight vector
closer to 0, are more likely to describe the generalised input-output
relation. The optimal weight vector is again the one that is most
likely, given the observed data. Using Bayes’ rule we can find the
posterior probability on w:
p(w|X, t) = p(t|X,w)p(w)
p(t|X)
Now the maximum a posteriori estimate is found by minimising the
negative logarithm of this likelihood. Dropping terms that do not
depend on w and writing in vector notation we get:
E = − log p(t|X,w)− log p(w)
=
N∑
n=1
β
2 (tn −w
Txn)2 +
α
2w
Tw
∝ ‖t−Xw‖2 + α
β
‖w‖2
We obtain the same objective function as in ridge regression, for
which the optimal weight vector is given in Equation 2.2. The regu-
larisation constant is replaced by the ratio of the precision α on the
prior of the weight vector and the precision β on the noise. Opti-
mal values for these hyper-parameters can be found again with the
cross-validation technique.
2.2.2 Linear regression for classification
In a binary classification problem, the task is to assign a class label
y ∈ {t+, t−} to an input x. In linear classification methods, the
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assignment is done by calculating the dot product of the input vector
x with a weight vector w and comparing the result to a threshold
value, which can be assumed to be zero without loss of generality:
y =
t+ if wTx+ w0 > 0t− otherwise
This product can be interpreted as the projection of the sample x into
a single dimension. The direction of this projection is determined by
the weight vector w.
Consider for example the problem of classifying a pigmented skin
mark as a benign birthmark or a cancerous melanoma, based on sev-
eral features such as the size, shape and colour of the mark. A skin
mark is given the label t = +1 when it is considered malignant (cancer-
ous) and t = −1 when it is classified as benign (a harmless birthmark).
Figure 2.4 presents a toy example dataset containing 200 benign and
20 malignant skin marks. In contrast with Figure 2.3, the horizontal
and vertical axis now each represent a feature: the size of the mark
and a measure of its symmetry. The data points from the two classes
are indicated by different markers. From this dataset, the computer
needs to learn how to classify new skin marks as benign or malign.
Although developed for regression problems, least squares regres-
sion can be used as a linear classification method. For this purpose,
the class labels in the example dataset are interpreted as continuous
output vales. In our example case, the least squares solution is a
weight vector w = [w1, w2]T and a bias term w0. The border between
the two classes is described by the equation w0 + w1x1 + w2x2 = 0
and represented by the dashed line on the graph in Figure 2.4 that
separates the input space in two regions. A new sample is assigned
to the positive class t = +1 if it falls above this line and to the neg-
ative class t = −1 otherwise. The direction of w is indicated by the
full line. The dotted lines show the projection of samples on this di-
rection. Comparing this one-dimensional projection to the bias w0
simplifies the classification procedure for high-dimensional data. The
bias w0 can be altered to optimise either the fraction of malignant
marks classified correctly (sensitivity), the fraction of benign marks
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Figure 2.4: Linear classification of skin marks as benign • or
malignant ×. The horizontal and vertical axis denote two fea-
tures of the mark: the size in millimetres and a measure of sym-
metry in its shape. The dashed line shows the border between
the two classes as learned by a linear classifier. Classification
is simplified by projecting the samples in the direction of the
weight vector w, represented by the full line.
classified correctly (specificity) or the total classification accuracy.
The output of the LSR classifier is binary: one of the two classes.
In contrast, some tasks require a certain measure of confidence when
assigning a sample to a specific class. For example, it might be inter-
esting to know the probability that a skin mark is malignant. If this
probability is around the 50 % chance level, a second opinion can be
acquired from a medical expert. Other classification methods, such as
logistic regression and linear discriminant analysis, make the output
interpretable as a probability value.
2.2.3 Linear discriminant analysis
Linear discriminant analysis (LDA) is a machine learning technique
for classification (Bishop, 2007). It differs from LSR in the way the op-
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timal weight vector w is determined. The model is generative, which
means that we model how the data is generated, i.e. the probability
distribution p(x). In LDA, it is assumed that the input samples are
normally distributed with a covariance structure Σ and a mean µk
that depends on the class Ck to which the sample belongs. For a
two-class problem we get:
n = 1, ..., N
k ∈ 0, 1
p(tn = k) = pik
p(xn|tn = k) = N (µk,Σ)
= (2pi)−
D
2 |Σ|− 12 e− 12 (xn−µk)TΣ−1(xn−µk)
With pik the prior probability that a sample belongs to class Ck.
Using Bayes’ rule we obtain an expression for the probability that a
sample xn belongs to class C1.
p(tn = 1|xn) = p(xn|tn = 1)p(tn = 1)
p(xn)
= N (µ1,Σ)pi1N (µ1,Σ)pi1 +N (µ0,Σ)pi0
= 1
1 + e−(wTx+w0)
(2.3)
with:
w = Σ−1(µ1 − µ0)
w0 = −12µ
T
1 Σ−1µ1 +
1
2µ
T
0 Σ−1µ0 + log pi1 − log pi0
The model parameters are found again by fitting the model to the
training data. The likelihood of the observed data, given the LDA
model is:
Emle =
N∏
n=1
p(xn, tn|pi0, pi1,µ0,µ1,Σ)
=
N∏
n=1
(pi1N (xn|µ1,Σ))tn(pi0N (xn|µ0,Σ))1−tn
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Minimising the negative log-likelihood results in the following es-
timates for the model parameters:
pik =
Nk
N
µk =
1
Nk
∑
xn∈Ck
xn
Σ = 1
N
1∑
k=0
∑
xn∈Ck
(xn − µk)(xn − µk)T
Where Nk is the number of samples in the training data that belong
to class Ck.
The generative model naturally leads to an output y = p(tn =
1|xn) that is interpretable as a probability value. A sample is assigned
to the specific class C1 if it is more likely to belong to this class than
to the other, i.e. when p(tn = 1|xn) > 0.5. Equation 2.3 shows that
this is the case when wTx + w0 > 0. Hence, LDA is an alternative
linear classifier.
Relation to least squares regression
We will now show that the LDA solution to the two-class classification
problem can be obtained as a specific case of the LSR solution. We
have shown that LSR assumes the projection of the input sample to
be normally distributed. This assumption is in fact less strict than
LDA, which assumes the input samples themselves to be normally
distributed. We now make two extra assumptions. The target labels
are rescaled toN/N1 for class C1 and −N/N0 for class C0. In addition,
we assume that the average sample µ is subtracted from every sample
in the design matrix X. X is said to be centred to zero mean.
We start from Equation 2.1, the original LSR solution for the
weight vector w:
w = (XTX)−1XT t
By filling in the rescaled labels, the second factor in this formula can
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be written as follows:
XT t =
∑
C1
xntn +
∑
C0
xntn
= N
∑
C1 xn
N1
−N
∑
C0 xn
N0
= N(µ1 − µ0)
This yields:
w = (XTX)−1N(µ1 − µ0) (2.4)
Multiplying both sides of Equation 2.4 with XTX we obtain:
XTXw = N(µ1 − µ0) (2.5)
The left hand side of Equation 2.5 can be expanded using the
assumption that X is centred, i.e. µ = (N1µ1 +N0µ0)/N = 0:
XTXw =
[
N∑
n=1
xnx
T
n
]
w
=
[
N∑
n=1
xnx
T
n −NµµT
]
w
=
N∑
n=1
xnx
T
n
1
N
(
N21µ1µ
T
1 +N20µ0µT0 +N0N1µ1µT0 +N0N1µ0µT1
)
w
=
[
N∑
n=1
xnx
T
n −N1µ1µT1 −N0µ0µT0
]
w
+N1N0
N
[
µ1µ
T
1 + µ0µT0 − µ1µT0 − µ0µT1
]
w
=
∑
C1
(xn − µ1) (xn − µ1)T +
∑
C0
(xn − µ0) (xn − µ0)T
w
+N1N0
N
(µ1 − µ0)(µ1 − µ0)Tw
= NΣw +A(µ1 − µ0)
With Σ the covariance matrix as defined before and A a constant
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scalar factor. Substituting this result in Equation 2.5 yields:
NΣw +A(µ1 − µ0) = N(µ1 − µ0)
Remark that a constant factor does not change the solution. Only the
direction of w determines the projection, so any vector proportional
to w results in the same solution. Consequently, with the rescaled
labels and centred data, the least squares solution is equivalent to
LDA:
w ∝ Σ−1(µ1 − µ0)
The bias w0 can again be chosen to maximise either the specificity,
sensitivity or total accuracy of classification.
Regularised linear discriminant analysis
When dealing with high dimensional data, the amount of available
training data can be insufficient to make an accurate estimate of the
covariance matrix (Blankertz et al., 2011). Regularising the LDA
classifier can be done by shrinking the covariance matrix towards the
identity matrix I:
Σreg = (1− λ)Σ + λI
An analytical formula was proposed by Ledoit-Wolf (Blankertz et al.,
2011; Ledoit and Wolf, 2004; Bartz and Müller, 2014) to find the
optimal value for the regularisation coefficient λ. This avoids the
more computationally intensive cross-validation procedure.
2.3 Unsupervised machine learning
Labelled data may not be available to solve the task because it is
expensive or labour intensive to obtain. With unsupervised machine
learning methods, patterns or structure can be found in unlabelled
data. In this case, the categorisation of data is called a clustering
problem. This is more challenging as the number of clusters is gener-
ally not known and not a single ground truth assignment is available
for any cluster.
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2.3.1 Gaussian mixture model
A Gaussian mixture model (GMM) is a generative model that is used
to model the distribution of unlabelled data. Each input sample x
is assumed to belong to one out of K clusters and generated by a
multivariate normal distribution with cluster-dependent mean µk and
covariance structure Σk. The cluster to which the sample xn belongs
is described by another random variable zn ∈ 1, ...,K that is un-
observed or latent. The probability mass function of this variable
p(zn = k) = pik denotes the prior probability that a sample belongs to
cluster k. We will use the vector z to denote the collection of latent
variables zn for n = 1, ..., N . The complete model is summarised as
follows:
k = 1, ...,K
n = 1, ..., N
p(zn = k) = pik
K∑
k=1
pik = 1
p(xn|zn = k) = N (xn|µk,Σk)
p(xn) =
K∑
k=1
pikN (xn|µk,Σk)
The generative model used in LDA is in fact a GMM with K = 2
components and a shared covariance matrix. In LDA, the parameter
estimates are calculated as sample statistics on a set of labelled train-
ing data. The observed labels tn that are used in LDA are replaced
by the latent variable zn in the GMM. GMMs can model more com-
plex distributions with more components having different covariance
structures. An example for K = 3 is illustrated in Figure 2.5.
To train the GMM we need to determine the parameters of each
model component and the prior distribution on the latent variable
p(z). Bayes’ rule can then be applied to infer p(z = k|xn) and assign
the sample xn to the most likely cluster. The expectation maximi-
sation method is used commonly to obtain maximum likelihood esti-
mates for these parameters. This method and its application to GMM
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Figure 2.5: A set of samples generated by a Gaussian mixture
model with K = 3 components. Each dot represents a single
sample with two features, shown on the vertical and horizontal
axis. The data in each cluster is normally distributed with a
cluster-dependent mean and covariance structure.
training will be explained next.
Expectation maximisation
Expectation maximisation (EM) is an iterative algorithm to find a
maximum likelihood estimate for a set Θ of model parameters (Demp-
ster et al., 1977; McLachlan and Krishnan, 2007). It is especially suit-
able in cases where it is difficult to directly maximise the likelihood
of the observed data p(X|Θ), but where a latent variable z can be
defined for which the joint likelihood p(X, z|Θ) is easier to optimise.
The algorithm starts by initialising Θ randomly or by means of an
algorithm that can give a fast inaccurate guess that is better than ran-
dom (e.g. the K-means algorithm (Lloyd, 1982)). Next, the algorithm
iteratively executes the following two steps:
• E-step: In the expectation step, the current estimate Θ of the
model parameters is used to calculate the probability p(z|X,Θ)
for each possible value of the latent variables in z. In this way,
the expected value of the log-likelihood function can be defined
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with respect to the conditional distribution p(z|X,Θ):
Emle = Ez|X,Θ [log p(X, z|Θ)]
=
∑
z
p(z|X,Θ) log p(X, z|Θ)
• M-step: In the maximisation step, this expected value is max-
imised by updating the model parameters to a new estimate
Θˆ:
Θˆ = arg max
Θˆ
∑
z
p(z|X,Θ) log p(X, z|Θˆ)
These two steps are repeated until the parameter estimates converge.
EM for Gaussian mixture model training
The GMM defines a latent variable zn for each sample xn. Therefore,
the EM algorithm can be applied directly to find estimates for the
model parameters. The set of parameters contains the mean and
covariance matrices for each Gaussian component, as well as the prior
distribution of the latent variable:
Θ = {pi1, ..., piK ,µ1, ...,µK ,Σ1, ...,ΣK}
In the E-step, the probability p(zn = k|xn,Θ) that xn belongs to
cluster k is calculated for each sample xn and each cluster. This
probability can be interpreted as a measure of how well the parameters
of the kth cluster succeed at explaining the observation of the sample
xn. Application of Bayes’ rule yields:
p(zn = k|xn,Θ) = p(xn|zn = k,Θ)p(zn = k|Θ)
p(xn|Θ)
= N (xn|µk,Σk)pik
K∑
k=1
pikN (xn|µk,Σk)
The posterior probability on the latent variables is then used in
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the M-step to maximise the expected value of the log-likelihood:
Emle =
K∑
z1=1
K∑
z2=1
...
K∑
zN=1
(
N∏
n=1
p(zn|xn,Θ)
)
N∑
n=1
log p(xn, zn|Θ)
As each term log p(xn, zn|Θ) only depends on one latent variable zn,
this expression can be simplified:
Emle =
N∑
n=1
K∑
k=1
p(zn = k|xn,Θ) [log p(xn|zn = k,Θ) + log p(zn = k)]
=
N∑
n=1
K∑
k=1
p(zn = k|xn,Θ) [logN (xn|µk,Σk) + log pik]
Computing the gradient with respect to each of the parameters pik,
µk and Σk and setting it equal to zero yields the following formula
for the updated parameters:
pˆik =
1
N
N∑
n=1
p(zn = k|xn,Θ)
µˆk =
N∑
n=1
p(zn = k|xn,Θ)xn
N∑
n=1
p(zn = k|xn,Θ)
Σˆk =
N∑
n=1
p(zn = k|xn,Θ)(xn − µk)(xn − µk)T
N∑
n=1
p(zn = k|xn,Θ)
With these updated parameter values, the algorithm returns to
the E-step until convergence is reached. The relation with LDA can
be recognised by considering a mixture of two components. If the
class/cluster is known for each sample, the posterior probabilities
p(zn = k|xn) become 1 or 0 depending on the observed class label.
In this case, the formula for pˆik yields the fraction of samples in the
example dataset that belongs to each class Ck. Likewise, µˆk and Σˆk
estimate the class-wise mean and covariance matrix.
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2.3.2 Unsupervised training for ERP-based BCI
We will now return to brain-computer interfaces based on event-
related potentials. The visual ERP speller will be used to make the
discussion more tangible. However, the methods presented in this
section are applicable to any type of ERP-BCI.
As described in Chapter 1, the visual ERP speller is a BCI for
spelling text. The user is presented a grid of symbols on a screen. To
spell one symbol, he/she focuses on this target symbol. Next, groups of
symbols are repeatedly highlighted in the grid and the user is asked to
count silently when the desired symbol is highlighted. Each simulta-
neous highlight of a group of symbols in the grid is called a stimulus. A
sequence of stimuli in which each symbol is highlighted an equal num-
ber of times in the grid is called an iteration. The complete sequence
of stimuli, consisting of several iterations, presented to spell one sym-
bol is called a trial and will be denoted by t, the target symbol during
this trial by ct. The EEG signal recorded in a specific time window
after the stimulus is the stimulus response. This response is different
when the user sees his/her target symbol being highlighted. Hence,
the recorded stimulus responses can be subdivided into two classes:
target and non-target responses. The feature vector extracted from
the response on the ith stimulus during trial t will be denoted by xt,i.
yt,i is the (unknown) class label of this response. It takes the value
+1 for a target response and −1 for a non-target response. At the
end of a trial, each recorded stimulus response is classified as target
or non-target. Using the class predictions and the knowledge of which
symbols were highlighted in each stimulus, the target symbol ct is in-
ferred. The following notations will be used in addition. Xt is the
matrix with the responses xt,i recorded during trial t in its rows. X
contains the recorded responses from all trials in its rows. The vector
y contains the (unknown) class labels of all these observed responses
and c contains the desired symbols from all trials.
Blankertz et al. (2011) have shown that the time-domain features
of an ERP response are approximately normally distributed with a
class-conditional mean and a shared covariance structure. We have
described LDA in this chapter as a method that is especially suitable
for the classification of normally distributed data. Hence, LDA has
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been widely applied for supervised ERP classification and was even
shown to be competitive with more complex methods (Lotte et al.,
2007; Müller et al., 2008; Blankertz et al., 2011; Kindermans et al.,
2011).
In Chapter 1 we explained that the recording of a labelled dataset
prior to actual use drastically reduces the usability of BCI systems.
For this reason, several methods have been developed that reduce or
even eliminate the need for labelled data. When no label information
is available, the LDA model can for example be replaced by a GMM to
cluster the observed responses. The distribution of the observed ERPs
is then described as a mixture of two multivariate Gaussian compo-
nents with different means and a shared covariance matrix. However,
due to the high amount of noise on the recorded ERP signals, it is
difficult to obtain an accurate estimate of the GMM parameters.
In this section I will introduce an unsupervised classification method
based on the GMM, designed specifically for ERP-based BCIs by Kin-
dermans et al. (2012). It was the first method capable of accurately
classifying ERP responses without using a single labelled example.
The model tunes its parameters during actual use of the BCI, thereby
avoiding the calibration session.
First, I will explain how the constraints imposed by the appli-
cation are embedded in the expectation maximisation framework to
facilitate the estimation of GMM parameters. Afterwards, the com-
plete probabilistic model will be described to classify ERPs without
label information.
Exploiting application constraints for EM-based learning
Finding maximum likelihood estimates for the GMM parameters with
EM requires the definition of a latent variable. Following the original
GMM, the unknown class label yt,i could serve as a latent variable
when modelling the distribution of ERP responses xt,i. However,
the ERP-speller application imposes constraints on the labels yt,i for
responses recorded during the same trial t. The constraints can be
actively employed to facilitate the estimation of the GMM parameters.
A first constraint imposed by the application is that, during a trial
t, there is only one target symbol ct. Each stimulus that highlights ct
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elicits a target response and each stimulus that does not highlight ct
elicits a non-target response. Consequently, the latent variable yt,i of
a response in trial t is linked to the target symbol ct by means of the
stimulus presentation paradigm:
yt,i(ct) =
1 if ct ∈ stimulus i−1 otherwise
This constraint can be incorporated in the EM framework by using
the target symbol as an alternative latent variable to our model. This
reduces the number of latent variables to only one per trial and there-
fore simplifies the calculation of the posterior distribution p(ct|xt,Θ)
in the E-step. In addition, the desired symbol can be easily inferred
from this distribution by selecting the symbol with the highest likeli-
hood.
Secondly, the number of target and non-target stimuli recorded
in each trial is determined by the stimulus presentation paradigm
through the iteration length n and the frequency of target stimuli r,
as explained in Chapter 1. Consequently, the proportion pik of samples
in the target and non-target class is fixed:
pi+ =
r
n
pi− =
n− r
n
The knowledge of these parameter values forces the GMM to cluster
the samples in two groups with the correct size. This in turn provides
us the possibility to label the samples in the smaller group as target
responses and the ones in the larger group as non-target responses.
A unified probabilistic model
The pseudo-generative model of ERP response signals proposed by
Kindermans et al. (2012) is based on three assumptions. First of all,
it is assumed that an ERP response xt,i can be projected into a single
dimension with a weight vector w in which this projection wTxt,i is
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Figure 2.6: The projection of ERP response signals x into one
dimension is normally distributed. The left figure shows the
histogram of the projection of x on the direction of a weight
vector w trained with LDA. The right figure shows two normal
distributions fitted to these histograms.
normally distributed1 with a class-conditional mean yt,i and shared
precision β:
p(xt,i|ct,w, β) = N (wTxt,i|yt,i(ct), β−1)
This assumption is less strict than the one that is used in LDA and
confirmed empirically by Blankertz et al. (2011). Namely, the nor-
mal distribution of the ERP features implies that their projection is
also normally distributed. Figure 2.6 illustrates the histogram of a
projection of ERP responses obtained with LDA. For each class, the
histogram closely follows a normal distribution function, as shown in
the right panel.
A second assumption is that all symbols are assumed to occur with
the same probability as desired symbol ct in trial t. With C symbols
in the spelling grid we get:
p(ct) =
1
C
1Note that this is not a true distribution on the sample x. For this reason the
model is pseudo-generative.
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This prior distribution on the desired symbol can be improved, for
example by incorporating information from language models (Kinder-
mans et al., 2014b). In that case, the prior distribution is conditioned
on the desired symbols ct−1, ct−2, etc. from previous trials.
Thirdly, less complex models are assumed more likely to accurately
describe the ERP data. This is the same assumption as the one used
for regularisation of the linear regression model. A normal distribution
with zero mean and isotropic covariance matrix is imposed on the
weight vector w:
p(w) = N (0, α−1I)
The complete probabilistic model is summarised as follows:
p(ct) =
1
C
p(xt,i|ct,w, β) = N (wTxt,i|yt,i(ct), β−1)
yt,i(ct) =
1 if ct ∈ stimulus i−1 otherwise
p(w) = N (0, α−1I)
It is a GMM on the projection of the samples. The direct optimi-
sation of the weight vector w avoids the estimation of the covariance
matrix and as such makes this method computationally more feasible
to be applied online. In the E-step, the current parameter estimates
are used to find the posterior distribution of the latent variables:
p(ct|Xt,w, β) = p(ct)p(Xt|ct,w, β)∑
ct
p(ct)p(Xt|ct,w, β)
In the M-step the expected value of the log-likelihood is maximised
with respect to w and β:
w, β = arg max
w,β
∑
c
p(c|X,w, β) log p(X, c|w, β) + log p(w|α)
To obtain the update equations for these parameters, the gradient is
computed and set equal to zero. This yields the following solution
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(Kindermans et al., 2012):
βˆ−1 =
〈∑
ct
p(ct|X,w, β)
(
wTxt,i − yt,i(ct)
)2〉
t,i
wˆ =
∑
c
p(c|X,w, β)
(
XTX + α
β
I
)−1
XTy(c)
with y(c) the labels that would be given to the stimulus responses
when the target symbols are known. The hyper-parameter α is found
by direct optimisation of the likelihood:
αˆ = D
wTw
For details about the derivation of the formulas we refer to the work
by Kindermans (2014).
The update equation for the weight vector w is similar to the
LSR solution. It is actually a weighted sum of regularised LSR clas-
sifiers, one for each possible value of the latent variables. The weight
given to each LSR classifier is the probability of this latent variable
value, given the observed data and the current estimates of param-
eters. This should not come as a surprise. The model is built on
the same assumption as LSR (normally distributed projections of the
data) and maximises the likelihood of the model in the same way as
ridge regression.
Once the parameters w, β and α are determined, the desired sym-
bol can be inferred for each trial t by applying Bayes’ rule:
p(ct|Xt,w, β) = p(ct)p(Xt|ct,w, β)∑
ct
p(ct)p(Xt|ct,w, β)
The most likely symbol is then selected as target and the correspond-
ing probability can be interpreted as the confidence with which this
selection is made. This level of confidence can for example be used in
dynamic stopping to determine whether enough data is recorded to
accurately infer the desired symbol (Kindermans et al., 2014b).
The performance of this self-learning decoder depends strongly
on the random initialisation of its parameters (Kindermans et al.,
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2012). To counter this dependency, Kindermans et al. (2012) proposed
the following trick. Multiple pairs of classifiers are initialised and
updated in parallel. Each pair contains one classifier initialised with
a weight vector w, randomly drawn form the standard multivariate
normal distribution, and another one initialised with −w. At the
end of each trial, the classifier with the highest data likelihood is
considered the best one and subsequently used to predict the target
symbol. Furthermore the classifier pairs are updated. Per pair, the
weight vector w with the highest data likelihood is selected as the best
one. The other classifier in the pair is re-initialised with −w. This
artificially increases the number of initialisations that is used and as
such increases the opportunity of finding a good initialisation.
2.4 Conclusion
In this chapter I introduced machine learning and the related concepts
of generalisation, over-fitting, regularisation and cross-validation. Lin-
ear regression and linear discriminant analysis were described as su-
pervised machine learning methods to solve regression and classifica-
tion problems. In addition, the Gaussian mixture model was explained
as the unsupervised counterpart of LDA and I demonstrated how the
expectation maximisation algorithm is used to train this model. Fi-
nally, I showed how the constraints imposed by the application in an
ERP-based BCI are incorporated in the EM framework to obtain the
method by Kindermans et al. (2012) for decoding ERPs when no la-
belled calibration data is available. This was the first true calibration-
less decoding method for ERP-based BCI. In the next chapter I will
evaluate this method for different settings of the ERP application and
as such reveal the interaction between the application and calibration-
less decoder. For that purpose I will design a tunable stimulus pre-
sentation paradigm. The new paradigm will then be used in the sub-
sequent chapters to create a symbiotic ERP-based BCI in which the
application will be tuned to empower the machine learning decoder.

3
A tunable stimulus
presentation paradigm
In Chapter 1 we introduced the different components of a BCI: (1)
the application that is presented to the user, (2) the decoder respon-
sible for converting the user’s brain activity to control commands and
(3) the user (further on called subject) him/herself. In addition, we
explained that, in order to make BCIs usable on a daily basis, these
systems are required to be efficient, effective, reliable and easy to use.
We illustrated that traditional BCI systems suffer from two major
issues. First of all, a trade-off has to be made between effectiveness
and efficiency. Second, the calibration of the decoder requires the
recording of a labelled dataset which is expensive and/or tedious for
the user.
In this and the next two chapters we will focus on ERP-based
BCIs that translate the user’s intention to a control command. The
original and most well-known ERP-BCI is the ERP speller, intro-
duced in Section 1.2.2. It will be used as a case study to evaluate
our novel methods. Since their introduction by Farwell and Donchin
(1988), a lot of effort has been put into improving this category of
BCIs. First of all, various stimulus presentation paradigms have been
proposed that obtain different levels of speed and accuracy (Guan
et al., 2004; Allison and Pineda, 2006; Townsend et al., 2010; Jin
et al., 2011; Townsend et al., 2012). By selecting a specific paradigm,
we can make the trade-off between efficiency and effectiveness. Sec-
ondly, several methods have been developed to reduce or even avoid
the time spent in calibration. For instance, by recycling data from
previous sessions or users (Krauledat et al., 2008; Fazli et al., 2009;
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Lu et al., 2009; Kindermans et al., 2014b; Wronkiewicz et al., 2015) or
by using a weakly calibrated decoder and adapting to the unlabelled
data recorded during use (Shenoy et al., 2006; Dähne et al., 2011;
Vidaurre et al., 2011b,a). The EM-based decoding method from Kin-
dermans et al. (2012), explained in the previous chapter, was the first
truly calibrationless decoding method for ERP-based BCI.
Each improvement that has been proposed optimises either the
application or the decoder individually. This stands in stark contrast
to the importance of the interaction between these components. The
application determines the quantity of the data that is provided to the
decoder through the number of stimuli presented to the user. Also,
the quality (SNR) of the recorded data is influenced strongly by the
relative frequency of target stimuli (Gonsalvez and Polich, 2002; Mc-
Farland et al., 2011) as well as the stimulus fashion (Gibert et al.,
2008; Salvaris and Sepulveda, 2009; Takano et al., 2009; Kaufmann
et al., 2011; Jin et al., 2012). This interaction is even more signif-
icant for calibrationless decoders that have to learn from the data
recorded during actual use. We will develop the first symbiotic design
approach for ERP-based BCIs, in which the different components are
co-adapted to improve the overall BCI performance.
In this chapter, we will propose a new stimulus presentation pa-
radigm that provides us flexibility by tuning the number of presented
stimuli and the relative frequency of target stimuli. It will allow us
to design an experiment that compares the performance of the cali-
brationless decoder for different application settings. The results will
demonstrate the strong interaction between these two entities. In the
next chapters, we will use the new paradigm to empower the self-
learning decoder.
The next section will explain the design of stimulus presentation
paradigms technically and describe how the paradigm influences the
decoding performance. Next, we will introduce the new stimulus
presentation paradigm and compare it to the basic row-column and
checkerboard paradigms in an online experiment with the visual ERP
speller. Finally, extensive oﬄine analyses of the results will reveal
which factors influence predominantly the performance of the self-
learning decoder.
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3.1 Difficulties in stimulus presentation
paradigm design
The stimulus presentation paradigm determines for each stimulus the
group of symbols that is simultaneously highlighted in the grid. The
result can be represented by an allocation matrix in which each row
represents a symbol in the grid and each column a stimulus in the
sequence. A cell contains the value ‘1’ when the symbol indicated by
the row is highlighted during the stimulus indicated by the column
and a value ‘0’ otherwise. Two toy examples for a 3x3 grid containing
nine symbols (‘A’ to ‘I’) are presented in Figure 3.1.
 S1 S2 S3 S4 S5 S6 S7 S8 S9 
A 1 0 0 1 0 1 0 0 0 
B 0 1 0 0 1 0 0 1 0 
C 0 0 1 0 1 0 1 0 0 
D 1 0 0 1 0 0 0 1 0 
E 0 1 0 0 0 1 0 1 0 
F 1 0 0 1 0 0 0 0 1 
G 0 1 0 0 1 0 1 0 0 
H 0 0 1 0 0 0 1 0 1 
I 0 0 1 0 0 1 0 0 1 
 
(a)
 S1 S2 S3 S4 S5 
A 1 0 1 0 0 
B 0 1 0 0 1 
C 0 0 1 1 0 
D 1 0 0 0 1 
E 0 1 1 0 0 
F 0 0 1 0 1 
G 1 1 0 0 0 
H 0 0 0 1 1 
I 1 0 0 1 0 
 
(b)
Figure 3.1: Example of an allocation matrix in the case of a
3 × 3 symbol grid for a random paradigm (a) with r = 3 and
n = 9 and (b) with r = 2 and n = 5. The mean Hamming
distance between two rows reduces from 4.5 for n = 9 to 2.67
for n = 5
The decoder has the task to infer the desired symbol from the
classification of stimulus responses and the knowledge of the allocation
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matrix. To make this possible, every symbol must be highlighted in
a unique set of stimuli. This means that there are no identical rows
in the allocation matrix. In that case, the sequence is said to be
decodable.
The paradigm determines how many stimuli are presented per
symbol selection and as such dictates the speed of spelling. As ex-
plained in Chapter 1, the sequence of visual stimuli is repeated in
several iterations to increase the SNR by averaging the recorded re-
sponses. The speed of spelling is regulated by the number of iterations
and the iteration length n. The number of times each symbol in the
grid is highlighted per iteration will be denoted by r, the number of
symbols in the grid by M
The spelling speed can be increased by decreasing either the num-
ber of iterations or the iteration length. The optimal number of itera-
tions can be chosen automatically with the dynamic stopping method
(Schreuder et al., 2011, 2013; Kindermans et al., 2014b). With this
technique, the repeated stimulus sequences are stopped once the clas-
sifier is confident enough to accurately select the target symbol.
In contrast, the iteration length n needs to be chosen by the ex-
perimenter. A shorter iteration length has several implications for the
decoder. To begin with, it reduces the number of responses that are
available to accurately infer the desired symbol. Secondly, it makes
the target stimulus appear more frequently, which results in a weaker
target response (Gonsalvez and Polich, 2002; McFarland et al., 2011).
Thirdly, it is more challenging to infer the target symbol because the
set of stimuli in which symbols are highlighted will overlap more (the
mean Hamming distance between the rows of the allocation matrix is
reduced, as illustrated in Figure 3.1). Additionally, more symbols are
highlighted simultaneously, which potentially causes adjacency dis-
traction. In this phenomenon, the user is distracted by the flash of a
symbol next to the target symbol (Fazel-Rezai, 2007). This causes the
generation of a target response on a non-target stimulus. If this sym-
bol is subsequently highlighted simultaneously with the true target,
the neighbouring symbol might be selected as target. Finally, double
flash errors occur when the target symbol is highlighted twice in quick
succession. This causes the response generated on the second flash to
overlap with the first one and have a lower amplitude (Martens et al.,
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2009; Gonsalvez and Polich, 2002). Overall, we can conclude that
speeding up the spelling process decreases the decoder’s accuracy in
selecting the target symbol. A trade-off between speed and accuracy
is inevitable.
Several stimulus presentation paradigms have been designed as an
alternative to the original row-column paradigm (RC) (Guan et al.,
2004; Allison and Pineda, 2006; Townsend et al., 2010; Jin et al., 2011;
Townsend et al., 2012). As an example, a 6×6 version of the checker-
board paradigm (CB) by Townsend et al. (2010) was discussed in
Section 1.3. This paradigm avoids double flashes by preventing sym-
bols to be highlighted in rapid succession. Adjacency distraction on
the target selection is reduced by preventing symbols to be highlighted
simultaneously with a neighbouring symbol in the grid. By avoiding
these major causes of spelling errors, CB is capable of achieving a
higher spelling accuracy compared to RC. However, this comes at the
cost of a longer iteration length (n = 18 compared to n = 12 for RC).
We question if the iteration length can be reduced while still avoiding
the spelling errors.
The decodability requirement imposes a lower limit on the itera-
tion length n. Highlighting each one of the M symbols in a unique
combination of r out of n stimuli is only possible as long as there are
enough unique combinations available, i.e. when
(n
r
) ≥ M . For the
original 6 × 6 grid of symbols and r = 2 the iteration length has a
minimal value of n = 9. So, in theory, the iteration length of the CB
paradigm can be halved. For r = 3 the iteration length can be even
reduced to a minimum of n = 8.
3.2 The switching paradigm
In this section we propose a paradigm in which the parameters can be
chosen freely. In this way, the paradigm can cover the entire spectrum
of state of the art paradigms. In contrast to CB and other existing
paradigms, the most common causes of symbol selection errors are
not avoided by setting strict rules but by optimising the highlighting
scheme as much as possible. We maximise the number of stimuli
between two consecutive highlights of the same symbol as well as
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the spread of simultaneously highlighted symbols over the grid. The
alleviation of strict rules will allow us to set the iteration length to its
theoretical minimum. In this way we speed up the spelling process as
much as possible.
3.2.1 Sequence generation algorithm
The paradigm selects pseudo-randomly a decodable sequence of the
desired iteration length n and frequency r of target stimuli. Subse-
quently, this sequence is optimised to reduce the aforementioned po-
tential causes of error. This is achieved by swapping highlighted sym-
bols between the stimuli, hence the name switching paradigm (SP). In
the next sections, the initialisation and optimisation procedures are
discussed.
Pseudo-random initialisation
Any decodable stimulus sequence can be used as initialisation (e.g.
a row-column sequence). Algorithm 3.1 proposes a method to con-
struct a decodable sequence with the desired iteration length n. The
initialisation algorithm takes the following parameters as input:
• M : the number of symbols in the speller grid
• e: the desired number of iterations in the total sequence.
• n: the iteration length
• r: the number of times each symbol is highlighted per iteration
It selects for each symbol in the grid a unique set of stimuli in
which this symbol will be highlighted. The number of symbols high-
lighted per stimulus is r∗Mn . If this is not an integer number, stimuli
highlighting d r∗Mn e as well as b r∗Mn c symbols are found in the con-
structed sequence. In the example case where M = 36, r = 2 and
n = 10, every iteration contains eight stimuli highlighting seven sym-
bols and two highlighting eight symbols.
Require: e > 0,n > 0,r > 0,
(n
r
) ≥M
Maximum # symbols highlighted in a stimulus:
1: Maxd = dM∗rn e
Minimum # symbols highlighted in a stimulus:
2: Mind = bM∗rn c
Set of all possible combinations of r out of n stimuli:
3: Cnr ← {c ∈ P({s1, ..., sn}) : |c| = r}
Repeat the following procedure to generate each of the e iterations:
Initialise set of M randomly chosen combinations
4: Csel ← {cm ∈ Cnr
∣∣m = 1...M}
Determine for each stimulus si the # of allocated symbols
5: d(si) = |{c
∣∣si ∈ c ∈ Csel}|
Remove and add combinations to Csel until all stimuli comply
with Maxd and Mind
6: while ∃si : (d(si) > Maxd) OR (d(si) < Mind) do
7: for sh : d(sh) ≥Maxd do
8: for sl : d(sl) ≤Mind do
Select random combination of r − 1 stimuli s /∈ {sl, sh}
9: R ∈ Cn\{l,h}r−1
10: if then{sh, R} ∈ Csel AND {sl, R} /∈ Csel
11: Csel ← {Csel\{sh, R}} ∪ {sl, R}
12: d(si) = |{c
∣∣si ∈ c ∈ Csel}|
13: break for loops
14: end if
15: end for
16: end for
17: end while
Alg. 3.1: Initialisation: construct a pseudo-random decodable
sequence with e iterations of n stimuli in which each of the M
symbols are highlighted r times.
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Optimisation
The two main causes of spelling errors discussed in section 3.1 are now
avoided as much as possible by gradually changing the stimuli in the
initialised sequence. First, double flashes are avoided by preventing
a symbol to be highlighted twice in rapid succession. An example
is shown in Figure 3.2(a) where the double flash of the symbol ‘O’
between the first and second stimulus is removed by swapping the
symbols ‘O’ and ‘I’ between the second and third stimulus. In the
resulting sequence in Figure 3.2(b) the double flash is expelled.
… … 
(a)
… … 
(b)
… … 
(c)
Figure 3.2: Example of a double flash and adjacency distrac-
tion being avoided by swapping symbols between stimuli. (a)
Part of an initial stimulus sequence with a double flash of the
symbol ‘O’ in the first and second stimulus. (b) Same part of
the sequence after swapping the symbols ‘O’ and ‘I’ between
the second and third stimulus, removing the double flash. (c)
Now the neighbouring symbols highlighted simultaneously are
removed to reduce potential adjacency distraction errors. This
is the result after swapping symbols ‘Q’ and ‘V’ between the
first and second stimulus and ‘9’ and ‘3’ between the first and
third stimulus.
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Second, the impact of adjacency distraction on the selection of the
target symbol can also be reduced by tuning the highlighting scheme.
Symbols highlighted on a grid position closer to the target are more
likely to distract the subject. Consequently, adjacency distraction
errors can be reduced by preventing symbols to be highlighted simul-
taneously with neighbours in the grid (Townsend et al., 2010; Frye
et al., 2011). Again, this is done by swapping symbols between stim-
uli. An example is given in Figure 3.2(c). Obviously, swaps are only
considered if they do not harm the decodability of the sequence.
The optimisation algorithm works iteratively in two phases. The
first phase tries to remove the most severe causes of errors: double
flashes and adjacent symbols highlighted simultaneously. The second
phase optimises the sequence further: the time between two intensi-
fications of the same symbol and the spread of simultaneously high-
lighted symbols over the grid are maximised. As each optimisation
in one phase creates new opportunities in the other, these phases are
executed alternately until no more optimising swaps are found. We
allow a maximum of five alternate executions to prevent the algorithm
from getting stuck in a loop, constantly swapping the same symbols.
For each iteration in the sequence, every possible pair of stimuli
is examined in random order. For each pair of stimuli, every possible
swap of highlighted symbols between these stimuli is examined in
random order. Two criteria are used to verify if the swap is indeed
optimising the sequence. In the first phase these criteria are:
1. For both symbols: does the swap remove double flashes or con-
secutive intensifications of the symbol with only one stimulus in
between?
2. For both stimuli: does the swap reduce the number of direct
horizontal, vertical or diagonal neighbouring symbols in the grid
that are simultaneously highlighted?
In the second phase these criteria are:
1. For both symbols: does the inter-stimulus interval increase?
2. For both stimuli: does the distance in the grid of the swapped
symbol to its closest neighbour increase (i.e. does the spread of
highlighted symbols in the grid increase for both stimuli)?
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If at least one of these questions has a strictly positive answer and none
of the others is strictly negative, the swap is executed. The procedure
is repeated until no more optimising swaps are found for the current
phase. The algorithm then moves to the next phase. Figure 3.2(c)
demonstrates how the obtained sequence of stimuli appears to the
user.
3.2.2 Evaluation of the optimisation algorithm
To investigate the performance of the optimisation algorithm, 500 se-
quences of 10 iterations are generated. With r = 2 the iteration length
can be reduced to n = 9. To give the optimisation algorithm a mini-
mum amount of play we choose n = 10. The sequences are initialised
with Algorithm 3.1 and compared to the result after optimisation.
The number of double flashes seen by the subject in a sequence of 10
iterations is shown in the histograms in Figure 3.3 (the histograms
for the basic RC and the 6 × 6 grid version of the CB paradigm are
given for comparison). On average, 2.39 (STD = 1.36) double flashes
are noticed in the initial sequence. When optimising the highlight-
ing scheme this reduces by 54 % to only 1.09 (STD = 0.98) double
flashes per sequence of 10× 10 stimuli. As mentioned before, the CB
paradigm omits double flashes completely.
The probability of adjacency distraction is related to the number
of times the target symbol is highlighted simultaneously with at least
one of its direct (horizontal or vertical) neighbours in the grid. In the
initial sequence this happens on average for 49.63 % of the symbol
highlights. After optimisation, only 8.61 % of the symbol highlights
happen together with a neighbour. Figure 3.3 gives a histogram of the
Manhattan distance1 in the grid from the target to every other ele-
ment simultaneously highlighted. The optimisation procedure clearly
distributes the highlights more evenly over the grid.
In summary, the optimisation algorithm reduces the double flashes
and the risk of adjacency distraction. The new paradigm is better
1The Manhattan distance between two points A and B in a grid is the number of
horizontal and/or vertical steps that have to be taken along the grid lines to reach
B from A. Direct horizontal or vertical neighbours have a Manhattan distance one.
Diagonal neighbours have a Manhattan distance two.
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Figure 3.3: Analysis of the sequences of stimuli generated by
the row-column paradigm, the checkerboard paradigm, the ran-
dom initialisation algorithm of the switching paradigm (n = 10)
and the corresponding sequences after applying the optimisa-
tion algorithm. Left: the normalised histogram of the number
of double flashes seen in a sequence of 10 iterations. Right: nor-
malised histogram of the Manhattan distance in the grid from
a symbol to every other symbol simultaneously highlighted in a
sequence of 10 iterations.
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than RC. The CB paradigm is still better in terms of the number of
double flashes. We have seen that this comes at the cost of a higher
iteration length in CB. In the next section we compare the paradigms
in a spelling experiment.
3.3 Online evaluation with unsupervised
decoding
We compare the spelling performance obtained with the proposed
switching paradigm (n = 10) to the basic RC and CB paradigm in
an online experiment. The unsupervised decoding method by Kinder-
mans et al. (2012), explained in Section 2.3.2, is used to classify the
recorded stimulus responses and infer the target symbol. The exper-
iment presented here was the first extensive online evaluation of this
unsupervised decoding method in the visual ERP speller. It allows
us to examine the influence of different application settings on the
unsupervised learning and classification. In the following subsections
we present the details of this experiment and discuss the results.
3.3.1 Experimental set-up
Participants
The study was in accordance with the principles embodied in the Dec-
laration of Helsinki and was approved by the Ethical Committee of
the Faculty of Psychology and Educational Sciences, Ghent Univer-
sity. Each participant gave informed consent. 24 healthy participants
(9 male, 15 female) with an average age of 24.7 years (STD = 6.5)
applied for the experiments via an online recruiting system of the fac-
ulty. They were given a fee independent of the experiment results.
Most of them were undergraduate students of the faculty and as such
had some prior knowledge about the concept of recording brain signals
with EEG. Two subjects were left-handed. Two had prior experience
with the ERP speller (they took part in the pilot tests a couple of
months before the actual experiments). All of them had normal or
corrected-to-normal visual acuity.
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Experiment design
The experiment started with a thorough explanation on how the visual
ERP speller works and how it can be used to help people with the
locked-in syndrome. In this way we tried to improve the subject’s
motivation during this three hour experiment. Subjects were seated
calmly and comfortably in a chair, facing a 19 inch monitor at a
distance of approximately 60 cm. On this screen, the 6 × 6 grid of
symbols was displayed. After the EEG cap was put on, the quality of
the EEG signals was verified visually by the researcher. The subjects
were shown their own EEG and were asked to blink and chew to
become aware of the fact that these actions cause artefacts in the
signals and as such can prevent the speller from performing well.
A sentence of 44 characters was spelled three times, making use of
the three different paradigms. Subjects were asked to count silently
each time their chosen target symbol was highlighted. To spell a
symbol, a sequence of 10 iterations of the paradigm under examination
was shown. The stimulus and inter-stimulus interval were both set to
100 ms (stimulus onset asynchrony 200 ms). All three spelling sessions
took place on the same day, with breaks of five minutes in between.
The order in which the RC, CB and SP paradigms were used was
randomised between subjects to average out the effect of fatigue and
habituation to the previous paradigm on the speller performance. The
concept of the gradually increasing performance of the unsupervised
decoder was explained in order not to discourage the subject during
the early spelling phase in which most symbols are spelled incorrectly
by the self-learning decoder. Figure 3.4 illustrates how the stimuli of
the three paradigms appear to the user.
Data acquisition and processing
EEG was recorded at 250 Hz sampling rate with the Easycap (Brain
Products, GmbH, Munich, Germany) EEG cap and QuickAmp EEG
amplifier. 33 Ag/AgCl active electrodes were used: 31 on positions
according to the 10-20 system2 to capture the EEG, one ground elec-
trode placed on the forehead and one EOG electrode beneath the right
2Fp2, F1, F2, F5, F6, F9, F10, FCz, FC3, FC4, FT7, FT8, Cz, C1, C2, C5, C6,
CPz, CP3, CP4, TP7, TP8, P1, P2, P5, P6, P9, P10, POz, O1, O2
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… … 
… … 
… … 
RC 
CB 
SP 
Figure 3.4: Example of stimuli as they appear to the subject:
row-column paradigm (RC), checkerboard paradigm (CB) and
the novel switching paradigm (SP) with n = 10.
eye to capture the exact moment of eye blinking (not used for EOG
correction in this study).
The processing of the recorded EEG response signals, the classi-
fication of these responses as target or non-target and the resulting
selection of the target symbol were done according to the original work
by Kindermans et al. (2012). A common average reference filter was
applied, followed by a bandpass filter with cutoff frequencies 0.5 Hz
and 15 Hz. Each EEG channel was normalised to zero mean and unit
variance. Dimensionality reduction retained 10 samples per stimulus
response, centered around the expected time step of the P300 wave
and uniformly distributed over the range between 140 ms and 460 ms.
Finally, a bias term was added as an extra feature to every stimulus
response. Tuning the parameters of the decoder was done with the
unsupervised method from Kindermans et al. (2012).
Experiments were conducted with our own implementation of the
ERP speller in the BCI2000 research platform (Schalk et al., 2004),
making use of the BCPy2000 framework (Hill et al., 2008). The appli-
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cation was verified extensively before actual use in the experiments.
3.3.2 Results and discussion
We will detail the results from the online study, including a statistical
analysis that illustrates the dependency of the decoder performance
on the paradigm in use. The scatter plots in Figure 3.5 give a pairwise
comparison of the three paradigms for the four performance measures
described in Section 1.2.3. Special attention should be given to the
correct symbols per minute (CSM) as this represents how fast the user
can spell a correct sentence. The result of the extensive statistical
analysis is given in the next sections. The details of the analysis can
be found in Appendix A. Measurement values will be written as ‘mean
± standard deviation’, unless stated otherwise.
Spelling accuracy
The top row of scatter plots in Figure 3.5 demonstrates the spelling
accuracy obtained with the three paradigms. With the RC paradigm,
on average 86.65 %± 8.69 of the symbols are spelled correctly, whereas
SP yields 77.75 % ± 12.79 and the CB paradigm 86.46 % ± 10.90. The
basic paradigms are equally accurate but the RC paradigm achieves
this accuracy in only 23
(
= nRCnCB
)
of the time needed by the CB para-
digm to spell a symbol. SP underperforms but needs even less time to
spell a symbol. The results are thus overly pessimistic as learning with
shorter stimulus sequences is harder due to the lack of recorded data.
We will elaborate on this in Section 3.4. A one-way repeated measures
ANOVA (Field, 2009) shows that the difference in accuracy is statis-
tically significant, F (2, 46) = 11.101, p < 0.0005, partial η2 = 0.326.
Pairwise comparison of the results confirms the conjecture that the
accuracy differs between SP and RC (p = 0.002) and between SP and
CB (p = 0.001) but not between RC and CB (p = 1.000).
Respelling accuracy
There is less contrast in the respelling accuracy values: 96.40 % ± 7.67
for RC, 95.55 % ± 8.93 for SP and 97.35 % ± 6.20 for CB. Recall
that the respelling accuracy defines the quality of the actual text being
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Figure 3.5: Results of the online experiment. Each dot com-
pares the performance for two paradigms for the same subject.
The dashed line is the line of equal performance for both para-
digms. Overlapping dots are denoted as a bigger dot accompa-
nied by the number of subjects achieving this result.
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shown to the user. The fact that SP achieves the same level as the
CB paradigm with almost half the iteration length is striking. In
Section 3.4 we search for the reason for this remarkable result. A one-
way repeated measures ANOVA shows that the difference in respelling
accuracy is not statistically significant: F (2, 46) = 1.156, p = 0.324,
partial η2 = 0.048. The position of the tested paradigm, in the order of
three, is found to have a significant influence on the achieved respelling
accuracy. This can be attributed to the increasing fatigue of the
subject during the course of the experiment. The experiments with the
different paradigms were performed with a small break of 5 minutes
in between. Consequently, we expect that subjects were more tired
at the start of the second and third experiment, resulting in a lower
spelling performance. This influence is found to be the same for all
paradigms and as such is averaged as every order was used an equal
number of times.
The evolution of the respelling accuracy during the spelling ses-
sion is shown in Figure 3.6(a). As the self-learning decoder starts with
zero knowledge, the first symbols are mostly spelled incorrectly and
the accuracy is very low. Once the decoder is provided with enough
stimulus response examples to tune its parameters, more correct sym-
bols are being spelled and the decoder adjusts previously spelled sym-
bols, thereby increasing the respelling accuracy. In Figure 3.6(b) the
respelling accuracy is shown as a function of the number of stimuli
presented to the user. In the beginning of the spelling session the
three curves lie closely together, showing that the respelling accuracy
in this phase is solely determined by the number of response signals
recorded. Therefore, the shorter stimulus sequences are the reason
why it takes more symbols for SP to start giving correct output. This
in turn explains the significantly lower spelling accuracy described in
the previous section. Misspelled symbols in the initial spelling phase
are being corrected, bringing the respelling accuracy to the same level
as for the basic paradigms by the end of the spelling session. In sum-
mary, from the user’s point of view, the accuracy increases equally
fast in time, but the rate at which symbols can be spelled is higher
with our new paradigm.
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Figure 3.6: Evolution of the respelling accuracy during the
spelling session for the three paradigms, averaged over the 24
subjects, as a function of (a) the number of symbols spelled
and (b) the number of stimuli presented to the user.
AUC
The evolution of the AUC during the spelling session is shown in
Figure 3.7. Figure 3.7(a) demonstrates for each trial the AUC on the
total set of data collected up to that trial. In the very beginning of the
spelling session, data is still scarce and the decoder has not yet learned
enough how to accurately classify the recorded responses. The AUC
obtained during this so-called warm-up period is low, regardless of
which paradigm is used. Once the decoder has collected more data, it
corrects its decision on past responses and the AUC rises quickly until
saturation. Figure 3.7 shows a slight decrease in AUC after saturation.
This is caused by changes in the distribution of the recorded data, e.g.
due to the increasing fatigue of the user. As the decoder constantly
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has to adapt to these changes, its AUC on past responses slightly
decreases.
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Figure 3.7: Evolution of the AUC during the spelling session for
the three paradigms, averaged over the 24 subjects, as a func-
tion of (a) the number of symbols spelled and (b) the number
of stimuli presented to the user.
The basic paradigms serve the self-learning decoder with more
stimulus response examples per spelled symbol. This causes the AUC
for these decoders to increase more rapidly compared to SP, as il-
lustrated in Figure 3.7(a). A one-way repeated measures ANOVA is
conducted on the AUC obtained at the end of the spelling session.
The AUC achieved with SP is significantly lower compared to the
basic paradigms, F (2, 46) = 8.324, p = 0.001, partial η2 = 0.266.
Pairwise comparison of the results confirms that the AUC differs be-
tween SP and RC (p = 0.001) and between SP and CB (p = 0.003)
but not between RC and CB (p = 1.000). Recalling the description
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of AUC in Section 1.2.3, a lower AUC signifies that a lower fraction
of response signals are classified correctly as target or non-target by
the decoder. However, if enough stimulus responses are recorded per
symbol, the correctly classified ones can give sufficient information to
make a correct symbol selection. This explains how the speller with
SP can attain the same respelling accuracy as the basic paradigms
while the AUC is lower.
To examine the performance of the self-learning decoder in more
detail we illustrate the median, minimum and maximum AUC lev-
els obtained over the 24 subjects in Figure 3.8. We notice a large
variability in the length of the warm-up period for each paradigm.
Some subjects achieve almost perfect classification within the first
five symbols while others still achieve an AUC around the 0.50 chance
level at 15 symbols for CB and SP. This high variability is caused
by inter-subject differences, the random initialisation of the parame-
ters and the EM algorithm that is used to tune these parameters by
maximising the likelihood of its own predictions (see Section 2.3.2).
With a good initialisation, the predictions are reasonably well from
the beginning and the parameter values are improved. When the ini-
tialisation is unfortunate, more data is needed to learn how to make
correct predictions for the specific subject.
These observations are concordant with the original work on the
unsupervised decoding method (Kindermans et al., 2014a). By con-
stantly adapting to the recorded data and correcting its own mistakes,
the decoder is capable of achieving a remarkably high AUC level. We
stress again that, in contrast to traditional decoding methods, not a
single labelled example is used to calibrate the decoder. Nevertheless,
the warm-up period is a major issue. It can be demotivating for the
subject just like the calibration session in traditional decoders. Fur-
thermore, the high variance in the performance makes the system very
unreliable. In fact, the randomly initialised decoder does not have the
theoretical guarantee to ever find the correct classification, even when
an infinite amount of data is recorded. We will address this problem
in Chapter 4.
Figure 3.8: Evolution of the AUC obtained during the spelling
session for the 24 subjects: median and minimum-maximum
range achieved with (a) the row-column paradigm (RC), (b) the
checkerboard paradigm (CB), and (c) the switching paradigm
(SP).
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Correct symbols per minute
As mentioned before, there is a trade-off between the spelling speed
and accuracy. In Section 1.2.3, we introduced the correct symbols per
minute (CSM) as a measure that includes both performance metrics
and as such is more suitable to compare paradigms. It is the ratio
of the total number of symbols respelled correctly at the end of the
spelling session and the time that was needed to complete that session.
In every scatter plot in the last row of Figure 3.5, all-but-one dots
are located at one side of the dashed line. Therefore, no statistical
analysis is needed to conclude that SP outperforms on the level of cor-
rect symbols spelled per minute. This is obviously the consequence of
obtaining the same respelling accuracy using only 56 % of the spelling
time used by CB and 83 % of the spelling time used by RC. Figure
3.9 shows the evolution of the number of correctly spelled characters
during the spelling session.
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Figure 3.9: Evolution of the number of symbols spelled cor-
rectly during the spelling session for the three paradigms, aver-
aged over the 24 subjects.
3.3.3 Summary of online evaluation
To summarise, the experimental results have shown a significantly
lower spelling accuracy achieved by SP compared to the basic para-
digms. This difference was found to be a consequence of the shorter
stimulus sequences used to spell a symbol. A remarkable result is
that, in contrast, SP achieved the same level of respelling accuracy
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while spelling symbols in almost half the time needed by the CB para-
digm. The proposed paradigm thus achieves the same accuracy with a
higher speed of spelling. Nevertheless, the difference in the final AUC
level achieved is significantly lower for SP. Consequently, the quality
of the decoder depends on the paradigm in use, indicating the im-
portance of the application-decoder interaction. This obviously raises
questions. First of all we want to know why the AUC is lower for the
SP paradigm. Next, as we are striving for a faster speller using fewer
iterations, we question if this lower AUC leads to a lower respelling
accuracy, compared to the basic paradigms, when the amount of data
recorded per symbol is decreased. In the next section we address these
questions.
3.4 Examining the application-decoder
interaction
For the calibrationless decoder, the responses recorded during the
spelling process are vital to learn how to discriminate between tar-
get and non-target responses. Consequently, the interaction with the
application is even more involved for this self-learning decoder com-
pared to traditional supervised decoding methods. In this section we
examine thoroughly why some paradigms result in better learning and
classification performance than others.
As discussed before, there are two ways in which the paradigm
influences the decoder’s capability of learning to detect a target re-
sponse. First, the paradigm determines the quantity of available re-
sponses through the number of stimuli that are presented. Secondly,
it also determines the SNR of these response signals, for example
through the relative frequency of target stimuli. With simulations on
the recorded data, we examine how quantity and quality of the data
influence the learning process and which factor is most important. In
this way, we hope to get a better understanding of the mechanism of
interaction between the application and the self-learning decoder.
Please note that the simulations are included to analyse the effects
of the signal quality, isolated from other variables that change across
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paradigms. This cannot be done in online experiments due to the
physiological processes underlying the EEG. For this reason we would
like to stress that the simulations are not a replacement of an online
study but merely an analysis tool.
3.4.1 Influence of data quantity and quality on
decoder performance
First of all, we counterbalance the influence of the quantity and qual-
ity of the recorded data on the performance of the self-learning de-
coder. For that purpose, the following experiment is simulated. We
take the sequence of stimuli shown in the SP experiment and replace
the responses on the stimuli with those recorded in the CB experi-
ment. This is demonstrated schematically in Figure 3.10(a). As the
CB paradigm has 16 non-target responses recorded per iteration, only
half of them are used. In this way, we use the same amount of data
recorded per symbol as in the original SP experiment, but the data
has the SNR from the CB experiment. The SNR from the CB exper-
iment is expected to be higher due to the lower relative frequency of
target stimuli compared to SP. The AUC obtained in the simulation
is compared with both original experiments in Figure 3.11(a). The
simulation is also done the other way around. Now the data from the
SP experiment is used to simulate the CB experiment with iteration
length n = 18. Because there are not enough non-target responses
per symbol recorded in the SP experiment to simulate an experiment
with n = 18, every second symbol is left out of the simulation and the
SP responses recorded during this symbol are used to complement the
data for the previous symbol (see Figure 3.10(b)). In Figure 3.11(b)
the AUC is compared to a resimulation of the original CB and SP
experiment with every second symbol left out.
We can identify three phases in the spelling session, illustrated by
the vertical lines in Figure 3.11(a).
Phase 1 : When the total amount of data collected by the decoder
is still low, the AUC curve follows the result from the original
experiment that used the same amount of data per symbol (the
SP experiment in Figure 3.11(a)). This data quantity is the
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Figure 3.10: Schematic representation of the two simulated
experiments. (a) the SP experiment is simulated with the data
recorded in the CB experiment. (b) the CB experiment is simu-
lated with the data recorded during the SP experiment. As the
iteration length is smaller for SP, every second symbol is left out
of the simulation and the SP data recorded during this symbol
is used to complement the data for the previous symbol.
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Figure 3.11: The influence of quantity and SNR of recorded
data on the performance of the self-learning decoder. The three
phases in the spelling session are indicated by the vertical lines.
(a) Evolution of the AUC during the simulation of the SP exper-
iment using the data of the CB experiment (CB2SP), compared
to the results of the original experiments. (b) Evolution of the
AUC during the simulation of the CB experiment using the data
of the SP experiment (SP2CB). This AUC is compared with a
simulation of the original SP and CB experiment on the same
symbols.
determining factor in this phase.
Phase 2 : Around the fifth symbol the decoder has been trained on
a larger set of recorded responses. The AUC curve rises quickly,
approaching the curve of the experiment that recorded the same
SNR (the CB experiment Figure 3.11(a)). At this point the SNR
of the data becomes the dominant factor.
Phase 3 : The decoder performance saturates, the three curves con-
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verge to the same result.
The self-learning decoder shows different requirements concerning the
provided data during different phases of the spelling session. A tech-
nique that fully exploits this interaction to improve speller perfor-
mance will have to adapt to the requirements of the decoder in each
phase. The same phases can be found in the second simulation, see
Figure 3.11(b).
3.4.2 Influence of data partitioning on decoder
performance
The difference in iteration length between SP and CB leads to a dif-
ferent relative frequency of target and non-target signals. The ratio of
target and non-target responses recorded per symbol will be denoted
further as the p-ratio. An iteration of the CB paradigm includes two
target stimuli and 16 non-target stimuli, leading to a p-ratio of 1/8.
For SP (n = 10) the p-ratio is 1/4. To examine the influence of the p-
ratio we execute a new simulation where the decoder is provided with
an equal amount of data per symbol but in different p-ratios. The SP
data is used but we increase the number of iterations to 18. Again,
we leave out every second symbol and use this data to complement
the data of the previous symbol. The SP paradigm now provides the
decoder with 180 stimulus responses per symbol. We compare this to
the original CB experiment (leaving every second symbol out), pro-
viding the same amount of responses per symbol but with the lower
p-ratio as mentioned before. The evolution of the AUC during the
two simulated spelling procedures is compared in Figure 3.12. It is
clear that a higher p-ratio improves the training of the classifier in
Phase 1 where data is scarce. A more balanced partitioning of the
data between target and non-target samples thus improves the learn-
ing performance of the decoder in this early phase. A paired-samples
t-test confirms that at the end of Phase 1 (when the fifth symbol is
spelled) the AUC level achieved with the higher p-ratio is significantly
higher (t(23) = 2.247, p = 0.035).
We can conclude that, during the spelling session, there is a shift in
the mechanism underlying the paradigm-decoder interaction. When
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Figure 3.12: Evolution of the AUC during simulation with p-
ratio 1/8 and 1/4.
data is scarce, the interaction is determined by the quantity and parti-
tioning of the data provided to the decoder. Once a sufficient amount
of data has been collected, the SNR of the data becomes more impor-
tant.
In our online experiment, as the amount of data recorded per sym-
bol is reasonably high, the SNR is the determining factor of the AUC
level that is finally obtained. Therefore, the significantly different
AUC obtained with SP stems from a lower SNR in the data.
3.4.3 Influence of application-decoder interac-
tion on speed-accuracy trade-off
The results of the online experiment revealed that the SP paradigm
obtained a significantly lower AUC compared to the basic paradigms.
In contrast, the respelled symbol accuracy was not significantly dif-
ferent. In this closing section we answer the second question raised:
does the lower AUC with SP lead to a lower respelling accuracy when
we speed up the spelling process by reducing the number of sequence
iterations?
The number of iterations used in our experiment was rather high
compared to the conventional number around five iterations but it
gives us the opportunity to make a complete speed-accuracy trade-
off plot. The recorded data was used to simulate experiments with
fewer iterations per symbol. Figure 3.13 illustrates the respelling ac-
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curacy, obtained at the end of the spelling session, versus the number
of symbols spelled per minute (SM).
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Figure 3.13: Speed-accuracy trade-off: accuracy obtained with
SP and the CB paradigm versus the speed of spelling (expressed
as symbols per minute) averaged over the 24 subjects.
The conclusions drawn for the course of the spelling session also
apply to the end result. When less data is recorded per symbol, the
p-ratio of the data is the dominant factor. Consequently the speller
with SP performs better. A paired-samples t-test confirms that, for
example at a speed of four symbols per minute, SP achieves a signifi-
cantly higher respelling accuracy (t(23) = 2.807, p = 0.01)
3.5 Conclusion
In this chapter we showed that the application of an ERP-based BCI
can be tuned by means of a new stimulus presentation paradigm. We
proposed the switching paradigm for the ERP speller in which the
iteration length and relative frequency of target stimuli can be chosen
freely. At the same time, the most common causes of spelling errors
are avoided by optimising the highlighting scheme. We compared
the switching paradigm to the basic row-column and checkerboard
paradigms in an online spelling experiment with 24 subjects. The
results showed that this new paradigm obtains a higher number of
correct symbols spelled per minute.
The online experiment demonstrated the evolution of the perfor-
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mance obtained with the EM-based calibrationless decoding method
from Kindermans et al. (2012). In the beginning of the spelling pro-
cedure, when data is scarce, there is a warm-up period during which
the decoder’s accuracy is low and highly variable between users. Af-
terwards, when a larger amount of data has been collected, the classi-
fication performance quickly increases and saturates at a higher level.
Our oﬄine analysis indicated a change over time in the aspects of
the stimulus sequence that are influencing the decoder’s performance
most. Surprisingly, during the warm-up period, the ratio between the
number of target and non-target responses was found to be more im-
portant than the signal-to-noise ratio of the data. Only in the second
phase, the signal-to-noise ratio becomes the dominant factor. This re-
sult shows that the application settings truly affect the performance
of the decoder and as such motivates the search for a symbiotic BCI
design.
The results obtained with the self-learning decoder are remark-
able. At the end of the spelling procedure, more than 95 % of the
symbols are spelled correctly. Nevertheless, the warm-up period is a
major issue that needs to be solved. It makes the BCI performance
very unreliable in the beginning of spelling. Even more, the EM-based
decoder does not have the theoretical guarantee to find a correct clas-
sification of the ERP responses.
In the following chapters, the switching paradigm will be used to
develop a symbiotic ERP-based BCI in which the application is tuned
to empower the calibrationless decoding. In the next chapter we will
show that the paradigm is especially suitable to meet the requirements
of a new self-learning decoding method that is more reliable than
EM-based decoding. In the subsequent chapter, we will combine the
benefits of both methods to obtain a new adaptive self-learning BCI
that is effective, efficient and reliable.
4
Online unsupervised
learning with guarantees
Traditional supervised BCI decoders are trained on a set of labelled
calibration data, recorded prior to BCI use. As described in Chap-
ter 1, this approach has two main drawbacks. First of all, the cali-
bration session tires the user before he/she can use the BCI, thereby
reducing the attentiveness of the subject and degrading BCI perfor-
mance (Käthner et al., 2014). Secondly, the distribution of the data
can change during use due to changes in the background activity or
the pattern of the neural control signal (e.g. with increasing fatigue)
(Shenoy et al., 2006; Von Bünau et al., 2009). This causes the perfor-
mance of a supervised decoder to decrease over time.
As described in previous chapters, several methods have been pro-
posed that reduce the need for calibration data by means of transfer
learning (Krauledat et al., 2008; Fazli et al., 2009; Lu et al., 2009;
Kindermans et al., 2014b; Wronkiewicz et al., 2015), adapting to on-
line recorded data (Shenoy et al., 2006; Dähne et al., 2011; Vidau-
rre et al., 2011b,a) or completely unsupervised learning (Kindermans
et al., 2012). Nevertheless, none of these methods has the theoreti-
cal guarantee to obtain a performance that is at least as good as a
supervised classifier. This was illustrated in the previous chapter for
the EM-based unsupervised decoding method from Kindermans et al.
(2012), which showed high variability in performance.
In this chapter we describe the learning from label proportions
(LLP) concept from Quadrianto et al. (2009) as a method for reli-
able classification without labelled data. LLP is a weakly supervised
method to estimate the class-conditional mean feature vector in a
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classification problem where the available data is unlabelled but pro-
vided in groups with a known relative frequency of data points in both
classes. The LLP method is illustrated with the following example.
Consider the outcome of an election were people can vote for Party
A or Party B. We want to examine the difference in voting behaviour
between men and women. The dataset is unlabelled as it is not known
for individual votes if they were made by a man or a woman. However,
the voting results are obtained in groups (namely the separate regions
where votes were counted) and the proportion of men and women are
known for these groups from demographic data. The following linear
system can be set up:{
µN = piN · µˆ + (1− piN ) · µˆ
µS = piS · µˆ + (1− piS) · µˆ
µN and µS are the known percentage of votes for the Party A in the
northern and southern region respectively. piN and piS are the known
fraction of men in the population of the northern and southern region.
Solving this linear system yields an estimate of the average voting
result for men and women separately, µˆ and µˆ.
This chapter presents the result from an intensive collaboration
with David Hübner and Michael Tangermann (University of Freiburg),
Pieter-Jan Kindermans and Klaus-Robert Müller (Technical Univer-
sity of Berlin). We show the applicability of the LLP concept in
ERP-based BCI to estimate the mean response feature vectors in the
target and non-target class. These estimates are then used in a LSR
classifier to obtain a reliable decoder that is guaranteed to converge to
the supervised solution. We show how the application can be tuned
to meet the requirements imposed by LLP, for which the paradigm
proposed in the previous chapter is especially suitable.
In the next section we give the theoretical framework for the learn-
ing from label proportions method. Afterwards we describe how the
speller application is modified for the decoder. Then, the method
is evaluated in an online experiment, conducted by David Hübner,
Konstantin Schmid and Michael Tangermann at the University of
Freiburg. Finally, an oﬄine resimulation of this experiment will com-
pare LLP to the EM-based decoding method described before. In the
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next chapter, we combine the strengths of both methods to obtain a
new calibrationless BCI that is both effective and reliable.
4.1 Learning from label proportions
This section explains the learning from label proportions idea as pro-
posed by Quadrianto et al. (2009).
4.1.1 The importance of estimating the mean
feature vector
Linear classification methods were introduced in Chapter 2 to solve
binary classification problems by finding a projection vector w and
assigning a sample x to class C+ ifwTx > 0 and to class C− otherwise.
The optimal weight vector w∗ that provides the highest classification
accuracy is found by optimising a loss function on a set of N labelled
samples. For example, in LSR classification, the sum of squared errors
between the projections wTxn and their corresponding class label
yn ∈ {+1,−1} is minimised:
w∗ = arg min
w
N∑
n=1
(wTxn − yn)2
= arg min
w
N∑
n=1
(
(wTxn)2 + 1
)
− 2wT
∑
n+
xn+ −
∑
n−
xn−

where n+ and n− denote respectively the samples from class C+ and
C−. In the second line we rewrote the loss function to make the de-
pendency on the class-conditional mean explicit. The first term is
independent from any class label. The second term can be reformu-
lated as:
2wT
∑
n+
xn+ −
∑
n−
xn−
 = 2wT (N+µ+ −N−µ−)
with N+ and N− the number of samples in each class. It turns out
that the loss function can be determined without labels once the class-
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conditional mean feature vector and the relative frequency of samples
in each class are known. In fact, this is a property for a subset of loss
functions, called symmetric proper scoring losses. Besides the square
loss, it also includes for example the logistic loss function (Patrini
et al., 2014). With these loss functions, the optimal weight vector w∗
is defined once the class-conditional means are found.
4.1.2 Estimating the mean feature vector with
label proportions
The standard supervised classification methods from Chapter 2 are
not applicable when labelled data is unavailable. Suppose however
that unlabelled samples are observed in K distinct groups Sk, each
having a known relative frequency of samples in both classes. For
each group k, the mean feature vector µk can be calculated directly
from the observations. Denoting the relative frequency of both classes
in group Sk as pi+k and pi
−
k , the average feature vector in each group
can be expressed as a function of the class-conditional means µ+ and
µ−: 
µ1
...
µK
 =

pi+1 pi
−
1
...
...
pi+K pi
−
K
×
[
µ+
µ−
]
= Π×
[
µ+
µ−
]
Here, the K×2 mixture matrix Π contains the relative frequencies in
each group. The linear system solves for the class-wise mean feature
vectors. Using the pseudo-inverse matrix Π−1 = (ΠTΠ)−1ΠT , the
solution can be written as follows:
[
µ+
µ−
]
= Π−1

µ1
...
µK

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Consequently, by learning from the known proportion of labels in each
group of observed data, LLP estimates µ+ and µ− without labels. It
is important to note that this method assumes homogeneity, i.e. that
the class-conditional means are the same in each group Sk.
LLP estimates the mean feature vector feature by feature. For
example, the dth feature µ+,d is estimated as a linear combination of
the average feature values {µ1,d, . . . , µK,d} in each group. We assume
the samples to be independently and identically distributed (IID) with
expected value µd and variance σ2d for feature d. By the central limit
theorem, the average of N feature values xn,d is normally distributed
around the true mean µd with variance σ2d/N for large N :
µk,d =
x1,d + · · ·+ xN,d
N
∼ N (µd, σ
2
d
N
)
This implies that the estimated group means µˆk converge to their
true value µk for N → ∞. Consequently, under the assumption of
homogeneity and IID samples, the solution of the linear system is
guaranteed to converge to the true class-conditional means µ+ and
µ−.
4.1.3 Comparison to supervised estimation
The error on a parameter estimation is measured by the variance of
its estimator. We assume each feature d in the data to be normally
distributed1 with a variance σ2d. Furthermore, we denote the elements
of the pseudoinverse of the mixture matrix Π−1 as follows:
Π−1 = Φ =
[
φ1+ · · · φK+
φ1− · · · φK−
]
1This applies specifically to the features of ERP response signals, as shown by
Blankertz et al. (2011) and discussed in Section 2.3.2.
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With the assumption that the samples are IID, the variance on the
LLP estimation of the mean feature µ+,d is obtained as follows:
Var[µˆ+,d] = Var
[
K∑
k=1
φk+µˆk,d
]
=
K∑
k=1
(φk+)2Var [µˆk,d]
=
(
K∑
k=1
(φk+)2
Nk
)
σ2d
With Nk the number of observed samples in group Sk.
Supervised estimation of the class-conditional mean feature vector
with labelled data can be interpreted as a specific case of LLP where
one group contains all the samples from C+ and another group the
samples from C−. The solution for the linear system is very simple in
this case: [
µ+
µ−
]
=
[
1 0
0 1
]−1
·
[
µ1
µ2
]
=
[
µ1
µ2
]
The computation of the average feature vector in each group directly
yields the estimated class-conditional means. The variance on this
estimation is given by:
Var[µˆ+,d] = Var[µˆ1,d] =
σ2d
N+
Therefore, the variance on the LLP estimation of µ+,d is equal to the
variance on the supervised estimation multiplied by a factor Q:
Q =
(
K∑
k=1
N+
Nk
(φk+)2
)
The variance amplification factor Q depends on the number of groups,
the mixture ratios and the proportion of data contained in each group.
Table 4.1 lists some examples of mixture matrices and their resulting
variance amplification for the specific case of two groups containing
an equal portion of the observed data and N+ = N− = N/2. As
illustrated in this table, the more diverse the relative frequencies are
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Π Φ = Π−1 Q[
0.9 0.1
0.1 0.9
] [
1.125 −0.125
−0.125 1.125
]
1.28
[
0.7 0.3
0.3 0.7
] [
1.75 −0.75
−0.75 1.75
]
3.63
[
0.6 0.4
0.4 0.6
] [
3 −2
−2 3
]
13
[
0.55 0.45
0.45 0.55
] [
5.5 −4.5
−4.5 5.5
]
50.5
Table 4.1: Example of different mixture matrices and the re-
sulting amplification of the LLP estimation error compared to
the supervised estimator.
in the different groups, the less the variance is amplified. For a given
dataset, the minimal error on the estimation is obtained when each
group contains samples from a different class, i.e. the supervised case.
4.2 Symbiotic integration of LLP in the
ERP speller
We now apply the LLP concept in the ERP speller to estimate the
mean of the response feature vectors in the target and non-target class.
This requires a number of changes to the speller interface. First of
all, the stimulus responses need to be recorded in separate groups
for which the relative frequency of target and non-target responses is
known and different. Secondly, the homogeneity assumption requires
the mean target and non-target response to be the same in each group
of data. In this section we demonstrate how the ERP speller applica-
tion is modified to meet these requirements.
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4.2.1 LLP stimulus presentation paradigm
Chapter 3 described how the ratio of target and non-target responses
is determined by two parameters of the stimulus presentation para-
digm: the iteration length n and the number of times r that each
symbol is highlighted per iteration. The relative frequency is r/n for
target responses and (n−r)/n for non-target responses. We proposed
a stimulus presentation paradigm in which these parameters can be
chosen freely (Verhoeven et al., 2015). In this way, stimulus sequences
can be generated with very different relative frequencies. In the cur-
rent proof of concept we use a first sequence type S1 with n = 8 and
r = 3, yielding a target frequency of 3/8 = 0.375 and a second se-
quence S2 with n = 18 and r = 2 resulting in a target frequency of
2/18 = 0.111. The resulting mixture matrix and its inverse are:
Π =
[
3/8 5/8
2/18 16/18
]
,Φ =
[
3.37 −2.37
−0.42 1.42
]
Note that even more extreme relative frequencies can be obtained with
the tunable paradigm. The current choice facilitates the additional
modifications to the application as explained further.
The two distinct groups of data are obtained by using the two
paradigm settings alternately during the spelling process. However,
the faster reoccurring target stimulus in S1 potentially alters the user’s
awareness and as such could result in a slightly different mean response
in this group of data. To comply with the homogeneity and IID
assumption in LLP, the two sequence types are randomly interleaved.
The amount of data recorded in each group is equalised by interleaving
two sequences of type S1 with one sequence type S2. This results in
an interleaved sequence of length n = 34 that highlights each symbol
k = 8 times. The variance amplification factor is Q = 8.17 for the
estimation of the mean target response µ+ and Q = 3.21 for the
mean non-target response µ−. Figure 4.1 schematically presents an
interleaved sequence of stimuli and shows how it is used by the LLP
method to reconstruct the class-wise mean responses.
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𝜇+ =     3.37 ∙  𝜇1 − 2.37 ∙ 𝜇2 
𝜇− = −0.42 ∙  𝜇1 + 1.42 ∙ 𝜇2 
Sequence 1 Sequence 2 
s1 s4 s2 s3 s5 s6 … s33 s34 
Figure 4.1: Schematic representation of the LLP method to re-
construct the class-conditional ERP responses from the recorded
data. Per iteration, 34 stimuli are presented with 16 stimuli be-
longing to sequence type 1 and 18 to sequence type 2. Next,
the stimulus response is averaged per group. Finally, the linear
problem is solved to obtain the reconstructed class-conditional
mean responses.
4.2.2 Modifications to the spelling interface
The assumption of homogeneity and IID2 responses requires an extra
modification to the spelling interface. The paradigm determines the
brightness level of the visual stimuli presented to the user. With M
2Even with these modifications, the IID assumption does not hold in practice
for the features of the ERP responses due to non-stationarities. Nevertheless, the
experimental evaluation in this chapter will demonstrate the performance obtained
with the LLP method.
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symbols in the grid, the average number of symbols highlighted si-
multaneously per stimulus is (M · r/n). In a 6 × 6 speller grid, each
stimulus in sequence S1 highlights 13 or 14 symbols, while stimuli in
sequence S2 highlight just four symbols simultaneously. The resulting
difference in brightness is known to influence the response on the vi-
sual stimuli (Johannes et al., 1995). For this reason, the 6× 6 grid in
the original spelling interface is replaced by a 6× 7 grid that, besides
the regular symbols from the alphabet, contains ten ‘#’ symbols that
account for visual blanks. They can never be chosen by the subject
as target symbol and are used to increase the brightness level of those
stimuli that highlight less symbols. With this adjustment, each stim-
ulus highlights 12 symbols in the grid and the two groups of stimuli
become indistinguishable to the user. The new speller interface is
illustrated in Figure 4.2.
Figure 4.2: The modified spelling interface containing 10 ‘#’
symbols that account for visual blanks. A stimulus highlight-
ing 12 symbols is shown, using the salient highlighting effect
designed by Tangermann et al. (2011).
4.3 Online evaluation
An online experiment was conducted at the University of Freiburg
to asses the performance of LLP as decoding method in the ERP
speller. This section describes the experimental design and discusses
the results. Finally, the LLP method is compared to the EM-based
unsupervised decoding by Kindermans et al. (2012) in an oﬄine sim-
ulation on the recorded dataset.
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4.3.1 Experimental set-up
Participants
13 subjects (8 male, 5 female) with an average age of 26 years (STD =
1.5) participated in the study. They were given a fee independently of
the experimental result. One subject had prior experience with EEG
recording. The study was in accordance with the principles embodied
in the declaration of Helsinki and approved by the ethics committee
of the University Medical Center Freiburg. Each subject gave written
informed consent before taking part in the experiment.
Experiment design
Subjects were seated comfortably in a chair, facing a 24 inch flat screen
at a distance of approximately 80 cm that presented the 6 × 7 grid
proposed in Section 4.2. Each subject was asked to spell the following
sentence three times:
“FRANZY JAGT IM KOMPLETT VERWAHRLOSTEN TAXI
QUER DURCH FREIBURG”
This yields three recording blocks of 63 symbols per subject. The sen-
tence to spell was predefined to allow for accurate evaluation of the
spelling performance obtained with the LLP method. The knowledge
of the target symbol was not used for any other purpose. Conse-
quently, the stimulus presentation paradigm and the decoder did not
use any label information.
First, the position of the current symbol to spell was indicated in
the grid during a four seconds cue. Next, two iterations of the inter-
leaved 34 stimuli sequence, proposed in Section 4.2, were presented.
To save computation time during the experiment, the interleaved se-
quence of stimuli was randomly selected from a set of 100 pregen-
erated sequences. Note that the stimulus presentation paradigm is
completely unaware of the target symbol. Every symbol in the grid,
except for the uninformative hash symbols, was highlighted an equal
number of times in each trial. For the visual stimulation, we used the
very salient highlighting effect designed by Tangermann et al. (2011),
which included the overlay of the symbols with a coloured grid and a
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brief animated rotation. Figure 4.2 illustrates this effect. Each visual
stimulus lasted for 100 ms and the ISI was 150 ms, yielding a stim-
ulus onset asynchrony of 250 ms. Therefore, the complete sequence
of 68 stimuli took 17 s to be presented. The recorded responses were
processed and classified and the predicted symbol was shown to the
user for four seconds. Consequently, we obtained a spelling speed of
2.4 symbols per minute. Dynamic stopping was not used in this ex-
periment. A constant rate of recorded responses per trial facilitates
the evaluation of how the LLP estimates evolve with an increasing
amount of recorded data.
Data acquisition and processing
EEG was recorded at a sampling rate of 1 kHz with the EasyCap EEG
cap and the BrainAmp DC (Brain Products) multichannel EEG am-
plifier. 31 passive Ag/AgCl electrodes were positioned on the scalp ac-
cording to the extended 10-20 system3 (Chatrian et al., 1985) and ref-
erenced against the nose. The ground location was AFz. Impedances
were kept below 20 kΩ. An optical sensor on the screen marked the ex-
act onset time for each stimulus. The data is available on the Zenodo
database (DOI: http://doi.org/10.5281/zenodo.192684).
Data processing was conducted during the experiments with the
BBCI Toolbox (Blankertz et al., 2010). The recorded EEG was band-
pass filtered between 0.5 and 8 Hz with a third order Chebyshev Type
II filter and downsampled to 100 Hz. The ERP response signal is
taken in the [-200 700] ms interval around the stimulus onset and
the average amplitude over the [-200 0] ms interval is subtracted as
a baseline reference. The channels Fp1 and Fp2 were not used in
further analysis. For the other channels, the average amplitude over
six intervals ([50, 120], [121, 200], [201, 280], [281, 380], [381, 530],
[531, 700] ms) was computed. This resulted in a total of 29 · 6 = 174
features per stimulus response.
At the end of each trial, the recorded responses are added to
the complete set of observed data and the estimates of the class-
conditional mean response and pooled covariance structure are up-
3Fp1, Fp2, F9, F7, F3, Fz, F4, F8, F10, FC5, FC1, FC2, FC6, T7, C3, Cz, C4,
T8, CP5, CP1, CP2, CP6, P9, P7, P3, Pz, P4, P8, P10, O1, O2
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dated with this extended dataset. Section 4.2 explained how the in-
terleaved sequence of stimuli divides the data into two groups with
known relative frequencies and as such allows for the LLP method to
estimate the class-conditional mean target and non-target response
µ+ and µ−. The pooled covariance matrix Σ is estimated directly
from the recorded responses and regularised with Ledoit-Wolf shrink-
age (Blankertz et al., 2011; Ledoit and Wolf, 2004; Bartz and Müller,
2014). Using the equivalence between LSR and LDA discussed in
Chapter 2, the estimated parameters yield a LSR projection vector
w:
w = Σ−1reg(µ+ − µ−)
Next, the classifier score is determined for each response observed so
far. The knowledge of the predefined sentence is then used to report
the AUC as the current classification performance. Finally, for each
trial and each symbol (except for the visual blanks, which are not
considered) the classifier output scores are summed for all stimuli that
highlight this specific symbol. The symbol yielding the highest sum
was then selected as the predicted target symbol for that trial. Note
that the knowledge of the response labels is not used in any way to
update this classifier but merely to report classification performance.
The classifier was reset at the beginning of each new spelling block of
63 symbols.
4.3.2 Results and discussion
Homogeneity assumption
The LLP method assumes the mean response to be the same in each
recorded group. Before discussing the online spelling result with LLP,
we check if this assumption holds in our experiment. The top graph
in Figure 4.3 illustrates the grand average target and non-target re-
sponse, as recorded in the Cz electrode, for stimulus sequence type 1
and type 2 separately. It is computed over the three spelling blocks for
subject S1. The coloured areas indicate the time intervals over which
the signal amplitude is averaged to obtain the six feature values per
channel. Overall, the averaged waveforms in the two groups of data
are quite similar. Only small differences can be recognised visually.
Figure 4.3: Comparison of the class-conditional mean response in the two
groups of recorded data for subject S1. The top graph shows the average
response on stimuli from both sequences, recorded in the Cz electrode. The
rows below give the scalp plots for the mean response feature values and the p-
value of a two-sided t-test, testing for significant differences between the feature
values recorded in sequence 1 and sequence 2.
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Below the graph, we examine the mean responses in scalp maps.
Each scalp map corresponds to one of the indicated time intervals. It
illustrates the distribution of the recorded electric potential over the
scalp, averaged over this interval. The dots in the map correspond to
the different EEG channel locations. In this way, a row of six scalp
maps can present the complete feature vector. The top three rows be-
low the graph describe the grand average target response. The bottom
three rows show the average non-target response. For each class, the
top row shows the average response in sequence type 1. The middle
row shows the average response in sequence type 2. The bottom row
illustrates the p-value of a two-sided t-test for each feature, testing
for significant differences between the two sequence types. Visual ex-
amination of the maps in rows 1, 2, 4 and 5 again indicates only small
differences between the average responses recorded in each sequence
type. For most features there is no significant difference between the
two groups of data. The fifth row shows some difference in the non-
target response during the [120-200] ms interval. Nevertheless, as we
will see further, the LLP method was able to estimate these class-
conditional mean feature values accurately.
AUC and symbol selection accuracy
Figure 4.4 shows the online evolution of the AUC during the spelling
session. Subjects S6 and S10, respectively, obtain the highest and
lowest AUC at the end of the spelling block. For this reason, these
subjects are chosen as example cases.
The LLP method is compared to a standard supervised LSR clas-
sifier. For each subject and each spelling block, the first N ∈ [5, 10]
trials and the corresponding label information are used to train the
supervised classifier. This classifier is then applied on the remaining
trials in a simulation that mimics the original experiment. In con-
trast to the LLP method, the supervised classifier does not update its
parameters when new data is observed. In Figure 4.4, the supervised
AUC is not reported for the first N trials that are used for training.
This illustrates what would happen in a real supervised experiment
where the user has to spell N symbols in a calibration procedure be-
fore actually spelling his/her own desired symbols.
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Figure 4.4: Evolution of the AUC during the online spelling
experiment with the LLP method. The performance is com-
pared to an oﬄine simulation with a supervised LSR classifier
trained on the first N ∈ [5, 10] trials. (a) AUC for the first block
recorded in subject S6. (b) AUC for the first block recorded in
subject S10. (c) Grand average over the 13 subjects and their
3 recorded blocks.
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Figure 4.5: Evolution of the symbol accuracy during online
spelling with the LLP method and the post-hoc re-evaluation
of the finally obtained decoder on all trials. (a) Symbol accuracy
per sub-block of 10 symbols spelled by subject S6 in the first
spelling block. (b) Same result for subject S10. (c) Grand
average over the 13 subjects and their 3 recorded blocks.
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The figure shows that the LLP method starts at a relatively high
AUC and gradually increases in performance when more data is col-
lected. Figure 4.4(a) and (b) illustrate the diversity of the perfor-
mance achieved by different subjects. The AUC obtained with the
LLP method approaches the performance of a supervised classifier
as more data is collected. This confirms that the LLP decoder has
the guarantee to converge to the supervised solution. Furthermore,
the average AUC obtained by the supervised classifiers shows a slight
decrease when more symbols are spelled. As explained before, this
may be due to non-stationarity effects in the recorded EEG. In con-
trast, the LLP method re-estimates its parameters when new data is
recorded and as such is capable of adapting to small changes.
In Figure 4.5, the symbol spelling accuracy is reported per sub-
block of 10 trials. For example, a reported value of 70 % indicates
that in 7 out of those 10 consecutive trials the symbol was selected
correctly at the end of the trial. At the end of the spelling session,
the decoder is re-evaluated on all recorded trials. The ‘post hoc’ line
in Figure 4.5 reports this respelled accuracy for every sub-block of 10
trials. It does not represent an online evolution of performance, but
shows how the trained classifier is capable of correcting the selections
it made in the past.
Similar to the AUC, the online symbol selection accuracy obtained
with LLP gradually increases with the amount of data collected. Fig-
ure 4.5(a) and (b) again illustrate the diversity in the recorded sub-
jects. On average, the post hoc result in Figure 4.5(c) demonstrates
a nearly perfect symbol selection. The sentence obtained at the end
of the spelling session is very close to the predefined sentence.
Evaluation of the estimated mean response
Figure 4.6 demonstrates the estimation of the class-conditional mean
response with LLP. The first spelling block by subject S1 is taken
as example case. The top graph in this figure illustrates the average
recorded response on target and non-target stimuli. Coloured areas
indicate the six time intervals in which the amplitude is averaged to
obtain the features for each individual response. The different rows of
scalp maps illustrate how the estimation with the LLP method con-
Figure 4.6: Evaluation of the mean response estimation for subject S1. The
top graph shows the average target and non-target response. The blue and
yellow shaded areas indicate the intervals in which the amplitude is averaged to
obtain the six features per channel. The rows below give the scalp plots for the
target response as estimated by the LLP method for an increasing amount of
available data. The last row illustrates the supervised estimation.
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verges to the supervised estimation as more data is collected. The
AUC obtained during the spelling experiment with each estimation
is indicated in the parentheses. Note that this AUC value also de-
pends on the estimation of the non-target response and the pooled
covariance matrix, not shown here. The supervised estimation of the
means was obtained with the complete dataset for subject S1 and the
corresponding labels.
4.4 Comparing LLP to EM-based decod-
ing
In this final section, the new self-learning decoder with LLP is com-
pared to the EM-based unsupervised decoder from Kindermans et al.
(2012). The EM method is applied in an oﬄine resimulation of the
experiment described in Section 4.3.1. The stimulus responses are
processed sequentially in the order they were observed. The data
processing and feature extraction is the same as in the original exper-
iment. At the end of each trial, the EM-based decoder is updated with
the extended dataset and its classification performance is assessed in
the same way as the LLP method was evaluated online.
The parameters of the EM algorithm are chosen in accordance
with the original work by Kindermans et al. (2014b), explained in Sec-
tion 2.3.2. Five classifier pairs are randomly initialised and updated
in parallel. The precision on the prior of w is initialised to α = 100
and limited to a maximum value of α = 200 to avoid over-fitting.
Figure 4.7 compares the AUC obtained with the EM-method to
that of the LLP method. Figure 4.7(a) and Figure 4.7(b) show the
result for the first spelling block of respectively subject S6 and subject
S10. The thin blue lines in these figures illustrate the AUC obtained
by the ten randomly initialised EM decoders individually. Some of
them fall back on the same solution. The figure demonstrates that the
performance of the EM decoder strongly depends on the initialisation
of the parameters. The LLP method does not depend on any random
initialisation and therefore shows a robust performance level.
As explained in Chapter 2, the variability in the performance of
Figure 4.7: Online AUC obtained with the LLP method com-
pared to the EM-based decoder in a resimulation of the online
experiment. (a) AUC obtained by subject S6 in the first spelling
block. Thin blue solid lines show the AUC obtained by the differ-
ent EM decoders, randomly initialised and updated in parallel.
The thick blue line shows the result obtained by the EM decoder
selected at the end of each trial. (b) Result for subject S11 (c)
Grand median AUC over all subjects and spelling blocks. The
coloured area denotes the 10-90 percentile interval.
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the EM decoder is tackled by initialising and updating several EM
classifiers in parallel. At the end of each trial, the classifier with the
highest data likelihood is selected to report the classifier performance.
In addition, in each pair the weight vector of the classifier with the
lowest data likelihood is reinitialised to −w, with w the weight vector
of the one with the highest data likelihood. The thick blue lines in
Figure 4.7 show the AUC that is obtained when this trick is used
on the five pairs of randomly initialised decoders. The probability
of finding a good classification is clearly increased. Nevertheless, the
figure shows that the selection of the best classifier based on its data
likelihood is not optimal. Besides that, updating multiple classifiers
increases the computation time at the end of each trial and as such
slows down the spelling procedure.
The LLP and EM method clearly show complementary behaviour
during the warm-up period. The LLP method starts with a relatively
high AUC and improves slowly, whereas the EM-method achieves ini-
tially a lower AUC but improves faster to very high levels.
Figure 4.7(c) shows the grand average result over the 13 subjects
and their three spelling blocks obtained with the LLP method and
the (multi-decoder) EM method. The shaded area illustrates the 10-
90 percentile interval of the result obtained over these subjects. The
variance in performance over the different subjects and spelling blocks
is significantly lower in LLP compared to EM. For example, at the
eighth symbol, the 10-90 percentile interval of the AUC is [0.76, 0.92]
for LLP. For the EM decoder this interval is [0.52, 0.99], illustrat-
ing that some subjects achieve near perfect scoring while others still
perform at chance level. This illustrates once again that, even with
the trick of initialising multiple classifiers, the performance obtained
with EM is less reliable. In conclusion, the LLP-based decoder is very
reliable but learns slower compared to the EM-based decoder.
4.5 Conclusion
In this chapter we described learning from label proportions as a
method to reliably estimate the class-conditional mean response with-
out labelled data. We presented the theoretical framework for this
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method and showed that the estimated means are guaranteed to con-
verge to the supervised estimate. We demonstrated its applicability
in the ERP speller system and used the stimulus presentation para-
digm proposed in the previous chapter to tune the speller application
to the requirements of this decoder.
An online experiment with 13 subjects showed the reliable and
effective spelling performance obtained with the LLP decoder. We
compared it to the EM-based and supervised decoders in an oﬄine
resimulation of this experiment, which demonstrated the complemen-
tary behaviour of the two unsupervised methods. While LLP is guar-
anteed to converge to the supervised solution, convergence is rather
slow. On average, EM obtains a higher performance, but the result
is highly variable between subjects and strongly depends on the pa-
rameter initialisation. The high reliability of the LLP method comes
at the cost of a slower learning performance. We end up with two
self-learning decoders with complementary characteristics. This ob-
servation will be used in the next chapter where the benefits of EM
and LLP will be combined to obtain a decoder that is both effective
and reliable at the same time.

5
Improving zero-training BCI
by mixing model estimators
In Chapter 1 we stated that a BCI is required to be effective, efficient,
reliable and easy to use. To achieve this goal we proposed a new design
approach in which the different components of the BCI are co-adapted
to each other. The symbiotic design for ERP-BCI started in Chap-
ter 3, where we proposed a tunable stimulus presentation paradigm.
The paradigm was used to examine the interaction between the appli-
cation and a self-learning decoder, which tunes its parameters during
actual use of the BCI. We used the first truly calibrationless decoder
for ERP-BCI from Kindermans et al. (2012). The online experiment
demonstrated the remarkable performance obtained with this unsu-
pervised classifier. Nevertheless, due to the random initialisation of
its parameters and their tuning with the EM algorithm, this decoder
does not have the theoretical guarantee to find a correct classification
of stimulus responses. For this reason, the EM-based self-learning
decoder is not reliable.
We used our flexible paradigm in Chapter 4 to apply learning
from label proportions in ERP-BCI. This method is capable of esti-
mating the decoder’s parameters reliably without labelled calibration
data. In contrast to the EM-based decoder, the LLP-based classifier
is guaranteed to converge to the supervised solution when more data
is collected (Hübner et al., 2017). Nevertheless, the resulting high
reliability comes at the cost of a slower learning process compared
to EM. The two self-learning decoders clearly show complementary
strengths and weaknesses.
In this chapter, I will propose a method to optimally combine
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the LLP and EM decoding methods in a theoretical way. By letting
each method’s strengths compensate for the weaknesses of the other,
we intend to obtain a self-learning decoder that is both reliable and
effective. The proposed method is inspired by the shrinkage approach
for regularisation of supervised models (Höhne et al., 2016) and the
mixing of parametric and non-parametric statistical estimators (Olkin
and Spiegelman, 1987).
In the next section, we focus on the estimation of the mean ERP
response and compare the unsupervised LLP and EM methods theo-
retically. Afterwards we propose the new estimator as a mixture of the
existing estimators and present an analytical formula to compute the
optimal mixing coefficient. Then, the mixture method is compared to
LLP and EM in an extensive oﬄine simulation of an experiment with
the visual ERP speller. Finally, the comparison is augmented with
a true online experiment, conducted at the University of Freiburg in
collaboration with David Hübner and Michael Tangermann.
5.1 Estimation of the mean ERP response
In Chapter 2 we introduced least squares regression (LSR) as a method
for classification. The LSR classifier assumes that there exists a one-
dimensional projection of the features that is normally distributed
with a class-conditional mean and shared variance. As the features
derived from EEG closely follow the normality assumption (Blankertz
et al., 2011), this simple technique has been widely applied and was
shown to be competitive with more complex methods for the classifi-
cation of neural control signals (Lotte et al., 2007; Müller et al., 2008;
Blankertz et al., 2011; Kindermans et al., 2011). We explained that
the optimal LSR projection vector w is obtained with the following
formula:
w = (XTX + λI)−1(XT t)
In addition, we demonstrated that the linear discriminant analysis
(LDA) classifier is a specific case of LSR that is obtained when the
data is centred and the class labels rescaled to y ∈ {N/N+,−N/N−},
with N+ and N− the number of samples in each class. Substituting
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these assumptions in the formula for the LSR weight vector yields the
LDA solution:
w∗ =
(
XTX + λI
)−1 N
N+
N+∑
i+=1
xi+ −
N
N−
N−∑
i−=1
xi−

= Σ−1reg
(
µ+ − µ−
)
where xi+ and xi− denote the samples in each class, µ+ and µ−
are the class-conditional mean feature vectors and Σreg is the shrunk
pooled covariance matrix of the data.
Training this classifier reduces to estimating the class-conditional
mean feature vectors and covariance structure. In supervised LSR
these parameters are set to sample estimates on a labelled dataset,
e.g. recorded during a calibration session. As the formula above shows,
the labels are required to separate the data and compute the class-
conditional means. We have described two alternative methods for
ERP-BCI that estimate the mean target response µ+ and non-target
response µ− without label information. In this way, the calibration
session can be avoided for ERP-BCI.
First of all, we detailed the unsupervised decoding method by Kin-
dermans et al. (2012, 2014b) in Chapter 2. It uses a pseudo-generative
model to describe the ERP application and applies the EM algorithm
to find a maximum likelihood estimate (MLE) for the weight vector
w. The vector is initialised randomly with a multivariate normal dis-
tribution N (0, I) and updated during the subsequent expectation and
maximisation steps at the end of each trial. The update equation for
w at the end of a trial was presented in Chapter 2 and is repeated
here:
wˆ =
∑
c
p(c|X,w, β)
(
XTX + α
β
I
)−1
XTy(c)
This update equation was interpreted as a weighted sum of regularised
LSR classifiers, one for each possible assignation of the vector c that
contains the predicted target symbols for all observed trials. The
weight of each classifier is the likelihood of c, given the observed data
and the current estimate for w.
With centred data and rescaled labels, this equation can again be
rewritten to make the estimates of the class-conditional means clearly
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visible. The complete derivation is given in Appendix B. The resulting
update equations for µ+, µ− and w at the end of a trial are:
µˆ+ =
1
N+
∑
t,i
∑
ct∈it
p(ct |Xt,w, β)
xt,i
µˆ− =
1
N−
∑
t,i
∑
ct /∈it
p(ct |Xt,w, β)
xt,i
Σˆ = X
TX
N
wˆ = (Σˆ + λI)−1
(
µˆ+ − µˆ−
)
where λ replaces the ratio α/β as regularisation constant and Σˆ is the
estimate of the pooled covariance matrix. The index t iterates over all
recorded trials and i over the stimuli recorded in that trial. The means
are estimated as a weighted sum of the responses xt,i recorded in all
trials observed so far. The weight given to a response in the estimate
of µˆ+ is the probability that this response is target according to the
current classifier. This procedure of maximising the expected data
likelihood makes the classifier performance highly dependent on the
random initialisation of the parameters.
In addition, the LLP method was introduced in Chapter 4. It es-
timates the class-wise mean ERP responses by computing the sample
mean in two separate groups of data with different target/non-target
ratios and solving a linear system. The formulas obtained in Chap-
ter 4 are repeated here:
µˆ+ = φ1+
1
N1
∑
t,i∈S1
xt,i + φ2+
1
N2
∑
t,i∈S2
xt,i
µˆ− = φ1−
1
N1
∑
t,i∈S1
xt,i + φ2−
1
N2
∑
t,i∈S2
xt,i
Σˆ = X
TX
N
wˆ = (Σˆ + λI)−1
(
µˆ+ − µˆ−
)
.
In contrast to the EM-method, the class-wise mean estimates are
weighted sums with fixed coefficients that do not depend on any ran-
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dom initialisation of parameters.
Both unsupervised decoding methods use the same update equa-
tion for the classifier weight vector but have a different approach in
estimating the class-conditional mean ERP responses. In the previous
chapter it was shown that this results in complementary classification
performance during an experiment with the visual ERP speller. While
EM has the potential to learn very fast, it is less robust than LLP. On
the other hand, the reliable LLP decoder learns slower and is therefore
less effective compared to a well-initialised EM decoder.
5.2 Mixing estimations of the mean re-
sponse
We propose a method to combine two unsupervised estimators for
the class-conditional means in a theoretical way. The new estimator
is proposed as a mixture of estimators:
µˆ(γ) = (1− γ)µˆA + γµˆB
were µˆ denotes the new estimator of the mean target or non-target
response, µˆA and µˆB denote existing estimators and γ is the mix-
ing coefficient. This method is generally applicable to any mixture
of two mean estimation methods. The method will be evaluated in
Section 5.3 for the mixture of the EM estimator µˆA = µˆEM and the
LLP estimator µˆB = µˆLLP . Our final goal is to obtain a new esti-
mator for the class-conditional mean response that is as effective as a
well-initialised EM decoder and as reliable as a LLP decoder.
5.2.1 Optimal mixing coefficient
Inspired by the concept of mean shrinkage for supervised classifica-
tion (Höhne et al., 2016), the optimal mixing coefficient γ∗ is obtained
as the value that minimises the expected mean squared error between
the estimator value µˆ and the unknown true parameter value µ:
γ∗ = arg min
γ
E
[
‖µ− µˆ(γ)‖2
]
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The mathematical derivation can be found in Appendix B. The result
is:
γ∗ = 12
(∑
d V ar [µˆA,d]−
∑
d V ar [µˆB,d]
‖µˆA − µˆB‖2
+ 1
)
(5.1)
Here, V ar [µˆA,d] denotes the variance on the estimation of the dth
component of µ by estimator A. Because the LLP method has closed-
form expressions for the mean response estimation, the variance on
this estimator can be extracted directly from the variance on the data.
In contrast, there is no closed-form expression for the maximum likeli-
hood estimation calculated with EM. Nevertheless, under the regular-
ity conditions of the likelihood function L (µ |X) (DuMouchel, 1973),
which are met, the MLE approaches a normal distribution when more
data is obtained:
µˆEM ∼ N
(
µ, {I(µ)}−1
)
The variance can be derived from the Fisher information matrix I(µ)
of the parameter µ. Details about the derivation of these estimator
variances can be found in Appendix B. Once the variance on both
estimators is calculated, the optimal value of the mixing coefficient is
obtained with Equation 5.1.
5.2.2 Mean shrinkage
It is expected that the mixture of the EM estimator with any constant
vector will improve the robustness of the decoder. This could raise
questions about the true added value of LLP in the mixed estimator.
To demonstrate the added value of the information embedded in the
LLP estimator, we will compare the mixture of EM and LLP with a
mixture of EM and a random but constant vectorm. As the constant
vector has no variance, the mixing coefficient will be computed using
the formula proposed by James and Stein (1961):
γ =
∑
d V ar [µˆEM,d]
‖µˆEM −m‖2
where, in contrast to the original method by James and Stein (1961),
V ar [µˆEM,d] is an approximation of the expected variance on the es-
timator instead of a sample statistic based on calibration data (see
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Appendix B). The vector m will be drawn randomly from a multi-
variate normal distribution with zero mean and identity covariance
matrix. This comparison will illustrate the complementarity of the
information in the LLP and EM estimators.
5.3 Offline evaluation
In this section, we evaluate the mixing method with a simulation of an
online spelling experiment. Its performance is compared to the EM
and LLP methods in terms of AUC and symbol selection accuracy.
First we will explain how the simulation of the spelling procedure
mimics the online experiment as closely as possible. Afterwards, we
will discuss the simulation results.
5.3.1 Experimental setup
Data collection
We resimulate the online experiment presented in Chapter 4. The
preprocessing of the recorded data was described in Section 4.3.1 and
repeated here for the reader’s convenience. The data is band-pass
filtered between 0.5 and 8 Hz with a third order Chebyshev Type
II filter and downsampled to 100 Hz. The ERP response signal is
taken in the [-200 700] ms interval around the stimulus event and the
average amplitude in the [-200 0] ms interval is subtracted as a baseline
reference. In contrast to the original online experiment, the response
EEG is averaged in each consecutive interval of 100 ms, to obtain 9
features per channel or a total of 279 features per ERP response.
Simulation of the online spelling procedure
To simulate an online experiment, the stimulus responses are pro-
cessed sequentially. At the end of each trial, the newly observed set
of 68 ERP signals is added to the total set of collected data. This
extended dataset is centred to zero mean and whitened (features are
decorrelated and have unit variance) to avoid high-variant features to
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dominate the computation of the mixing coefficient γ. Next, the clas-
sifier parameters are updated on this dataset and all the observed data
points are classified. The classifier output on the responses from the
new trial are aggregated to predict the target symbol. At that point
the simulation of the online experiment is paused and the knowledge of
the symbols in the predefined sentence is used to evaluate the current
classifier. This label information is only used for evaluation, not for
training. Consequently, the simulated spelling experiment is always
oblivious to label information.
The experiment is simulated for a LSR classifier with means esti-
mated by the LLP method, the EM method and the proposed mixing
of these two methods. As explained in Chapter 2, the high variability
in the performance obtained with EM is usually tackled by initialis-
ing and updating several EM decoders simultaneously (Kindermans
et al., 2014b). In the simulation presented here we use a pure EM
decoder with a single initialisation. The experiment is simulated 10
times to illustrate the performance achieved with different parameter
initialisations. In each run, the EM and mixed decoder are initialised
with the same randomly chosen parameter values.
Performance measures
Three measures are used to asses the performance of the decoder
during the simulation of the online experiment and in our subsequent
oﬄine analysis.
First of all, with AUC we measure the performance in classifying
single ERP responses. The classifier is updated at the end of each
trial and as such the classification of responses recorded in previous
trials can change. For this reason, the current quality of the classifier is
measured by computing the AUC on the total set of stimulus responses
that have been collected up to this point.
Second, as the final goal of the ERP speller is to spell symbols
with high accuracy, we also measure the percentage of symbols that is
spelled correctly. Although the continuously updated classifier is able
to correct the selection of previously spelled symbols, the user is most
concerned with the symbol that is selected at the end of the new trial.
For this reason, the symbol selection accuracy is reported as follows.
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In each consecutive sub-block of 10 trials we determine the percentage
of symbols that are spelled correctly at the end of their corresponding
trial. Consequently, a symbol accuracy of 70 % indicates that in the
sub-block of interest, 7 out of 10 symbols were selected correctly.
To compare the result obtained in the 10 runs with EM and the
mixing method, a Wilcoxon signed-rank test is used. This is a non-
parametric test to compare paired samples when the population can-
not be assumed to be normally distributed, as assessed by the Lil-
liefors test. The difference in AUC or symbol accuracy is considered
significant if the p-value resulting from this test is smaller than 0.05.
5.3.2 Results and discussion
Online evolution of the AUC
Figure 5.1 shows the evolution of the AUC obtained with LLP, EM
and the mixing method during the spelling of the 63 symbols sen-
tence. The number of spelled symbols is shown on the horizontal axis
to indicate the amount of recorded data. Subjects S8 and S9 are the
two subjects that needed respectively the most and least data before
the EM method achieved a higher AUC than LLP. For this reason,
these subjects were chosen as specific cases for illustration purposes.
Figure 5.1(a) shows the AUC for subject S8 during the first spelling
block. The result for EM and the mixture method (MIX) is the me-
dian over 10 different runs with randomly initialised classifier weights.
The coloured area between the 10 % and 90 % percentile illustrates
the variation on the result obtained with random parameter initiali-
sation. The p-value resulting from a Wilcoxon signed-rank test com-
paring EM with MIX is also given. The point were there is no more
variation in one of the methods is marked with an ×. The statistical
test is not applicable beyond this point. The thin black line shows the
threshold for statistical significance (p = 0.05). Figure 5.1(b) shows
the corresponding result for subject S9. Figure 5.1(c) shows the grand
average over all subjects, the three blocks recorded per subject and
the 10 different runs.
The figure confirms once again the complementary behaviour of
the EM and LLP methods. The difference in classification perfor-
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mance stems from the different mean estimation methods as the pooled
covariance is the same for all classifiers. It is clear from Figure 5.1(c)
that, on average, the LLP method gives a better estimate for lower
amounts of recorded data but improves only very slowly when more
data is collected. In contrast, EM gives better estimates than LLP
for higher amounts of data. This is in accordance with the results
demonstrated in the previous chapter and discussed by Hübner et al.
(2017). The blue shaded area in Figure 5.1(a) and Figure 5.1(b) shows
the variation in EM performance caused by different parameter ini-
tialisations. This variation only decreases as more data is collected.
In contrast, the LLP method does not depend on any random ini-
tialisation and does not show this kind of variation in classification
performance.
The average AUC achieved with the mixing method is higher com-
pared to EM and LLP. The dotted line in Figure 5.1(c) shows that
the difference with the EM method is statistically significant, as con-
firmed by the p-value of the Wilcoxon signed-rank test. The p-value
in this graph suddenly drops to zero when the result for the majority
of the subjects saturates. The saturation level is on average 0.97 for
EM and MIX.
The mixing method does more than a simple mutual compensa-
tion of the pros and cons found in the two standard methods. On
average, the AUC surpasses the best method from the third symbol
until saturation. This is a first sign that the information inherent to
the two standard estimators is complementary. The mixing method
combines this complementary information in a new estimator that is
better than any of the estimators it is made from.
In addition to the improved AUC, Figure 5.1(a) and Figure 5.1(b)
demonstrate another advantage of the mixing method. The variation
in performance is highly reduced compared to EM. Mixing the EM
estimator with LLP makes the classifier output far less dependent on
the random parameter initialisation compared to the standard EM
method. In previous work with the EM decoder, this dependency
was tackled by training several classifiers in parallel. The necessary
number of decoders is determined empirically and depends on the
subject. In Chapter 4 we explained that the selection of the best
speller with data likelihood is suboptimal and that the computation
Figure 5.1: AUC obtained during online spelling with the three
mean estimation methods. (a) AUC for the first block recorded
in subject S8. The result shown for EM and MIX is the median
over 10 runs with randomly initialised parameters. The area
between the 10 % and 90 % percentile is shaded. Per trial, the
p-value of a Wilcoxon signed-rank test compares the results of
EM and MIX. (b) Result for the first block recorded in subject
S9. (c) Grand average over the 13 subjects and their 3 recorded
blocks.
Figure 5.2: Evolution of the symbol accuracy per sub-block of
10 trials. (a) Symbol accuracy for the first block recorded in
subject S8. The result shown for EM and MIX is the median
over 10 runs with different parameter initialisations. The area
between the 10 % and 90 % percentile is shaded. Per trial,
the p-value of a Wilcoxon signed-rank test is given, comparing
the results of EM and MIX. (b) Same result for the first block
recorded in subject S9. (c) Grand average over the 13 subjects
and their 3 recorded blocks.
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time between the presentation of the last visual stimulus and the
feedback of the selected symbol is prolonged. With the mixing method
this is no longer necessary, which makes online application of our novel
self-learning decoder more efficient.
Online evolution of the symbol selection accuracy
Figure 5.2 displays the evolution in symbol selection accuracy, mea-
sured per sub-block of 10 trials. Again, the mixing method proves to
be superior to the two standard methods, on average as well as for
the two specific subjects illustrated. By mixing estimators, an average
symbol accuracy of 89.7 % is achieved in the second sub-block com-
pared to 79.2 % and 57.5 % for LLP and EM respectively. The result
is even more remarkable for subject S8. The two standard methods
give a very low symbol accuracy in the third sub-block (LLP: 20 %,
EM: 5 %) while the mixing method classifies 70 % of the symbols cor-
rectly. The lower variance on the results again illustrates the reduced
dependency on parameter initialisations compared to EM.
Evaluation of the estimated mean ERP
The actual mean estimation performance is shown in Figure 5.3 for
the specific example of subject S1. The true and estimated mean
target response after the spelling of the 27th symbol are presented
in scalp maps for the different estimation methods. The maps in the
top row demonstrate the supervised estimate, computed with label
information. The LLP estimate shows some resemblance with the
true mean but can clearly still improve. The EM estimate again shows
to be dependent on the initialisation. The estimate that resulted in
the lowest and highest AUC is given. Although LLP and the badly
initialised EM estimate are still far from the true mean response, the
mixing of these estimators is very close to the true mean as can be
seen in the fifth row scalp plots of Figure 5.3. This illustrates once
more the remarkable performance of our method.
Figure 5.3: Evaluation of the mean response estimation for subject S1 after
27 spelling trials. The top graph shows the averaged target and non-target
response as measured in the Cz electrode and the occipital electrodes. The blue
and yellow shaded areas indicate the intervals in which the amplitude is averaged
to obtain the scalp maps below. The first row illustrates the ground truth. Other
rows show the estimation of this target response with the unsupervised LLP, EM
and mixing method.
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Interpretation of the optimal mixing coefficient
Figure 5.4 shows the evolution of the optimal mixing coefficient for
both the mean target and non-target response estimation as a func-
tion of the number of symbols spelled. Recall that a γ value of 1
corresponds to pure LLP estimation while a value of 0 corresponds to
pure EM estimation.
As the two estimators behave differently when more data is col-
lected, we expect the mixing coefficient γ to change drastically during
the spelling procedure. As shown in Figure 5.4, the value of γ drops
quickly as more data is recorded. This confirms once more that mix-
ing with the LLP estimator is especially effective for very low amounts
of data, where the EM estimator performs badly. The figures show
nearly no variance over different parameter initialisations. This low
variation is also observed in the evolution of the AUC and spelling
accuracy discussed in the previous section.
One could expect the value of γ to converge to zero as a maxi-
mum likelihood estimate is known to have the least variance over all
unbiased estimators when an unlimited amount of data is available.
However, formula 5.1 shows that the value to which γ converges is
determined by how fast the difference in variance decreases compared
to how fast the norm of the estimator difference decreases. γ only
converges to zero when this norm decreases faster. It is clear from
Figure 5.4 that this is not the case. However, EM only optimises a
lower bound on the likelihood and does not optimise for maximum
likelihood directly. The fact that EM has the least variance only en-
sures that the convergence value will be lower than 0.5. Consequently
it is hard to interpret the evolution of the γ value as more data is
collected.
In Figure 5.5, the result obtained with a fixed value γ ∈ [0, 0.1,
0.2, 0.5, 0.7, 1] is shown. Again, γ = 0 coincides with the EM method
and γ = 1 with the LLP method. The figure shows that the pro-
posed formula indeed finds the best value for the mixing coefficient.
A value that is too low shows lower performance at the beginning
of the spelling procedure. On the contrary, a value that is higher
yields a lower AUC later in the spelling procedure. For the individual
subjects shown, the optimal mixing coefficient is slightly over- or un-
Figure 5.4: Evolution of the optimal mixing coefficient for the
estimation of the mean target and non-target response. A γ
value of 1 corresponds to pure LLP estimation while a value of
0 corresponds to pure EM estimation (a) Mixing coefficient for
the first block recorded in subject S8. The result shown is the
median over 10 runs with randomly initialised parameters. The
area between the 10 % and 90 % percentile is shaded but not
visible as there is almost no variation. (b) Result for subject S9.
(c) Grand average over all subjects and spelling blocks.
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Figure 5.5: Evolution of the AUC during onling spelling with
the mixing method. The result is shown for the mixing coef-
ficient γ ∈ [0(EM), 0.1, 0.2, 0.5, 0.7, 1(LLP )] and the mixing
coefficient as determined by the proposed formula. (a) The re-
sult for subject S8, median over 10 runs. (b) Same result for
subject S9. (c) Grand average over 13 subjects and 3 recorded
blocks.
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derestimated at the beginning of the spelling procedure. A potential
cause for this small error is the estimation of the variance on the EM
estimator, see Appendix B.
The added value of mixing with LLP
Figure 5.6 compares the evolution of the AUC for the mixture of the
EM method with LLP and the mixture of EM with a constant vector
m (FIX), sampled from the standard multivariate normal distribu-
tion. The p-value resulting from a Wilcoxon signed-rank test com-
paring MIX with FIX is also given. The point were there is no more
variation in one of the methods is marked with an ×. The statistical
test is not applicable beyond this point. The thin black line shows the
threshold for statistical significance (p = 0.05). This figure is used to
illustrate the added value of the LLP estimate in the mixing method.
Mixing the EM estimator with a random vector results in a slight
improvement for some subjects but this is significantly lower than
mixing with the LLP method as illustrated by the p-value reported in
Figure 5.6. This shows that the LLP and EM estimators are indeed
complementary in the information they provide about the class-wise
means.
Comparison with supervised LSR classification
We also perform a simulation with a supervised classifier. This clas-
sifier is trained on N ∈ [5, 10, 20, 30] trials of data. For each subject
and each of the three spelling blocks per subject, the first N trials
and their corresponding label information are used to train the su-
pervised classifier. This classifier is then applied to the remaining
trials of the spelling block. The supervised classifiers are compared to
the unsupervised mixing method in terms of AUC (Figure 5.7) and
symbol selection accuracy (Figure 5.8). The supervised classification
performance is not reported for the first N trials that are used for
training. This represents the effect of a true calibration procedure in
which the user is required to follow the spelling procedure without the
capability of actually spelling the symbols he/she desires.
The AUC of a supervised LSR classifier is compared to the mixture
method in Figure 5.7. From the figure it is clear that we have included
Figure 5.6: AUC during online spelling with the EM method
and mixture of EM with LLP (MIX) and a random constant
vector (FIX). (a) AUC for the first block recorded in subject
S8. The result shown is the median over 10 runs with randomly
initialised parameters. The area between the 10 % and 90 %
percentile is shaded. Per trial, the p-value of a Wilcoxon signed-
rank test is given, comparing the results of MIX and FIX. (b)
Result for subject S9. (c) Grand average over all subjects and
spelling blocks.
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Figure 5.7: Evolution of the AUC during simulated online
spelling with the mixing method and a supervised LSR clas-
sifier trained on the first N trials of data, N = [5, 10, 20, 30].
(a) AUC for the first block recorded in subject S8. The result
shown for MIX is the median over 10 runs. (b) Same result for
the first block recorded in subject S9. (c) Grand average over
the 13 subjects and their 3 recorded blocks. The scale on the
vertical axis is altered for better visual inspection.
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Figure 5.8: Evolution of the symbol accuracy during simulated
online spelling with the mixing method and a supervised LSR
classifier trained on the first N trials of data, N = [5, 10, 20, 30].
(a) symbol accuracy for the first block recorded in subject S8.
The result shown for MIX is the median over 10 runs. (b)
Same result for the first block recorded in subject S9. (c) Grand
average over the 13 subjects and their 3 recorded blocks. The
scale on the vertical axis is altered for better visual inspection.
Note that for N=5 the supervised symbol accuracy is tested on
the last 5 symbols in the first sub-block.
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good, as well as bad subjects. For subject S9, training the classifier on
10 symbol spelling trials suffices to obtain an accuracy similar to the
one of the unsupervised classifier. For the low-performing subject S8,
data worth 30 symbols is required to make the supervised classifier
perform as well as the unsupervised classifier. Remark again that the
unsupervised mixing method achieves these results without using any
label information and that using the unsupervised approaches, it is
possible to productively use the BCI, which is not the case during a
calibration session.
On average, the AUC curve obtained with the unsupervised mix-
ing method is close to a convex hull around the curves produced by
the supervised classifiers. This means that, with our mixing method,
the online observed unlabelled data is almost as valuable as labelled
calibration data. Furthermore, a slight decrease can be noticed in
the AUC of the supervised classifiers as more symbols are spelled.
This may be due to non-stationarity effects in the recorded EEG,
e.g. when background activity changes or when the elicited ERP re-
sponse changes over time (Shenoy et al., 2006; Von Bünau et al.,
2009). The unsupervised classifier that is continuously updated with
newly recorded data adapts to these changes. On the contrary, the
supervised classifier is trained on a calibration set of data and does
not adapt during the experiment. The same conclusions can be drawn
from the symbol selection accuracy reported in Figure 5.8.
5.3.3 Summary
We have presented the results of a simulation that mimics an on-
line spelling procedure as close as possible. While the actual online
experiment can only be performed with one type of classification ap-
proach, the simulation allowed us to compare three approaches on the
same data. Having used data of 13 subjects, we were able to estimate
mean performances reliably and thus compare our novel classification
approach with the existing ones. We found that the proposed the-
oretical method of mixing the LLP and EM estimation of the class-
conditional mean ERP response yields an improved estimator that
adopts the benefits of both methods. A classifier using this new es-
timator was found to decode more effectively in terms of AUC and
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symbol selection. Besides that, the new classifier shows less variance
on the results and as such is also more reliable compared to EM.
5.4 Online evaluation
In this final section, the mixing method is validated in an online set-
ting. This experiment was conducted at the University of Freiburg in
collaboration with David Hübner and Michael Tangermann. The goal
of this study is to prove that our novel method is truly applicable in
a practical BCI spelling system. It is compared to the original LLP
and EM method for decoding stimulus responses.
As described in Chapter 2, the original EM-based decoding method
as proposed by (Kindermans et al., 2012, 2014b) uses the following
two techniques to improve decoding performance. First of all, the
shrinkage coefficient of the pooled covariance is not calculated with
the analytical formula by Ledoit and Wolf (2004) but estimated dur-
ing the EM iterations. Second, the original EM method uses five pairs
of classifiers that are updated in parallel (Kindermans et al., 2014b).
The classifier with the highest data likelihood selects the target sym-
bol. These modifications are applied in the current experiment to
compare the mixing method to the original EM method. For the
mixing method, only one randomly initialised classifier is used as the
simulations showed that the new method does not need this trick for
reliable decoding.
5.4.1 Experimental setup
The experiment is very similar to the one described in Chapter 4.
Six healthy subjects (3 male, 3 female), aged between 22 and 31, were
asked to spell the following sentence of 35 symbols: "franzy jagt im
taxi durch freiburg ". The spelling procedure was repeated for the
three classification methods: LLP, EM and the mixing method. To
reduce order effects, the 6 subjects used the three classifiers in different
orders. Each possible order was used by one subject. The spelling
procedure, EEG recording and feature extraction were the same as
explained in Chapter 4. The EEG study was approved by the Ethics
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Committee of the University Medical Center Freiburg. Subjects gave
written informed consent prior to the beginning of the experiment.
5.4.2 Results and discussion
Figure 5.9 shows the evolution of the three unsupervised decoders
during the spelling procedure. As each decoding method is used only
once per subject, there is no variance over different initialisations to
be reported as was done in the oﬄine analysis. The results confirm
the conclusions from the oﬄine simulated experiment. The mixing
method outperforms the LLP and EM method both in terms of AUC
and symbol selection accuracy.
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Figure 5.9: Performance of the three unsupervised classifica-
tion methods during an online spelling procedure. (a) AUC.
(b) symbol accuracy per sub-block of five trials. Results are
averaged over the 6 subjects.
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There is one important performance metric that we have not dis-
cussed for our new self-learning decoder: the speed of spelling. As the
paradigm is adapted to the requirements of the LLP-based decoder,
it is interesting to examine how this affects the speed of spelling. In
Chapter 3, the spelling speed was assessed for the original RC, CB
and SP (n = 10) paradigms as the number of symbols correctly re-
spelled per minute (CSM). In the current experiment, a CSM of 2.4
symbols per minute is obtained on average. This result is not directly
comparable to the CSM obtained in Chapter 3 due to the difference in
experimental setup, stimulus onset asynchrony and subjects between
both experiments. Nevertheless, it should be noticed that the inter-
leaved paradigm potentially influences the speed that can be obtained.
First of all, the interleaved paradigm has an iteration length n = 34
with r = 8 target stimuli per iteration, resulting in a target/non-
target ratio of 0.235. This is higher than the 0.2 target/non-target
ratio obtained with SP. Hence, with the interleaved paradigm, less
stimuli need to be presented in order to record the same number
of target responses compared to the original SP, RC and CB para-
digms. However, when a dynamic stopping technique is employed to
speed up the spelling, the interleaved sequence can only be stopped
after every iteration of 34 stimuli. In contrast, the original SP para-
digm can be stopped at every 10 stimuli. This limits the maximum
speed of spelling that can be obtained with the interleaved paradigm.
The stopping resolution can be increased by interleaving sequences of
shorter lengths, e.g. a sequence with parameters (n = 12, r = 2) and
one with (n = 8, r = 3). In that case, there is less contrast in the
proportions of target stimuli between the two sequence types, which
in turn potentially reduces the accuracy of the LLP-based decoder.
Future work will determine the impact of these alternative paradigm
settings on the accuracy and spelling speed that can be obtained with
our mixture method.
5.5 Conclusion
In this chapter we proposed a method to combine the benefits of
different calibrationless decoding methods by mixing their estimations
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of the class-conditional means in a theoretical way. An analytical
formula was determined to calculate the optimal mixing coefficient.
The method was applied to the unsupervised classification methods
based on EM and LLP for ERP-based BCI.
We have conducted a simulation of an online experiment with 13
subjects to compare the basic LLP- and EM-based decoding to their
mixture when applied in a visual ERP speller. The mixing method
outperforms both basic methods in terms of AUC and symbol selection
accuracy. Furthermore, the results obtained with this novel decoder
vary less compared to EM and as such make the spelling performance
more reliable. Finally, we have performed an online experiment on six
subjects which confirmed these results.
This concludes our symbiotic design of the ERP-speller. The un-
supervised decoder learns from scratch and tunes its parameters to
the recorded brain activity, thereby avoiding tedious calibration ses-
sions. It combines the effectiveness of the EM-based decoder with the
reliability of the LLP-based decoding method. For that purpose, the
application was tuned to the requirements of the decoder by means of
our flexible paradigm. The obtained BCI system is effective, efficient,
reliable and easy to use.
6
Automated diagnosis of
temporal lobe epilepsy
In previous chapters we successfully applied machine learning to de-
code information from recorded brain activity in ERP-based BCI. By
classifying the response on external stimuli as target or non-target,
we were able to infer the user’s intention. We faced several challenges
in this classification task. The data that was available to tune the
classifier was scarce, noisy and had a high number of features.
In this chapter, we apply machine learning in a completely differ-
ent and relatively new type of BCI: an automated diagnosis system.
In collaboration with the University and Hospital of Geneva we de-
velop a tool that diagnoses subjects with temporal lobe epilepsy (TLE)
in a data-driven way. In addition, it determines if the epileptogenic
zone is located in the left or right hemisphere. While this is a com-
pletely different application of decoding brain activity, we face the
same challenges as before: the available data is scarce, noisy and has
a high dimensionality.
Mesial temporal lobe epilepsy (TLE) is the most common type of
epilepsy in adults that cannot be treated with anti-epileptic drugs.
These patients are candidates for surgery. In order to localise the
epileptogenic zone, EEG is recorded to identify the origin of patho-
logical activity such as seizures or interictal epileptiform discharges
(IED). However, in some patients, epileptic phenomena are infrequent
or completely absent in the recorded EEG. Furthermore, the long-
term EEG monitoring is very expensive and stressful for the patient.
Patients that are candidates for epilepsy surgery could benefit greatly
from a system that diagnoses and lateralises TLE from short scalp
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EEG recordings in the absence of visible pathological activity.
Epilepsy is increasingly recognised as a network disease (Laufs,
2012). The functional relationships between the activity in differ-
ent brain regions could help to better understand epileptic networks.
Directed functional connectivity estimates the information transfer
between brain regions and the directionality of it. Several studies
have shown that directed functional connectivity measures, based on
intracranial EEG, can help to identify the epileptogenic zone (Wilke
et al., 2009; van Mierlo et al., 2013, 2014). Furthermore, directed
functional connectivity applied to brain sources estimated from high-
density scalp EEG has revealed interictal network patterns concor-
dant with cognitive deficits in TLE (Coito et al., 2015) and significant
connectivity differences in TLE compared to healthy controls in the
absence of interictal spikes (Coito et al., 2016).
Machine learning algorithms have been used for automatic detec-
tion and localisation of the epileptogenic zone in TLE using a mul-
titude of imaging modalities (Focke et al., 2012; Kerr et al., 2013;
Cantor-Rivera et al., 2015; Chiang et al., 2015; Yang et al., 2015;
Kamiya et al., 2016). However, no study has attempted to automati-
cally diagnose and lateralise TLE using scalp EEG.
In this chapter, we present a diagnostic and lateralisation clas-
sification system for TLE in the absence of visible epileptic activity.
For that purpose we use EEG-derived directed functional connectivity
values. The next section describes how brain activity was recorded
and how the functional connectivity values were computed. We ex-
plain the random forest technique for classification and how it is used
to select the subset of connectivity values that contains relevant in-
formation. Finally, we present the results of our classification system
and compare them to previous studies using other imaging modalities.
6.1 Materials and methods
6.1.1 Participants
Our database included 20 LTLE patients, 20 RTLE patients and 35
healthy subjects. Patients were retrospectively selected from the high-
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density EEG database of the University Hospital of Geneva, Univer-
sity Hospital of Bern and Paracelsus Medical University in Salzburg
according to the following inclusion criteria: drug-resistant TLE, uni-
lateral anteromedial localisation of the epileptogenic zone confirmed
by good surgical outcome (Engel’s class I or II), intracranial EEG
or concordant presurgical evaluation methods and the existence of
at least a 10-15 minutes resting-state eyes-closed high-density EEG
recording (256 channels). All patients had interictal activity on long-
term EEG concordant with the diagnosis of unilateral TLE. Most of
them had extensive presurgical evaluation including ictal video-EEG,
PET, SPECT and electric source imaging. The patients’ dataset used
in this study was the same as reported in previous work by Coito et al.
(2016). The clinical details can be found in Appendix C.
All patients were evaluated in the epilepsy units of the respective
hospitals. The three local ethical committees approved this study.
Written informed consent was obtained from all participants.
6.1.2 Computation of directed functional con-
nectivity
EEG recording and preprocessing
Subjects underwent a resting-state eyes-closed recording using an EEG
system (Electrical Geodesics system) with 256 electrodes. The fa-
cial electrodes as well as the electrodes on the neck were removed
since those usually contain artefacts from facial muscle movements
and lower impedances. A total of 204 electrodes were used for further
analysis. The signals were filtered oﬄine between 1 and 100 Hz and
then downsampled to 250 Hz. The analysed signals and topographies
were visually inspected and bad channels were interpolated using the
3D splines method, as implemented in the freely available Cartool
software (Brunet et al., 2011). Sixty epochs of 1 second during wake-
fulness, free of artefacts and IEDs, were selected per subject.
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Electrical source imaging and selection of regions of in-
terest
The activity of brain sources during the selected EEG epochs was ob-
tained using electrical source imaging as explained in Chapter 1. The
forward model was constructed based on a simplified realistic head
model using each individual’s T1-weighted MRI with consideration of
skull thickness (locally spherical model with anatomical constraints,
LSMAC (Brunet et al., 2011; Birot et al., 2014)). Around 5000 so-
lution points were equally distributed in the grey matter. A linear
distributed inverse solution with biophysical constraints was used to
calculate 3D current source density (local auto-regressive averages,
LAURA (de Peralta Menendez et al., 2004)).
The grey matter was parcelled into 82 regions of interest (ROI)
based on the automated anatomical labelling digital atlas after nor-
malisation to the MNI space using the SPM8 software (Tzourio-Mazoyer
et al., 2002). The solution point closest to the centroid of each ROI
was considered representative for the source activity in this ROI. This
reduced the dimensionality of the solution space. In order to take the
time-varying three-dimensional orientation of the source dipoles into
account, as well as to obtain a scalar time-series from the 3D dipole
time-series, these were projected onto the predominant dipole direc-
tion of each ROI over all epochs (Coito et al., 2015; Plomp et al.,
2015). This procedure resulted in 82 time-series representing the ac-
tivity of each individual ROI during the 60 selected epochs.
Directed functional connectivity
Directed functional connectivity is commonly assessed using the con-
cept of Granger-causality. A signal is said to Granger-cause another
signal if the knowledge of the past of the former reduces the prediction
error of the present of the latter (Granger, 1969). One of the mul-
tivariate approaches to estimate brain connectivity in the frequency
domain using the concept of Granger-causality is partial directed co-
herence (PDC) (Baccalá and Sameshima, 2014). PDC estimates the
directional and direct interactions between all signals in a multivariate
process. It is computed using multivariate autoregressive models of an
appropriate order, which simultaneously model multiple time-series,
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in this case the source signals obtained in the 82 ROIs.
We used a multivariate autoregressive model of order 10, corre-
sponding to 40 ms of the signal, in concordance with previous studies
with similar epoch length and sampling frequency (Astolfi et al., 2008;
Coito et al., 2016). The model coefficients were computed using the
Nutall-Strand algorithm (Marple, 1987; Schlögl, 2006). We computed
the squared PDC normalised with respect to the inflows and then
scaled the results by weighting with the normalised spectral power of
the source region (weighted PDC, wPDC) (Astolfi et al., 2006; Plomp
et al., 2014). To obtain the spectral power we computed the fast
Fourier transform for each electrode, applied source imaging to the
real and imaginary part of the Fourier transform separately and then
combined them to avoid frequency doubling (Frei et al., 2001; Koenig
and Pascual-Marqui, 2009; Coito et al., 2015). The mean spectral
power was obtained for each patient and scaled (0-1, in the same way
as PDC) across ROIs and frequencies (1-40 Hz). In this way, we used
the spectral power of the signal to weigh the connectivity matrices
(Plomp et al., 2014). Given the 20 mm spatial accuracy of electri-
cal source imaging for localising interictal epileptic activity, the out-
flows seen in the amygdala, hippocampus and parahippocampal gyrus
should not be considered strictly independent but rather globally as
medial temporal lobe activity (Mégevand et al., 2014).
For each subject, we obtained a 3D connectivity matrix (82 regions
x 82 regions x frequency), which represents the outflow from one region
to another for each frequency. For further analysis, we reduced the
connectivity matrix to 3 frequency bands: theta (4-8 Hz), alpha (8-12
Hz) and beta (12-30 Hz), by calculating the mean connectivity value
in each band.
6.1.3 Feature selection and classification
Random forests for classification
Random forests (RF) (Breiman, 2001) is a machine learning technique
in which an ensemble of elementary classifiers is trained and its out-
puts aggregated to classify a new input sample. In RF, the ensemble is
composed of many classification or regression trees (Loh, 2011), each
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trained on a different bootstrap subset of the available samples. When
a new input is to be classified, each tree in the ensemble makes the
classification and the sample is assigned to the class that was chosen
by the majority of the trees.
The advantage of using RF as classification technique for computer-
aided diagnosis of neurological diseases is manifold. First, it is known
to manage classification problems with a low number of recorded in-
put samples and a high number of feature values per input. As such it
has been shown to outperform other classification techniques, such as
SVMs and logistic regression, for automated diagnosis (Khalilia et al.,
2011; Ozcift and Gulten, 2011). Secondly, the samples that do not ap-
pear in the bootstrap subset (called out-of-bag samples) can be used to
test the trees on unseen inputs without the need for extra samples in a
separate test set. This avoids the high cost of recording extra subjects
to test the system. Finally, the decision trees and their aggregation
by voting make the internal classification mechanism transparent and
easy to understand, which is important for integration of automated
diagnosis systems in clinical practice.
RF lends itself as an ideal technique for the selection of relevant
features. The performance of the forest on the out-of-bag subjects can
be used to compute an importance value to each feature, which incor-
porates the interaction between features. Importance values are used
in this study for the selection and interpretation of relevant features,
as explained further.
A downside of RF is that its performance is known to suffer from
class-imbalance in the dataset (Chen et al., 2004). This is the case in
our dataset where we have 40 TLE patients compared to 35 healthy
controls. We try to compensate for this limitation by using a slightly
adapted version of RF: balanced random forests. This classifier differs
from standard RF in the way that subsets containing an equal number
of subjects from both classes are used to train the decision trees. The
scikit-learn library (Pedregosa et al., 2011) was used to implement the
balanced RF classifier. Every forest contained 1000 trees. The size of
the random set of features from which splits were chosen was log2(M),
where M is the total number of features per subject.
All performance measures reported in this work are calculated in a
leave-one-out cross validation (LOOCV). In this procedure, each sub-
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ject is left out of the dataset once, while the others are used for feature
selection and classifier training. The classifier system is then tested
on the left out subject. In this way, the relationship between training
and validation data resembles the relationship between training and
test data in a true clinical setting (Saeb et al., 2017). The evaluation
illustrates the average performance on a new subject, unseen by the
system.
The system has three output classes: healthy subject, LTLE and
RTLE. Building a three-class classifier with RF is possible but far
more complex than building multiple two-class classifiers and com-
bining their results. Moreover, the natural clinical process requires
a system in which the subject is first diagnosed with TLE and then,
if applicable, the TLE is lateralised. Therefore, we build two sepa-
rate classifiers, one for diagnosis (TLE vs. healthy subjects) and one
for lateralisation (LTLE vs. RTLE). The two classifiers are applied
sequentially to obtain the final prediction.
Selection of relevant features
The calculation of the connectivity between every pair of regions in
the three frequency bands results in 20.172 features for each individual
subject. An optimal subset of these features needs to be selected in
order to avoid creating false decision rules when training the classifier
on the example data. As an example, consider the case where a certain
connection is slightly stronger for RTLE compared to LTLE patients
in the majority of our patients, but not for the whole population of
TLE patients. A classifier taking this contingency as a general rule for
lateralisation can perform poorly on new subjects. This issue of over-
fitting to example data was explained in Chapter 2. It becomes more
likely with decreasing number of subjects and increasing number of
features per subject (Guyon and Elisseeff, 2003; Mwangi et al., 2014).
To avoid over-fitting, we allow a maximum of one feature per ten
subjects, resulting in a maximum of seven features for diagnosis and
four features for lateralisation. This is more a rule of thumb than an
optimised decision.
First, the 82 regions are reduced to a set of 14 regions that have
shown differences between groups in a previous study (Coito et al.,
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2016) or are known to be involved in TLE: left and right hippocam-
pus (Hipp), amygdala (Amyg), parahippocampus (PHipp), anterior
cingulate cortex (ACC), posterior cingulate cortex (PCC), olfactory
cortex and medial temporal pole (TPMid). This leaves us with 588
features that are used to build a first RF classifier. Next, the feature
selection method specifically designed for RF by Genuer et al. (2010)
is used to further reduce the number of features. This method selects
features based on a measure of their importance for accurate classi-
fication. The importance of a feature f in the classifier is calculated
as the decrease in classification performance when the values of f are
randomly permuted in the dataset. As random permutation breaks
the link between the feature f and the class labels, this permutation
importance reflects how much classification power is lost when this
feature is taken out of the design of the system.
In contrast to the original feature selection method by Genuer
et al. (2010), we use the AUC instead of classification accuracy for the
evaluation of the classifiers and the computation of feature importance
values. As explained in Section 1.2.3, the AUC uses the assigned
probability that a subject belongs to a certain class rather than the
assigned class itself and as such is a more complete evaluation metric
for binary classifiers compared to the classification accuracy (Huang
and Ling, 2005).
Following the feature selection method proposed by Genuer et al.
(2010), features with an importance value close to zero are consid-
ered irrelevant and thus removed from the set. Further reduction is
obtained by removing redundant information. For that purpose, the
minimal subset of features that contains the maximum amount of dis-
criminant information is selected. The method considers the interac-
tion between features during this selection, which is important as the
relevance of an outflow may depend on which other outflows are con-
sidered as features. For interpretation of the feature selection result,
we calculate the actual interaction effect of a feature f1 on another
feature f2 as the decrease in permutation importance of f2 when f1 is
removed from the design (again by permuting its values). A positive
interaction indicates that the discriminative information in f2 is more
relevant when f1 is included in the design. Higher order interactions
(e.g. between three features) can also have an impact. However, with
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increasing order, more data is required to obtain a reasonably accu-
rate measure of interaction. The first order interaction is computed
here to illustrate the impact of feature interaction in general.
In each iteration of the LOOCV procedure, feature selection is
done for the diagnosis and lateralisation classifier individually. The
classifiers are then trained on the selected set of features and the
classification result is reported for the subject that is left out.
6.2 Results and discussion
6.2.1 EEG-based connectivity measures for di-
agnosis and lateralisation of TLE
Table 6.1 shows the different performance measures obtained with
the diagnosis and lateralisation classifiers. The positive class denotes
TLE in the case of diagnosis and LTLE in the lateralisation case.
The accuracy is the percentage of all subjects classified correctly. The
sensitivity is the fraction of positives identified as such while the speci-
ficity is the fraction of negatives classified correctly. Predictive values
are defined to be complementary. The positive predictive value is the
percentage of subjects classified as positives that are truly positive. It
illustrates how confident we can be about the classifier’s output. AUC
was defined before in Section 1.2.3. The diagnosis classifier achieves
an accuracy of 90.7 %, sensitivity of 95 %, specificity of 85.7 % and
AUC of 0.89. For lateralisation, the AUC is 0.911 and all other per-
formance measures 90 %.
Putting the two classifiers in sequence, Table 6.2 shows the con-
fusion matrix of this three-class classifier system in LOOCV. It illus-
trates how the subjects from a certain class are assigned to the three
classes by our system. Overall, our system classifies 85.3 % of the sub-
jects correctly. The accuracy in classifying LTLE, RTLE and healthy
controls was 80 %, 90 % and 85.7 % respectively.
This is the first study showing that functional connectivity using
EEG without visible scalp pathological activity can be used for auto-
mated diagnosis and lateralisation of TLE with high accuracy. This
Performance measure Diagnosis Lateralisation
Accuracy (%) 90.7 90.0
Sensitivity (%) 95.0 90.0
Specificity (%) 85.7 90.0
Positive Predictive Value (%) 88.4 90.0
Negative Predictive Value (%) 93.8 90.0
AUC 0.890 0.911
Table 6.1: Performance of the diagnosis and lateralisation clas-
sifiers separately.
Predicted
LTLE RTLE Control
A
ct
ua
l LTLE 16 2 2
RTLE 2 18 0
Control 0 5 30
Table 6.2: Confusion matrix for the three-class classification
system. Each row illustrates how the subjects from the cor-
responding class are classified by our two-step system. First,
subjects are diagnosed as TLE or healthy control by the diag-
nosis classifier. Next, those classified as TLE are subsequently
lateralised as LTLE or RTLE.
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could support TLE diagnosis in patients who do not show IEDs dur-
ing routine scalp EEG recording. Furthermore, it could constitute a
powerful lateralising clinical aid in patients who are candidates for
epilepsy surgery, especially in difficult cases where the currently used
presurgical evaluation methods are not concordant.
Previous studies have used structural MRI, diffusion tensor imag-
ing (DTI), functional MRI (fMRI) or PET for automated diagnosis
and lateralisation of TLE. In Table 6.3 we summarise the techniques,
selected features and main findings of these studies. In TLE patients
with hippocampus sclerosis (HS), SVMs were applied to T1-weighted
images and DTI (Focke et al., 2012). They achieved an accuracy of
100 % for lateralisation and an accuracy of 93 % with a three-way
SVM classifier (LTLE vs. RTLE vs. Controls). Excluding the contri-
bution of the hippocampus yielded a lateralisation accuracy of 92 %,
comparable to our results, but a lower diagnostic accuracy of 76 %. It
is noteworthy that the study solely included TLE patients with HS.
However, HS is present only in 65 % of surgical TLE population (Babb
et al., 1984). In our study, patients with other types of lesion or even
without detectable lesions were included, extending the use of our
classifier to a more general population of TLE in which diagnosis can
be more difficult. In a FDG-PET study, interictal metabolic changes
as input of the classifier (a multilayer perceptron), led to an accu-
racy of 76 % to simultaneously diagnose and lateralise TLE (Kerr
et al., 2013). A SVM applied to graph theory measures obtained from
DTI images, achieved an accuracy of 86.4 % and an AUC of 0.91
for lateralisation, but no results were reported for diagnosis (Kamiya
et al., 2016). Using features from the T1-weighted MR images, a di-
agnostic accuracy of 88.9 % was achieved with a linear SVM but no
lateralisation result was reported (Cantor-Rivera et al., 2015). Using
resting-state fMRI and functional connectivity graph measures, a lat-
eralisation classifier achieving 95.8 % was built on a rather small set
of subjects (14 LTLE and 10 RTLE patients) (Chiang et al., 2015).
In another study, fMRI-based functional connectivity values and net-
work metrics were used to lateralise TLE on a small cohort of patients
(7 LTLE and 5 RLTE) (Yang et al., 2015). A linear SVM for lateral-
isation gave an accuracy of 83.3 %.
In this work, we obtained comparable or higher accuracies, sensi-
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tivities and specificities than those reported in these previous studies
which used other imaging tools. Moreover, our results were obtained
using only one minute of artefact-free EEG, extracted from a 10- to 15
minutes recording, which is less time-consuming than other imaging
modalities. Due to the low cost and wide availability of EEG com-
pared with other modalities, EEG-based measures could be widely
implemented for diagnosis and lateralisation.
6.2.2 Main features for diagnosing and lateral-
ising TLE
The selected set of features slightly differs between LOOCV itera-
tions due to the intrinsic randomness of the procedure and the RF
technique. Table 6.4 and Table 6.5 show the most frequently oc-
curring subset of features, ranked according to their average impor-
tance value. For each feature, the p-value of a non-parametric Mann-
Whitney-Wilcoxon test is given, testing the null hypothesis that val-
ues are equally distributed in the two competing classes. The feature
with highest importance for diagnosis is the outflow from the right to
the left hippocampus. For lateralisation, the outflow from the right
anterior cingulate cortex to the right hippocampus has the highest
importance.
For the feature selection, although we preselect 14 regions based on
the previous study by Coito et al. (2016), the selection of connections
between these regions is done automatically, in a data-driven way and
independently from prior clinical knowledge. This allows us to identify
new potential biomarkers for diagnosis and lateralisation of TLE. We
remark that the pre-selection of regions also has the disadvantage of
missing potentially important regions for diagnosis and lateralisation.
The feature selection and classification system can be designed with
randomly selected regions in order to search for potential biomarkers.
This is however beyond the scope of the current study.
The results show that the outflow from the hippocampus and ante-
rior cingulate cortex are the best predictive features to automatically
diagnose and lateralise TLE. This is in accordance with previous work
on the connectivity pattern differences between LTLE, RTLE and
healthy controls (Coito et al., 2016). Indeed, the importance of the
Feature Importance (·10−2) p-value
θ Hipp-R → Hipp-L 5.29 0.276
α Hipp-L → ACC-R 5.23 0.004
β PCC-L → Amyg-R 5.07 0.005
α Hipp-L → TPMid-R 2.52 0.006
θ Hipp-R → Amyg-R 2.37 0.326
β ACC-R → TPMid-L 1.33 0.012
Table 6.4: Feature selection result for diagnosis. Selected fea-
tures are sorted from the most to the least important for clas-
sification.
Feature Importance (·10−2) p-value
α ACC-R → Hipp-R 9.28 0.068
θ Hipp-R → Hipp-L 7.58 0.394
θ TPMid-R → Amyg-R 7.08 0.091
Table 6.5: Feature selection result for lateralisation. Selected
features are sorted from the most to the least important for
classification.
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hippocampus and anterior cingulate cortex in TLE has been widely
recognised. The hippocampus has a pivotal role in the generation of
interictal and ictal activity in the majority of TLE cases. Accordingly,
many studies have reported reduced functional connectivity between
both hippocampi, hippocampus and amygdala, or hippocampus and
other regions of the default-mode network, namely the anterior and
posterior cingulate cortex (Laufs et al., 2007; Liao et al., 2010; Pereira
et al., 2010; Zhang et al., 2010; Pittau et al., 2012; Coito et al., 2016).
From a methodological perspective, there is converging evidence from
intracranial and scalp EEG recordings that medial temporal lobe ac-
tivity can be recorded with scalp EEG (Koessler et al., 2015; Nahum
et al., 2011). Anterior cingulate cortex functional connectivity has
also been shown to be decreased in TLE patients compared to healthy
controls (Stretton et al., 2014; Coito et al., 2016) and could be related
to frequent mood disorders in TLE, since the anterior cingulate cortex
is a key node in the emotional processing network (Bush et al., 2000).
6.2.3 Importance of feature interaction
Figure 6.1 shows the interaction between the selected features. For
diagnosis, the interaction between the outflow from the right to the left
hippocampus and the outflow from the left PCC to the right amygdala
were the most important. For lateralisation, the interaction between
the outflow from the right to the left hippocampus and the outflow
from the right ACC to the right hippocampus were most important.
Previous work used statistical tests to find features that had sig-
nificantly different values in subjects with LTLE, RTLE and healthy
subjects (Coito et al., 2016). However, these statistical analyses con-
sider features individually, while the relevance of a connectivity value
for classification depends also on which other connectivity values are
considered as features. The outflow from the right hippocampus to
the left hippocampus and right amygdala were not significantly differ-
ent for TLE compared with healthy controls, while they were among
the most important features for classification. As shown in Figure 6.1,
these two connectivity values strongly interact with other features in
the selection. Although no significant differences in region-to-region
directed functional connectivity were found between LTLE and RTLE,
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as also reported previously by (Coito et al., 2016), the combination of
these non-significant features seems to be sufficient for a good classi-
fication. Therefore, we show that classification algorithms that take
into account the interaction between features can outperform signifi-
cance tests between groups, which also allows us to find new biomark-
ers for diagnosis and lateralisation of TLE.
6.3 Conclusion
In this chapter we built an automated diagnosis and lateralisation
system for temporal lobe epilepsy using EEG-derived directed func-
tional connectivity and random forests classifiers. The high accuracy
achieved in this study for the automatic diagnosis of TLE based on
functional connectivity measures using EEG periods without patho-
logical activity shows that this approach could constitute a valuable
bedside aid for clinicians. Our classification results were comparable
to or better than earlier reported results using other imaging modal-
ities. We showed that the outflows from the hippocampus and an-
terior cingulate cortex are crucial features for the classifiers, in line
with previous work showing the importance of these regions in TLE.
The interaction between connectivity values are important for classi-
fication accuracy, even when connectivity values considered region by
region might not be significantly different between groups.
The automated diagnosis of TLE based on EEG periods without
IEDs has several important advantages: (1) resting-state EEG can be
recorded in less than one hour, overcoming long-term monitoring and
its related costs, (2) no IEDs or ictal activity are required, enabling the
use of this method in patients with low seizure and/or IEDs frequency,
(3) the features that result in the best classification provide insight
into the differences between the groups (controls, LTLE and RTLE)
and thus the mechanism of action of TLE.

7
Conclusions and future
perspectives
Since the inception of brain-computer interfaces in 1973 by Jacques
J. Vidal, the growing BCI community has made a remarkable effort
to integrate these systems in the daily life of those who could benefit
from them. All these endeavours have significantly pushed the field
forward but several issues remain, keeping BCI systems from being
applied widely. The underlying cause is that state of the art methods
still regard the different components of the BCI as separate entities.
Research is focussed on the improvement of either the application,
decoder or user and not on the system as a whole. This approach
limits the potential improvements that can be obtained.
In this thesis, I have developed a symbiotic design approach for
BCIs based on event-related potentials. The different components are
co-adapted to each other and as such obtain an overall improvement
in accuracy, efficiency and reliability of the BCI. For the translation
of brain activity to useful information I used machine learning tech-
niques. The benefits and challenges of using machine learning for
the decoding of brain activity were also shown for a relatively new
category of BCIs: computer-aided diagnosis systems. I have devel-
oped an automated, data-driven, system for accurate diagnosis and
lateralisation of temporal lobe epilepsy based on measurements of the
functional connectivity between different regions in the brain.
In this final chapter I outline the main conclusions resulting from
this work. Afterwards, I explain how these findings can contribute to
the future of BCI and can have an impact outside the BCI domain.
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7.1 Research conclusions
7.1.1 A tunable paradigm reveals the interac-
tion between application and decoder
A whole spectrum of stimulus presentation paradigms has been de-
veloped for ERP-BCI by the BCI community. Paradigms that lead
to faster spelling inevitably lead to a lower spelling accuracy and vice
versa. For this reason, a trade-off between speed and accuracy has to
be made when choosing the paradigm. The most suitable paradigm
depends on the subject’s preferences and the requirements of the de-
coder. Nevertheless, existing paradigms do not take this interaction
into account.
In order to make the paradigm tunable to the decoder and user, we
proposed a new stimulus presentation modality for which the iteration
length and relative frequency of target stimuli can be chosen freely.
An online experiment with 24 subjects compared this paradigm to the
basic paradigms in a self-learning ERP speller. The results showed
that, with the new paradigm, a higher number of correct symbols can
be spelled per minute.
Even more important was the oﬄine analysis of these results,
which revealed the underlying mechanism of interaction between the
speller application and the self-learning decoder. In the beginning of
the spelling, when data is scarce, the decoding accuracy is low and
highly dependent on the random initialisation of the decoder’s param-
eters. This makes the system very unreliable. We found that, during
this period, the balance between the number of recorded target and
non-target stimuli is more important for classification performance
than signal quality. Only when more data is recorded, the classifica-
tion performance quickly increases and the SNR of the data becomes
the most important aspect.
While these findings are interesting and can guide future paradigm
development, the importance of this contribution is that it enabled
us to develop the LLP-based self-learning BCI. The tunable para-
digm clears the path for an integrated design where the application is
adapted to the specific requirements of this decoder.
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7.1.2 Zero-training BCI with quality guarantees
Traditional BCI systems are calibrated with labelled data, recorded
during a separate calibration session. As this is tiresome for the user,
the BCI community has developed several methods to reduce or even
avoid these tedious sessions. For example, transfer learning methods
recycle data from previous sessions or users. Alternatively, adaptive
methods use a weakly calibrated decoder to classify ERP responses
online and use their own predictions to tune their parameters. Re-
cently, Kindermans et al. (2012) proposed the first truly self-learning
decoder. It starts with random parameter values and uses the expec-
tation maximisation algorithm to tune them during actual use of the
BCI. None of these methods has the theoretical guarantee to find a
good classification of stimulus responses. This makes the BCI with
reduced calibration unreliable.
We demonstrated the applicability of the learning from label pro-
portions concept to ERP-BCI. This method is capable of finding an
estimate of the class-conditional mean response feature vector that
is theoretically guaranteed to make the classifier converge to a tra-
ditional supervised classifier. The method requires the data to be
observed in separate groups for which the relative frequency of re-
sponses in each class is known. For that purpose, we used our tunable
paradigm.
We evaluated the spelling performance of the LLP method in an
online spelling experiment with 13 subjects. The results showed that
the LLP decoder successfully infers the user’s intention and converges
to the supervised performance when more data is collected. An oﬄine
resimulation of the experiment compared the results to the EM-based
unsupervised decoding method. LLP is stable and reliable but does
not obtain the same level of performance as a well-initialised EM
decoder. On the other hand, the EM-based decoder works well em-
pirically but the quality of the decoder demonstrates high variability,
since it depends strongly on the initialisation of its parameters. To
combine the strengths of both approaches, our third contribution is
the analytical mixing of LLP and EM.
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7.1.3 Mixing model estimators makes zero-training
reliable and effective
To obtain optimal performance we presented a method to combine the
aforementioned two approaches for unsupervised classification of ERP
responses. The LLP-based self-learning decoder demonstrated robust
classification performance. In contrast, the EM-based decoding for
ERP-BCI does not have this guarantee. However, while this decoder
has high variance due to random initialisation of its parameters, it
obtains a higher accuracy faster than LLP when the initialisation is
fortunate.
We demonstrated that both the EM and LLP-based unsupervised
decoders have a structure similar to LSR classifiers. The methods
differ in their estimation of the class-conditional mean, which leads
to their complementary learning behaviour during the spelling ses-
sion. We proposed a method to mix these two different estimators
and determined an analytical formula to calculate the optimal mixing
coefficient.
We compared the mixing method to the aforementioned methods
in a resimulation of an online experiment with 13 subjects. Our ex-
periments indicated that the analytical mixing makes the decoder as
robust as a pure LLP system, but thanks to the inclusion of the EM
component, it can achieve optimal performance. This paves the way
for a new generation of ERP spellers that can be used reliably with-
out calibration, but are also guaranteed to work well without frequent
supervised fine-tuning. Furthermore, since LLP gives us guarantees
and the mixing model can be seen as a regularisation towards the LLP
solution, this gives us the possibility to create new BCIs where the
online data, without explicit knowledge of the user’s intention, is as
valuable as labelled calibration data (Verhoeven et al., 2017).
7.1.4 Feature interaction indicates diagnosis in
TLE
Computer-aided diagnosis systems for brain diseases are a relatively
new category of BCIs. They are especially suitable in cases where it
is challenging to record pathological brain activity that is visible to
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the human eye. We developed a classification system for the diagnosis
and lateralisation of temporal lobe epilepsy.
The systems classifies subjects based on a measure of the connec-
tivity between different brain regions. The most informative connec-
tivities are selected automatically from the database. Some of the
selected features did not show statistically significant differences be-
tween groups. This demonstrates the added value of machine learning
in computer-aided diagnosis. It goes beyond standard statistics and
is capable of incorporating the interaction between features to accu-
rately discriminate between patients and healthy subjects.
7.2 Future directions
In this dissertation we focussed on two specific case studies: BCIs
based on event-related potentials and computer-aided diagnosis of
temporal lobe epilepsy. Nevertheless, the approach developed in this
dissertation has the potential to impact the development of other
types of BCI systems and can even be applied outside the BCI do-
main. In this final section, I will explain how the findings in the thesis
can contribute to the future of BCI, computer-aided diagnosis systems
and the application of self-learning classifiers in general.
7.2.1 The need for a symbiotic BCI design
Our symbiotic design of an ERP-BCI improved the performance of
this system greatly. In our final ERP speller, the three components
are co-adapted to each other. First, the self-learning decoder adapts
its parameters to the specific characteristics of the user’s brain re-
sponses during actual use of the BCI. We have improved this dynamic
learning behaviour in this dissertation. Second, the user is adaptive
by nature. He/she receives feedback from the speller and as such au-
tomatically learns to use the system more effectively. Finally, we have
made the application of ERP-BCI tunable with our flexible stimulus
presentation paradigm.
In future work, the synergy between the three sub-systems of the
ERP-BCI will be improved by searching for a dynamic optimisation
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of the application. A first direction is the application of the dynamic
stopping technique to dynamically optimise the number of sequence it-
erations that is presented to the user. In addition, the iteration length
should be tuned to the changing requirements of the self-learning de-
coder during the learning process and the (changing) preferences of
the user.
This dissertation focussed mainly on the technical improvement
of the BCI. Improving the usability was focussed on the important
challenge of eliminating the calibration without decreasing the accu-
racy or reliability of the system. Nevertheless, the design of assistive
technology should be user-oriented. Future work needs to focus on
the user-paradigm interaction to improve user experience and should
include experiments measuring the visual and mental fatigue of the
user.
The symbiotic design approach is not limited to ERP-BCI. The ex-
ceptional results obtained in this dissertation should serve as a source
of inspiration for the synergistic design of other BCI systems, for in-
stance those based on motor imagery. We strongly believe that the
co-adaptation can truly empower the performance for any type of BCI
and will enable the BCI community to a make a large leap towards
the integration of BCI systems in our daily life.
7.2.2 Combining self-learning classification mod-
els
We have shown that it is possible to combine the strengths of different
self-learning methods by combining them in a theoretical way. In this
work we focussed on improving the estimation of the class-conditional
mean feature vector for ERP-BCI. With this approach we created a
new generation of BCI systems in which the unlabelled data, recorded
during use, is almost as valuable as the data recorded during a sep-
arate calibration session. This approach can be extended in several
future directions within as well as outside the BCI domain. For ex-
ample, the method can be extended to more than two self-learning
decoding methods and validated on other decoders than the LLP and
EM-based decoders used in this dissertation.
An important future direction is the integration of transfer learn-
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ing. Transfer learning was incorporated in the EM-based calibration-
less decoder from Kindermans et al. (2012). It was shown that the
general model (a weighted average of the weight vector obtained for
previous subjects) can regularise the model for a new subject and
greatly improve the performance of the self-learning decoder. Fu-
ture work will demonstrate how this alternative method for improving
self-learning decoders relates to our mixing of different unsupervised
decoders. The incorporation of transfer learning in our symbiotic de-
sign has the potential to improve the performance of ERP-BCI even
further.
The applicability of our mixing method is not only limited to the
domain of BCI. Self-learning, adaptive classifiers gain a lot of inter-
est in almost any domain were large amounts of data are collected.
To keep the classification accuracy at an acceptable level, classifiers
are required to adapt to the changes in the constant stream of new
data that is obtained. Our method is capable of mixing any two self-
learning classifiers for which the estimation error can be calculated.
The method is especially suitable in domains were data is very noisy
and complex, for example financial data.
7.2.3 EEG-based automatic diagnosis of neu-
rological diseases
The automatic diagnosis system for temporal lobe epilepsy, based on
functional connectivity measures using scalp EEG, achieved a high
accuracy. This demonstrates that our system could constitute valu-
able bedside aid for clinicians. Due to the low cost and wide avail-
ability of EEG compared with other modalities, the classifier can be
widely implemented in the clinical environment. In a first phase, the
computer-aided diagnosis can be used in parallel with the traditional
presurgical methods. In this way, more data can be collected rapidly
and used for further fine-tuning. In our current approach we used a
pre-selection of brain regions that are known to have indicated sig-
nificant differences between groups in previous work, or are known to
be related to the disorder. With a larger database, the feature selec-
tion and classification system can be designed with randomly selected
regions in order to search for new potential biomarkers.
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Further studies are warranted to determine whether our classifi-
cation system is efficient in patients with equivocal lateralisation or
apparent bilateral TLE, who benefit from subsequent validation with
invasive EEG. Our approach may also be used to build classification
systems for other types of epilepsy and may be even used to differenti-
ate between types of epilepsy. Furthermore, comparative studies will
assess the performance of the classification systems using other EEG
network measures such as undirected connectivity or a combination
with the currently used directed connectivity measures.
Future work will examine whether functional network measures
can be used to predict the responsiveness of a patient to a specific
category of anti-epileptic drugs. In this way, the long and inconve-
nient process of trying several types of medication can potentially be
significantly reduced. The transparency of our approach can be em-
ployed to search for sub-groups of patients that are not completely
covered by the current range of medication. This could be interesting
for the pharmaceutical industry to allocate resources more efficiently.
The applicability of computer-aided diagnosis based on functional
connectivity goes beyond the field of epilepsy. Network measures in
the brain have gained a lot of interest in the identification of other
neurological disorders such as Alzheimer’s disease, depression etc.
Computer-aided diagnosis has a lot of potential to become an assisting
tool for clinicians. In the future, it may even become indispensable
for the early detection and subsequent treatment of these disorders.
A
Statistical analysis of
experimental results with
the switching paradigm
This appendix describes the complete statistical analysis that is used
to describe the results reported in Chapter 3. A one-way repeated
measures ANOVA is used for comparison of the online experimental
results for the three paradigms. A paired-samples t-test is used to
compare two given conditions in the oﬄine analysis.
As assessed by inspection of a box plot, values greater than three
box-lengths from the edge of the box are labelled as extreme outliers.
For the repeated measures ANOVA, the assumption of sphericity is
investigated with Mauchly’s test (M). The assumption of normality is
investigated with Shapiro-Wilk’s test (SW). If the normality assump-
tion is violated, the data is transformed with one of the following
formulas. For strongly negatively skewed data:
y = log10(xmax − x)
For extremely negatively skewed data:
y = 1/(xmax − x)
with xmax the maximum value of the dependent variable.
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Online results
Spelling accuracy
There are two extreme outliers: the RC result for subject S05 and the
CB-result for S13. The data is not normally distributed. Therefore,
the strongly negatively skewed data is transformed. The resulting
data is normally distributed for the SP and CB paradigm but not for
the RC paradigm (SW: p = 0.019 < 0.05). As the repeated measures
ANOVA is robust to violations of normality this is sufficient. With
this transformation there are no extreme outliers any more. Mauchly’s
test of sphericity indicates that the assumption of sphericity is not
violated, χ2(2) = 0.345, p = 0.841.
The online spelling accuracy is statistically significantly different
for the paradigms, F (2, 46) = 11.101, p < 0.0005, partial η2 = 0.326.
Pairwise comparison of the results confirms the conjecture that the
accuracy differs between SP and RC (p = 0.002) and between SP and
CB (p = 0.001) but not between RC and CB. The same conclusions
are drawn from analysis on the untransformed accuracy.
Respelling accuracy
There are several extreme outliers in the data and the data is not
normally distributed. Therefore, the extremely negatively skewed
data is transformed. With this transformation, there are no out-
liers any more. The assumption of sphericity is not violated (M:
χ2(2) = 0.367, p = 0.832). No statistically significant difference in
respelling accuracy is found, F (2, 46) = 1.156, p = 0.324, partial
η2 = 0.048.
For completeness, we determine the influence of the order in which
the paradigms are used during the experiment. There is no statisti-
cally significant interaction between the order in which the paradigms
are used during the test and the paradigm itself on its resulting re-
spelling accuracy, F (10, 36) = 1.961, p = 0.068, partial η2 = 0.353.
The main effect of the order however showed that there is a statisti-
cally significant difference in respelled accuracy between the different
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orders F (5, 18) = 3.423, p = 0.024, partial η2 = 0.487. This means
that the position of the tested paradigm, in the order of three, has an
influence on the achieved respelling accuracy but that this influence
is the same for all paradigms.
AUC
There is an extreme outlier for subject S13 on the CB paradigm and
the data is not normally distributed. Therefore, the extremely neg-
atively skewed data is transformed and the outlier is removed by re-
placing it with the closest value found for other subjects. The as-
sumption of sphericity is not violated (M: χ2(2) = 5.248, p = 0.073).
AUC was statistically significantly different for the different para-
digms, F (2, 46) = 8.324, p = 0.001, partial η2 = 0.266. Pairwise
comparison of the results confirms that the AUC differs between SP
and RC (p = 0.001) and between SP and CB (p = 0.003) but not
between RC and CB (p = 1.000). The same conclusions are drawn
from analysis on the untransformed AUC.
Offline analysis
p-ratio at symbol 5
The data is not normally distributed (SW: p = 0.028). The extremely
negatively skewed data is transformed. There are no extreme outliers.
The difference in accuracy is statistically significant, t(23) = 2.807,
p = 0.010
SP and CB accuracy at 4 SM.
The strongly negatively skewed data is transformed to meet the nor-
mality assumption (p = 0.170). There are no extreme outliers. The
difference in AUC level is statistically significant, t(23) = 2.247, p =
0.035

B
Equations for the mixing of
model estimators
Reformulation of the EM-based decoder
For EM-based decoding, the weight vector w is updated in the max-
imisation step with the following update equation:
wˆ =
∑
c
p(c|X,w, β)
(
XTX + α
β
I
)−1
XTy(c)
c denotes a vector that assign a target symbol to each recorded trial,
X is the design matrix containing all recorded responses from all
trials in its rows. The function y(c) assigns a label to each recorded
response, based on the desired symbol in each trial and the constraints
imposed by the stimulus presentation paradigm. The sum over all
possible assignations of the vector c is expanded to a sum over each
element:
wˆ =
(
XTX + α
β
I
)−1∑
c1
∑
c2
...
∑
ct
[(∏
t
p(ct|X,w, β)
)∑
t
XTt yt(c)
]
whereXt and yt(c) denote respectively the responses and labels from
trial t. Within a single trial t, the labels of the responses are only
related to the desired symbol ct in that trial. Therefore, the expression
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can be simplified:
wˆ =
(
XTX + α
β
I
)−1∑
t
∑
ct
p(ct|Xt,w, β)XTt yt(ct)
With the rescaled labels y ∈ {N/N+,−N/N−} this yields:
wˆ =
(
XTX + α
β
I
)−1 [
N
N+
∑
t
∑
ct
∑
(t,i)|ct∈it
p(ct|Xt,w, β)xt,i
− NN−
∑
t
∑
ct
∑
(t,i)|ct /∈it
p(ct|Xt,w, β)xt,i
]
where ct ∈ it denotes that the symbol ct is highlighted during the ith
stimulus in trial t. Consider the first term between brackets. The
sum over ct is in fact a sum over the rows of the allocation matrix for
trial t, generated by the stimulus paradigm. For each symbol in the
grid, the inner sum iterates the stimuli that highlighted this symbol.
Consequently, the combination of these two sums is a sum over all
cells in the allocation matrix that contain value 1. The same result
can be obtained by a summation over all stimuli and an inner sum
over all symbols highlighted in that stimulus. We obtain the following
equation:
wˆ =
( 1
N
XTX + α
Nβ
I
)−1 [
1
N+
∑
t
∑
i
∑
ct∈it
p(ct|Xt,w, β)xt,i
− 1N−
∑
t
∑
i
∑
ct /∈it
p(ct|Xt,w, β)xt,i
]
Both terms are a weighted sum over all stimulus responses in all trials.
In the first term, the weight is the probability that the response is tar-
get, obtained by a summation over all the symbols that it highlights.
In the second term, the weight is the probability that the response is
non-target. Consequently, these two terms represent the estimation
of the class-conditional mean responses by this method. This yields
the following reformulation of the EM-based update equation for the
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weight vector.
µˆ+ =
1
N+
∑
t,i
∑
ct∈it
p(ct |Xt,w, β)
xt,i
µˆ− =
1
N−
∑
t,i
∑
ct /∈it
p(ct |Xt,w, β)
xt,i
Σˆ = X
TX
N
wˆ = (Σˆ + λI)−1
(
µˆ+ − µˆ−
)
Where the regularisation constant is denoted as λ
Derivation of the formula for the optimal
mixing coefficient
The estimate of a class-wise (target or non-target) mean feature vector
µˆ is defined as the mixture of two independent estimates µˆA and µˆB
with mixing coefficient γ:
µˆ(γ) = (1− γ)µˆA + γµˆB
µˆA could for example be the maximum likelihood estimate and µˆB
the label proportions result. The optimal γ∗ is the value that brings
µˆ as close as possible to the real class-wise mean µ. Unfortunately µ
is unknown. The expected value of the squared error between µˆ and
µ is minimised:
γ∗ = arg min
γ
E
[
‖µ− µˆ(γ)‖2
]
For the label proportions method it was shown that the estimation
of the class-wise means are guaranteed to converge to the true means
E [µˆLLP ] = µ (Hübner et al., 2017). Although the EM method does
not find the true MLE but rather optimises a lower bound on it, we
use E [µˆEM ] = µ as a heuristic. Using E [µˆA] = E [µˆB] = µ and the
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linearity of the expectation operator we get:
E
[
‖µ− µˆ(γ)‖2
]
= E
[
‖(µ− µˆA) + γ(µˆA − µˆB)‖2
]
= E
[
(µ− µˆA)T (µ− µˆA)
]
+γE
[
(µ− µˆA)T (µˆA − µˆB)
]
+ γE
[
(µˆA − µˆB)T (µ− µˆA)
]
+γ2E
[
(µˆA − µˆB)T (µˆA − µˆB)
]
= E
[
‖µ− µˆA‖2
]
+γE
[
(µ− µˆA)T µˆA + µˆTA(µ− µˆA)
]
−γE
[
(µ− µˆA)T µˆB + µˆTB(µ− µˆA)
]
+γ2E
[
‖µˆA − µˆB‖2
]
= E
[
‖µ− µˆA‖2
]
+γE
[
(µ− µˆA)T µˆA + µˆTA(µ− µˆA)
]
−γE
[
(µ− µˆA)T
]
µ− γµTE [(µ− µˆA)]
−γE
[
(µ− µˆA)T µˆB + µˆTB(µ− µˆA)
]
+γE
[
(µ− µˆA)T
]
µ+ γµTE [(µ− µˆA)]
+γ2E
[
‖µˆA − µˆB‖2
]
= E
[
‖µ− µˆA‖2
]
+γE
[
(µ− µˆA)T (µˆA − µ) + (µˆA − µ)T (µ− µˆA)
]
−γE
[
(µ− µˆA)T (µˆB − µ) + (µˆB − µ)T (µ− µˆA)
]
+γ2E
[
‖µˆA − µˆB‖2
]
= E
[
‖µ− µˆA‖2
]
−2γE
[
(µ− µˆA)T (µ− µˆA)
]
+ 2γE
[
(µ− µˆA)T (µ− µˆB)
]
+γ2E
[
‖µˆA − µˆB‖2
]
= E
[
‖µ− µˆA‖2
]
−2γ
∑
d
V ar [µˆA,d] + 2γ
∑
d
Cov [µˆA,d, µˆB,d]
+γ2E
[
‖µˆA − µˆB‖2
]
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Here, V ar [µˆA,d] denotes the variance on the estimation of the dth
component of µ. Likewise Cov [µˆA,d, µˆB,d] denotes the covariance be-
tween the two different estimates of the dth component of µ.
The optimal value γ∗ can be found by setting the derivative of this
expected value to zero and solving for γ:
γ∗ =
∑
d V ar [µˆA,d]−
∑
dCov [µˆA,d, µˆB,d]
‖µˆA − µˆB‖2
As the solution is optimal, it should give the same result when µˆA
and µˆB switch positions in the original formula for µˆ:
µˆ(η) = ηµˆA + (1− η)µˆB
η∗ =
∑
d
V ar[µˆB,d]−
∑
d
Cov[µˆB,d,µˆA,d]
‖µˆA−µˆB‖2
= (1− γ∗)
Plugging in the expression for γ∗ yields:∑
d
Cov [µˆA,d, µˆB,d] =
1
2
(∑
d
V ar [µˆA,d] +
∑
d
V ar [µˆB,d]− ‖µˆA − µˆB‖2
)
Replacing the covariance in the original formula for γ∗ results in a
symmetric expression:
γ∗ = 12
(∑
d V ar [µˆA,d]−
∑
d V ar [µˆB,d]
‖µˆA − µˆB‖2
+ 1
)
For practical purposes the value of γ∗ is limited to the interval [0, 1]
as it is also done in covariance shrinkage (Blankertz et al., 2011).
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Derivation of the estimator variances
For the label proportions method we have a closed form expression
for the estimation: [
µˆ+LLP
µˆ−LLP
]
=
[
φ1+ φ
2
+
φ1− φ2−
]
·
[
µˆ1
µˆ2
]
With µˆ1 and µˆ2 the average response in the two groups of stimuli
S1 and S2. The dth component of the estimator µˆ+LLP then is:
µˆ+LLP,d = φ
1
+µˆ1,d + φ2+µˆ2,d
= φ1+
1
N1
∑
i∈S1
xi,d + φ2+
1
N2
∑
i∈S2
xi,d
With N1 and N2 the number of stimuli in the two interleaved se-
quences. Now, making use of the assumption that the responses on
the stimuli are independently and identically distributed we obtain
the variance of this component:
V ar
[
µˆ+LLP,d
]
=
(
φ1+
N1
)2 ∑
i∈S1
V ar [xi,d]
+
(
φ2+
N2
)2 ∑
i∈S2
V ar [xi,d]
=
(
φ1+
)2
N1
σ21,d +
(
φ2+
)2
N2
σ22,d
With σ21,d and σ22,d the sample variance of the dth feature in the re-
sponses recorded on stimuli of sequence type 1 and type 2 respectively.
Likewise we get:
V ar
[
µˆ−LLP,d
]
=
(
φ1−
)2
N1
σ21,d +
(
φ2−
)2
N2
σ22,d
Unfortunately we do not have a closed form expression for the
maximum likelihood estimator. This is also the reason why we need
the expectation maximisation algorithm. Consequently, it is a lot
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harder to find the statistical properties of this estimator. However, un-
der certain regularity conditions of the likelihood function L (µ |X)
outlined in (DuMouchel, 1973), which are met, the asymptotic be-
haviour of the MLE is known (Lehmann, 1999). For large samples,
the MLE approaches a normal distribution:
µˆMLE ∼ N
(
µ, {I(µ)}−1
)
I(µ) = −E
[
∂2
∂µ∂µT
lnL
]
With I the Fisher information matrix. When data X is observed
and the MLE is optimised using the EM algorithm we can obtain its
variance as follows:
∑
d
V ar [µˆEM,d] = −Tr

 ∂2
∂µ∂µT
lnL
∣∣∣∣∣
µ=µˆEM
−1

This is however only exact when the amount of data recorded is un-
limited.

C
Clinical details of the
temporal lobe epilepsy
study
The patients dataset used in this study is the same as reported by
Coito et al. (2016). The clinical details can be found in Table C.1 and
Table C.2.
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