Context. A Feature Model (FM) represents the valid combinations of features in a domain. The automated extraction of information from FMs is a complex task that involves numerous analysis operations, techniques and tools. Current testing methods in this context are manual and rely on the ability of the tester to decide whether the output of an analysis is correct. However, this is acknowledged to be timeconsuming, error-prone and in most cases infeasible due to the combinatorial complexity of the analyses, this is known as the oracle problem. Objective. In this paper, we propose using metamorphic testing to automate the generation of test data for feature model analysis tools overcoming the oracle problem. An automated test data generator is presented and evaluated to show the feasibility of our approach.
Introduction
test cases can be checked by using so-called metamorphic relations, that is, known relations among two 165 or more input data and their expected outputs. As a positive result of this technique, there is no need 166 for an oracle and the testing process can be highly automated. 
Metamorphic Relations on Feature Models

176
In this section, we define a set of metamorphic relations between feature models (i.e. input) and their 177 corresponding set of products (i.e. output). These metamorphic relations are derived from the basic 178 operators of feature models, that is, the different types of relationships and constraints among features.
179
In particular, we relate feature models using the concept of neighbourhood. Given a feature model, F M , relation between the set of products of F M and that of F M ′ is defined as follows:
201
Alternative. Let C be the set of alternative subfeatures added to the model and pf their parent feature.
202
In Figure 2 (c), C = {D, E} and pf = A. The relation between the set of products of F M and F M ′ is 203 defined as follows:
205
Or. Let C be the set of subfeatures added to the model and pf their parent feature. For instance, in
206
Figure 2(d), C = {D, E} and pf = A. We denote with (C) the powerset of C i.e. the set of all subsets 207 in C. This metamorphic relation is defined as follows:
209
Requires. Let f and g be the origin and destination features of the new requires constraint added to 210 the model. In Figure 2 (e), f = C and g = B.
The relation between the set of products of F M and F M ′ 211 is defined as follows:
213
Excludes. Let f and g be the origin and destination features of the new excludes constraint added to 214 the model. This is illustrated in Figure 2 (f) with f = B and g = C. This metamorphic relation is defined
215
as follows: is repeated until a feature model (and corresponding set of products) with the desired properties (e.g.
231
number of features) is generated.
233
Test data extraction. Once a feature model with the desired properties is created, it is used as non-
234
trivial input for the analysis. Similarly, its set of products is automatically inspected to get the output 235 of a number of analysis operations i.e. any operation that extracts information from the set of products 236 of the model. As an example, consider the model and set of products generated in Figure 3 and the 237 analysis operations described in Section 2.2. We can obtain the expected output of all of them by simply 238 answering the following questions:
239
Is the model void? No, the set of products is not empty.
240
Is P={A,C,F} a valid product? Yes. It is included in the set.
241
How many different products represent the model? 6 different products.
242
What is the variability of the model? 6 (2 9 − 1) = 0.011
243
What is the commonality of feature B? Feature B is included in 5 out of the 6 products of the set.
244
Therefore its commonality is 83.3% We may remark that we could have also used a 'pure' metamorphic approach, start with a known Finally, we would like to emphasize that the operations presented are only some examples of the 258 analyses that can be tested using our approach. We estimate that this technique could be used to test, 
A Prototype Tool
262
As a part of our proposal, we implemented a prototype tool relying on our metamorphic relations.
263
The tool receives a feature model and its associated set of products as input and returns a modified 264 version of the model and its expected set of products as output. If no inputs are specified, a new model 265 is generated from scratch.
266
Our prototype applies random transformations to the input model increasing its size progressively.
267
The set of products is efficiently computed after each transformation according to the metamorphic The number of products of a feature model increases exponentially with the number of features.
272
This was a challenge during the development of our tool causing frequent time deadlocks and memory 273 overflows. To overcome these problems, we optimized our implementation using efficient data structures 274 (e.g. boolean arrays) and limited the number of products of the models generated. Using this setup,
275
feature models with up to 11 million products were generated in a standard laptop machine within a few 276 seconds.
277
The tool was developed on top of FaMa Benchmarking System v0.7 (FaMa BS) [22] . This system 
Evaluation using Mutation Testing
285
In order to measure the effectiveness of our proposal, we evaluated the ability of our test data generator processing in spreadsheets, and iii) filtering capability to specify which mutants should be considered or 322 ignored during the execution.
323
Test cases were generated randomly using our prototype tool as described in Section 3.2. In the cases 324 of operations receiving additional inputs apart from the feature model (e.g. valid product), the additional 325 inputs were selected using a basic partition equivalence strategy. For each operation, test cases with the 326 desired properties were generated and run until a fault was found or a timeout was exceeded. Feature 327 models were generated with an initial size of 10 features and 10% (with respect to the number of features)
328
of constraints for efficiency. This size was then incremented progressively according to a configurable 329 increasing factor. This factor was typically set to 10% and 1% (every 20 test cases generated) for features 330 and constraints respectively. The maximum size of the set of products was equally limited for efficiency.
331
This was configured according to the complexity of each operation and the performance of each reasoner
332
with typical values of 2000, 5000 and 11000000. For the evaluation of our approach, we followed three Table 1 shows information about the size of the reasoners and the number of generated mutants. Finally, we may mention that experimentation with Sat4jReasoner revealed a serious defect affecting 388 its scalability. The reasoner created a temporary file for each execution but it did not delete it afterward.
389
We found that the more temporary files were created, the slower became the creation of new ones with analysis of feature models. The paper included a bug (later fixed 2 ) in the mapping of a feature model to 398 a propositional formula. We implemented this wrong mapping into a mock reasoner for FaMa using the 399 CSP-based solver Choco [18] and checked the effectiveness of our approach in detecting the fault. Table 5 depicts the results of the evaluation. The testing procedure was similar to the one used with 410 mutation testing. A maximum timeout of 600 seconds was used. The results are based on 10 executions.
411
The fault was detected in all the executions performed in 6 out of 7 operations. Most of the average 412 and maximum times were higher than the ones obtained when using mutants but still low being 191.9 413 seconds (3.2 minutes) in the worst case. The fault remained latent in 40% of the executions performed 414 in the ValidProduct operation. When examining the data, we concluded that this was due to the basic 415 strategies used for the selection of inputs products for this operation. We presume that using more 416 complex heuristic for this purpose would improve the results. defects in all the executions (see Table 6 ). The first one, also detected during our experimental work with cardinality-based feature models using propositional logic by means of the Sat4j and JavaBDD solvers.
433
The authors of SPLOT kindly sent us a standalone version 3 of their system to evaluate our automated test 434 data generator. In particular, we tested the operations VoidFM, #Products and DeadFeatures in SPLOT.
435
As with FaMa, we used a timeout of 600 seconds and tested each operation 10 times to get averages.
436
Tests revealed two defects in all the executions (see Table 7 ). Check whether the interaction between mandatory and alternative relationships is correctly processed. Check whether valid products (with a maximum set of features) are correctly identified in feature models containing or-and alternative relationships. 
Refinement
484
In the approach presented previously, test cases are randomly generated from scratch for simplicity.
485
However, it is known that metamorphic testing produces better results when combined with other test 486 case selection strategies that generate the initial set of test cases [12, 13] . In this section, we propose 487 refining our approach by using an initial set of input models that seed the generation of follow-up test 
493
As a preliminary step, we refined our manual suite by adding new test cases that kill the remaining 494 alive mutants found during the evaluation with mutation (see Section 4.3). Notice that this is a natural 495 step when using mutation to improve the quality of the test suite [50] . In order to avoid the suite being 496 overfitted for the mutants under evaluation, we used the information provided by only one of the reasoners 497 that was later excluded for the evaluation. In particular, we selected Sat4jReasoner since it was the one 498 in which more mutants remained alive and therefore the one providing more feedback to improve our 499 suite (see Table 9 ). As a result, 13 new test cases were added to the manual suite (from 180 to 193), i.e.
500
those that killed the remaining alive mutants in Sat4jReasoner.
501
Figure 7 illustrates the steps we followed to use the input models of the refined manual suite to guide for each test case to be generated, a feature model is selected (step 2) and extended (step 3) by applying well as its corresponding set of products according to the metamorphic relations presented in Section 3.1.
507
Once a feature model with the desired properties has been generated, the test case is run (step 4) and the number of features, increasing size factor, etc.) were set to the same values described in Section 4.1.1.
513 Table 11 depicts the mutants execution results of our refined generator. For each reasoner, the average 514 detection time, maximum detection time, average number of test cases generated and mutation scores 515 are presented. The last row shows the average values in the form x / y where x is the value obtained 516 when using our initial approach (i.e. test cases are created randomly from scratch) and y is the value 517 obtained when using the refined version of our generator (i.e. input models from FaMa TeS are used to 518 guide the generation of test cases). As illustrated, the experiments revealed a significant improvement in 519 the detection times and number of test cases generated before killing a mutant. In JavaBDDReasoner,
520
for instance, the average detection time was reduced by 43.7% (from 1.6 to 0.9 seconds) and the number 521 of test cases was reduced by 63% (from 6.5 to 2.4 test cases). This improvement was especially significant 522 in the maximum detection times reduced by 63.9% (from 111.7 to 40.3 seconds) in JavaBDDReasoner 523 and 79.5% (from 8.3 to 1.7 seconds) in JaCoPReasoner. We may mention that we found some cases,
524
those with lowest times, in which our refined generator was slightly slower than our original approach. As 525 expected, this was caused by the overhead introduced in the new program when loading the initial test set 526 from XML files. Finally, we also found a slight improvement in the mutation score of JavaBDDReasoner, 527 from 98.7% to 98.9%.
528
The evaluation results with real faults, shown in Table 12 , were similar to those obtained with mutants.
529
The average detection times, for instance, were reduced by 41.7% (from 23.5 to 13.7 seconds) in the faulty Table 5 ) to 6.4. The mutation score in the operation
533
ValidProduct showed no improvement. Again, we think this is due to the basic strategies used for the In this article, we presented a set of metamorphic relations on feature models and an automated 626 test data generator based on them. Given a feature model and its set of products, our tool generates 627 neighbouring models and their corresponding set of products. Generated products are then inspected to 628 obtain the expected output of a number of analysis operations over the models. Non-trivial feature models 629 representing millions of products can be efficiently generated applying this process iteratively. In order to 630 evaluate our approach, we checked the effectiveness of our tool in detecting faults using mutation testing 
