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ANALOGUES OF A TRANSFORMATION FORMULA OF
RAMANUJAN
ATUL DIXIT
Dedicated to Professor Bruce C. Berndt on the occasion of his 70th birthday
Abstract. We derive two new analogues of a transformation formula of Ramanujan
involving the Gamma and Riemann zeta functions present in the Lost Notebook.
Both involve infinite series consisting of Hurwitz zeta functions and yield modular
relations. As a special case of the first formula, we obtain an identity involving
polygamma functions given by A.P. Guinand and as a limiting case of the second
formula, we derive the transformation formula of Ramanujan.
1. Introduction
In the volume [9] containing Ramanujan’s Lost Notebook are present some manuscripts
of Ramanujan in the handwriting of G.N. Watson. The first of these manuscripts con-
tains the following beautiful claim (see [9, p. 220]).
Theorem 1.1. Define
φ(x) := ψ(x) +
1
2x
− log x, (1.1)
where
ψ(x) :=
Γ′(x)
Γ(x)
= −γ −
∞∑
m=0
(
1
m+ x
− 1
m+ 1
)
, (1.2)
the logarithmic derivative of Gamma function. Let the Riemann’s ξ-function be defined
by
ξ(s) := (s− 1)pi−12sΓ(1 + 1
2
s)ζ(s),
and let
Ξ(t) := ξ(1
2
+ it) (1.3)
be the Riemann Ξ-function. If α and β are positive numbers such that αβ = 1, then
√
α
{
γ − log(2piα)
2α
+
∞∑
n=1
φ(nα)
}
=
√
β
{
γ − log(2piβ)
2β
+
∞∑
n=1
φ(nβ)
}
= − 1
pi3/2
∫ ∞
0
∣∣∣∣Ξ(12t
)
Γ
(−1 + it
4
)∣∣∣∣2 cos
(
1
2
t logα
)
1 + t2
dt, (1.4)
where γ denotes Euler’s constant.
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A.P. Guinand [2, 3] rediscovered the first equality in (1.4) in a slightly different form.
Recently, B.C. Berndt and A. Dixit [1] proved both parts of (1.4). A key element in
their proof was the identity [7, p. 260, eqn. (22)] or [8, p. 77, eqn. (22)], true for n real,
∫ ∞
0
Γ
(−1 + it
4
)
Γ
(−1− it
4
)(
Ξ
(
1
2
t
))2
cos nt
1 + t2
dt
= pi3/2
∫ ∞
0
(
1
exen − 1 −
1
xen
)(
1
exe−n − 1 −
1
xe−n
)
dx. (1.5)
Ramanujan’s paper [7] consists of other equations similar to (1.5). Motivated by the
use of (1.5) in deriving (1.4), we work with two other equations, namely equations (19)
and (20) in [7], to derive two new analogues of (1.4). However, it must be pointed out
that equation (19) in [7], as it stands, is incorrect. The second term on its right-hand
side, namely, −1
4
(4pi)
(s−3)
2 Γ(s)ζ(s) coshn(1− s) should not be present. Equations (19)
(corrected) and (20) are respectively as follows:
Theorem 1.2. For Re s > 1 and n real, we have∫ ∞
0
Γ
(
s− 1 + it
4
)
Γ
(
s− 1− it
4
)
Ξ
(
t+ is
2
)
Ξ
(
t− is
2
)
cos nt
(s+ 1)2 + t2
dt
=
1
8
(4pi)−
(s−3)
2
∫ ∞
0
xs
(exen − 1)(exe−n − 1) dx, (1.6)
where Ξ(t) is as defined in (1.3).
Theorem 1.3. For −1 < Re s < 1 and n real, we have∫ ∞
0
Γ
(
s− 1 + it
4
)
Γ
(
s− 1− it
4
)
Ξ
(
t+ is
2
)
Ξ
(
t− is
2
)
cos nt
(s+ 1)2 + t2
dt
=
1
8
(4pi)−
(s−3)
2
∫ ∞
0
xs
(
1
exen − 1 −
1
xen
)(
1
exe−n − 1 −
1
xe−n
)
dx, (1.7)
where again Ξ(t) is as defined in (1.3).
The identity (1.5) is the special case s = 0 of (1.7). Now we state the two key
theorems in this paper which give two new analogues of (1.4).
Theorem 1.4. Let ζ(z, a) denote the Hurwitz zeta function defined for Re z > 1 by
ζ(z, a) =
∞∑
n=0
1
(n + a)z
. (1.8)
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If α and β are positive numbers such that αβ = 1, then for Re z > 2 and 1 < c < Re
z − 1,
α−
z
2
∞∑
k=1
ζ
(
z, 1 +
k
α
)
= β−
z
2
∞∑
k=1
ζ
(
z, 1 +
k
β
)
=
α
z
2
2piiΓ(z)
∫ c+i∞
c−i∞
Γ(s)ζ(s)Γ(z − s)ζ(z − s)α−s ds
=
8(4pi)
z−4
2
Γ(z)
∫ ∞
0
Γ
(
z − 2 + it
4
)
Γ
(
z − 2− it
4
)
Ξ
(
t+ i(z − 1)
2
)
Ξ
(
t− i(z − 1)
2
)
cos
(
1
2
t logα
)
z2 + t2
dt,
(1.9)
where Ξ is defined as in (1.3).
Theorem 1.5. Let 0 < Re z < 2. Define ϕ(z, x) as
ϕ(z, x) = ζ(z, x)− 1
2
x−z +
x1−z
1− z , (1.10)
where ζ(z, x) denotes the Hurwitz zeta function. Then if α and β are any positive
numbers such that αβ = 1,
α
z
2
( ∞∑
n=1
ϕ(z, nα)− ζ(z)
2αz
− ζ(z − 1)
α(z − 1)
)
= β
z
2
( ∞∑
n=1
ϕ(z, nβ)− ζ(z)
2βz
− ζ(z − 1)
β(z − 1)
)
=
8(4pi)
z−4
2
Γ(z)
∫ ∞
0
Γ
(
z − 2 + it
4
)
Γ
(
z − 2− it
4
)
Ξ
(
t+ i(z − 1)
2
)
Ξ
(
t− i(z − 1)
2
)
cos
(
1
2
t logα
)
z2 + t2
dt,
(1.11)
where Ξ(t) is defined in (1.3).
This paper is organized as follows. In Section 2, we review some basic properties
of Mellin transforms which are used subsequently. Then in Section 3, we derive an
analogue of (1.4), namely (1.9), using two different methods, both of which make use
of (1.6). In Section 4, we derive a second analogue of (1.4), namely (1.11), which makes
use of (1.7), and gives (1.4) as a limiting case. Finally in Section 5, we prove (1.6).
2. Basic Properties of Mellin Transforms
Let F (z) denote the Mellin transform of f(x), i.e.,
F (z) =
∫ ∞
0
xz−1f(x) dx. (2.1)
Then the inverse Mellin transform is given by
f(x) =
1
2pii
∫ c+i∞
c−i∞
F (z)x−z dz, (2.2)
where c lies in the fundamental strip (or the strip of analyticity) for which F (z) is
defined. We also note the Mellin convolution theorem [6, p. 83] which states that if
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F (z) and G(z) are Mellin transforms of f(x) and g(x) respectively, then∫ ∞
0
xz−1f(x)g(x) dx =
1
2pii
∫ c+i∞
c−i∞
F (s)G(z − s) ds, (2.3)
c again being in the associated fundamental strip.
Now let F (z) be related to f(x) by (2.1) and (2.2), where f(x) is locally integrable
on (0,∞), is O(x−a) as x → 0+ and O(x−b), where b > 1, as x → ∞ and a < c < b.
Then for max{1, a} < c < b, we have
∞∑
n=1
f(nx) =
1
2pii
∫ c+i∞
c−i∞
F (s)ζ(s)x−s ds, (2.4)
where ζ(s) denotes the Riemann zeta function (see [6, p. 117]).
3. The first modular relation involving Hurwitz zeta functions
Theorem 3.1. Let ζ(z, a) denote the Hurwitz zeta function defined for Re z > 1 by
ζ(z, a) =
∞∑
n=0
1
(n + a)z
. (3.1)
If α and β are positive numbers such that αβ = 1, then for Re z > 2 and 1 < c < Re
z − 1,
α−
z
2
∞∑
k=1
ζ
(
z, 1 +
k
α
)
= β−
z
2
∞∑
k=1
ζ
(
z, 1 +
k
β
)
=
α
z
2
2piiΓ(z)
∫ c+i∞
c−i∞
Γ(s)ζ(s)Γ(z − s)ζ(z − s)α−s ds
=
8(4pi)
z−4
2
Γ(z)
∫ ∞
0
Γ
(
z − 2 + it
4
)
Γ
(
z − 2− it
4
)
Ξ
(
t+ i(z − 1)
2
)
Ξ
(
t− i(z − 1)
2
)
cos
(
1
2
t logα
)
z2 + t2
dt,
(3.2)
where Ξ is defined as in (1.3).
First proof: Replace s by z − 1 in (1.6) and then multiply the resulting two sides
by 8(4pi)
z−4
2 e−nz, so that for Re z > 2 and n real, we have
8(4pi)
z−4
2 e−nz
∫ ∞
0
Γ
(
z − 2 + it
4
)
Γ
(
z − 2− it
4
)
Ξ
(
t + i(z − 1)
2
)
Ξ
(
t− i(z − 1)
2
)
cosnt
z2 + t2
dt
= e−nz
∫ ∞
0
xz−1
(exen − 1)(exe−n − 1) dx. (3.3)
The integral on the right-hand side of (3.3) can be viewed as the Mellin transform of
the product of
1
exen − 1 and
1
exe−n − 1.
But from [10, p. 18, eqn. 2.4.1], we know that for Re z > 1,
Γ(z)ζ(z) =
∫ ∞
0
tz−1
et − 1 dt. (3.4)
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Employing a change of variable t = xen in (3.4), we deduce that
e−nzΓ(z)ζ(z) =
∫ ∞
0
xz−1
exen − 1 dx. (3.5)
Similarly letting t = xe−n in (3.4), we find that
enzΓ(z)ζ(z) =
∫ ∞
0
xz−1
exe−n − 1 dx. (3.6)
Thus from (2.3), (3.5) and (3.6), we see that for 1 < c < Re z − 1,∫ ∞
0
xz−1
(exen − 1)(exe−n − 1) dx =
1
2pii
∫ c+i∞
c−i∞
e−nsΓ(s)ζ(s)en(z−s)Γ(z − s)ζ(z − s) ds,
(3.7)
which can be written as
e−nz
∫ ∞
0
xz−1
(exen − 1)(exe−n − 1) dx =
1
2pii
∫ c+i∞
c−i∞
e−2nsΓ(s)ζ(s)Γ(z−s)ζ(z−s) ds, (3.8)
Letting n = 1
2
logα in (3.3) and (3.8) and combining them together, we arrive at
8(4pi)
z−4
2 α−
z
2
∫ ∞
0
Γ
(
z − 2 + it
4
)
Γ
(
z − 2− it
4
)
Ξ
(
t+ i(z − 1)
2
)
Ξ
(
t− i(z − 1)
2
)
cos
(
1
2
t logα
)
z2 + t2
dt
=
1
2pii
∫ c+i∞
c−i∞
Γ(s)ζ(s)Γ(z − s)ζ(z − s)α−s ds. (3.9)
Upon simplification, this gives the last equality in (3.2). Now since 1 < c < Re z − 1,
on the vertical line Re s = c, we have Re (z− s) > 1. So we can use the representation
ζ(z − s) =
∞∑
k=1
1
kz−s
. (3.10)
Using (3.10) on the right-hand side of (3.9), we find, by absolute convergence, that
1
2pii
∫ c+i∞
c−i∞
Γ(s)ζ(s)Γ(z − s)ζ(z − s)α−s ds =
∞∑
k=1
k−z
1
2pii
∫ c+i∞
c−i∞
Γ(s)ζ(s)Γ(z − s)
(α
k
)−s
ds
= Γ(z)
∞∑
k=1
k−z
1
2pii
∫ c+i∞
c−i∞
(
Γ(s)Γ(z − s)
Γ(z)
)
ζ(s)
(α
k
)−s
ds. (3.11)
Now we know that for 0 < Re s < Re z, Euler’s beta integral B(s, z − s) is given by
B(s, z − s) =
∫ ∞
0
xs−1
(1 + x)z
dx =
Γ(s)Γ(z − s)
Γ(z)
. (3.12)
In other words, B(s, z − s) is the Mellin transform of 1
(1 + x)z
. Now for Re z > 2,
f(x) :=
1
(1 + x)z
is locally integrable on (0,∞). Also, as x→ 0+, f(x) = O(1) and as
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x→∞, f(x) ∼ 1
xz
= O
(
1
xRe(z)
)
. In particular, for 1 < c < Re z− 1, using (2.4) and
(3.12), we find that
1
2pii
∫ c+i∞
c−i∞
B(s, z − s)ζ(s)x−s ds =
∞∑
m=1
(1 + xm)−z. (3.13)
The integral in the second expression in (3.11) can also be directly evaluated using
formula 5.78 in [5, p. 202].
From (3.11), (3.12) and (3.13), we arrive at
1
2pii
∫ c+i∞
c−i∞
Γ(s)ζ(s)Γ(z − s)ζ(z − s)α−s ds = Γ(z)
∞∑
k=1
k−z
∞∑
m=1
(
1 +
αm
k
)−z
= Γ(z)
∞∑
k=1
∞∑
m=1
(k + αm)−z = α−zΓ(z)
∞∑
k=1
ζ
(
z, 1 +
k
α
)
. (3.14)
Invoking (3.14) in (3.9), simplifying and rearranging, we see that
α−
z
2
∞∑
k=1
ζ
(
z, 1 +
k
α
)
=
8(4pi)
(z−4)
2
Γ(z)
∫ ∞
0
Γ
(
z − 2 + it
4
)
Γ
(
z − 2− it
4
)
Ξ
(
t+ i(z − 1)
2
)
Ξ
(
t− i(z − 1)
2
)
cos
(
1
2
t logα
)
z2 + t2
dt.
(3.15)
Now replacing α by β in (3.15), we see that
β−
z
2
∞∑
k=1
ζ
(
z, 1 +
k
β
)
=
8(4pi)
(z−4)
2
Γ(z)
∫ ∞
0
Γ
(
z − 2 + it
4
)
Γ
(
z − 2− it
4
)
Ξ
(
t+ i(z − 1)
2
)
Ξ
(
t− i(z − 1)
2
)
cos
(
1
2
t log β
)
z2 + t2
dt
=
8(4pi)
(z−4)
2
Γ(z)
∫ ∞
0
Γ
(
z − 2 + it
4
)
Γ
(
z − 2− it
4
)
Ξ
(
t+ i(z − 1)
2
)
Ξ
(
t− i(z − 1)
2
)
cos
(
1
2
t log 1
α
)
z2 + t2
dt
=
8(4pi)
(z−4)
2
Γ(z)
∫ ∞
0
Γ
(
z − 2 + it
4
)
Γ
(
z − 2− it
4
)
Ξ
(
t+ i(z − 1)
2
)
Ξ
(
t− i(z − 1)
2
)
cos
(
1
2
t logα
)
z2 + t2
dt.
(3.16)
Thus (3.15) and (3.16) establish (3.2) and this completes the proof of Theorem 3.1.

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Second proof: Letting n = 1
2
logα in (3.3) and multiplying both sides by
1
Γ(z)
, we
see that
8(4pi)
(z−4)
2
Γ(z)
∫ ∞
0
Γ
(
z − 2 + it
4
)
Γ
(
z − 2− it
4
)
Ξ
(
t + i(z − 1)
2
)
Ξ
(
t− i(z − 1)
2
)
cos
(
1
2
t logα
)
z2 + t2
dt
=
1
Γ(z)
∫ ∞
0
xz−1
(ex
√
α − 1)(ex/√α − 1) dx
=
α−
z
2
Γ(z)
∫ ∞
0
tz−1
(et − 1)(et/α − 1) dt, (3.17)
where in the penultimate line, we have made a change of variable t = x
√
α.
Now,
α−
z
2
Γ(z)
∫ ∞
0
tz−1
(et − 1)(et/α − 1) dt =
α−
z
2
Γ(z)
∫ ∞
0
tz−1e−t
1− e−t
∞∑
k=1
e−kt/α dt
=
α−
z
2
Γ(z)
∞∑
k=1
∫ ∞
0
tz−1e−(1+k/α)t
1− e−t dt, (3.18)
where the order of summation and integration can be interchanged because of absolute
convergence. But from [10, p. 37, eqn. 2.17.1], we know that for Re z > 1,
ζ(z, a) =
1
Γ(z)
∫ ∞
0
xz−1e−ax
1− e−x dx. (3.19)
Using (3.19) in (3.18), we deduce that
α−
z
2
Γ(z)
∫ ∞
0
tz−1
(et − 1)(et/α − 1) dt = α
− z
2
∞∑
k=1
ζ
(
z, 1 +
k
α
)
. (3.20)
Thus from (3.17) and (3.20), we derive (3.15). Following the same argument as shown
in (3.16), we obtain the other equality in (3.2) as well. This finishes the second proof.

Corollary 3.2. For Re z > 2, we have
∞∑
k=1
ζ (z, 1 + k) = ζ(z − 1)− ζ(z)
=
8(4pi)
z−4
2
Γ(z)
∫ ∞
0
Γ
(
z − 2 + it
4
)
Γ
(
z − 2− it
4
)
Ξ
(
t+ i(z − 1)
2
)
Ξ
(
t− i(z − 1)
2
)
dt
z2 + t2
.
(3.21)
Proof. Set α = 1 in (3.2) and note that from [10, p. 35], for 1 < c < Re z − 1, we have
1
2pii
∫ c+i∞
c−i∞
Γ(s)ζ(s)Γ(z − s)ζ(z − s) ds = Γ(z) (ζ(z − 1)− ζ(z)) . (3.22)

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3.1. Guinand’s formula as a special case of (3.2). Let ψ(k)(x) denote the kth
derivative of the digamma function ψ(x) defined in (1.2), also known as the polygamma
function of order k. In [3], Guinand gave the following formula
∞∑
n=1
ψ(k)(1 + nx) = x−k−1
∞∑
n=1
ψ(k)
(
1 +
n
x
)
, (3.23)
where k ≥ 2. We derive this formula as a special case of (3.2). Let z be a natural
number greater than 2. From (1.2), by successive differentiation, we find that
ψ(z−1)(x) = (−1)z(z − 1)!
∞∑
m=1
1
(m− 1 + x)z . (3.24)
Thus,
α
z
2
∞∑
k=1
ψ(z−1)(1 + kα) = (−1)z(z − 1)!α z2
∞∑
k=1
∞∑
m=1
1
(m+ kα)z
= (−1)z(z − 1)!α z2
∞∑
m=1
∞∑
k=1
1
(m+ kα)z
= (−1)z(z − 1)!α−z2
∞∑
m=1
∞∑
k=1
1
(k +m/α)z
= (−1)z(z − 1)!α−z2
∞∑
m=1
ζ
(
z, 1 +
m
α
)
, (3.25)
where the change in the order of summation in the second equality is justified by
absolute convergence.
Then from (3.25) and (3.2), we obtain the following alternate version of (3.2) when
z is a natural number greater than 2,
α
z
2
∞∑
k=1
ψ(z−1)(1 + kα) = β
z
2
∞∑
k=1
ψ(z−1)(1 + kβ)
= 8(−1)z(4pi) z−42
×
∫ ∞
0
Γ
(
z − 2 + it
4
)
Γ
(
z − 2− it
4
)
Ξ
(
t+ i(z − 1)
2
)
Ξ
(
t− i(z − 1)
2
)
cos
(
1
2
t logα
)
z2 + t2
dt,
(3.26)
since Γ(z) = (z − 1)!. To obtain (3.23), we simply replace k by n, z − 1 by k, α by x
and β by 1/x in the first equality of (3.26).
4. The second modular relation involving Hurwitz zeta functions
Theorem 4.1. Let 0 < Re z < 2. Define ϕ(z, x) as
ϕ(z, x) = ζ(z, x)− 1
2
x−z +
x1−z
1− z , (4.1)
ANALOGUES OF A TRANSFORMATION FORMULA OF RAMANUJAN 9
where ζ(z, x) denotes the Hurwitz zeta function. Then if α and β are any positive
numbers such that αβ = 1,
α
z
2
( ∞∑
n=1
ϕ(z, nα)− ζ(z)
2αz
− ζ(z − 1)
α(z − 1)
)
= β
z
2
( ∞∑
n=1
ϕ(z, nβ)− ζ(z)
2βz
− ζ(z − 1)
β(z − 1)
)
=
8(4pi)
z−4
2
Γ(z)
∫ ∞
0
Γ
(
z − 2 + it
4
)
Γ
(
z − 2− it
4
)
Ξ
(
t+ i(z − 1)
2
)
Ξ
(
t− i(z − 1)
2
)
cos
(
1
2
t logα
)
z2 + t2
dt,
(4.2)
where Ξ(t) is defined in (1.3).
Proof. The asymptotic expansion of ζ(z, x) [4, p. 25] for large |x| and | arg x| < pi is
given by
ζ(z, x) =
1
Γ(z)
(
x1−zΓ(z − 1) + 1
2
Γ(z)x−z +
m−1∑
n=1
B2n
(2n)!
Γ(z + 2n− 1)x−2n−z+1
)
+O(x−2m−z−1).
(4.3)
Hence for 0 < Re z < 2, the series
∞∑
n=1
ϕ(z, nα) as well as
∞∑
n=1
ϕ(z, nβ) are analytic
functions. The proof of (4.2) that we give is along the similar lines as the first proof in
[1] except that here we have to take care of two parameters z and α instead of just α
in [1]. We first prove the result for 1 < Re z < 2 and later extend it to 0 < Re z < 2
using analytic continuation.
Replacing s by z − 1 in (1.7), we find that for 0 < Re z < 2,
∫ ∞
0
Γ
(
z − 2 + it
4
)
Γ
(
z − 2− it
4
)
Ξ
(
t+ i(z − 1)
2
)
Ξ
(
t− i(z − 1)
2
)
cos nt
z2 + t2
dt
=
1
8
(4pi)−
(z−4)
2
∫ ∞
0
xz−1
(
1
exen − 1 −
1
xen
)(
1
exe−n − 1 −
1
xe−n
)
dx. (4.4)
Multiplying both sides of (4.4) by 8(4pi)
(z−4)
2 and then letting n = 1
2
logα, we see that
8(4pi)
(z−4)
2
∫ ∞
0
Γ
(
z − 2 + it
4
)
Γ
(
z − 2− it
4
)
Ξ
(
t + i(z − 1)
2
)
Ξ
(
t− i(z − 1)
2
)
cos
(
1
2
t logα
)
z2 + t2
dt
=
∫ ∞
0
xz−1
(
1
ex
√
α − 1 −
1
x
√
α
)(
1
ex/
√
α − 1 −
1
x/
√
α
)
dx. (4.5)
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Making a change of variable x = 2pit/
√
α in the integral on the right-hand side of (4.4),
we see that
8(4pi)
(z−4)
2
∫ ∞
0
Γ
(
z − 2 + it
4
)
Γ
(
z − 2− it
4
)
Ξ
(
t + i(z − 1)
2
)
Ξ
(
t− i(z − 1)
2
)
cos
(
1
2
t logα
)
z2 + t2
dt
=
(
2pi√
α
)z ∫ ∞
0
tz−1
(
1
e2pit − 1 −
1
2pit
)(
1
e2pit/α − 1 −
1
2pit/α
)
dt
=
(
2pi√
α
)z ∫ ∞
0
tz−1
(
1
(e2pit/α − 1)(e2pit − 1) −
α
2pit(e2pit − 1) −
1
2pit(e2pit/α − 1) +
α
4pi2t2
)
dt
= I1(z, α) + I2(z, α), (4.6)
where
I1(z, α) =
(
2pi√
α
)z ∫ ∞
0
tz−1
(
1
(e2pit/α − 1)(e2pit − 1) −
α
2pit(e2pit − 1) +
e−t/α
4pit
)
dt,
(4.7)
and
I2(z, α) =
(
2pi√
α
)z ∫ ∞
0
tz−1
( −1
2pit(e2pit/α − 1) +
α
4pi2t2
− e
−t/α
4pit
)
dt. (4.8)
First,
I1(z, α) =
(
2pi√
α
)z
×∫ ∞
0
tz−1
(
1
(e2pit/α − 1)(e2pit − 1) −
α
2pit(e2pit − 1) +
1
2(e2pit − 1) −
1
2(e2pit − 1) +
e−t/α
4pit
)
dt
=
(
2pi√
α
)z ∫ ∞
0
tz−1
(e2pit − 1)
(
1
(e2pit/α − 1) −
1
2pit/α
+
1
2
)
dt
− (2pi)
z−1
2αz/2
∫ ∞
0
tz−1
(
2pi
e2pit − 1 −
e−t/α
t
)
dt
= I3(z, α) + I4(z, α), (4.9)
where
I3(z, α) =
(
2pi√
α
)z ∫ ∞
0
tz−1
(e2pit − 1)
(
1
(e2pit/α − 1) −
1
2pit/α
+
1
2
)
dt, (4.10)
and
I4(z, α) = −(2pi)
z−1
2αz/2
∫ ∞
0
tz−1
(
2pi
e2pit − 1 −
e−t/α
t
)
dt. (4.11)
Now for evaluating I3(z, α), we make use of the following formula [4, p. 23] valid for
Re z > −1 and Re a > 0
ζ(z, a) =
a−z
2
− a
1−z
1− z +
1
Γ(z)
∫ ∞
0
e−axxz−1
(
1
ex − 1 −
1
x
+
1
2
)
dx. (4.12)
Since t > 0, expanding
1
(e2pit − 1) in terms of its geometric series, interchanging the
summation and integration because of absolute convergence and then using (4.12), we
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find that
I3(z, α) =
(
2pi√
α
)z ∫ ∞
0
tz−1e−2pit
1− e−2pit
(
1
(e2pit/α − 1) −
1
2pit/α
+
1
2
)
dt
=
(
2pi√
α
)z ∞∑
n=1
∫ ∞
0
tz−1e−2pint
(
1
(e2pit/α − 1) −
1
2pit/α
+
1
2
)
dt
= αz/2
∞∑
n=1
Γ(z)
(
ζ(z, nα)− (nα)
−z
2
+
(nα)1−z
1− z
)
= αz/2Γ(z)
∞∑
n=1
ϕ(z, nα), (4.13)
where in the antepenultimate line, we have made a change of variable x = 2pit/α. Next
we evaluate I4(z, α). Since Re z > 1, using (3.4) and the integral representation for
Γ(z − 1), we find that
I4(z, α) = −(2pi)
z−1
2αz/2
(
2pi
∫ ∞
0
tz−1
e2pit − 1 dt−
∫ ∞
0
tz−2e−t/α dt
)
= −(2pi)
z−1
2αz/2
(
2pi
(2pi)z
Γ(z)ζ(z)− αz−1Γ(z − 1)
)
= −α
− z
2
2
Γ(z)ζ(z) +
α
z
2
−1
2
(2pi)z−1Γ(z − 1). (4.14)
Hence from (4.9), (4.13) and (4.14), we conclude that
I1(z, α) = α
z/2Γ(z)
∞∑
n=1
ϕ(z, nα)− α
− z
2
2
Γ(z)ζ(z) +
α
z
2
−1
2
(2pi)z−1Γ(z − 1) (4.15)
It remains to evaluate I2(z, α). Now from [10, p. 23, eqn. 2.7.1] for 0 < Re z < 1,
we have
Γ(z)ζ(z) =
∫ ∞
0
tz−1
(
1
et − 1 −
1
t
)
dt (4.16)
Thus employing a change of variable u = 2pit/α in (4.8) and then using (4.16) and the
integral representation for Γ(z − 1), we see that
I2(z, α) = −α
z
2
−1
∫ ∞
0
uz−1
(
1
u(eu − 1) −
1
u2
+
e−u/2pi
2u
)
du
= −α z2−1
(∫ ∞
0
uz−2
(
1
eu − 1 −
1
u
)
du+
1
2
∫ ∞
0
e−u/2piuz−2 du
)
= −α z2−1
(
Γ(z − 1)ζ(z − 1) + 1
2
(2pi)z−1Γ(z − 1)
)
. (4.17)
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Finally from (4.6), (4.15) and (4.17), we see that after simplification
8(4pi)
(z−4)
2
Γ(z)
∫ ∞
0
Γ
(
z − 2 + it
4
)
Γ
(
z − 2− it
4
)
Ξ
(
t + i(z − 1)
2
)
Ξ
(
t− i(z − 1)
2
)
cos
(
1
2
t logα
)
z2 + t2
dt
= α
z
2
( ∞∑
n=1
ϕ(z, nα)− ζ(z)
2αz
− ζ(z − 1)
α(z − 1)
)
. (4.18)
Now replacing α by β in (4.18), we find that
β
z
2
( ∞∑
n=1
ϕ(z, nβ)− ζ(z)
2βz
− ζ(z − 1)
β(z − 1)
)
=
8(4pi)
(z−4)
2
Γ(z)
∫ ∞
0
Γ
(
z − 2 + it
4
)
Γ
(
z − 2− it
4
)
Ξ
(
t+ i(z − 1)
2
)
Ξ
(
t− i(z − 1)
2
)
cos
(
1
2
t log β
)
z2 + t2
dt
=
8(4pi)
(z−4)
2
Γ(z)
∫ ∞
0
Γ
(
z − 2 + it
4
)
Γ
(
z − 2− it
4
)
Ξ
(
t+ i(z − 1)
2
)
Ξ
(
t− i(z − 1)
2
)
cos
(
1
2
t log 1
α
)
z2 + t2
dt
=
8(4pi)
(z−4)
2
Γ(z)
∫ ∞
0
Γ
(
z − 2 + it
4
)
Γ
(
z − 2− it
4
)
Ξ
(
t+ i(z − 1)
2
)
Ξ
(
t− i(z − 1)
2
)
cos
(
1
2
t logα
)
z2 + t2
dt.
(4.19)
Thus (4.18) and (4.19) imply (4.2) for 1 < Re z < 2. Now observe from (4.4) that the
right-hand side of (4.2) is analytic for 0 < Re z < 2. Also on the left-hand side of (4.2),
z = 1 is a removable singularity because the residue of ζ(z) at z = 1 is equal to 1 and
because ζ(0) = −1
2
. Hence by analytic continuation, (4.2) holds for 0 < Re z < 2. 
As a limiting case of (4.2), we obtain Ramanujan’s transformation formula, i.e.,
equation (1.4).
Corollary 4.2. If
φ(x) := ψ(x) +
1
2x
− log x, (4.20)
and α and β are positive numbers such that αβ = 1, then
√
α
{
γ − log(2piα)
2α
+
∞∑
n=1
φ(nα)
}
=
√
β
{
γ − log(2piβ)
2β
+
∞∑
n=1
φ(nβ)
}
= − 1
pi3/2
∫ ∞
0
∣∣∣∣Ξ(12t
)
Γ
(−1 + it
4
)∣∣∣∣2 cos
(
1
2
t logα
)
1 + t2
dt. (4.21)
Proof. Let z → 1 in (4.2). Then using Lebesgue’s dominated convergence theorem, we
observe that
lim
z→1
α
z
2
( ∞∑
n=1
ϕ(z, nα)− ζ(z)
2αz
− ζ(z − 1)
α(z − 1)
)
= lim
z→1
β
z
2
( ∞∑
n=1
ϕ(z, nβ)− ζ(z)
2βz
− ζ(z − 1)
β(z − 1)
)
=
1
pi3/2
∫ ∞
0
∣∣∣∣Ξ(12t
)
Γ
(−1 + it
4
)∣∣∣∣2 cos
(
1
2
t logα
)
1 + t2
dt (4.22)
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Now since
∑∞
n=1 ϕ(z, nα) and
∑∞
n=1 ϕ(z, nβ) converge absolutely and uniformly in a
neighborhood of z = 1, which can be seen from (4.3), we observe that
lim
z→1
α
z
2
( ∞∑
n=1
ϕ(z, nα)− ζ(z)
2αz
− ζ(z − 1)
α(z − 1)
)
=
(
lim
z→1
α
z
2
)
·
( ∞∑
n=1
(
lim
z→1
ϕ(z, nα)
)
− lim
z→1
(
ζ(z)
2αz
+
ζ(z − 1)
α(z − 1)
))
=
(
lim
z→1
α
z
2
)
·
( ∞∑
n=1
(
lim
z→1
ϕ(z, nα)
)
− lim
z→1
(
ζ(z)
2αz
− 1
2αz(z − 1)
)
− lim
z→1
(
1
2αz(z − 1) +
ζ(z − 1)
α(z − 1)
))
(4.23)
But it is known [10, p. 16] that
lim
s→1
(
ζ(s)− 1
s− 1
)
= γ. (4.24)
Hence
lim
z→1
(
ζ(z)
2αz
− 1
2αz(z − 1)
)
=
γ
2α
. (4.25)
Next using L’Hopital’s rule, we see that
lim
z→1
(
1
2αz(z − 1) +
ζ(z − 1)
α(z − 1)
)
= lim
z→1
1
2αz
· lim
z→1
1 + 2αz−1ζ(z − 1)
z − 1
= lim
z→1
1
2αz
· lim
z→1
(
2αz−1ζ
′
(z − 1) + 2ζ(z − 1)αz−1 logα
)
=
1
2α
(
2ζ
′
(0) + 2ζ(0) logα
)
= − log(2piα)
2α
, (4.26)
since ζ(0) = −1
2
and ζ
′
(0) = −1
2
log(2pi) [10, pp. 19-20, eqns. 2.4.3, 2.4.5]. Now noting
that [4, p. 23]
lim
z→1
(
ζ(z, a)− 1
z − 1
)
= −ψ(a), (4.27)
and using L’Hopital’s rule again, we observe that
lim
z→1
ϕ(nα)
= lim
z→1
(
ζ(z, nα)− 1
2
(nα)−z +
(nα)1−z
1− z
)
= lim
z→1
[(
ζ(z, nα)− 1
z − 1
)
− (nα)
−z
2
+
(nα)1−z − 1
1− z
]
= −ψ(nα)− 1
2nα
+ lim
z→1
−(nα)1−z log nα
−1
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= −ψ(nα)− 1
2nα
+ log(nα)
= −φ(nα), (4.28)
where φ(x) is as defined in (4.20). Hence from (4.23), (4.25), (4.26) and (4.28), we
find that
lim
z→1
α
z
2
( ∞∑
n=1
ϕ(z, nα)− ζ(z)
2αz
− ζ(z − 1)
α(z − 1)
)
= −√α
(
γ − log(2piα)
2α
+
∞∑
n=1
φ(nα)
)
,
(4.29)
Thus from (4.22), (4.29) and (4.29) with α replaced by β, we obtain
−√α
{
γ − log(2piα)
2α
+
∞∑
n=1
φ(z, nα)
}
= −
√
β
{
γ − log(2piβ)
2β
+
∞∑
n=1
φ(z, nβ)
}
=
1
pi3/2
∫ ∞
0
∣∣∣∣Ξ(12t
)
Γ
(−1 + it
4
)∣∣∣∣2 cos
(
1
2
t logα
)
1 + t2
dt. (4.30)
Multiplying (4.30) throughout by −1, we arrive at (4.21). 
5. Proof of (1.6)
Here we show that the second term on the right-hand side of equation (19) in [7],
namely, −1
4
(4pi)
(s−3)
2 Γ(s)ζ(s) coshn(1− s) is not present and thus indeed that (1.6) is
actually the correct version of equation (19) in [7]. Since the exposition in Sections 4
and 5 of [7] is quite terse, we will derive (1.6) giving all the details. We will collect and
prove wherever necessary, several ingredients required for the proof along the way.
First, equation (15) in [7] states that for Re s > −1 and αβ = 4pi2, we have
G(s;α) :=
ζ(1− s)
4 cos(pis/2)
α(s−1)/2 +
ζ(−s)
8 sin(pis/2)
α(s+1)/2 + α(s+1)/2
∫ ∞
0
∫ ∞
0
xs sin (αxy)
(e2pix − 1)(e2piy − 1) dxdy
=
ζ(1− s)
4 cos(pis/2)
β(s−1)/2 +
ζ(−s)
8 sin(pis/2)
β(s+1)/2 + β(s+1)/2
∫ ∞
0
∫ ∞
0
xs sin (βxy)
(e2pix − 1)(e2piy − 1) dxdy.
(5.1)
This relation can be proved by obtaining integral representations for
ζ(1− s)
4 cos(pis/2)
and
ζ(−s)
8 sin(pis/2)
and by using the identity (see [7, p. 253])∫ ∞
0
sin(αxy)
e2piy − 1 dy =
1
2
(
1
eαx − 1 −
1
αx
+
1
2
)
. (5.2)
Since we are concerned with the case Re s > 1, we prove (5.1) for Re s > 1 only. Other
cases can be similarly proved.
Now the functional equation for ζ(s) in its non-symmetric form [10, p. 13, eqn. 2.1.1]
states that
ζ(s) = 2spis−1Γ(1− s)ζ(1− s) sin (1
2
pis
)
. (5.3)
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Using this and (3.4), one can easily show that for Re s > 1,
ζ(1− s)
4 cos(1
2
pis)
=
1
2
∫ ∞
0
xs−1dx
e2pix − 1 , (5.4)
and
ζ(−s)
8 sin(1
2
pis)
=
−1
4
∫ ∞
0
xsdx
e2pix − 1 . (5.5)
Hence using (5.2), (5.4) and (5.5) in (5.1), we see that
G(s;α) =
α(s+1)/2
2
∫ ∞
0
xs
(e2pix − 1)(eαx − 1) dx. (5.6)
So (5.1) will be proved for Re s > 1 if we can show that
α(s+1)/2
2
∫ ∞
0
xs
(e2pix − 1)(eαx − 1) dx =
β(s+1)/2
2
∫ ∞
0
xs
(e2pix − 1)(eβx − 1) dx. (5.7)
But this is easily seen by making the substitution x =
2piy
α
on the left-hand side of
(5.7) and using the fact that αβ = 4pi2. Thus (5.1) is proved for Re s > 1.
Next, equation (17) in [7] states that when αβ = 4pi2 and Re s > −1, we have
ζ(1− s)
4 cos(pis/2)
s− 1
(s− 1)2 + t2
(
α(s−1)/2 + β(s−1)/2
)
+
ζ(−s)
8 sin(pis/2)
s+ 1
(s+ 1)2 + t2
(
α(s+1)/2 + β(s+1)/2
)
+ α(s+1)/2
∫ ∞
0
∫ ∞
0
(
αxy
1!
s+ 3
(s+ 3)2 + t2
− (αxy)
3
3!
s+ 7
(s+ 7)2 + t2
+ · · ·
)
xsdxdy
(e2pix − 1)(e2piy − 1)
+ β(s+1)/2
∫ ∞
0
∫ ∞
0
(
βxy
1!
s+ 3
(s+ 3)2 + t2
− (βxy)
3
3!
s+ 7
(s+ 7)2 + t2
+ · · ·
)
xsdxdy
(e2pix − 1)(e2piy − 1)
=
2(s−3)/2
pi
Γ
(
1
4
(s− 1 + it))Γ (1
4
(s− 1− it))
(s+ 1)2 + t2
Ξ
(
t + is
2
)
Ξ
(
t− is
2
)
cos
(
1
4
t log
α
β
)
.
(5.8)
Letting α = β = 2pi in (5.8) and simplifying, we find that
ζ(1− s)
pi cos(pis/2)
s− 1
(s− 1)2 + t2 +
ζ(−s)
sin(pis/2)
s+ 1
(s+ 1)2 + t2
+ 8
∫ ∞
0
∫ ∞
0
(
2pixy
1!
s+ 3
(s+ 3)2 + t2
− (2pixy)
3
3!
s + 7
(s+ 7)2 + t2
+ · · ·
)
xsdxdy
(e2pix − 1)(e2piy − 1)
=
1
pi(s+3)/2
Γ
(
1
4
(s− 1 + it))Γ (1
4
(s− 1− it))
(s + 1)2 + t2
Ξ
(
t+ is
2
)
Ξ
(
t− is
2
)
. (5.9)
Now we know that for Re a > 0,∫ ∞
0
e−au cos bu du =
a
a2 + b2
. (5.10)
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Using (5.10), we wish to replace the fractions of the form
s+ j
(s+ j)2 + t2
in (5.9) by
integrals. Since Re s > 1, for j ≥ −1, we have
s+ j
(s+ j)2 + t2
=
∫ ∞
0
e−(s+j)u cos tu du. (5.11)
Hence using (5.11) in (5.9), inverting the order of integration because of absolute
convergence and simplifying, we see that
1
pi(s+3)/2
Γ
(
1
4
(s− 1 + it))Γ (1
4
(s− 1− it))
(s+ 1)2 + t2
Ξ
(
t+ is
2
)
Ξ
(
t− is
2
)
=
ζ(1− s)
pi cos(pis/2)
∫ ∞
0
e−(s−1)u cos tu du+
ζ(−s)
sin(pis/2)
∫ ∞
0
e−(s+1)u cos tu du
+ 8
∫ ∞
0
∫ ∞
0
(
2pixy
1!
∫ ∞
0
e−(s+3)u cos tu du− (2pixy)
3
3!
∫ ∞
0
e−(s+7)u cos tu du+ · · ·
)
× x
sdxdy
(e2pix − 1)(e2piy − 1)
=
∫ ∞
0
[
ζ(1− s)
pi cos(pis/2)
e−(s−1)u +
ζ(−s)
sin(pis/2)
e−(s+1)u
+ 8e−(s+1)u
∫ ∞
0
∫ ∞
0
(
2pixye−2u
1!
− (2pixye
−2u)3
3!
+ · · ·
)
xsdxdy
(e2pix − 1)(e2piy − 1)
]
cos tu du
=
∫ ∞
0
[
ζ(1− s)
pi cos(pis/2)
e−(s−1)u +
ζ(−s)
sin(pis/2)
e−(s+1)u + 8e−(s+1)u
∫ ∞
0
∫ ∞
0
xs sin (2pixye−2u)
(e2pix − 1)(e2piy − 1) dxdy
]
× cos tu du. (5.12)
Now let
f(u) :=
ζ(1− s)
pi cos(pis/2)
e−(s−1)u+
ζ(−s)
sin(pis/2)
e−(s+1)u+8e−(s+1)u
∫ ∞
0
∫ ∞
0
xs sin (2pixye−2u)
(e2pix − 1)(e2piy − 1) dxdy,
(5.13)
and
f̂(t) :=
1
pi(s+3)/2
Γ
(
1
4
(s− 1 + it))Γ (1
4
(s− 1− it))
(s+ 1)2 + t2
Ξ
(
t+ is
2
)
Ξ
(
t− is
2
)
. (5.14)
Then from (5.12), (5.13) and (5.14), we have
f̂(t) =
∫ ∞
0
f(u) cos tu du. (5.15)
Now we show that f is an even function of u.
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If we let α = 2pie−2u and β = 2pie2u in (5.1), upon simplification, we find that
ζ(1− s)
pi cos(pis/2)
e−(s−1)u +
ζ(−s)
sin(pis/2)
e−(s+1)u + 8e−(s+1)u
∫ ∞
0
∫ ∞
0
xs sin (2pixye−2u)
(e2pix − 1)(e2piy − 1) dxdy
=
ζ(1− s)
pi cos(pis/2)
e(s−1)u +
ζ(−s)
sin(pis/2)
e(s+1)u + 8e(s+1)u
∫ ∞
0
∫ ∞
0
xs sin (2pixye2u)
(e2pix − 1)(e2piy − 1) dxdy.
(5.16)
This proves that f is an even function of u. Also using the fact that Ξ(−t) = Ξ(t), we
readily observe that f̂ is also an even function of t.
Then from Fourier’s integral theorem and (5.15), we deduce that for n real,
f(n) =
2
pi
∫ ∞
0
f̂(t) cosnt dt. (5.17)
Now define
F (n, s) :=
pi
s+5
2
2
f(n). (5.18)
Then from (5.13), (5.14) and (5.17), we find that
F (n, s) =
∫ ∞
0
Γ
(
1
4
(s− 1 + it))Γ (1
4
(s− 1− it))
(s+ 1)2 + t2
Ξ
(
t + is
2
)
Ξ
(
t− is
2
)
cosnt dt
=
pi
s+5
2
2
(
ζ(1− s)
pi cos(pis/2)
e−(s−1)n +
ζ(−s)
sin(pis/2)
e−(s+1)n + 8e−(s+1)n
∫ ∞
0
∫ ∞
0
ts sin (2pitye−2n)
(e2pit − 1)(e2piy − 1) dtdy
)
.
(5.19)
Substituting (5.2), (5.4) and (5.5) in (5.19), we find that
F (n, s) =
pi
s+5
2
2
[
2e−(s−1)n
pi
∫ ∞
0
ts−1dt
e2pit − 1 − 2e
−(s+1)n
∫ ∞
0
tsdt
e2pit − 1
+ 4e−(s+1)n
∫ ∞
0
tsdt
e2pit − 1
(
1
e2pite−2n − 1 −
1
2pite−2n
+
1
2
)]
. (5.20)
Letting t =
enx
2pi
in (5.20), we find that
F (n, s) =
pi
s+5
2
2
[
en
2s−1pis+1
∫ ∞
0
xs−1 dx
(exen − 1) −
1
2spis+1
∫ ∞
0
xs dx
(exen − 1)
+
1
2s−1pis+1
∫ ∞
0
xsdx
(exen − 1)
(
1
exe−n − 1 −
1
xe−n
+
1
2
)]
=
1
8
(4pi)−
(s−3)
2
[
en
∫ ∞
0
xs−1 dx
(exen − 1) −
1
2
∫ ∞
0
xs dx
(exen − 1)
+
∫ ∞
0
xsdx
(exen − 1)
(
1
exe−n − 1 −
1
xe−n
+
1
2
)]
=
1
8
(4pi)−
(s−3)
2
∫ ∞
0
xs dx
(exen − 1)(exe−n − 1) . (5.21)
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Finally, we obtain (1.6) from (5.19) and (5.21).
Remark. Equation (1.7), for −1 < Re s < 1, is derived in a very similar manner as
above, except that since Re s < 1, the first expression on the left-hand side of (5.9) is
written as − ζ(1− s)
pi cos(pis/2)
1− s
(1− s)2 + t2 and then we use the following equation,
1− s
(1− s)2 + t2 =
∫ ∞
0
e(s−1)u cos tu du. (5.22)
This along with similar analysis as above gives (1.7). Now it turns out that if we use
(5.22) instead of (5.11) with j = −1 when Re s > 1, then we do get the second term
on the right-hand side of equation (19) in [7], i.e., −1
4
(4pi)
(s−3)
2 Γ(s)ζ(s) coshn(1 − s),
as given by Ramanujan. This explains how Ramanujan was erroneously led to his
equation.
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