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ABSTRACT
In both high-performance computing (HPC) environments
and the public cloud, the duration of time to retrieve or
save your results is simultaneously unpredictable and im-
portant to your over all resource budget. It is generally
accepted (“Google: Taming the Long Latency Tail - When
More Machines Equals Worse Results”, Todd Hoff, highscal-
ability.com 2012) , but without a robust explanation, that
identical parallel tasks do take different durations to com-
plete – a phenomena known as variability. This paper ad-
vances understanding of this topic. We carefully choose a
model from which system-level complexity emerges that can
be studied directly. We find that a generalized extreme value
(GEV) model for variability naturally emerges. Using the
public cloud, we find real-world observations have excellent
agreement with our model. Since the GEV distribution is a
limit distribution this suggests a universal property of par-
allel systems gated by the slowest communication element
of some sort. Hence, this model is applicable to a variety
of processing and IO tasks in parallel environments. These
findings have important implications, ranging from charac-
terizing ideal performance for parallel codes to detecting de-
graded behaviour at extreme scales.
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1. INTRODUCTION
Where they exist at all, current models for variability of
parallel workloads on HPC systems implicitly assume I/O
variability follows a normal distribution with the mean and
standard deviation the only measure of interest [12, 21, 32,
24, 28]. An attempt to fit the tail of task duration to the
log-normal distribution has also been made [37] with limited
success. [20, 16] point out that lowering latency for a given
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service increases competitiveness of that service. Their work
focuses on reducing the tail latency of a parallel task by
reducing the latency of the individual tasks that makeup the
parallel task. Beyond these studies on parallel workloads,
there are an increasing number of phenomena in computer
science and beyond that are best modeled by methods of
extreme statistics [14, 3, 15, 10, 25, 11, 35, 4, 2, 7, 22, 30,
8, 26].
2. MODEL
The modern theory of extreme value distributions can be
traced back to the 1920’s and two mathematicians: Fisher
and Tippett. They considered [13] extreme values of n sam-
ples, each of size m drawn from the same underlying pop-
ulation. Provided the population values are independent
and identically distributed (i.i.d.), they showed that the dis-
tribution of the extreme values (smallest or largest) drawn
from sufficiently large sub-samples, which in turn are drawn
from a larger sample, tended to one of three possible unique
asymptotic forms. For a given underlying distribution e.g.
the exponential, the extremal distribution will be one of the
three, in this case the Gumbel distribution (the others are
Fre´chet, to which the extremes of power laws are attracted,
and the Weibull, also well known in failure rate modeling
for example.) The probability density function of the GEV
with location µ, scale σ, and shape ξ is:
Pµ,σ,ξ(x) =
exp
(
− (1 + ξ (x−µ
σ
))−1/ξ)
if ξ 6= 0
exp
(
−e( x−µσ )
)
if ξ = 0
(1)
A detailed description, and physical examples of extreme
value theory are presented in [23, 11, 33]. Next, we choose
a common an simple parallel task (a write to a parallel file
system) and argue that the i.i.d. assumption needed for
GEV behavior are directly applicable as follows:
The storage nodes are independent. A storage node is
here defined as a device that receives a portion of a file
during a parallel write. While it is common to collect
multiple devices into a storage array, our model treats
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an array as a single storage node that is independent
from other arrays.
A write task takes place from a single node to many
storage nodes. Of the many I/O scenarios enumer-
ated in the article [27], this paper is concerned with the
duration to complete scenario 5: Checkpoint/restart
with large I/O requests. This is also known as a ‘one-
to-many’ operation.
The dominant source of variation within the system
arises from the storage nodes. The non-dominant
sources of latency in the system including: network
switches, network cards, interrupts, kernel buffers, PCI
interfaces, OS schedulers, memory latency etc are all
assumed to be comparatively small.
The client node is connected to each of the storage
nodes by an identical network connection. The
network connections connecting the client and storage
nodes are identical in bandwidth and latency.
3. EXPERIMENT
A quantity of interest to many in HPC is the duration of
time to complete a given task. Our chosen task is a write
operation on a parallel file system with a duration of Tg. We
assume that there is a baseline characteristic of the paral-
lel task duration that is observable on a quiescent system
without congestion Ts. Congestion is a important factor in
network operations [12, 35, 9] that arises with a shared net-
work or the storage nodes that are busy with other tasks.
We encode the congestion penalty (which we call background
traffic factor) as a constant of proportionality kt. This gives:
Tg = ktTs. A completely quiet system without congestion or
background traffic is the state where kt = 1. If background
traffic is present, kt > 1.
We extend our model with the assumptions: an observed
file transfer to a single storage node will take S seconds
where S is an observation of the storage node that behaves
with a given probability distribution: p(s). Hence the time
taken Ts for the storage nodes to complete a parallel write
in our model is the largest value of S from m storage nodes:
Ts = max{S1, S2...Sm}. By substitution, we arrive at:
Tg = kt max{S1, S2...Sm}. (2)
i.e. a client will observe a write time onto a parallel file
system that is limited by the last storage node to complete
the task: Tg = Pµ,σ,ξ(x) from equation (1).
From Extreme Value Theory, provided m is sufficiently
large and with our additional constant traffic constraint (kt
is constant across observations), we construct the follow-
ing testable hypothesis: the times taken to transfer a file
onto a large number of storage nodes will have a distribu-
tion approximated a random variable that has a extreme
value distribution, given a fixed level of background traffic
(congestion) and our previously stated assumptions of the
system hold true.
An investigation to explore the distribution Tg was ini-
tially conducted at TACC on the Ranger system. Encour-
aging results were obtained. However, these results were
identified as unreliable because the experimental run used
dd with a block size of more than 2GB. For some configura-
tions (apparently including Ranger), dd will stop writing af-
ter 2GB and return success. This initial data was discarded.
An experimental run was subsequently completed on both
Stampeed and Lonestar4 without success: these machines
did not include the i.i.d. assumptions previously stated.
A second experiment was designed and conducted on the
Amazon Web Services (AWS) public cloud. Cloud based
computing has grown in popularity as a inexpensive tool for
research, and performance evaluations are an area of active
research [38, 6, 19, 36]. AWS allows dynamic construction of
arbitrary configurations as well as isolated network environ-
ments - necessary to ensure constant kt in our model. For
a completely isolated network with a single client running a
single job, kt = 1.
Amazon Web Services provide basic specifications of the
network and storage performance. They state a throughput
of 128 MBps per volume 1, 62.5MBps per instance for write
2. The dynamically constructed cluster was created within a
‘placement group’ 3. This is a logical group of instances that
enables applications to participate in a low-latency, 10Gbps
network. Published values for the throughput of c3.large
storage servers could not be obtained. The maximum theo-
retical bandwidth of a 10Gbps network is 1250 MBps. The
mean value observed in our experiment is 45MBps. From
these calculations it would appear that the instance through-
put (possibly on the client) is the bottleneck in our system
configuration.
Our experiments are performed on the Lustre4 parallel file
system version 1.8.9-wc1. While more recent Lustre software
releases are available, using synchronous write in our exper-
iment prohibited versions of Lustre that do not have a fix
for LU-1669. At the time (Autumn 2015), 1.8 was the most
popular Lustre version that supported parallel direct write.
In addition, previous variability papers have chosen 1.8 for
their studies. To avoid complications with caches, only syn-
chronous write operations are considered in this study. The
design of the Lustre file system version 1.8 requires a seri-
alized meta-data request to open and close the file. We use
a simple code (provided in the appendix) that measures the
time for serialized meta-data requests separately to the par-
allel data transfer request. Our experiment defines a single
write as a total file size of 512 MB written to 16 storage
nodes. The default stripe size of 1MB was used. Choosing
a files size of 512 MB ensures the file is small enough to
fit in the client memory (total of 7.5GB) without needing
costly swapping. 16 storage nodes is chosen as a sufficiently
large population (m) and a total of 400 observations made to
ensure sufficient fidelity of the underlying distribution and
increase confidence of correct identification [18]
Specific compute instance (EC2) types and Elastic Block
Store (EBS) were chosen as shown in Figure 1. The cluster
was constructed behind a head node (not shown) in a private
subnet within a placement group. The EC2 instances were
shared tenancy. All instances in the experimental setup were
CentOS 5.11 with Lustre 1.8.9-wc.
4. RESULTS
1http://aws.amazon.com/ebs/details/
2http://docs.aws.amazon.com/AWSEC2/latest/
UserGuide/ebs-ec2-config.html
3http://docs.aws.amazon.com/AWSEC2/latest/
UserGuide/placement-groups.html
4Other names and brands may be claimed as the property
of others.
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Figure 1: A typical high performance storage architecture
with a single client node C1. Storage targets (1-16) are at-
tached in groups of four to storage servers. A read or write
operation from C1 occurs across all storage targets in par-
allel. A write operation includes the following high level
steps: 1 C1 executes a single task and accumulates results
in memory until the task is complete. 2 C1 requests a
file handle from the metadata server. The metadata server
persists data on storage (labelled ‘MDT’) and instructs the
client to write to all the storage nodes during writing. From
this point onwards the system storage targets behave with
i.i.d. characteristics. 3 A timer begins on C1. C1 and the
contents of the memory is written to all the storage nodes as
a synchronous write. 4 The storage servers pass the data
directly through to the EBS storage nodes (1-16). 5 The
timer is stopped when C1 is told that the write is complete.
The value of the timer is Tg.
Figure 2 shows the duration of a parallel write is best
approximated by equation (2). This results supports the
hypotheses that the duration of a parallel write is controlled
by the slowest node. GEV distributions are defined by three
parameters: location, scale, and shape. The result of our
work indicates that all three are valuable in capturing the
variability characteristics of a system. HPC performance
variability data first published in [21, 32] may now be bet-
ter explained using the GEV model. [31] (and references
therein) highlight the under appreciated importance, and
poor level of understanding of variability, within cloud com-
puting environments. Our results present a model that will
provide for a deeper understanding of variability on both the
cloud and HPC.
5. CONCLUSIONS
From extreme value theory, as the number of nodes in-
creases we anticipate a universal behavior will emerge in
systems of this type. We can confirm that with the condi-
tions already stated, this is the case in our system (Figure
2 ). Our idealized experiment has wider implications as it
maps onto a large class of systems, both physical and soci-
etal, where the essential element is waiting for a response in
parallel from any nodes. In the computing field, for exam-
ple, the Monte Carlo method is widely used and deployed at
parallel scale and under certain configurations, the time to
result would be expected to have a GEV distribution.
A complete, efficient, and accurate model of an HPC sys-
tem is critical in optimizing utilization of this limited re-
source. Queues have already successful modelling a number
of components of an HPC system including task schedul-
ing [35, 34], network systems [22], and failure and recovery
[4]. Our GEV model for parallel transfer grows the tools
available to a model an entire, active, HPC cluster.
The specter of traffic or network congestion is often intro-
duced when looking at variability in benchmark measure-
ments. If we are benchmarking a parallel task, and the
GEV model is accurate, we expect a tail in the variability
even in the complete absence of traffic. After the underlying
variability of a parallel workload characterized, the affect of
network congestion on the same workload can now be quan-
tified.
As high performance computing continues to develop and
increase parallelism, new libraries become available (and
necessary), to simplify interfacing with data objects [5]. For
example, the t3pio library provides automatic configuration
for MPI applications that use HDF5. With the GEV model,
a library can be calibrated for ideal parallel (GEV) behav-
ior and measure deviations from this behavior as values that
are unlikely. The journey to exascale computing means vast
increases node count and parallelism [1]. We expect GEV
to be a powerful tool in understanding and exploiting vari-
ability on HPC systems in the future.
In summary, this paper explains the variability in par-
allel writes. The variability is explained by extreme value
theory. Our analysis of data collected from a parallel write
task performed in the public cloud found good agreement
with well understood extreme statistics. Studies of parallel
tasks should perhaps begin to consider examining repeated
runs for evidence of extreme value distribution as a unique
parallel performance signature.
6. ACKNOWLEDGMENTS
0.0 0.2 0.4 0.6 0.8 1.0
0
.0
0
.2
0
.4
0
.6
0
.8
1
.0
Empirical
M
o
d
el
1
1
.0
1
1
.5
1
2
.0
1
2
.5
Return Period
R
et
u
rn
L
ev
el
/
se
c
10−1 100 101 102 103
Tg/sec
P
(T
g
)
11.0 11.5 12.0 12.5
0
.0
0
.5
1
.0
1
.5
Figure 2: Parallel write times follow extreme statistics. 400
consecutive observations of Tg were taken. The top panel
shows the cumulative value of the observation against the
model value. The middle panel is the observed quantity plot-
ted against the modeled quantity with the 95% confidence
interval of the value of ξ shown as a blue line. Observations
that fall outside the 95% confidence interval are colored in
red. The bottom panel presents the observation histogram
in 20 equal width bins with the fitted probability density
over-plotted. The GEV fit has location µ = 11.1679±0.0140,
scale σ = 0.2120±0.0101, and shape ξ = −0.00105±0.0415.
Values of µ, σ, ξ, standard errors, and outliers were calcu-
lated using the ismev library [17] within the R language
environment [29].
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APPENDIX
[Supporting Information: data write code]
/∗ Code to observe GEV v a r i a b i l i t y . Typ ica l l y , 100 runs shou ld
∗ genera te s u f f i c i e n t data f o r GEV to be c on f i d e n t l y observed .
∗ Example va l u e s :
∗ $FILESIZE = 512 // in MiB
∗ $STRIPECOUNT = 16
∗ $TARGETDIR = /mnt/ l u s t r e // on a Lustre f i l e system .
∗
∗ Ensure s t r i p i n g i s s e t
∗
∗ l f s s e t s t r i p e −c ${STRIPECOUNT} −s 1M $TARGETDIR”
∗
∗ Run with :
∗
∗ . / t imed wr i t e $FILESIZE $TOPDIR/$runNum . dat
∗
∗ Values o f ’ wr i t e ’ r e s u l t , are expec ted to have GEV d i s t r i b u t i o n .
∗/
#include <s t d i o . h>
#include <s t d l i b . h>
#include <time . h>
#include <sys / time . h>
#include < f c n t l . h>
#include <errno . h>
#include <s t r i n g . h>
int main ( int argc , char ∗argv [ ] )
{
int fd ;
int rc ;
unsigned char ∗bytes ;
long long wr i t e s i z e mb ;
struct t imeval s ta r t , end ;
long long c a l l o c e l a p s e d l , f r e e e l a p s e d l ;
long long open e lapsed l , w r i t e e l a p s e d l , c l o s e e l a p s e d l ;
wr i t e s i z e mb = a t o l l ( argv [ 1 ] ) ∗ 1024 ∗ 1024 ;
p r i n t f ( ” a l l o c a t i n g l o c a l memory f o r wr i t e o f %l l u bytes \n” , wr i t e s i z e mb ) ;
/∗ ge t t imeo fday has some known l im i t a t i o n s :
∗ h t t p :// s t a c k o v e r f l ow . com/ que s t i on s /88/
∗ However , i t shou ld be s u f f i c i e n t l y r e l i a b l e f o r t h i s experiment . ∗/
gett imeofday(&end , NULL) ;
bytes = c a l l o c ( wr i te s i ze mb , s izeof (unsigned char ) ) ;
i f ( bytes == NULL) {
p r i n t f ( ”can ’ t a l l o c a t e %s MiB : ’%s ’\n” , argv [ 1 ] , s t r e r r o r ( errno ) ) ;
return 1 ;
}
gett imeofday(& sta r t , NULL) ;
c a l l o c e l a p s e d l = ( s t a r t . t v s e c ∗ 1000000 + s t a r t . tv usec ) −
( end . t v s e c ∗1000000 + end . tv usec ) ;
gett imeofday(& sta r t , NULL) ;
fd = open ( argv [ 2 ] , O SYNC |O WRONLY|O CREAT, 0644) ;
i f ( fd < 0) {
p r i n t f ( ”can ’ t open f i l e : ’%s ’ e r r o r : ’%s ’\n” , argv [ 2 ] , s t r e r r o r ( errno ) ) ;
return 1 ;
}
gett imeofday(&end , NULL) ;
o p e n e l a p s e d l = ( end . t v s e c ∗ 1000000 + end . tv usec ) −
( s t a r t . t v s e c ∗1000000 + s t a r t . tv usec ) ;
rc = wr i t e ( fd , bytes , wr i t e s i z e mb ∗ s izeof (unsigned char ) ) ;
i f ( rc < 0) {
p r i n t f ( ”can ’ t wr i t e to t h i s f i l e : ’%s ’ e r r o r : ’%s ’\n” , argv [ 2 ] , s t r e r r o r ( errno ) ) ;
return 1 ;
}
gett imeofday(& sta r t , NULL) ;
w r i t e e l a p s e d l = ( s t a r t . t v s e c ∗ 1000000 + s t a r t . tv usec ) −
( end . t v s e c ∗1000000 + end . tv usec ) ;
c l o s e ( fd ) ;
i f ( fd < 0) {
p r i n t f ( ”can ’ t c l o s e f i l e : ’%s ’ e r r o r : %s \n” , argv [ 2 ] , s t r e r r o r ( errno ) ) ;
return 1 ;
}
gett imeofday(&end , NULL) ;
c l o s e e l a p s e d l = ( end . t v s e c ∗ 1000000 + end . tv usec ) −
( s t a r t . t v s e c ∗1000000 + s t a r t . tv usec ) ;
f r e e ( bytes ) ;
gett imeofday(& sta r t , NULL) ;
f r e e e l a p s e d l = ( s t a r t . t v s e c ∗ 1000000 + s t a r t . tv usec ) −
( end . t v s e c ∗1000000 + end . tv usec ) ;
p r i n t f ( ”wr i t e complete : c a l l o c %l f open %l f wr i t e %l f c l o s e %l f f r e e %l f t o t a l %l f \n” ,
c a l l o c e l a p s e d l /1000000 .0 ,
o p e n e l a p s e d l /1000000 .0 ,
w r i t e e l a p s e d l /1000000 .0 ,
c l o s e e l a p s e d l /1000000 .0 ,
f r e e e l a p s e d l /1000000 .0 ,
( c a l l o c e l a p s e d l
+ o p e n e l a p s e d l
+ w r i t e e l a p s e d l
+ c l o s e e l a p s e d l
+ f r e e e l a p s e d l ) / 1 0 0 0 0 0 0 . 0 ) ;
return ( 0 ) ;
}
