Abstract. In this paper some results are reviewed concerning the characterization of inverses of symmetric tridiagonal and block tridiagonal matrices as well as results concerning the decay of the elements of the inverses. These results are obtained by relating the elements of inverses to elements of the Cholesky decompositions of these matrices. This gives explicit formulas for the elements of the inverse and gives rise to stable algorithms to compute them. These expressions also lead to bounds for the decay of the elements of the inverse for problems arising from discretization schemes. Basically there are two kinds of papers: the first gives analytic formulas for special cases; the second gives characterizations of matrices whose inverse has certain properties, e.g., being tridiagonal or banded.
proved that the inverse is tridiagonal (this is Asplund's result) and conversely. In 1973, Bukhberger and Emel'yanenko [11] gave formulas based on Cholesky factorization for the inverse of a symmetric tridiagonal matrix. Two 1977 papers, by Bank and Rose [3] and Bank [4] , gave analytic formulas for the inverse of block tridiagonal matrices arising from separable problems. The 1979 Ikebe paper [24] studied inverses of Hessenberg matrices; specialization of this result to tridiagonal matrices gave Asplund's results. This result is extended to block tridiagonal matrices when the outer blocks are nonsingular. In 1979, Barrett [6] introduced the "triangle property" (a matrix R has this property if Rj (RcRcj)/Rck); a matrix having the "triangle property"
and nonzero diagonal elements has a tridiagonal inverse and vice versa). This result is not strictly equivalent to Asplund's result. In one theorem there is a restriction on the diagonal elements and in the other there is a restriction on the nondiagonal elements of the inverse. Also in 1979, Yamamoto and Ikebe [34] obtained formulas for the inverses of banded matrices. Fadeev [18] gave another proof of Ikebe's result for Hessenberg matrices in 1981. Another important paper is that by Barrett and Feinsilver [7] . It established a correspondence between the vanishing of a certain set of minors of a matrix and the vanishing of a related set of minors of the inverse. This gave a characterization of inverses of banded matrices; for tridiagonal matrices this reduces to the "triangle property." In 1984 Barrett and Johnson [8] generalized the work of Barrett and Feinsilver. Also in 1984, Rizvi [32] generalized the "triangle property" to block matrices and gave expressions for inverses of block tridiagonal ma- trices. The 1987 paper by Rbzsa [31] generalized Asplund's work. In 1986, Romani [30] studied the additive structure of the inverses of banded matrices, namely, that the inverse of a 2k + 1 diagonal symmetric banded matrix can be expressed as a sum of k symmetric matrices belonging to the class of inverses of symmetric irreducible tridiagonal matrices. In 1988, Bevilacqua, Codenotti, and Romani [9] gave formulas for block Hessenberg and block tridiagonal matrices with nonsingular outer blocks.
Regarding the decay of the elements of inverses the most interesting papers are those by Demko [15] , in which results are proved for particular banded matrices, and by Demko, Moss, and Smith [16] , which presents results for positive definite banded matrices. In 1987, Greengard [22] studied the decrease of Green's functions which is equivalent to studying the inverse of the 2D and 3D Poisson problems. Eijkhout and Polman [17] in 1988 exhibited bounds for the inverses of M-matrices, the Cholesky factors of which are bounded by diagonally dominant Toeplitz matrices. These matrices .arise in the design of block preconditioners (cf. [13] ). Also in 1988, Kuznetsov [25] gave results on the decay of the elements of the inverse for symmetric positive definite matrices that are used in a domain decomposition method (cf. Meurant [28] ).
When no explicit solutions for the elements of the inverse can be found, they are usually given in terms of solutions of second-order linear recurrences [5] , [9] , [14] . However, as it was shown in Concus and Meurant [14] [6] ). Here, the sign is just a technical convenience and has no specific significance, unless otherwise stated. From [1] , [5] , and [18] In the two-dimensional partial differential applications we have in mind, the matrices D will be tridiagonal and the matrices Ai will be diagonal, but this does not influence the method and the results that will be described in this section.
As an interesting example, the following problem will be considered: This expression for the inverse was given in [3] . Now we establish relations that will be useful in the next section. The (simple) roots of the Chebyshev polynomial Sn are #-2cos(/7/(n + 1)), l-1,...,n. Therefore, n l--1
As in [20] , remark that for j >_ i, S(x) i--I(X) Sn--j(X) is a rational function in x, so it can be developed in elementary fractions. We write n It can easily be seen that
From this expansion, we get an expression for the elements of the inverse in terms of the zeros of Chebyshev polynomials. These results can be extended to more general separable problems, although in these cases the roots of the involved polynomials are not explicitly known.
4. Decay of the inverse for two-dimensional problems. In this section, the decay of the elements for two-dimensional pde problems is examined. We recall some known results and establish new ones. First, the Poisson equation is considered that is easy to handle, as the inverse is explicitly known. Then we will turn to the problem of finding bounds for general tridiagonal problems using results from convergence of iterative methods. Finally, the possibility to numerically compute approximate decays for certain block tridiagonal matrices is considered. column (or a row) of the inverse is obtained by putting a Dirac delta function (a "function" being 1 in one point of the mesh and 0 elsewhere) as the right-hand side. Because of the isotropic property of the diffusion equation (as the limit of a time-dependent problem), the right-hand side diffuses the same in both directions. A picture of the inverse of the Poisson problem matrix for a 5 5 mesh is given in Fig. 1 .
If we look more closely at what happens for a row of the matrix, starting from the diagonal, we obtain what is shown in Fig. 2 . This picture has been obtained for row number 61 in a 121 121 matrix corresponding to a 11 11 mesh. Therefore, T-#4I is a Toeplitz matrix with a diagonal element greater than 2. From 2, we know that the elements of the inverses of all these matrices strictly decay away from the diagonal along a row. In this example, matrices Di are tridiagonal and matrices Ai are diagonal corresponding to the scheme displayed in Fig. 4 .
To obtain bounds on the decay of the elements of the inverse, we will follow the same lines as [15] ; see also [16] . Consider solving the linear system Ax=b with a Chebyshev first-order iterative method: let x be given and
This method converges when A is symmetric positive definite and the coefficients ck are chosen as the reciprocals of the roots of Chebyshev polynomials.
If e k x x k is the error we have the following bounds (cf., for instance, [21] As x 0, the vector x cne has the same sparsity pattern as e. The idea is to consider the sparsity patterns of the successive iterates xk. To do this, it is easier to think in terms of the underlying two-dimensional mesh. Let the mesh points be indexed by two integers (p, q), and N(p, q) denote the set of neighbouring mesh points in the five-point stencil centered on (p, q). Then, the following proposition holds. -] zet, where the index runs across the sparsity pattern of x_. So, the sparsity pattern we are looking for is the union of the sparsity patterns of Aet for all in the sparsity pattern of xk-. But the vector Aet is the/th column of A; therefore, there are at most only five nonzero terms corresponding to the mesh point related to the/th component and its four neighbours in the five-point stencil. [:l Remark. This result is not restricted to the five-point stencil and can be easily extended, for instance, to sparse matrices arising from finite element methods.
The result from Proposition 4.4 is illustrated in Fig. 5 , the black points corresponding to the nonzero components in xk.
Let S be the sets of indices S(xk) generated from b e. Regarding the decay of the elements of the inverse, the following general result holds. 0 000000 0 000000 0000000 000000 0 000000 0 000000 000000 OOeeeO0 0 000000 0 00000 0000 00 0 000000 0 000000 0000000 0000000 0 000000 0 000000 0000000 0000000 0 000000 0 000000 000000 0000 0 000000 0 000000 0000000 000000 4.3. Approximation of the decay for general problems. For general block tridiagonal problems, the precise value of the condition number of the matrix is usually not known. The only information we have for some problems is that a O(h-2). So, it is of interest to be able to compute a numerical approximation of the decay of the elements of the inverse. We can do this in the following way which mimics the INV preconditioner defined in [13] . Instead Let us now compare the bounds obtained in this way with the actual decay of the elements on the Poisson problem. Figure 6 shows the actual decay of the elements in row 61 for a matrix on an 11 11 mesh and the decay of the estimate obtained in the previous way. It is seen that although the values are not very good, the behaviour of the curve is quite the same. However, this is a very simple example and this conclusion has to be checked on more general ones.
5. Conclusions. In this paper, we have exhibited useful relationships between the elements of inverses of tridiagonal and block tridiagonal matrices and elements of the Cholesky decompositions of these matrices. In particular, we got very simple expressions for the elements of the inverse of a block tridiagonal matrix. This allows us to develop stable algorithms for computing elements of the inverse when the matrix has more properties, like being diagonally dominant. The characterization of the inverse allows us also to obtain bounds for the decay of the elements of the inverse.
