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ABSTRACT
This dissertation presents a study of machine learning methods with a focus on appli-
cations to statistical and condensed matter physics, in particular the problem of quantum
state preparation, spin-glass and constraint satisfiability. We will start by introducing
the core principles of machine learning such as overfitting, bias-variance tradeoff and the
disciplines of supervised, unsupervised and reinforcement learning. This discussion will
be set in the context of recent applications of machine learning to statistical physics and
condensed matter physics. We then present the problem of quantum state preparation
and show how reinforcement learning along with stochastic optimization methods can be
applied to identify and define phases of quantum control. Reminiscent of condensed matter
physics, the underlying phases of quantum control are identified via a set of order param-
eters and further detailed in terms of their universal implications for optimal quantum
control. In particular, casting the optimal quantum control problem as an optimization
problem, we show that it exhibits a generic glassy phase and establish a connection with
the fields of spin-glass physics and constraint satisfiability problems. We then demonstrate
how unsupervised learning methods can be used to obtain important information about the
complexity of the phases described. We end by presenting a novel clustering framework,
termed HAL for hierarchical agglomerative learning, which exploits out-of-sample accuracy
estimates of machine learning classifiers to perform robust clustering of high-dimensional
data. We show applications of HAL to various clustering problems.
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1Chapter 1
Introduction
The past decade or so has seen a rapidly mounting interest for machine learning applications
in many disciplines of science, from computational biology to astronomy and condensed
matter physics [1, 2, 3]. This is largely due to a democratization of high performance-
computing infrastructures and librairies along with an excitement around the promises
of deep learning to achieve general artificial intelligence, help solve difficult problems of
sciences [4] and enable new technologies such as self-driving vehicles [5], biometrics [6] and
targeted health-care [7, 8] to name a few. Succinctly, machine learning is a set of statistical
and algorithmic tools designed to have a computer “learn” structure and predict from data.
Learning, in the context of machine learning, generally means to be able to generalize (or
extrapolate) from observations as oppose to learning by heart. The process of learning to
generalize is usually referred to as the training phase.
Common applications of machine learning include regression and classification, where
a machine learning model is given a set of observations and is trained to predict a scalar
(or a vector ∈ Rn) or a discrete category respectively associated with those observations.
A recent application [9] of regression machine learning in the context of condensed matter
physics has been to predict the critical temperature of a superconducting material given
information such as the applied pressure and the material crystal structure and chemical
composition. Machine learning classification methods on the other hand have been applied
to predict phases of various quantum and classical statistical physics models [3, 10] given
the configuration of the degrees of freedom (see Fig.1.1). These applications are examples
of supervised learning, which we will discuss in greater details in chapter 2.
2T
M(T)
Tc
Ordered Disordered
Figure 1.1: The phase diagram of the two-dimensional ferromagnetic Ising model. The
magnetization order parameter (M(T )) is plotted versus the temperature. At high-
temperatures (T  Tc ∼ J), the model is disordered: the typical spin configurations
carry no magnetization and M(T ) = 0. At low-temperature, the system exhibits a spon-
taneous symmetry breaking of the Z2 symmetry and becomes ordered: the typical spin
configurations are configurations where almost all spins are aligned (M(T ) ≈ ±1). The
system undergoes a phase transition precisely at Tc. Machine learning classifiers can be
trained in order to distinguish between the disordered and the ordered phases of such mod-
els [3, 4]. Using unsupervised learning methods, it is also possible to identify phases by
identifying clusters in the phase space of configurations (as we will discuss in chapter 2 -
see also Fig. 2.13 for instance).
3Reinforcement learning Recently, reinforcement learning (see Fig.1.2) has been shown
to outperform humans or previous programs at various games such at Go and chess [11,
12, 13, 14]. In reinforcement learning, an “agent” (i.e. an adaptive computer program) is
set out to accomplish a task by performing a series of actions and is given a reward for
completing this task. For instance, this task could be to win at chess [14] or to control a
set of laser intensities in order to prepare a Bose-Einstein condensate [15].
Reinforcement learning has four main components: a policy, a reward, a value function
and optionally, a model [16]. The agent performs a series of actions according to a policy,
which is a mapping of states to actions (see Fig.1.3). The policy followed is updated in a way
to eventually maximize the rewards obtained. In order to do so, the reinforcement learning
agent tries to balance the exploration of new options (previously unexplored states or/and
actions) and the exploitation of its current knowledge (memory of previous actions and
rewards). This is known as the exploration versus exploitation dilemma which is central to
reinforcement learning. Methods that only exploit current knowledge, for instance gradient
information, are said to be greedy.
The current knowledge of which states have a high value in terms of future rewards
is encoded in the value function. The value function can simply be a look-up table or
in more complicates cases, such as when the state space is very large, a regressor model
(c.g. a neural network regressor). Finally, it is often useful to model the environment, that
is, construct a model of state-action transitions generated by the environment. This is
because given a state and an action taken by the agent, the subsequent state is not always
known nor deterministic. Modeling the environment is useful for planning next moves and
computing expected rewards [16].
Quantum state preparation Shifting our focus to quantum computing and condensed
matter physics, a central problem there has been the one of preparing quantum states
rapidly and reliably. Quantum state preparation is vital to many fields such nuclear mag-
netic resonance experiments [17] and cold atomic systems [18, 15] to trapped ions [19, 20,
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Figure 1.2: The main elements of a reinforcement learning problem [16]: a reinforcement
learning (RL) agent interacts with an environment through a feedback loop. The agent
is parametrized by a policy pit which is a probabilistic mapping of states (st) to actions
(at). Given a state at time t, the agent performs an action and is given a reward (rt) by
the environment for performing the action. The environment also returns the new state
of the agent (st+1). In this thesis we are interested in episodic tasks, meaning that we are
dealing with a finite sequence of state-action-reward triplets: {(si, ai, ri)}NTi=0. In the case
of quantum state preparation, NT is the number of time slices. The overall goal of is to
find a policy such that the sum of the rewards for the episode is maximized.
21], quantum optics [22], superconducting qubits [23], nitrogen vacancy centers [24], and
quantum computing [25]. QSP can be formulated as follow: given an initial quantum state
|ψi〉 and a controllable time-varying Hamiltonian:
H(t) = H0 +H1(t), (1.1)
find the time control H1(t) which brings |ψi〉 as close as possible to a target state |ψ?〉 as
measured by the fidelity:
F [H1(t)] = |〈ψ?|ψ(T )〉|2 = |〈ψ?|T e−i
∫ T
0 dtH(t)|ψi〉|2. (1.2)
Here T e· is a time-ordered exponential and T is the total time duration allowed for the
preparation of the quantum state. We will refer to T as the protocol duration or the total
5...
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Figure 1.3: For every encountered state (si), the agent takes an action (ai) based a some
policy and repeats this sequence until the termination of the episode (a finite sequence of
state-action-reward triplets). After each action, (say the agent takes action ai from s1)
the agent receives a local reward. As we will discuss in greater details in chapter 3, in the
case of quantum state preparation, we choose the state (s) to be the current value of the
control field h(t) and the time t : s ∈ {h(t), t}. The action is taken to be an update to the
control field: h(t+ 1)← h(t) + δh, a ∈ {δh} , at the following time-step. Finally, a reward
is obtained only at the last step of the episode and is given by the fidelity (see Eq.1.2).
ramp time interchangeably throughout this thesis. Thus, the problem of quantum state
preparation becomes that of optimizing Eq.1.2 over the space of protocols. As we will
see in chapter 3, depending on the value of T , the ground-state of Eq.1.2 undergoes a
variety of phase transitions and exhibits a glassy phase reminiscent of spin-glass physics
and constraint satisfiability (see Fig. – to be added)
Organization of the thesis The rest of this thesis is organized as follow. In chapter 2
we discuss some core principles of machine learning, along with supervised learning, unsu-
pervised learning and reinforcement learning in the context of quantum state preparation.
In chapter 3 we first discuss the problem of preparing a two-level (single qubit) system and
various insights that carry on to the many-body system. We then discuss the problem of
6preparing a periodic chain of qubits and establish a generic phase diagram for quantum
control where each phases are characterized and put in correspondence with spin-glasses
and constraint satisfiability problems. Finally, in chapter 4, we describe the problem of
identifying in an unsupervised way clusters in raw data and describe a novel clustering
algorithm which accomplishes this task.
7Chapter 2
A brief overview of some important topics in
machine learning
In this chapter we discuss some important concepts pertaining to machine learning. This
chapter also establishes the basic terms and notations that we will use throughout this
thesis when discussing machine learning. This chapter is based on our contribution to [4],
but also draws from [26] and [27].
2.1 Intuition from Statistical Learning Theory and supervised learning
Supervised learning is centered around the following task: given an unknown function
y = f(x) and a fixed hypothesis set H consisting of all functions we are willing to consider,
we want to find the function from the hypothesis set h ∈ H which best approximates f(x).
Generally, we are given a set of N observations pairs: Xtrain = {(xi, yi)}Ni=0, generated by
f . Learning is referred to as the process of finding an h which approximates f well over the
set of observations but is also able to generalize well. The idea of generalization is central
to machine learning and means that we want to find an h which approximates f over the
training set Xtrain with a performance comparable to using h to approximate f over a test
set Xtest of previously unseen observation pairs. It is often the case the that hypothesis
set is parametrized by a set of parameters θ ∈ Rp, where p is the number of parameters.
For instance, in the case of a neural network, θ are the weights and biases of the neural
network. In appendix A we give specific examples of supervised learning using classifiers
such as logistic regression and Naive Bayes.
8We can quantify the performance of the approximation using an objective function
(which we denote E, for error) using the sum of squared errors in the case of regression
problems for instance. Given an h, a training Xtrain and a test set Xtest, we can thus
compute estimates for what we will refer to as the in-sample (Ein) and out-of-sample
(Eout) error respectively. For instance, using mean-square error, we have:
Ein ∼
∑
(xi,yi)∈Xtrain
(h(xi)− yi)2, (2.1)
Eout ∼
∑
(xi,yi)∈Xtest
(h(xi)− yi)2, (2.2)
where we used ∼ to denote that these are estimates of the in-sample and out-of-sample
error. In the context of supervised learning, the out-of-sample error is also referred to as
the generalization error. As opposed to fitting, which is concerned only with optimizing
Ein, in supervised learning we also seek to have good performance for Eout. In the following
section we will see some of the important concepts regarding how learning is different from
fitting.
2.1.1 The model error versus the amount of training data
Fig. 2.1 shows the typical behavior of the in-sample (Ein) and out-of-sample Eout error as
a function of the amount of training data for a fixed model h. Typically, as the number of
data point increases, the out-of-sample error decreases while the in-sample error increases,
with both errors converging to the same value asymptotically. Here we have assumed that
h can never perfectly fit f(x), even in the limit of infinite data. The out-of-sample error
decomposes into two terms: the bias and the variance. The bias constitutes the asymptotic
error that h makes in approximating f given an infinite amount of data. The variance is
related to the sampling noise of the observational training data and shrinks to zero in the
limit of infinite data.
The bias represents the best performance the model can achieve given an infinite amount
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Variance
Figure 2.1: Schematic of the typical in-sample and out-of-sample error as a
function of training set size. The typical in-sample or training error, Ein, the out-of-
sample or generalization error, Eout, the bias and the variance as a function of the number
of training data points. The schematic assumes that the number of data points is large.
of training data. The bias is thus a property of the model itself and in general more
complex models, that is (as a rule of thumb), model with more parameters, will have a
smaller biases1. Another quantity of interest in Fig. 2.1 is the difference |Eout − Ein|
which can be thought as a measure of how well the in-sample fitting captures the out-of-
sample predictions. Models with a large discrepancy between the training error and the
generalization error are said to overfit the data. In other words, these models tend to put
too much emphasis on the training data and do not generalize well. An extreme limit of
this is learning by heart, that is, repeating previously observed target data yi if given the
1Note that models with more parameters are not always more complex. For a more thorough discussion
about model complexity see Chapter 7 of [26].
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Figure 2.2: Bias-Variance tradeoff and model complexity. This schematic shows
the typical out-of-sample error Eout as function of the model complexity for a training
dataset of fixed size. Notice how the bias always decreases with model complexity, but the
variance, i.e. fluctuation in performance due to finite size sampling effects, increases with
model complexity. Thus, optimal performance is achieved at intermediate levels of model
complexity.
same xi and a random yi otherwise. Learning to generalize well by only using the training
data is the central goal of machine learning.
2.1.2 The model error versus the model’s complexity
The second schematic, shown in Figure 2.2, shows the out-of-sample, or test, error Eout
as function of “model complexity”. Model complexity is a very subtle idea and defining it
precisely is one of the great achievements of statistical learning theory. However, roughly
speaking, model complexity is a measure of the complexity of the model class we are using
to approximate the true function f(x). For example, a model with more free parameters
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is generally more complex than one with fewer fitting parameters2. In the example of
polynomial regression discussed above, higher-order polynomials are more complex than
the linear model. If we consider a training dataset of a fixed size, Eout will be a non-
monotonic function of the model complexity, and is generally minimized for models with
intermediate complexity. The underlying reason for this is that, even though using a more
complicated model always reduces the bias, at some point the model becomes too complex
for the amount of training data and the generalization error becomes large due to high
variance. Thus, to minimize Eout and maximize our predictive power, it may be more
suitable to use a more biased model with small variance than a less-biased model with
large variance. This important concept is commonly called the bias-variance tradeoff and
gets at the heart of why machine learning is difficult.
2.2 Unsupervised learning
2.2.1 Dimensional reduction and data visualization
In this section, we will begin our foray into unsupervised learning by way of data visual-
ization. In machine learning, data visualization is an important tool to identify structures
such as correlations, invariances (symmetries) or irrelevant features (noise) in raw or pro-
cessed data. Conceivably, being able to capture these properties could help us design
better predictive models. In practice, however, the data we are dealing with is often high-
dimensional, which means that its visualization is impossible or daunting at best. Part of
the complication is due to that low-dimensional representation of high-dimensional data
necessarily incurs information lost.
A simple way to visualize data is through pair-wise correlations (i.e. pairwise scatter
plots of all features). This is useful in highlighting important correlations between features
when the number of features we are measuring is relatively small. In practice, we often
have to perform dimensional reduction, namely, construct a projection or an embedding of
2Note that models with more parameters are not always more complex. One neat example in the context
of one-dimensional regression in given in [26], Figure 7.5.
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the data, from the original high-dimensional space to a lower dimensional space, which we
refer to as the latent space. In this section, we discuss both linear and nonlinear methods
for dimensional reduction with applications in data visualization. We note that beyond
data visualization, the techniques introduced in this section can be used in many other
applications such as lossy data compression and feature extraction.
2.2.2 Some of the challenges of high-dimensional data
Before we discuss specific dimensional reduction techniques, we first highlight some of the
difficulties in dealing with high-dimensional data.
High-dimensional data lives near the edge of sample space Geometry in high-
dimensional space can be counterintuitive. One example that is pertinent to machine learn-
ing is the following. Consider data distributed uniformly at random in a D-dimensional
hypercube C = [−e/2, e/2]D, where e is the edge length. Consider also a D-dimensional
hypersphere S of radius e/2 centered at the origin and contained within C. The probability
that a data point x drawn uniformly at random in C is contained within S is well approx-
imated by the ratio of the volume of S to that of C : p(‖x‖2 < e/2) ∼ (1/2)D. Thus,
as the dimension of the feature space D increases, p goes to zero exponentially fast. In
other words, most of the data will concentrate outside the hypersphere, in the corners of
the hypercube. In physics, this basic observation underlies many properties of ideal gases
such as the Maxwell distribution and the equipartition theorem (see Chapter 3 of [28] for
instance).
Real-world data vs. uniform distribution Fortunately, real-world data is not random
or uniformly distributed! In fact, real data usually lives in a much lower dimensional space
than the original space in which the features are being measured (see Fig. 2.3). This is
sometimes referred to as the “blessing of non-uniformity” (in opposition to the curse of
dimensionality). Data will typically be locally smooth, meaning that a local variation of the
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data will not incur a change in the target variable [27]. This idea is similar to statistical
physics where properties of most systems with many degrees of freedom can often be
characterized by low-dimensional “order parameters”. In thermodynamics, bulk properties
of a gas of weakly interacting particles can be simply described by the thermodynamic
variables that enter equation of states rather than the astronomically large dynamical
variables (i.e. position and momentum) of each particle in the gas is another instantiation
of this idea.
a) b)
Figure 2.3: Data distributed in a three dimensional space (a) that can effectively be de-
scribed on a two-dimensional surface (b). A common goal of dimensional reduction is to
preserve the local structure in the data. The embedding of (a) to (b) preserves the local
structure of the data as can be seen by inspecting the color gradient.
The crowding problem When performing dimensional reduction, a common goal is to
preserve pairwise distances between data points from the original space to the latent space.
This can be achieved fairly well if the intrinsic dimensionality of the data is the same as
the dimension of the latent space [29]. Consider for instance the example of the Swiss roll
(see Fig. 2.3). The intrinsic dimensionality of the Swiss roll is approximately 2 and as such
it can be well represented in a two dimensional space.
If one attempts to represent data in a space with dimensionality lower than it’s intrinsic
dimensionality while preserving too much information, a problem known as the “crowding
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problem” can occur [29] (see schematic, Fig. 2.4). Intuitively this is a consequence of the
following: in a D dimensional space on can construct objects of N = D + 1 multually
equidistant points (equilateral triangle in D = 2, the tetrahedron in D = 3, etc.). If we try
to construct an equivalent object in D′ < D by requiring that all distances between the
points are equal, the points would collapse onto one another.
To alleviate this, one needs to weaken the constraint we impose on our visualization
schemes. For instance, in the case of t-distributed stochastic neighbor embedding (t-SNE)
[29], see below, rather than trying to preserve all relative pairwise distances, one prioritizes
the preservation of local structure in the data.
2D 1D
Figure 2.4: Illustration of the crowding problem. (left) Consider an origina[h!]l space in 2
dimensions with three pairwise equidistant points. (right) Mapped space: if one wants to
preserves the ordination or distances in a 1D space exactly, all points must collapse onto
one another.
2.2.3 Principal component analysis (PCA)
One of the most commonly used dimensional reduction and visualization techniques is
Principal Component Analysis (PCA). The goal of PCA is to perform a linear projection
of the data onto a lower-dimensional subspace where the variance is maximized. PCA is
inspired by the observation that in many cases relevant information is often contained in
the directions with largest variance (see Fig. 2.5). Intuitively, these directions encode the
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noise
signal
Figure 2.5: PCA seeks to find the set of orthogonal directions for which that data has
the largest variance. For the case of 2D data, this can be seen as “fitting” an ellipse to
the data with the major axis corresponding to the first principal component (direction of
largest variance). Directions with large variance are usually interpreted as the signal in
the data while directions with low variance are attributed to noise.
large-scale “signal” as opposed to “noise” characterized by the direction of small variance.
PCA also seeks variable directions while simultaneously reducing the redundancy between
the new basis vectors [30]. This is done by requiring our new basis vectors (called principal
components) to be orthogonal. The data is then visualized by projecting it onto a subspace
spanned by a few principal component basis vectors.
Surprisingly, such PCA-based projections often capture a lot of the large scale struc-
ture of many datasets. For example, Figure 2.6 shows the projection of samples drawn
from the 2D Ising model at various temperatures on the first two principal components.
Despite living in a 1600 dimensional space (the samples are 40×40 spins), a single principal
component (i.e. a single direction in this 1600 dimensional space) can capture 50% of the
variability contained in our samples. In fact, one can verify that this direction weights
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Figure 2.6: (a) The first 2 principal component of the Ising dataset (see appendix B for more
detail on the dataset) with temperature indicated by the coloring. PCA was performed on
a joined dataset of 1000 samples taken at each temperatures T = 0.25, 0.5, · · · , 4.0. Almost
all the variance is explained in the first component which corresponds to the magnetiza-
tion order parameter (linear combination of the features with weights all roughly equal).
The paramagnetic phase corresponds to the middle cluster and the left and right clusters
correspond to the symmetry-related ferromagnetic phases (b) Log of the spectrum of the
covariance matrix versus rank ordering. Only one dimension has high-variance.
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all 1600 spins nearly equally and thus corresponds to the magnetization order parameter.
Thus, even without any prior physical knowledge, one can extract relevant order parame-
ters using a simple PCA-based projection. PCA is widely employed in biological physics
when working with high-dimensional data. Recently, a correspondence between PCA and
Renormalization Group flows across the phase transition in the 2D Ising model [31] or in a
general setting [32] has been proposed. In statistical physics, PCA has also found applica-
tion in detecting phase transitions [33], e.g. in the XY model on frustrated triangular and
union jack lattices [34]. It was also used to classify dislocation patterns in crystals [35, 36].
Physics has also inspired PCA-based algorithms to infer relevant features in unlabelled
data [37].
Concretely, consider N data points, {x1, . . .xN} that live in a D-dimensional feature
space RD. Without loss of generality, we assume that the empirical mean x¯ = N−1
∑
i xi
of these data points is zero3. Denote the N ×D design matrix as X = [x1,x2, . . . ;xN ]T
whose rows are the data points and columns correspond to different features. The D ×D
(symmetric) covariance matrix is therefore
Σ(X) =
1
N − 1X
TX. (2.3)
Notice that the j-th diagonal entry of Σ(X) corresponds to the variance of the j-th feature
and Σ(X)ij measures the covariance (i.e. connected correlation in the language of physics)
between feature i and feature j.
We are interested in finding a new basis for the data that emphasizes highly variable
directions while reducing redundancy between basis vectors. In particular, we will look
for a linear transformation that reduces the covariance between different features. To do
so, we first perform singular value decomposition (SVD) on the design matrix X, namely,
X = USV T , where S is a diagonal matrix of singular value si, the orthogonal matrix U
contains (as its columns) the left singular vectors of X, and similarly V contains (as its
3We can always center around the mean: x¯← xi − x¯
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columns) the right singular vectors of X. With this, one can rewrite the covariance matrix
as
Σ(X) =
1
N − 1V SU
TUSV T
= V
(
S2
N − 1
)
V T
≡ V ΛV T . (2.4)
where Λ is a diagonal matrix with eigenvalues λi in the decreasing order along the diagonal
(i.e. eigendecomposition). It is clear that the right singular vectors ofX (i.e. columns of V )
are principal directions of Σ(X), and the singular values ofX are related to the eigenvalues
of the covariance matrix Σ(X) via λi = s
2
i /(N − 1). To reduce the dimensionality of data
from D to D˜ < D, we first construct the D × D˜ projection matrix V˜D′ by selecting the
singular components with the D˜ largest singular values. The projection of the data from
D to a D˜ dimensional space is simply Y˜ = XV˜D′ .
The singular vector with the largest singular value (i.e the largest variance) is referred
to as the first principal component, the singular vector with the second largest singular
value as the second principal component, and so on. An important quantity is the ratio
λi/
∑D
i=1 λi which is referred as the percentage of the explained variance contained in a
principal component (see Fig. 2.6.b).
It is common in data visualization to present the data projected on the first few principal
components. This is valid as long as a large part of the variance is explained in those
components. Low values of explained variance may imply that the intrinsic dimensionality
of the data is high or simply that it cannot be captured by a linear representation. For a
detailed introduction to PCA, see the introductory tutorial by Shlens [30] or Bishop [27].
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2.2.4 Multidimensional scaling
Multidimensional scaling (MDS) is a non-linear dimensional reduction technique which
preserves the pairwise distance or dissimilarity dij between data points [38]. Moving for-
ward, we use the term “distance” and “dissimilarity” interchangeably. There are two types
of MDS: metric and non-metric. In metric MDS, the distance matrix is computed under a
pre-defined metric and the latent coordinates Y˜ are obtained by minimizing the difference
between the distance matrix in the original space (dij(X)) and that in the latent space
(dij(Y )):
Y˜ = arg min
Y
∑
i<j
wij |dij(X)− dij(Y )|, (2.5)
where wij is a weight value: wij ≥ 0. The weight matrix wij is a set of free parameters
that specify the level of confidence (or precision) in the value of dij(X). If Euclidean
metric is used, it is the same as PCA and is usually referred to as classical scaling [39].
Thus MDS is often considered as a generalization of PCA. In non-metric MDS, dij can
be any distance matrix. The objective function is then to preserve the ordination in the
data, i.e. if d12(X) < d13(X) in the original space, then in the latent space we should
have d12(Y ) < d13(Y ). Both MDS and PCA can be implemented using standard Python
packages such as Scikit. MDS algorithms typically have a scaling of O(N3) where N
corresponds to the number of data points, and thus is very limited in it’s application
to large datasets. However, sample-based methods have been introduce to reduce this
scaling to a much reasonable O(N logN) scaling [40]. In the case of PCA, a complete
decomposition has a scaling of O(Np2 + p3) and can be improved to O(Np2 + p) if only
the first few principal components are desired (using iterative approaches). PCA and MDS
are often among the first data visualization techniques one resorts to.
2.2.5 t-SNE
It is often desirable to preserve local structures in high-dimensional datasets. However,
when dealing with datasets having clusters delimitated by complicated decision surfaces
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or datasets with a large number of clusters, preserving local structures become difficult
using linear techniques such as PCA. Many non-linear techniques such as non-classical
MDS [38], self-organizing map [41], Isomap [42] and Locally Linear Embedding [43] have
been proposed and to address this class of problems. These techniques are generally good
at preserving local structures in the data but typically fail to capture structures at the
larger scale such as the clusters in which the data is organized[29]. Recently, t-stochastic
neighbor embedding (t-SNE) has emerged as one of the go-to methods for visualizing high-
dimensional data. It has been shown to offer insightful visualization for many benchmark
high-dimensional datasets [29].
t-SNE is a non-parametric4 method that constructs non-linear embeddings. Each high-
dimensional training point is mapped to low-dimensional embedding coordinates, which
are optimized in a way to preserve the local structure in the data.
When used appropriately, t-SNE is a powerful technique for unraveling the hidden struc-
ture of high-dimensional datasets while at the same time preserving locality. In physics,
t-SNE has recently been used to reduce the dimensionality and classify spin configurations,
generated with the help of Monte Carlo simulations, for the Ising [44] and Fermi-Hubbard
models at finite temperatures [45]. It was also applied to study clustering transitions in
glass-like problems in the context of quantum control [46].
The idea of stochastic neighbor embedding is to associate a probability distribution to
the neighborhood of each data point (note x ∈ Rs, s is the number of features):
pi|j =
exp(−||xi − xj ||2/2σ2i )∑
k 6=i exp(−||xi − xk||2/2σ2i )
, (2.6)
where pi|j can be interpreted as the likelihood that xj is xi’s neighbor (thus we take pi|i = 0).
σi are free bandwidth parameters that are usually determined by fixing the local entropy
4It does not explicitly parametrize feature extraction required to compute the embedding coordinates.
Thus it cannot be applied to find the coordinate of new data points.
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H(pi) of each data point:
H(pi) ≡ −
∑
j
pj|i log2 pj|i. (2.7)
The local entropy is then set to be a constant across all data points Σ = 2H(pi), where Σ is
called the perplexity. The perplexity constraint determines σi ∀ i and implies that points
in regions of high-density will have smaller σi.
The using of Gaussian likelihoods in pi|j implies that only points that are nearby xi
contribute to its probability distribution. While this ensures that the similarity for nearby
points is well represented, this can be a problem for outliers which will have exponentially
vanishing contributions for all points, which in turn mean that their embedding coordinates
are ambiguous [29]. A way around this is to define symmetrized distribution pij ≡ (pi|j +
pj|i)/(2N) which satisfies
∑
j pij > 1/(2N) for all data points xi.
t-SNE constructs an equivalent probability distribution qij in a low dimensional latent
space (with coordinates Y = {yi}, yi ∈ Rt, where t < s is the dimension of the latent
space):
qij =
(1 + ||yi − yj ||2)−1∑
k 6=i(1 + ||yi − yk||2)−1
. (2.8)
The crucial point to note is that qij is chosen to be a long tail distribution. This preserve
short distance information (relative neighborhoods) while strongly repelling two points
that are far apart in the original space (see Fig. 2.7). In order to find the latent space
coordinates yi, t-SNE minimizes the Kullback-Leibler divergence between qij and pij :
C(Y ) = KL(p||q) ≡
∑
ij
pij log
(
pij
qij
)
. (2.9)
This minimization is done via gradient descent. We can gain further insights on what the
embedding cost-function C is capturing by computing the gradient of (2.9) with respect to
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yi explicitly:
∂iC =
∑
j 6=i
4pijqijZi(yi − yj)−
∑
j 6=i
4q2ijZi(yi − yj), (2.10)
= Fattractive,i − Frepulsive,i, (2.11)
where Zi = 1/(
∑
k 6=i(1 + ||yk − yi||2)−1). We have divided the gradient of point yi into
an attractive Fattractive and repulsive term Frepulsive. Remark that Fattractive,i induces a
significant attractive force only between points that are nearby point i in the original space
since it involves the pij term. Finding the embedding coordinates yi is thus equivalent to
finding the equilibrium configuration of particles interacting through the forces in (2.11).
Here we list some important properties that one should bear in mind when analyzing
t-SNE plots.
• t-SNE can rotate data. The KL divergence is invariant under rotations in the latent
space, since it only depends on the distance between points. For this reason, t-SNE
plots that are rotations of each other should be considered equivalent.
• t-SNE results are stochastic. Note that although KL divergence is convex in the
domain of distributions, it is generally not in the domain of qij (i.e. latent coordinate
y). Therefore, in applying gradient descent the solution will depend on the initial
seed. Thus, the map obtained may vary depending on the seed used and different
t-SNE runs will give slightly different results.
• t-SNE generally preserves short distance information. As a rule of thumb, one should
expect that nearby points on the t-SNE map are also closeby in the original space,
i.e. t-SNE tends to preserve ordination (but not actual distances). For an intuitive
explanation of this, we refer the reader to Figure 2.7.
• Scales are deformed in t-SNE. Since a scale-free distribution is used in the latent
space, one should not put too much emphasis on the meaning of the variances of the
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any clusters observed in the latent space.
• t-SNE is computationally intensive. Finally, a direct implementation of t-SNE has
an algorithmic complexity of O(N2) which is only applicable to small to medium
data sets. Improved scaling of the form O(N logN) can be achieved at the cost of
approximating (2.9) by using Barnes-Hut method [47] for N -body simulations [48].
Recently, an efficient t-SNE implementation making use of fast Fourier transforms for
kernel summations (2.11) has been released at: https://github.com/KlugerLab/
FIt-SNE [49].
As an illustration, in Figure 2.8 we applied t-SNE to a model consisting of thirty
Gaussians (i.e. Gaussian mixture model) whose means are uniformly distributed in a forty-
dimensional space. We compared the results to a random two-dimensional projection and
PCA. It is clear that unlike more na¨ıve dimensional reduction techniques, both PCA and
t-SNE can identify the presence of well-formed clusters. The t-SNE visualization cleanly
separates all the clusters while certain clusters blend together in the PCA plot. This is a
direct consequence of the fact that t-SNE keeps nearby points close together while repelling
points that are far apart. Figure 2.9 shows t-SNE and PCA plots for MNIST dataset of ten
handwritten numerical digits (0-9) (see appendix B for more details about the dataset).
It is clear that the non-linear nature of t-SNE makes it much better at capturing and
visualizing the complicated correlations between digits than the PCA.
2.2.6 Clustering
In this section, we continue our discussion of unsupervised learning methods. Unsupervised
learning is concerned with discovering structure in unlabeled data (for instance learning
local structures for data visualization, see section 2.2.1). The lack of labels make unsu-
pervised learning much more difficult and subtle than its supervised counterpart. What is
somewhat surprising is that even without labels it is still possible to uncover and exploit
the hidden structure in the data. Perhaps, the simplest example of unsupervised learning
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Figure 2.7: Illustration of the t-SNE embedding. xi points correspond to the original high-
dimensional points while the yi points are the corresponding low-dimensional map points
produced by t-SNE. Here we consider two points, x1, x2, that are respectively “close”
and “far” from x0. The high-dimensional Gaussian (short-tail) distribution p(x) of x0’s
neighbors is shown in blue. The low-dimensional Cauchy (fat-tail) distribution q(y) of x0’s
neighbors is shown in red. The map point yi, are obtained by minimizing the difference
|q(y)−p(xi)| (similar to minimizing the KL divergence). We see that point x1 is mapped to
short distances |y1 − y0|. In contrast, far-away points such as x2 are mapped to relatively
large distances |y2 − y0|.
is clustering. The aim of clustering is to group unlabelled data into clusters according to
some similarity or distance measure. Informally, a cluster is thought of as a set of points
sharing some pattern or structure.
Clustering finds many applications throughout data mining [50], data compression and
signal processing [51, 52]. Clustering can be used to identify coarse features or high level
structures in an unlabelled dataset. The technique also finds many applications in physical
sciences, ranging from detecting celestial emission sources in astronomical surveys [53] to
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Figure 2.8: Different visualizations of a Gaussian mixture formed of K = 30 mixtures in
a D = 40 dimensional space. The Gaussians have the same covariance but have means
drawn uniformly at random in the space [−10, 10]40. (a) Plot of the first two coordinates.
The labels of the different Gaussian is indicated by the different colors. Note that in a
realistic setting, label information is of course not available, thus making it very hard to
distinguish the different clusters. (b) Random projection of the data onto a 2 dimensional
space. (c) projection onto the first 2 principal components. Only a small fraction of the
variance is explained by those components (the ratio is indicated along the axis). (d) t-SNE
embedding (perplexity = 60, # iteration = 1000) in a 2 dimensional latent space. t-SNE
captures correctly the local structure of the data.
inferring groups of genes and proteins with similar functions in biology [54], and building
entanglement classifiers [55]. Clustering is perhaps the simplest way to look for hidden
structure in a dataset and for this reason, is among the most widely used and employed
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Figure 2.9: Visualization of the MNIST handwritten digits training dataset (here N =
60000). (a) First two principal components. (b) t-SNE applied with a perplexity of 30, a
Barnes-Hut angle of 0.5 and 1000 gradient descent iterations. In order to reduce the noise
and speed-up computation, PCA was first applied to the dataset to project it down to 40
dimensions. We used the implementation of [49] (see https://github.com/KlugerLab/
FIt-SNE) to produce the results.
data analysis and machine learning techniques.
The field of clustering is vast and there exists a flurry of clustering methods suited
for different purposes. Some common considerations one has to take into account when
choosing a particular method is the distribution of the clusters (overlapping/noisy clus-
ters vs. well-separated clusters), the geometry of the data (flat vs. non-flat), the cluster
size distribution (multiple sizes vs. uniform sizes), the dimensionality of the data (low vs.
high dimensional) and the computational efficiency of the desired method (small vs. large
dataset).
We begin section 2.2.7 with a focus on popular practical clustering methods such as K-
means clustering, hierarchical clustering and density clustering. Our goal is to highlight the
strength, weaknesses and differences between these techniques, while laying out some of the
theoretical framework required for clustering analysis. There exist many more clustering
methods beyond those discussed in this section. The methods we discuss were chosen for
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their pedagogical value and/or their applicability to problems in physics.
In section 2.2.8 we discuss gaussian mixture models and the formulation of clustering
through latent variable models. This section introduces many of the methods we will
encounter when discussing other unsupervised learning methods later in the review. Finally,
in section 2.2.10 we discuss the problem of clustering in high-dimensional data and possible
ways to tackle this difficult problem.
2.2.7 Practical clustering methods
Throughout this section we focus on the Euclidean distance as a similarity measure. Other
measures may be better suited for specific problems. We refer the enthusiast reader to [56]
for a more in-depth discussion of the different possible similarity measures.
2.2.7.1 K-means
We begin our discussion with K-means clustering since this method is simple to implement
and understand, and covers the core concepts of clustering. Consider a set of N unlabelled
observations {xn}Nn=1 where xn ∈ Rp and where p is the number of features. Also consider
a set of K cluster centers called the cluster means: {µk}Kk=1, with µk ∈ Rp. The cluster
means can be thought of as the representatives of each cluster, to which data points are
assigned (see Fig. 2.10). K-means clustering can be formulated as follow: given a fixed
integer K, find the cluster means {µ} and the data point assignments in order to minimize
the following objective function:
J({x,µ}) =
K∑
k=1
N∑
n=1
rnk(xn − µk)2, (2.12)
where rnk is a binary variable (rnk ∈ {0, 1}) called the assignment. The assignment rnk is 1
if xn is assigned to cluster k and 0 otherwise. Notice that
∑
k rnk = 1 ∀ n and
∑
n rnk ≡ Nk,
where Nk the number of points assigned to cluster k. The minimization of this objective
function can be understood as trying to find the best cluster means such that the variance
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within each cluster is minimized. In physical terms, J is equivalent to the sum of the
moments of inertia of every cluster. Indeed, as we will see below, the cluster means µk
correspond to the centers of mass of their respective cluster.
K-means algorithm K-means algorithm alternates between two steps:
1. Expectation: Given a set of assignments {rnk}, minimize J with respect to µk. Taking
a simple derivative and setting it to zero yields the following update rule:
µk =
1
Nk
∑
n
rnkxn. (2.13)
2. Maximization: Given a set of cluster means {µk}, find the assignments {rnk} which
minimizes J . Clearly, this is achieved by assigning each data point to their nearest
cluster-mean:
rnk =

1 if k = arg mink′(xn − µk′)2
0 otherwise
(2.14)
K-means clustering consist in alternating between these two steps until some convergence
criterion is met. Practically, the algorithm should terminate when the change in the objec-
tive function from one iteration to another becomes smaller than a pre-specified threshold.
A simple example of K-means is presented in Fig. 2.10.
A nice property of the K-means algorithm is that it is guaranteed to converge. To see
this, one can verify explicitly (by taking second-order derivatives) that the expectation step
always decreases J . This is also true for the assignment step. Thus, since J is bounded
from below, the two-step iteration of K-means always converges to a local minimum of
J . Since J is generally a non-convex function, in practice one usually needs to run the
algorithm with different initial random seeds and post-select the best local minimum. A
simple implementation of K-means has an average computational complexity which scales
linearly in the size of the data set (more specifically the complexity is O(KN) per iteration)
and is thus scalable to very large datasets.
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Figure 2.10: K-means with K = 3 applied to an artificial two-dimensional dataset. The
cluster means at each iteration are indicated by blue star markers. t indicates the iteration
number and J the value of the objective function. (a) The algorithm is initialized by
randomly partitioning the space into 3 sectors to generate an initial assignment. (b)-(c)
For well separated clusters, the algorithm converges rapidly to the true clusters. (d) The
objective function as a function of the iteration. J converges after t = 18 iterations for this
choice of random seed.
As we will see in section 2.2.8, K-means is a hard-assignment limit of the Gaussian
mixture model where all cluster variances are assumed to be the same. This highlights a
common drawback of K-means: if the true clusters have very different variances (spreads),
K-means can lead to spurious results since the underlying assumption is that the latent
model has uniform variances.
2.2.7.2 Hierarchical clustering: Agglomerative methods
Agglomerative clustering is a bottom up approach that starts from small initial clusters
which are then progressively merged to form larger clusters. The merging process generates
a hierarchy of clusters that can be visualized in the form of a dendrogram (see Fig. 2.11).
This hierarchy can be useful to analyze the relation between clusters and the subcompo-
30
nents of individual clusters. Agglomerative methods are usually specified by defining a
distance measure between clusters 5. We denote the distance between clusters X and Y
by d(X,Y ) ∈ R. Different choices of distance result in different clustering algorithms. At
each step, the two clusters that are the closest with respect to the distance measure are
merged until a single cluster is left.
Agglometative clustering algorithm Agglomerative clustering algorithms can thus
be summarized as follow:
1. Initialize each point to its own cluster.
2. Given a set of K clusters X1, X2, · · · , XK , merge clusters until one cluster is left
(K = 1):
(a) Find the closest pair of clusters (Xi, Xj): (i, j) = arg min(i′,j′) d(Xi′ , Xj′)
(b) Merge the pair. Update: K ← K − 1
Here we list a few of the most popular distances used in agglomerative methods, often
called linkage methods in the clustering literature.
1. Single-linkage: the distance between clusters i and j is defined as the minimum
distance between two elements of the different clusters
d(Xi, Xj) = min
xi∈Xi,xj∈Xj
||xi − xj ||2. (2.15)
2. Complete linkage: the distance between clusters i and j is defined as the maximum
distance between two elements of the different clusters.
d(Xi, Xj) = max
xi∈Xi,xj∈Xj
||xi − xj ||2 (2.16)
5Note that this measure need not be a metric.
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3. Average linkage: average distance between points of different clusters
d(Xi, Xj) =
1
|Xi| · |Xj |
∑
xi∈Xi,xj∈Xj
||xi − xj ||2 (2.17)
4. Ward’s linkage: This distance measure is analogous to the K-means method as it
seeks to minimize the total inertia. The distance measure is the “error squared”
before and after merging which simplifies to:
d(Xi, Xj) =
|Xi||Xj |
|Xi ∪Xj |(µi − µj)
2. (2.18)
A common drawback of hierarchical methods is that they do not scale well: at every
step, a distance matrix between all clusters must be updated/computed. Efficient imple-
mentations achieve a typical computational complexity of O(N2) [57], making the method
suitable for small to medium-size datasets. A simple but major speed-up for the method
is to initialize the clusters with K-means using a large K (but still a small fraction of N)
and then proceed with hierarchical clustering. This has the advantage of preserving the
large-scale structure of the hierarchy while making use of the linear scaling of K-means.
In this way, hierarchical clustering may be applied to very large datasets.
2.2.7.3 Density-based (DB) clustering
Density clustering makes the intuitive assumption that clusters are defined by regions of
space with higher density of data points. Data points that constitute noise or that are
outliers are expected to form regions of low density. Density clustering has the advantage
of being able to consider clusters of multiple shapes and sizes while identifying outliers.
The method is also suitable for large-scale applications.
The core assumption of DB clustering is that a relative local density estimation of the
data is possible. In other words, it is possible to order points according to their densities.
Density estimates are usually accurate for low-dimensional data but become unreliable
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Figure 2.11: Hierarchical clustering example with single linkage. (a) The data points are
successively grouped as denoted by the colored dotted lines. (b) Dendrogram representation
of the hierarchical decomposition. Each node of the tree represents a cluster. One has to
specify a scale cut-off for the distance measure d(X,Y ) (corresponding to an horizontal cut
in the dendrogram) in order to obtain a set of clusters.
for high-dimensional data due to large sampling noise. Here, for brevity, we confine our
discussion to one of the most widely used density clustering algorithms DBSCAN. We
have also had great success with another recently introduced variant of DB clustering [58]
that is similar in spirit which the reader is urged to consult. One of the authors has also
created a Python package which makes use of accurate density estimates via kernel methods
combined with agglomerative clustering to produce fast and accurate density clustering (see
GitHub).
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DBSCAN algorithm Here we describe the most prominent DB clustering algorithm:
DBSCAN, or density-based spatial clustering of applications with noise [59]. Again, con-
sider a set of N data points X ≡ {xn}Nn=1.
We start by defining the ε-neighborhood of point xn as follows:
Nε(xn) = {x ∈ X|d(x,xn) < ε} . (2.19)
Nε(xn) are the data points that are at a distance smaller than ε from xn. As before, we
consider d(·, ·) to be the Euclidean metric (which yields spherical neighborhoods, see Figure
2.12) but other metrics may be better suited depending on the specific data. Nε(xn) can
be seen as a crude estimate of local density. xn is considered to be a core-point if at least
minPts are in its ε-neighborhood. minPts is a free parameter of the algorithm that sets
the scale of the size of the smallest cluster one should expect. Finally, a point xi is said to
be density-reachable if it is in the ε-neighborhood of a core-point. From these definitions,
the algorithm can be simply formulated (see also Figure 2.12):
→ Until all points in X have been visited; do
− Pick a point xi that has not been visited
− Mark xi has a visited point
− If xi is a core point; then
· Find the set C of all points that are density reachable from xi.
· C now forms a cluster. Mark all points within that cluster as being visited.
→ Return the cluster assignments C1, · · · , Ck, with k the number of clusters. Points that
have not been assigned to a cluster are considered noise or outliers.
Note that DBSCAN does not require the user to specify the number of clusters but only
ε and minPts. While, it is common to heuristically fix these parameters, methods such
as cross-validation can be used for their determination. Finally, we note that DBSCAN is
very efficient since efficient implementations have a computational cost of O(N logN).
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Figure 2.12: (a) Illustration of DBSCAN algorithm with minPts= 4. Two ε-neighborhood
are represented as dashed circles of radius ε. Red points are the core points and blue
points are density-reachable point that are not core points. Outliers are gray colored. (b)
Application of DBSCAN (minPts=40) to a noisy dataset with two non-convex clusters.
Density profile is shown for clarity. Outliers are indicated by black crosses.
2.2.8 Clustering and Latent Variables via the Gaussian Mixture Models
In the previous section, we introduced several practical methods for clustering. In this
section, we will approach clustering from a more abstract vantage point, and in the process,
introduce many of the core ideas underlying unsupervised learning. A central concept in
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many unsupervised learning techniques is the idea of a latent or hidden variable. Even
though latent variables are not directly observable, they still influence the visible structure
of the data. For example, in the context of clustering we can think of the cluster identity
of each datapoint (i.e. which cluster does a datapoint belongs to) as a latent variable. And
even though we cannot see the cluster label explicitly, we know that points in the same
cluster tend to be closer together. The latent variables in our data (cluster identity) are a
way of representing and abstracting the correlations between datapoint.
In this language, we can think of clustering as an algorithm to learn the most probable
value of a latent variable (cluster identity) associated with each datapoint. Calculating this
latent variable requires additional assumptions about the structure of our dataset. Like
all unsupervised learning algorithms, in clustering we must make an assumption about the
underlying probability distribution from which the data was generated. Our model for how
the data is generated is often called our generative model. In clustering, we assume that
data points are assigned a cluster, with each cluster characterized by some cluster-specific
probability distribution (e.g. a Gaussian with some mean and variance that characterizes
the cluster). We then specify a procedure for finding the value of the latent variable.
This is often done by choosing the values of the latent variable that minimizing some cost
function.
One common choice for a class of cost functions for many unsupervised learning prob-
lems is Maximum Likelihood Estimation (MLE). In MLE, we choose the values of the
latent variables that maximize the likelihood of the observed data under our generative
model (i.e. maximize the probability of getting the observed dataset under our generative
model). Such MLE equations often give rise to the kind of Expectation Maximization
(EM) equations that we first encountered in the last section in the context of K-means
clustering.
Gaussian Mixtures models (GMM) are a generative model often used in the context of
clustering. In GMM, points are drawn from one of K Gaussians, each with its own mean
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µk and covariance matrix Σk,
N (x|µ,Σ) ∼ exp(−(x− µ)Σ−1(x− µ)T /2). (2.20)
Let us denote the probability that a point is drawn from mixture k by pik. Then, the
probability of generating a point x in a GMM is given by
p(x|{µk,Σk, pik}) =
K∑
k=1
N (x|µk,Σk)pik. (2.21)
Given a dataset X = {x1, · · · ,xN}, we can write the likelihood of the dataset as
p(X|{µk,Σk, pik}) =
N∏
i=1
p(xi|{µk,Σk, pik}) (2.22)
For future reference, let us denote the set of parameters {µk,Σk, pik} by θ.
To see how we can use GMM and MLE to perform clustering, we introduce discrete
binary K-dimensional latent variables z for each data point x whose k-th component is 1
if point x was generated from the k-th Gaussian and zero otherwise (these are often called
“one-hot variables”). For instance if we were considering a Gaussian mixture with K = 3,
we would have three possible values for z ≡ (z1, z2, z3) : (1, 0, 0), (0, 1, 0) and (0, 0, 1).
We cannot directly observe the variable z. It is a latent variable that encodes the cluster
identity of point x. Let us also denote all the N latent variables corresponding to a dataset
X by Z.
Viewing the GMM as a generative model, we can write the probability p(x|z) of ob-
serving a data point x given z as
p(x|z; {µk,Σk}) =
K∏
k=1
N (x|µk,Σk)zk (2.23)
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as well as the probability of observing a given value of latent variable
p(z|{pik}) =
K∏
k=1
pizkk . (2.24)
Using Bayes rule, we can write the joint probability of a clustering assignment z and a
data point x given the GMM parameters as
p(x, z; θ) = p(x|z; {µk,Σk})p(z|{pik}). (2.25)
We can also use Bayes rule to rearrange this expression to give the conditional prob-
ability of the data point x being in the k-th cluster, γ(zk), given model parameters θ as
γ(zk) ≡ p(zk = 1|x; θ) = pikN (x|µk,Σk)∑K
j=1 pijN (x|µj ,Σj)
. (2.26)
The γ(zk) are often referred to as the “responsibility” that mixture k takes for explaining x.
Just like in our discussion of soft-max classifiers, this can be made into a “hard-assignment”
by assigning each point to the cluster with the largest probability: arg maxk γ(zk) over the
responsibilities.
The complication is of course that we do not know that the parameters θ of the underly-
ing GMM but instead must also learn them from the datasetX. As discussed above, ideally
we could do this by choosing the parameters that maximize the likelihood (or equivalently
the log-likelihood) of the data
θˆi = arg max
θi
log p(X|θ) (2.27)
where θi ∈ {µk,Σk, pik}. Once we knew the MLEs θˆi, we could use Eq. (2.26) to calculate
the optimal hard cluster assignment arg maxk γˆ(zk) where γˆ(zk) = p(zk = 1|x; θˆ).
In practice, due to the complexity of Eq. (2.22), it is almost impossible to find the global
maximum of the likelihood function. Instead, we must settle for a local maximum. One
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approach to finding a local maximum of the likelihood is to use a method like stochastic
gradient descent on the negative log-likelihood. Here, we introduce an alternative, powerful
approach for finding local minima in latent variable models using an iterative procedure
called Expectation Maximization (EM). Given an initial guess for the parameters θ(0),
the EM algorithm iteratively generated new estimates for the parameters θ(1), θ(2), . . ..
Importantly, the likelihood is guaranteed to be non-decreasing under these iterations and
hence EM converges to a local maximum of the likelihood [60].
The central observation underlying EM is that it is often much easier to calculate the
conditional likelihoods of the latent variables p˜(t)(Z) = p(Z|X; θ(t)) given some choice of
parameters and the maximum of the expected log likelihood given an assignment of the
latent variables: θ(t+1) = arg maxθ Ep(Z|X;θ(t))[log p(X,Z; θ)]. To get an intuition for this
later quantity notice that we can write
Ep˜(t) [log p(X,Z; θ)] =
N∑
i=1
K∑
k=1
γ
(t)
ik [logN (xi|µk,Σk) + log pik] , (2.28)
where have used the shorthand γ
(t)
ik = p(zik|X; θ(t)) with zik the k-th component of zi.
Taking the derivative of this equation with respect to µk, Σk, and pik (subject to the
constraint
∑
k pik = 1) and setting this to zero yields the intuitive equations
µ
(t+1)
k =
∑N
i γ
(t)
ik xi∑
i γ
(t)
ik
Σ
(t+1)
k =
∑N
i γ
(t)
ik (xi − µk)(xi − µk)T∑
i γ
(t)
ik
pi
(t+1)
k =
1
N
∑
k
γ
(t)
ik (2.29)
These are just the usual estimates for the mean and variance, with each data point weighed
according to our current best guess for the probability that it belongs to cluster k. We
can then use our new estimate θ(t+1) to calculate new memberships γ
(t+1)
ik and repeat the
process. This is essentially the K-Means algorithm discussed in the first section.
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This discussion of the Gaussian mixture model introduces several concepts that we will
return to repeatedly in the context of unsupervised learning. First, it is often useful to
think of the visible correlations between features in the data as resulting from hidden or
latent variables. Second, we will often posit a generative model that encodes the structure
we think exists in the data and then find parameters that maximize the likelihood of the
observed data. Third, often we will not be able to directly estimate the MLE, and will
have to instead look for a computationally efficient way to find a local minimum of the
likelihood.
2.2.9 Fast density clustering
Here we discuss an improved version6 of density clustering (DBSCAN [59]) based on
searches for local density extremum [58].
2.2.9.1 Kernel density estimation (KDE)
Consider the problem of estimating the probability distribution p(x) over x ∈ Rp (p, the
number of features) given only a set of samples X = {xi}, i = 1, · · ·N drawn from p(x) In
the limit where N →∞, the following relation holds true7:
p(x)→ pˆ(x;X,h) ≡ 1
N
∑
xi∈X
Kh(x,xi), (2.30)
where Kh(·, ·) are called kernel functions and h is called the bandwidth parameter. In Fig.
2.14 we show examples of valid kernel functions. Normalization of p(x) also implies that
the kernel functions are normalized:
∫
dxKh(x,xi) = 1. (2.31)
6A scalable implementation of the method is provided at: https://github.com/alexandreday/fast_
density_clustering
7Thus, pˆ is an unbiased estimator of p
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Figure 2.13: (a) Application of gaussian mixture modeling to the Ising dataset (see ap-
pendix B for more detail about the dataset). The normalized histogram corresponds to the
first principal component distribution of the dataset (or equivalently the magnetization in
this case). The 1D data is fitted with a K = 3-component gaussian mixture. The likehood
of the fitted gaussian mixture is represented in red and is obtained via the expectation-
maximization algorithm (b) The gaussian mixture model can be used to compute posterior
probability (responsibilities), i.e. the probability of being in one of the phases. Note that
the point where γ(1) = γ(2) = γ(3) can be interpreted as the critical point. Indeed the
crossing occurs at T ≈ 2.26.
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Using Eq.2.30 for a finite number of samples we can thus obtain a density estimate. As
discussed in previous sections however, we expect such formula to be only accurate in
low-dimensional spaces due to the curse of dimensionality. The bandwidth parameter
can be thought of as a regularization parameter which determines how wide each kernel
should be. Fortunately, using cross-validation, we can determine a self-consistent value
for this parameter. We start by splitting the samples into a training and a testing set
X = (Xtrain, Xtest). In our experiments, we found, as expected, that using larger test
sets generally leads to smoother density estimates, while a large training set leads to more
overfitting (tight kernels). Using the training set in order to construct and estimate p(x),
we can then compute the log-likelihood of the kernel density estimate over the testing set:
L(Xtest;Xtrain, h) = −
∑
xi∈Xtest
log pˆ(xi;Xtrain, h) (2.32)
= − 1
N
∑
xi∈Xtest
log
 ∑
xj∈Xtrain
Kh(xj ,xi)
 . (2.33)
The bandwidth parameter h can therefore be determine by minimizing Eq.2.33, which is a
simple one-dimensional function of h. The typical shape of L is shown in Fig.2.15.
2.2.9.2 Density graph and coarse-graining
Using density estimates from the previous section, we can now efficiently construct a density
graph. This graph consist in locating for each data point, the nearest data point with higher
density. In low-dimensional spaces, nearest-neighbor searches can be achieved efficiently
O(logN) using KD-trees [61]. In order to impose locality, we perform this search only
over a neighborhood of the nearest nh size data points. If a data point is found to be the
one with highest density in this neighborhood, it is identified as a potential local density
maximum. Using only the density graph and this method to identify local density maxima,
we can directly perform clustering by simply assigning each data point to the same label
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K = 1  x2/h2
if  h/2 < x < h/2
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Figure 2.14: Example of some valid kernels for constructing density estimators.
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Figure 2.15: Typical shape of the log-likelihood function for the density estimator over the
test set. It is possible to analytically find a bound for the maximum and minimum values
of h? by performing expansions for h small and large.
as their nearest neighbor with higher density. Density maxima can thus be thought of as
the cluster representatives and the number of maxima is analogous to the number of true
clusters.
This is valid in the case where the density estimates are extremely accurate and does
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Figure 2.16: Noise parameter (η) which sets a threshold on what is considered true signal
versus sampling noise. In the example shown, the density estimate shown by the blue line
has two modes. However one of the modes is only slightly distinguishable from the baseline.
If η is taken to be large enough, the smallest mode is merged with the largest.
not take into account the effect of noise. Here we thus introduce a noise parameter which
serves to identify wether a density maximum is true signal or is due to sampling noise.
The basic idea of this parameter is shown in Fig.2.16. Using a large η parameter, implies
merging nearby clusters thus leading to a coarse-graining of the clusters.
All and all, using kernel density estimates along with density graph and a noise pa-
rameter, is it possible to achieve highly accurate clustering in low-dimensional spaces.
Benchmarks of the method are shown in Fig.2.17.
2.2.10 Clustering in high-dimension
Clustering data in high-dimension can be very challenging. One major problem that is
aggravated in high-dimensions is the accumulation of noise coming from spurious features
that tends to “blur” distances [63, 64, 65]. Many clustering algorithms rely on the explicit
use of a similarity measure or distance metrics that weigh all features equally. For this
reason, one must be careful when using an off-the-shelf method in high dimensions. In
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Figure 2.17: Simple benchmarks for the proposed density clustering algorithm over var-
ious low-dimensional datasets consisting of 1500 data points each. Note that the same
parameters (η = 0.5, nh size=40) are used for all datasets. The run-time is shown
in the bottom right corner. This is to be compared to the clustering accuracy and
run-time of the various algorithms easily accessible via scikit-learn [62] for instance (see
https://scikit-learn.org/stable/modules/clustering.html).
order to perform clustering on high-dimensional data, it is often useful to denoise the data
before proceeding with using a standard clustering method such as K-means [63]. Figure
2.9 illustrates an application of denoising to high-dimensional data. PCA (section 2.2.3)
was used to denoise the MNIST dataset by projecting the 784 original dimensions onto
the 40 dimensions with the largest principal components. The resulting features were then
used to construct a Euclidean distance matrix which was used by t-SNE to compute the
two-dimensional embedding that is presented. Using t-SNE directly on original data leads
to a “blurring” of the clusters (the reader is encouraged to test this themselves).
However, simple feature selection or feature denoising (using PCA for instance) can
sometimes be insufficient for learning clusters due to the presence of large variations in
the signal and noise of the features that are relevant for identifying the underlying clusters
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[63]. Recent promising work suggests one way to overcome these limitations is to learn the
latent space and the cluster labels at the same time [66].
Finally we end the clustering section with a short discussion on clustering validation,
which can be particularly difficult for high-dimensional data. Often clustering validation,
i.e. verifying wether the obtained labels are “valid” is done by direct visual inspection.
That is, the data is represented in a low-dimensional space and the cluster labels obtained
are visually inspected to make sure that different labels organize into distinct “blobs”. For
high-dimensional data, this is done by performing dimensional reduction (section 2.2.1).
However, this can lead to the appearance of spurious clusters since dimensional reduction
inevitably loses information about the original data. Thus, these methods should be used
with care when trying to validate clusters (see [67] for an interactive discussion on how
t-SNE can sometime be misleading and how to effectively use it).
A lot of work has been done to devise ways of validating clusters based on various
metrics and measures[63]. Perhaps one the most intuitive way of defining a good clustering
is by measuring how well clusters generalize. In chapter 4 we discuss a novel clustering
method based on leveraging classifiers to measure the generalization errors of clusters.
We believe this represent an especially promising research direction for high-dimensional
clustering. Finally, we emphasize that this discussion is far from exhaustive and we refer
the reader to [56], Chapter 15, for an in-depth survey of the various validation techniques.
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2.3 Reinforcement Learning
In reinforcement learning (RL), an agent learns to perform and master a specific task
by performing a series of actions in order to maximize a reward function, as a result of
interaction with an environment. We used a modified version of Watkins online, off-policy
Q-Learning algorithm with linear function approximation and eligibility traces [16] to teach
our RL agent to find protocols of optimal fidelity. In this section we give a brief summary
of the approach. For a detailed description of the standard Q-learning algorithm, we refer
the reader to Ref. [16].
The fidelity optimization problem is defined as an episodic, undiscounted reinforcement
learning task. Each episode takes a fixed number of steps NT = T/δt, where T is the total
protocol duration, and δt – the physical (protocol) time step. We define the state S, action
A and reward R spaces, respectively, as
S={s=(t, hx(t))}, A={a=δhx}, R={r ∈ [0, 1]}.
The state space S consists of all tuples (t, hx(t)) of time t and the corresponding magnetic
field hx(t). Notice that with this choice no information about the physical quantum state
whatsoever is encoded in the RL state, and hence the RL algorithm is model-free - it does
not make an explicit model of the environment. Including time t to the state is not common
in Q-Learning, but is required here in order for the agent to be able to estimate how far
away it is from the episode’s end, and adjust its actions accordingly. Even though there is
only one control field, the space of available protocols grows exponentially with the inverse
step size δt−1.
The action space A consists of all jumps δhx in the protocol hx(t). Thus, protocols are
constructed as piecewise-constant functions. We restrict the available actions of the RL
agent in every state s such that at all times the field hx(t) is in the interval [−4, 4]. We also
used various discretization of the protocols in this interval. However, the main qualitative
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results can be obtained using the so-called bang-bang protocols where the field values are
only allowed to take values hx(t) = ±4.
The reward space R is the space of all real numbers in the interval [0, 1]. The rewards
for the agent are given only at the end of each episode, according to:
r(t) =

0, if t < T
Fh(T ) = |〈ψ∗|ψ(T )〉|2, if t = T
(2.34)
This reflects the fact that we are not interested in which quantum state the physical system
is in during the evolution; all that matters for our purpose is to maximize the final fidelity.
An essential part of setting up the RL problem is to define the environment, with which
the agent interacts in order to learn. We choose this to consist of the Schro¨dinger initial
value problem, together with the target state:
Environment = {i∂t|ψ(t)〉 = H(t)|ψ(t)〉,
|ψ(0)〉 = |ψi〉, |ψ∗〉 },
where H[hx(t)] is the Hamiltonian (which we will define explicitly in section 3.1), whose
time dependence is defined through the magnetic filed hx(t) which the agent is constructing
during the episode via online Q-Learning updates for specific single-particle and many-body
examples.
Let us now briefly illustrate the protocol construction algorithm: for instance, if we
start in the initial RL state s0 = (t= 0, hx =−4), and take the action a= δhx = 8, we go
to the next RL state s1 = (δt,+4). As a result of the interaction with the environment,
the initial quantum state is evolved forward in time for one time step (from time t0 = 0 to
time t1 = δt) with the constant Hamiltonian H[hx = 4]: |ψ(δt)〉 = e−iH[hx=4]δt|ψi〉. After
each step we compute the local reward according to Eq. (2.34), and update the Q-function,
even though the instantaneous reward at that step might be zero [the update will still be
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non-trivial in the later episodes, since information is propagated backwards from the end
of the episode, see Eq. (2.35)]. This procedure is repeated until the end of the episode is
reached at t = T . In general, one can imagine this partially-observable Markov decision
process as a state-action-reward chain
s0 → a0 → r0 −→ s1 → a1 → r1 −→ s2 → · · · −→ sNT .
The above paragraph explains how to choose actions according to some fixed policy
pi(a|s) – the probability of taking the action a from the state s. Some RL algorithms,
such as Policy Gradient directly optimize the policy. Instead, Watkins Q-Learning offers
an alternative which allows to circumvent this. The central object in Q-Learning is the
state-action function Q(s, a) which is given by the expected total return R =
∑NT
i=0 ri at
the end of each episode, starting from a fixed state s, taking the fixed action a, and acting
optimally afterwards. Clearly, if we have the optimal Q-function Q∗, then the optimal
policy is the deterministic policy pi∗(a|s) = 1, if a = arg maxa′ Q(s, a′), and pi∗(a|s) = 0
for all other actions.
Hence, in Q-Learning one looks directly for the optimal Q-function. It satisfies the
Bellman optimality equation, the solution of which cannot be obtained in a closed form
for complex many-body systems. The underlying reason for this can be traced back to the
non-integrability of the dynamical many-body system, as a result of which the solution
of the Schro¨dinger equation cannot be written down as a closed-form expression even for
a fixed protocol, and the situation is much more complicated when one starts optimizing
over a family of protocols. The usual way of solving the Bellman equation numerically is
Temporal Difference learning, which results in the following Q-Learning update rule [16]:
Q(si, ai)←− Q(si, ai) + α
[
ri+max
a
Q(si+1, a)−Q(si, ai)
]
, (2.35)
where the learning rate α ∈ (0, 1). Whenever α ≈ 1, the convergence of the update
49
rule (2.35) can be slowed down or even precluded, in cases where the Bellman error δt =
ri + maxaQ(si+1, a) − Q(si, ai) becomes significant. On the contrary, α ≈ 0 corresponds
to very slow learning. Thus, the optimal value for the learning rate lies in between, and is
determined empirically for the problem under consideration.
To allow for the efficient implementation of piecewise-constant drives, i.e. bang-bang
protocols with a large number of bang modes, we employ a linear function approximation
to the Q-function, using equally-spaced tilings along the entire range of hx(t) ∈ [−4, 4] [16].
The variational parameters of the linear approximator are found iteratively using Gradient
Descent. This allows the RL agent to generalize, i.e. gain information about the fidelity of
not yet encountered protocols.
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Chapter 3
Quantum State Preparation
3.1 The phase diagram of quantum control
State preparation plays a quintessential role in present-day studies of quantum physics.
The ability to reliably manipulate and control quantum states has proven crucial to many
physical systems, from quantum mechanical emulators ultracold atoms [68, 18, 15] and
trapped ions [19, 20, 21], through solid-state systems like superconducting qubits [23], to
nitrogen-vacancy centres [24]. The non-equilibrium character of quantum state manipula-
tion makes it a difficult and not well-understood problem of ever-increasing importance to
building a large-scale quantum computer [25].
Analytically, state preparation has been studied using both adiabatic perturbation the-
ory [69] and shortcuts to adiabaticity [70, 71, 72, 73, 74]. Unfortunately, these theories
have limited application in non-integrable many-body systems, for which no exact closed-
form expressions can be obtained. This has motivated the development of efficient nu-
merical algorithms, such as GRAPE [75, 76], CRAB [77], and Machine learning based
approaches [78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90]. State preparation can be
formulated as an optimal control problem for which the objective is to find the set of con-
trols that extremize a cost function, i.e. determine the optimal fidelity to prepare a target
state, subject to physical and dynamical constraints. However, cost functions are usually
defined on a high-dimensional space and are typically non-convex. For this reason, sophis-
ticated algorithms must be devised to guarantee finding the global optimum. Moreover,
optimality does not automatically imply stability and robustness of the solution, which are
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Figure 3.1: Bang-bang protocols h(jδt) to control a quantum system with high fidelity (a)
are equivalent to classical spin configurations hj with log-fidelity playing the role of energy.
(b) Using k-flip Stochastic Descent, we explore the log-fidelity landscape (c), and find a
glass-like transition in the control landscape described by the effective classical model Heff
(d).
required for experimental applications. Establishing the general limitations and constraints
of quantum control is crucial for guiding the field forward.
Below, we show that the quantum state preparation paradigm supports a number of
control phase transitions by varying the protocol duration T [81, 91, 92], exhibiting over-
constrained, controllable, correlated, and glassy phases. Glass-like systems are expected
to feature slow equilibration time scales related to an underlying extremely rugged free-
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energy landscape. Such features have been extensively discussed in the context of spin-
glass physics [93, 94] and in hard combinatorial [95, 96, 97, 98] and random satisfiabil-
ity [99, 100, 101, 102, 103, 104] problems.
We provide evidence for the existence of a generic glass-like control phase transition ob-
served in the manipulation of generic nonintegrable spin chains with a single global control
field. By sampling the optimization landscape for this state preparation problem, we dis-
cover the existence of a glass-like critical point marked by an extremely rugged landscape
with an exponential number local extrema. This transition in the control landscape is
visualized using the manifold learning method known as t-distributed stochastic neighbor-
embedding (t-SNE) [105], which reveals the clustering of minima near the glass transition.
We further present a mapping of this dynamical optimal control problem to a static frus-
trated classical spin model with all-to-all multi-body interactions, the energy landscape of
which is in one-to-one correspondence with the original optimization landscape. Similar
to the problem of finding the ground-state of spin-glasses, we find strong evidence for an
exponential algorithmic complexity scaling in the number of control degrees of freedom for
the task of locating the optimal protocol, suggesting that quantum state preparation is
NP-hard in the glassy phase.
Problem Setup.—Consider a periodic chain of L interacting qubits (Pauli operator Sµi ),
controlled by a global time-dependent transverse-field:
H(t) = −
L∑
i=1
JSzi+1S
z
i + gS
z
i + h(t)S
x
i , (3.1)
with interaction strength J = 1 (sets the energy scale), and an external magnetic field of
a static z-component g = 1 and a time-varying x-component h(t). The presence of the
longitudinal z-field renders the model non-integrable at any fixed time t, with no known
closed-form expression for the exact instantaneous eigenstates and eigenenergies. We work
in a non-perturbative regime with all couplings of similar magnitude, and choose a bounded
control |h(t)| ≤ 4 reflecting the experimental infeasibility to inject unlimited amounts of
53
energy in the system.
The system is prepared at t = 0 in the paramagnetic ground state (GS) |ψi〉 of H[h=
−2]. Our goal is to find a protocol h∗(t) which, following Schro¨dinger evolution for a fixed
short duration T ∈ [0, 4], brings the initial state |ψi〉 as close as possible to the target
state – the paramagnetic GS |ψ∗〉 of H[h = +2], as measured by the many-body fidelity
Fh(T ) = |〈ψ∗|ψ(T )〉|2. The specific values of the field for the initial and target states,
h = ±2, were chosen to be of similar magnitude as the interaction strength J = 1. We
checked that the conclusions we draw in this work are insensitive to this choice.
Whether preparing the target state with unit fidelity is feasible in the thermodynamic
(TD) limit L→∞, is currently an open question related to the existence of a finite quantum
speed limit [106, 107, 74]. Let us formulate this objective as a minimization problem, and
choose as a cost function the (negative) log-fidelity Ch(T )=−logFh(T )/L. Ch(T ) remains
intensive in the TD limit, and we verified that our results do not change qualitatively
starting from L ≥ 6 (see section 3.5). Thus, the emerging log-fidelity landscape h(t) 7→
Ch(T ) corresponds to the control landscape for quantum state preparation [108, 75, 109]
(Fig. 3.1c). The optimal protocol h∗(t) is defined as the global minimum of the log-fidelity
landscape. We divide the protocol duration T = δtNT into NT steps of size δt. We are
interested in the properties of the control landscape in the large NT limit. Motivated
by Pontryagin’s maximum principle and the optimal control literature, we restrict the
discussion to bang-bang protocols (Fig. 3.1.a) where the control field can take only the
maximum allowed values h(t)∈{±4} at each time step [110, 111].
Control landscape & sampling method.— In general, the control landscape Ch(T )
is a non-convex functional of h(t): local minima obtained using a greedy optimization
approach depend on the initial starting points of the algorithm. Using Stochastic Descent
(SD) (see section 3.2), we start from a random protocol and flip the sign of h(jδt) at
k different time steps j1, · · · , jk chosen uniformly at random (Fig.3.1b). A set of flips
is accepted only if it decreases Ch(T ). We repeat this process until a local minimum is
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reached (see section 3.2 for pseudocode). A protocol h(t) is a SDk local minimum if all
possible k-flip updates increase the log-fidelity. We use SDk algorithms with k= 1, k= 2
and k= 4 flips per local update. The best found fidelity Fh(T ) as a function of protocol
duration is presented in Fig. 3.3 (black line).
Order parameters measured.— The structure of the control landscape can be under-
stood by measuring the protocol correlator and the number of unique local minima which
we now define. Consider the set S={hα(t)} of all local log-fidelity minima. We sample M
protocols from S using SDk and denote h(t)≡M−1
∑M
α=1 h
α(t) as the sample average. Let
us define the protocol correlator :
qSDk(T ) =
1
16NT
NT∑
j=1
{h(jδt)− h(jδt)}2, (3.2)
which is related to the Edwards-Anderson order parameter for replica symmetry breaking
in spin-glasses [112, 113, 114]. If the landscape is convex (unique minimum): q=0, while
if all the sampled local minima are uncorrelated: q=1. In collecting M samples, we denote
M? ≤M as the number of distinct protocols. We further define the fraction of distinct
local minima as
fSDk ≡M?/M. (3.3)
For a fixed number of samples, this fraction is sensitive to drastic changes in the number
of distinct local minima in S.
The single qubit phase diagram (L = 1) The phase diagram for a single qubit (L = 1)
is presented in Fig.3.2. This phase diagram was obtained using a combination of single-flip
stochastic descent and reinforcement learning. The initial fidelity at T = 0 is non-zero since
there is an initial significant overlap between the initial state and the target state on the
Bloch sphere. Moreover, in the case of the single qubit problem, the system is controllable
[81], meaning that there exist a finite ramp time (denoted TQSL) at which it is possible to
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FIG. 1. (a) Phase diagram of the quantum state manipula-
tion problem for the qubit in Eq. (3) vs. protocol duration T ,
as determined by the order parameter q(T ) (red) and the max-
imum possible achievable fidelity Fh(T ) (blue), compared to
the variational fidelity Fh(T ) (black, dashed). Increasing the
total protocol time T , we go from an overconstrained phase
I, through a glassy phase II, to a controllable phase III. (b)
Left: the infidelity landscape is shown schematically (green).
Right: the optimal bang-bang protocol found by the RL agent
at the points (i)–(iii) (red) and the variational protocol [39]
(blue, dashed).
accurate models of the system are unknown, or parame-
ters in the model are uncertain. A potential advantage
of RL over traditional derivative-based optimal control
approaches is the fine balance between exploitation of al-
ready obtained knowledge and exploration in uncharted
parts of the control landscape. Below the quantum speed
limit [63], exploration becomes vital and o↵ers an alter-
native to the prevalent paradigm of multi-starting local
gradient optimizers [64]. Unlike these methods, the RL
agent progressively learns to build a model of the op-
timization landscape in such a way that the protocols
it finds are stable to sampling noise. In this regard, RL-
based approaches may be particularly well-suited to work
with experimental data and do not require explicit knowl-
edge of local gradients of the control landscape [39, 60].
This may o↵er a considerable advantage in controlling
realistic systems where constructing a reliable e↵ective
model is infeasible, for example due to disorder or dislo-
cations.
To manipulate the quantum system, our computer
agent constructs piecewise-constant protocols of duration
T by choosing a drive protocol strength hx(t) at each
time t = j t, j = {0, 1, · · · , T/ t}, with  t the time-
step size. In order to make the agent learn, it is given
a reward for every protocol it constructs – the fidelity
Fh(T ) = |h ⇤| (T )i|2 for being in the target state af-
ter time T following the protocol hx(t) under unitary
Schro¨dinger evolution. The goal of the agent is to max-
imize the reward in a series of attempts. Deprived of
any knowledge about the underlying physical model, the
agent collects information about already tried protocols,
based on which it constructs new, improved protocols
through a sophisticated biased sampling algorithm. In
realistic applications, one does not have access to infi-
nite control fields; for this reason, we restrict to fields
hx(t) 2 [ 4, 4], see Fig. 1b. For reasons relating to the
simplicity and e ciency of the numerical simulations,
throughout this work we further restrict the RL algo-
rithm to the family of bang-bang protocols [65]. An ad-
ditional advantage of focusing on bang-bang protocols is
that this allow us to interpret the control phase transi-
tions we find using the language of Statistical Mechan-
ics [66].
II. REINFORCEMENT LEARNING
Reinforcement Learning (RL) is a subfield of Machine
Learning (ML) in which a computer agent learns to per-
form and master a specific task by exerting a series of
actions in order to maximize a reward function, as a re-
sult of interaction with its environment. Here, we use a
modified version of Watkins online, o↵-policy Q-Learning
algorithm with linear function approximation and eligi-
bility traces [40] to teach our RL agent to find protocols
of optimal fidelity. Let us we briefly summarize the de-
tails of the procedure. For a detailed description of the
standard Q-learning algorithm, we refer the reader to
Ref. [40].
The fidelity optimization problem is defined as an
episodic, undiscounted Reinforcement Learning task.
Each episode takes a fixed number of steps NT = T/ t,
where T is the total protocol duration, and  t – the phys-
ical (protocol) time step. We define the state S, action
A and reward R spaces, respectively, as
S={s=(t, hx(t))}, A={a= hx}, R={r 2 [0, 1]}.
The state space S consists of all tuples (t, hx(t)) of time t
Protocol duration (T)
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Figure 3.2: Phase diagram for the single qubit system (L = 1). The system undergoes two
phase transitions as revealed by non-analyticities in the order parameter qSD1(T ), shown
in red (see Eq. 3.2 for the definition of qSD1). Also shown are the fidelities found using
stochastic descent (blue line) and a variational approach (dash black line - see [81]). The
fidelity found using reinforcement learning was found to be the same as that found using
stochastic descent. Initially, q = 0 (the red phase) and the landscape is convex: there exist
a unique optimal protocol found using stochastic descent or reinforcement learning. At
T = Tc, the optimization landscape features the appearance of multiple local minima as
revealed by q > 0. Finally, at T = TQSL, the system becomes controllable: the optimal
protocol has unit fidelity. However, interestingly, there exist an extensive number (w.r.t.
the number of time steps NT ) of degenerate local minima which have unit fidelity. This
degeneracy implies that finding the optimal protocol is easy using reinforcement learning
or stochastic descent. Here, L = 1 and we used δt = 10−3 with varying ramp time T and
sampled up to 10000 stochastic descent runs.
reach a unit fidelity.
The many-body system phase diagram The correlator qSD1 as a function of the
protocol duration T is shown in Fig. 3.3, which is the phase diagram for the many-body
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Figure 3.3: Preparing states in a chain of qubits with optimal many-body fidelity Fh(T )
(black) features transitions from an overconstrained phase (red region) to a correlated
phase (blue region) to a glass-like phase (purple region) at protocol durations T
(1)
c and
T
(2)
c . This is revealed by the non-zero fraction fSDk(T ) order parameter. We used k-flip
stochastic descent (SDk) on the family of bang-bang protocols with NT = 200, L = 6 and
M = 105.
system. For T <T
(1)
c ≈ 0.35, fSD1 = 1/M , and the log-fidelity landscape is convex. While
the maximum attainable fidelity is small, there exist a unique optimal protocol which is
easy to find using SD1. At T = T
(1)
c , the control landscape undergoes a phase transition
from an overconstrained phase (qSD1 = 0, red region) to a correlated phase (qSD1 > 0,
blue region). This transition is characterized by a rapid increase of the number of quasi-
degenerate SD1 local minima as shown by fSD1 reaching unity for T >T
(1)
c . However, these
local minima are all separated by barriers of width 2 in Hamming distance (number of sign
flips required to connect them). This is revealed by using SD2 just above T
(1)
c , for which
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Figure 3.4: (a)-(c) t-SNE visualization of the control landscape above the SD2 glass critical
point T
(2)
c ≈ 2.3. Each data point represents a local Ch(T )-minimum – a bang-bang
protocol embedded in a two-dimensional t-SNE space. Embedded protocols are colored
by their fidelity in the interval [Fmin, Fmax] with intervals [0.919, 0.920], [0.958, 0.959],
[0.992, 0.997] from (a) to (c). (a) & (b): The local minima cluster are separated by extensive
barriers as seen in (d) & (e), the Hamming distance matrix for the local-minima protocols.
distmax = 0.5, 0.52, 0.61 for (d), (e), (f) respectively. The protocols in the Hamming
matrix are grouped by their cluster index found using density clustering (see section 3.4).
(c) At larger protocol duration (T = 3.4) large clusters fracture in an exponential number
of small clusters. The small clusters are separated by extensive barriers (f). We used SD2
with NT = 200, L = 6 and sampled 5000 unique protocols.
fSD2 =1/M and qSD2 =0. At T ≈1.2, qSD2 becomes non-zero, indicating the appearance of
multiple SD2 local minima. However, the unique fraction of those minima, fSD2 , remains
nearly zero. Remarkably, the control landscape undergoes another transition at T
(2)
c ≈2.3,
characterized by a proliferation of SD2 local minima, where fSD2∼O(1).
Glassy phase.— To better understand the physics behind this SD2 glassy transition, we
visualize the log-fidelity landscape using the nonlinear-manifold machine learning method
t-distributed stochastic neighbor-embedding (t-SNE) [105] (Fig. 3.4). t-SNE embeddings
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preserve local ordination of data, and hence allow to understand the geometry of the control
landscape. At T
(2)
c , the geometry of the control landscape undergoes a drastic transition
with the appearance of distinct clusters in the space of near-optimal protocols (Fig. 3.4
and section 3.4 for clustering procedure). Each cluster corresponds to a distinct region of
closely related SD2 minima. While protocols within a cluster are similar and connected by
small barrier widths, protocols between clusters are separated by barriers of width extensive
in NT (see section 3.4). At longer protocol durations T & 3.0 (Fig. 3.4.c-f), the number
of clusters appears to be exponential in NT and all protocols are separated by extensive
barriers (Fig. 3.4.f and see 3.4). The number of SDk local minima is large, fSDk→1, and we
find that it scales exponentially with NT (see section 3.3). Therefore, we expect that any
local-flip algorithm (e.g. SDk with k subextensive in NT ) will have exponential run-time
for finding the global optimum. Having a landscape with an exponential number of minima
separated by extensive barriers (in height and width) in the number of degrees of freedom
is one of the landmarks of spin glasses, and leads to extremely slow mixing times [94].
This glassy control transition is analogous to replica symmetry breaking in spin glasses
and random satisfiability problems [115, 116]. We verified that applying higher-order SDk
(k > 2) only slightly shifts the glass critical point to larger T , as expected due to the
presence of large and numerous barriers (see section 3.6).
Effective Classical Model.—To further evidence the glassy character of the phase, we
map the control problem to an effective classical Ising model Heff(T ), which governs the
control landscape phase transitions. By studying its properties, we establish a closer con-
nection with spin-glasses. Similar to classical Ising-type models, in which each spin config-
uration comes with its energy, we assign to every bang-bang protocol the log-fidelity Ch(T )
of being in the target state (Fig. 3.1.d). From the set of all Ch(T ) values, which we refer
to as the log-fidelity ‘spectrum’, we reconstruct an effective classical spin model:
Heff(T ) = C0(T ) +
NT∑
j=1
Gj(T )hj +
1
NT
NT∑
i 6=j
Jij(T )hihj
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+
1
N2T
NT∑
i 6=j 6=k
Kijk(T )hjhjhk + . . . . (3.4)
Here the couplings Gj , Jij , Kijk, which can be uniquely computed by tracing over all 2
NT
possible protocol configurations (see section 3.7), encode all the information about the
control landscape.
For T > T
(c)
1 , we find that the effective two-body interaction Jij (which is non-local
and antiferromagnetic) and the one-body interaction compete, resulting in Heff(T ) being
highly frustrated, i.e. a large fraction of the Jij bonds are unsatisfied in the ground-state.
For larger times, higher-order (and possibly all) nonlocal multi-body spin interactions in
Heff(T ) are required to reliably capture the behaviour of the system in the glassy phase.
We present further evidence for these claims using an independent procedure for learning
couplings based on the RIDGE algorithm for sparse linear regression [4, 26]. The long-
range and multi-body nature of the couplings is related to the dynamic origin of the state
preparation problem: causality imposes that the value of the low-Ch(T ) protocols at time
t is correlated with the values at all previous times t′ < t in the bang-bang sequence.
Density of states.—In order to understand the underlying causes for the glassy phase,
we examine the density of states [i.e. protocols] of Heff(T ) (DOS), obtained by counting
protocols in a small fidelity window [Fig. 3.5, black line, left axis]. Starting from a protocol
h∗ with near-optimal fidelity (i.e. a low-energy local minimum of Heff(T )), we analyze the
behaviour of elementary excitations (Fig. 3.1d), by computing the fidelity of all possible
protocols obtained after flipping 1, 2 and 4 bangs in h∗. These excitations can be classified
by their ‘magnetization’ Mh=
∑
j(hj−h∗j ) relative to the near-optimal protocol. Below the
SD2 glass transition, T <T
(2)
c ≈2.3, the bulk of the excitations (shaded area, right axis) is
located in a region where the DOS is much smaller than the typical DOS. Therefore, when
searching for the optimal protocol, starting from an initial protocol with large log-fidelity,
finding one of the elementary excitations is relatively easy since most of these excitations
are in a region of extremely small DOS (w.r.t to the typical DOS). In contrast, for T >T
(2)
c
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Figure 3.5: Normalized density of states (DOS) of Heff (black line, left y-axis), and the
distribution of the Mh = 0 and Mh = 2-magnetized excitations (shaded, right y-axis) on
both sides of the glass critical point T
(2)
c ≈2.3 for NT = 80, L = 6. The position of the best
obtained fidelity using SD4 is marked by the vertical dashed line.
in the glassy phase, the bulk of the excitations moves to a region where the DOS is large.
This implies that if we miss one of the elementary excitations in the search for a better
protocol, it becomes infeasible to reach h∗. From an algorithmic perspective, this suggests
a transition from a sub-exponential complexity to an at least exponential complexity in
NT . We explicitly verified that this behavior holds using exact numerical computation of
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all protocol fidelities up to NT ≤28 (see section 3.3).
3.2 Stochastic descent
Here we provide more details on the stochastic descent algorithms used to sample the local
minima of the control landscape (see Algorithm 1 for a pseudocode of SDk). As mentioned
in the section 3.1, SDk is a k-flip stochastic descent where, starting from an initial random
protocol, the algorithm proposes a new protocol chosen uniformly at random that differs
by at most k-flips from the previous protocol. If the proposed protocol fidelity is higher
than that of the previous protocol, the update is accepted. The SDk algorithm halts when
all possible updates with at most k-flips decrease the fidelity. The obtained protocol is
said to be a local minimum of the (negative) log-fidelity landscape: all k-flip perturbations
from that minimum will increase the log-fidelity. For NT bangs and k = 4 (the most
computationally intensive algorithm we ran), the number of fidelity evaluations needed
to certify that a protocol is a local minimum is
(
NT
4
)
+
(
NT
3
)
+
(
NT
2
)
+
(
NT
1
)
. For NT = 80
(the largest NT we ran for SD4), sampling a single local minimum required computing the
fidelity of O(107) protocols (see Fig. 3.6). Note that evaluating the fidelity of a single bang-
bang protocol with NT time steps requires the multiplication of NT unitaries of size 2
L.
Since this is the bottleneck in the algorithm run-time we optimized the fidelity evaluation
by taking into account symmetries of the qubit Hamiltonian (3.1), such as translation and
reflection (parity), and precomputing and storing in memory a subset of the products of
unitaries.
3.3 Algorithmic complexity and scaling of the number of local minima
In order to verify the exponential nature of the glassy phase (i.e. verify whether there
are exponentially many local minima in the glassy phase), we measure the algorithmic
complexity scaling of the stochastic descent algorithms used (SDk, k = 1, 2, 4), see Fig. 3.7.
Specifically, we are interested in the computational effort required by SDk to find the
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Algorithm 1 Stochastic descent (SDk)
1: Input: NT , T , k
2: Routines: FindAllUpdate, RandomShuffle, UpdateProtocol, Fid
3: initialize:
4: hold ← {h(1), h(δt), · · ·h(NT δt)} ∼ {−4, 4}NT . Initialize protocol at random
5: ListOfAllUpdates ← FindAllUpdate(NT , k) . Finds the list of updates with at most
k-flips
6: shuffle:
7: ListOfAllUpdates ← RandomShuffle(ListOfAllUpdates) . Shuffle updates in a
random order
8: for update in ListOfAllUpdates do . Iterate over all possible update
9: hnew ← UpdateProtocol(hold, update) . Update protocol given the specified
update
10: if Fid(hnew) > Fid(hold) then . Evaluates the fidelity of each protocol and
compares them
11: hold ← hnew
12: goto shuffle . If update accepted, then restart for loop
return hold
0 1 2 3 4
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Figure 3.6: Average number of protocol fidelity evaluation per stochastic descent run
required to reach a local minimum of the log-fidelity landscape as a function of the protocol
duration T . This is computed for NT = 80 and L = 6 with O(105) samples for each time
and SDk.
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optimal protocol as a function of NT . In order to certify the optimal fidelity protocol, we
performed a brute-force search over all possible 2NT protocols. For this reason (but also
because the complexity (see below) is exponentially hard to measure in the glassy phase)
we were limited to effective system sizes of NT ≤ 28.
The algorithmic complexity of stochastic descent is measured by estimating the number
fidelity evaluations required on average to locate the optimal protocol with high-probability
(w.h.p.). Thus, we define the complexity as the expected number of fidelity evaluations per
stochastic descent run, 〈neval〉, multiplied by the number of random initializations needed
until on average one stochastic descent local minimum corresponds to the global minimum
w.h.p.:
C = 〈neval〉
p(h(t) = h∗(t))
. (3.5)
Here, p(h(t) = h∗(t)) is the probability that the local minimum found for a single stochastic
descent run corresponds to the global minimum. Importantly, we expect that the scaling
of the complexity for stochastic descent also reveals whether the number of local minima
is exponential or sub-exponential in NT (see Fig. 3.7). The results are shown Fig. 3.7) and
were computed using sampling (hence the error bars) due to computational limitations.
Note that the “ruggedness” exhibited by the curves in Fig. 3.7) is mostly due to finite size
effects (as opposed to sampling noise). The ”ruggedness” increases with k but also with T .
3.4 t-SNE: t-distributed stochastic neighbor embedding
We used t-SNE (see section 2.2.5) with a perplexity of 60 and a Barnes-Hut angle of 0.5.
We computed multiple t-SNE runs to make sure that the results were insensitive (up to
global rotations) to the random seed.
From the t-SNE results, we used density clustering (similar to DBSCAN, see section
2.2.7.3) in order to accurately identify the clusters. Density clustering does not require
to specify the number of clusters as would be the case using K-means for instance. The
explicit clusters found using density clustering are shown in Fig. 3.8. In order to further
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Figure 3.7: The log-complexity (see Eq. (3.5)) of finding the optimal fidelity protocol as a
function of the effective system size NT for various protocol durations T ∈ [0.1, 0.3, · · · , 3.9]
(see color bar). Error bars are shown for every data point. (a), (b), (c) : complexity for
SD1, SD2, SD4 respectively. The value T
(k)
c at which the logarithm of the complexity goes
from a logarithmic to a linear scaling in NT indicates the transition to a rugged landscape
with exponentially many local minima. In section 3.1, the T
(k)
c was defined as the point
where fSDk ≈ 0.5: we found T (1)c ≈ 0.35, T (2)c ≈ 2.3, T (4)c ≈ 2.5.
corroborate the presence of clusters, we computed the mean inter-distance (in the original
space of protocols) for every pair of protocols in between the clusters found (see Fig. 3.9).
We verified that the clusters found by t-SNE are indeed separated by extensive barriers
by computing the Hamming distance matrix of the sampled protocols (see Fig. 3.4 of the
section 3.1 and Fig. 3.10). Note that the scales (axis values) in t-SNE maps can sometimes
be misleading and one should NOT compare the scales in between t-SNE plots. In section
3.1, Fig. 3.4.c, while it may seem that all protocols (local minima) are closeby, computing
the exact pairwise distances (see Fig. 3.4.d-f) reveals that in fact all protocols are almost
maximally distant (the distribution is peaked at 0.5). Indeed, if two protocols are drawn
at uniformly at random, they will on average be separated by a (NT normalized) Hamming
distance of 0.5. This can be seen by inspecting the Hamming distance matrix in Fig. 3.4.f.
In Fig. 3.10 we plot the distribution of the pairwise distances for the distance matrices
presented in section 3.1
Last, note that many software packages that implement t-SNE in different program-
ming languages have been written and we refer the enthusiastic reader to consult https:
//lvdmaaten.github.io for more information and for the version that we used. We imple-
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mented an easy-to-use Python wrapper available on https://github.com/alexandreday/tsne visual.
For a more detailed discussion about the use of t-SNE we encourage the reader to consult
Ref. [4].
T=2.3 T=3.4T=2.5
Figure 3.8: Density clustering of the t-SNE embedding. We used a
modern density clustering based approach based on [58] and available on
https://github.com/alexandreday/fast density clustering. Each protocol corresponds
to a point on the 2D t-SNE embedding and is assigned a cluster label by the clustering
algorithm. Protocols belonging to the same cluster were grouped together in Fig. 3.4 of
section 3.1. NT = 200, L = 6 and we sampled 5000 unique protocols using SD2.
T=2.3 T=2.5
0 1 2 3 4 5 6 7 8 9 1011
Cluster label
0
1
2
3
4
5
6
7
8
9
10
11
C
lu
st
er
la
b
el
0.1
0.2
0.3
0.4
M
ea
n
in
te
r-
di
st
an
ce
/
N
T
0 1 2 3 4 5 6 7 8 9
Cluster label
0
1
2
3
4
5
6
7
8
9
C
lu
st
er
la
b
el
0.20
0.25
0.30
0.35
M
ea
n
in
te
r-
di
st
an
ce
/
N
T
Figure 3.9: Mean inter-distance for each pair of clusters found and labelled in Fig. 3.8:
for every pair of protocols within two distinct clusters, we compute the Hamming distance
between. The mean inter-distance is then obtained by averaging over all protocol pairs.
NT = 200, L = 6 and we sampled 5000 unique protocols using SD2.
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Figure 3.10: Distribution of the pairwise Hamming distances for M > 10000 sampled local
minima protocols using SD2 at protocol durations T = 2.3, 2.5, 2.8, 3.4 with NT = 200
and L = 6. At 2.3 ≈ T (2)c . T . 2.55, the distribution is bi-modal, indicating the
presence of well-separated clusters : there is a small number of clusters with high entropy
of protocols that are connected by small barriers. At longer protocol duration times, tightly
concentrated clusters fracture into an exponential number of clusters (with a low-entropy)
separated by extensive barriers. The latter is seen from the fact that the mode of the
distribution approaches 0.5.
3.5 Finite-Size Scaling of the Density of States and Elementary Excita-
tions
Phase transitions appear in the TD limit, which we can also define for Heff(T ): to add
more degrees of freedom to the classical model, we increase the number of bangs NT→∞,
which requires sending δt→0 to keep the protocol duration T =NT δt fixed. We refer to the
thermodynamic limit of the effective model Heff(T ) as the ‘continuum limit’, to distinguish
it from the TD limit of the physical quantum many-body system L→∞.
Figure 3.11 shows the finite-size scaling of the normalized density of states and the
elementary excitations on top of the optimal protocol h∗j as we vary the physical system
size L. Note that the log-fidelity logFh(T ) ∼ L is an extensive quantity. Therefore, to
carry out the scaling, we consider
Ch(T ) = − 1
L
logFh(T ) (3.6)
which remains finite in the limit L → ∞. The plots were generated by computing the
fidelity for all 2NT protocols for NT = 28. The collapse of the curves suggests that the
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physics of the optimization problem is close to the TD limit. This is consistent with similar
results obtained in Ref. [81].
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Figure 3.11: Finite-size scaling of the normalized DOS as a function of the number of
qubits L, shows the system is close to the thermodynamic limit L→∞. The positions of
the local elementary excitations on top of the optimal protocol w.r.t. the fidelity axis are
marked in circles for 1-flip excitations (lower batch) and vertical bars for 2-flip excitations
(upper batch), respectively. The position of the excitations along the y-axis carries no
meaning. All plots are based on the exact computation of the fidelity for all 2NT protocols
for NT = 28.
Figure 3.12 shows the scaling of the normalized density of states against the number of
bangs NT , i.e. the system size of the effective model Heff(T ). These results are computed
using the full set of 2NT protocols for NT ≤ 28. While the results presented are exact
for these value of NT , because we are limited by computational bottlenecks to NT ≤ 28,
the results display some finite-size effects in the log-fidelity of the elementary excitations.
In order to access greater system sizes (in NT ), we used stochastic descent (to find good
fidelity protocols) along with uniform sampling of the protocols (to compute the black
curve in Fig.3.5 of section 3.1). Finally, we remark that the shape of the DOS responds
only weakly to increasing NT .
3.6 Finite-Size Scaling of the Order Parameters q(T ) and f(T ) .
3.7 The Effective Classical Spin Model
The quantum state preparation problem is an optimisation task which, over the space of
bang-bang protocols, is equivalent to finding the ground state of a classical spin model. As
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Figure 3.12: Finite-size scaling of the normalized DOS as a function of the number of
bangs NT . The positions of the local elementary excitations on top of the optimal protocol
w.r.t. the fidelity axis are marked in circles (1-flip) and vertical bars (2-flip), respectively.
The position of the excitations along the y-axis carries no meaning. The DOS data is
obtained from fits of histograms, hence the noise.
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Figure 3.13: Correlator (q(T )) scaling with the effective system size NT ∈
{40, 50, 60, 70, 80} as a function of the protocol duration T . (a)-(b)-(c) : the correlator
for SD1, SD2 and SD4 respectively. Here we used L = 6. The correlation is computed
from the sampled protocols that have a fidelity greater than 95% of the best encountered
protocol fidelity over the whole sampling at a fixed T . We sampled at least 10000 protocols
for every NT and protocol duration T .
we discussed in section 3.1 each bang-bang protocol can be thought of as a classical Ising
spin state, while the discrete time points are mapped onto lattice sites. The TD limit of
the effective classical spin model coincides with the continuum limit of the discrete time
evolution: NT →∞, δt→ 0 with δtNT = T = const.
An intriguing and natural question arises as to what the underlying classical spin model
Heff(T ) actually looks like. This classical spin energy function governs the phase transitions
of the quantum control problem, and our interpretation of the latter in terms of spin phases
can potentially benefit if one is able to extract some useful information about the properties
of the different terms in Heff(T ). For instance, information about the form of its couplings
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Figure 3.14: Local minima fraction (f(T )) scaling with the effective system size NT ∈
{40, 50, 60, 70, 80} as a function of the protocol duration T . (a)-(b)-(c) : the correlator for
SD1, SD2 and SD4 respectively. Here we used L = 6. The correlation is computed from the
sampled protocols that have a fidelity greater than 95% of the best encountered protocol
fidelity over the whole sampling at a fixed T . We sampled at least 10000 protocols for
every NT and protocol duration T
is contained in the (negative) log-fidelity spectrum, i.e. the log-fidelities corresponding
to all possible bang-bang configurations. In this section, we work with the log-fidelity
Ch(T ) = −L−1 logFh(T ), which depends only weakly on the system size L.
When it comes to studying control phases, of particular interest is to determine the
locality properties of the dominant spin couplings. For this purpose, we make the following
ansatz for the most general form of the energy function of a two-state classical spin degree
of freedom hj ∈ {±4}:
Heff(T ) = C0(T ) +
∑
j
Gj(T )hj +
1
NT
∑
i 6=j
Jij(T )hihj +
1
N2T
∑
i 6=j 6=k
Kijk(T )hjhjhk + . . .(3 7)
3.7.1 Exact Coupling Strengths
Consider first a generic k-body interaction term. If k = 0, this is just the constant log-
fidelity offset C0; for k = 1, we have an effective magnetic field Gj , while the k = 2 case
can be interpreted as a two-body interaction Jij , and so forth. If we consider a protocol
of NT time steps (bangs), there are a total of {hj;s}2NTs=1 different protocol configurations,
each of which comes with its own log-fidelity Cs(T ). Here the index s runs over all 2
NT
protocol configurations. Suppose we know the entire exact log-fidelity spectrum, but not
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Figure 3.15: Spatial dependence of the single-spin (‘onsite magnetic field’) term in the
exact effective Hamiltonian Heff(T ). The time lattice sites correspond to the bangs of the
bang-bang protocols used to prepare the state. The parameters are NT = 28, L = 6.
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Figure 3.16: Spatial dependence of the two-body interaction term in the exact effective
Hamiltonian Heff(T ). The time lattice sites correspond to the bangs of the bang-bang
protocols used to prepare the state. The parameters are NT = 28, L = 6.
the underlying effective energy function Heff . One can compute all protocols and their
log-fidelities numerically for up to NT = 28 bangs. Then, one can convince oneself that all
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Figure 3.17: Decay of the two-body interaction terms Jij along the anti-diagonal,
c.f. Fig. 3.16. The time lattice sites correspond to the bangs of the bang-bang protocols
used to prepare the state. The parameters are NT = 28, L = 6.
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Figure 3.18: Non-locality of the three-body interaction term in the exact effective Hamil-
tonian Heff(T ). The parameters are NT = 28, L = 6.
couplings of the effective spin model Heff(T ) can be uniquely determined from the following
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expressions:
I0(T ) =
1
2NT
2NT∑
s=1
Cs(T ),
Gj(T ) =
1
1! 2NT
2NT∑
s=1
Cs(T )hj;s,
Jij(T ) =
NT
2! 2NT
2NT∑
s=1
Cs(T )hi;shj;s, i 6= j
Kijk(T ) =
N2T
3! 2NT
2NT∑
s=1
Cs(T )hi;shj;shk;s, i 6= j, i 6= k, j 6= k
. . . (3.8)
and analogously for the higher-order terms. To derive these expressions, we note that in the
set of all protocols hj/4 = ±1 an equal number of times. For this reason,
∑
s hj;s = 0 at any
fixed time step (time-lattice site) j. Combining this observation with the fact h2j/16 = 1
yields the expressions above.
For the sake of simplicity and tractability, we can truncate the effective spin model,
keeping all possible n-body interactions (n = 1, 2, 3), and neglect any higher-order ones.
This leads to an approximate classical spin model which we denote by H(n)approx(T ). For
instance:
H(1)approx(T ) = C0(T ) +
∑
j
Gj(T )hj ,
H(2)approx(T ) = C0(T ) +
1
NT
∑
i 6=j
Jij(T )hihj ,
H(1+2)approx(T ) = C0(T ) +
∑
j
Gj(T )hj +
1
NT
∑
i 6=j
Jij(T )hihj ,
H(1+2+3)approx (T ) = C0(T ) +
∑
j
Gj(T )hj +
1
NT
∑
i 6=j
Jij(T )hihj +
1
N2T
∑
i 6=j 6=k
Kijk(T )hjhjhk,(3.9)
and so forth. We emphasize that Gj , Jij and Kijk are the exact coupling strengths which
depend parametrically on the protocol duration T but are independent of the truncation
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order n, see Eq. (3.8). To quantify each of these approximate Hamiltonians, we define the
mean error
E(T ) = 1
2NT
2NT∑
s=1
|Cs(T )− C(n)s,approx(T )|, (3.10)
where Cs denotes the exact and C
(n)
s,approx – the approximate log-fidelity to order n, respec-
tively.
In the following we always restrict the total number of bangs to NT = 28, and vary
the total protocol duration T . Figure 3.15 shows the exact effective on-site field strength
Gj(T ) for six protocol durations T . It follows that the optimal protocol (i.e. the lowest
energy configuration) of H(1)approx for T < Tc is a single step at time T/2. Interestingly,
this is precisely the form of the optimal protocol in the overconstrained phase [81]. This is
backed up by Fig. 3.19a (blue line), which shows that the mean error generated by H(1)approx
is indeed smallest in the overconstrained control phase. In the glassy phase for T > Tc,
however, the form of the Gj field changes gradually, and the higher-order terms become
more important.
Figures 3.16 and 3.17 show the exact effective spin-spin interaction Jij(T ). First, we
notice that it is not sparse, but features finite all-to-all couplings on all the bonds. More-
over, Jij(T ) keeps the same sign over large portions of neighbouring spin bonds (i, j) for
all T we consider. Therefore, we can anticipate that it would hardly be possible for the
optimal protocol to satisfy all two-body couplings simultaneously. To quantify the bond
satisfiability of the optimal protocol, let us define the frustration parameter inspired by
the k-SAT problem and spin-glass physics:
Φ(T ) =
mins
[
C
(n)
s (T )
]
+
∑
i1,...,in
|J˜i1...in(T )|∑
i1,...,in
|J˜i1...in(T )|
, (3.11)
where J˜i1...in denotes all couplings up to and including order n, and | · | denotes the absolute
value. The tilde means that the couplings J˜i1...in are first normalized such that hj ∈
{±1}. With this definition, the frustration parameter Φ(T ) is normalized between zero
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and unity with zero signaling no frustration and unity – maximum possible frustration,
respectively. To gain intuition for this quantity, notice that the energy function Heff is a
sum of terms, each with its own coupling J˜i1...in . In the absence of frustration, we can
find a global minimum of the energy by finding the minimum for each term in Heff , and∑
i1,...,in
|J˜i1...in(T )| will be equal to the negative minimum energy. Since the first term in
the numerator of Φ(T ) is just the energy of the lowest spin configuration, in the absence
of frustration the two terms in the numerator will cancel and Φ(T ) = 0. In general, we
can measure frustration by asking how different minimizing the individual terms of Heff
is, from the true minimum of the sum of terms. This is what the quantity Φ(T ) measures.
Figure 3.19b demonstrates the high degree of frustration in the effective model.
Including the all-to-all three-body interaction term Kijk(T ) improves the error E in the
log-fidelity spectrum only marginally, cf. Fig. 3.19a. This means that even more compli-
cated higher-order multi-body terms are needed in order to fully capture the underlying
physics of the effective model. To show the non-locality of the mean three-body interac-
tions mean(|Kijk|), we adopt the following measure: (i) we fix the perimeter of the triangle
spanned by three interacting spins |i− j|+ |j− k|+ |k− i|, (ii) we categorize all three-spin
interactions according to this perimeter, and (iii) we compute the mean of their absolute
value. The result is shown in Fig. 3.18. We attribute this nonlocal behaviour to the original
quantum state preparation problem being causal: in other words, the value of the protocol
at a later time depends on all possible values taken at previous times (up to symmetries).
The complexity of the effective classical spin model is also sustained by the frustration
parameter, which remains high upon adding the higher-order terms, see Fig. 3.19b.
3.7.2 Better-Fidelity (Low log-Fidelity) Coupling Strengths
Many properties of the phases of classical spin systems are usually determined by their
low-energy states. Therefore, one might wonder if, despite the results presented above,
a local effective spin model H(n)ML(T ) still exists, which captures only the physics of the
better-fidelity states [corresponding to the low negative log-fidelity part of the spectrum of
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Figure 3.19: Left: average difference between the spectrum of the truncated effective
models and the exact fidelity spectrum as a function of the protocol duration T . Right:
Frustration order parameter for the truncated effective models as a function of the protocol
duration T . The legends show which terms are kept in the effective Hamiltonian, see text.
The parameters are NT = 28, L = 6.
the exact Heff(T )]. In other words, at least in principle, there exists the possibility that the
completely non-local character of the exact effective couplings discussed above originates
from bad-fidelity states, and we want to rule that out. This check is important, since the
number of the bad-fidelity states is exponentially large in NT , compared to that of the
good-fidelity states, as a consequence of any two randomly chosen quantum states being
with high probability orthogonal in the high-dimensional Hilbert space of the quantum
many-body system.
To address this concern, we order the protocols [classical spin states] according to their
fidelities, and impose a cut-off, keeping only the better fidelities [in practice, we keep the
best 2× 105 out of a total of 228 protocols for NT = 28 bangs]. In the following, we shall
refer to this set as the low log-fidelity manifold (in analogy with the low-energy manifold
of classical spin models). Based on this data, we employ ideas from Machine Learning
to learn only those properties of the coupling of the exact effective spin-energy model
Heff(T )[117, 118, 4], which influence the low log-fidelity manifold. The learning problem
being linear in the coupling strengths, we can employ Ridge and Lasso regression to fit
an effective spin-energy model to the log-fidelity data. While Ridge regression assumes
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that the resulting learned coupling strengths are all-to-all, Lasso is particularly suited for
finding sparse couplings. The ML model H(n)ML(T ) differs from the effective one in the
previous section, in that it should approximately reproduce only the better fidelities, while
all information about the bad protocols is discarded.
Starting with the set of better fidelities and the corresponding states, we divide it into
a training and a test data set in proportion 5:3. We train our ML models H(n)ML(T ) using an
L2-cost function, trying out different regularisation strength hyperparameters, and select
the one which results in the best performance [4]. The model is trained by only using the
training data, while we measure its performance on both the training and test data sets.
We denote the exact log-fidelities by Cs, and the predicted ones – by C
(n)
s,ML, where s here
runs up to the data set size N . The measure of performance is the quantity R2, defined as
R2(T ) = 1−
∑N
s=1
∣∣∣Cs(T )− C(n)s,ML(T )∣∣∣2∑n
s=1
∣∣∣Cs(T )−N−1∑Ns=1C(n)s,ML(T )∣∣∣2 . (3.12)
This quantity is unity if the predicted data matches the true data, while its deviation from
unity quantifies how good the ML model is. We evaluate R2 for the Ridge and Lasso
regression on both the training and the test data, see Fig. 3.20. In general, one can expect
two types of behaviour: (i) if the training (solid line) and the test (dashed line) values of
R2 are not on top of each other, it means the model failed to learn the correct properties
of the data which determine the physics, most likely due to overfitting. (ii) sometimes the
train and test curves are indeed very close, but the value of R2 deviates from unity. This
means that the true model which generated the data points lies outside the model class we
assumed to look for a solution in. In other words, the model learned everything there is to
learn about the data within the model class under consideration. In our problem, since the
true model (3.7) is linear in the coupling strengths, this suggests that we have to include
higher-order multi-body interaction terms in H(n)ML(T ), i.e. consider n > 3.
We apply Machine Learning with three different model types: (i) a non-interacting spin
model H(1)ML(T ) where we only learn the on-site local field values Gj(T ), (ii) a more sophisti-
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Figure 3.20: R2 of model performance vs. the protocol duration T for the three model
classes considered for Lasso (left) and Ridge regression (right). The solid and dashed lines
correspond to the training and test data, respectively. The similarity between the test
and training R2-curves shows the low degree of overfitting. The parameters are NT = 28,
L = 6.
cated interacting modelH(1+2)ML (T ) where we learn both the on-site Gj(T ) and the two-body
interaction Jij(T ), and (iii) a more general spin energy function H(1+2+3)ML (T ) containing
all possible one, two and three-body interactions Gj(T ), Jij(T ) and Kijk(T ). Figure 3.20
shows the R2(T ) as a function of the protocol duration T in the three cases for the optimal
regularization strength for Ridge and Lasso regression. First, note that all training and
test curves are on top of each other, which means that our model learned the underlying
correlations reliably. Second, notice that Ridge regression always outperforms the Lasso
regression. Recalling that the Lasso regularization tries to enforce sparse couplings, this
results backs up our conclusion that the effective classical spin model is non-local even
when it comes to the low log-fidelity (i.e. better-fidelity) states. Last, observe how, at a
fix protocol duration T in the glassy phase, enlarging the model type leads to a better
performance, yet there always comes a protocol duration starting from which the R2 de-
viates significantly from unity. If we extrapolate this behavior, deeper in the glassy phase
all multi-body interactions will most likely be required to keep the ML model performance
close to unity. This means that, even for the set of better fidelities, it is insufficient to
consider only local one and two-body terms in H(n)ML(T ) for T in the glass phase. We thus
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Figure 3.21: Spatial dependence of the single-spin (‘onsite magnetic field’) term in the ML
Hamiltonian H
(1+2+3)
ML (T ). The time lattice sites correspond to the bangs of the bang-bang
protocols used to prepare the state. The parameters are NT = 28, L = 6. The inverse
Ridge regression regularisation strength is λ = 10−9.
conclude that the non-locality of the effective classical spin model is a property featured by
the entire log-fidelity spectrum, and is not inflicted solely by the majority of bad protocols.
Figures 3.21, 3.22 and 3.23 display the better-fidelity coupling strengths obtained using
ML with Ridge Regression for six protocol durations T . One can compare these to the
exact couplings from Figs. 3.15, 3.16 and 3.18. Unlike the exact coupling strengths, they
depend on the model class.
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Figure 3.22: Spatial dependence of the two-body interaction term in the ML Hamiltonian
H
(1+2+3)
ML (T ). The time lattice sites correspond to the bangs of the bang-bang protocols
used to prepare the state. The parameters are NT = 28, L = 6. The inverse Ridge
regression regularisation strength is λ = 10−9.
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Figure 3.23: Non-locality of the tree-body term in the ML Hamiltonian H
(1+2+3)
ML (T ). The
time lattice sites correspond to the bangs of the bang-bang protocols used to prepare the
state. The parameters are NT = 28, L = 6. The inverse Ridge regression regularization
strength is λ = 10−9.
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3.8 Optimization as statistical physics: link to satisfiability problems
Optimization problems can be formulated as a statistical physics problem: consider the cost
function H(s) over the configuration space s ∈ χ, which can be spin degrees or freedom
for instance. We seek to find the configuration s? which minimizes H. Introducing a
fictitious inverse temperature β and a Boltzmann probability distribution over the space
of configurations, we have:
pβ(s) =
e−βH(s)
Z
, Z =
∑
s∈χ
e−βH(s), (3.13)
where Z is the partition function. In the limit where β →∞ (low-temperature limit), pβ(s)
concentrates around s? (which may be degenerate). Extending optimization problems using
the mapping 3.13 and studying the properties of pβ(s) and Z as temperature is lowered
has been particularly fruitful in the context of random satisfiability problems [96, 94, 100,
115, 119, 120].
3.8.1 Random satisfiability problems
Random satisfiability problems are an important class of problems from computer science
in which one is given a set of M constraints drawn from a probability distribution. These
constraints are over N degrees of freedoms (see Fig. 3.24)). An important question re-
garding such system is how do solutions (if there exist any) behave as α ≡M/N is varied
and N → ∞. Note that because we are considering a set of constraints drawn uniformly
at random in the limit of large N , we are concerned with the typical behavior of solutions
as opposed to worst-case scenario behavior (see Chapter 3.4 of [115]).
As the number of constraints per degrees of freedom is increased, we expect the number
of solutions satisfying the constraints to decrease. In figure 3.25 we sketch the generic phase
diagram of random satisfiability problems. In particular, the red region is known as the
“hard-SAT”. This phase has been studied extensively in the case of XORSAT and k−SAT .
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SAT assignments
a) b)
Figure 3.24: Example of a XORSAT formula which is equivalent to a binary system of
linear equations. (a) A formula for N = 5,M = 3,K = 3 can be represented as a factor
graph [115] where each degree of freedom is represented a circle node and the constraints
(also called clauses), are represented as square nodes. (b) This particular formula has 4
satisfying assignments and is thus in SAT.
3.8.2 XORSAT, 3-SAT and the p-spin model
Here we show how tools such as density clustering and t-SNE can be used to study the
phase space of solutions of the K-XORSAT and K-SAT problems.
K-XORSAT A XORSAT formula consists in a set of exclusive OR (XOR) constraints
over a set of N boolean variables si ∈ {0, 1}. The truth table for XOR is shown in Fig.3.26.
The problem consists in finding solutions such that the M = αN XOR constraints are
satisfied:
sim1 + sim2 · · · simK = ym mod 2, m = 1, · · ·M, (3.14)
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Figure 3.25: Generic phase diagram of random satisfiability problems [121]. In the case of
XORSAT, finding solutions for all values of α is “polynomial” using Gaussian elimination
[122] for instance. For α < αc, the problem is SAT: in the limit N → ∞ a random
XORSAT formula will have satisfying assignments with probability 1. Interestingly, in
the region αd < α < αc, which we call the correlated phase, stochastic optimization
methods such as simulated annealing or stochastic descent fail to find solutions. This is
due to a highly rugged landscape. Finally, for α > αc, there exist no assignment satisfying
all constraints and the problem becomes that of finding the ground-state of an effective
frustrated Hamiltonian.
where K is the number of boolean variable per constraint. The K indices imK per constraint
are chosen among
(
N
K
)
possibilities. The “coupling” ym are chosen uniformly at random to
take value 1 or 0. If one uses the mapping σ=(−1)x, J = (−1)y, then this is equivalent to
solving for the ground-state of the so-called p-spin model (where p=K):
H =
M∑
m=1
(1− Jmσim1 σim2 · · ·σimK ), (3.15)
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with σi ∈ {−1, 1}. Using Gaussian elimination [122] we sampled the solution of the p-spin
model and present the results in Fig.3.27. This is, to the best of our knowledge, the first
direct visualization of clustering in the phase space of solutions for random satisfiability
problems. Similarly to what was observed in the case quantum state preparation (section
3.1), as the constraints imposed on the system are varied (the number α in this case),
solutions organize in drastic different configurations and lead to dynamical changes in
the convergence rate of stochastic algorithms. The αd marks the point of a dynamical
phase transition in the sense that the run-time for certain stochastic algorithms drastically
changes at the transition point. The underlying reason for this dynamical change was
studied extensively in the context of quantum state preparation in section 3.1 and is related
to the appearance of a large number of local minima in the optimization landscape.
XOR AND
S1 S2 S1+S2
0 0 0
0 1 1
1 0 1
1 1 0
S1 S2 S1^S2
0 0 0
0 1 0
1 0 0
1 1 1
Figure 3.26: Truth table for the logical XOR and AND.
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Figure 3.27: Clustering of the solutions for 3-XORSAT. We sampled 106 solutions from a
randomly chosen formula for N = 10000. Top: Number of clusters found as a function of
the connectivity. We used density clustering to cluster the t-SNE space of solutions and
count the number of clusters found. Bottom, (a)-(c): The corresponding t-SNE embeddings
for some selected values of the connectivity. Note that the known critical points are αd =
0.82 and αc = 0.92.
K-SAT A K-SAT formula consists in a set of AND constraints (denoted ∧) over a set
of N boolean variables si ∈ {0, 1}. The truth table for AND is shown in Fig.3.26. The
problem consists in finding solutions such that the M = αN AND constraints are satisfied:
sim1 ∧ sim2 ∧ simK = ym, m = 1, · · ·M, (3.16)
85
where K is the number of boolean variable per constraint. The K indices imK per constraint
are chosen among
(
N
K
)
possibilities. The “coupling” ym are chosen uniformly at random to
take value 1 or 0. For K = 2, there exist simple polynomial algorithm which can sample
solutions from such formula and thus 2−SAT is known to be polynomial non-deterministic
class of problems (P ) [115]. For K ≥ 2 the problem is in NP meaning that exist no general
algorithm which can determine wether a formula is SAT or UNSAT scaling in polynomial
time w.r.t the number of degrees of freedom. Remarkably however, for the case of K = 3,
typical formulas (drawn at random) can still be easily solved for a wide range of α. Note
that while the phase diagram of 3-SAT Note that while the phase diagram presented in Fig.
3.25 applies to 3-SAT, more subtle transitions are known to exist in the range αd < α < αc
[115, 116]. K-SAT has been extensively studied by the spin-glass community which has
developed sophisticated message-passing algorithms [52, 115] (such as the famous Survey
Propagation [123]) in order to sample solutions. In Fig.3.28 we used an implementation
of Survey Propagation1 in order to sample solutions all the way close to the SAT/UNSAT
threshold (α ≈ 4.25 for K = 3). Note that for Gaussian applied to XORSAT, the sampling
of solutions was uniform. In the case of Survey Propagation, the sampling is not uniform
and is guided by high-entropy clusters [115].
1See R. Zecchina website: http://users.ictp.it/~zecchina/SP/
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Figure 3.28: Clustering of the solutions for 3-SAT. We sampled 20000 solutions from a
randomly chosen formula for N = 1000. Top: Number of clusters found as a function of the
connectivity. We used density clustering to cluster the t-SNE space of solutions and count
the number of clusters found. Bottom, (a)-(c): The corresponding t-SNE embeddings for
some selected values of the connectivity. Note that the known critical points are αd = 3.86
and αc = 4.25.
3.9 Conclusion
In this chapter we have studied the problem of quantum state preparation problem as
an optimization problem. By varying the time allowed to prepare the desired quantum
state, we showed that the optimization function undergoes a variety of phase transitions.
We studied the organization of high-fidelity protocols and showed that near the so-called
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“glass” transition, the local minima protocols organize in multiple clusters. Furthermore we
mapped explicitly the spectrum of fidelities onto an effective Hamiltonian and showed that
it is analogous to a spin-glass model with long-range interactions and frustrated couplings.
Finally, we discussed the problem of random constraint satisfiability and used dimensional
reduction and clustering tools to study the clustering transition in those problems. This
chapter highlights the strong connections that exist between the field of quantum control,
constraint satisfiability and glass physics.
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Chapter 4
Hierarchical agglomerative learning
In relation to previous chapter In the previous chapter, we saw how tools of machine
learning such as dimensional reduction and density clustering can be used to study the
phase space of high-fidelity protocols and solutions of random satisfiability problems. More
generally, this problem is related to that of clustering data in high-dimensional space. In
section 2.2.10 we discussed the challenges of such problem and in this chapter we discuss
a novel algorithm which circumvents many of the aforementioned difficulties by validating
clusters using supervised learning methods.
Practical clustering in high-dimension Technological advances have made it possible
to collect huge datasets with numerous features. The ability to cluster such large, high-
dimensional datasets is important for a variety of data-intensive fields ranging from biology
to data mining. There is a crucial need for fast, efficient, and scalable clustering algorithms
that work well in a high-dimensional setting and that are at the same time reliable and
robust.
Clustering large datasets in high-dimensions presents several challenges. Clustering
in high dimensions suffers from the “curse of dimensionality” [124, 125]. The number of
parameters in model-based clustering methods explodes and it becomes difficult to ob-
tain accurate density estimates, a crucial ingredient in density-based clustering algorithms.
Since many features are irrelevant or noisy, it is hard to construct meaningful similarity
measures [126]. In order to circumvent these problems it is often necessary to perform
dimensional reductions and/or construct large similarity graphs– methods that are com-
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putationally prohibitive for large datasets. Another difficult task of clustering is that of
automatically learning the number of clusters one should use directly from the data. Fi-
nally, arguably the controversial and subjective part of clustering is that of validating the
clustering assignments when no ground-truth labels are available.
Here we leverage the advances in supervised learning algorithms and modern dimen-
sional reduction techniques to develop a fast and computationally scalable algorithm for
clustering in high-dimensions. The algorithm builds upon the idea that clustering can be
viewed as a supervised learning problem where the goal is to predict the “true class la-
bels” from data [127, 128, 129]. Unlike these earlier works that rely on the ideas of cluster
stability, we operationalize this idea by training an expressive supervised learning model –
such as a Support Vector Machine (SVM) [27] or Deep Neural Network (DNN) [130] – to
evaluate potential cluster assignments and using out-of-sample performance as a metric of
clustering goodness. By training an expressive enough supervised model, we can ensure
that the predictive power is limited by the reproducibility of our clustering assignments and
not the choice of classifier [131]. A schematic of the underlying idea which serves as a basis
for this chapter is presented in Fig.4.1. Finally, we emphasize that using out-of-sample
performance for clustering can be thought of as a generalization of density clustering to
high-dimensional space, where direct density estimation is extremely hard.
In section , we empirically demonstrate that out-of-sample performance of a classifier
trained on cluster labels captures intuitive ideas of good clusterings. We then present the
details of the algorithm and finally show it’s application to the MNIST dataset.
To implement this in a high-dimensional setting, we generate potential clustering assign-
ments starting with a non-linear dimensional reduction techniques such as t-SNE[29, 47],
followed by an agglomerative, density-based clustering on the low-dimensional embedding.
A supervised learning algorithm is trained on putative cluster assignments using the orig-
inal high-dimensional feature space and the number of clusters and cluster assignments
are automatically chosen by specifying a desired out-of-sample accuracy on the data (see
Figure 4.4 ). The sole input to the algorithm is a single number: the desired out-of-sample
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accuracy. We call this algorithm Hierarchical Agglomerative Learning (HAL) and have im-
plemented it in an easy-to-use Python package (see https://pypi.org/project/hal-x/).
The end result of our algorithm is a predictive classifier that encodes our clustering as-
signments. From a practical point of view, encoding a clustering as a supervised model has
several advantages, especially for large datasets. First, since we are interested in predic-
tive labelings, we can extensively downsample our data when performing computationally
expensive tasks such as dimensional reduction and constructing similarity matrices (tasks
which scale as O(n2) or O(n log n)). Second, we can make predictions on new data points
at a minimum computational costs by simply evaluating the trained classifier on the full
dataset. Third, we do not have to specify the number of clusters explicitly but can instead
specify an out-of-sample error threshold.
Figure 4.1: Validating clustering : clustering assignments can be validated by training an
expressive classifier on the clustering assignments. After the clustering assignments are
produced, the data is divided into a training and a test set. The classifiers are trained on
the training set and the out-of-sample performance is measure by evaluating the accuracy
on the test set. The assignment which produces the best out-of-sample score is selected.
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4.1 Related Work
Clustering has been extensively studied in the statistics and machine learning literature
(see [132] for full review). Prominent methods for clustering include density-based method
[59, 58], spectral clustering methods[133], and model-based clustering [125]. In the high-
dimensional context, several algorithms have been developed that seek to rely on clustering
on a subspace of features [134]. Other methods rely on dimensional reduction methods
such as Principal Component Analyis (PCA) and Local Discrimination Analysis (LDA) in
conjunction with K-mean clustering (often in an iterative manner) [135, 136, 137]. There
has also been considerable performance on extending methods that generalize manifold
learning and spectral clustering to a high-dimensional setting [138, 139].
Several algorithms have been proposed for clustering in high-dimensions by first pro-
jecting the data using non-linear embeddings using such as t-SNE and then performing
clustering in the low-dimensional space [140]. A drawback of these approaches is that
low-dimensional representations can compress the data in such a way that spurious clus-
ters may form in the low-dimensional representation, making it extremely challenging to
identify true clusters from artifacts of visualizations.
More recently, state-of-the-art results were obtained by the Deep Embedding Cluster-
ing (DEC) algorithm which combines deep embeddings with K-means clustering on the
compressed, encoded representation [66]. The encoder weights and the means of the K
clusters were fine tuned using a clever stochastic gradient descent based training proce-
dure. A particularly attractive aspect of this algorithm is that the cluster labels for new
points can be calculated quickly by using the trained encoder to map points to the em-
bedding space and finding the closest cluster center. However, an important drawback
of this approach, shared by all K means based approaches, is that it requires choosing
of the number of clusters by hand. This is often difficult to determine ahead of time for
complex, high-dimensional data and retraining the deep encoder for different K can be
time-consuming.
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Here we show how one can combine powerful non-linear embedding techniques, density
clustering, and supervised methods that enforce self-consistency of cluster labeling to build
a fast, accurate high-dimensional clustering algorithm that scales well to large datasets.
4.1.1 Out-of-sample error captures clustering performance
Consider the problem of clustering n points {xi ∈ X}ni=1 that live in a d-dimensional
feature space. A (hard) clustering C(x) maps each point in the feature space to a set of
discrete labels in a set K, with the cardinality of K equal to the number of possible cluster
labels |K| = k. For example, for K-means clustering, given a set of k-centroids {µj}kj=1,
the cluster labels are determined by labelling each data point by it’s closest (given some
similarity measure) cluster centroid, measured in feature space.
Empirical and theoretical arguments suggest that meaningful clusterings C should not
differ much when learned using different subsets of the data and different measure of sta-
bility have been proposed [127, 141, 128, 129]. Here, we extend this idea to argue that
good clusterings C are maps that should generalize well. That is, given a clustering as-
signment generated on a subset of the data (a training data set), one should be able to
accurately train a classifier to predict the cluster labels on unseen data (a test set). An
important caveat is that the classifier we train should be expressive enough so that the
predictive power of classifier is limited by the the properties of clustering map rather than
the classifier. It was recently shown that large, neural networks can achieve zero training
error on random labels [131], suggesting that it is always possible to find such a classifier
even for complex data. In practice, we have found that any reasonably powerful super-
vised learning algorithm (kernel-based SVMs, Random Forests, small neural networks) are
sufficiently powerful to assess the goodness of clusterings.
The intuition for using generalizability as a criteria is straightforward: clustering labels
should reflect the underlying structure of the probability distribution from which the data
is generated and we should be able to train an expressive classifier to learn this structure.
Despite its intuitive appeal, it is extremely difficult to offer a rigorous theoretical justifica-
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tion for this idea. For this reason, we empirically tested wether having a low generalization
error correlated with intuitive ideas of a good clustering.
We started by considering simple low-dimensional datasets designed to highlight the
caveats and strengths of standard clustering methods (see for instance the Python machine
learning library scikit-learn [62]). For each dataset we performed clustering using different
clustering methods (DBSCAN, Spectral clustering, K-means, Meanshift) with varying pa-
rameters. The results are presented in Fig.4.2, where we plotted the out-of-sample accuracy
of the trained classifier on the cluster lables against the comparison to the ground-truth la-
bels, which we took to be the F -measure (the harmonic mean of the recall and accuracy).
In another example, we created a “corrupted” clusterings Cp by randomly corrupting a
fraction 0 ≤ p ≤ 1 of the true labels, with C0 corresponding to the true clustering labels
and C1 corresponding random labels. We then trained a SVM classifier on the clustering
labels and computed the out-of-sample error. The results are shown in Fig.4.3, where the
lowest out-of-sample error is achieved for the least “corrupt” signal.
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Figure 4.2: Out-of-sample accuracy vs. the F -measure (comparison to ground-truth)
for various clustering algorithms. We used out-of-the-box clustering algorithms DB-
SCAN, spectral clustering, K-means and Meanshift with various hyper-parameters and clus-
tered various two-dimensional datasets taken from scikit-learn clustering repository [62].
The datasets are available at https://scikit-learn.org/stable/modules/clustering.
html. The out-of-sample error is computed by training a support vector machine classi-
fier with radial basis function kernels on the clustering labels provided by the clustering
algorithms. We use a 80/20 train/test split to train the classifiers and evaluate the out-of-
sample error.
4.1.2 Hierarchical agglomerative learning (HAL) - benchmarks and descrip-
tion
We now introduce our algorithm for clustering which we call Hierarchical agglomerative
learning (HAL). An overview of the basic workflow is shown in Fig.4.4 and Fig.4.5. The
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Figure 4.3: Out-of-sample error vs. the label corruption level p (see text) for a binary
classification problem for a mixture of 2 gaussians in two dimensions. The out-of-sample
error is computed by training a support vector machine classifier with radial basis function
kernels on the true clustering labels. We use a 80/20 train/test split to train the classifiers
and evaluate the out-of-sample error. (a) & (b) Corrupted labels shown for the two-
dimensional dataset for p = 0.1 and p = 0.4 respectively.
underlying intuition of the pipeline builds upon many ideas that were discussed in previous
chapters regarding dimensionality reduction, density clustering and out-of-sample accuracy
estimation. The ultimate output of the algorithm is a classifier which encodes the optimal
clustering found and which in turn can be used to predict the cluster labels for new data
drawn from a similar distribution. We have developed a Python package that implements
the HAL algorithm (see https://pypi.org/project/hal-x/) and results for the MNIST
dataset are shown in Fig.4.6. Depending on the desired out-of-sample accuracy, the clusters
identified by HAL vary. A particularly interesting feature of the algorithm is the hierarchy
it produces (see Fig.4.7), which shows how clusters organize in relation to one another.
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score = 0.99
output:
encoder
Figure 4.4: Overview of the hierarchical agglomerative learning approach. (a) For high-
dimensional inputs, dimensional reduction (preferably preceded by an encoding to a latent
space with high-level features, see [66] for instance) is necessary to obtain reliable density
estimates. (b) In low-dimensional spaces, density maps can be easily computed. Initial
clusters are selected to be the neighborhood of the density modes (see [58] and section on
density clustering). (c) A k nearest-neighbor graph is constructed by measuring similarity
via the out-of-sample accuracy : each node represents an individual cluster and each edge
has an associated weight. (d) Nodes are merged by pairs, by successively selecting edges
with the lowest out-of-sample accuracy. This successive merges generates a hierarchy (see
hierarchical clustering section), where each split is given by a trained classifier. The end
result consists of an interpretable hierarchical classifier and robust clustering assignments.
The classifier can be used to predict the labels of new data and potentially identify outliers.
4.2 Conclusion
In this chapter we have discussed how intuition from supervised learning can be used to
construct a novel clustering algorithm. In particular, viewing clustering as the problem of
finding labels that generalize well, we constructed an explicit clustering algorithm termed
HAL which leverages many ideas that were introduced in previous chapters in order to
perform robust and accurate clustering while being able to generalize to new data.
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Figure 4.5: Coarse-graining procedure based on out-of-sample accuracy. a) Initial density
clustering assignments obtained by locating density modes. Data points are assigned to
their local density mode. (b) Using the modes found in (a), we construct a K nearest-
neighbor graph where each node is connected to it’s K nearest neighbor node as measure by
the out-of-sample accuracy of classifiers trained to distinguish between each pair of nodes.
Thus, each edge as a weight given by the out-of-sample accuracy. A merging step (blue
dotted line, merging node 1 and 4) consist in selecting the edge with the worst out-of-sample
accuracy and merging the two corresponding modes. (c) New clustering assignments are
obtained after the merger. (d) A new graph is obtained and the out-of-sample accuracy is
computed for the new edges.
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Figure 4.6: Normalized mutual information (NMI) as a function of the desired out-of-
sample accuracy. The normalized mutual information (see the clustering notebook 15
of [4] for more information on clustering metrics - http://physics.bu.edu/~pankajm/
ML-Notebooks/HTML/NB-CXII-clustering.html) is a measure of goodness of clustering
and requires access to ground-truth labels. For NMI= 1, the cluster labels reproduce the
ground-truth label with perfect accuracy. a) Initial density clustering assignments obtained
by locating density modes. Data points are assigned to their local density mode. (b) Using
the modes found in (a), we construct a K nearest-neighbor graph where each node is
connected to it’s K nearest neighbor node as measure by the out-of-sample accuracy of
classifiers trained to distinguish between each pair of nodes. Thus, each edge has a weight
given by the out-of-sample accuracy. A merging step (blue dotted line, merging node 1 and
4) consist in selecting the edge with the worst out-of-sample accuracy and merging the two
corresponding modes. (c) New clustering assignments are obtained after the merger. (d)
A new graph is obtained and the out-of-sample accuracy is computed for the new edges.
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Figure 4.7: The hierarchical model produced by HAL can be inspected through an interac-
tive dashboard (here we show a snapshot). (a) The hierarchical structure representing each
successive merge until only one cluster is left. Leaf nodes represent initial clusters found us-
ing density clustering with dimensionality reduction. The cumulative out-of-sample score
for each merge is shown inside each nodes that are non-leaf nodes. (b) For each clus-
ter merges, a set of classifiers are trained. If linear classifiers or random forest classifiers
are used, one can extract the feature importance scores [4] which shows which features
are important for distinguishing between the two clusters that are being merged. Shown
are the feature importance score the the 784 features of the MNIST dataset. (c) t-SNE
representation of the data with the clustering labels shown.
Chapter 5
Conclusion
In summary, in this thesis we used a variety of machine learning methods in order to study
the problems of quantum state preparation and various problems in statistical physics,
such as the one of identifying phases of matter. We showed how relatively simple imple-
mentations of reinforcement learning such as Q-learning can be used to find near optimal
protocols for preparing quantum states. As a function of protocol duration we established
a phase diagram of quantum state preparation and carefully studied each phases using
various flavors of stochastic descent algorithms. This analysis led to the identification of a
glassy phase characterized by exponentially many clusters and exponentially hard to find
optimal protocol. The glassy phase was visualized using dimensional reduction tools such
as t-SNE along with density clustering algorithms. Finally, we developed an approach
to robustly identify clusters and demonstrated the use of the method (name hierarchical
agglomerative learning) to cluster high-dimensional data. All and all, we have shed light
on some exciting connections between machine learning and statistical physics which may
pave the way to future exciting applications of machine learning, such as deep reinforcement
learning [13, 14], in the context of condensed matter physics.
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Appendix A
Supervised learning examples
Supervised learning consist in training a model hθ with parameters θ in order to predict
target labels or variables. Consider a training set Xtrain = {(xi, yi)}, where yi = f(xi)
and f is some unknown function. Our objective is to find the parameters θ such that we
can approximate f . Below we give two examples of common classifiers used in supervised
learning. The hierarchical agglomerative learning (HAL) algorithm presented in chapter 4
makes use of simple classifiers in order to identify true clusters. HAL can be used optionally
with logistic regression, support vector machines (SVM) and naive Bayes classifiers, all
easily accessible through the scikit-learn Python library [62]. In Fig. A.1 we show simple
decision boundaries found using a logistic regression classifier and a naive Bayes classifier
for a simple two-dimensional problem
A.0.1 Logistic regression
Logistic regression is a classification algorithm that builds a probabilistic model by rescal-
ing the output of a linear function. In the basic setup, we are trying to solve a binary
classification problem where all of the label values yi are equal to 0 or 1. Our prediction
is:
hβ(xi) ≡ P (yi = 1) = S (xi · β + β0) = S
∑
j
xjiβj + β0
 , (A.1)
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where β is a vector of coefficients and β0 is an intercept term as in linear regression. S
denotes the sigmoid function:
S(X) =
1
1 + e−x
, (A.2)
which maps R to (0, 1). The cost function minimized in training is:
C(β) = −
∑
i
[yi log(hβ(xi)) + (1− yi) log(1− hβ(xi))] (A.3)
This function is called the cross-entropy and is used for categorical supervised learning.
C can be minimized using gradient descent. Fig. A.1 presents and example of logistic
regression for a two-dimensional classification problem.
A.0.2 Naive Bayes
Naive Bayes classifiers are classification algorithms which make the assumption that fea-
tures are independent. Under this assumption, we can use Bayes formula in order to
compute a posterior probability the category yi given a vector of features xi:
p(yi|xi) ∝ p(xi|yi)p(yi) ≈
∏
j
p(xij |yi)p(yi), (A.4)
where we have made the assumption that the features are independent. If the features xij
are categorical, we can estimate the r.h.s of Eq.A.4 just by direct counting of the number
of events with xij and yi. In the case where the features xij are continuous, we can model
p(xij |yi) using a normal distribution for instance. Finally, as is the case for the logistic
regression, the categorical prediction is given by taking the arg max of the model:
h(xi) = arg max
yi
p(yi|xi) (A.5)
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Figure A.1: Fitting a mixture of two gaussians in two dimension. The two categories are
indicated by the cyan and black markers. Top: decision boundary found using the naive
Bayes classifier. Bottom, the decision boundary found using a logistic regression classifier.
Note, that the decision boundary of logistic regression is linear. The logistic regression and
the naive Bayes classifiers achieve an accuracy of 0.93 and 0.95 respectively on the training
set.
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Appendix B
Datasets
In the main text we used multiple datasets in order to apply various machine learning
algorithms. Here is a list and description of those datasets:
The Ising dataset The Ising dataset was generated via Markov Chain Monte Carlo using
single-flip Metropolis updates on the two-dimensional 40 × 40 Ising model. We sampled
10000 configurations at temperatures 0.25, 0.5 · · · 4.0.The critical temperature of the two-
dimensional Ising model is known to be Tc ≈ 2.269. Some typical sampled configurations
are shown in Fig.B.2
MNIST dataset The MNIST dataset is a standard machine dataset. It consist of
28× 28 gray-scale images representing written digits. Each image thus has a unique label
(the number it represents). There are 60000 training images and 10000 testing images.
Some randomly sampled images are shown in Fig.B.1.
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Figure B.1: Sampled images from the MNIST dataset. There are 10 written digits: for
each category we sampled 10 examples on each row.
T = 1.50 T = 2.25 T = 4.00
Figure B.2: Sampled configurations from the Ising dataset (40× 40 system). The temper-
atures at which the configurations are sampled are shown above each plot.
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