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Abstract
We introduce the concept of singular recursive utility. This leads to
a kind of singular BSDE which, to the best of our knowledge, has not
been studied before. We show conditions for existence and uniqueness of
a solution for this kind of singular BSDE. Furthermore, we analyze the
problem of maximizing the singular recursive utility. We derive sufficient
and necessary maximum principles for this problem, and connect it to the
Skorohod reflection problem. Finally, we apply our results to a specific
cash flow. In this case, we find that the optimal consumption rate is given
by the solution to the corresponding Skorohod reflection problem.
Keywords: Singular recursive utility, singular jump-diffusion processes, op-
timal control problem, stochastic maximum principle, singular backward stochas-
tic differential equation, generalized Skorohod reflection problem, optimal con-
sumption.
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1 Introduction
Let c(t) ≥ 0 be a consumption rate process. The classical way of measuring the
total utility of c from t = 0 to t = T is by the expression
J(c) = E[
∫ T
0
U(t, c(t))dt]
where U(t, ·) is a utility function for each t. This way of adding utility rates
over time has been criticized from an economic and modeling point of view. See
e.g. Mossin (1969) and Hindy, Huang & Kreps (1992).
Instead, Duffie and Epstein (1992) proposed to use recursive utility Y (t),
defined as the solution of the backward stochastic differential equation (BSDE)
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1 INTRODUCTION
Y (t) = E[
∫ T
t
g(s, Y (s), c(s))ds|Ft]; t ∈ [0, T ]. (1)
Thus, we see that Y (0) = J(c) in the special case where g(s, y, c) = U(s, c)
does not depend on y.
The question is: How should we model the recursive utility of a singular
consumption process ξ? A possible proposal is
Y (t) = E[
∫ T
t
g(s, Y (s), ξ(s))dξ(s)|Ft]. (2)
If we write
Y (t) = E[
∫ T
0
g(s, Y (s), ξ(s))dξ(s)|Ft]−
∫ t
0
g(s, Y (s), ξ(s))dξ(s)
we get by the martingale representation theorem (see for instance Øksendal
(2007)) that Y (t) can be written (in the Brownian motion case):
Y (t) = −
∫ t
0
g(s, Y (s), ξ(s))dξ(s) +
∫ t
0
Z(s)dB(s)
for some adapted process Z. Thus, (Y, Z) soves the singular BSDE
dY (t) = −g(t, Y (t), ξ(t))dξ(t) + Z(t)dB(t)
Y (T ) = 0.
(3)
To the best of our knowledge, such singular BSDEs have not been studied
before. Wang (2004) studies a somewhat similar problem. However, the BSDE
in Wang (2004) is, in contrast to the BSDE (3), a mix of singular- and Lebesgue
integration. Another related paper is Diehl and Friz (2012) which studies BSDEs
with rough drivers. Although the BSDEs studied in Diehl and Friz (2012)
resembles equation (3), our function g is more general than the corresponding
function in Diehl and Friz (2012).
Other recent extensions to the literature on recursive utility include Kraft
and Seifried (2014) which derives stochastic differential utility as a limit of
resursive utility and Belak et al. (2016) which derives a theory for backward
nonlinear expectation equations and defines recursive utility in this framework.
Marinacci and Montrucchio (2010) study uniqueness of solutions for stochastic
recursive utilities. In addition, Kraft et al.(2017) studies a consumption and
investment problem with recursive utility.
The aim of this paper is to study singular BSDEs such as (3) and to maximize
the corresponding singular recursive utility. In Section 4 the singular BSDE is
analyzed. In Sections 5-6, sufficient and necessary maximum principles for the
singular recursive utility problem are derived. Finally, we apply these results in
Section 7 to solve an optimal consumption problem for a specific cash flow. The
resulting optimal consumption rate is the solution of a Skorohod problem, which
(if the Skorohod problem has a solution) is a local time. Hence, the optimal
consumption rate is in general singular. This is in contrast to the classical
solution of the optimal consumption problem, which only permits consumption
processes which are absolutely continuous.
2
2 PROBLEM FORMULATION
2 Problem formulation
Consider a probability space (Ω,F , P ). In this space, we let B(t) be a Brownian
motion and N˜(dt, ·) = N(dt, ·)−ν(·)dt be an independent compensated Poisson
random measure. We assume that the Lévy measure ν of the Poisson random
measure N satisfies ∫
R
ζ2ν(dζ) <∞.
On the other hand, we allow that, for all ǫ > 0,∫ ǫ
0
ζν(dζ) =∞,
so ν may have infinite variation on any time interval [0, ǫ].
We let F = {Ft}t∈[0,T ] be the natural filtration generated by the Brownian
motion and the compensated Poisson random measure.
Also, consider a consumption exposed cash flow X(t) = Xξ(t) modeled by a
stochastic differential equation (SDE) with jumps as follows:
dX(t) = b(t,X(t))dt+ σ(t,X(t))dB(t) +
∫
R
β(t,X(t−), ζ)N˜ (dt, dζ) − dξ(t)
X(0) = x
(4)
(we suppress the ω for notational simplicity).
Here, ξ(t) := ξ(t, ω) is the stochastic consumption process, assumed to be cad-
lag and non-decreasing and satisfying ξ(0) = 0. This control ξ is to be chosen
from a set of admissible controls, A. We let A be the set of all finite variation
stochastic processes ξ which are adapted, càdlàg and with increasing compo-
nents as well as satisfying ξ(0−) = 0
Associated to ξ we introduce a singular recursive utility process Y (t) rep-
resented by a singular backward stochastic differential equation (BSDE) with
jumps, as follows.
Definition 2.1 Let g(t, y, ξ, ω) : [0, T ]×R× R× Ω→ R be a given predictable
function, Lipschitz wrt. y and ξ and uniformly continuous wrt. t, called the
driver. Also, let h(x, ω) : R×Ω→ R be a given bounded FT -measurable random
variable for each x, called a terminal time payoff function. Then we define
the singular recursive utility process Y (t) = Y ξ(t) with respect to ξ as the first
component of the solution (Y (t), Z(t),K(t, ·)) of the following singular backward
stochastic differential equation:
dY (t) = −g(t, Y (t), ξ(t))dξ(t) + Z(t)dB(t) +
∫
R
K(t−, ζ)N˜ (dt, dζ) for t ≤ T,
Y (T ) = h(Xξ(T )).
(5)
For more on (non-singular) BSDEs with jumps, see for instance Øksendal
and Sulem (2007).
3
3 SINGULAR BSDE WITH DRIFT TERM
We would like to solve the following optimal consumption problem with
respect to singular recursive utility, for a given driver g and a given terminal
payoff function h:
PROBLEM
Find ξ∗ ∈ A such that
sup
ξ∈A
Y ξ(0) = Y ξ
∗
(0). (6)
In other words, we would like to maximize the singular recursive utility of
the control ξ.
3 Singular BSDE with drift term
Let g : R+×R×R×Ω→ R and b : R+×R×Ω be functions which are bounded
for t ∈ [0, T ]. Consider the following singular BSDE with drift:
dY (t) = g(t, Y (t), ξ(t))dξ(t) + b(t, Y (t))dt− Z(t)dB(t)
−
∫
R
K(t−, ζ)N˜(dt, dζ) for t ≤ T
Y (T ) = Xξ.
(7)
where ξ is a given singular process and Xξ is a given FT -measurable random
variable, which may depend on ξ, such that E[|Xξ|] <∞.
Theorem 3.1 (Existence and uniqueness of solution to the singular BSDE with
drift) Assume the following Lipschitz-type assumption: There exists constants
C1, C2 > 0 such that for any two stochastic processes Y1, Y2,
E[
∫ T
t
|g(s, Y1(s), ξ(s))−g(s, Y2(s), ξ(s))|dξ(s)] ≤ C1E[
∫ T
t
E[|Y1(s)−Y2(s)|]dξ(s)]
and
E[
∫ T
t
|b(s, Y1(s))− b(s, Y2(s))|ds] ≤ C2
∫ T
t
E[|Y1(s)− Y2(s)|]ds.
Also, assume that E[Xξ+
∫ T
0 g(s, 0, ξ(s))dξ(s)+
∫ T
0 b(s, Ys)ds|Ft] is square in-
tegrable and that ξ is continuous. Then, there exists a unique solution (Y, Z,K)
of the singular BSDE with drift (7).
Proof. Define a sequence {Y nt }n, n ≥ 0, by Y
0
t = 0 and
Y n+1t = E[Xξ +
∫ T
t
g(s, Y ns , ξ(s))dξ(s) +
∫ T
t
b(s, Y ns )ds|Ft].
Then,
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ϕn+1(t) := E[|Y
n+1
t − Y
n
t |]
= E[|E[
∫ T
t
{g(s, Y ns , ξ(s)) − g(s, Y
n−1
s , ξ(s))}dξ(s)
+
∫ T
t
{b(s, Y ns )− b(s, Y
n−1
s )ds}|Ft]|]
≤ E[E[
∫ T
t
|g(s, Y ns , ξ(s))− g(s, Y
n−1
s , ξ(s))|dξ(s)
+
∫ T
t
|b(s, Y ns )− b(s, Y
n−1
s )|ds|Ft]]
= E[
∫ T
t
|g(s, Y ns , ξ(s)) − g(s, Y
n−1
s , ξ(s))|dξ(s)
+
∫ T
t
|b(s, Y ns )− b(s, Y
n−1
s )|ds]
≤ C1E[
∫ T
t
E[|Y ns − Y
n−1
s |]dξ(s)] + C2
∫ T
t
E[|Y ns − Y
n−1
s |]ds
= C1E[
∫ T
t
ϕn(s)dξ(s)] + C2
∫ T
t
ϕn(s)ds
(8)
where the third equality follows from the rule of double expectation, the first
inequality follows from the Minkowski inequality and that ξ has increasing com-
ponents and the second inequality from the Lipschitz assumptions.
Then, by iterating the previous inequality, we find that for all t
ϕn+1(t) ≤ supt∈[0,T ] ϕ1(t)
∑n
m=0 C
n−m
1 C
m
2
E[ξ(T )]n−mTm
n!
=
supt∈[0,T ] ϕ1(t)
n! (C1E[ξ(T )])
n
∑n
m=0(
C2T
C1E[ξ(T )]
)m
=
supt∈[0,T ] ϕ1(t)
n! (C1E[ξ(T )])
n
1−(
C2T
C1E[ξ(T )]
)n+1
1−
C2T
C1E[ξ(T )]
by summing the finite geometric series. Here, the inequality for the iterated dξ-
integrals follows from the Itô lemma for semimartingales, see e.g. Protter [19],
Theorem 3.2. This means that Y n, n ≥ 1, is a Cauchy sequence (since factorials
grow faster than exponentials). Let Yˆ := limn→∞ Y
n.
Now, let n→∞ in the definition of Y nt . Then,
Yˆt = lim
n→∞
Y nt = E[Xξ +
∫ T
t
g(s, Yˆs, ξ(s))dξ(s) +
∫ T
t
b(s, Yˆs)ds|Ft].
We would like to show that Yˆt has a right continuous version which is the
solution of the singular BSDE. Let Mt be the right continuous version of the
martingale E[Xξ +
∫ T
0 g(s, Yˆs, ξ(s))dξ(s) +
∫ T
0 b(s, Yˆs)ds|Ft]. Let
Yt := Mt −
∫ t
0
g(s, Yˆs, ξ(s))dξ(s) −
∫ T
t
b(s, Yˆs)ds
= E[Xξ +
∫ T
t
g(s, Yˆs, ξ(s))dξ(s) +
∫ T
t
b(s, Yˆs)ds|Ft] = Yˆt P -a.s.
(9)
and Yt is right continuous. Then,
Yt = Xξ +Mt −MT +
∫ T
0
g(s, Yˆs, ξ(s))dξ(s) −
∫ t
0
g(s, Yˆs, ξ(s))dξ(s)
+
∫ T
0 b(s, Yˆs)ds−
∫ t
0 b(s, Yˆs)ds
= Xξ +
∫ T
t
g(s, Yˆs, ξ(s))dξ(s) +
∫ T
t
b(s, Yˆs)ds− (MT −Mt)
= Xξ +
∫ T
t
g(s, Ys, ξ(s))dξ(s) +
∫ T
t
b(s, Ys)ds− (MT −Mt)
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where the final equality follows from equation (9).
Mt is a martingale and from the assumptions it is square integrable, so the
martingale representation theorem (see Øksendal and Sulem (2007)) implies
that there exists processes Zt,Kt(·) such that
Mt = E[Mt] +
∫ t
0
ZsdBs +
∫ t
0
∫
R
Ks(ζ)N˜ (ds, dζ)
= E[M0] +
∫ t
0
ZsdBs +
∫ t
0
∫
R
Ks(ζ)N˜ (ds, dζ).
So,
MT −Mt =
∫ T
t
ZsdBs +
∫ T
t
∫
R
Ks(ζ)N˜ (dt, dζ).
Hence,
dYt = g(t, Yt)dξ(t) + b(t, Y (t))dt− ZtdBt −
∫
R
K(t, ζ)N˜(dt, dζ),
YT = Xξ.
This means that (Yt, Zt,Kt(·)) solves the singular BSDE (7).
We can also prove uniqueness of solution of the singular BSDE with drift:
Consider the singular BSDE (7). We would like to show that this equation has
a unique solution. Let (Y1(t), Z1(t),K1(t, ·)) and (Y2(t), Z2(t),K2(t, ·)) be two
solutions of equation (7). Define
v(t) := E[|Y1(t)− Y2(t)|].
Then, by the same kind of calculations as in (8),
v(t) = E[|Y1(t)− Y2(t)|]
≤ C1E[
∫ T
t
v(s)dξ(s)] + C2
∫ T
t
v(s)ds
(10)
where we have used the Minkowski inequality, as well as the Lipschitz assump-
tions.
The inequality (10) implies that
v(t) ≤ 2max{C1, C2}max{E[
∫ T
t
v(s)dξ(s)],
∫ T
t
v(s)ds}.
Therefore, by using either the regular or the stochastic (backward) Grönwall
inequality (see Lemma 2.1 in Ding and Wu (1998) and Lemma 4.7 in Cohen and
Elliot [2]) depending on the value of the final maximum above, this implies that
v(t) ≤ 0. However, by the definition of v(t), this again implies that v(t) = 0.
Hence, the solution of the singular BSDE (7) is unique.

4 The linear singular BSDE
Let φ, α, β, c : R+ × Ω → R and γ : R+ × R × Ω → R be functions. We would
like to solve the singular BSDE in the linear case, i.e. we want to solve
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dYt = −g(t, Yt)dξ(t) + ZtdBt +
∫
R
K(t, ζ)N˜(dt, dζ),
YT = Xξ.
(11)
when
g(t, Y (t), ξ(t)) = φ(t) + α(t)Y (t) + c(t)ξ(t).
We have the following theorem:
Theorem 4.1 Assume that ξ is continuous. Then,
Y (t) = E[
Γ(T )
Γ(t)
X +
∫ T
t
Γ(s)
Γ(t)
(
φ(s) + c(s)ξ(s)
)
dξ(s)|Ft] (12)
is the unique solution of the linear singular BSDE (11), where
dΓ(t) = Γ(t−)α(t)dξ(t)
Γ(0) = 1.
(13)
Proof. We use the same method as in the proof of Theorem 1.7 in Øksendal
and Sulem (2007). By Itô’s formula,
d(Γ(t)Y (t)) = Γ(t−)dY (t) + Y (t−)dΓ(t) + d[Γ, Y ](t)
= Γ(t−)
[
−
(
φ(t) + α(t)Y (t) + c(t)ξ(t)
)
dξ(t) + Z(t)dB(t)
+
∫
R
K(t, ζ)N˜(dt, dζ)
]
+ Y (t−)Γ(t−)
[
α(t)dξ(t) + β(t)dB(t)
+
∫
R
γ(t, ζ)N˜(dt, dζ)
]
= Γ(t−)
[
−
(
φ(t) + c(t)ξ(t)
)
dξ(t) + Z(t)dB(t)
+
∫
R
K(t, ζ)N˜(dt, dζ) + Y (t−)
(
β(t)dB(t)
+
∫
R
γ(t, ζ)N˜(dt, dζ)
)]
So Γ(t)Y (t) +
∫ t
0 Γ(t)
(
φ(t) + c(t)ξ(t)
)
dξ(t) is a martingale. Hence,
Γ(t)Y (t) +
∫ t
0 Γ(s)
(
φ(s) + c(s)ξ(s)
)
dξ(s)
= E
[
Γ(T )Y (T ) +
∫ T
0 Γ(s)
(
φ(s) + c(s)ξ(s)
)
dξ(s)|Ft
]
.
Therefore,
Γ(t)Y (t) = E
[
Γ(T )Xξ +
∫ T
t
Γ(s)
(
φ(s) + c(s)ξ(s)
)
dξ(s)|Ft
]
which is the claim of the theorem. 
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5 Maximizing singular recursive utility
In the following, let F = {Ft}t∈[0,T ] be the filtration generated by (only) the
Brownian motion. Consider the following forward stochastic differential equa-
tion (FSDE):
dX(t) = b(t,X(t))dt+ σ(t,X(t))dB(t) + θ(t,X(t))dξ(t);
X(0) = x ∈ R.
(14)
where we assume that the functions b, θ, σ are differentiable w.r.t. x (the second
component) with bounded derivatives for t ∈ [0, T ].
Also, consider the singular backward stochastic differential equation (SB-
SDE):
dY (t) = −g1(t,X(t), Y (t), Z(t), ξ(t))dt − g2(t, Y (t), ξ(t))dξ(t) + Z(t)dB(t);
Y (T ) = h(X(T ))
(15)
where h : R → R is a given concave, C1 function, differentiable with bounded
derivative on [0, T ]. Also, the functions g1, g2 are assumed to be bounded for
t ∈ [0, T ], differentiable wrt. x, y, z and y respectively with bounded partial
derivatives (for t ∈ [0, T ]).
The singular recursive utility functional is defined by
J(ξ) = E[
∫ T
0
f(t,X(t))dt+ ϕ(X(T ))] + ψ(Y (0)) (16)
where ϕ and ψ are given concave, C1 functions, and the function f is bounded
for t ∈ [0, T ] as well as differentiable wrt. x with a bounded partial derivative.
The problem is to find a ξ∗ ∈ A and Φ such that
Φ := sup
ξ∈A
J(ξ) = J(ξ∗). (17)
This is a singular forward-backward SDE (SFBSDE) control problem. To the
best of our knowledge this type of problem has not been studied before. Some re-
lated papers are the following: In Øksendal and Sulem (2014) and Øksendal and
Sulem (2015), maximum principles for optimal control of non-singular FBSDEs
are established. In Øksendal and Sulem (2012) and Hu et al. (2014), maximum
principles for singular control are proved, but the results do not apply to the
singular recursive utility case given in equation (15).
Our present paper is combining ideas from these and related papers to es-
tablish maximum principles for optimal control of a coupled system of FBSDEs.
To this end, define the Hamiltonian H by
H(t, x, y, z, ξ, p, q, λ)(dt, dξ) = H1(t, x, y, z, ξ, p, q, λ)dt+H2(t, x, y, ξ)dξ(t)
(18)
where
H1(t, x, y, z, ξ, p, q, λ) = f(t, x) + b(t, x)p+ σ(t, x)q + λg1(t, x, y, z, ξ) (19)
H2(t, x, y, ξ, p, λ) = pθ(t, x) + λg2(t, y, ξ). (20)
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The equations for the adjoint variables, which are a kind of generalized
Lagrange multipliers, p(t), q(t), λ(t) are:
• BSDE for p(t), q(t):
dp(t) = −∂H1(t)
∂x
(t)dt − ∂H2(t)
∂x
(t)dξ(t) + q(t)dB(t); 0 ≤ t ≤ T
p(T ) = ϕ′(X(T )) + λ(T )h′(X(T )).
(21)
• FSDE for λ(t):
dλ(t) = ∂H1
∂y
(t)dt+ ∂H2
∂y
(t)dξ(t) + ∂H1
∂z
(t)dB(t); 0 ≤ t ≤ T
λ(0) = ψ′(Y (0)).
(22)
In the general case, existence and uniqueness of solutions of systems for
singular FBSDEs such as (21)-(22) is not known, see also Remark 5.2.
Then, the following maximum principle holds:
Theorem 5.1 (Sufficient maximum principle for optimal singular recursive
utility control)
Let ξˆ ∈ A, with associated solutions Xˆ(t), Yˆ (t), Zˆ(t), pˆ(t), qˆ(t), λˆ(t) of the
coupled FBSDE system (14)-(15) and (21)-(22). Assume the following:
• Continuity: ξˆ(t) is continuous
• Concavity: The functions ϕ and ψ are C1 and concave, ψ′ ≥ 0, and for
each t the map
(x, y, z, ξ) 7→ H(t, x, y, z, ξ, pˆ(t), qˆ(t), λˆ(t))(dt, dξ(t)) (23)
is concave.
• Variational inequality:
sup
ξ
H(t, Xˆ(t), Yˆ (t), Zˆ(t), ξ, pˆ(t), qˆ(t), λˆ(t))(dt, dξ)
= H(t, Xˆ(t), Yˆ (t), Zˆ(t), ξˆ(t), pˆ(t), qˆ(t), λˆ(t))(dt, dξˆ(t)) (24)
i.e.
λˆ(t)g1(t, Xˆ(t), Yˆ (t), Zˆ(t), ξ)dt+
(
pˆ(t)θ(t, Xˆ(t)) + λˆ(t)g2(t, Yˆ (t), ξ(t))
)
dξ(t)
≤λˆ(t)g1(t, Xˆ(t), Yˆ (t), Zˆ(t), ξˆ)dt+
(
pˆ(t)θ(t, Xˆ(t)) + λˆ(t)g2(t, Yˆ (t), ξˆ(t))
)
dξˆ(t)
(25)
for all ξ (where the differential inequalities means that the corresponding
inequalities hold when integrated).
Then ξˆ is an optimal control for the problem (17).
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Proof. Choose ξ ∈ A and consider, with Xˆ(t) = X ξˆ(t) etc.
J(ξ) − J(ξˆ) = J1 + J2 + J3, (26)
where
J1 = E[
∫ T
0 {f(t)− fˆ(t)}dt] where fˆ(t) := f(t, Xˆ(t)),
J2 = E[ϕ(X(T ))− ϕ(Xˆ(T ))]
J3 = ψ(Y (0))− ψ(Yˆ (0)); where Y (0) = Y
ξ(0), Yˆ (0) = Y ξˆ(0).
By the definition of H1 we have, with b˜ := b− bˆ etc.,
J1 = E[
∫ T
0
(
H1(t)− Hˆ1(t)− pˆ(t)b˜(t)− qˆ(t)σ˜(t)− λˆ(t)g˜1(t))dt] (27)
where we have used the shorthand notation
H1(t) = H1(t,X(t), Y (t), Z(t), ξ(t), pˆ(t), qˆ(t), λˆ(t)),
Hˆ1(t) = H1(t, Xˆ(t), Yˆ (t), Zˆ(t), ξˆ(t), pˆ(t), qˆ(t), λˆ(t)). (28)
(29)
By concavity of ϕ and the Itô formula, we have
J2 ≤ E[ϕ
′(Xˆ(T ))X˜(T )] = E[{pˆ(T )− λˆ(T )h′(Xˆ(T ))}X˜(T )]
= E[
∫ T
0
pˆ(t)
(
b˜(t)dt+ σ˜(t)dB(t) + θ(t)dξ(t) − θˆ(t)dξˆ(t)
)
+
∫ T
0
X˜(t)
(
− ∂Hˆ1
∂x
(t)dt− ∂Hˆ2
∂x
(t)dξ(t) + qˆ(t)dB(t)
)
+
∫ T
0
qˆ(t)σ˜(t)dt]
−E[λˆ(T )h′(Xˆ(T ))X˜(T )].
(30)
Consider an increasing sequende of stopping times τn defined by
τn := T ∧ inf{t > 0 :
∫ t
0
[
(pˆ(s)σ˜(s))2 + (X˜(s)qˆ(s))2
]
ds ≥ n}.
Note that the sequence {τn}
∞
n=1 conveges to T as n→∞. Since Itô integrals
with L2 integrands have expectation zero, it follows from (30) that
E[ϕ′(Xˆ(τn))X˜(τn)] = E[
∫ τn
0 pˆ(t){b˜(t)dt + θ(t)dξ(t) − θˆ(t)dξˆ(t)}
−
∫ τn
0 X˜(t)
∂Hˆ1
∂x
(t)dt−
∫ τn
0 X˜(t)
∂Hˆ2
∂x
(t)dξ(t) +
∫ τn
0 qˆ(t)σ˜(t)dt]
−E[λˆ(τn)h
′(Xˆ(τn))X˜(τn)].
(31)
By passing to the limit in (31), and using the dominated convergence theorem
(which can be applied due to our assumptions on the coefficient functions), we
find that
E[ϕ′(Xˆ(T ))X˜(T )] = E[
∫ T
0
pˆ(t){b˜(t)dt + θ(t)dξ(t) − θˆ(t)dξˆ(t)}
−
∫ T
0
X˜(t)∂Hˆ1
∂x
(t)dt−
∫ T
0
X˜(t)∂Hˆ2
∂x
(t)dξ(t) +
∫ T
0
qˆ(t)σ˜(t)dt]
−E[λˆ(T )h′(Xˆ(T ))X˜(T )].
(32)
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By combining (30) and (32), we find that
J2 ≤ E[
∫ T
0
pˆ(t){b˜(t)dt+ θ(t)dξ(t) − θˆ(t)dξˆ(t)}
−
∫ T
0
X˜(t)∂Hˆ1
∂x
(t)dt−
∫ T
0
X˜(t)∂Hˆ2
∂x
(t)dξ(t) +
∫ T
0
qˆ(t)σ˜(t)dt]
−E[λˆ(T )h′(Xˆ(T ))X˜(T )].
(33)
By concavity of ψ and the Itô product rule we get,
J3 = ψ(Y (0))− ψ(Yˆ (0)) ≤ ψ
′(Yˆ (0))Y˜ (0)
= λˆ(0)Y˜ (0) = E[λˆ(T )Y˜ (T )]
−E[
∫ T
0
Y˜ (t)dλˆ(t) +
∫ T
0
λˆ(t)dY˜ (t) +
∫ T
0
∂Hˆ1
∂z
(t)Z˜(t)dt].
(34)
Again, consider an increasing sequence of stopping times τ¯n defined by
τ¯n := T ∧ inf{t > 0 :
∫ t
0
[
(Y˜ (s)
∂Hˆ1
∂z
(s))2 + (λˆ(s)Z˜(s))2
]
ds ≥ n}.
Similarly as before, the sequence {τ¯n}
∞
n=1 conveges to T as n → ∞. Since
Itô integrals with L2 integrands have expectation zero, it follows from (34), the
Itô formula and the concavity of h that
J3 ≤ −E[
∫ τ¯n
0
∂Hˆ1
∂y
(t)Y˜ (t)dt+ ∂Hˆ1
∂z
(t)Z˜(t)dt+ ∂Hˆ2
∂y
(t)Y˜ (t)dξˆ(t))]
− E[
∫ τ¯n
0
λˆ(t)
(
g˜1(t)dt + g2(t)dξ(t) − gˆ2(t)dξˆ(t)
)
]
+E[λˆ(τ¯n)h
′(Xˆ(τ¯n))X˜(τ¯n)].
(35)
By letting n → ∞ in (35) and using the dominated convergence theorem
(this can be applied due to our assumptions on the coefficient functions, which
implies that E[|Y˜ |], E[|Z˜|] <∞ by the proof of Theorem 3.1), we see that
J3 ≤ −E[
∫ T
0
∂Hˆ1
∂y
(t)Y˜ (t)dt + ∂Hˆ1
∂z
(t)Z˜(t)dt + ∂Hˆ2
∂y
(t)Y˜ (t)dξˆ(t))]
− E[
∫ T
0
λˆ(t)
(
g˜1(t)dt+ g2(t)dξ(t) − gˆ2(t)dξˆ(t)
)
]
+E[λˆ(T )h′(Xˆ(T )X˜(T )].
(36)
Adding (27), (33) and (36) we get, by concavity of H,
J(ξ)− J(ξˆ)
≤ E[
∫ T
0 {H1(t)− Hˆ1(t)−
∂Hˆ1
∂x
(t)X˜(t)− ∂Hˆ1
∂y
(t)Y˜ (t)− ∂Hˆ1
∂z
(t)Z˜(t)}dt
+pˆ(t)
(
θ(t)dξ(t) − θˆ(t)dξˆ(t)
)
− ∂Hˆ2
∂x
(t)X˜(t)dξˆ(t)− ∂Hˆ2
∂y
(t)Y˜ (t)dξˆ(t)
+λˆ(t)
(
g2(t, Y (t), ξ(t))dξ(t) − g2(t, Yˆ (t), ξˆ(t))dξˆ(t)
)
= E[
∫ T
0 {H(t)− Hˆ(t)−
∂Hˆ
∂x
(t)X˜(t)− ∂Hˆ
∂y
(t)Y˜ (t)− ∂Hˆ
∂z
(t)Z˜(t)}
≤ E[
∫ T
0 〈∇ξHˆ(t), ξ(·) − ξˆ(·)〉] ≤ 0,
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since ξ = ξˆ maximizes H. Here
〈∇ξHˆ(t), ξ(·)− ξˆ(·)〉
= λˆ(t)[
∂gˆ1
∂ξ
(t)
(
ξ(t)− ξˆ(t)
)
dt+
∂gˆ2
∂ξ
(t)
(
ξ(t) − ξˆ(t)
)
dξˆ(t)] + Hˆ2(t)(dξ(t) − dξˆ(t))
(37)
is the action of the gradient (Fréchet derivative) ∇ξHˆ(t) of H on ξ(·)− ξˆ(·), i.e.
the directional derivative of H in the direction ξ − ξˆ. 
Remark 5.2 Assume that
g1(t, x, y, x, ξ) = g1(t, x, y, z)
g2(t, y, ξ) = g2(t, y)
(38)
do not depend on ξ.
Then, the variational inequality (25) is equivalent to the variational inequal-
ity
(i) pˆ(t)θ(t, Xˆ(t)) + λˆ(t)g2(t, Yˆ (t)) ≤ 0 for all t ∈ [0, T ],
(ii) {pˆ(t)θ(t, Xˆ(t)) + λˆ(t)g2(t, Yˆ (t))}dξˆ(t) = 0 for all t ∈ [0, T ].
(39)
To see this, we first apply (25) to
dξ(t) = dξˆ(t) + dβ(t)
where β(t) is an increasing continuous adapted process. Then we get
{pˆ(t)θ(t, Xˆ(t)) + λˆ(t)g2(t, Yˆ (t))}dβ(t) ≤ 0 for all t ∈ [0, T ].
Since this holds for all such β, we deduce that
pˆ(t)θ(t, Xˆ(t)) + λˆ(t)g2(t, Yˆ (t)) ≤ 0 for all t ∈ [0, T ]. (40)
On the other hand, if we apply (25) to
dξ(t) =
1
2
dξˆ(t)
we get
{pˆ(t)θ(t, Xˆ(t)) + λˆ(t)g2(t, Yˆ (t))}dξˆ(t) ≥ 0 for all t ∈ [0, T ]. (41)
By combining (40) and (41) we obtain (39). In particular, (39) implies
that ξˆ(t) only increases when pˆ(t)θ(t, Xˆ(t)) + λˆ(t)g2(t, Yˆ (t)) = 0, and that the
corresponding solution (Xˆ(t), Yˆ (t), λˆ(t), pˆ(t)) of the coupled system (14)-(15)
and (21)-(22) of forward-backward singular SDEs is reflected downwards at the
boundary ∂G of the region
G := {(t, x, y, λ, p) ∈ R4; pθ(t, x) + λg2(t, y) < 0}. (42)
Therefore, we see that the optimal singular control ξˆ appears as the local
time at ∂G of this reflected process. In the special case with just one, possibly
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multidimensional, singular SDE of the form (14), the problem to find a solution
(X(t), ξ(t)) such that{
X(t) ∈ D¯ for all t,
ξ is continuous and ξ increases only when X(t) ∈ ∂D
(43)
for a given domain D, is called a Skorohod reflection problem. The existence
and uniqueness of a solution (Xˆ(t), ξˆ(t)) is this case has been proved under
certain conditions on the system (14) and the domain D. See e.g. Freidlin
(1985) and the references therein.
However, for coupled systems of singular forward-backward SDEs, as our
system above, the existence and uniqueness of the solution of the corresponding
Skorohod reflection problem is not known, to the best of our knowledge. The
study of this question is beyond the scope of this paper.
6 A necessary maximum principle for singular re-
cursive utility
We can also prove a necessary maximum principle for the singular recursive
utility problem. In order to do this we need some additional notation and
assumptions:
For ξ ∈ A let V(ξ) denote the set of F-adapted processes β of finite variation
such that there exists δ = δ(ξ) > 0 satisfying
ξ + aβ ∈ A for all a ∈ [0, δ]. (44)
Assume that for all ξ ∈ A and for all β ∈ V(ξ) the following derivative
processes exist and belong to L2([0, T ]× Ω):
x(t) = lima→0+
Xξ+aβ−Xξ
a
(t)
y(t) = lima→0+
Y ξ+aβ−Y ξ
a
(t)
z(t) = lima→0+
Zξ+aβ−Zξ
a
(t).
(45)
Remark 6.1 The existence and L2-features of these derivative processes is a
non-trivial issue, and we do not discuss conditions for this in our paper. Here
we will just assume that these properties hold. We refer to Prévôt and Röckner
(2007) for a study of this issue in a related setting.
Then, by the FSDE (14) and the BSDE (15),
dx(t) = ∂b
∂x
(t)x(t)dt + ∂σ
∂x
(t)x(t)dB(t) + ∂θ
∂x
(t)x(t)dξ(t) + θ(t)dβ(t),
dy(t) = −(∂g1
∂x
(t)x(t) + ∂g1
∂y
(t)y(t) + ∂g1
∂z
(t)z(t) + ∂g1
∂ξ
(t)β(t))dt
+(−∂g2
∂y
(t)y(t)− ∂g2
∂ξ
(t)β(t))dξ(t) − g2(t, Y, ξ)dβ(t) + z(t)dB(t).
Here, we have used that
g2(t, Y
ξ+aβ , ξ + aβ)d(ξ + aβ)(t)
= g2(t, Y
ξ+aβ , ξ + aβ)dξ(t) + ag2(t, Y
ξ+aβ , ξ + aβ)dβ(t)
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which implies (by the product rule) that
lima→0+
g2(t,Y
ξ+aβ,ξ+aβ)d(ξ+aβ)(t)−g2(t,Y,ξ)dξ(t)
a
= (−∂g2
∂y
(t)y(t)− ∂g2
∂ξ
(t)β(t))dξ(t) − g2(t, Y, ξ)dβ(t)
− lima→0+{a(
∂g2
∂y
(t)y(t) + ∂g2
∂ξ
(t)β(t))}
= (−∂g2
∂y
(t)y(t)− ∂g2
∂ξ
(t)β(t))dξ(t) − g2(t, Y, ξ)dβ(t).
Note also that x(0) = 0 and y(T ) = h′(X(T ))x(T ) from the boundary
conditions of equations (14)-(15).
Define T as the set of times where the process ξ(t) jumps, and Tβ as the set
of times where both processes β(t) and ξ(t) jump.
With this in mind, we are ready to prove the necessary maximum principle.
Proposition 6.2 Assume that (45) holds. Then the following are equivalent:
• lima→0+
J(ξ+aβ)−J(ξ)
a
≤ 0 for all β ∈ V(ξ).
•
E[
∫ T
0
H2(t)dβ(t)] + E[
∫ T
0
β(t){λ(t)∂g2
∂ξ
(t)dξˆ(t) + λ(t)∂g1
∂ξ
(t)dt}]
−E[
∑
t∈Tβ
g2(t
−)y(t−)∂H1
∂y
(t−)∆ξ(t)∆β(t)]
−E[
∑
t∈T (
∂g2
∂y
(t−)y(t−) + ∂g2
∂ξ
(t−)β(t−))∂H1
∂y
(t−)(∆ξ(t))2] ≤ 0 ∀ β ∈ V(ξ).
Proof.
Similarly as in the proof of Theorem 5.1, by introducing a suitable increasing
sequence of stopping times converging to T , we see that we may assume that
all local martingales appearing in the proof below are martingales. Note that
lim
a→0+
J(ξ + aβ)− J(ξ)
a
= I1 + I2 + I3
where
I1 = lima→0+
E[
∫
T
0
f(t,Xξ+aβ(t))dt]−E[
∫
T
0
f(t,Xξ(t))dt]
a
,
I2 = lima→0+
E[ϕ(Xξ+aβ(T ))]−E[ϕ(Xξ(T ))]
a
I3 = lima→0+
ψ(Y ξ+aβ(0))−ψ(Y ξ(0))
a
.
Then, by changing the order of integration and differentiation,
I1 = E[
∫ T
0
∂f
∂x
(t)x(t)dt].
Also,
I2 = E[ϕ
′(X(T ))x(T )] = E[(p(T )− λ(T )h′(X(T )))x(T )]
and
I3 = ψ
′(Y (0))y(0) = λ(0)y(0).
Furthermore, by Itô’s product rule and the definitions
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I2 = E[
∫ T
0
p(t)dx(t) +
∫ T
0
x(t)dp(t) +
∫ T
0
d[p, x](t)] − E[λ(T )h′(X(T ))x(T )]
= E[
∫ T
0 p(t)(
∂b
∂x
(t)x(t)dt + ∂θ
∂x
(t)x(t)dξ(t) + θ(t,X(T ))dβ(t))]
−E[
∫ T
0 x(t){
∂H1
∂x
(t)dt + ∂H2
∂x
(t)dξ(t)}] + E[
∫ T
0 q(t)
∂σ
∂x
(t)x(t)dt]
−E[λ(T )h′(X(T ))x(T )]
= E[
∫ T
0
x(t){−∂f
∂x
(t)dt − λ(t)∂g1
∂x
(t)dt}]
+E[
∫ T
0 {H2(t)− λ(t)g2(t)}dβ(t)] − E[λ(T )h
′(X(T ))x(T )]
= −I1 − E[
∫ T
0 x(t){λ(t)
∂g1
∂x
(t)dt}]
+E[
∫ T
0 {H2(t)− λ(t)g2(t)}dβ(t)] − E[λ(T )h
′(X(T ))x(T )].
Similarly, we see that from Itô’s product rule and the chain rule,
I3 = E[λ(T )y(T )]− E[
∫ T
0
λ(t)dy(t) +
∫ T
0
y(t)dλ(t) +
∫ T
0
d[λ, y](t)]
= E[λ(T )h′(X(T ))x(T )]− E[
∫ T
0
λ(t){(−∂g2
∂ξ
(t)β(t))dξ(t)
−g2(t)dβ(t) − (
∂g1
∂x
(t)x(t) + ∂g1
∂ξ
(t)β(t))dt}]
−E[
∑
t∈Tβ
g2(t
−)y(t−)∂H1
∂y
(t−)∆ξ(t)∆β(t)]
−E[
∑
t∈T (
∂g2
∂y
(t−)y(t−) + ∂g2
∂ξ
(t−)β(t−))∂H1
∂y
(t−)(∆ξ(t))2]
where ∆ξ(t) := ξ(t)− ξ(t−) and ∆β(t) := β(t)− β(t−). Then, by the previous
calculations,
I1 + I2 + I3 = E[
∫ T
0
H2(t)dβ(t)] + E[
∫ T
0
β(t){λ(t)∂g2
∂ξ
(t)dξˆ(t) + λ(t)∂g1
∂ξ
(t)dt}]
−E[
∑
t∈Tβ
g2(t
−)y(t−)∂H1
∂y
(t−)∆ξ(t)∆β(t)]
−E[
∑
t∈T (
∂g2
∂y
(t−)y(t−) + ∂g2
∂ξ
(t−)β(t−))∂H1
∂y
(t−)(∆ξ(t))2].
Hence,
d
da
J(ξ + aβ)|a=0 = E[
∫ T
0 H2(t)dβ(t)] + E[
∫ T
0 β(t){λ(t)
∂g2
∂ξ
(t)dξˆ(t) + λ(t)∂g1
∂ξ
(t)dt}]
−E[
∑
t∈Tβ
g2(t
−)y(t−)∂H1
∂y
(t−)∆ξ(t)∆β(t)]
−E[
∑
t∈T (
∂g2
∂y
(t−)y(t−) + ∂g2
∂ξ
(t−)β(t−))∂H1
∂y
(t−)(∆ξ(t))2].

If we assume that ξ(t) = ξˆ(t) is a continuous process, we get the following
corollary to Proposition 6.2:
Corollary 6.3 Assume that (45) holds and that ξˆ is continuous. Then the
following are equivalent:
• lima→0+
J(ξˆ+aβ)−J(ξˆ)
a
≤ 0 for all β ∈ V(ξˆ).
• E[
∫ T
0
Hˆ2(t)dβ(t)] + E[
∫ T
0 β(t){λˆ(t)
∂gˆ2
∂ξ
(t)dξˆ(t) + λˆ(t)∂gˆ1
∂ξ
(t)dt}] ≤ 0 for all
β ∈ V(ξˆ).
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This final inequality is also equivalent to
E[
∫ T
0
〈∇ξHˆ(dt, dξˆ(t)), β(t)〉] ≤ 0 for all β ∈ V(ξˆ) (46)
where 〈∇ξHˆ(dt, dξˆ(t)), β(t)〉 := lima→0+
Hˆ(ξˆ+aβ)(dt,d(ξˆ+aβ))−Hˆ(ξˆ)(dt,dξˆ)
a
.
Proof. This is a direct consequence of Proposition 6.2, the comments follow-
ing the proposition and the following calculation:
〈∇ξHˆ(dt, dξˆ(t)), β(t)〉 = lima→0+
Hˆ(ξˆ+aβ)(dt,d(ξˆ+aβ))−Hˆ(ξˆ)(dt,dξˆ)
a
= lima→0+
Hˆ1(ξˆ+aβ)dt−Hˆ1(ξˆ)dt
a
+ lima→0+
Hˆ2(ξˆ+aβ)dξˆ(t)−Hˆ2(ξˆ)dξˆ(t)
a
+ lima→0+
Hˆ2(ξˆ+aβ)d(aβ)(t)
a
= β(t){λˆ(t)∂gˆ1
∂ξ
(t)dt+ λˆ(t)∂gˆ2
∂ξ
(t)dξˆ(t)}
+Hˆ2(t)dβ(t).

We analyse the inequality from the second item of Corollary 6.3 more closely,
i.e. we consider:
E[
∫ T
0
Hˆ2(s)dβ(s)] + E[
∫ T
0
β(s){λˆ(s)∂gˆ2
∂ξ
(s)dξˆ(s) + λˆ(s)∂gˆ1
∂ξ
(s)ds}] ≤ 0.
Since this is true for all β ∈ V(ξˆ), it is in particular true for β(s) :=
1[t,T ](s)α(ω)ξˆ(s) and β(s) := −1[t,T ](s)α(ω)ξˆ(s), where ξˆ(s) is as in Corol-
lary 6.3 and α = α(ω) is a bounded Ft-measurable random variable. By com-
bining the two, we see that
0 ≤ E[
∫ T
t
Hˆ2(s)dξˆ(s)α] + E[
∫ T
t
ξˆ(s){λˆ(s)∂gˆ2
∂ξ
(s)dξˆ(s) + λˆ(s)∂gˆ1
∂ξ
(s)ds}α] ≤ 0.
Hence,
E[
∫ T
t
Hˆ2(s)dξˆ(s)α] + E[
∫ T
t
ξˆ(s){λˆ(s)∂gˆ2
∂ξ
(s)dξˆ(s) + λˆ(s)∂gˆ1
∂ξ
(s)ds}α] = 0.
(47)
By differentiating the equality (47) with respect to t, we see that
E[
(
{pˆ(t)θˆ(t) + λˆ(t)gˆ2(t)}dξˆ(t) + ξˆ(t)λˆ(t){
∂gˆ2
∂ξ
(t)dξˆ(t) +
∂gˆ1
∂ξ
(t)dt}
)
α] = 0
for almost all t. Since this holds for all bounded Ft-measurable random variables
α, we conclude that
{pˆ(t)θˆ(t) + λˆ(t)gˆ2(t)}dξˆ(t) + ξˆ(t)λˆ(t){
∂gˆ2
∂ξ
(t)dξˆ(t) +
∂gˆ1
∂ξ
(t)dt} = 0.
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This is related to the first order condition for ξ = ξˆ to be optimal in (24) (the
condition of the sufficient maximum principle Theorem 5.1). More precisely, this
is what we get if we differentiate the function
a 7→ λˆ(t)g1(ξˆ + aβ)dt+ {pˆ(t)θˆ(t) + λˆ(t)g2(ξˆ + aβ)(t)}d(ξˆ(t) + aβ(t)) (48)
with respect to a at a = 0, set this derivative equal to 0 and then evaluate the
result at β = ξˆ.
7 Applications
Example 7.1 Suppose we have a cash flow X(t) = X(ξ)(t) of the form:
dX(t) = X(t)[b0(t)dt+ σ0(t)dB(t)] −X(t
−)dξ(t); t ∈ [0, T ]
X(0) = x > 0.
(49)
Here dξ(t) represents the relative consumption rate from X(t) at time t.
The singular recursive utility process Y (t) = Y (ξ)(t) of the relative consump-
tion rate ξ(t) is assumed to have the form
dY (t) = −α(t)Y (t)dξ(t) + Z(t)dB(t); t ∈ [0, T ]
Y (T ) = h(X(T )).
(50)
We want to find ξ∗ ∈ A such that
Y (ξ
∗)(0) = sup
ξ∈A
Y (ξ)(0). (51)
We apply the results of Section 5 to study this problem:
The Hamiltonian (18) gets the form
H(t, x, y, ξ, p, q, λ)(dt, dξ) = (xb0(t)p+ xσ0(t)q)dt + (−xp+ λα(t)y)dξ(t)
(52)
The adjoint equations (21)-(22) become
dλ(t) = λ(t)α(t)dξ(t); t ∈ [0, T ]
λ(0) = 1
(53)
dp(t) = −(b0(t)p(t) + σ0(t)q(t))dt − λ(t)α(t)dξ(t) + q(t)dB(t); t ∈ [0, T ]
p(T ) = λ(T )h′(X(T ))
(54)
and the variational inequality (Skorohod reflection problem) (39) reduces to
−pˆ(t)Xˆ(t) + λˆ(t)α(t)Yˆ (t) ≤ 0 for all t ∈ [0, T ],
{−pˆ(t)Xˆ(t) + λˆ(t)α(t)Yˆ (t)}dξˆ(t) = 0 for all t ∈ [0, T ].
(55)
Thus, we arrive at the following conclusion:
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Theorem 7.2 Suppose the Skorohod reflection problem (55) has a solution
(Xˆ(t), Yˆ (t), λˆ(t), pˆ(t), ξˆ(t)). Then ξˆ(t) is an optimal relative consumption rate
for the singular recursive utility problem (51).
For more on Skorohod problems and conditions guaranteeing the existence
of solutions to such problems, see Øksendal and Sulem (2007), chapter 5.2.
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