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Abstract—We propose radar image classification via pseudo-
Zernike moments based sparse representations. We exploit in-
variance properties of pseudo-Zernike moments to augment re-
dundancy in the sparsity representative dictionary by introducing
auxiliary atoms. We employ complex radar signatures. We prove
the validity of our proposed methods on the publicly available
MSTAR dataset.
Index terms— Sparse representations, pseudo-Zernike mo-
ments, SAR image classification, complex signatures
I. INTRODUCTION
Synthetic aperture radar (SAR) can provide all-weather
imagery with a very high resolution [1]. This has naturally led
to using SAR for the purpose of automatic target recognition or
classification. Initial usage was military related. However, SAR
imaging with the aim of classification is making very quick
strides for the automotive usage as well [2]. Traditionally, a
number of techniques are used for SAR image classification.
Here, we briefly mention a couple of them. Template based
classification [3] requires generation of a large number of
templates for each target and then matching the test image
with those templates in an exhaustive search manner. It is an
effective linear approach. However, it is computationally quite
expensive. Among the nonlinear approaches, support vector
machine classifier (SVC) has been quite popular [4]. It is
a large margin classifier and it can outperform the template
based classifier. However, this approach is dependent upon
accurate estimation of the pose angle which involves an extra
preprocessing stage.
Recent trends in classification are based on sparse represen-
tations, also known as sparse coding [5], [6]. Initially, efforts
were made to find or use a unified dictionary for all the classes,
see, e.g., [7], [8] and references therein. Instead of using a
single dictionary for all the classes, [9] proposed to use unit
normalised measurements of the objects as the columns of
an overcomplete dictionary. Coding is done through an `1-
norm minimisation problem and the classification is based on
a least-squares metric w.r.t. the group of columns specific to a
particular class object. This is known as sparse representation
based classifier (SRC). The ease of formulating a dictionary
by using the measurements of the class objects directly, made
SRC a favourable choice for classification in a wide range
of fields. In SAR image classification, SRC was used in [10]
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from the perspective of class manifolds [11]. A class manifold
is defined over the set of measurements for a particular
class object, and the SAR image is claimed to lie in that
manifold by using the fact that linear representation can be
provided to a nonlinear manifold if a local region of the
manifold is considered [12]. This local region of the manifold
gives the basis for sparse representation of a test image over
that manifold. Therefore, it obviates the need for a rigorous
preprocessing as well as pose angle estimation. Dimensionality
reduction can be achieved via random projections. However,
it can result in a performance loss.
It was shown in [9], [10] that SRC can outperform linear SVC
(LSVC), i.e., when a linear kernel is used. However, SRC is
primarily based upon sparse reconstruction or coding, and it
does not involve the classification aspect during the coding
process. A number of papers have been written to incorporate
this aspect in sparse representations. Some discriminative
dictionary learning techniques have been proposed in [13],
[14]. Similarly, joint dictionary learning and encoding has
been proposed in [15]. Although, these methods provide good
performance but dictionary learning, whether discriminative or
not, is a computationally intensive process.
Moments based image representations have been successfully
used over many decades [16], [17]. The basic idea is to derive
image features which are scale-, shift- and rotation-invariant
by using nonlinear combinations of the regular moments (also
called geometric moments). However, the gains have been
limited, primarily due to the non-orthogonality of regular mo-
ments. Orthogonal moments, e.g., Legendre moments, Zernike
moments and pseudo-Zernike (PZ) moments [18], [19] have
been a popular substitute in pattern recognition. Among these,
PZ-moments stand apart both in terms of generating the
maximum number of invariant moments as well as in terms
of performance regarding noise rejection. PZ-moments have
been used for radar automatic target recognition in [20] with
a nearest neighbour classifier. Similarly, in [21], PZ-moments
have been used for radar classification based on its micro-
Doppler signatures, with an SVC. However, in both these
cases, the emphasis has been on feature extraction w.r.t. PZ-
moments and not on the choice of an optimal classifier.
Contributions. In this paper, we propose using PZ-moments in
combination with the SRC framework (PZ-SRC), in order to
gain from both optimal feature extraction as well as optimal
classification. By using a finite number of PZ-moments, we
reduce the dimensionality of the problem. Due to invariance
properties of the PZ-moments, we obtain good performance,
albeit in the low dimensional setting. We also introduce
auxiliary atoms in the dictionary to increase the redundancy of
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2information, which further exploits the invariance properties
of the PZ-moments. Thus, information is better localised in
individual class manifolds. This results in a further improve-
ment in classification performance. Note, this also forms a
unique contribution to the SRC framework, in general, as well.
In order to utilise both the magnitude as well as the phase
information of the complex radar signatures, we fuse the two
parameters by a simple averaging mechanism (see [22] for
details on the fusion mechanisms). This results in an even
more informative radar signatures with direct positive impact
over the classification performance. Note, a similar approach
has been used in [23]. However, the feature extraction there is
based on regular moments and the authors do not use auxiliary
atoms. Now, in order to encode the test image in our proposed
framework of PZ-SRC, we use state-of-the-art technique of
iterative hard thresholding (IHT) algorithm [24]. IHT provides
very fast convergence as well accuracy (in comparison to
the approach of [9]), both of which are crucial in real-time
radar image classification applications. We test our proposed
methods on the publicly available MSTAR dataset.
Organisation. Section II gives the basics of PZ-moments,
Section III briefly describes the SRC method, Section IV
details our proposed method of PZ-SRC, Section V provides
simulation results and conclusions are given in Section VI.
Notations. Matrices are in upper case bold while column
vectors are in lower case bold, (·)T denotes transpose, [x]i is
the ith element of x, xˆ is the estimate of x, ∆= defines an entity,
and the `p-norm is denoted as ||x||p = (
∑N−1
i=0 |[x]i|p)1/p.
II. PSEUDO-ZERNIKE MOMENTS
Let a piecewise continuous function s(x, y) (with bounded
support) be the intensity function of a 2-D real image in
Cartesian coordinates. The regular moments of s(x, y) can be
defined as
µp,q =
∫
x
∫
y
xpyqs(x, y) dx dy (1)
where {p, q} ∈ Z+ and p + q is the degree of the moments.
Note, (1) represents the projection of s(x, y) on monomial
xpyq . Since {xpyq} is not an orthogonal set, µp,q are not
independent moments. In contrast, the PZ-moments are gen-
erated from a set of orthogonal polynomials. We refer to these
polynomials as PZ-polynomials. The PZ-polynomials are a set
of complex polynomials described as
zmn (r, θ) = ρ
m
n (r) exp (jmθ) (2)
where r ∆=
√
x2 + y2 and θ ∆= tan−1(y/x) are the length
and angle of the position vector of a point (x, y) w.r.t. the
centre of the image, respectively, n ∈ Z+ is the degree of the
polynomial with frequency m, i.e., m ∈ [−n,+n], and
ρmn (r)
∆
=
n−|m|∑
κ
(−1)κ (2n+ 1− κ)! rn−κ
κ! (n+ |m|+ 1− κ)! (n− |m| − κ)! (3)
is the radial polynomial. When defined over a unite circle, i.e.,
r ≤ 1, the PZ-polynomials exhibit orthogonality, i.e.,∫ 2pi
0
∫ 1
0
[zmn (r, θ)]
∗zm
′
n′ (r, θ) r dr dθ =
pi
n+ 1
δnn′δmm′ (4)
where δii′ is the Kronecker delta function. Note, it can be
seen via simple enumeration that cardinality of the set of PZ-
polynomials with degree ≤ n is, P = (n + 1)2. Now, the
PZ-moments can be obtained by projecting the image onto
the PZ-polynomials as1
amn =
n+ 1
pi
∫ 2pi
0
∫ 1
0
[zmn (r, θ)]
∗s(r, θ) r dr dθ (5)
where s(r, θ) = s(x, y)|x=r cos θ,y=r sin θ. Due to (4), it can be
shown that (5) generates a set of independent moments.
The invariance properties of the PZ-moments can be estab-
lished via mathematical manipulations. For scale and transla-
tion invariance, one way is to use the regular moments of the
image. The transformed image can be written as
g(x, y) = s
(x
υ
+mx,
y
υ
+my
)
(6)
where mx
∆
= µ1,0/µ0,0 and my
∆
= µ0,1/µ0,0 are the centroid
adjustment parameters of the image s(x, y), and υ ∆=
√
ξ/µ0,0
is the scale adjustment parameter of the image s(x, y) with
a predetermined value ξ. Now, the scale- and translation-
invariant PZ-moments can be generated by replacing s(r, θ)
with g(r, θ) in (5), where g(r, θ) = g(x, y)|x=r cos θ,y=r sin θ.
Since PZ-polynomials are a set of complex polynomials, the
PZ-moments generated via (5) are also complex. The rotation
invariance of the PZ-moments refers to the magnitude part
only, i.e., |amn | and not the phase.
III. SPARSE REPRESENTATION BASED CLASSIFIER
Let a generic
√
N × √N image with intensity function
g(x, y) (or g(r, θ)) is represented as an N × 1 vector g via
a lexicographic ordering (column or row ordered). Let gkj
be the jth image measurement of the kth object class, for
j = 1, · · · , Jk and k = 1, · · · ,K. Now, given a set of training
image measurements {gkj }, with ‖gkj ‖22 = 1, the SRC method
defines the dictionary as
G
∆
= [G1,G2, · · · ,GK ] (7)
where G is an N × J matrix with J = ∑Kk=1 Jk and
Gk
∆
= [gk1 ,g
k
2 , · · · ,gkJk ] is an N × Jk matrix acting as a
sub-dictionary for class k, for k = 1, · · · ,K. Any test image
measurement, represented as an N × 1 vector y˜ can then be
decomposed or encoded according to the linear model
y˜ = Gx˜ + n˜ (8)
where x˜ is a J × 1 vector of coefficients defined as, x˜ ∆=
[x˜1T , x˜2T , · · · , x˜K T ]T , where x˜k are the coefficients w.r.t.
the sub-matrix Gk, and the N×1 vector n˜ accounts for model
errors with a bounded energy, i.e., ‖n˜‖2 < ˜. It is clear from
(8) that given y˜ belongs to the kth class, x˜ would be a sparse
vector. Now, an estimate of x˜ can be obtained by solving the
following `1-norm optimisation problem (OP).
ˆ˜x = arg min
x˜
‖y˜ −Gx˜‖22 + λ ‖x˜‖11 (9)
1Note, in case of a digital image, the integrals in the projection operations
are replaced by summations.
3where λ > 0. The classification result is then obtained by
finding the k for which ‖y˜ −Gk ˆ˜xk‖22 is minimum, for k =
1, · · · ,K. In case of feature based representation, the SRC
model takes the form, Ry˜ = RGx˜ + Rn˜, where R is an
R×N linear transformation matrix. Generally, R is a random
matrix with R N .
IV. PZ-MOMENTS BASED SPARSE REPRESENTATIONS
In this paper we consider feature based sparse representa-
tions. In our case, PZ-moments form the feature set of the
radar image. Since PZ-moments are generated by projecting
the image onto PZ-polynomials, we can easily generate the
features by converting the PZ-polynomials into a basis matrix
and then projecting the image vector onto this basis matrix.
Let a P × 1 vector zi of PZ-polynomials, with degree ≤ n,
w.r.t. image point (ri, θi), where (ri, θi) are the Polar co-
ordinates equivalent of the image point (xi, yi) in Cartesian
coordinates, for i = 1, · · · , N , be defined as
zi
∆
= [γ0z
0
0(ri, θi), γ1z
−1
1 (ri, θi), γ1z
0
1(ri, θi), γ1z
+1
1 (ri, θi),
· · · , γnz−nn (ri, θi), γnz−n+1n (ri, θi), · · · , γnz+nn (ri, θi)]T
(10)
where γn
∆
= (n+ 1)/(piN) accounts for subsequent constants
as well as integration to summation approximations in (5).
Note, we assume that ri ≤ 1, ∀i ∈ [1, N ], which ensures that
all image points are within the unit circle. The PZ-polynomials
based basis matrix can then be defined as a P ×N matrix Z,
i.e.,
Z
∆
= [z1, z2, · · · , zN ] (11)
which is still a matrix of complex polynomials. Now, given a
set of training image measurements {gkj }, for j = 1, · · · , Jk
and k = 1, · · · ,K, the dictionary based on PZ-moments
features, with the property of rotational invariance, can be
defined as a column normalised (i.e., normalised to unity)
P × J matrix A, i.e.,
A
∆
= abs(ZG) =
[
A1,A2, · · · ,AK] (12)
where abs(·) is a function which generates element-wise
absolute values, and Ak ∆= abs(ZGk) is a P × Jk matrix
of PZ-moments w.r.t. Gk, for k = 1, · · · ,K. In order to
capitalise on the invariance structure provided by PZ-moments,
we introduce auxiliary atoms in the dictionary (see Section
IV-B for details). Thus, the dictionary can be defined as
Φ
∆
=
[
[A1, f(A1)], [A2, f(A2)], · · · , [AK , f(AK)]]
=
[
Φ1,Φ2, · · · ,ΦK] (13)
where f(Ak) is a P × Lk auxiliary matrix (with columns
normalised to unity) and it is a function of the columns of Ak,
Φk
∆
= [Ak, f(Ak)] is a P ×Qk matrix with Qk = Jk + Lk,
for k = 1, · · · ,K, and the over-complete dictionary Φ is a
P ×Q matrix with Q = ∑Kk=1Qk. Now, the test image y˜ can
be encoded according to the following linear model.
y = Φx + n (14)
where y ∆= abs(Zy˜) is the P × 1 vector of PZ-moments
of the test image, x is the Q × 1 encoded vector defined
as, x ∆= [x1T ,x2T , · · · ,xK T ]T , where xk is the Qk × 1
encoding vector w.r.t. Φk, for k = 1, · · · ,K, and n is the
P ×1 model error vector with bounded energy, i.e., ‖n‖2 < .
It is clear from (14), given that the test image belongs to
a particular class, x would be a sparse vector with nonzero
elements ideally corresponding to the sub-dictionary of only
a particular class.
A. Sparse Reconstruction and Classification
Since P  Q, (14) is an under-determined system of linear
equations. In order to recover x in (14), we use IHT as the
sparse recovery algorithm. An estimate of x can be obtained
by processing the following iterations.
xˆ[t+1] = HΓ
(
xˆ[t] + ΦT
(
y −Φxˆ[t]
))
(15)
where t is the iteration index (starting with t = 0) and HΓ is
the hard thresholding operator defined as
HΓ(q) ∆= qI{i | [q]i≥[Ascend(q)]Γ, ∀i} (16)
where I{·} is an indicator operator which discards those ele-
ments of vector q that are not in the indicator set (the set given
in its subscript), and Ascend(q) is a sorting function which
sorts the elements of q in an ascending order. Essentially,
HΓ(q) preserves only the Γ largest element magnitudes of
q in each iteration t. Thus, (15) approximates the `0-norm
estimate of x, i.e.,
xˆ = arg min
x
‖y −Φx‖22 subject to ‖x‖00 ≤ Γ (17)
where Γ is the order of sparsity. Note, the stopping criterion
of iterations in (15) can either be the maximum number of
allowable iterations or the minimum residual error, i.e., ‖y−
Φxˆ[t]‖22/‖y‖22. After sparse encoding of y, the classification
of the target image can be done by solving the following OP.
kˆ = arg min
k
‖y −Φkxˆk‖22, for k = 1, · · · ,K (18)
where xˆk is the estimate obtained in the PZ-SRC framework,
when the stopping criterion for (17) has been achieved.
B. Auxiliary Atoms
The auxiliary atoms can have a substantial impact on the
performance of the classification. Ideally, variations in the
image measurements w.r.t. different aspect angles, should
not produce any variations in their respective PZ-moments.
However, radar reflectivities at different aspect angles might
not be uniform. Therefore, image at one aspect angle might be
absolutely different from the image obtained at another aspect
angle. Also, noise in the form of clutter or other artefacts
can play a disruptive role. Auxiliary atoms try to recover the
information lost due to these irregularities. In this section, we
present a number of techniques to generate the auxiliary atoms.
Note, here our focus is primarily on rotational invariance of
the moments.
41) Fixed Auxiliary Atoms (AuxFix): In case the measure-
ments are obtained at random aspect angles, we propose to
constitute the auxiliary atoms as an overall average of the PZ-
moments based measurements of each class, i.e.,
f(Ak) =
Jk∑
j=1
akj (19)
where akj
∆
= abs(Zgkj ), for k = 1, · · · ,K. AuxFix causes
the effect of irregular reflectivities to be averaged out. Here,
Lk = 1, for k = 1, · · · ,K.
2) Moving Average Based Auxiliary Atoms (AuxMov): In
case the measurements are arranged in the order of increasing
aspect angles around the object, a moving average of atoms
over each class can constitute the auxiliary atoms, i.e.,
fj(A
k) =
+Wk/2∑
w=−Wk/2
akw+j (20)
where Wk is the window size for the kth class, for k =
1, · · · ,K, and j = 1, · · · , Jk. We can see that the window is
centred over the jth column of Ak. Note, in case (w+ j) < 1
or (w + j) > Jk, akw+j can be considered as zero vectors.
Here, Lk = Jk. The auxiliary matrix can be formed as
f(Ak) =
[
f1(A
k), f2(A
k), · · · , fJk(Ak)
]
. (21)
3) Correlation Based Auxiliary Atoms (AuxCorr): An op-
timal method is to find correlated atoms w.r.t. every training
measurement for each class, i.e., the columns of Ak. The
auxiliary atoms can then be generated based on a minimum
correlation value, i.e.,
fj(A
k) =
Jk∑
l=1
ak Tj a
k
l >Υ
akl (22)
where ak Tj a
k
l performs the inner product, Υ is the correlation
threshold, and j = 1, · · · , Jk. Here, Lk = Jk. The auxiliary
matrix can be formed according to (21). This procedure
ensures that all informative measurements, i.e., measurements
with high mutual correlation, are accounted for.
C. Complex Signatures
We can see from the previous sections that most of the
classification strategies use only the intensities or magnitudes
of the images. However, a radar signature contains information
both in the magnitude as well as in the phase. To this end, we
combine the magnitude and the phase of the radar signatures
via an averaging fusion metric, and use the fused image to
create the PZ-moments. Thus, the fused image has the form,
0.5[abs({gkj })+phase({gkj })], where phase(·) is an element-
wise phase generating function.
V. SIMULATIONS
In this section we present simulation results of our proposed
methods. We use the publicly available MSTAR dataset. We
consider three targets, i.e., 2S1 tank, D-7 land clearing vehicle
and T62 tank (so K = 3). Figure 1 shows the optical and SAR
(a) 2S1 (b) D-7 (c) T62
Fig. 1: MSTAR Targets.
(magnitude only) images, for one aspect angle of these targets.
For the purpose of training, a total of Jk = 299 measurements
are considered, for each target, at a radar elevation angle
of 17◦. The measurements have been taken at sequentially
increasing aspect angles of approximately 1.2◦, i.e, covering
the complete angular range of 360◦. Note, the measurements
are in the form of 96 × 96 SAR images. These images are
vectorised for the sake of processing. Thus, N = 9216. For
the purpose of testing, a total of 273 image measurements
(for each class) are considered, which have been taken at
different aspect angles over the complete angular range of
360◦, with a radar elevation angle of 15◦. Aspect angles
of the testing measurements are different from the training
measurements. Thus, pose angle estimation is a valid issue.
We define the classification/recognition accuracy/performance
for the kth class as
Ωk
∆
= 100
(
TPk
273
)
(23)
where TPk are the true positives of the target class k, for
k = 1, · · · ,K, and the overall performance is defined as
Ω
∆
=
1
K
K∑
k=1
Ωk. (24)
Note, both Ω and Ωk quantify performance in percentages.
For PZ-moments, we consider n = 10 as the degree of
the polynomials which generates P = 121 PZ-moments. In
comparison to N , this is a dimensionality reduction of over
98%. Note, the value of n can impact the performance of
classification. Generally, higher values of n can represent an
image better. However, very large values can cause numerical
instabilities. Therefore, we select a moderate value of n. Few
tests on the training data can also give a good idea over the
choice of n. For sparse reconstruction, we use IHT for PZ-
SRC (as well as for SRC, for a fair comparison) and consider
the order of sparsity Γ = 5. Note, the parameter Γ is a
tuning parameter and can be selected based on different cross
validation approaches.
In terms of simulation results, we first consider the magni-
tude only radar signatures. Table I shows the classification
performance results of different classifiers. Note, we also
consider PZ-moments based LSVC (PZ-LSVC) for the sake
of comparison. We can see that SRC outperforms LSVC
for all target classes. PZ-LSVC is slightly better than SRC
5TABLE I: Performance Comparison of Different Classifiers
Ω1(%) Ω2(%) Ω3(%) Ω(%)
LSVC 91.94 98.90 92.67 94.50
SRC 95.97 99.26 93.04 96.09
PZ-LSVC 93.40 99.26 96.33 96.33
PZ-SRC 96.70 99.26 96.33 97.43
TABLE II: Confusion Matrix for PZ-SRC (Magnitude Only)
2S1 D-7 T62 Ωk(%) Ω(%)
2S1 264 0 9 96.70 -
D-7 0 271 2 99.26 -
T62 2 8 263 96.33 -
- - - - 97.43
in the overall performance. However, PZ-SRC shows better
classification performance than all the classifiers, in every
category. In general, PZ-moments based methods have an
edge over other methods, despite the dimensionality reduction.
Table II provides the confusion matrix for PZ-SRC (magnitude
only). Performance of each target is given in their respective
rows. Each column shows the number of test images classified
as the title target. Last two columns show the classification
performance of individual targets and the overall, respectively.
Table III provides the confusion matrix for complex radar
signatures, where we use the fusion technique of Section
IV-C. We see an improved overall performance of 98.41%
in comparison to 97.43% of the magnitude only in Table II.
For the rest of the simulations, we use fused complex sig-
natures. We first obtain classification results by considering
AuxFix of Section IV-B1 as auxiliary atoms. Table IV shows
the confusion matrix in this regard. The performance improve-
ment has been encouraging, with Ω = 98.53%. Next, we
simulate the classification problem by considering AuxMov of
Section IV-B2 as auxiliary atoms. Table V shows the perfor-
mance of PZ-SRC for varying sizes of Wk (same ∀k). We can
see that the classification performance is affected by changing
size of Wk. The best performance is achieved when Wk/Jk is
a multiple of 0.5. If all the test measurements are divided into
four quadrants, with each quadrant corresponding to a range
of aspect angles of approximately 90◦, then Wk/Jk = 0.5
essentially corresponds to the numerical size of one quadrant,
when the best performance is achieved. This can be explained
as follows. Due to the rotational invariance properties of the
PZ-moments, measurements at consecutive aspect angles are
correlated to each other, in general, with some variations
mostly because of radar reflectivity irregularities. However,
TABLE III: Confusion Matrix for PZ-SRC (Complex)
2S1 D-7 T62 Ωk(%) Ω(%)
2S1 263 0 10 96.33 -
D-7 0 271 2 99.26 -
T62 0 1 272 99.63 -
- - - - 98.41
TABLE IV: Confusion Matrix for PZ-SRC (AuxFix)
2S1 D-7 T62 Ωk(%) Ω(%)
2S1 264 0 9 96.70 -
D-7 0 271 2 99.26 -
T62 0 1 272 99.63 -
- - - - 98.53
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Fig. 2: Correlations among PZ-moments based Measurements.
measurements at the boundary of two quadrants correspond to
the fine corners of the considered rectangular-shaped targets,
and these measurements are highly uncorrelated with all the
measurements in the preceding or the succeeding quadrant.
This phenomenon can be seen in Figure 2, which shows the
correlations of a few training measurements (PZ-moments)
with the rest of the measurements in a kth target class. We
can see that mutual correlations are minimum at quadrants, i.e.,
when Wk/2 = 75, 150, 225. Thus, it is better to exploit only
the correlated measurements for generating auxiliary atoms
and that happens when the size of Wk is such that it contains
most of the correlated measurements of a quadrant or its
multiple. Since, correlation is an important parameter for
generating auxiliary atoms, we next assess the classification
performance by considering AuxCorr of Section IV-B3. Table
0 50 100 150 200 250 300
Training Measurements
0.84
0.86
0.88
0.9
0.92
0.94
0.96
0.98
1
Υ
j = 10
j = 20
j = 30
j = 40
j = 50
Fig. 3: Correlations among Test Measurements.
6TABLE V: Performance with Varying Wk in (20)
Wk 29 59 89 119 149 179 209 239 269 299 328 358 388 418 448
Wk/Jk 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5
Ω(%) 98.16 98.41 98.65 98.77 98.90 98.65 98.65 98.77 98.90 98.90 98.90 98.77 98.65 98.77 98.90
TABLE VI: Performance with Varying Υ in (22)
Υ 0.98 0.97 0.96 0.95 0.94 0.93 0.92
Ω(%) 98.29 98.53 98.65 98.77 98.90 98.53 98.53
TABLE VII: Confusion Matrix for PZ-SRC (AuxMov)
2S1 D-7 T62 Ωk(%) Ω(%)
2S1 266 0 7 97.43 -
D-7 0 271 2 99.26 -
T62 0 0 273 100 -
- - - - 98.90
VI shows the classification performance with varying Υ. We
can see that best performance is achieved for Υ = 0.94. This
is quite understandable. A higher value of Υ does not collect
enough number of informative measurements and a lower
value of Υ involves noisy or non-informative measurements.
This can be seen from Figure 2 as well. We also provide a
confusion matrix regarding the performance of PZ-SRC with
fused complex signatures and using Wk/Jk = 0.5, in Table
VII. An overall performance of 98.90% is achieved. Note,
in order to better appreciate the invariance properties of the
PZ-moments, we also plot the correlations among original
test measurements, i.e., without PZ-moments, in Figure 3. We
can see that the correlation structure is quite inconsistent in
comparison to the PZ-moments as in Figure 2.
VI. CONCLUSIONS
In this paper, we presented sparse representations for radar
image classification by using pseudo-Zernike moments. We
obtained a reduction in the dimensionality of the problem
without compromising the performance. We exploited the in-
variance properties of the pseudo-Zernike moments to generate
auxiliary atoms to complement the dictionary, which resulted
in an enhanced classification performance. We used a fusion
strategy to gain both from the magnitude as well as the phase
of the radar signatures. We proved the validity of our proposed
methods via simulations on the MSTAR dataset.
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