In this paper, we study -convergence and strong convergence of the sequence generated by the extragradient method for pseudo-monotone equilibrium problems in Hadamard spaces. We first show -convergence of the generated sequence to a solution of the equilibrium problem, then the strong convergence of Halpern regularization method is proved. Finally we give some examples where the main results can be applied.
PRELIMINARIES
Let .X; d / be a metric space. For x; y 2 X, a mapping c W OE0; l ! X, where l 0, is called a geodesic with endpoints x; y, if c.0/ D x, c.l/ D y, and d.c.t /; c.t 0 // D jt t 0 j for all t; t 0 2 OE0; l. If, for every x; y 2 X, a geodesic with endpoints x; y exists, then we call .X; d / a geodesic metric space. Furthermore, if there exists a unique geodesic for each x; y 2 X , then .X; d / is said to be uniquely geodesic.
A subset K of a uniquely geodesic space X is said to be convex when for any two points x; y 2 K, the geodesic joining x and y is contained in K. For each x; y 2 X , the image of a geodesic c with endpoints x; y is called a geodesic segment joining x and y and is denoted by OEx; y.
Let X be a uniquely geodesic metric space. For each x; y 2 X and for each t 2 OE0; 1, there exists a unique point´2 OEx; y such that d.x;´/ D t d.x; y/ and d.y;´/ D .1 t /d.x; y/. We will use the notation .1 t /x˚ty for denoting the unique point satisfying the above statement.
Definition 1 ( [7] ). A geodesic space X is called CAT(0) space if for all x; y;´2 X and t 2 OE0; 1 it holds that d 2 .tx˚.1 t /y;´/ Ä t d 2 .x;´/ C .1 t /d 2 .y;´/ t .1 t /d 2 .x; y/:
Research for this paper by the second author was supported by CNPq and IMPA. The second author is grateful to CNPq and IMPA for his post-doctoral scholarship. Let .X; d / be a Hadamard space and fx n g be a bounded sequence in X. Take x 2 X. Let r.x; fx n g/ D lim sup n!1 d.x; x n /. The asymptotic radius of fx n g is given by r.fx n g/ D inffr.x; fx n g/jx 2 Xg and the asymptotic center of fx n g is the set A.fx n g/ D fx 2 Xjr.x; fx n g/ D r.fx n g/g. It is known that in a Hadamard space, A.fx n g/ consists exactly one point.
Definition 2 (see [23] , p. 3690). A sequence fx n g in a Hadamard space .X; d / -converges to x 2 X if A.fx n k g/ D fxg, for each subsequence fx n k g of fx n g.
We denote -convergence in X by ! and the metric convergence by !.
We present next two known results related to the notion of -convergence. Let C X be nonempty, closed and convex. It is well known for any x 2 X there exists a unique u 2 C such that d.u; x/ D inffd.´; x/ W´2 C g:
(1.1)
We define the projection on C , P C W X ! C , by taking as P C .x/ the unique u 2 C which satisfies (1.1). A function h W X ! . 1; C1 is called: i) convex iff h.tx˚.1 t /y/ Ä t h.x/ C .1 t /h.y/; 8x; y 2 X and t 2 .0; 1/ ii) strictly convex iff h.tx˚.1 t /y/ < t h.x/ C .1 t /h.y/; 8x; y 2 X; x ¤ y and t 2 .0; 1/:
It is easy to see that each strictly convex function has at most one minimizer on X .
Take a closed and convex set K X and f W X X ! R. The equilibrium problem EP .f; K/ consists of finding x 2 K such that f .x ; y/ 0; 8y 2 K:
The set of solutions of EP .f; K/ will be denoted as S.f; K/.
The equilibrium problem encompasses, among its particular cases, convex optimization problems, variational inequalities (monotone or otherwise), Nash equilibrium problems, and other problems of interest in many applications.
Equilibrium problems with monotone and pseudo-monotone bifunctions have been studied extensively in Hilbert, Banach as well as in topological vector spaces by many authors (e.g. [3, 4, 6, 12, 16] ). Recently some authors have studied equilibrium problems on Hadamard manifolds (see [5, 28] ). The first author and Ranjbar [21] studied a variational inequality for a nonexpansive mapping in Hadamard spaces using the notion of quasi-linearization. This variational inequality is convertable to an equilibrium problem on Hadamard spaces. The authors have studied optimization and equilibrium problems in Hilbert and Hadamard spaces (see [18] [19] [20] ). In [19] the authors extended some results of pseudo-monotone equilibrium problems and the proximal point algorithm to Hadamard spaces that contain Hilbert spaces and Hadamard manifolds. In this article we study pseudo-monotone equilibrium problems in Hadamard spaces by the extragradient method.
We will deal in this paper with the extragradient (or Korpelevich's) method for equilibrium problems in Hadamard spaces, since it plays an important role in the sequel, we describe it now in some detail. Note that the prototypical example of an equilibrium problem is a variational inequality problem.Therefore we start with an introduction to its well known finite dimensional formulation when applied to variational inequalities, i.e., we assume that X D R n and f .x; y/ D hT .x/; y xi with T W R n ! R n . Then EP.f; K/ is equivalent to the variational inequality problem VIP.T; K/, consisting of finding a point x 2 K such that hT .x /; y x i 0 for all y 2 K. In this setting, there are several iterative methods for solving V IP .T; K/. In order to solve this problem, Korpelevich suggested in [26] an algorithm of the form: y n D P K .x n ˇnT .x n //;
(1.2)
x nC1 D P K .x n ˇnT .y n //;
where P K is the projection mapping on K andˇn is a positive sequence. If T is Lipschitz continuous with constant L and V IP .T; K/ has solutions, then the sequence generated by (1.2)-(1.3) converges to a solution of V IP .T; K/ provided thať n Dˇ2 .0; 1=L/ (see [26] ). Other variants of Korpelevich's method can be found in [8, 22, 27] .
Extensions of Korpelevich's method to the point-to-set setting (in which case Lipschitz continuity assumption must be carefully reworked, see e.g. [30] ), can be found in [1, 13, 24, 25] . All these references deal with finite dimensional spaces.
Let .X; d / be a Hadamard space and take f W X X ! R. The following condition on the bifunction f is essential and we will need it in the sequel: An extragradient method for equilibrium problems in a Hilbert space H has been studied in [32] . It has the following form: y n 2 Argmin y2K ˇnf .x n ; y/ C 1 2 ky x n k 2 ;
(1.4)
x nC1 2 Argmin y2K ˇnf .y n ; y/ C 1 2 ky x n k 2 ;
(1.5)
whereˇn is a positive sequence. Weak convergence of the sequence generated by (1.4)-(1.5) to a solution of the equilibrium problem was established in [32] . In [10] , this algorithm was upgraded by adding, in each iteration, the orthogonal projection of the initial iterate x 0 onto the intersection of two halfspaces separating the solution set from the point x nC1 given by (1.5) . With this upgrade, it was proved in [10] that the sequence of such projections is strongly convergent to a solution of the problem. It is easy to check that for the variational inequality case, i.e. when f .x; y/ D hT .x/; y xi for some T W H ! H , (1.4)-(1.5) reduce precisely to (1.2)-(1.3); indeed the first order optimality condition for the minimization problem in (1.4) (sufficient under convexity of f .x n ; / and K) is hˇnT .x n / x n C y; u yi 0 for all u 2 K, in which case, by an elementary property of orthogonal projections, y D P K .x n ˇnT .x n //. Since y n satisfies such condition, we have y n D P K .x n ˇnT .x n //, i.e. (1.2). In the same way, (1.5) reduces to (1.3) in the variational inequality case. Thus, it seems reasonable to view (1.4)-(1.5) as an extragradient method for equilibrium problems.
An extragradient method for solving variational inequalities has been studied in [15] and [11] . Then the extragradient method for nonsmooth equilibrium problems in Banach spaces has been recently studied in [14] .
In the sequel, let ' W X ! . 1; C1 be a convex, proper and lsc function where X is a Hadamard space. The resolvent of ' of order > 0 is defined at each point x 2 X as follows
y; x/ :
ists. Therefore we easily conclude the existence of the sequence generated by the extragradient method. For convergence of the extragradient method, some monotonicity assumptions on the bifunction f are needed. We define next two such properties for future reference: The bifunction f is said to be monotone if f .x; y/ C f .y; x/ Ä 0 for all x; y 2 X , and pseudo-monotone if for any pair x; y 2 X , f .x; y/ 0 implies f .y; x/ Ä 0.
We will add now some additional conditions on the bifunction f which will be needed in the convergence analysis: x; y/ c 2 d 2 .y;´/; 8x; y;´2 X:
It is well known that a concave and upper semicontinuous function is alwaysupper semicontinuous.
In this paper we will consider an extragradient method which improves upon (1.4)-(1.5) in two senses:
i) We will deal with a rather general class of Hadamard spaces, while [10] only considers Hilbert spaces. ii) The convergence analysis of the method in [10] requires weak continuity of f . ; /, which seldom holds in infinite dimensional spaces, beyond the case of affine functions. Our continuity assumptions (lower semicontinuity of f .x; / for all x 2 X and -upper semicontinuity of f . ; y/ for all y 2 X) are much less demanding, and covers the important concave-convex case. We also mention another difference between our results and those of [10] , regarding the additional step required for getting strong convergence, rather than weak. In [10] , it consists of a projection of the initial iterate onto the intersection of two halfspaces. Our method, instead, takes a geodesic convex combination in X of the current iterate with a given point in X (see (3. 3)).
The paper is organized as follows. In Section 2, we will present an extragradient method for equilibrium problems in Hadamard spaces. We prove -convergence of the generated sequence to a solution of the equilibrium problem, assuming pseudomonotonicity of the bifunction. In Section 3, we propose a variant of the extragradient method for which the generated sequence can be shown to be strongly convergent to an equilibrium point, when the bifunction is pseudo-monotone. In Section 4, we give some examples where the main results can be applied.
EXTRAGRADIENT METHOD AND -CONVERGENCE
In this section, we study -convergence of the sequence generated by the extragradient method to an equilibrium point of EP .f; K/. The method considered in this section is a particular case of the one studied in [32] in finite dimensional Euclidean spaces. We start with a Hadamard space X, a closed and convex set K X and a bifunction f W X X ! R. We assume that the bifunction f satisfies B 1 ; B 2 ; B 3 , B 4 and S.f; K/ 6 D ¿, and propose the following Extragradient Method (EM) for solving this problem. Initialize: x 0 2 X , n WD 0, 0 <˛Ä k Äˇ< minf 1 2c 1 ; 1 2c 2 g and k D 0; 1; 2; : : :.
Step 1: Solve the following minimization problem and let y n be the solution of it, i.e. y n 2 Argmin y2K f .x n ; y/ C 1 2 n d 2 .x n ; y/ : (2.1)
Step 2: Solve the following minimization problem and let x nC1 be the solution of it, i.e.
x nC1 2 Argmin y2K f .y n ; y/ C 1 2 n d 2 .x n ; y/ :
Step 3: n WD n C 1 and go back Step 1.
In order to prove -convergence of the sequences generated by Algorithm EM to an equilibrium point, we need the following lemma.
Lemma 3. Assume that fx n g and fy n g are generated by Algorithm EM and x 2 S.f; K/, then
Proof. Take x 2 S.f; K/. Note that x nC1 solves the minimization problem in (2.2). Now, letting y D tx nC1˚. 1 t /x such that t 2 OE0; 1/, we have
Since f .x ; y n / 0, pseudo-monotonicity of f implies that f .y n ; x / Ä 0. Hence we can write the above inequality as f .y n ; x nC1 / Ä 1 2 n fd 2 .x n ; x / d 2 .x n ; x nC1 / t d 2 .x nC1 ; x /g:
On the other hand, we have y n 2 Argminff .x n ; y/ C 1 2 n d 2 .x n ; y/; y 2 Kg:
Therefore, letting y D ty n˚. 1 t /x nC1 such that t 2 OE0; 1/, we obtain f .x n ; y n / C 1 2 n d 2 .x n ; y n / Ä f .x n ; y/ C 1 2 n d 2 .x n ; y/ D f .x n ; ty n˚. 1 t /x nC1 / C 1 2 n d 2 .x n ; ty n˚. 1 t /x nC1 / Ä tf .x n ; y n / C .1 t /f .x n ; x nC1 / C 1 2 n ft d 2 .x n ; y n / C .1 t /d 2 .x n ; x nC1 / t .1 t /d 2 .y n ; x nC1 /g:
Then we receive to f .x n ; y n / f .x n ; x nC1 / Ä 1 2 n fd 2 .x n ; x nC1 / d 2 .x n ; y n / t d 2 .y n ; x nC1 /g: Now, if t ! 1 we get f .x n ; y n / f .x n ; x nC1 / Ä 1 2 n fd 2 .x n ; x nC1 / d 2 .x n ; y n / d 2 .y n ; x nC1 /g: (2.5) Also, by B 3 , f is Lipschitz-type continuous with constants c 1 and c 2 , hence we have c 1 d 2 .x n ; y n / c 2 d 2 .y n ; x nC1 / C f .x n ; x nC1 / f .x n ; y n / Ä f .y n ; x nC1 /:
(2.6) Note that by (2.5) and (2.6), we obtain . 1 2 n c 1 /d 2 .x n ; y n /C. 1 2 n c 2 /d 2 .y n ; x nC1 / 1 2 n d 2 .x n ; x nC1 / Ä f .y n ; x nC1 /:
(2.7) In the sequel by (2.4) and (2.7), we have .1 2c 1 n /d 2 .x n ; y n / C .1 2c 2 n /d 2 .y n ; x nC1 / Ä d 2 .x n ; x / d 2 .x nC1 ; x /: Remark 1. In Lemma 3, it is obvious that lim n!1 d.x n ; x / exists and hence fx n g is bounded. Note that lim inf n!1 .1 2c i n / > 0 for i D 1; 2. Thus we conclude from Lemma 3 that lim n!1 d.x n ; y n / D lim n!1 d.x nC1 ; y n / D lim n!1 d.x n ; x nC1 / D 0;
(2.8) and in the sequel, by (2.4), (2.7) and taking limit, we have lim n!1 f .y n ; x nC1 / D 0.
Theorem 1. Assume that the bifunction f satisfies B 1 ; B 2 ; B 3 and B 4 . In addition the solution set S.f; K/ is nonempty. Then the sequence fx n g generated by Algorithm EM, -converges to a point of S.f; K/.
Proof. Note that x nC1 solves the minimization problem in (2.2). By letting´D tx nC1˚. 1 t /y such that t 2 OE0; 1/ and y 2 K, we get f .y n ; x nC1 / C 1 2 n d 2 .x n ; x nC1 / Ä f .y n ;´/ C 1 2 n d 2 .x n ;´/ D f .y n ; tx nC1˚. 1 t /y/ C 1 2 n d 2 .x n ; tx nC1˚. 1 t /y/ Ä tf .y n ; x nC1 / C .1 t /f .y n ; y/ C 1 2 n ft d 2 .x n ; x nC1 / C .1 t /d 2 .x n ; y/ t .1 t /d 2 .x nC1 ; y/g:
Using the above inequality, a straightforward calculation leads to f .y n ; x nC1 / f .y n ; y/ Ä 1 2 n fd 2 .x n ; y/ d 2 .x n ; x nC1 / t d 2 .x nC1 ; y/g: Now, if t ! 1 we obtain 1 2 n fd 2 .x n ; x nC1 / C d 2 .x nC1 ; y/ d 2 .x n ; y/g Ä f .y n ; y/ f .y n ; x nC1 /; (2.9) also, it is easy to see that 1 2 n d.x n ; x nC1 /fd.x nC1 ; y/ C d.x n ; y/g Ä f .y n ; y/ f .y n ; x nC1 /: (2.10)
Remark 1 shows that fx n g is bounded, therefore there exists a subsequence fx n k g of fx n g and p 2 K such that x n k ! p and hence by ( [29] ) implies that fx n g -converges to a point of S.f; K/.
HALPERN'S REGULARIZATION OF THE EM METHOD
In this section, we perform a minor modification on the EM algorithm which ensures the strong convergence of the generated sequence to a solution of EP .f; K/. In Hilbert spaces, this procedure, called Halpern's regularization (see, e.g., [9] ), consists of taking a convex combination of a given EM iterate with a fixed point u 2 X , where the weight given to u decreases to 0 (see (3. 3)). The strong limit of the generated sequence is the projection of u onto the solution set. The modified method will be called HEM. We will assume in the sequel that X is a Hadamard space, K X is closed and convex, and f W X X ! R is a bifunction which satisfies B 1 ; B 2 ; B 3 , B 4 and S.f; K/ 6 D ¿, and propose the following Halpern's regularization of the Extragradient Method (HEM) for solving this problem.
Initialize: x 0 ; u 2 X, n WD 0, 0 <˛Ä k Äˇ< minf 1 2c 1 ; 1 2c 2 g and k D 0; 1; 2; : : :. Take f˛kg .0; 1/ such that lim k!1˛k D 0 and P 1 kD0˛k D 1.
Step 1: Solve the following minimization problem and let y n be the solution of it, i.e. y n 2 Argmin y2K f .x n ; y/ C 1 2 n d 2 .x n ; y/ : (3.1)
Step 2: Solve the following minimization problem and let´n be the solution of it, i.e. n 2 Argmin y2K f .y n ; y/ C 1 2 n d 2 .x n ; y/ :
Step 3: Determine the next approximation x nC1 as
x nC1 D˛nu˚.1 ˛n/´n:
Step 4: n WD n C 1 and go back Step 1.
In order to prove the strong convergence result by Algorithm HEM, we need the following lemmas. Although the proof of Lemma 4 is exactly similar to the proof of Lemma 3, but we rewrite it, because we need relations (3.5) and (3.8) to prove our main result in this section.
Lemma 4. Assume that fx n g, fy n g and f´ng are generated by Algorithm HEM and x 2 S.f; K/, then d 2 .´n; x / Ä d 2 .x n ; x / .1 2c 1 n /d 2 .x n ; y n / .1 2c 2 n /d 2 .y n ;´n/ (3.4)
Proof. Take x 2 S.f; K/. Since´n solves the minimization problem in (3.2) by letting y D t´n˚.1 t /x such that t 2 OE0; 1/, we have f .y n ;´n/ C 1 2 n d 2 .x n ;´n/ Ä f .y n ; y/ C 1 2 n d 2 .x n ; y/ D f .y n ; t´n˚.1 t /x / C 1 2 n d 2 .x n ; t´n˚.1 t /x / Ä tf .y n ;´n/ C .1 t /f .y n ; x / C 1 2 n ft d 2 .x n ;´n/ C .1 t /d 2 .x n ; x / t .1 t /d 2 .´n; x /g: Since f .x ; y n / 0, pseudo-monotonicity of f implies that f .y n ; x / Ä 0. Hence we can write the above inequality as f .y n ;´n/ Ä 1 2 n fd 2 .x n ; x / d 2 .x n ;´n/ t d 2 .´n; x /g: Now, if t ! 1 , we get f .y n ;´n/ Ä 1 2 n fd 2 .x n ; x / d 2 .x n ;´n/ d 2 .´n; x /g:
On the other hand, since y n solves the minimization problem in (3.1), by letting y D ty n˚. 1 t /´n such that t 2 OE0; 1/, we have f .x n ; y n / C 1 2 n d 2 .x n ; y n / Ä f .x n ; y/ C 1 2 n d 2 .x n ; y/ D f .x n ; ty n˚. 1 t /´n/ C 1 2 n d 2 .x n ; ty n˚. 1 t /´n/ 290 HADI KHATIBZADEH AND VAHID MOHEBBI Ä tf .x n ; y n / C .1 t /f .x n ;´n/ C 1 2 n ft d 2 .x n ; y n / C .1 t /d 2 .x n ;´n/ t .1 t /d 2 .y n ;´n/g; which implies that f .x n ; y n / f .x n ;´n/ Ä 1 2 n fd 2 .x n ;´n/ d 2 .x n ; y n / t d 2 .y n ;´n/g:
, we get f .x n ; y n / f .x n ;´n/ Ä 1 2 n fd 2 .x n ;´n/ d 2 .x n ; y n / d 2 .y n ;´n/g:
Also, by B 3 , f is Lipschitz-type continuous with constants c 1 and c 2 , hence we have c 1 d 2 .x n ; y n / c 2 d 2 .y n ;´n/ C f .x n ;´n/ f .x n ; y n / Ä f .y n ;´n/: (3.7)
Note that by (3.6) and (3.7), we obtain . 1 2 n c 1 /d 2 .x n ; y n / C . 1 2 n c 2 /d 2 .y n ;´n/ 1 2 n d 2 .x n ;´n/ Ä f .y n ;´n/:
(3.8) In the sequel from (3.5) and (3.8), we conclude that .1 2c 1 n /d 2 .x n ; y n / C .1 2c 2 n /d 2 .y n ;´n/ Ä d 2 .x n ; x / d 2 .´n; x /: Lemma 5 ([31]). Let fs n g be a sequence of nonnegative real numbers, f˛ng be a sequence of real numbers in .0; 1/ with P 1 nD0˛n D 1 and ft n g be a sequence of real numbers. Suppose that s nC1 Ä .1 ˛n/s n C˛nt n ; 8n 0:
If lim sup k!1 t n k Ä 0 for every subsequence fs n k g of fs n g satisfying lim inf k!1 .s n k C1 s n k / 0; then lim n!1 s n D 0.
Theorem 2. Assume that the bifunction f satisfies B 1 ; B 2 ; B 3 and B 4 . In addition the solution set S.f; K/ is nonempty. Then the sequence fx n g generated by Algorithm HEM converges strongly to P S.f;K/ u. i.e. x n ! x D P S.f;K/ u:
SOME EXAMPLES AND APPLICATIONS
In this section, in order to show some applications of our main results, we give some examples of equilibrium problems in Hadamard spaces. Hilbert spaces and Rtrees are two basic examples of Hadamard spaces, which in some sense represent the most extreme cases; curvature 0 and curvature 1. The most illuminating instances of Hadamard spaces are Hadamard manifolds. A Hadamard manifold is a complete simply connected Riemannian manifold of nonpositive sectional curvature. The class of Hadamard manifolds includes hyperbolic spaces, manifolds of positive definite matrices, the complex Hilbert ball with the hyperbolic metric and etc. The details are described in [2] .
In the sequel, we first recall hyperbolic spaces. We equip R nC1 with the inner product hx; yi D x 0 y 0 C n X i D1 Then h ; i induces the Riemannian metric d on the tangent spaces T p H n T p R nC1 as d.x; y/ D arccosh. hx; yi/; 8x; y 2 H n for p 2 H n . Then .H n ; d / is Hadamard manifold with sectional curvature 1 at every point (see [2] ).
In the following example, we give an equilibrium problem in the hyperbolic space. In the last example, we first introduce the geometric median and the Fréchet mean for a finite set of points in Hadamard spaces. Then we define two bifunctions f j for j D 1; 2, which satisfy B 1 ; B 2 ; B 3 ; B 4 and their equilibrium points are the geometric median or the Fréchet mean of the finite set of points. This result can be used for finding median and mean in a Hadamard space. :
Now, we define j W X ! R as j .x/ D P n i D1 w i d j .x;´i / and then we consider f j W X X ! R as f j .x; y/ D j .y/ j .x/ for j D 1; 2. It is obvious that f j satisfies B 1 ; B 2 ; B 3 , B 4 and S.f j ; X / 6 D ¿, and any equilibrium point of EP .f j ; X / is the minimum point of j for j D 1; 2.
