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We investigate a system of equally charged Coulomb-interacting particles confined to a toroidal helix
in the presence of an external electric field. Due to the confinement, the particles experience an
effective interaction that oscillates with the particle distance and allows for the existence of stable
bound states, despite the purely repulsive character of the Coulomb interaction. We design an order
parameter to classify these bound states and use it to identify a structural crossover of the particle
order, occurring when the electric field strength is varied. Amorphous particle configurations for
a vanishing electric field and crystalline order in the regime of a strong electric field are observed.
We study the impact of parameter variations on the particle order and conclude that the crossover
occurs for a wide range of parameter values and even holds for different helical systems.
I. INTRODUCTION
One-dimensional (1D) interacting many-body systems
are a field of steadily growing interest, in particular due
to the fact that the properties of these 1D structures can
be drastically different from those of bulk materials [1, 2].
This renders them interesting candidates for e.g. nano-
electronics and photonic applications [3–5]. Prominent
approaches for confining particles to 1D space include
carbon nanotubes (CNT) [6–8] as 1D nanowires, the trap-
ping of particles in evanescent fields of thin nanofibers
[9–12], and biological compounds such as DNA molecules
[13, 14]. The last example is especially interesting since
the 1D nanowires are not straight but bent into a helix.
The helical structure offers several advantages, such as in-
creased robustness with regards to deformations [15, 16],
which makes them a desirable class of systems. One-
dimensional structures with helical geometry are not lim-
ited to biological compounds but are prominent in ar-
tificial nanostructures and photonics [7, 8, 11, 17–19].
Experimental preparatory techniques have succeeded in
designing helical structures with diameters as small as
10 nm [7, 20].
Charged particles confined to a helical structure can
give rise to interesting properties, such as the optical ac-
tivity of chiral molecules [21, 22]. However, many ap-
proaches to the physics of helical systems are based on
approximations with continuous charge densities or non-
interacting particles. In recent years, a series of theoreti-
cal works have demonstrated that a fascinating behavior
can emerge when long-range interactions between heli-
cally confined particles are taken into account. [23–33].
It was shown that the Coulomb interaction, together with
the constraining forces of the helix can form an effective
1D interaction potential that oscillates with the particle
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distance on the helix [23, 24]. Depending on the helix
geometry, this potential can possess several minima, at
which the Coulomb forces are exactly canceled by the
constraining forces. This allows the particles to ‘con-
dense’ into stable lattice-like 1D particle chains on the
helix, even when their interactions are purely repulsive.
As a direct consequence of the oscillating effective in-
teractions, interacting particles on inhomogeneous helices
were shown to exhibit interesting dynamics, such as the
binding or dissociation of particles by scattering at such
an inhomogeneity [26]. Investigations of interacting par-
ticles on a toroidal helix showed that the band structure
and dispersion of the phonons can be controlled by the
helix radius [27]. For the toroidal helix, a critical radius
was found, at which the oscillations of individual particles
decouple, and excitations are prevented from dispersing
through the helical system [27, 28].
The unique properties arising from the oscillating ef-
fective interactions are not limited to the structure and
dynamics of charged particles. The overall mechanical
behavior of the helix is equally affected. This can, for
example, be observed in the unusual electrostatic resis-
tance to a bending of the helix [30]: When interactions
between the particles are considered, it was found, that
for a fixed particle density, the system switches period-
ically between favoring and resisting the bending when
the length of the helix is varied. Additionally, for large
helix radii, the system’s ground state (GS) was found to
drastically change for just slight variations in the bend-
ing, resulting in a discontinuous GS bending response.
The above examples demonstrate the unique physics
occurring when long-range interactions between helically
confined particles are considered. A common denomina-
tor of these investigations is the dependence of the unique
properties on the helix geometry. Since variations - e.g.
of the helix radius - are difficult to realize in experimental
setups, the question arises whether a similar control can
be achieved in a different way, such as by the application
of external electric fields. A first step in that direction
was taken in Ref. [31], where time-dependent electric
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2fields were proposed to realize state transfers between
arbitrary equilibrium configurations in a helical system
with two charged particles.
In the above spirit, we study here the influence of an
electric field on the static properties of charged parti-
cles on a toroidal helix. We identify two distinct phases
of order that depend on the external field strength: an
amorphous-like phase, that persists for weak electric
fields, and a phase with crystalline order that is adopted
in the presence of strong electric fields. We demon-
strate the possibility of continuously switching between
the phases by varying the electric field strength. Further-
more, we verify the existence of the observed phases for
a large parameter space.
This work is structured as follows. Section II describes
the confinement of charged particles to a toroidal he-
lix and the resulting effective interactions in detail. In
section III, we then show the structural phase transi-
tion for an example system. We start by demonstrat-
ing amorphous ordering for individual particle configura-
tions. Subsequently, an order parameter is designed and
the disorder of the system is classified. Then, we demon-
strate how a continuous transition from amorphous to
lattice ordering can be induced by tuning the electric field
strength. In section IV we demonstrate the generality of
our results for a wide parameter range. Our conclusions
and outlook are provided in section V.
II. CHARGED PARTICLES ON A TOROIDAL
HELIX
We consider a system of N equally charged particles
confined to a 1D path defined by a parametric function
r(u) : R → R3. The particles are subject to a gradient
force FE = qE in form of an external electric field, and
interact via Coulomb forces FC = λeij/|r(ui) − r(uj)|2,
where λ = q2/4pi0 is the coupling constant, and ui
and uj are the positions of the interacting particles in
parametric coordinates. Since the particles are only al-
lowed to move along the 1D path r(u), they additionally
experience confining forces. The confining forces can-
cel all forces acting perpendicular to the path, result-
ing in an effective force parallel to the tangential vector
∂ur(u). Mathematically, the consideration of confining
forces corresponds to a projection of forces on the para-
metric curve. With
proj (a,b) := (a · b) · b||b||
the effective force on a particle can be written as
F
(i)
eff = proj
qE+ N∑
i 6=j
λ eij
|r(ui)− r(uj)|2 ,
dr(ui)
dui
 (1)
The effective force on a particle vanishes if the sum of all
forces is perpendicular to the confining path. Despite re-
pulsive interactions between the particles, the geometry
a)
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FIG. 1. (a) A toroidal helix with M = 8 windings, for the
parameter values r/h = 1.6/pi, R = 2. (b) The Coulomb po-
tential VC(ui, uj) for the same parameters as (a), and different
fixed values of 0 ≤ ui ≤ pi. The position uj = piM = 8pi cor-
responds to particle positions on opposite sides of the torus.
Coloring varies from red (ui = pi) to black (ui = 0). (c) The
Coulomb potential VC(0, uj) for the same parameters as (a),
and different helix radii 0 ≤ r ≤ R. Coloring varies from
black for r = 0 to red for r = R.
of the path can thereby allow for the existence of equi-
librium states where the effective forces on all particles
vanish. These stable equilibrium configurations corre-
spond to minima in the potential energy, which is given
by
Vtot = VE + VC =
N∑
i=1
qE · r(ui) +
N∑
i<j
λ
|r(ui)− r(uj)|
(2)
Eq. 2 already accounts for the effects of the confinement
by only allowing for particle positions on the parametric
curve r(ui).
The effects of confining forces are particularly relevant
for paths with nontrivial geometry in the form of non-
vanishing curvature. A simple class of systems satisfy-
ing this demand - while at the same time being common
enough to occur in nature - are helical systems. Here,
we investigate the properties of equilibrium configura-
tions on a toroidal helix. An example of such a system
is visualized in Fig. 1(a). The particle positions on a
toroidal helix are given by the following parametrization
in Euclidean space:
r(ui) :=
 (R+ r cos(ui)) cos(ui/M)(R+ r cos(ui)) sin(ui/M)
r sin(ui)
 , ui ∈ [0, 2piM ]
i ∈ [1...N ]
(3)
where R is the torus radius, r is the helix radius, and
M the number of windings. Since we want the helix to
close after circling around the torus exactly once, the
parameters must satisfy the relation Mh = 2piR, where
h is the helix pitch. The parametric coordinate ui of
3the i-th particle can be interpreted as an angle. If ui
changes by an amount of 2pi, the position on the helix
changes by exactly one winding. Since the toroidal helix
has M windings, r(ui) is invariant under translations by
ui → ui + 2piM . For easier comparison between systems
with different parameters, we introduce the filling factor
v = N/M as the ratio of particles per winding.
Coulomb Potential Since the confinement can drasti-
cally change the underlying potential landscape, we will
now discuss the effects of the confinement on the two
sums of Eq. 2 individually. For the Coulomb potential,
already the contribution of two particles shows an im-
mense complexity compared to the Coulomb interaction
of ‘free’ particles. When written as a direct function of
the parametric coordinates ui and uj , the two-particle
Coulomb potential V ijC := VC(ui, uj) of the particles i
and j is given by:
V ijC = 2λ
[
sin2
(
ui − uj
2M
)
(R+ r cos(ui)) (R+ r cos(uj)) + r
2 sin2
(
ui − uj
2
)]−1
2
(4)
This potential directly depends on the helix parameters
and can - depending on the helix geometry - possess sev-
eral minima. Minima in the Coulomb potential corre-
spond to positions, where the particles cannot move fur-
ther along the helix, without decreasing their (3D) dis-
tance to each other - for example by trapping each other
on opposite sides of a helix winding. The general behav-
ior of Eq. 4 is indicated by Fig. 1(b) which shows multi-
ple cross-sections of the potential for various fixed values
of ui. Contrary to the Coulomb interaction of ‘free’ par-
ticles, the effective Coulomb interaction of particles on a
toroidal helix cannot be described by the relative particle
distance alone. As a consequence, the cross-sections of
Vtot are different for different positions of ui. This also
implies that both particles can experience slightly differ-
ent potential wells, and compete for minimization of the
total potential energy. Note that the above-described be-
havior is a direct consequence of the toroidal helix being
bent since in the case of a homogeneous helix the effec-
tive interaction can be described using only the relative
particle distance. The influence of the helix radius on
the effective Coulomb potential is shown in Fig. 1(c).
The figure shows the change of a single cross-section for
variations of r in the range 0 ≤ r ≤ R. With decreasing
r, the stability of the minima decreases. For small values
of r, some of the equilibria become unstable. In the limit
of r → 0, the oscillations disappear, leaving only a sin-
gle stable minimum. In this minimum, both particles are
positioned on opposite sides of the toroidal helix with a
distance of ∆ij = piM .
Electric Field The potential energy contribution of
the electric field VE is similarly influenced by the confin-
ing forces. In this paper, we consider an electric field in
z-direction. The potential energy VE then simplifies to:
VE =
N∑
i=1
qEr sin(ui) (5)
Similar to the Coulomb potential, VE also oscillates with
the particle positions. Both interactions therefore sup-
port the formation of equilibrium configurations. How-
ever, the characteristic length scales of the oscillations of
VE and VC are in general different. From this, one may
already expect fundamentally different behavior for the
regimes of dominating Coulomb interaction and domi-
nating electric field.
From the above discussion, it is easy to see that the
potential landscape of a system with N particles can be-
come quite complex since it consists of (N − 1)! sums
of functions like Eq. 4, in addition to the potential VE
given by Eq. 5. Already systems with only a few parti-
cles can support a plethora of minima [23] that in general
can only be found within numerical calculations. With
this, the tasks of finding the equilibria of systems with
large particle numbers can quickly become computation-
ally expensive.
In the following, we will describe the structural phase
transition of the equilibria, occurring when the electric
field strength is varied. Our results are given in dimen-
sionless parameters, where energies are measured in units
of λ/α = q2/4piα0, and - due to the scale invariance -
distances can be scaled by the constant α = pi/2h. For
an initial overview over the effective behavior, we use the
following parameter values: M = 8, N = 10, r = 0.8,
R = Mh/2pi = 2.
A final remark on our computational approach is in
order: The minima of Vtot for E = 0 are obtained with a
quasi-Newton method [34, 35]. For different electric field
strength, the minima were obtained using an interior-
point method [36], by step-wise varying E and calculating
the new minima while using the minima of the previous
step as an initial guess.
III. STRUCTURAL CROSSOVER
In this section, we investigate the equilibrium config-
urations of charged particles on the toroidal helix and
show how a transition from amorphous-like to crystalline
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FIG. 2. (a)-(c) Visualizations of the ground state: (a) 3D
view, (b) xy-projection, and (c) parametric coordinates. Ver-
tical lines in (c) indicate the outermost part of a winding.
(d) Energies of stable states sorted by the number of singlets
s. (e)-(i) Example minima in parametric coordinates, sorted
by their energy. Vertical lines again indicate the outermost
part of each winding. (j)-(k) Different visualizations of the
equilibria of (e) and (i), showing the z-component of the par-
ticle positions rz(u) = r sin(u) as a function of the parametric
coordinate. For emphasis, the possible particle positions are
marked by the blue line.
particle ordering can be induced by varying the external
electric field strength. While this structural crossover is
a general effect that can be observed for a wide param-
eter regime, the specific equilibria can be influenced by
the helix parameters. Consequently, the results shown
in this section will contain some parameter-specific fea-
tures. A generalization of the results to different param-
eter regimes is discussed in section IV.
A. The Minima of the Helical Coulomb Potential
We start with the case of a vanishing external electric
field. In this case, the potential landscape simplifies to
Vtot = VC . Here, we want to convey a basic intuition for
the equilibrium particle configurations in this regime.
The Ground State We start by examining the GS of
the system, visualized in Figs. 2(a)-(c). For E = 0, the
particles minimize their energy by maximizing their dis-
tances. Our system is small enough such that all particles
interact significantly with each other, and positions close
to the center of the torus are avoided. If we had as many
particles as windings (filling factor v = 1), in the GS, each
particle would occupy the outermost point of a winding.
However, since we have 10 particles and only 8 windings,
some of the helix windings are occupied by several parti-
cles. When two particles occupy the same winding [37],
they want to align at a distance corresponding to the first
minimum of the two-particle Coulomb interaction. Slight
deviations from this distance are caused by interactions
with neighboring particles.
Nomenclature From the top-view of our system in
Fig. 2(b) it is intuitive that the energy of any config-
uration will increase if a particle moves closer towards
the center of the torus. We will now use this effect to in-
troduce some helpful nomenclature. We split the toroidal
helical path into M windings and characterize the min-
ima by the distribution of particles onto these windings.
These distributions will be called x-lets: a winding with
only a single particle is called a singlet, one with two
particles a doublet, and so on. By this definition, the
GS depicted in Figs. 2(a)-(c) consists of 6 singlets and 2
doublets.
Excited States An overview of the excited states is
given by Fig. 2(d). It shows the energy of all minima
sorted by their number of singlets s. Each minimum is
represented by a black horizontal line. The lowest energy
or ground state can be found in the column for states
with s = 6 singlets. In total 710 distinct minima were
found in the potential landscape for E = 0. The minima
seem to be equally distributed over a large energy range.
We observe a decrease of the occupied energy range for
an increasing number of participating singlets. Example
visualizations of excited states are shown in Fig. 2(e)-(i)
together with their corresponding energy. The particle
positions in Figs. 2(e)-(i) follow a simple pattern: the
particles try to accumulate around the outermost part of
a winding. If they share a winding with other particles
they somewhat deviate from this lattice order, creating
staggered particle configurations. The distance between
particles that share a winding is approximately the same
for doublets and triplets, and corresponds to about 30%
of the length of a winding - a significant deviation from
a crystalline lattice ordering.
The distances between particles in doublets and
triplets are visualized in Fig. 2 (j) and (k). They re-
spectively show the same equilibria as Fig. 2 (e) and (i)
and additionally include the z-position of each particle.
To guide the eye, the z-components of the parametric
curve rz(u) = r sin(u) is represented by the blue curve.
We can see that for example the particles in doublets
prefer to align almost on opposite sides of the winding to
maximize their distance.
For our chosen parameters, all minima follow the same
pattern as the five example excited states in Fig. 2(e)-(i):
the total particle number N is split up into singlets, dou-
5blets, triplets and in some cases even quadruplets, which
are then distributed among the windings. Therefore, ev-
ery minimum is uniquely characterized by a specific se-
quence of x-lets.
B. Classifying the Particle Order
Now, we design an order parameter to classify the par-
ticle order of every equilibrium particle configuration in a
mathematically more rigorous way. We start by consid-
ering how such an ordered particle configuration might
look like. Any quantifiable order that can be observed for
most of the minima will likely be linked to a symmetry
of the confining manifold. The toroidal helix possesses
a discrete rotational symmetry. It is invariant under a
rotation of 2pin/M with n ∈ N around its center. In
our parametric coordinates ui this corresponds to a dis-
crete translation symmetry. We have already seen hints
for this translation symmetry in the discussion above.
From Eq. 5, we can see that this symmetry holds even
in the presence of an electric field in z-direction. Our
order parameter should therefore also reflect this sym-
metry. From Eq. 3 and the definition of VE , we can also
see that the symmetry is broken if the field has a compo-
nent perpendicular to the z-direction, which is why this
case is not considered in this work. With this in mind,
we define our order parameter Θ:
Θ = 1− 1
pi
√∑
i(di − µ)2
N
with µ =
1
N
N∑
i
di (6)
where di = Mod (ui, 2pi)−Mod (ui+1, 2pi) are the trun-
cated next-neighbor(tNN) distances and µ the mean of
all di. The di can be interpreted as a relative deviation
of the neighboring particle positions within their wind-
ing. The second summand of Θ in Eq. 6 is simply the
normalized standard deviation of the tNN distances.
As an order parameter, Θ is in the range [0, 1]. Θ is
1 if all di are the same and the particles show a lattice
symmetry. Θ decreases with increasing deviation from
this translation symmetry. The lower the value of Θ, the
greater the disorder.
We can now use this order parameter to characterize
the order of the equilibria. From Fig. 2(b) we can see
that the particles in the GS are mostly aligned at the out-
ermost point of each winding. With the exception of the
two doublets, the particles already possess a translation
symmetry. However, the two doublets distort six of the
ten tNN-distances from perfect lattice ordering, resulting
in ΘGS = 0.613. The order of the minima shown in Fig.
2(e)-(i) is 0.535, 0.517, 0.377, 0.453, and 0.342 respec-
tively. In this fashion, we can calculate the order param-
eter for every minimum. The results are shown in Fig. 3
as a probability density pΘ. The order parameter Θ of a
minimum is (approximately) proportional to the number
of singlets s. The large peak around Θ ∼ 0.53 consists
entirely of minima with 4 ≤ s ≤ 6. The peaks around
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FIG. 3. Probability density pΘ for finding a minimum with a
specific order Θ for a system with M = 8, r = 0.8, h = pi/2,
R = 2 and N = 10.
Θ ∼ 0.45 and 0.35 consist of minima with 2 ≤ s ≤ 4 and
0 ≤ s ≤ 3 respectively. As we will see, pΘ will evolve as
a bulk when the electric field strength is increased. For
our purposes, the statistics of pΘ is well described by the
mean value pΘ and the standard deviation σ(pΘ). For the
curve of Fig. 3 we get pΘ = 0.420 and σ(pΘ) = 0.071.
C. Forcing Crystalline Ordering
We will now investigate the effect of a static exter-
nal electric field on the equilibrium particle positions.
From Eq. 5, we know that the electric field creates
an additional periodic modulation of the potential land-
scape. The competition between the electric field and
the Coulomb forces can induce complex behavior, such
as the creation or annihilation of minima when the field
strength is varied. For the evaluation, the minima for
E > 0 are obtained by tracing the minima found for
E = 0 while the electric field is increased adiabatically,
i.e. we do not actively search for newly created minima,
which are only stabilized by the electric field. In prac-
tice, we varied the electric field in steps of ∆E = 0.002
and calculated the new equilibrium positions using the
equilibria of the previous step as initial guesses.
Order Parameter Evolution The evolution of pΘ(E)
for an adiabatic increase of E can be seen in Fig.
4(a). The information is split up into the mean value
pΘ(E) (blue), the minimum min(pΘ(E)) and maxi-
mum max(pΘ(E)) (black), and the standard deviation
σ(pΘ(E)) (red). Note the different scale of the standard
deviation. Close to E = 0, there is a small range where
pΘ(E) changes very little, while the variance increases.
In this field range, most of the complex changes in the po-
tential landscape, including the annihilation of minima,
take place. For our chosen parameters, about ∼ 16.5%
of all minima are annihilated in this phase. When a min-
imum is annihilated, there will be a sudden jump in the
tNN distances, corresponding to particles changing their
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FIG. 4. (a) Evolution of the order parameter Θ when the electric field E is increased adiabatically; with the mean value pΘ
(blue), the minimum and maximum Min(pΘ)/Max(pΘ) (black), and the variance σ(pΘ(E)) (red). Note the different scale of
the variance. (b) Normalized statistics of nearest neighbor distances for E = 0(blue) and E = 25(orange). The two insets
correspond to the variance σp(qi) and mean (modulo 2pi) p(qi) of individual peaks in the statistics as a function of E. The colors
of the five peaks (sorted by increasing qi) are blue, yellow, green, red and purple. (c) Energies of equilibrium configurations for
E = 25, sorted by their number of singlets s.
winding. This sudden change of particle positions is the
reason for the increase of σ(pΘ) in the low field regime.
The specific bifurcation scenarios by which these anni-
hilations take place depend strongly on the chosen sys-
tem parameters and can quickly get quite complex [31].
For larger fields, pΘ(E) increases with E while the vari-
ance decreases, indicating a transition to minima with
lattice order. In this regime, variations in the electric
field only adjust the particle positions while their distri-
bution among the windings persists. From min(pΘ(E))
we can see that a large enough field can impose order in
the system - independent of the initial particle configu-
ration.
Relative Particle Positions The reason why an in-
crease of the electric field strength causes an increase
in our order parameter can be understood from the be-
havior of individual particles during the transition. For
this purpose, we consider the nearest-neighbor (NN) dis-
tances qi := ui − ui+1 of the particles. Fig. 4(b) shows a
statistic of the occurring NN distances for E = 0 (blue)
and E = 25 (orange). For E = 0, we see a relatively
sharp peak at a distance of slightly less than pi, very
close to the first minimum in the Coulomb potential. It
is caused by the particles with a NN in the same winding
i.e. the doublets, triplets and so on. It is also possible
that the NN particle is in a neighboring winding. There-
fore, we also see NN distances around the value of 2pi.
There are also smaller probabilities for finding a NN at
distances around 4pi, 6pi, and 8pi. They correspond to
the cases with 1,2, and 3 empty windings between the
NN particles.
The evolution of this statistics with variations of the
electric field strength is shown in the insets of Fig. 4(b).
In both insets, the information is split up into 5 curves,
each representing the evolution of a peak in the probabil-
ity density. The upper inset shows that the variance of
each peak decreases with increasing E, while the lower
inset describes a continuous shift of the mean position
of each peak to multiples of 2pi when E is increased.
For large electric fields, the result are sharp peaks in
the distribution p(qi) at distances of 2pin, n ∈ N0 (see
Fig. 4(b)(orange)), corresponding to a lattice ordering
with a lattice constant of 2pi. The dominating electric
field drives the particles along the z-direction and forces
a clustering around the top of the helix windings.
Potential Landscape The fundamental change of sys-
tem properties for large E is evident from the energies
of individual minima. They can be seen in Fig. 4(c),
again sorted by the number of singlets s. Compared to
the case E = 0 shown in Fig. 2(d), the minima are now
sorted into narrow ‘bands’ with little relative distance
in energy. The minima of each band contain the same
number of singlets, doublets and so on. These bands
are formed because, for these large fields, the interaction
between particles is only significant when they share a
winding. Therefore, for large E, the specific number of
x-lets in a minimum has a greater impact on the energy
than their relative ordering.
Furthermore, since the potential landscape for a dom-
inant electric field is qualitatively described by the po-
7tential VE , we can also estimate the stability of minima
in this regime. Transitioning to another minimum re-
quires a particle to change its winding, and therefore to
move past the transition state at which the particle is
located at the down most point of a winding. Using Eq.
5 and neglecting the Coulomb interaction, this transi-
tion requires energy in the order of ∆E = 2Er. In the-
ory, these energy barriers can be made arbitrarily large.
The increased stability in large electric fields can also
be used to tune a more common, temperature-induced,
order-disorder transition.
IV. GENERALIZATION TO PARAMETER
VARIATIONS
We will now discuss the influence of parameter vari-
ations on the transition between amorphous and crys-
talline particle ordering. Since the clustering of particles
at the top of the helix windings can always be enforced if
E is large enough and r > 0, we will focus our discussion
on arguments for the persistence of amorphous ordering
for parameter variations in the absence of the external
electric field.
A. System Size
In the previous section, we have observed the tendency
of particles to avoid positions close to the center of the
torus. This effect is a direct consequence of the small sys-
tem size and can be suppressed by reducing the ratio of
r/R. Here, we study the impact of the ratio r/R on the
system by increasing the winding number M (and con-
sequently increasing R due to the relation Mh = 2piR)
while maintaining a constant filling factor v = N/M and
helix pitch h. Note, that due to the large number of min-
ima and the numerical challenge of finding all of them,
data for systems with M > 8 were obtained from a ran-
dom subset of minima and not every possible equilibrium
configuration in the potential landscape for these specific
parameters. The number of minima η considered for each
subset has been chosen such that the total number of par-
ticles used for the statistics is about ηvM ∼ 30000. To
ensure that this statistics is representative for the sys-
tem, we verified that repeated calculations with different
random subsets give very similar results.
The influence of increasing the winding number (and
thereby increasing the torus radius) is analyzed in Fig.
5. A general overview is given by Figs. 5(a)-(c) which
show the particle positions in parametric coordinates over
a distance of eight windings for systems with a total
of M = [8, 64, 128] windings and a constant filling of
v = 1.25. Fig. 5(a) represents a system with M = 8,
where all particle positions are close to the outermost
part of the windings which are indicated by the vertical
lines. With increasing M (Figs. 5(b,c)), this specific po-
sition dependence disappears such that in (c) the particle
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FIG. 5. (a)-(c) Particle positions (cutout of 8 windings) of
equilibrium configurations in parametric coordinates for a
constant filling v = 1.25 and (a) M = 8, (b) M = 64, (a)
M = 128. (d) Probability density pu for finding a particle at
a certain position in a winding for M = 8 (blue) and M = 128
(orange). The inset shows pu for M = 16, 32, 64 (blue, red,
green) respectively.
positions look almost random.
Further insight into the size-effects can be gained from
the analysis in Fig. 5(d). It shows the probability den-
sity pu for finding a particle at a specific position within
a winding for a system with M = 8 (blue) and a much
larger setup with M = 128 (orange). The positions 0 and
2pi correspond to the positions closest to the center of the
torus, whereas pi marks the outermost part of the wind-
ing (with a distance of R+ r from the torus center). We
can see that, for M = 8, particles avoid positions close
to the center of the torus. In addition, there is a peak at
pi, indicating an increased likelihood of finding a particle
at an outermost position. This peak is mostly caused by
the singlets which - due to their lack of close neighbors -
hardly deviate in terms of their position from the outer-
most part of the winding. In contrast, this dependence
of pu on the position within a winding is hardly visible
for M = 128. For M = 128, the system is a good ap-
proximation of the straight helix with M,R → ∞ and a
constant probability density of 1/2pi. Interestingly, (ex-
cept for the peak at pi) the probability density pu for
M = 8 is of similar order in the range [pi/2, 3pi/2], indi-
cating that the particle positions for M = 8 are far less
predictable than the visualizations of Figs. 2(e)-(i) might
suggest.
Fig. 5(d) shows only the cases of very small (M = 8)
and very large (M = 128) systems. A better under-
standing of the evolution of the probability distribution
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FIG. 6. The mean pΘ and variance σ(pΘ) of the order pa-
rameter for variations of (a)-(b) the particle number N , and
(c)-(d) the helix radius r. All figures were obtained for M = 8
and E = 0.
pu between these two regimes can be gained from the
inset (e) of Fig. 5. It shows the curves pu for different
intermediate values of M . An interesting observation is
that for increasing M the peak at pi broadens and then
disappears, before any significant change in the ‘avoided’
region around 0 and 2pi can be observed. Only after the
peak at pi disappeared, does the probability for finding
a particle close to 0 or 2pi increase. The reason for this
is that when M is increased, the forces of NNs begin to
dominate over the combined interactions with all other
particles. In general, the positions of singlets are more
strongly affected than doublets or triplets since they, due
to their lack of close neighbors, require less energy to
slightly shift their position. Only for (much) larger M ,
the torus gets big enough such that the effect of parti-
cles avoiding positions close to the center of the torus
becomes negligible. The described behavior implies that
for increasing r/R the particles deviate from the pattern
for equilibrium particle positions described in the previ-
ous section.
An increase of the winding number is therefore respon-
sible for an increase of the disorder - at first due to the
shift in singlet positions and for larger M due to the loss
of any preferred position within the windings. Specifi-
cally for the values of Fig. 5(d): when the winding num-
ber is increased from M = 8 to M = 128, the distribution
of pΘ changes from the values of Fig. 3 (pΘ = 0.42 and
σ(pΘ) = 0.071) to pΘ = 0.24 and σ(pΘ) = 0.03. Since
the amorphous particle order persists in the limiting case
of the straight helix, we can assume that the described
behavior is valid for a large parameter range of helical
systems.
B. Impact of the Helix Radius and the Filling
Factor
Filling Factor So far, we have explored the impact
of the winding number on the properties of our helical
setup, while keeping the filling factor v and the helix ra-
dius r constant. Now we examine the respective effects
of the latter two parameters on the particle order for
E = 0. We investigate the filling factor v = N/M by
varying the particle number N while maintaining a con-
stant number of windings M to prevent the occurrence
of additional effects on the order parameter due to the
system size. The mean and variance of the distribution
pΘ for different particle numbers are shown in Fig. 6(a)
and (b), where the particle number is varied in the range
4...20. The mean value is approximately pΘ ∼ 0.5, while
the variance decreases with increasing N .
The overall behavior of pΘ with changes in the particle
number can be explained by the effect of the changing
particle density on the helix. It is in general unfavor-
able for a winding to have a much larger particle density
than its surrounding windings. However, a larger par-
ticle density on the helix requires more particles within
each winding, and consequently lower-order x-lets, such
as singlets or doublets, are increasingly suppressed with
increasing filling factor v. Compare for example the case
of N = 10 to N = 20: In the former, the average equi-
librium particle configuration contains about ∼ 2.8 sin-
glets (∼ 34%), whereas, for N = 20, the average number
of singlets per equilibrium configuration is about ∼ 1.4
(∼ 18%). We also know from the discussion of the previ-
ous section, that the NN distances of particles that share
a winding are very similar. Since our order parameter
only requires these NN distances as input, slightly dif-
ferent particle distributions among the windings will (for
large N) only have a small impact on the order param-
eter. Consequently, the variance of the distribution pΘ
decreases with increasing filling factor v.
A final remark is in order for the extreme cases of very
low (N  M) and very large (N  M) filling factors.
While the parameter range explored in Fig. 6(a) and
(b) does not have any adverse effect on the structural
crossover, the disorder for E = 0 can be affected in the
limits v → 0 and v → ∞. In case of N  M , when the
particle density on the torus goes to zero, the possible
equilibria will mostly consist of isolated particles with
large distances to their nearest neighbors. In this case,
the system is too scarcely populated to define any (use-
ful) particle ordering. On the other hand, in the limit
of N  M , the average particle distance will approach
zero and the particle positions will almost exclusively be
determined by their NNs. We assume that in this case,
the equilibria for E = 0 will consist of particles with
crystalline ordering - although in small systems a slight
position dependence of the lattice constant may appear
due to the previously discussed size effects.
Helix Radius The helix radius can be varied in the
range 0 ≤ r ≤ R. When r is varied within this range, we
9(again) obtain an almost constant mean value of pΘ ∼ 0.5
(see Fig. 6(c)). While the corresponding variance σ(pΘ)
is also approximately constant for most of the parameter
range, it becomes zero below a critical helix radius (see
Fig. 6(d)). This is because the number of equilibrium
states can be tuned with the helix radius (specifically
the ratio of r/h) and for low values of r, the system only
possesses a single equilibrium state. Otherwise, the be-
havior of pΘ for variations of r is mainly determined by
two competing effects: First, an increase in the helix ra-
dius increases the ratio of r/R and thereby increases the
size effect (and the order parameter) similar to the de-
scription above for variations of M . Second, at the same
time, the helix radius also tunes the number of particles
that can be stabilized within a single winding. From the
discussion of Fig. 3, we know that equilibria with higher-
order x-lets will be less ordered than e.g. those with a
large number of singlets. Consequently, this second ef-
fect alone will lead to a decrease of the order parameter
for increasing r. The values of Fig. 6(c) and (d) are the
result of the competition between those two effects.
V. SUMMARY AND CONCLUSION
In this work, we considered a novel effective interac-
tion arising from the confinement of Coulomb interacting
particles to a 1D toroidal helix. The effective interaction
allows for the existence of a plethora of stable equilibrium
particle configurations. We investigated the properties of
these equilibrium configurations in the presence of an ex-
ternal electric field and found a structural crossover that
can be tuned by varying the electric field strength. For a
vanishing electric field, we found a preference for amor-
phous particle ordering, whereas, in the regime where
the electric field dominates over the Coulomb interac-
tion, the particles cluster within the helix windings and
order themselves in crystalline structures. Especially in
the regime of low electric fields, the specific particle posi-
tions of the equilibria can depend on the helix geometry
and the particle number. We therefore also explored the
general effects occurring when these parameters are var-
ied. While some parameter variations can influence the
overall order of the equilibria, the amorphous ordering
for E = 0 persists for a large parameter range. Notable
limits to this parameter range are low helix radii and
both the upper and lower limits of the filling factor.
A natural continuation of this work consists in the in-
vestigation of the quantum mechanics of helically con-
fined particle chains. Here, the question arises whether
or not we obtain a fundamentally different behavior com-
pared to the classical system. In case of equilibrium
states, this concerns the structure of the eigenstates and
the question for the existence of a quantum mechanical
counterpart for the multitude of minima in the classi-
cal description. For the dynamics, it will be interesting
to see if the intriguing phenomena found in the classi-
cal description [26–29] survive and to what extent they
are modified. First steps towards a quantum mechanical
description of particle chains in helical confinement were
already taken in Refs. [32, 33].
Another promising direction for future works is the
study of the optical properties of particles in a curved
confinement. Helical 1D nanowires have already been
proposed as terahertz antennas [38]. Modeling the sys-
tem as nonlinearly coupled oscillators, the observation of
complex dynamics - such as higher harmonics generation
or period-doubling under external driving - is very likely.
In this case, the electric field could be used to switch
from a disordered state with a highly nontrivial optical
response to a more ordered regime.
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