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Resumo
As comunicações acústicas subaquáticas têm suscitado um interesse crescente na comunidade
científica ao longo das últimas décadas. Tal interesse é justificado não só pela grande variedade de
aplicações que beneficiam deste tipo de comunicações, mas também pelo considerável desenvolvi-
mento que se tem verificado nesta área. De facto, existem atualmente muitas soluções interessantes
tanto a nível académico como comercial. Contudo, a reduzida flexibilidade dos parâmetros iner-
entes ao funcionamento de tais dispositivos torna-os pouco adaptáveis à grande variabilidade de
condições que se verifica no meio subaquático. Por outro lado, as soluções existentes são pouco
escaláveis e não é viável utilizar as mesmas como base para desenvolvimentos posteriores.
Esta dissertação diz respeito ao desenvolvimento de um modem acústico subaquático recon-
figurável com modulação FSK que dispõe da desejada flexibilidade pelo que pode ser ajustado
mediante o meio em que se encontra, podendo também ser utilizado para desenvolvimento e teste
de novos projetos. Mais concretamente, o trabalho aqui apresentado fará uso de um modem FSK
já desenvolvido, tendo como objetivo a seleção e implementação de estratégias que permitam a
melhoria do seu desempenho.
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Abstract
The field of underwater acoustic communications has received an increasing attention over the last
decades. This is due to the wide variety of applications that rely on such form of communication
and also to the great developments this field is constantly undertaking. In fact, there are currently
several interesting solutions of both academic and commercial nature. However, the reduced flexi-
bility of the parameters regarding these systems’ operation is not suited to the high variability of in
loco conditions in underwater channels. Furthermore, these solutions were not designed with scal-
ability in mind, and thus they do not provide a basic structure upon which further developments
can be made.
This dissertation regards the development of a reconfigurable underwater acoustic modem
based upon FSK modulation. This platform allows for the desired flexibility as it can be easily
readjusted and can also be used as a reference project for the development and testing of new
designs. More specifically, the work presented herein will regard a previously developed FSK
modem, aiming for increasing its performance through a careful selection and implementation of
new features.
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Chapter 1
Introduction
The need for underwater wireless communications arises from several applications, such as the
energy industry, the scientific study of the oceanic environment, the communication between vehi-
cles, the recognition of the surrounding space and even more commercially oriented applications.
Among these, the nature of the transmitted signals can be divided into control, telemetry, speech
and video, in an ordering of increasing data rates. Although these applications have not changed
much in recent years (besides the increase of commercial applications), their demands have grown
continuously.
Since electromagnetic waves are widely used in many applications, they could be thought
of as the natural choice to perform such communication. However, in the underwater channel,
these suffer from scattering and also from the medium’s conductivity. The first effect creates the
requirement of narrow laser beams and the second makes the propagation range acceptable only
for very low frequencies. For these reasons, acoustic waves are the most appropriate form of
underwater communication, even if they still suffer from a fair share of adverse effects.
Naturally, researches attempted to transpose many important principals of wireless communi-
cations, mutatis mutandis, to their underwater acoustic counterparts. In fact, important analogies
can be made, however, the particular nature of the channel, along with the associated undesirable
properties, requires more specialized communication techniques. Consequently, throughout the
years, a plethora of systems and techniques has been developed for this purpose, as well as chan-
nel models to support them. Nevertheless, "Just as in telemetry over electromagnetic channels,
there is no single design of an acoustic telemetry system appropriate for all environments" [2]. In
fact, as the variability of in loco conditions precludes an universal characterization of underwa-
ter acoustic channels, each approach is either focused only on a specific set of channels or is not
exactly optimized for any usage scenario. Furthermore, both academic and commercial solutions
are usually not designed with extensibility in mind neither do they allow for simple structural
modifications. Therefore, nearly all the mentioned applications would benefit from the existence
of a re-configurable and extensible platform, as it would allow for a straightforward parameter
optimization and would also serve as a framework for further developments.
This dissertation consists of the development of such platform in the form of an underwater
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acoustic modem. More specifically, it is intended to study the work presented in [3], wherein a
complete FSK modem was developed, and to enhance this fundamental structure by increasing
its robustness and data rates. To that end, the state of the art will be presented in section 2 so
as to provide an insight on the key aspects of underwater acoustic communications (which is by
itself an extensive topic), followed by presentation of the corresponding solutions and systems
developed throughout the years. In Ch. 3, a brief description of the previously developed system
is presented, while a preliminary set of experiments with the goal of better understanding the most
critical aspects of its performance is presented in Ch. 4. A careful selection of the features to be
implemented as well as their actual implementation details are presented in Ch. 5. Finally, the
results of such modifications are presented in Ch. 6 followed by the conclusions that could be
derived from this dissertation in Ch. 7.
Chapter 2
State of the art
2.1 Introduction
Although the idea of conveying information underwater through the use of sound is hundreds of
old, modern underwater acoustic communications arose in the second half of the XX century.
Specifically, the first systems were designed in the seventies, and were based upon the robust
non-coherent modulations, mainly FSK, since coherent detection was still a complex issue due
to the harsh characteristics of the underwater acoustic channel. Digital systems allowed for the
use of techniques such as error correction as well as time and frequency dispersion compensation,
however, since that time, there was not a major development of systems based upon incoherent
modulation, mainly because of their spectral inefficient nature.
The efficiency of coherent detection-based systems, that could make them capable of pro-
viding high data rate communications, made researchers analyze more thoroughly the feasibility
of this kind of modulation. In fact, in the 90’s, the development of coherent-based communica-
tion systems emerged, with several successful implementations, even in shallow water horizontal
channels. Consequently, the associated increase in the effective data rate broadened the horizon of
underwater communications.
The design of such systems, once thought to be unfeasible, was only possible because of the
use of signal processing techniques relying on faithful channel modeling. In fact, this is one of
the key issues of underwater acoustic communications, since it was the study of the properties of
the channel that drove the course of this field from the beginning. The knowledge of the channel’s
properties, along with all the important conclusions that it allowed to be drawn, was responsible
not only for the use of the modulation schemes that were more appropriate for the matter, but also
for more complex and reliable receiver designs.
Of course, such complex systems, would not have been designed without the exponential
growth of cheap processing power. Thanks to it, and the resulting availability of powerful off-
the-shelf components, such as microprocessors and FPGA’s, the development of an underwater
acoustic system today is hardly conditioned by hardware limitations. Additionally, they allow for
more flexible systems and increased scalability, since they can be easily reprogrammed.
3
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The new century brought even more complex designs into the underwater channel, as sev-
eral papers describe the use of multi-carrier modulations (MCM) as well as MIMO techniques.
In parallel with all this developments, networking in the underwater channel has also drawn an
increasing attention.
2.2 The underwater acoustic channel
The underwater acoustic channel is a harsh medium for the establishment wireless communica-
tions. This is due to signal independent factors, such as noise, and also to several modifications
that sound undertakes while it propagates. Therefore, it is of extreme importance to gain insight,
in the first place, on such characteristics of the channel, and afterwards to use such piece of in-
formation to understand the corresponding consequences to the course of communication. It is
important to point out that, as stated above, there is no universally accepted characterization of the
underwater acoustic channel. As such, the purpose of the following discussion is to provide an
generic and essential background that should allow for a coherent approach to problem.
2.2.1 Underwater sound
Attenuation
In the underwater acoustic channel there are two main causes of sound attenuation. The first, is
the spreading loss, which is due to the unfocused nature of sound and consists of its energy being
spread on a continuously larger surface centered in the point of emission. Of course, if the surface
enlarges, the energy at a given point of the surface gets smaller. Thus, the impact of this frequency
independent phenomenon increases with the distance between transmitter and receiver.
The second cause of attenuation is absorption, which consists of the dissipation of the acoustic
wave energy, i.e. its conversion into heat. The amount of attenuation introduced by this effect,
while still dependent on the distance, depends also on the frequency of the signal. More specif-
ically, it increases with the frequency, and as it will be seen further, this has important conse-
quences.
Taking into account these effects, [4] states that the overall attenuation (or path loss) is given
by
A(l, f ) = (l/lr)ka( f )lr−l (2.1)
where l is the transmission distance in reference to lr, f is the signal frequency, a( f ) is the ab-
sorption coefficient and k models the spreading loss. It is important to mention that a( f ) increases
with frequency and thus, the overall attenuation follows this behavior.
Noise
Regarding the noise, it also plays an important role in the underwater acoustic communication.
While its presence is more prominent near the surface, it can arise from several sources [5], many
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of these being site- and frequency-dependent, and each producing noise of its own nature. Ambient
noise, can be modeled by a continuous spectrum and a Gaussian distribution. Despite being Gaus-
sian, ambient noise its not white, in fact, its power spectrum decays at approximately 18db/dec,
and has it will be shown further, this has important consequences.
Speed of sound and sound refraction
In fluids, the speed of sound depends mainly on the density and the compressibility. Since in the
ocean, the former is related to static pressure, temperature and salinity, sound speed in this medium
is a function of this three quantities. Of course, these have generic values in many sites, depending
only on the depth. With this in mind, the generic profiles of the relation between sound speed and
depth are presented in [6]. Herein, it is shown that in the thermocline layer, a region located at
around 1000 feet of depth, the speed of sound has a strong variation, due to the abrupt decrease of
temperature. This variation of speed causes sound refraction, and as it will be shown further, this
will have important implications in the course of communication.
In any case, the mentioned variations are irrelevant with respect to the relationship between
the speed of sound on water and that of the electromagnetic waves on any medium. In fact, the
latter is always several orders of magnitude larger then the former, and this will be the cause of
another undesirable effect.
Sound reflection and scattering
As it is exposed in [6], the underwater channel acts as a wave guide in regards to the propagation
of acoustic signals, and besides the mentioned refraction, it also causes sound reflection. The
main causes of reflection are the bottom and surface of the ocean. The former is considered to be
a nearly perfect reflector (with a reflection coefficient equal to -1), whereas the latter provides a
more complex reflection (depending on the type of bottom surface), with potential loss of energy.
However, these are not the only causes of reflection since it can be caused by any object
that might be along the path of the wave, and the nature of the reflection is deeply related to
that object’s characteristics. In fact, when the surface of incidence is irregular, the wave front is
divided into smaller ones, which are reflected in many different directions. This phenomenon is
called scattering, and not only it weakens the wave that actually continues to propagate in the right
path, but it also causes interference due to the creation of several wave fronts. Nevertheless, for
the frequencies of interest in underwater communications this effect can be neglected[5].
2.2.2 Implications borne on the physical layer
With the mentioned properties of the channel in mind, it is possible to conclude on the implications
that these have on the course of the communication. In the design of a communication system for
the underwater acoustic channel, these are the aspects one is, in fact, ought to consider. Therefore,
a correct and clear organization of such implications is now presented.
6 State of the art
SNR and bandwidth
The SNR and the available bandwidth are relevant measures to consider in order to understand the
capacity of the medium, and in this case, these are deeply related.
As pointed out in [4], the SNR can be described as follows
SNR(l, f ) =
Sl( f )
A(l, f )N( f )
(2.2)
where, once again, l and f are the transmission distance and the signal’s frequency, respectively.
Sl( f ) is the power spectral density of the transmitted signal, and A(l, f ) and N( f ) are, respectively,
the attenuation and the noise functions mentioned in the previous section. From what has been
exposed so far, this equation will probably seem obvious.
From this equation, an interesting conclusion can be drawn. In fact, for a fixed uniform power
spectral density of the transmitted signal, say, 1W, and for a given transmission distance, there
is always a frequency of transmission that maximizes the SNR. Figure 2.1 shows the SNR as a
function of frequency for several transmission distances, with a common set of parameters of the
A(l, f ) and N( f ) (noise) functions.
Figure 2.1: SNR with a fixed power spectral density of the transmitted signal, for several trans-
mission distances. The distance between the arrows corresponds to the available bandwidth [4,
p. 2].
From this figure and the associated SNR function, there is another important conclusion to be
drawn. The available bandwidth with respect to the SNR, i.e. the frequency interval in which the
SNR is at the most 3dB shorter then its maximum, also depends on the transmission distance.
Thus, it can be seen that, as expected from the attenuation and noise functions, as the transmis-
sion distance increases, the available bandwidth decreases, there is an overall SNR reduction, and
the frequency that maximizes it becomes lower. The knowledge of this relationship is important
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when conceiving a system the should be able to perform in very different situations, as is the case
of this dissertation.
Finally, it is important to point out that among the presented transmission distances, the center
frequency is often on the order of the available bandwidth. This observation precludes the use
of the narrowband assumption, as the wideband nature of the signal must be considered if all the
available bandwidth is used.
Time varying multipath and path dispersion
As mentioned in the previous section, the underwater channel acts as a wave-guide in respect to the
transmission of acoustic waves, since the signal reflects and refracts several times along its path,
following the ray propagation model1. This phenomenon, combined with scattering and the unfo-
cused nature of sound, is responsible for the occurrence of multipath - the arrival of several signal
echoes at the receiver, each from a different path. Since each possible path has its own propaga-
tion delay and attenuation factor, the received signals will have different phases and amplitudes,
respectively. The number of paths is theoretically infinite, but signals echoes that have lost most
of their energy can be neglected, thus, only a finite number of paths needs to be considered which
essentially depends on the channel’s geometry. Of course, this results in signal dispersion in time,
considering all the relevant echoes that arrive at the receiver, of an amount on the order of the
longest path delay.
On the other hand, the low pass nature of the channel (exposed in its attenuation equation),
contributes to the time spreading of individual echoes - an effect termed path dispersion - which
will also contribute to time dispersion. An example of the impulse and frequency responses of
individual paths and the overall channel are shown in figure 2.2, where it is clear that the most
prominent effect is the multipath spread since it is much higher than the path dispersion.
Since its impulse response consists of a set of considerably separated discrete multipath ar-
rivals, the underwater channel is considered a sparse multipath channel [4]. This fact enables the
use of sparse equalization techniques, as explained below.
It is also important to note that the multipath dispersion is time varying, mainly due to the
wave’s motion and other inherent changes in the medium. This means that multipath’s nature,
namely, the number of echoes and the echoes themselves, change over time.
In regards to the transmitter-receiver communication, this effect will result in ISI, due to the
mentioned time dispersion, and also in frequency selective fading, since signal echoes with dif-
ferent phases may cause destructive interference. Therefore, from the multipath point of view,
the underwater acoustic channel is essentially a fading multipath channel, which is a rather well
studied communication medium [7, 8].
Naturally, due to sea surface reflections, the total multipath spread reaches its highest promi-
nence in channels consisting of long horizontal links in shallow water environments.
1Although this is not valid for all frequencies, those of interest for underwater acoustic communication justify such
approximation [5, 6].
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Figure 2.2: Impulse response and transfer functions of individual paths and the overall channel.
[4, p. 2]
Doppler Effect
The Doppler effect consists of the different delays that same signal undertakes throughout its
extension and it is mainly due to relative motion between the transmitter and the receiver2, thus,
this effect is often noticeable in underwater acoustic channels. This means, for instance, that the
signal’s leading edge experiences a delay different from that of the signal’s trailing edge which
results in an overall dilation or compression. Consequently, there is also a dilation or compression
in the frequency domain, or, in other words, a frequency shift that depends on the frequency itself3.
More specifically, each frequency f is shifted by a f where a is the ratio between the transmitter-
receiver relative speed and the speed of sound - the Doppler factor.
In order to properly model this effect, one must consider the signal as a whole, accounting
for all its frequency components, and from that kind of premise it can be shown that the signal
faces two forms of distortion. The first is the Doppler shift, which consists of the signal’s power
spectrum being shifted by a fc, where fc is its central frequency. The second is the Doppler spread,
which presents itself as a global scaling of the signal’s bandwidth B by the factor of (1+a), and
the corresponding time scaling of the signal by the inverse factor. Therefore, this effect causes a
frequency dispersion of the signal. Whereas in narrow-band systems the Doppler spread can be
neglected as the shift is almost equal to all frequency components, in wideband systems it must
be accounted for. Like multipath, the motion-induced Doppler effect is also time variable, as the
2The Doppler Effect can also be caused by channel inherent factors, such as wave drifting, currents and tides. In
general, the Doppler effect is due to time variations of the channel which cause changes in the paths’ lengths [8, 9].
Herein, the presented analysis focuses on the Doppler effect caused by transmitter-receiver motion.
3The fact that the frequency shift increases with frequency is, indeed, an intuitive notion since the amount of motion
that originated the Doppler effect corresponds to more wavelengths in higher frequencies
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motion between the transmitter and the receiver is hardly constant over a significant amount of
time.
2.2.3 Final Considerations
As it can be seen, the underwater acoustic medium imposes many challenges to the establishment
of reliable communication.
The frequency-dependent SNR and bandwidth imposes a careful frequency selection for each
implementation scenario, and could be further exploited by the use of an automatic frequency
selection in response to changes in the channel’s characteristics (for that purpose, a feedback
channel would obviously be required). Anyway, a distinction of communication channels can be
made as to weather these are power or bandwidth limited [8]. Due to the frequency response of
the absorption 2.2.1 and the underwater acoustic channel is clearly an example of the latter. As
such, an efficient use of the spectrum is required, if high bit rates are to be achieved.
Time varying multipath and Doppler effect combine to create a time and frequency disper-
sive medium. Despite being, in its essence, a fading multipath channel, the underwater acoustic
medium has several distinct characteristics (which must be accounted for). One of these is the path
dispersion, i.e. the fact that the path gain decreases with frequency. Another important character-
istic is the fact the the Doppler effect is motion induced, rather than simply a consequence of the
time variability of the channel. Furthermore, the total multipath spread, can be much larger than
that of common radio channels.
The knowledge of these factors, i.e. time spreading (due to multipath) and frequency spreading
(due to Doppler, or equivalently time variations of the channel), allows for the estimation of two
fundamental measures of the channel4.
The auto-correlation function of the channel’s impulse response at a fixed instant (i.e. con-
sidering the channel’s impulse response without its time variability) provides the average power
output as a function of the path delay. As such, the range of path delays for which this func-
tion takes non-null values, say Tm, is the total multipath spread. As explained in [8], the Fourier
transform of such function measures the correlation between frequencies as a function of their
difference. Naturally, this function will take non-null values in a range equal to 1/Tm. Therefore
an important conclusion can be drawn: if a channel has a multipath spread of Tm seconds, only
frequencies separated by more than 1/Tm will be affected differently by the channel, and thus
1/Tm is termed coherence bandwidth of the channel.
Additionally, there is an underlying trade-off [9] that must be pointed out: increasing the
symbol time in order to confine ISI to a smaller number of symbols (as it is done in most multipath
fading channels) implies a higher exposure to the time-variability of the channel (as its coherence
time might be exceeded).
A communication system specifically designed for the underwater acoustic channel is re-
quired, since common communication schemes would not be able to cope with such harsh effects.
4Extended analysis in [8], following the pioneer work first presented by Price.
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Of course, it would benefit considerably from signal processing techniques for estimating and
removing them.
2.3 Common strategies
Channel modeling guided the communication systems’ design as several techniques have been
proposed throughout the years as a means of overcoming the undesirable properties of the channel.
Some of these explicitly mitigate such issues whereas others simply avoid them. Nevertheless, they
can be divided into those based upon the selection of the modulation scheme and those based on
careful design of the system’s structure, i.e. on the use of individual techniques often independent
of the chosen modulation scheme. Techniques regarding both approaches will now be presented,
along with the corresponding outcomes in the communication.
2.3.1 Techniques for multipath and Doppler avoidance
Guard intervals
Guard intervals are a simple method to avoid ISI, which consists of inserting delays between
successive symbols in order to allow the time reverberation to vanish before the next symbol is
transmitted. In other words, the delay aims to exceed the coherence time of the channel. Obvi-
ously, this technique results also in a reduction of the data throughput. Examples of the use of this
technique can be found in [10].
Frequency hopping
In order to avoid the throughput reduction of guard times, frequency hopping can be employed,
i.e. instead of remaining idle during the guard times, the system can transmit on another frequency
band. This allows for a more efficient use of the available signal space [2]. Naturally, a frequency
separation that exceeds the Doppler spread is mandatory. Examples of the use of this technique
can be found in [11, 12].
Diversity Techniques
In fading multipath channels, diversity is based on the notion that errors will occur when the
attenuation that the signal is undertaking is large (when the channel is fading). It consists of the
transmission of the same signal through different channels, with independent fading, since the
probability of simultaneous fading above a critical threshold on all channels is much smaller than
on a single one.
In underwater acoustic communications, the most common way of employing this is through
the use of different frequency channels separated by guard bands (frequency diversity)5, i.e. by
5This can be considered a special case of frequency hopping, where the information transmitted in different bands
is the same. Nevertheless, frequency hopping is used in response to the channel’s scattering function whereas diversity
is used to overcome frequency selective fading.
2.3 Common strategies 11
modulating several carriers with the same information signal. Another method for this purpose,
is to use different time slots (time diversity). In the former, the frequency separation must be
higher than the inverse of the total multipath spread (coherence bandwidth), whereas in the latter,
the time spacing must exceed the inverse of the Doppler spread (coherence time)6. This is due
to the need of assuring that fading in different channels is, in fact, uncorrelated. Of course, the
use of these forms of diversity implies a trade-off between bandwidth efficiency and robustness,
which may be critical due to the lack of bandwidth in underwater acoustic channels. Frequency
diversity can also be easily obtained through the use of DSD modulations [13], since it is a natural
consequence of the data signal’s power spectrum being replicated around the carrier’s frequency.
These explicit forms diversity obviously consist of a redundant use of the available signal space
(the time and frequency spans of the signal). However, the so-called implicit diversity can be
obtained by resolving each of the multipath components and combine them coherently to better
estimate the transmitted signal [7], without the mentioned redundancy.
Another important form of diversity commonly used in underwater acoustic communications
is spatial diversity, where an array of transducers properly spaced at the receiver allows for the
reception of uncorrelated signals. Unlike the other forms of diversity, this one has the interesting
property of not requiring a higher bandwidth consumption7.
Altogether, the benefits of explicit diversity usage among many developed systems are some-
how speculative. This is due to the lack of measurements of the medium’s coherence time or band-
width for the actual deployment scenarios, as without them it is impossible to ensure an effective
use of uncorrelated channels. To that end, [15] estimates such measures for specific channels and
concludes that the coherence time is actually frequency dependent.
Coding
Channel coding is another way of achieving higher reliability, through the insertion of redundancy
in the bit stream (of course, at the cost of reducing the information data rate). In the underwater
acoustic telemetry, the most commonly used codes are the block and convolutional ones.
Conceptually, coding has important similarities with diversity usage. In fact, if coding a data
sequence results in its spread over an amount of time greater then the coherence time of the chan-
nel, a form of time diversity is provided. This principle may be transposed to frequency, as coding
methods may be applied to the selection of tones in MFSK so as to introduce a controlled amount
of redundancy - a technique termed coded modulation [16]. The benefits of this technique were
explored in [12], with the use of an Hadamard code.
6The interested reader should refer to [8] for a complete deviation of such measures.
7As stated in [14], "Information theoretic studies have shown that the capacity of a channel increases linearly with
the minimum of the number of transmit and receive antennas".
12 State of the art
2.3.2 Techniques for active multipath and Doppler compensation
In order to actively mitigate the ISI caused by multipath, receiver designs specially developed for
that purpose may be used. As such, [8] derives an optimum8 ML receiver for the generic ISI
affected channel, whereas [1] derives a similar one for the case in which the receiver features a
sensor array and thus benefits from spacial diversity. The defining characteristic of both receivers
is the fact that they use a matched filter in conjunction with MLSE to decide which sequence
was effectively sent by the transmitter, thus they exploit the implicit temporal diversity resulting
from ISI. This implies a trellis-based analysis through the use of the Viterbi algorithm. Since the
computational complexity of MLSE grows exponentially with the number of symbols spanned by
ISI, in most underwater acoustic channel, it becomes impractical. On the other hand, the time-
variable nature of the channel combined with the absence of an a priori knowledge of its impulse
(or frequency) response, implies the use of suboptimal adaptive equalizers that are both adjustable
to it and adapted to its variability.
Adaptive equalization
Adaptive equalization can be performed by linear or nonlinear equalizers whose parameters,
namely its filters coefficients, are adaptively adjusted to the channel’s characteristic through the
use of a training sequence transmitted from time to time. Both approaches will now be presented9.
Linear equalization may be implemented through the use of a simple FIR filter10. This is
usually done by the generation of an error signal that adjusts the coefficients based on the differ-
ence between decisions previously made by the detector and the actual sent symbols (those of the
known training sequence). Several criterion may be used for this adjustment.
The most common criterion is the minimization of the MSE between the mentioned symbols.
Such minimization is usually accomplished through the use of the LMS or the RLS algorithms.
Selecting one of these implies a trade-off between low implementation complexity (LMS) and fast
convergence (RLS). Nevertheless, there are as well implementations of the latter that provide a
reduction in its computation complexity.
It is important to point out that these equalizers are not suited for situations where some fre-
quencies are strongly attenuated, as is the case of many multipath fading channels. This is due
to the type of compensation provided in such cases, which consists of a large spectral gain in the
fading frequencies, resulting in an enhancement of the noise component of the received signal.
The second type of equalizers resorts to nonlinear operations to compensate for channel dis-
tortions too sever for linear equalizers. The most common form is the decision feedback equalizer
(DFE) and its main idea is to use previously detected symbols to estimate the ISI that these will
cause in the following symbols and subsequently remove it.
8Optimum from a sequence estimation error point of view.
9An extended analysis is exposed in [17].
10IIR filters are seldom used due to the possibility of the poles moving outside the unit circle during the adaptation
process.
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To do so, these equalizers use an additional filter - the feed-back filter - whose coefficients are
adjusted in order to cancel the ISI that past detected symbols will cause on the current symbol.
Since this particular filter is linear11, its coefficients are usually adapted through the use of a linear
algorithm such as the RLS or LMS.
As happens with the previous type of equalizers, there are several implementations of nonlin-
ear equalizers with variable computational complexity. Despite their susceptibility to error propa-
gation, nonlinear equalizers are significantly more robust then their linear counterparts. Therefore,
they are appropriate for very harsh channels, such long horizontal links and consequently, are often
the chosen to perform adaptive equalization in underwater acoustic systems.
In order to reduce the computational complexity of adaptive equalization, the sparse nature
of the channel can be exploited through the use of sparse equalization. This technique consists
of the reduction of the number of equalizer taps, keeping only those regarding significant mul-
tipath arrivals. Consequently, besides the complexity reduction, sparse equalization allows for
faster channel tracking and improved reliability since the noise between multipath arrivals is not
processed.
In order to avoid the use of training sequences, one can resort to blind equalization techniques,
which rely only on statistical properties of the signal. Naturally, these suffer from a slower con-
vergence which might be prohibitive considering the channel’s temporal coherence.
An important mechanism to improve the DFE’s resilience to error propagation is turbo equal-
ization. It consists of a joint estimation, equalization and decoding, as the decoder is included
in the DFE’s feedback loop. Several methods regarding sparse, blind and turbo equalization are
briefly discussed in [14].
A widely used adaptive equalization scheme derived from the optimal ML with spacial diver-
sity was proposed [1, 18]. Its structure is presented in figure 2.3. This structure combines a DFE
to equalize the slowly varying channel response with a second order digital PLL to track the more
rapid phase fluctuations caused by the Doppler effect, jointly optimized over MSE. The success
of this implementation is given to the vulnerability of both techniques when optimized separately
[19]. More specifically, the existing time-varying ISI makes phase tracking almost unfeasible (as
was discussed throughout the present chapter), whereas phase fluctuations due to Doppler and
multipath affect significantly the equalization’s performance12.
The evolution of this canonical receiver throughout the years has been towards the reduction
of computation complexity and the increase of robustness. Some examples of such attempts are
summarized in [2]. The latter has been achieved with the use of Doppler shift compensations in
order to ease the tracking task of the DFE-PLL.
11Although this filter is linear, it is used in combination with the other one (the feed-forward filter) and thus the
resulting operation is nonlinear.
12Nevertheless, the coupling between the DFE and the PLL may become unstable[20].
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Figure 2.3: Canonical coherent receiver proposed in [1].
Doppler compensation
Since the Doppler effect corresponds to a scaling of the signal, if the actual scaling factor is known,
it can be effective removed by performing the inverse operation. Many papers claim to use such
technique with great effect either by performing a digital resampling or by acting on the ADC
sampling frequency. Of course, techniques for estimating the amount of motion are required [21].
2.3.3 Simulations
Throughout the years, many researchers have used simulations in the development of their sys-
tems. While these are a powerful tool for assessing signal processing algorithms, they cannot
be used for a thorough evaluation of the entire system. This is due to the lack of incorporation
of all the important factors of the channel in a single simulator and the variability these factors
experience among different channels. For instance, many simulators do not account for the time
variability, which is of course a defining characteristic of the channel. Additionally, many rely on
pure ray propagation which is not appropriate for modeling the scattering phenomenon. Neverthe-
less, recently, there has been an increase in the quality of developed simulator. One of the most
sophisticated is presented in [22].
2.3.4 Modulation schemes
Incoherent modulations
The use of these modulations is a common and well known means of avoiding the mentioned
reverberation issues, even without complex signal processing algorithms, and consequently, high
processing power. However, these suffer from the high bandwidth they require, as their spectral
efficiency is limited to 0.5 bits/Hz. In fact, these receivers are much more appropriate for power
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limited channels than for band limited ones. This makes incoherent systems unsuited by nature
to underwater acoustic channels, specially for the case of high data rate applications. Therefore,
these are mostly used in very harsh environments, like horizontal links on shallow waters, when
moderate data rates are required.
Since the frequency of the signal is its most unchanged property after passing through this
channel (even with the associated Doppler effect), FSK based modulations are the most widely
used modulation scheme in this type of receivers. Furthermore, these provide a threshold-free
decision, since the receiver just needs to select the tone with the highest energy.
This receivers often employ a bank of narrow band filters, using the energy detected at the
corresponding outputs as a means of deciding which of the possible frequencies was sent. One
common practice is to do so by computing the received signal’s FFT. In some cases, in order to
account for the Doppler shift, the narrow bands of this filters are modified, as well as the carriers
used for demodulation. Common strategies for improved reliability include diversity usage (in
some cases with frequency hoping) and guard intervals.
The earliest of these systems had very low bit rates, due to hardware limitations and also
because the data to be transmitted did not require higher rates [10, 23, 24]. Nevertheless, these
were highly reliable as they already used techniques such as diversity and guard times.
In order to improve the bandwidth efficiency, some FSK extensions may be used, such as
multiple tone FSK (MT-FSK) [23, 13, 12], which consists of sending more then one tone simul-
taneously. This enlarges the alphabet13 (whose length is of course equal to the number of tones
in regular FSK) and thus allows to reduce symbol time for a given information rate at the cost of
reduce error robustness (for a fixed average energy). The latter can be improved by selecting only
a subset of all possible tone combinations as a way of increasing the Hamming distance between
symbols (thus implementing a sort of diversity). There are also techniques based on more complex
selection of the possible tone combinations [25], with the goal of increasing energy and bandwidth
efficiency on specific channel models.
Coherent modulations
This receivers emerged in the 90’s in response to the growing demand for high data rate systems,
after being confined to vertical links on deep waters and considered unfeasible in the remaining
situations for decades. Their efficient spectral usage goes far beyond what could be expected from
incoherent systems, however, they lack an inherent robustness up to the requirements of underwa-
ter acoustic communications. Instead, they rely on more sophisticated techniques, such as adaptive
equalization and Doppler estimation, whose goal is to actively mitigate the these undesirable ef-
fects, in order for the phase to be properly tracked by the receiver. Unlike the previous type of
receivers, this one undertook major developments in the last decades.
The use such receivers arose from the use of DPSK modulations, which were not exactly
coherent, but served as a preliminary step to the use of phase information rather then frequency
13Some authors prefer to describe it as different channels, each with a regular FSK modulation.
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information of the signal. In fact, these were much easier to implement, since they did not need
an explicit estimate of the carrier’s phase, however, they suffered from a higher error probabil-
ity14, when compared to their purely coherent counterparts. Nevertheless, the effect of increased
bandwidth efficiency was clear, as even one of the first implementations of DPSK [26] allowed
for a data rate of 4800 bit/s at a 45°angle, which was considerably higher than what was usually
achieved by incoherent systems.
Multi-carrier modulation
Multi-carrier modulations, namely OFDM, have several desirable properties that render them an
interesting alternative to single-carrier modulations in underwater acoustic communications. First
of all, OFDM is robust by nature to the two main consequences of multipath: protection against ISI
through the use of guard intervals (often implemented as cyclic prefixes) does not compromise the
data throughput due to the low symbol rate whereas the frequency selective fading is easiest to cope
with since fading remains approximately constant over each sub-band. Furthermore, equalization
is greatly simplified as it can be performed on the frequency domain. Finally, modulation and
de-modulation can be efficiently implemented with the FFT.
On the other hand, such modulations are much more sensible to the Doppler effect[27, 4], as
even small Doppler shifts will be on the order of the carrier spacing, causing a distortion that can
not be seen as equal to all sub carriers. In other words, the Doppler shifts will be severe and the
Doppler spreads cannot be neglected due to the wideband nature of the modulation.
2.4 Brief description of some systems
It is important to perform an analysis of particular systems, mainly those of greater relevance to
the course of the field. This discussion will mainly consist on incoherent FSK systems, as these
have greater resemblance to the system to be developed.
One of the first attempts to actively compensate for multipath was presented in [28]. This
seminal work relied on the use of signals consisting of an impulse, which allowed to measure the
channel’s impulse response, followed by an hyperbolic FM sweep (the information signal) with
Doppler invariant correlation properties. An estimation of the information signal was obtained
through the cross correlation between the received signal and the measured impulse response.
From this description it is clear that this work benefited from the channel’s temporal coherence
(which was of course larger than the total duration of the used signal), an approach followed by
researchers thereafter.
One of earliest implementations of incoherent modulations is presented in [10], where a system
for the transmission of control data from a ship to some small submersibles at medium or high
depth, with a minimum distance of 100 nmi, is proposed. In this work, a 4-ARY FSK modulation
was used, with multipath and Doppler protection through the use of long pulses, large frequency
14Or, equivalently, smaller power efficiency.
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spacing and 5 diversity channels. In order to achieve low error probabilities, a Golay code was
used. Doppler estimation was also performed, through the use of a two phase preamble. Although
Morgera only simulated this design, it was later submitted to experimentation, achieving a 40 bits/s
at a depth if 50 m and a distance of 2 nm in quiet waters.
One of the first successful implementations of MT-FSK is proposed in [23]. In this design,
Wax used 16 tones, each pair of which representing a bit (8 simultaneous tones). For improved
reliability, 4 diversity bands were used, as well as guard times in each diversity band. In order
to maintain a constant power envelope, each of these bands was transmitted in a different time
slot (time-hopping). Additionally, ARQ was implemented through the use of a feedback channel,
since FEC encoding allowed the receiver to detect errors.
Another important implementation is the DATS system [11]. It uses MT-FSK with up to 16
simultaneous tones in the interval [45;55] kHz. These were synthesized by a frequency generator
controlled by a microprocessor according to the input bitstream, and frequency hopping was used
in order to have avoid the lack of efficiency of guard times. Additionally, the system sent a con-
tinuous 60 kHz tone to be used for Doppler estimation and also a short pulse centered at 30 kHz
to signal the beginning of each data word. At the receiver side, it separated the three components
with bandpass filters. A Doppler estimator derived through the use of a PLL was used to determine
the frequency of the carrier to be used in the demodulation stage. The system achieved data rates
of up to 1200 bits/s including redundancy.
One of the first successful implementations of a purely coherent receiver design on represen-
tative underwater channels is presented in [1, 18]. This seminal work, whose receiver design was
already presented in figure 2.3, proved that coherent modulations were feasible, even in horizontal
channels, through the use of a joint carrier synchronization (PLL) and channel equalization (DFE)
with RLS coefficient update. This PSK system, which benefited from spacial diversity, achieved
an impressive data rate of 1000 bits/s on a challenging 90 km shallow water horizontal channel
with error rates lower than 10−4. This design became a standard for coherent receivers as several
systems presented subsequently were based upon the same principals [2].
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Chapter 3
The previously developed FSK modem
As was previously mentioned, the modem will be built on top of a previously developed funda-
mental structure - an FSK modem. Prior to the definition of strategies for the enhancement of this
system, it is essential to study it, so as to gain insight into its implementation details and, above
all, the most critical aspects of its performance. To that end, in this chapter a description of this
system will be presented.
3.1 System description
3.1.1 Overview
The system can be divided into the analog front-end which receives the signals directly from
the transducers and performs all the pre- and post-processing stages, including the A/D and D/A
conversion, and the development board which contains an FPGA where the digital side of the
modem was implemented, as presented in figure 3.1.
Transducers
The piezoelectric transducers [29] are used for both the reception and the transmission of
the acoustic signals, and their interface also includes an electric circuit specially developed
to perform the necessary voltage transformations and impedance matching [30]. The most
defining characteristic of these devices is their narrow frequency response, a factor imposes
important limitations to the bandwidth of the transmitted/received signals.
Analog front-end
The analog front-end [31] contains a reception and transmission circuit. The former includes
several pre-amplification stages and variable gain amplifiers, an anti-aliasing (AA) filter
with a cutoff frequency of 250 kHz and a 12-bit ADC with a maximum sampling rate of 1
Msps. The latter contains a low-pass filter for the digital-to-analog conversion1 followed by
an audio amplifier [32] whose output is fed to the circuit that interfaces with the transducer.
1As will be explained below, the outputted digital signal is sigma-delta modulated, therefore, this conversion can be
performed using only a low-pass filter.
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GODIL board
The GODIL board [33] is a prototyping tool based on the Xilinx Spartan-3E FPGA [34]
which includes an SPI flash memory to store its configuration bitstream and a local 49,152
MHz oscillator.
FPGA
The core of the modem is implemented in the FPGA. Its clock rate of 98,304 MHz is de-
rived from that of the local oscillator through the use of a PLL. The system interfaces with
a computer through a serial protocol implemented by a UART module, which is used to ex-
change control information as well as the bit streams. To ease this process a command line
interpreter with several useful commands was implemented. The receiver side contains an
ADC interface, which receives the converted signal and controls its sampling rate, the VGA
interface and the receiver itself. The transmitter side contains a flow control module that
sends the bit stream to the transmitter at a constant rate and the transmitter itself. The main
control tasks (which are not time critical) are performed by a soft-coded Xilinx Picoblaze
[35], which interfaces with the UART module and writes to the registers that are read by
the other blocks for configuration purposes during the device’s operation. Since the goal of
this dissertation is to enhance the performance of this system in regards to its robustness and
data rates, our effort will be mostly directed to the receiver and the transmitter, therefore, it
is important to analyze these blocks with more depth. Although the following description
aims to present all the relevant aspects of this system, the interested reader can refer to [3]
for the complete analysis thereof.
3.1.2 Transmitter
The transmitter comprises several blocks the act in series, i.e. each one processes the data that
was outputted by its predecessor, as is presented in Fig. 3.2. The transmission chain begins with
the channel coding block (which was not actually implemented) and the S/P block which converts
serial data at a constant rate (the transmission bit rate) to parallel according to the number of
bits per symbol2 followed by the mapper which performs the symbol mapping in a Gray fashion.
The frequency generation is performed by a DDS core [36], which is basically an accumulator that
receives a phase input - the phase increment - and a sine/cosine lookup table which is indexed with
the generated phase itself, therefore, the phase input directly controls the generated frequency. This
ip core is highly parameterized, however, the most relevant parameter of its current configuration
is its frequency resolution - 93,75 Hz. In order to perform the conversion from symbols to phase
increments the transmitter also includes the modulator, which does so by the means of a lookup
table and is also in charge of controlling the symbol timing. Finally, the generated digital sine
wave is sigma-delta modulated by the last module.
2In this configuration this value corresponds to the base-2 logarithm of the number of symbols.
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Figure 3.2: Overview of the architecture of the previeously developed transmitter [3, p. 18].
3.1.3 Receiver
The most defining characteristic of the receiver is the fact that it is based on the DFT, as shown in
figure 3.3. The processing chain starts with a polyphase decimator FIR filter [37] with pass band
[19;29] kHz, which lowers the sampling rate to 96 kHz and filters the noise outside this interval.
Unlike many papers mentioned in the previous chapter, no downconversion is performed.
The resulting signal is stored in a buffer so it can be randomly accessed, as is required when
there is overlap in the DFT computation, whose size is fixed at 256 points3. In order to avoid the
hardware requirements of the computation of the absolute value of a complex signal, the absolute
values of the DFT are approximated by
αMax+βMin
∣∣∣α=1
β= 38
where Max and Min are the maximum and minimum absolute values among the real or imaginary
parts of all DFT points, respectively [39].
After the DFT computation, the equalization module computes a factor for each symbol (fre-
quency) according to its amplitude in the preamble (Sec. 3.1.4) and multiplies the subsequent
amplitudes by that factor, so as to compensate for the channel’s and transducers’ response. Once
again, for resource efficiency purposes, the factors are powers of two. Based upon the values out-
putted by this module, the acquisition and timing blocks trigger the start of the reception and the
sampling instant, respectively. However, the latter basically just counts the number of samples per
symbol, as no timing tracking mechanism for operation during the actual data transmission was
implemented. Consequently, although a Doppler estimation algorithm was proposed, it was also
not implemented as it depended on the timing tracking module.
Finally, the demodulator chooses the symbol whose bin is closest to that of the maximum
absolute value of the DFT, and the remaining modules perform the inverse operations of those of
their counterparts at the transmitter.
3For baud rates in which each symbol corresponds to less than 256 samples, the input is zero padded in order to
perform a DFT interpolation [38].
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3.1.4 Operation details
Frame sequence
The communication is based on frames, which comprise a header and the actual data. The former
has the following structure:
1. Acquisition tone - A tone that spans through several symbol intervals and is used to signal
the start of the frame and to compute its equalization factor.
2. Equalization starter - A second tone that is sent during 2 symbol intervals for the purpose
of the computation of its own equalization factor.
3. Synchronization preamble - A sequence of the former tones alternating at a symbol time
basis that is sent throughout several symbol intervals for purpose of synchronization.
4. Equalization tail - The remaining symbols (if there are any), are sent for equalization pur-
poses.
Frequency Acquisition
The algorithm that identifies the start of a new frame and triggers the reception process is based
upon the detection of a tone above the noise (the acquisition tone) in the DFT domain. As such,
the noise level is continuously estimated by the means of an exponential moving average and com-
pared with the maximum absolute value among all DFT bins. Depending on these two quantities
and a set of fine-tuned constants, the algorithm determines weather lock is acquired (the decod-
ing process starts) or lock is lost (the decoding process finishes). The correct bins are estimated
through a voting process for a reduced area of implementation. The DFT is computed with an
overlap of 50% in order for the acquisition tone to be short. Further details can be found in [3,
Sec. 4.3.4].
Initial synchronization acquisition
The initial synchronization is based on an algorithm presented in [40, 41] whose basic idea is
that upon symbol transitions, if the DFT is computed with a sufficient amount of overlap, the
amplitudes of the corresponding bins can be used to determine whether the receiver’s delay is
positive or negative and thus provide an estimate of the right sample instant. Such procedure
takes place during the synchronization preamble, hence its symbol transitions, and best overlap is
chosen through a voting system. Further details can be found in [3, Sec. 4.3.6].
3.2 Reported results
The reported tests were performed in a marina and also off-coast. In regards to the former, only
the best result is mentioned: a BER of 3,4× 10−3 at distance of approximately 5 meters, a baud
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Figure 3.4: Bit error pattern obtained in off-coast experiments [3, p. 18].
rate of 750 symbols/s and a data payload of 2048 bits. Although this result itself does not provide
much information on the main cause of errors, based on a presented DFT bin histogram that shows
very little variance around the bins of interest, the author suggests the errors occur mainly due to
multipath. The off-coast results, in turn, offer more insight into the nature of the errors: at a
distance of approximately 50 meters, a baud rate of 375 symbols/s and the same data payload, the
error pattern presented in figure 3.4 was obtained, which corresponds to a BER of 1,91× 10−1.
The author states this error pattern is most likely due to motion induced Doppler, as with a relative
speed of 0,75 m/s the synchronization acquired during the sync preamble would be lost after
approximately 250 symbols and the communication would be completely unreliable thereafter, as
is the case. Regardless of this severe effect, the first 250 symbols prove that the channel is quite
clear, as is expected due to the lack of obstacles and low tendency to generate multipath.
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Chapter 4
Preliminary tests
Although the results reported in [3] were somehow enlightening in regards to the off-coast envi-
ronment, an accurate selection of enhancement strategies perfectly fitted to the system required a
more in-depth study of its performance. Therefore, a new set of tests was specially developed for
this purpose and conducted prior to the any modification to the previously developed system.
4.1 General methodology
4.1.1 Setup
The data transmission was performed by the actual hardware platform and the results were recorded
by a digitalHyd SR-1 [42], with a sampling frequency of 101,562 kHz and a resolution of 24 bits.
The recorded signals were then analyzed in the MATLAB environment, as the hardware imple-
mentation in Verilog HDL did not offer the required debugging capabilities. As such, the receiver
algorithm was implemented in this environment with a high degree of fidelity.
4.1.2 The Short-time DFT analysis
In order to evaluate the received signals, besides computing the number of errors1 and observing
the corresponding DFTs, we decided to use an approach similar to that of [40] - a short-time DFT
(ST-DFT) analysis. More specifically, we found that the plot of the absolute value of the DFT bins
of interest along time, with some amount of overlap, was a powerful tool for a rapid and qualitative
assessment of the received signals. This is mainly due to the temporal information provided by
such measure, which allows us to draw important conclusions as will become evident throughout
this dissertation. More specifically this measure can be defined as
X [k,m] =
N−1
∑
n=0
x[n+m]w[n]e
− j2pikn
N (4.1)
1According to the receiver replica implemented in MATLAB.
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where m is the start index of the signal section to be transformed, w[n] is the window function and
N is the DFT size2. This measure naturally implies an overlap factor of 1/N between consecutive
m indexes, however, as such resolution might be too high, it is important to consider other factors.
Hence, for the generic case of an overlap factor of O, m will take the set of values i(1−O)S, i ∈ Z,
where S is the symbol size. There are, therefore 1/(1−O) computations per symbol, or in other
words, the symbol size in the ST-DFT domain is equals 1/(1−O). Consequently, a simpler
notation for this particular application would be
Xi[k] =
N−1
∑
n=0
x[n+ i(1−O)S]w[n]e− j2piknS . (4.2)
As for the the actual overlapping factors, we found 15/16 to be appropriate for the mentioned
qualitative analysis.
The methodology here described applies to all the experiments presented throughout this doc-
ument unless specified otherwise.
4.2 Oceansys tank
The first set of tests was performed in a faculty’s tank (4,60×4,80×1,80 m), as the availability
thereof and short setup time required was suited for initial experiments. However, this medium
was of course expected to be unrealistically reverberant when compared with the actual deploy-
ment scenarios, therefore, some sort of measure of the channel’s response to acoustic signals was
necessary before any transmission attempts were made. More specifically, such measure should
provide some insight into the structure of the multipath, namely, its extension in levels similar to
those of the first replica.
4.2.1 The channel’s response
Since the available equipment was not capable of transmitting short pulses whose temporal span
was short enough to cover all the bandwidth of interest, another approach had to be followed. To
that end, several experiments consisting of the transmission of single symbols with several param-
eter combinations were made, as the results would allow us to estimate how a symbol was time
spread into the following symbol intervals. For this experiment as well as for the upcoming ones,
the transmitting transducer and the sound recorder were at the center of the tank with a separation
of about 1 meter. The results were then analyzed through the mentioned ST-DFT method. One
such result is presented in Fig. 4.1.
Before drawing any conclusion based upon this figure it is important to keep in mind that
the multipath’s nature is, as discussed previously, time- and frequency-dependent. Although the
former dependency should be negligible in such a static environment, the latter plays an important
role, as was proved through experiments. Therefore, this figure does not represent the multipath’s
2A general analysis of this subject can be found in [38, Ch. 10]. For a more deep in-depth discussion, refer to [43].
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Figure 4.1: Normalized absolute value of the 18 kHz DFT bin along time upon the transmission
of single symbol in that frequency at the tank. Relevant parameters: 750 symbols/s baud rate, 256
point DFT, an overlapp factor of 15/16 and 80 out of 255 transmission gain.
structure in all frequencies. It does, however, provide qualitative and approximate measure of the
overall multipath’s extension, and thus meets the requirements of this experiment.
Hereupon, from this figure one can see the first replica (the first peak) and a tremendous
amount of reverberation thereafter. Since the amplitude of the latter only drops to half of that of
the former after about 20 symbol intervals3, it becomes clear that transmitting a second symbol
during that time span would render the communication completely unreliable. Experiments with
other frequencies and baud rates indicated similar values of the total multipath span, which proofs
the representativeness of this measure.
4.2.2 On the relationship between the gain and the resulting multipath structure
Before giving up the transmission in such a harsh environment (at least without the mentioned
structural modifications), a final test based on a rather intuitive idea was performed. It consisted
of conducting these experiments with different transmission gain values, so as to determine the
impact of this factor in the total multipath span. The results are presented in Fig. 4.2, where the
image of Fig. 4.1 has been included for the purpose of comparison.
As it can be seen, the results indicate that the amount of reverberation, as measured by the ratio
of its amplitude to that of the first echo and also its time span, increases with the amplitude of the
transmitted signal. Despite being intuitive, this outcome proofs that the channel is actually highly
non-linear, most certainly due a combination of the transducers’ sensitivity and the attenuation of
3In the case of this particular frequency, the amplitude of the echos during the first symbol intervals is actually
higher than that of the first replica.
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(a) 80/255 transmission gain (Fig. 4.1).
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(b) 20/255 transmission gain.
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(c) 14/255 transmission gain.
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(d) 10/255 transmission gain.
Figure 4.2: Normalized absolute value of the 18 kHz DFT bin along time upon the transmission of
single symbol in that frequency at the tank for different transmission gains. Relevant parameters:
750 symbols/s baud rate, 256 point DFT and an overlapp factor of 15/16.
the medium (Eq. 2.2.1). Nevertheless, it can be concluded that a fine-tuned transmission gain has
an important impact on the reliability of the communication.
4.2.3 Experiments with a fine-tuned gain
With the last result in mind, several experiences with longer sequences and a fine-tuned gain - 12
out 255 - were conducted. A segment of a representative result is presented in Fig. 4.3.
Probably the most noticeable aspect of this figure is amplitude difference between the fre-
quencies - a ratio of about 3/2. Although the multipath structure of each individual frequency
also contributes to amplitude fluctuations, such noticeable difference is most certainly due to the
transducers’ response as well as that of the remaining electric circuit. Although the equalization
at the receiver partially addresses this issue4, the "fine-tuned gain" strategy is compromised by
4Although Fig. 4.3 shows the amplitudes prior to equalization, the latter was performed in the decoding process,
otherwise the BER would have risen to 3,125×10−1.
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Figure 4.3: Normalized value of the relevant DFT bins along time (above) and the sent sequence
(below) upon the transmission of 4096 bits at the tank (only the first 50 bits are shown). Resulting
BER: 2,422× 10−1. Relevant parameters: 2 tones (BFSK), 750 symbols/s baud rate, 256 point
DFT, an overlapp factor of 15/16 and 12/255 transmission gain.
such amplitude differences. In fact, the higher amplitude of the 19,5 kHz sine wave, results in a
heavier multipath structure, as becomes clear in the intervals [10;15] and [45;48]. On the other
hand, although the amount of reverberation produced by the 18 kHz sine wave is lower, it still
precludes the establishment of a reliable communication. Therefore, strategies to cope with heavy
multipath environments must be considered.
The mentioned amplitude difference can also be observed in Fig. 4.4, where the average value
of the DFT bins throughout the transmission is presented. This figure also shows an unexpected
peak near 25 kHz, which is most lost likely a noise induced oscillation, since it is near the trans-
ducer’s resonant frequency. However, besides this small peak, the channel is actually noiseless, as
one would expect.
Besides this reasoning, Fig. 4.3 allows for one final remark of extreme importance. It can
be seen that the first eight bits correspond to a sequence of alternating symbols, as is the case
of the sync preamble. From the severe amplitude fluctuations of the 19,5 kHz wave and, most
importantly, the low amplitude difference between the waves when the 18 kHz symbol is sent,
one can immediately conclude that this algorithm is very prone to errors. Therefore, a careful
consideration on whether to keep this sync algorithm must be made.
4.2.4 Measurement of the output circuit’s response
The previous results indicated a strong frequency dependency of the transmitted power. Although
such relationship was already measured in regards to the transducers [29], there is no record of the
measurement of the frequency response of the output electrical circuit. In order to estimate it, a
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Figure 4.4: Normalized average value of the DFT bins throught the transmission of 4096 bits at the
tank. Relevant parameters: 2 tones (BFSK), 750 symbols/s baud rate, 256 point DFT, an overlapp
factor of 15/16 and 12/255 transmission gain.
final experiment consisting of the measurement the voltage applied to the transducer’s terminals
upon the transmission of the 53 equally spaced tones in the [15;34.5] kHz band was conducted.
The normalized result is presented in Fig. 4.5.
Although the depicted response may appear unexpected, it might actually explained by the ele-
ments the circuit comprises: a low-pass filter with a cutoff frequency near 45 kHz (the sigma-delta
demodulator), a band-pass filter with pass band [14; 15000] Hz (the audio amplifier) and the trans-
mission circuit which was designed to perform impedance matching around 23 kHz. Determining
whether these are the actual causes of such behavior was out of the scope of this dissertation, as it
required a more careful analysis thereof and we are more interested in the response itself. There-
fore, there was not enough information for data fitting to be performed, however, as will become
apparent in the following chapters, the measured response values are perfectly adequate for the
their application in the forthcoming work. Regardless of this reasoning, it is important to note that
the response quite sharp (on the order of that of the transducers), therefore, it cannot be neglected.
This experiment also provided an estimate of the apparent power at the transducer’s terminals
at the resonant frequency of about 3,19 W, which is quite low.
4.3 Marina tests
A similar set of preliminary experiments was conducted in Leixões marina, namely, the measure-
ment of the channel’s response, as described in the previous section, as well as the transmission
of a longer bit stream. Such tests comprised distances from 15 to 50 meters, however, we found
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Figure 4.5: Normalized amplitude of the voltage at the transducer’s terminals upon the transmis-
sion of 53 equally spaced tones in the [15;34.5] kHz band.
that above 30 meters the received signals were barely visible, probably due to the irregular objects
placed along the signal’s path. A representative result of the experiment regarding the channel’s
response is presented in Fig. 4.6, which regards an experiment where the transmitter and the re-
ceiver (the recorder) were on consecutive floating docs separated by approximately 20 meters.
It is clear that this environment is much less prone to multipath than the tank as the amount of
reverberation after the pulse is negligible.
In spite of this convenient property, this channel is not by any means less challenging than the
tank, as was proved by a BER of 1.421× 10−1 upon the transmission of 2048 bits at a 50 meter
distance. As indicated by the bit error pattern in Fig. 4.7, the errors are approximately evenly
distributed throughout the length of the signal, except for the segment [800; 1050] where they
have a higher prominence. Once again, the temporal evolution of the amplitudes of the relevant
DFT bins is the key to understand the origins of such high error rate. To that end, Fig. 4.8 presents
the results of this analysis for two segments of the received signal: a segment pertaining to the
most critical section (Fig. 4.8b) and a representative segment of the remaining parts of the signal
(Fig. 4.8a). The latter indicates severe fading of the 21 kHz wave, which is clearly the main
cause of errors throughout the entire time span of the signal, whereas the former suggests that in
the critical section also the 25,5 kHz wave entered in a fading state, hence the complete loss of
reliability. These results suggest coherence times on the order of 70 ms at 25,5 kHz and above 5 s
at 21 kHz and a coherence bandwidth below 4,5 kHz since the waves fade independently.
Finally, a short comment must be addressed to the apparent disparity between BERs at the
marina described herein and those reported in [3]. Firstly, our test regarded a end to end distance
of 20 m whereas in the case of the previous work this distance was only 5 m. Secondly, and most
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Figure 4.6: Normalized absolute value of the 18 kHz DFT bin along time upon the transmission of
single symbol in that frequency at the marina. Relevant parameters: 20 m distance, 750 symbols/s
baud rate, 256 point DFT, an overlapp factor of 15/16 and 240 out of 255 transmission gain.
importantly, the main cause of errors in this environment is highly time- and frequency-dependent,
as was demonstrated throughout this section. Therefore, BERs of lowest orders are also achievable
although such results are not as representative of the very nature of the channel as those reported
herein.
4.4 Conclusion
The discussion in this chapter as well as the bit error pattern presented in Sec. 3.2 provided an
insight into three different and yet quite representative channels: a multipath contaminated and
highly static channel (the tank), a time varying channel very prone to fading (the marina) and a
clear channel with severe motion induced Doppler (the off-coast environment). The discussion
presented hereinafter will regard the conclusions derived from this study as the main goal of this
dissertation is to develop a system able to operate reliably in very different environments such as
these.
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Figure 4.7: Bit error pattern upon the transmission of 2048 bits at the marina. Relevant parameters:
two tones, 20 m distance, 375 symbols/s baud rate, 256 point DFT, an overlapp factor of 15/16
and 240 out of 255 transmission gain.
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Figure 4.8: Normalized amplitude of the DFT bins of interest of two segments of received signal
upon the transmission of 2048 bits at the marina: (a) Bits [1980; 2045]; (b) Bits [830; 895].
Relevant parameters: 2 tones, 20 m distance, 375 symbols/s baud rate, 256 point DFT, an overlapp
factor of 15/16 and 240 out of 255 transmission gain.
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Chapter 5
Enhancement Stratagies
From the discussion presented throughout the previous chapter one can conclude on the main is-
sues that should be directly addressed through further developments: ISI caused by multipath,
periodic burst errors caused by frequency selective fading and loss of synchronization due to mo-
tion induced Doppler. To that end, this chapter starts with the selection of the set of the most
appropriate strategies to address such issues and increase the overall performance of the system
followed by a thorough description of their development and implementation.
5.1 Design decisions
5.1.1 Strategies to overcome the encountered issues
ISI
Several techniques to overcome multipath induced ISI have been presented in Ch. 2. Probably
the most effective one is adaptive equalization (e.g. decision-feedback equalization), as it actively
mitigates this issue, rather than avoiding it. Even so, as stated in [19], the lack of an accurate phase
estimation compromises the equalizer’s performance, which renders this technique inappropriate
for incoherent systems, as is the case. Another possibility would be the use of guard intervals [10,
23, 24], however, as mentioned before, more successful FSK systems rely on frequency hopping
[11, 12, 44] in order to avoid the bit rate reduction caused by the idle periods. Therefore, the latter
will be selected to overcome the ISI issue. Nevertheless, nearly all the mentioned papers report
the use of this strategy with baud rates at least on order of magnitude lower than those used in [3]
as they allow for a higher resilience to the ISI. As such, such possibility must be considered in the
forthcoming work.
Frequency selective fading
Time varying frequency selective fading, in turn, could be avoided either by time or frequency
diversity, as nearly all the mentioned incoherent systems use at least one of these techniques. The
former, however, requires the temporal redundancy to span over the coherence time of the channel,
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which would be difficult considering that coherence times above 5 s have been observed in the
marina. Since the available hardware is clearly capable of exceeding the coherence bandwidth of
the channel (the transducers have more than 10 kHz of available bandwidth), frequency diversity
will be the selected technique. For the simplicity of implementation every symbol will have the
same diversity factor and the corresponding tones will be added at the receiver. The decoded
symbol will be the one for which this sum produces the highest value [11, 12].
Loss of synchronization
Although there are several techniques for timing tracking in Doppler channels, those regarding
underwater acoustics, and more specifically, incoherent systems, usually rely on a short pulse or
sequence which is periodically transmitted in order for the receiver to realign its timing informa-
tion with the transmitter [11, 23, 45, 44]. In fact, the sync preamble described in Ch. 3 is a practical
example of such procedure, therefore, a periodic repetition thereof could be thought of as a timing
tracking solution. Even so, there are two main reasons not follow such approach. First of all, this
algorithm is based upon the work in [40, 41], which aims towards satellite systems, consequently,
it was developed for a medium of a completely different nature. Indeed, it strongly depends on
amplitude information which is not entirely reliable due to the severe fluctuations caused by mul-
tipath (as we have seen in previous chapter). On the other hand, since the sync preamble has
a duration of 8 symbol intervals (in the tested implementation), a periodic transmission thereof
would result in a non-negligible reduction of the effective data rate. For these reasons, we decided
discard this algorithm and to develop our own, inspired by the "short pulse" approach, which will
be perform both the initial timing acquisition and the timing tracking without the need for a fre-
quency acquisition algorithm. Unlike many of the mentioned systems, the pulses will be sent in
parallel with the transmitted data for an increased efficiency. Additionally, this mechanism will
allow for a simple estimation of the Doppler factor which can then be used to make the required
adjustments to the ADC’s sampling frequency.
5.1.2 Additional structural modifications
Besides the development and implementation of the mentioned strategies to overcome specific
issues, an additional set of features and structural modifications will be introduced for a general
enhancement of the system’s performance.
Equalization at the transmitter
The experiments described in Sec. 4.2.2 proved the importance of an approximately equal
power of each transmitted frequency. Since the system revealed such an unbalanced fre-
quency response, equalization at the transmitter is required if a reliable communication is to
be achieved. Furthermore, as will be explained below, the synchronization algorithm also
requires the transmission of tones with different powers.
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Discarding the receiver-side equalization
As discussed in Ch. 2 linear equalization is not suited for fading channels. This is due to
the fact that these equalizers attempt to compensate for fading frequencies, which besides
being unfruitful, can result in strong noise enhancement in that band [17]. Additionally, the
diversity usage (which assigns multiple tones to a single symbol) and the equalization at the
transmitter contribute for a more even energy distribution among symbols.
Discarding the header1
Since it was decided that the receiver-side equalization as well as the initial timing acquisi-
tion and the frequency acquisition algorithms would be discarded, the header is non longer
needed, thus, the transmitted packets will now consist only of the data itself2.
Multiple tone (MT) transmission
All the strategies discussed so far have aimed towards increasing the reliability of the system,
yet, none of them promises to have a positive and direct impact on effective data rate3.
Despite the fact that throughput of the previously develop system is actually higher than
those of the majority of the studied systems, if one has to resort to a reduction of the baud
rates, the throughput will of course follow the same reduction. To face this issue, several
FSK systems employ multiple tone transmission [10, 23, 11] due to its increased bandwidth
efficiency over MFSK modulations. As such, this feature will also be added to the system.
5.2 Implementation details
5.2.1 Synchronization algorithm
In spite of the wide range of systems that use short pulses for synchronization purposes, the corre-
sponding papers do not provide much information on the actual implementation details, thus, we
developed our own algorithm based on the conclusions drawn from an analysis of several recorded
signals. The basic principle can be observed in the figures presented in the last chapter, which de-
pict the results of transmission of single symbols. It is clear that regardless of the amount of
reverberation that may follow, the rising edge of the pulse always follows a "standard" behavior.
Of course, it my increase its growing rate if a an echo with an opposite phase arrives in the mean
time or vice-versa, nevertheless, it always possesses some distinctive properties. One of these, is
the backward finite difference taken with a separation equal to the symbol length in the ST-DFT
domain, which is defined as
∇Xi[k] = Xi[k]−Xi− 11−O [k]. (5.1)
1Since the header had to be manually sent, i.e. the header was actually a part of the bit stream, this decision results
only in changes at the receiver.
2This is due to the fact that the new synchronization algorithm will operate in parallel.
3Of course, increasing the system’s reliability allows for the use of less parity bits in the bit stream which, indeed,
increases the effective information data rate.
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In fact, it is clear that this measure increases upon the beginning of a new symbol in the cor-
responding bin, and stops increasing at the right sample instant. With this in mind, the following
algorithm for the estimation of the right sample instant was developed, where kS is the bin of
the sync pulse frequency, A is a circular buffer4 containing the highest among the last KA values
of ∇Xi[k], A is its average value, ∇2Xi[k] = ∇Xi[k]−∇Xi−1[k], i is the index of the last ST-DFT
computation and tˆS,l is the estimated sample time of symbol l.
A← 0
i← 0
For i= 1 : Kini
If ∇Xi[kS]> Kthresh1A
Add ∇Xi[kS] to A
While ∇Xi[k]< Kthresh2A
If ∇Xi[kS]> Kthresh1A
Add ∇Xi[kS] to A
i← i+1
While ∇2Xi[kS]> Kthresh3∇2Xi−1[kS]
i← i+1
tˆS,0← i
Therefore, this algorithm basically waits for a difference much higher then the usual and then
estimates the right sample instant as the moment when the difference slows its increasing rate. Of
course, in order for this method to work, there are two main requirements:
Sync pulses cannot be sent at the symbol rate
Since the algorithm requires the channel to be initially clear, the separation between consec-
utive pulses must exceed the total multipath span. Consequently, sampling between pulses
must be performed through the addition of the corresponding number of symbol intervals to
the last sample instant estimate, i.e. tˆS,l = tˆS,0+ l 11−O , l = 0,1, ...NP, where NP is the number
of symbols between consecutive sync pulses.
The amplitude of the pulses must be higher than that of the other tones
Naturally, during transmission the noise in the sync tone bin rises significantly due to the
side lobes of the remaining tones. Since this factor compromises the performance of the
algorithm, the sync tones will be transmitted with a higher power, as this allows for a lower
sensitivity to the noise. Such will be accomplished through the mentioned transmitter-side
equalization.
4This means each time an element is added to the buffer, it is written on the position of the oldest element therefore
removing it from the buffer.
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Diversity must also be implemented for the sync tones
Just as the tones the actually carry information, the sync tones must also be protected with
diversity, otherwise, they would be prone to fading and the entire performance of the syn-
chronization algorithm would be compromised.
Finally, a selection of the most appropriate parameters for this algorithm had to be performed.
In regards to the amount of overlap of ST-DFT, high factors result in more amplitude fluctuations
which give rise to misinterpretations on behalf of the algorithm, whereas low factors reduce the
accuracy of the estimated instant. After some experiments, it was concluded that the overlap factor
7/8 allowed for the best trade-off in this sense. Hence, the worst-case timing error (assuming an
optimum selection of the sample instant) is of 1/16 of the symbol period. As for the constants
Kthresh1, Kthresh2 and Kthresh3, it was concluded that the values of 1/2, 16 and 1/2, respectively,
allowed for the best average performance in all channels, while also being suited for the hardware
implementation (all of them are powers of two).
5.2.2 Hardware implementation
An overview of the hardware implementation of the transmitter, before and after the mentioned
structural modifications is presented in Fig. 5.1. As can be seen, the general implementation strat-
egy consisted of replicating the DDS modules according to the number of tones that are simul-
taneously outputted and performing the necessary modifications to the remaining modules. The
actual number is given by the combination of the maximum number of information-bearing tones
(NT ), either due to diversity or to MT transmission, and the maximum number of sync tones (NS),
for diversity purposes. The modulator now simultaneously outputs each of these tones as well
as each of the corresponding equalization gains, hence a number of outputs equal to 2(NS+NT ).
The gains are then multiplied by corresponding outputs of the DDSs, so as to perform the desired
equalization at the transmitter. All the results (NS+NT ) are accumulated before feeding the Σ∆
modulator.
The choice of an equalization performed by the means of gains that multiply for each sine
wave instead of one relying on a FIR filter was due to the more precise and easily reconfigure
nature of the former. The gains have a 6-bit width which is a well positioned in the trade-off
between the resulting implementation area and resolution of the equalizer’s response.
The parameters NT and NS are defined defined upon the synthesis of the circuit, and thus con-
trol the number of blocks that are actually generated. Although this already favors the desired
flexibility of the design, the latter is even further enhanced as this values only define the maxi-
mums. This means that although the maximum number of information-bearing tones and sync
tones are defined upon the synthesis of the circuit, the actual numbers, nT and nS5, are real-time
reconfigurable powers of two in the intervals [1; NT ] and [1; NS], respectively.
5We chose a lower case notation to emphasize the fact that these parameters are not constant but rather real-time
configurable. Such notation will be followed hereinafter.
42 Enhancement Stratagies
Serialdata
Σ∆
-m
odulated
signal
Transm
itterm
odule
S/P
M
apper
M
odulator
D
D
S
Σ∆
(a)
Serialdata
Σ∆
-m
odulated
signal
Transm
itterm
odule
S/P
M
odulation
E
ncoder
D
D
S
Σ∆
M
apper
M
odulator
D
D
S
D
D
S
N
T
N
T
N
T
+
N
S
N
T
+
N
S
(b)
Figure
5.1:
O
verview
of
the
hardw
are
im
plem
entation
of
the
transm
itter:
(a)
as
in
[3];
(b)
after
the
m
entioned
structuralm
odifications
(the
encoder
m
odule
has
been
rem
oved
as
itw
as
notim
plem
ented).
5.2 Implementation details 43
The list of major changes at the module level starts by the modulation encoder module. It
basically assigns the correct symbol among those outputted in series by the S/P module to each
of its NT output streams6 according to the the current value of nT . For instance, if NT = 8 and
nT = 1, this modules assigns each symbol to all output streams, as if only one symbol was being
transmitted; for the same value of NT , if nT = 2, instead, it will assign one symbol to the half of
the output streams and the following one to the other half, therefore doubling the output rate. As
such, for a fixed value of NT , the real-time configurable variable nT implicitly controls the number
of diversity channels para symbol and the number of independent channels (MT transmission).
The mapper, which follows the described module, works just as described in Ch. 3, although it
now outputs NT symbols simultaneously.
As for the modulator implementation, major changes were performed. It has now 4 real-time
configurable lookup tables, implemented as RAMs: a table with the phase increments of all the
frequencies that might be transmitted, a table with the equalization gains of those frequencies, a
table assigning each symbol of each output stream and hopping band to the corresponding fre-
quency and gain (an index of the former tables) and a similar table for the sync tone frequencies.
The fact that these tables are real-time reconfigurable together with the mentioned capabilities of
the modulation encoder are the main reasons why one can send a number of tones lower than NT ,
or equivalently, use any diversity factor lower than this value. In fact, such is accomplished by
configuring the NT output streams to the corresponding frequencies and choosing an appropriate
value of nT . For instance, if NT = 4, one can choose to send only one tone simultaneously by
assigning nT to 1 and configuring all output streams to the same frequency, or one can choose to
use 4 diversity channels by configuring each of the output streams to a different frequency.
This module also controls the hopping pattern as well as the timing of the sync tone transmis-
sion and both were implemented with the mentioned design philosophy: the maximum values of
all parameters are constants fixed at the time of the synthesis, as they control the very nature of the
modules, but the parameters that are de facto used are real-time configurable (with values at most
equal to the corresponding maximums). This applies to the number of hop channels, the number
of symbols between hops, and the number of symbols between consecutive sync tones.
Finally, the widths of DDSs’ output and internal accumulator were kept at 14 and 20 bit,
respectively, but its clock rate was lowered by a factor of 128 so as to keep the input of Σ∆
module constant for this number of clock cycles (a requirement thereof). As such, their frequency
resolution is now 93,75/128 Hz.
6From now on, we will refer to each of the NT streams that start at the modulation encoder and are finally joined by
the upper multiplexer as output streams.
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Chapter 6
Results
Once all the mentioned modifications were implemented, their impact was assessed through a
new series of experiments similar to those described in Ch. 4. As previously mentioned, it was
not possible to carry out an hardware implementation of the receiver during the time span of this
dissertation. Therefore, all the tests presented this chapter consisted, once again, of the data trans-
mission using the actual developed hardware followed a by MATLAB decoding of the recorded
sounds, i.e. we followed the methodology described in Sec. 4.1.
6.1 Synthesis parameters and implementation costs
The system was synthesized with a set of fixed parameters aiming towards the adaptability to a
wide range of applications. Table 6.1 shows the most relevant, mainly regarding the maximum
possible values of different reconfigurable parameters.
Parameter Value
Maximum number of simultaneous information-bearing tones (NT ) 8
Maximum number of simultaneous sync tones (NS) 2
Maximum number of hop channels (NHC) 8
Number of entries in the modulator’s frequency and gain table s 64
Table 6.1: Relevant parameters defined upon the synthesis of the modem.
The synthesis results are shown in Table 6.2, even if resource optimization was not a priority
in our developments. Besides of the number of RAMs, which increased considerably due to the
mentioned tables of the modulator, the usages of the other resources suffered relatively modest
changes considering the nature of the implemented features. It must also be pointed out that the
Xilinx Spartan-3E FPGA has rather few resources when compared to most FPGAs. As for the
maximum clock frequency, despite the negligible decrease, it still is sufficiently above the one
required, as presented in Table 6.3.
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Resource Used in [1] (%) Used after the modifications to the system (%)
Slice Flip Flops 2664 (28%) 4402 (47%)
4 input LUTs 3428 (36%) 4915 (52%)
RAMs 8 (40%) 20 (100%)
Multipliers 4 (20%) 5 (25%)
Table 6.2: Resource usage before and after the modifications to the system.
6.2 Tests
6.2.1 Oceansys tank
From the first series of experiments in the faculty’s tank (Sec. 4.2), it was clear that the main issue
to be addressed in this environment was the heavy multipath structure. As was concluded in the
last chapter, frequency hopping was probably the most effective feature to reduce the resulting
BER, thus, its parameters had to be carefully selected. Since those experiments indicated that
for a fine-tuned gain the amplitude of the reverberation would fall to half of that of the first peak
after about 5 symbol intervals, tests with a number of hopping channels around the this value were
conducted. We concluded that the number of hopping channels above which the BER variations
became negligible was 4. On the other hand, there was no clear reason for more than one symbol
to be sent simultaneously.
The parameters used in such experiments are summarized in tables 6.4 and 6.5. Table 6.6, in
turn, presents some representative results in terms of BERs.
These results represent a BER decrease of 4 and 3 orders of magnitude for the baud rates of
750 and 375 symbols per second, respectively. Fig. 6.1, where the spectrogram of a section of the
recorded signal is depicted, shows how hopping allows for the reverberation to fade away before
each channel is used once again. This proves that, as stated by several papers presented in Ch. 2,
frequency hopping is indeed a powerful feature for coping with the ISI generated by multipath.
6.2.2 Marina
In the marina, communication could clearly benefit from diversity usage, therefore, experiments
with several parameter combinations which always included some form of diversity where con-
ducted. Tables 6.7 and 6.8 present those which produced the best results for the baud rate of 750
symbols and the configuration used in Sec. 4.3: the transmitter and the receiver on consecutive
floating docs separated by approximately 20 meters.
In [1] After the modifications to the system
Maximum clock frequency (MHz) 100,210 100,020
Table 6.3: Maximum clock frequency before and after the modifications to the system. The re-
quired clock frequency was, as mentioned before, 98,304 MHz.
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Parameter Value
Number of independent information channels 1
Diversity factor of each information channel 1
Diversity factor of the sync channel 2
Number of symbols between sync pulses 32
Number of hopping channels 4
Number of symbols between hops 1
Table 6.4: Relevant parameters selected for the faculty’s tank experiments.
In fact, we found hopping with just two channels in conjunction with two diversity channels
to be the best combination for this particular situation, as this scheme not only protected the signal
to fading but it provided some multipath resilience. Of course, as was demonstrated in Ch. 4, the
prominence of the latter was much lower in the marina than it was in the pool, hence the choice
for only two hopping channels. Among different experiments, we reached an average BER around
6×10−3, which is once again two orders of magnitude lower than that of the experiments with no
hopping nor diversity usage.
In spite of this interesting result, an assessment of the benefits of higher diversity factors as
well as those of a higher number of independent channels was not carried out, as our transmission
attempts with such schemes were either completely invisible at the receiver or resulted in highly
noisy signals. In fact, as was explained in the previous chapter, the power is divided among the
transmitted tones, therefore, the SNR at each individual frequency decreases with the number of
tones transmitted. Of course, such lack of power is also due to the frequency response of the
combination of transducer and the output circuit. Indeed, besides the high attenuation even at the
resonant frequency (mainly due to the audio amplifier), this response is quite unbalanced, which
results further attenuation in the equalization process.
6.2.3 Synchronization algorithm
The synchronization algorithm was used in all the experiments discussed in this chapter, and
considering the results, it proved to be capable of performing the required timing acquisition and
tracking. Even so, it was not tested in the presence of true motion-induced Doppler.
Unfortunately, the off-coast experiments were corrupted due to a combination of the men-
tioned lack of power and the high noise level generated by several boats located throughout the
test scenario. Although this channel is most certainly free of both multipath and fading, and thus
would not be as challenging as the those studied so far, it would an appropriate scenario for testing
the algorithm’s resilience to motion-induced Doppler. Since we were not able to repeat those tests
in the time span of this dissertation, we used a quite reliable simulation of this effect: resampling
the received signal by a factor of (1+ a) where a (the Doppler factor) was the ratio between the
simulated speed and the speed of sound. Fig. 6.2 presents the results for a test sequence with a
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Diversity band Hopping channel Symbol Frequency (kHz)
1
1
1 18
2 19,5
2
1 21
2 22,5
3
1 24
2 25,5
4
1 27
2 28,5
Table 6.5: Frequency map used in the faculty’s tank experiments.
baud-rate of 375 symbols per second with an initial error probability of 1,17×10−2 and a simu-
lation end-to-end motion of 3 meters per second.
As it can be seen in Fig. 6.2a, the sequence was decoded with a relatively low number of errors,
but when a motion of 3 m/s is simulated (Fig. 6.2b), synchronization is lost after about 50 symbols,
and an error pattern quite similar to that of Fig 3.4 is obtained, hence proving how accurately this
procedure simulates motion-induced Doppler. However, if the synchronization algorithm is turned
on1 (Fig. 6.2c), the Doppler effect is virtually removed, leaving only behind a negligible in increase
in the error probability, which is now 1,66× 10−2. This proves the algorithm is indeed capable
of correcting for Doppler induced by an end-to-end speed as high as 3 m/s. It should be noted,
however, that this correction is only being performed at the symbol timing level, i.e. no resampling
of the signal is being performed, as will be done by the actual hardware implementation of the
receiver. The possibility of using only this type of correction is due to the proximity between the
frequencies we used, which is at least 750 Hz, as such values of end-to-end motion only produce
a frequency deviation on the order of 200 Hz.
1This means, besides doing the initial timing acquisition, it also performs the timing tracking.
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Baud rate BER
750 4,88×10−4
375 4,6×10−3
Table 6.6: BERs obtained in upon the transmission of 2048 bits in the faculty’s tank.
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Figure 6.1: Contour plot of the spectrogram showing the hopping pattern upon the transmission of
2048 bits at the faculty’s tank. Relevant parameters: 375 symbols/s baud rate, 256 point DFT, an
overlap factor of 7/8 and 14 out of 255 transmission gain.
Parameter Value
Number of independent information channels 1
Diversity factor of each information channel 2
Diversity factor of the sync channel 2
Number of symbols between sync pulses 32
Number of hopping channels 2
Number of symbols between hops 1
Table 6.7: Relevant parameters selected for the marina experiments.
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Diversity band Hopping channel Symbol Frequency (kHz)
1
1
1 21
2 24
2
1 16,5
2 19,5
2
1
1 28,5
2 30
2
1 25,5
2 27
Table 6.8: Frequency map used in the marina experiments.
0 200 400 600 800 1000
(a)
0 200 400 600 800 1000
(b)
0 200 400 600 800 1000
(c)
Figure 6.2: Bit error patterns of decoded sequences in the motion-induced Doppler test: (a) orig-
inal decoded sequence with no motion-induced Doppler; (b) decoded sequence with a simulated
end-to-end motion of 3 m/s and the sync algorithm turned off; (c) decoded sequence with a simu-
lated end-to-end motion of 3 m/s and the sync algorithm turned on.
Chapter 7
Conclusions
In this dissertation, through a careful analysis of a previously developed system, we were able
to identify the most critical aspects of its performance and use such understanding together with
knowledge acquired thorough a study of the state of the art in underwater acoustic communications
to develop an appropriate set of solutions. More specifically, besides several minor modifications,
we implemented frequency hopping, diversity usage and developed a novel algorithm timing ac-
quisition and tracking, all of a highly reconfigurable nature. The combination of these features
allowed for a two orders of magnitude reduction of the the error probability in two challenging en-
vironments and provided the system with a considerable resilience to Doppler induced by speeds
quite difficult to reach when the nodes are simply drifting. Furthermore, these results proved the
validity of the analysis carried out in Ch. 4 and Ch. 5. Even so, as the number of experiments was
somewhat low, further tests are required to reach an appropriate assessment of the benefits of each
of these features, specially for the cases of diversity usage and MT transmission. Furthermore,
neither of the implemented features is obviously optimized, i.e. each feature lacks some minor
refinements that would only be permitted by a more the consistent set of tests.
Unfortunately, the receiver implementation was not carried out, hence, it was not possible to
obtain results regarding the actual hardware implementation. However, we believe that, due to the
fidelity of the receiver replica developed in the MATLAB environment, the conclusions drawn in
this dissertation will be largely transposed to the hardware implementation.
As for suggestions for future developments, among new ideas and more important require-
ments, we can name:
Conduction of new tests
As mentioned before, it is important to better assess the benefits of the implementation
features, and perform the required adjustments. More specifically, experiment with higher
diversity schemes and MT transmission in order to reach effective bit rates of 1500 bits/s or
higher.
Complete implementation of the receiver modifications
This is an obvious requirement for future developments, however, it will most likely be
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straightforward considering the small amount of changes and the modules that will be re-
moved.
Incorporate the diversity and MT transmission features
Coded modulation techniques [16] and more complex selections of schemes can be easily
implemented as extensions of the diversity and MT transmission features will certainly have
an important impact not only in the system’s robustness but mostly the effective data rate.
Implement an automatic tuning procedure of the system’s parameters
In fact, if the some form of feedback on behalf of the receiver was available, the transmitter
could automatically optimize the transmission parameters for each operation scenario. This
idea would, of course, require more research on its feasibility and on appropriate algorithms
for this purpose, as well as the implementation of a communication protocol.
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