Ensemble control deals with the problem of using a finite number of control inputs to simultaneously steer a large population (in the limit, a continuum) of control systems. Dual to the ensemble control problem, ensemble estimation deals with the problem of using a finite number of measurement outputs to estimate the initial condition of every individual system in the ensemble. We introduce in the paper a novel class of ensemble systems, termed distinguished ensemble systems, and establish sufficient conditions for controllability and observability of such systems.
Introduction
We address in the paper controllability and observability of a continuum ensemble of control systems. Roughly speaking, ensemble control deals with the problem of using a finite number of control inputs to simultaneously steer a large population (in the limit, a continuum) of control systems. These individual control systems may be structurally identical, but show variations in their tuning parameters. Dual to ensemble control, ensemble estimation deals with the problem of estimating the state of every individual control system in the ensemble using only a finite number of measurement outputs. We refer the reader to Fig. 1 for an illustration of a continuum ensemble of control systems indexed by a parameter of a two-dimensional surface. Note that any finite ensemble of control systems can be viewed as a proper subsystem of the continuum ensemble. Controllability (or observability) of the continuum ensemble will guarantee the controllability (or observability) of any such finite subsystem of it. Figure 1 : A continuum ensemble of systems indexed by a parameter of a surface Σ. A controller broadcasts a signal u(t) as a common control input to steer every individual system in the ensemble. Meanwhile, it receives a measurement output y(t) integrating the information of individual states of all the systems.
Ensemble System Controller
The framework of ensemble control and estimation naturally has many applications across various disciplines in engineering and science. The individual control systems in the ensemble can be used to model, for example, spin dynamics that are controlled by a magnetic field [1, 2] , molecules that respond to external stimuli such as light [3] and heat [4] , or micro-robotics that are steered by a broadcast control signal [5] . We further note that an individual control system does not necessarily have only one single physical entity, but rather it can be comprised of multiple interacting components (or agents). In this case, every individual control system is itself a networked control system (or a multi-agent system). For example, a mathematical model for a continuum ensemble of multi-agent formation systems has recently been proposed and investigated in [6] .
Many existing ensemble control and estimation theories deal only with linear ensembles (i.e., ensembles of linear control systems). For nonlinear ensembles, the literature is relatively sparse on controllability, and much less on observability. There is also a lack of methodologies that can be used for designing the dynamics of individual control systems so that a continuum ensemble of such systems is controllable and observable. To address the above issues, we introduce in the paper a novel class of ensembles of nonholonomic systems, termed distinguished ensemble systems. Every such ensemble system has two key components: a set of finely structured control vector fields, termed distinguished vector fields, and a set of co-structured observations functions, termed codistinguished functions. Details will be provided soon. We show in the paper that with such a fine structure, controllability and observability of a distinguished ensemble system can be easily fulfilled under some mild assumption. Thus, the proposed structure of a distinguished ensemble system, together with its theoretical foundation established in the paper, can be viewed as a guiding principle for ensemble system design. Besides the controllability and observability issues, we further address in the paper the existence of distinguished ensemble systems over Lie groups and their homogeneous spaces. We integrate tools from structure theory of semi-simple real Lie algebras and representation theory to construct explicitly distinguished vector fields and codistinguished functions on those spaces.
We introduce below the model of a distinguished ensemble system in details. We also provide literature review and outline the contributions of the paper.
Models for ensemble control and estimation
The mathematical model of an ensemble system considered in the paper is comprised of two parts, namely ensemble control and ensemble estimation. We introduce models for these two parts separately.
Model for ensemble control. We consider a continuum ensemble of control systems indexed by a parameter σ ∈ Σ, where Σ is the parametrization space. We assume in the paper that Σ is compact, analytic, and path-connected. If an individual control system in the ensemble is associated with index σ, then we call it system-σ. The state space of each individual system is the same, which we denote by M. We assume that M is analytic. Further, let x σ (t) ∈ M be the state of system-σ at time t. Then, in a general form, the control model of an ensemble system can be described by
where u(t) is a finite dimensional control input common to all of the individual control systems, and f is an analytic vector field. Let x Σ (t) := {x σ (t) | σ ∈ Σ} be the collection of system states. We call x Σ (t) a profile. Let C ω (Σ, M) be the space of analytic functions from Σ to M. We assume that for any given t, the profile x Σ (t) belongs to C ω (Σ, M). We call C ω (Σ, M) the profile space. Ensemble controllability is then about the ability of using the common control input u(t) to steer ensemble system (1) from an arbitrary initial profile x Σ (0) to any target profilex Σ at any given time T > 0. See Def. 3, Section §3 for details.
We focus in the paper on a special class of ensemble systems, namely a system (1) such that its vector field f is separable in state x σ (t), the parameter σ, and the control input u(t). Specifically, we consider the following dynamics of an ensemble system:
where f 0 is a drifting term, the f i 's are control vector fields depending only on x σ (t), the ρ i 's are parametrization functions defined on Σ, and the u i,s 's are scalar control inputs. We assume in the paper that all the vector fields and parametrization functions are analytic in their variables. All the control inputs are integrable functions over any finite time interval. For convenience, we let u(t) be the collection of all the u i,s (t)'s.
Model for ensemble estimation. We assume that there are l (scalar) measurement outputs y j (t), for j = 1, . . . , l, at our disposal. Each y j (t) is a certain average of an observation function φ j (x σ (t)) over the parametrization space Σ. Specifically, we let Σ be equipped with a positive Borel measure, and each φ j , for j = 1, . . . , l, be an analytic function defined on M. Then, the measurement outputs {y j (t)} l j=1 are described by y j (t) = ∫ Σ φ j (x σ (t))dσ, j = 1, . . . , l.
For convenience, let y(t) be the collection of the y j (t)'s. The question related to ensemble observability is to ask whether one can use a certain control input u(t) to excite system (2) and then, estimate x Σ (0) from y(t). See Def. 4, Section §3 for details.
Model for an ensemble system. Combining the above two parts, we arrive at the following model for an ensemble system:
r s=1 u i,s (t)ρ s (σ) f i (x σ (t)), ∀σ ∈ Σ,
Examples of the above system will be given along the presentation.
Distinguished structure and examples
A major contribution of the paper is to introduce a novel class of systems (3), termed distinguished ensemble systems (see Sec. §3). Every such ensemble system has two key components: a set of distinguished control vector fields { f i } m i=1 and a set of codistinguished observation functions {φ j } l j=1 . Roughly speaking, a set of vector fields { f i } m i=1 is said to be distinguished if the Lie bracket of any two vector fields f i and f j is, up to scaling, another vector field f k , i.e., [ f i , f j ] = λ f k for λ a constant, and conversely, any vector field f k in the set can be obtained in this way. Similarly, a set of functions {φ j } l j=1 is said to be codistinguished to the vector fields { f i } m i=1 if the Lie derivative of any φ j along any f i is, up to scaling, another function φ k , i.e., f i φ j = λφ k for λ a constant, and conversely, any function φ k in the set can be obtained in this way (see Def. 1 and Def. 2, Section §3.1).
We note here that although the notion of a "distinguished set" of a Lie algebra appears to be new, such set arises naturally in many places. Here are a few examples:
1) When dealing with the rigid motions of a three dimensional object with a fixed center, we have that the infinitesimal motions of rotations around three axes of an orthonormal frame Θ ∈ SO(3) are given by
where each Ω i j is a skew-symmetric matrix with 1 on the i jth entry, −1 on the jith entry, and 0 elsewhere. By computation, [ f i , f j ] = f k where (i, j, k) is any cyclic rotation of (1, 2, 3). Thus, the above vector fields form a distinguished set.
2) In quantum mechanics, the Pauli spin matrices are used to represent angular momentum operators. We recall that they are given by 
Note that the set of matrices {iσ i } 3 i=1 belongs to su(2) i.e., the Lie algebra associated with the special unitary group SU(2).
3) We also note that the ladder operators represented by the following matrices in the special linear Lie algebra sl(2, R):
The examples given above demonstrate the existence of distinguished sets in Lie algebras so(3), su (2) , and sl(2, R). In fact, we have shown in [7] that every semi-simple real Lie algebra has a distinguished set. We review such a fact in Subsection §4.1.
Literature review
Amongst related works about controllability of nonlinear ensembles, we first mention [8, 9] by Li and Khaneja in which the authors establish the controllability of an ensemble of Bloch equations parametrized by a scalar σ in a closed interval [a, b]:
Note that the above model is a typical example of the control model (2); ωΩ 12 x(t) is the drifting term, Ω 13 x(t) and Ω 23 x(t) are the control vector fields, and there is a single parametrization function given by ρ(σ) = σ. Ensemble control of Bloch equations has also been addressed in [10] . We further note that the controllability of a general ensemble of control-affine systems has been recently addressed in [11] , in which the authors established an ensemble version of Rachevsky-Chow theorem via a Lie algebraic method. We do not to intend to reproduce in the paper the results established there, but rather our contribution related to ensemble controllability is to demonstrate that if the set of control vector fields
is distinguished, then the ensemble version of Rachevsky-Chow criterion can be easily verified in analysis and fulfilled in system design. For ensemble control of linear systems, we refer the reader to [12, 13] , [14, Ch. 12] and references therein. We further refer the reader to [15, 16, 17] for optimal control of probability distributions evolving along linear systems.
Observability of a continuum ensemble system has been mostly addressed within the class of linear systems. We first refer the reader to [14, Ch. 12] where the following ensemble of linear systems is investigated:
refer the reader to [19] for a related observability problem about estimating the probability distribution of the initial state. Specifically, the authors there considered a single timeinvariant linear system: x(t) = Ax(t) + Bu(t) and y(t) = C x(t). An initial probability distribution p 0 of x ∈ R n induces a distributionp t of y(t) for a given control input u(t). The observability problem addressed there is whether one is able to estimate p 0 given the entire distributionsp t for all t ≥ 0. We further refer the reader to [20, 21, 22, 23, 24] for the study of observability of a single nonlinear system using the so-called observability codistribution.
Outline of contribution and organization of the paper
The technical contribution of the paper is two-fold: 1) We establish a structure theory for controllability and observability of a distinguished ensemble system. 2) We prove the existence of distinguished ensemble systems over semi-simple Lie groups.
Structure theory. We establish in Section §3 a sufficient condition for controllability and observability of a distinguished (and pre-distinguished, see Section §3.5) ensemble system. In particular, we demonstrate how distinguished vector fields and codistinguished functions can simplify the analysis and lead to ensemble controllability and observability. The structure theory established in the paper also provides a solution to the problem of ensemble system design-i.e., the problem of co-designing the control vector fields f i 's, the observations functions φ j 's, and the parametrization functions ρ s 's so that system (3) is controllable and/or observable. In particular, it divides the problem into two independent subproblems-one is about finding a set of distinguished vector fields { f i } m i=1 and a set of codistinguished function {φ j } l j=1 over the given manifold M while the other is about finding a set of parametrization functions {ρ s } r s=1 that separates points of the parametrization space Σ.
Existence of distinguished ensemble systems. We prove in Section §4 that every semi-simple Lie group G admits a set of distinguished vector fields, together with a set of codistinguished functions. The proof of the existence result is constructive: 1) For distinguished vector fields, we leverage the result established in [7] where we have shown how to construct a distinguished set on the Lie algebra level. We then identify the distinguished set with the corresponding set of left-(or right-) invariant vector fields over the group G. 2) For codistinguished functions, we show how to generate these functions using representation theory. In particular, we show in Section §4.2 that a selected set of matrix coefficients associated with a finite dimensional Lie group representation could be used as a set of codistinguished functions (with respect to a set of left-invariant vector fields). Then, in Section §4.3, we focus on a special representation, namely the adjoint representation. We show, in this case, that there indeed exists a set of matrix coefficients as codistinguished functions. In particular, if G is a matrix Lie group, then these matrix coefficients are simply given by φ i j (g) = tr(gX j g −1 X i ) where X i and X j are selected matrices out of the Lie algebra g of G. We further address, in Section §4.5, the existence issue for homogeneous spaces of G.
We provide key definitions and notations in Section §2 and conclusions at the end.
2 Definitions, Notations, and Preliminaries 2.1 Geometry, topology, and algebra 1. Manifolds, vector fields, and one-forms. Let M be a real analytic manifold. For a point x ∈ M, let T x M (resp. T * x M) be the tangent (resp. cotangent space) of M at x. Let T M := ∪ x∈M T x M (resp. T * M := ∪ x∈M T * x M) be the tangent bundle (resp. cotangent bundle) of M.
Let C ω (M) be the set of real analytic functions on M. Denote by 1 M ∈ C ω (M) the constant function whose value is 1 everywhere. Let X(M) be the set of analytic vector fields, and Ω(M) be the set of analytic one-forms, all defined on M. Let ω ∈ Ω(M) and f ∈ X(M). For a point x ∈ M, let ω x (resp. f (x)) be the evaluation of ω (resp. f ) at x.
Let η : M → N be a diffeomorphism between two manifolds M and N. Denote by η * : T M → T N the derivative of η. For a vector field f ∈ X(M), let η * f ∈ X(N) be the pushforward defined as (η * f )(y) := η * ( f (η −1 y)) for all y ∈ N. For a function φ ∈ C ω (N), let η * φ ∈ C ω (M) be the pullback defined as (η * φ)(x) := φ(η(x)) for all x ∈ M. One can also pull back a one-form ω ∈ Ω(N) and obtain
Let ω ∈ Ω(M) and f ∈ X(M). Similarly, we denote by f ω the Lie derivative of ω along f , which is a one-form uniquely determined by the Cartan's magic formula f ω = ι f dω+d(ι f ω), where d is the exterior derivative, and ι f is the contraction with f . A one-form ω is closed if dω = 0, and is exact if ω = dφ for some φ ∈ C ω (M). Exact one-forms are always closed since d 2 = 0. For any φ ∈ C ω (M) and any f ∈ X(M), (dφ)( f ) = f φ. Thus, by the Cartan's magic formula,
, and w = w 1 · · · w k be a word over the alphabet {1, . . . , m}. For a function φ ∈ C ω (M), we define f w φ := f w 1 · · · f w k φ. If w = , i.e., a word of zero length, then we set f w φ := φ. Similarly, we define f w ω for any one-form ω.
3. Whitney topologies. Let M be equipped with a Riemannian metric. Denote by d M (x 1 , x 2 ) the distance between two points x 1 and x 2 in M. Let Σ be an analytic, compact manifold, and C ω (Σ, M) be the space of analytic functions from Σ to M. The Whitney C 0 -topology on C ω (Σ, M) can be defined by a basis of open sets: First, recall that a profile x Σ = {x σ | σ ∈ Σ} can be viewed as a function from Σ to M. Given a profile x Σ and a positive number , we define an open set as follows:
Then, a basis of open sets can be obtained by letting x Σ vary over C ω (Σ, M) and letting vary over the set of all positive real numbers. Generally, one can also define the Whitney C k -topology for 0 ≤ k ≤ ∞; for that, one needs to introduce the notion of jet space. We omit here the details and refer the reader to [25, Ch. 2-Sec. 2].
Algebra of functions.
Let Σ be an analytic, compact manifold and {ρ s } r s=1 be a set of real-valued functions on Σ. We call {ρ s } r s=1 a separating set if for any two distinct points σ, σ ∈ Σ, there exists a function ρ s out of the set such that
Its degree is define by k := r s=1 k s . Let P be the collection of all monomials. We decompose P = k ≥0 P(k), where P(k) is comprised of monomials of degree k.
Denote by S the subalgebra generated by the set of functions {ρ s } r s=1 . It is defined such that if p ∈ S, then p can be expressed as a linear combination of a finite number of monomials with real coefficients. By Stone-Weierstrass theorem [26, Chp. 7] , if {ρ s } r s=1 is a separating set and contains an everywhere nonzero function, then S is dense in C 0 (Σ) (the space of continuous functions on Σ), i.e., for any q ∈ C 0 (Σ) and any δ > 0, there is a p ∈ S such that |q(σ) − p(σ)| < δ for all σ ∈ Σ.
Lie groups, Lie algebras, and representations
1. Lie groups and Lie algebras. Let G be a Lie group with e the identity element. Let g be the associated Lie algebra, and [·, ·] be the Lie bracket. We identify each element X ∈ g with a left-invariant vector field
Note that to each X ∈ g, there also corresponds a right-invariant vector field R X . For any
A subalgebra h of g is a vector subspace closed under Lie bracket, i.e., [h, h] ⊆ h. An ideal i of g is a subalgebra such that [i, g] ⊆ i. We say that g is simple if it is non-abelian, and moreover, the only ideals of g are 0 and itself. A semi-simple Lie algebra is a direct sum of simple Lie algebras. A Cartan subalgebra h of g is maximal among the abelian subalgebras h of g such that the adjoint representation ad(X) := [·, X] are simultaneously diagonalizable (over C) for all X ∈ h .
Simple real Lie algebras have been completely classified (up to isomorphism) by Élie Cartan. One can assign to each simple real Lie algebra a Vogan diagram [27, Ch. VI] or a Satake diagram [28, 29] , depending on whether a maximally compact or a maximally non-compact Cartan subalgebra is used. A few commonly seen examples include special unitary Lie algebra su(n), special linear Lie algebra sl(n, R), special orthogonal Lie algebra so(n), symplectic Lie algebra sp(2n, R), indefinite special orthogonal Lie algebra so(p, q) (e.g. so (1, 3) is the Lie algebra of the Lorentz group O (1, 3) ). A complete list of (non-complex) simple real Lie algebras can be found in [27, Thm. 6.105] . More details about the structure theory of semi-simple real Lie algebras will be provided along the presentation of the paper whenever needed.
2. Lie group and Lie algebra representation. Let V be a finite dimensional vector space over R. Let Aut(V) and End(V) be the sets of automorphisms and endomorphisms of V, respectively. A representation π of G on V, is a group homomorphism π : G → Aut(V), i.e., π(e) = Id, and π(gh) = π(g)π(h).
Let ·, · be an inner-product on V. We say that the representation π is C k (i.e., kth continuously differentiable) if the map π :
In particular, if the v i 's form an orthonormal basis of V, then v i , π(g)v j is exactly the i j-th entry of the matrix π(g) with respect to the given basis.
A group representation π induces a Lie algebra homomorphism π * : g → End(V), where π * is the derivative of π at the identity e ∈ G. It satisfies the following condition:
We call π * a representation of g on V, or simply a Lie algebra representation.
Let Ad : G → Aut(g) be the adjoint representation, i.e., for each g ∈ G, Ad(g) : T e G → T e G is the derivative of the conjugation h ∈ G → ghg −1 ∈ G at the identity e. Denote by ad the induced Lie algebra representation of Ad, which is given by ad(X) = [·, X] for all X ∈ g.
If G happens to be a matrix Lie group embedded in R n×n , then the standard representation of G on R n is simply given by (g, v) ∈ G × R n → gv ∈ R n .
3. Lie products. Let A := {X 1 , . . . , X k } be a set of free generators, and L(A) be the associated free Lie algebra. For a Lie product ξ ∈ L(A), let dep(ξ) be the depth of ξ defined as the number Lie brackets in ξ. For example, the depth of
We denote by L A the collection of Lie products involving the X i 's. We further decompose
is comprised of Lie products of depth k.
Miscellaneous
Let {e 1 , . . . , e n } be the standard basis of R n . We denote by det(e i 1 , . . . , e i n ) the determinant of a matrix whose j-th column is e i j for i j ∈ {1, . . . , n}.
For a vector v = (v 1 , . . . , v n ) ∈ R n , we let v 1 := n i=1 |v i | be the one-norm of v. Let V be a vector space over R. We denote by V * the dual space, i.e., it is the collection of all linear functions from V to R.
Let V and V be two subsets (not necessarily subspaces) of the vector space V. The two subsets V and V are said to be equivalent if for any v ∈ V , there exists a v ∈ V and a constant c ∈ R such that v = cv , and vice versa. We write V ≡ V to indicate such equivalence relation.
Let S be an arbitrary set with an operation " * " defined so that s 1 * s 2 belongs to S for all s 1 , s 2 ∈ S. For any two subsets S and S of S, we let S * S be the subset of S comprised of the elements s * s for all s ∈ S and s ∈ S . Here are two examples in which such a notation will be used: (i) If S is a vector space and " * " is the addition "+", then we write S + S . (ii) If S is the commutative algebra of analytic functions C ω (Σ) and " * " is the pointwise multiplication, then we simply write S S .
However, we note that the above notation does not apply to [g 1 , g 2 ] for g 1 and g 2 two subsets of a Lie algebra g. By convention, [g 1 , g 2 ] is the linear span of all [X 1 , X 2 ] with X 1 ∈ g 1 and X 2 ∈ g 2 . We adopt such a convention in the paper as well.
For g a Lie algebra, we let [·, ·] be the Lie bracket associated with g. If g is comprised of matrices, then, to avoid confusion, we denote by [·, ·] M the matrix commutator, which differs from [·, ·] by a negative sign, i.e., [X,
For a general control system x(t) = f (x(t), u(t)), we denote by u[0, T] the control input u(t) for the time interval 
Distinguished ensemble system

Distinguished vector fields and codistinguished functions
We introduce in the section the class of (pre-)distinguished ensemble systems and establish controllability and observability of any such ensemble system. We start by introducing two key components of the system, namely distinguished vector fields and codistinguished functions. We first have the following definition:
Definition 1 (Distinguished vector fields). A set of vector fields
over an analytic manifold M is distinguished if the following hold:
For any two f i and f j , there exist an f k and a real number λ such that
conversely, for any f k , there exist f i and f j and a nonzero λ such that (4) holds.
Recall that X(M) is the collection of analytic vector fields over M. It is an infinite
is distinguished, then by item 2 of Def. 1, the R-span of the f i 's, which we denote by L F , is a finite dimensional subalgebra of X(M). We further note that the Lie algebra
Let N be any manifold diffeomorphic to M, and η : M → N be the diffeomorphism. Recall that for a vector field f over M, we denote by η * f the pushforward of f as a vector field over N. We have the following fact:
We next introduce the definition for codistinguished functions:
if the following hold:
2) For any f i and any φ j , there exist a φ k and a real number λ such that
conversely, for any φ k , there exist f i , φ j , and a nonzero λ such that (5) holds.
If {φ j } l j=1 satisfies only 1) and 2), then it is weakly codistinguished to
Note that in the above definition, we do not require the set of vector fields { f i } m i=1 to be distinguished. We also have the following remark:
Remark 1. By the Cartan's magic formula, we have that
Recall that for a function φ on M, we denote byη * φ the pullback of φ as a function on N. We have the following fact:
Remark 2. Lemmas 1 and 2 imply that the existence of a set of distinguished vector fields or a set of codistinguished functions on a manifold is an invariant property within the class of manifolds that are diffeomorphic to the given one.
Combining the above two definitions, we say that a set of vector fields
Similarly, we let L Φ be the R-span of Φ, which is a finite dimensional subspace of C ω (M). We now have the following fact:
and Φ := {φ j } l j=1 be (weakly) jointly distinguished. Then, the following action:
Proof. It follows from the fact that for any two
We will use this fact later in Section §4 for generating co-distinguished functions. For the remainder of the subsection, we provide an example on SO(3) with jointly distinguished control vector fields and observation functions. The vector fields and functions constructed in the example will be further generalized in Section §4 so that they exist on any semi-simple Lie group. Example 1. Let SO(3) be the matrix Lie group of 3 × 3 special orthogonal matrices, and so(3) be the associated Lie algebra. We define a basis {X i } 3 i=1 of so(3) as follows:
X i := e j e k − e k e j where det(e i , e j , e k ) = 1, ∀i = 1, 2, 3.
It follows that {L
Denote by tr(·) the trace of a square matrix. We next define functions {φ i j } 3 i, j=1 on SO(3) as follows:
We show below that
. First, by computation, for any left-invariant vector field L X with X ∈ so(3), we have that
We now prove that the three items of Def. 2 are satisfied for {φ i j } 3 i, j=1 and
. This holds because both {X j } 3 j=1 and {g X i g} 3 i=1 span so (3), and moreover, so (3) is simple (so that [so(3), so(3)] = so (3)). On the other hand, we obtain from (7) that
2) For the second item, we combine (6) and (7) to obtain the following:
3) Finally, let g and g be such that
Because {X i } 3 i=1 spans so(3) and tr(·, ·) is negative definite on so(3), we have that gX j g = g X j g . Since this holds for all X j , it follows that g g belongs to the center of SO (3) . But the center is trivial. We thus conclude that g = g .
Controllability and observability of distinguished ensemble system
We establish in the subsection a sufficient condition for controllability and observability of the ensemble system (3). For convenience, we reproduce below the model of an ensemble system introduced in Section §1:
We recall that the state space M (common to all individual control systems) is an analytic manifold, equipped with a Riemannian metric d M (·, ·). The parametrization space Σ is analytic, compact, and path-connected. It is also equipped with a positive measure. All vector fields and parametrization functions are analytic. The control inputs u i,s (t) are integrable functions over any time interval [0, T] for T > 0. We use u(t) to denote the collection of the u i,s (t), and y(t) the collection of the y j (t). We also recall that x Σ (t) is the profile of system (8) at time t, and C ω (Σ, M) is the profile space equipped with the Whitney C 0 -topology. Further, we let
We call x Σ [0, T] a trajectory of profiles. We introduce below precise definitions of ensemble controllability and observability. We refer the reader to Fig. 2 and Fig. 3 for illustrations of the definitions. (8) is approximately ensemble controllable if for 1) any initial profile x Σ (0) ∈ C ω (Σ, M) and any target profilex Σ ∈ C ω (Σ, M), 2) any time T > 0, and 3) any error tolerance > 0, there exists an integrable function u(t) as a control input such that the solution 
Definition 3 (Ensemble controllability). System
x σ (t) of (8) satisfies d M (x σ (T),x σ ) < , ∀σ ∈ Σ.
Further, system (8) is approximately ensemble path-controllable if for any trajectory of profilesx
Σ [0, T] withx Σ (0) = x Σ (0), there is a control input u(t) such that d M (x σ (t),x σ (t)) < , ∀(t, σ) ∈ [0, T] × Σ.U of x Σ (0) such that ifx Σ (0) x Σ (0) butȳ(t) ≡ y(t) for all u(t), thenx Σ (0) cannot intersect U. Ensemble observability requires that U = [a, b] × [c, d].
Definition 4 (Ensemble observability). System (8)
is weakly ensemble observable if for any profile
x Σ (0), then there is a time T > 0 and an integrable function u(t) as a control input so that for some j ∈ {1, . . . , l} and some t ∈ [0, T],
Further, system (8) is ensemble observable if for any profile x Σ (0), the open neighborhood U can be chosen to be the entire profile space C ω (Σ, M).
We will now state a sufficient condition for controllability and observability of the ensemble system (8) . To proceed, recall that the set of parametrization functions {ρ s } r s=1 is a separating set if for any two distinct points σ, σ ∈ Σ, there exists a function ρ s , for some s ∈ {1, . . . , r }, such that ρ s (σ) ρ s (σ ).
With the above definitions and preliminaries, we are now in a position to state the first main result of the paper: 
Thus, it is approximately ensemble path-controllable and ensemble observable.
We have the following remark on the set of parametrization functions:
Remark 3. For any analytic manifold Σ, there always exists a set of separating set; indeed, by the Nash embedding theorem [30, 31] Consider, for example, the N-torus Σ = T N (i.e., the N-copy of a circle S 1 ). We can express a point σ ∈ T N by (σ 1 , . . . , σ N ) with σ k ∈ [0, 2π). In this case, it is natural to use the set of trigonometric functions {cos(σ k ), sin(σ k ) | k = 1, . . . , N }, plus the unit function 1 T N , as a desired separating set with 1 T N the everywhere nonzero function.
We establish below Theorem 3.1. The proof will be divided into two parts: we deal with ensemble controllability and ensemble observability separately. The proofs will be given in Subsections 3.3 and 3.4, respectively.
Proof of approximate ensemble path-controllability
We establish here the first item of Theorem 3.1. The proof relies on the use of the technique of Lie extension. We review such a technique below. To proceed, we first recall that for an arbitrary single control-affine system:
the first order Lie extension of the system is a new control-affine system given by
where the control inputs u i j 's are independent of the existing u i 's. One can repeatedly apply Lie extensions to generate a family of control-affine systems with an increasing number of control vector fields. All of these control vector fields can be expressed as Lie products involving the f i 's in (9) . We make the statement precise below. First, recall that for the given set of vector fields
, we use L F to denote the collection of Lie products generated by F in which the f i 's are treated as if they were "free" generators. For ease of notation but without any confusion, we will simply write, in the remainder of the subsection, L by omitting the subindex F.
where each L(k) is comprised of Lie products of depth k. Then, the kth order Lie extension of (9) is a control-affine system given by
By increasing the order k, we obtain an infinite sequence of Lie extended systems. It is known that the original control-affine system (9) is approximately path-controllable if and only if any of its Lie extended systems is. In fact, Sussmann and Liu showed in [32, 33] how to construct control inputs u i (t) using a finite number of sinusoidal inputs of appropriate frequencies to approximate a desired trajectory generated by a given (but arbitrary) Lie extended system. The same technique has also been used in [11] for proving approximate ensemble controllability. We further refer the reader to [34, 32, 35] for the use of Lie extension in nonholonomic motion planning.
We now apply the technique of Lie extension to the ensemble system (8) . For convenience, we reproduce below the control part of the system:
In this case, we have that for any individual system-σ, the control vector fields are ρ s (σ) f i (x σ ), for 1 ≤ s ≤ r and 1 ≤ i ≤ m. Note that the Lie bracket of any two of these control vector
Thus, the first order Lie extension of (10) is given by
Note that for any fixed pair (i, j), one can combine together the "coefficients" associated with the Lie bracket
, so that the last term on the right-hand side of the above expression can be simplified as follows:
where P(2) is the collection of monomials ρ s ρ s of degree 2. The above expression can be straightforwardly generalized to obtain the kth order Lie extension of (10):
Note that all the scalar control inputs u ξ,p are independent of each other.
Recall that two arbitrary sets of vector fields { f i } m i=1 and { f i } m i =1 over M are said to be equivalent, which we denote by
for any f i , there exist an f i and a real number λ such that f i = λ f i , and vice versa. We will use such an equivalence relation in the following way: In the original ensemble control system (10), the set of control vector fields
is, by assumption, distinguished. Thus, by the second item of Def. 1, if we evaluate the Lie products of each L(k), then
Since every control vector field f in (11) is obtained by evaluating a Lie product involving the f i 's, by using the above fact, we can simplify the Lie extended system (11) as follows:
The control inputs u i,p (t) in the above expression are defined such that
where the summation is over Lie products ξ of depth (deg(p) − 1) such that ξ = λ ξ f i . We will now establish approximate ensemble path-controllability of system (13) for a certain order k.
be the trajectory of profiles we want the system (13) to follow. By the first item of Def. 1, we have that the set { f i (x)} m i=1 spans T x M for all x ∈ M. Thus, there are smooth functions c i (t, σ) (smooth in both t and σ), for i = 1, . . . , m, such that the following hold:
Note
then the trajectory of profiles x Σ [0, T] generated by system (13), with
. Said in another way, if (14) holds, then one can steer the kth order Lie extended system (13) to follow exactly the given trajectory of profilesx
But the equality (14) cannot be satisfied (by a finite sum) for all smooth functions c i (t, σ). Nevertheless, we show below that the two sides of the expression can be made arbitrarily close to each other provided that k is sufficiently large, i.e.,
for all (t, σ) ∈ [0, T] × Σ and for all i = 1, . . . , m. This essentially follows from the StoneWeierstrass theorem. We provide details below. Note that if (15) holds for any given δ > 0, then the trajectory of profiles x Σ [0, T] generated by (13) can be made uniformly and arbitrarily close tox
By the assumption of Theorem 3.1, the set {ρ s } r s=1 is a separating set and contains an everywhere nonzero function. Without loss of generality, we let ρ 1 be such a function, i.e., ρ 1 (σ) 0 for all σ ∈ Σ. It follows that the subalgebra generated by the set {ρ s } r s=1 is dense in C 0 (Σ). Thus, for any given δ > 0, there exist an integer k ≥ 0 and a set of smooth functions u i,p : [0, T] → R, for i = 1, . . . , m and p a monomial with 0 ≤ deg(p ) ≤ k, such that the following hold:
for all (t, σ) ∈ [0, T] × Σ and for all i = 1, . . . , m. Let γ := max{| ρ −1 1 (σ)| | σ ∈ Σ} > 0. Note that γ exists because ρ 1 is everywhere nonzero and Σ is compact. Now, given an arbitrary δ > 0, we define δ := δ/γ and let the inequality (16) be satisfied. By the definition of γ, we have that
for all (t, σ) ∈ [0, T] × Σ and for all i = 1, . . . , m. Note that each ρ 1 p in the above expression is a monomial and 1 ≤ deg(ρ 1 p ) ≤ k + 1. Next, for any i = 1, . . . , m and any monomial p with 1 ≤ deg(p) ≤ k + 1, we let the corresponding control input u i,p (t) be defined such that for any t ∈ [0, T],
With the above-defined control inputs u i,p (t), we conclude that (15) is satisfied.
Proof of ensemble observability
We now establish the second item of Theorem 3.1. Let a profilex Σ (0) be chosen such that it is indistinguishable from a given initial profile x Σ (0). Precisely, the profilex Σ (0) satisfies the condition that for any time T > 0 and any control input u(t) over [0, T], the two trajectories of profiles
T] generated by system (8) give rise to the same set of measurement outputs over [0, T], i.e.,
We show below that if {φ j } l j=1 is weakly codistinguished to
is the only solution for the above equality to be satisfied. Furthermore, if
, then the open neighborhood U can be chosen to be the entire profile space C ω (Σ, M).
To proceed, we first introduce a few key notations that will be used in the proof. For an arbitrary differential equation x(t) = f (x(t)), we denote by e t f x(0) the solution of the equation at time t with x(0) the initial condition. We will use such a notation to denote a solution x σ (t), for any σ ∈ Σ, of system (8) . Next, we recall that u(t) is the collection of the scalar control inputs u i,s (t), for 1 ≤ i ≤ m and 1 ≤ s ≤ r, in system (8). We introduce a notation for a piecewise constant control input u(t) over [0, T] as follows:
where 0 < t 1 < · · · < t k = T is an increasing sequence of switching times, ν p 's are real numbers, and (i p , s p )'s are pairs of indices chosen out of {1, . . . , m} × {1, . . . , r }. The piecewise constant control input u[0, T] is defined such that if t ∈ [t p−1 , t p ), then
Note, in particular, that at any time t ∈ [0, T], there is at most one nonzero scalar control input u i,s (t) in u(t). It should be clear that any such u(t) is right-continuous. For convenience, we define τ p := t p − t p−1 for all p = 1, . . . , k (with τ 1 := t 1 ). We will now apply these piecewise constant control inputs to excite system (8).
We first consider a special case where s 1 , ν 1 , t 1 ) . Since x Σ (0) andx Σ (0) are indistinguishable, we have that for any t 1 , any ν 1 , and any j = 1, . . . , l, the following holds:
We next take the time-derivative d/dt 1 on both sides of the above expression and evaluate the derivatives at t 1 = 0. By computation, we obtain that
We further take the derivative d/dν 1 on both sides of the above expression and evaluate the derivatives at ν 1 = 0. By computation, we obtain that
The above expression holds for all the triplets ( j, i 1 ,
. By the second item of Def. 2, we know that for any given f i 1 and φ j , there exist a constant λ and a φ j such that f i 1 φ j = λφ j . Moreover, the converse is also true, i.e., for any j = 1, . . . , l, there exist a vector field f i 1 , a function φ j , and a nonzero λ such that f i 1 φ j = λφ j . Thus, by varying over all the triplets ( j, i 1 , s 1 ), we obtain from (17) 
for all j = 1, . . . , l and for all s = 1, . . . , r.
We next consider a general case where u(t) is a piecewise constant control input with (at most) k switches for k arbitrary, i.e., we consider a u[0, t k ] defined as follows:
For ease of notation, we define a set of vector fields {f p } k p=1 as follows:
where we have omitted all the arguments in the expression. Since x Σ (0) andx Σ (0) are indistinguishable with respect to any control input, we have that for any τ p and ν p , for p = 1, . . . , k, and any j = 1, . . . , l, the following holds:
We next take the partial derivative ∂ k /∂τ 1 ···∂τ k on both sides of the above expression and evaluate the derivatives at τ 1 = · · · = τ k = 0. By computation, we obtain that
We further take the partial derivative ∂ k /∂ν 1 ···∂ν k on both sides of the above expression (note that eachf p depends on ν p ) and evaluate the derivatives at ν 1 = · · · = ν k = 0. By computation, we obtain that
where w := i 1 · · · i k is a word of length k and p := ρ s 1 · · · ρ s k is a monomial of degree k.
Using again the fact that {φ j } l j=1 is (weakly) codistinguished to { f i } m i=1 (more specifically, the second item of Def. 2), we have that for any j = 1, . . . , l, there exist a word w over the alphabet {1, . . . , m} of length k, a function φ j , and a nonzero λ such that f w φ j = λφ j . It thus follows from (18) that
which holds for all j = 1, . . . , l and for all monomials p of degree k for k arbitrary. We now let L 2 (Σ) be the space of all square-integrable functions q on Σ, i.e., ∫ Σ q 2 (σ)dσ < ∞. Note, in particular, that L 2 (Σ) is a Hilbert space with an inner-product defined as follows:
By the assumption of Theorem 3.1, the set of parametrization functions {ρ s } r s=1 is a separating set and contains an everywhere-nonzero function, and hence the subalgebra generated by the set is dense in L 2 (Σ). Thus, if there is a function q ∈ L 2 (Σ) such that q, p L 2 = 0 for all p ∈ P, then q is zero almost everywhere (it differs from the identically-zero function over a set of measure zero). In the case here, we let q j (σ) := φ j (x σ (0)) − φ j (x σ (0)). Then, one can re-write (19) as follows:
Because x σ (0),x σ (0) are analytic in σ and each φ j (x) is analytic in x, we have that each q j (σ) is analytic in σ. Furthermore, since Σ is equipped with a strictly positive measure, we have that each q j is identically zero, i.e.,
Since
, by the first item of Def. 2, the set of one-forms {dφ j x } l j=1 spans the cotangent space T * x M for all x ∈ M. It follows that for any x ∈ M, there is an open ball B (x) (x) centered at x with radius (x) > 0 such that if x ∈ B (x) (x) and φ j (x) = φ j (x) for all j = 1, . . . , l, thenx = x. Furthermore, since each φ j is analytic, for any fixed x ∈ M, the radius (x) of the open ball can be chosen such that it is locally continuous around x. Since the initial profile x Σ (0) is analytic in σ, the above arguments have the following implication: for each σ ∈ Σ, there is an open neighborhood V σ of σ and a positive number σ such that if σ ∈ V σ andx σ (0) belongs to the open ball B σ (x σ (0)) with φ j (x σ (0)) = φ j (x σ (0)) for all j = 1, . . . , l, thenx σ (0) = x σ (0). 
We further let U be an open neighborhood of x Σ (0) in C ω (Σ, M) defined as follows:
We show below that ifx Σ (0) intersects U, thenx Σ (0) = x Σ (0). Note that if this is the case, then weak ensemble observability of system (8) is established.
To establish the fact, we first let σ ∈ Σ be such that d M (x σ (0),x σ (0)) < (and hencex Σ (0) intersects U). Then, by the definition of , we have thatx σ (0) = x σ (0). Now, let σ be any other point of Σ. We need to show thatx σ (0) = x σ (0). Because Σ is path-connected, there is a continuous path p : [0, 1] → Σ with p(0) = σ and p(1) = σ . Again, by the definition of , we have that for any λ
On the other hand, the profilex Σ (0) is analytic in σ and p(λ) is continuous in λ. Thus,x p(λ) (0) is continuous in λ. But then, sincex p(0) (0) = x p(0) (0), it must hold thatx p(λ) (0) = x p(λ) (0) for all λ ∈ [0, 1]. In particular,x σ (0) = x σ (0). We have thus shown that if {φ j } l j=1 is weakly codistinguished to { f i } m i=1 , then system (8) is weakly ensemble observable. Furthermore, if the third item of Def. 2 is satisfied, then we conclude from (20) that x σ (0) =x σ (0) for all σ ∈ Σ. In other words, the open neighborhood U can be chosen as the entire profile space C ω (Σ, M), and hence system (8) is ensemble observable. This completes the proof.
Pre-distinguished ensemble system
We consider in the section a slightly more general case where the set of control vector fields { f i (x)} m i=1 (resp. the set of exact one-forms {dφ j (x)} l j=1 ) in system (8) does not necessarily span the tangent space T x M (resp. the cotangent space T * x M), but together, the two sets { f i } m i=1 and {φ j } l j=1 can "generate" (weakly) jointly distinguished vector fields and functions. We make the statement precise below.
To proceed, we first introduce a few definitions and notations. Let
and L F be the collection of Lie products generated by F (the f i 's are treated as "free" generators). We say that L F is projectively finite if there is a finite set of vector fieldsF := {f i }m i=1 over M such that if one evaluates the Lie products in L F , then L F ≡F.
Denote by W be the collection of all words over the alphabet {1, . . . , m}. Recall that for a given word w = i 1 · · · i k and an analytic function φ on M, we have defined f w φ = f i 1 · · · f i k φ. If w = , then f w φ = φ. Next, given a set function Φ := {φ j } l j=1 on M and the set of vector fields F, we define
Similarly, we say that F W Φ is projectively finite if there is a finite subsetΦ := {φ j }l j=1 of C ω (M) such that F W Φ ≡Φ. Note, in particular, that F and Φ are, up to scaling, subsets of F andΦ, respectively. We also note that if the two given sets F are Φ are (weakly) jointly distinguished, then L F ≡ F and F W Φ ≡ Φ. We now introduce the following definition: Note that given a pair of jointly distinguished sets F and Φ, one can look for (proper) subsets F ⊆ F and Φ ⊆ Φ so that L F ≡ F and F W Φ ≡ Φ, i.e., F and Φ are jointly pre-distinguished. In particular, we say that (F , Φ ) is minimal if removal of any element out of F or Φ will violate the condition in the above definition. We do not intend to characterize here minimal pairs for a given jointly distinguished pair (F, Φ). But instead, we provide below an example for illustration.
Definition 6. A set of vector fields
F := { f i } m i=1 over M
Example 3. We consider again the vector fields
and the functions Φ := {φ i j = tr(gX j g X i )} 3 i, j=1 introduced in Example 1. We have shown that F and Φ are jointly distinguished on SO(3). Now, we define for each i = 1, 2, 3, a subset F i := F − {L X i } and for each j = 1, 2, 3, a subset
. Recall that we have the following relationships:
It follows that L F i ≡ F for all i = 1, 2, 3, and
With the above definition, we state the following fact which generalizes Theorem 3.1: 
comprised of all positive functions.
We establish Theorem 3.2 in the following subsection. Similarly, we have the following definition about observability sequence:
Analysis and proof of Theorem 3.2
Definition 9. Let F W Φ be projectively finite andΦ = {φ j }l j=1 be such thatΦ ≡ F W Φ. For each j = 1, . . . ,l, define a set of natural numbers N j as follows: if k ∈ N j , then there exist a word w of length k over the alphabet {1, . . . , m}, a function φ j ∈ Φ, and a real number λ such thatφ j = λ f w φ j . We call every such sequence N j an observability sequence.
Note that if F and Φ are (weakly) jointly distinguished, then N i = N j = N for all i = 1, . . . , m(=m) and for all j = 1, . . . , l(=l).
Example 4. Consider the subsets F
By computation (with details omitted), the controllability sequences N i , for i = 1, 2, 3, are given by
We call a monotonically increasing sequence {n k } ∞ k=0 , with n k ∈ N, an arithmetic sequence if there is a positive integer δ such that n k+1 − n k = δ for all k ≥ 0. In the above example, each controllability sequence N i (or observability sequence N i j ) is an arithmetic sequence with δ = 2. We generalize this fact in the following proposition, which will be of great use in the proof of Theorem 3.2: Proposition 3.3. Every controllability (resp. observability) sequence N i (resp. N j ) contains an (infinite) arithmetic sequence as a subsequence.
Proof. We establish the statement for N i and for N j separately.
Proof for N i . We fix an i = 1, . . . ,m, and prove that N i contains an arithmetic sequence. Because F is pre-distinguished, there exists a Lie product ξ 1 ∈ L F , with dep(ξ 1 ) ≥ 1, and a real number λ 1 such that λ 1 ξ 1 =f i . Denote by f i 1 ∈ F the first element that shows up in ξ 1 (e.g., ξ 1 = [ f i 1 , [ f i 1 , f i 1 ]] ). Applying the same argument, but withf i replaced by f i 1 , we obtain that λ 2 ξ 2 = f i 1 for some ξ 2 ∈ L F with dep(ξ 2 ) ≥ 1 and some λ 2 ∈ R.
Next, we let ξ 1 ξ 2 be a Lie product in L F , which is obtained by replacing the first element f i 1 in ξ 1 with the Lie product ξ 2 . It should be clear that
By repeating the above procedure, we obtain 1) a sequence of Lie products {ξ k } k ≥1 , 2) a sequence of vector fields { f i k } k ≥1 with f i k ∈ F, and 3) a sequence of real numbers {λ k } k ≥1 such that the first element in ξ k is f i k and λ k ξ k = f i k−1 . It then follows that
Note that ξ 1 · · · ξ k is well defined because the operator " " is associative.
Since each f i k belongs to the finite set F, there is a repetition in the sequence. Without loss of generality, we assume that f i k = f i k for some k > k ≥ 1. We then define a Lie product ξ as follows:
Note that the first element in ξ is f i k and α k /α k ξ = f i k . In fact, the statement can be strengthened: First, for any given N ≥ 0, we define ξ N := ξ · · · ξ, in which there are N copies of ξ. For the case N = 0, we simply define ξ 0 := f i k . Then, for any N ≥ 0, the first element in ξ N is f i k , and moreover, α N k /α N k ξ N = f i k . We further define a Lie product ξ 0 as follows:
It then follows that
which implies that N i contains {δ 0 + Nδ} N ≥0 as a subsequence. Proof for N j . The arguments will be similar to the ones used above. We fix a j = 1, . . . ,l, and prove that N j contains an arithmetic sequence. Since Φ is pre-codistinguished to F, there exist a word w 1 of positive length, a function φ j 1 out of Φ, and a real number µ 1 such that µ 1 f w 1 φ j 1 =φ j . Applying the same argument, but withφ j replaced by φ j 1 , we obtain µ 2 f w 2 φ j 2 = φ j 1 for some word w 2 of positive length, some function φ j 2 out of Φ, and some real number µ 2 . Note, in particular, that
By repeating the procedure, we obtain 1) a sequence of functions {φ j k } k ≥1 where each φ j k belongs to Φ, 2) a sequence of words {w k } k ≥1 of positive lengths, and 3) a sequence of real numbers {µ k } k ≥1 such that
Since each φ j k belongs to the finite set Φ, there is a repetition in the sequence, say φ j k = φ j k for some k > k ≥ 1. It then implies that β k /β k f w φ j k = φ j k where w := w k+1 · · · w k is obtained by concatenation of words. Denote by δ the length w. For a nonnegative integer N, we let w N be a word obtained by concatenating N copies of w. If N = 0, then w N = . We further let w 0 := w 1 · · · w k and δ 0 be the length of w 0 . It then follows that
which implies that N j contains {δ 0 + Nδ} N ≥0 as a subsequence.
With Prop. 3.3 at hand, we now prove Theorem 3.2:
Proof. We first establish item 1 of Theorem 3.2. By repeatedly applying Lie extensions of system (8), we obtain the following:
One obtains a kth order Lie extended system by truncating the infinite summation l≥0 and keeping only the terms with l ≤ k. By the fact that
is pre-distinguished and the definition of N i , the above system can be simplified as follows:
To establish ensemble controllability of the above system (or more precisely, a truncated version after a certain order), it suffices to show that for any i = 1, . . . ,m, the R-span of monomials in l∈N i P(l + 1) is dense in C 0 (Σ). We prove this fact below.
We fix an i = 1, . . . ,m. By Prop. 3.3, the controllability sequence N i contains an infinite arithmetic sequence, which we denote by {n k } k ≥0 with δ := n k+1 − n k > 0 for all k ≥ 0. We next define functions on Σ as follows:
By the assumption of Theorem 3.2, the set {ρ 2 s } r s=1 is a separating set and contains an everywhere nonzero function, say ρ 1 . It follows that {ρ s } r s=1 is also a separating set withρ 1 an everywhere nonzero function. Thus, the subalgebra generated by {ρ s } r s=1 is dense in C 0 (Σ). Denote the subalgebra byS. Since ρ 1 is everywhere nonzero, the set ρ
On the other hand, the R-span of
1S as a subset; indeed, if p is a monomial that can be expressed as p = ρ We have thus shown that the R-span of l∈N i P(l + 1) is dense in C 0 (Σ).
We now establish item 2 of Theorem 3.2. Letx Σ (0) and x Σ (0) two initial profiles that are indistinguishable with respect to any control input u(t). The same arguments in Section 3.4 can be used here to obtain the following fact: Let k ≥ 0 be an arbitrary integer. Let w be any word of length k and p be any monomial of degree k. Then, for any j = 1, . . . , l,
is pre-codistinguished to F and the definition of N j , the above expression can further be simplified as follows:
which holds for all j = 1, . . . ,l. It now suffices to show that the R-span of l∈N j P(l) is dense in L 2 (Σ) with respect to the L 2 metric. This, again, follows from Prop. 3.3; indeed, using the same arguments as above, we know that the R-span of
. This completes the proof.
Existence of Distinguished Ensemble Systems
We have shown in the previous section that (weakly) jointly distinguished vector fields { f i } m i=1 and functions {φ j } l j=1 are key ingredients for an ensemble system to be approximately ensemble path-controllable and (weakly) ensemble observable. We address in the section the issue about the existence of these finely structured vector fields and functions for a given manifold M. Amongst other things, we provide an affirmative answer for the case where M is a connected, semi-simple Lie group: 
and {φ j } l j=1 are jointly distinguished. Note that each Lie group G admits the structure of real analytic manifold in a unique way such that multiplication and the inversion are real analytic. In this case the exponential map exp : g → G is also real analytic (see [27, Prop. 1.117] ). We also note that by Lemmas 1 and 2, if G admits (weakly) jointly distinguished vector fields and functions, then so does any manifold diffeomorphic to G.
Sketch of proof and organization of the section. The proof of the above existence result is constructive. We will show that for every connected, semi-simple Lie group G, there exists a distinguished set of left-(or right-) invariant vector fields. Moreover, there is a selected set of matrix coefficients associated with the adjoint representation such that it is codistinguished to the set of left-(or right-) invariant vector fields.
More specifically, we address in Section §4.1 the existence of distinguished left-(or right-) invariant vector fields over G. Since the set of left-invariant vector fields has been identified with the Lie algebra g, the existence problem will naturally be addressed on the Lie algebra level. For that, we have recently shown in [7] that every semi-simple real Lie algebra admits a distinguished set (see Def. 10). We review in the subsection the result established in [7] and provide a sketch of the proof.
We next address in Subsections §4.2 and §4.3 the existence of (weakly) codistinguished functions to a given set of left-(or right-) invariant vector fields. Recall that by Lemma 3, if a set of functions Φ := {φ j } l j=1 is (weakly) codistinguished to a set of distinguished vector fields
, then the following action:
We start with this fact and provide in Section §4.2 a constructive approach which uses a selected set of matrix coefficients associated with a certain Lie group representation to generate codistinguished functions. Then, in Section §4.3, we focus on a special Lie group representation, namely the adjoint representation, and demonstrate that there indeed exists a set of matrix coefficients which is (weakly) codistinguished to a set of distinguished left-(or right-) invariant vector fields. In the case where G is a matrix Lie group, then such a set of codistinguished functions (matrix coefficients) can be expressed explicitly as follows:
where
is a selected set of matrices in the associated matrix Lie algebra. Note, in particular, that the set of functions {φ i j } 3 i, j,=1 on SO(3) introduced in Example 1 takes exactly the same form (note that g = g −1 ).
Finally, in Section §4.5, we address the problem about how to translate distinguished vector fields and codistinguished functions on a Lie group G to any of its homogeneous spaces. For distinguished vector fields, we show that there exists a canonical way of translation. However, for the codistinguished functions, the question of translation remains open; we provide a few preliminary results there. At the end of the subsection, we combine the results together and investigate a simple example in which the unit sphere S 2 = SO(3)/SO(2) is considered.
Distinguished sets of semi-simple real Lie algebras
Let G be a semi-simple Lie group, and g be its Lie algebra. We address in the subsection the existence of distinguished left-(or right-) invariant vector fields over G. Recall that for any X ∈ g, we have used L X (resp. R X ) to denote the corresponding left-(resp., right-) invariant vector field. We also recall that for any
It thus suffices to investigate the existence of a "distinguished set" on the Lie algebra level. Precisely, we first have the following definition:
Definition 10 ([7]). Let g be a semi-simple real Lie algebra. A finite subset
of g is distinguished if it spans g. Moreover, for any X i and X j , there exist an X k and a real number λ such that
Conversely, for any X k , there exist X i , X j , and a nonzero λ such that (21) holds.
Note that the cardinality of a distinguished set {X i } m i=1 is, in general, greater than the dimension of g, i.e., the spanning set
is not necessarily a basis of g. We have investigated in [7] the existence of a distinguished set of an arbitrary semi-simple real Lie algebra:
Proposition 4.2. Every semi-simple real Lie algebra admits a distinguished set.
The proposition then implies that every semi-simple Lie group admits a set of distinguished left-(or right-) invariant vector fields. Since the proposition will be of great use in the paper, we outline below a constructive approach for generating a desired distinguished set. A complete proof can be found in [7] . The proof leverages the structure theory of semi-simple real Lie algebras. A reader not interested in the constructive approach can skip the remainder of the subsection.
Sketch of proof. Recall that ad X (·) := [·, X] is the adjoint representation. Denote by B(X, Y ) := tr(ad X ad Y ) the Killing form. Let h be a Cartan subalgebra of g, and g C (resp. h C ) be the complexification of g (resp. h). We let ∆ be the set of roots. For each α ∈ ∆, we let h α ∈ h C be such that α(H) = B(h α , H) for all H ∈ h C . Denote by α, β := B(h α , h β ), which is an inner-product defined over the R-span of ∆. We denote by |α| := α, α the length of α. Let H α := 2h α/|α| 2 . For a root α ∈ ∆, let g α be the corresponding root space (as a one-dimensional subspace of g C over C).
Suppose, for the moment, that one aims to obtain a distinguished set for the semi-simple complex Lie algebra g C ; then, with slight modification, such a set can be obtained via the Chevalley basis [36, Chapter VII], which we recall below: Lemma 4. There are X α ∈ g C α , for α ∈ ∆, such that the following hold:
2) For any two non-proportional roots α, β, we let β + nα, with −q ≤ n ≤ p, be the α-string that contains β. Then,
We also note that for any α, β ∈ ∆, we have [H α , X β ] = 2 α,β /|α| 2 X β , and moreover, 2 α,β /|α| 2 ∈ Z. It thus follows from Lemma 4 that
is a distinguished set of g C . The above arguments have the following implications:
1) A semi-simple complex Lie algebra can also be viewed as a Lie algebra over R. We call any such real Lie algebra complex [27, Chapter VI]. In particular, if the real Lie algebra g is complex, then the R-span of A ∪ iA, with A defined above is g. Moreover, since the coefficients 2 α,β /|α| 2 and N α,β are all integers (and hence real), the set A ∪ iA is a distinguished set of g.
2)
If the Lie algebra g is obtained as the R-span of A (i.e., g is a split real form of g C ), then A is a distinguished set of g. For example, every special linear Lie algebra sl(n, R) for n ≥ 2 can be obtained in this way.
Thus, the technical challenges for establishing Prop. 4.2 lie in the case where g is neither complex nor a split real form of g C . We deal with such a case below. First, recall that a Cartan involution θ : g → g is a Lie algebra automorphism, with θ 2 = id, and moreover, the symmetric bilinear form B θ , defined as
is positive definite on g. One can extend θ to g C by θ(X + iY ) = θ X + iθY .
Let the Cartan subalgebra h be chosen such that it is θ-stable, i.e., θh = h. Decompose g = k ⊕ p, where k (resp. p) is the +1-eigenspace (resp. −1-eigenspace) of θ. Their complexifications will, respectively, be denoted by k C and p C . We further decompose h = t ⊕ a, where t and a are subspaces of k and p, respectively. It is known that the roots in ∆ are real on a ⊕ it.
We say that h is maximally compact when the dimension of t is as large as possible. Given any θ-stable Cartan subalgebra h, one can obtain a maximally compact Cartan subalgebra by subsequently applying the Cayley transformation [27, . We assume in the sequel that h is maximally compact. We say that a root is imaginary (resp. real) if it takes imaginary (resp. real) value on h, and hence vanishes over a (resp. t). If a root is neither real nor imaginary, then it is said to be complex. It is known [27, Proposition 6.70 ] that if h is maximally compact, then there are no real roots and vice versa.
Note that if α is a root, then θα is also a root, defined as (θα)(H) := α(θH) for any H ∈ h C ; indeed, if we let X α ∈ g C α , then
Since θ is Lie algebra automorphism, B(X, Y ) = B(θ X, θY ) for all X, Y ∈ g C . In particular, θα(H) = B(H α , θH) = B(θH α , H), which implies that H θα = θH α . Note that if α is imaginary (which vanishes over a), then θα = α. This, in particular, implies that g C α is θ-stable. Since g C α is one dimensional (over C), it must be contained in either k C or p C . An imaginary root α is said to be compact (resp. non-compact) if g C α ⊆ k C (resp. g C α ⊆ p C ). It follows that if α is compact (resp. non-compact), then θ X α = X α (resp. θ X α = −X α ). Further, one can rescale the X α 's, if necessary, so that Lemma 4 holds and θ X α = X θα for α a complex root.
For a subset S ⊂ g, we let L S be the collection of Lie products generated by S. Similarly, we say that L S is projectively finite if there exists a finite subsetS of g such that L S ≡S. Further, we say that the set S is pre-distinguished ifS is a distinguished set of g (compared with Def. 6). We now have the following fact: Proposition 4.3. Let g be a simple real Lie algebra. Suppose that g is neither complex nor a split real form of g C ; then, there are X α ∈ g C α , for α ∈ ∆, such that the items of Lemma 4 are satisfied, and moreover, the following set:
belongs to g and is pre-distinguished.
We refer the reader to [7] for a proof. It follows from Prop. 4.3 that every semi-simple real Lie algebra admits a distinguished set. This establishes Prop. 4.2.
Note that for a given simple Lie algebra g, there may exist multiple distinguished subsets of g such that any two of these sets are not related by a Lie algebra automorphism. More precisely, we say that two subsets A and A are of the same class if there is a Lie algebra automorphism κ : g → g such that κ(A) ≡ A . We defer the analysis in another occasion, but provide below a simple example for the case where g = sl(2, R): 
By computation, we have that
Thus, both A and A are distinguished. But, they are not of the same class.
Matrix coefficients as codistinguished functions
Let {X i } m i=1 be a distinguished set of g. We address in the subsection the existence of (weakly) co-distinguished functions on G to the set of left-(resp., right-) invariant vector fields
). Because of the symmetry, the focus will be mostly on the functions codistinguished to the left-invariant vector fields. We provide a remark at the end of the subsection to address the existence of codistinguished functions to the right-invariant vector fields.
To proceed, we first recall that the so-called right-regular representation of G on
Correspondingly, the induced Lie algebra representation r * is the negative of the Lie derivative along a left-invariant vector field, i.e., r * (X)φ = −L X φ. Note, in particular, that if
Thus, in order to find a set of codistinguished functions to
, our strategy is comprised of two steps as outlined below:
that r * | L will be a Lie algebra representation of g on L;
2) Find a finite subset Φ = {φ j } l j=1 out of the above-mentioned space L such that it is codistinguished to a given set of left-invariant vector fields
We now address, one-by-one, the above two steps. Our approach for the first step about constructing a finite dimensional subspace L of C ω (G) is to use matrix coefficients associated with a Lie group representation. Specifically, we consider an arbitrary analytic representation π of G on a finite dimensional inner-product space (V, ·, · ). Let {v i } p i=1 be any spanning subset of V. We next define a set of matrix coefficients as follows:
Then, we define a finite dimensional subspace of C ω (G) as follows:
The following fact has certainly been observed in the literature; but for completeness of presentation, we provide a proof after the statement:
Proof. The lemma follows directly from computation. For any x ∈ G and any g ∈ G,
Since {v 1 , . . . , v p } spans V, there exist real coefficients c l k 's such that
It then follows that
which implies that r(x)π i j is a linear combination of π ik for k = 1, . . . , p. We now address the second step of our strategy about finding a finite subset {φ j } l j=1 out of L π so that it is codistinguished to a given set of left-invariant vector fields
. To proceed, we first have the following definition as a dual to Def. 10: 
2)
For any X i and v j , there exist a v k and a real number λ such that
conversely, for any v k , there exist X i , v j , and a nonzero λ such that (23) holds.
If only the first two conditions hold, then
Note that the subset {X i } m i=1 in the above definite is not necessarily distinguished. With the above definition, we now have the following fact:
, then the set of matrix coefficients {π i j } p i, j=1 is codistinguished to the set of left-invariant vector fields
Proof. We show below that if {v j } p j=1 is codistinguished to {X i } m i=1 , then the three items of Def. 2 are satisfied.
1)
For the first item of Def. 2, we show that for any g ∈ G, the one-forms {dπ
spans T * g G. With a slight abuse of notation, we write
In this way, each one-forms dπ i j g can be viewed as an element in g * . But then, the two subspaces of g * : Span{dπ The first item of Def. 2 then follows from the first item of Def. 11.
2) For the second item of Def. 2, it suffices to show that if π * (X i )v j = λv k , then L X i π q j = −λπ qk for any q = 1, . . . , p. This holds because
3) The third item of Def. 2 directly follows from the third item of Def. 11.
We have thus provided a constructive approach for generating a set of matrix coefficients that is (weakly) codistinguished to a given set of left-invariant vector fields. The same approach can be slightly modified to generate a set of functions codistinguished to a set of right-invariant vector fields. We provide details in the following remark: Remark 6. We first recall that the left-regular representation of G is given by
The corresponding Lie algebra representation is given by l * (X)φ = R X φ. We again let π be a representation of G on a finite-dimensional inner-product space (V, ·, · ), and
be a spanning set of V. We next define functions on G as follows:
and define Lπ to be the R-span of theπ i j 's. 
In summary, we have shown in the subsection that a finite dimensional representation π of G on an inner-product space V can be used to generate a set of matrix coefficients codistinguished to a given set of left-(or right-) invariant vector fields provided that the assumption of Lemma 6 is satisfied.
On the adjoint representation
We follow the discussions in the previous subsection, and consider here the adjoint representation of G on g, i.e., π = Ad and V = g. We show that in this special case, there indeed exists a set of matrix coefficients (weakly) codistinguished to a distinguished set of left-(or right-) invariant vector fields.
To proceed, we first recall that B(X, Y ) = tr(ad X ad Y ) is the Killing form, θ is a Cartan involution of g, and B θ (X, Y ) = −B(X, θY ) is an inner-product on g (introduced in Section §4.1). We also recall that by Prop. 4.2, there exists a distinguished set {X i } m i=1 out of g. We fix such a set in the sequel. Note, in particular, that by Def. 10, the distinguished set {X i } m i=1 spans g. Now, we follow the two-step strategy proposed in the previous section and define a set of matrix coefficients {φ i j } m i, j=1 as follows:
which is nothing but specializing (22) 
Note that under the above isomorphism, the +1-eigenspace k and the −1-eigenspace p of θ (introduced in Section §4.1) correspond to the subspace of skew-symmetric matrices and the subspace of symmetric matrices, respectively.
We note that for a given semi-simple Lie algebra g of real matrices, the Killing form B(X, Y ) is linearly proportional to tr(XY ), i.e., B(X, Y ) = c tr(XY ) for a real positive constant c. Now, suppose that G is isomorphic to a matrix Lie group; then, it follows from Lemma 7 that one can re-write (25) as follows:
In particular, it generalizes the functions {φ i j } 1≤i, j≤3 on SO(3) introduced in Example 1 to functions on an arbitrary matrix semi-simple Lie group. However, we shall note that not every semi-simple Lie group is isomorphic to a matrix Lie group. Nevertheless, the expression (25) is always valid.
Recall that a center Z(G) of a group G is defined such that if z ∈ G, then z commutes with any group element g of G, i.e., Z(G) := {z ∈ G | zg = gz, ∀g ∈ G} We now have the following result:
be a distinguished set of g. Then, the set of matrix coefficients We provide here a brief discussion about the center of G. First, note that since g is semi-simple, the center Z(G) is discrete. If, further, G is compact, then Z(G) is finite. We also note that for each semi-simple real Lie algebra g, there corresponds a unique (up to isomorphism) connected group G whose Lie algebra is g and has a trivial center. So, for these Lie groups, {L X i } m i=1 and {φ i j } m i, j=1 are jointly distinguished. We further present below the centers of a few commonly seen connected matrix Lie groups:
2) If G = SL(n, R) is the special linear group or if G = SO(n) is the special orthogonal group, then
is the identity component of indefinite orthogonal group O(p, q) (e.g., the Lorentz group O (1, 3) ), then
We note here that for a distinguished (or pre-distinguished) ensemble system defined on G (i.e., M = G), the center Z(G) can be thought as a measure of the "degree of ambiguity" of the initial profile g Σ (0) associated with the ensemble estimation problem. Specifically, if two (analytic) initial profiles g Σ (0) andḡ Σ (0) are related by a common group element z ∈ Z(G), i.e., g σ (0) = zḡ σ (0) for all σ ∈ Σ, then the two initial profiles are indistinguishable with respect to any control input.
Toward the end of the subsection, we pose an open problem about classification of codistinguished sets for a given group G (existence of such set is given by Theorem 4.4): Problem 1. Let G be a semi-simple Lie group and g be the associated Lie algebra. Classify, up to isomorphism and the equivalence relation "≡", all the quadruples (π, V,
) is a subset of g (resp.,
with respect to π.
Note that if we focus on the case where π = Ad, V = g, and {v j } p j=1 = {X i } m i=1 , then the above problem is reduced to a problem about classification of distinguished sets (see Example 5) . To further illustrate Problem 1, we provide below an example of codistinguished set that is obtained by using the standard representation. Example 6. Let G := SO(n) with g := so(n). Let V := R n be the Euclidean space equipped with the standard inner-product. Define skew-symmetric matrices {Ω i j } 1≤i< j≤n by Ω i j := e i e j − e j e i . Then, by computation (details are omitted), the standard basis {e i } n i=1 of R n is codistinguished to {Ω i j } 1≤i< j≤n with respect to the standard representation of SO(n) on R n . We further note that the standard representation can also be used to generate codistinguished sets for other matrix Lie groups, such as SU(n), SL(n, R), and Sp(2n, R). We defer the analysis to another occasion.
Analysis and proof of Theorem 4.4
We establish in the subsection Theorem 4.4. By Lemma 6, it suffices to show that the subset {X i } m i=1 of g is codistinguished to itself with respect to the adjoint representation. This fact will be established after a sequence of lemmas. For convenience, we reproduce below the set of functions {φ i j } m i, j=1 that will be investigated in the subsection:
We show below that the set {φ i j } m i, j=1 satisfies the three items of Def. 11 under the assumption of Theorem 4.4. The arguments we will use below generalize the ones used in Example 1. For the first item of Def. 11, we have the following fact: Proof. First, note that for any X ∈ g, we have where the last equality holds because θ is a Lie algebra automorphism with θ 2 = id, and hence, θ[θ X i ,
For convenience, we let Y j := θ X j for all j = 1, . . . , m. Since θ is a Lie algebra automorphism and {X i } m i=1 spans g (because it is distinguished), the subset {Y j } m j=1 spans g as well. Also, note that g is semi-simple, and hence, [g, g] = g. This, in particular, implies that {X i j := [X i , Y j ]} m i, j=1 is also a spanning set of g. It now remains to show that the set of one-forms {B θ (·,X i j )} m i, j=1 spans g * . But, this follows from the fact that B θ is positive definite on g; indeed, a nondegenerate bilinear form induces a linear isomorphism between g and g * . Since the set {X i j } m i, j=1 spans g, the set of one-forms {B θ (·,X i j )} m i, j=1 spans g * .
For the second item of Def. 11, we have the following fact:
Lemma 9. If [X i , X j ] = λX k , then L X i φ i j = −λφ i k for all i = 1, . . . , m.
Remark 8.
Let G be a matrix Lie group and H and be a compact subgroup of G. Let {φ i j } m i, j=1 be defined in (25) . Then, we can express eachφ i j explicitly as follows:
The above integral is closely related to the Harish-Chandra-Itzykson-Zuber integral formula [38, 39] : there, one integrates a moment generating function:
over a compact group G (often, G = SU(n) or G = SO(n)).
We now have the following fact:
Lemma 11. Let {φ j } l j=1 be a set of functions on G codistinguished to a set of right-invariant vector fields {R X i } m i=1 . Suppose that R X i φ j = λφ k ; then, τ(X i )φ j = λφ k .
Proof. The lemma directly follows from computation:
which holds for all gH ∈ M ≈ G/H.
Thus, if the set of one-forms {dφ j x } l j=1 spans T * x M, then, by Lemma 11, {φ j } l j=1 is (weakly) codistinguished to {τ(X i )} m i=1 . We provide below an example for illustration. It follows that H is the stabilizer of the vector e 1 ∈ S 2 . Let {X i } 3 i=1 and {φ i j } 3 i, j=1 be given in Example 1, i.e., X i = e j e k − e k e j , where det(e i , e j , e k ) = 1, φ i j (g) = tr(gX j g X i ), 1 ≤ i, j ≤ 3.
Because the set {X i } 3 i=1 is distinguished in so(3), by Prop. 4.5, it induces a distinguished set of vector fields {τ(X i )} 3 i=1 over S 2 :
the fact (Theorem 3.1) that a distinguished ensemble system is approximately ensemble path-controllability and (weakly) ensemble observable. Specifically, we have shown that if the set of parametrization functions separates points and contains an everywhere nonzero function, then an ensemble system (8), with jointly distinguished control vector fields and observation functions, is ensemble controllable and observable. We further extend in Section §3.5 the result to a pre-distinguished ensemble system (with pre-distinguished vector fields and pre-codistinguished functions). There, we introduced controllability and observability sequences, and established the fact that every such sequence contains an infinite arithmetic sequence as a subsequence. This fact was instrumental in establishing ensemble controllability and observability of a pre-distinguished ensemble system.
We demonstrated in Section §3 that the structure of a (pre-)distinguished ensemble system can significantly simplify the analyses of ensemble controllability and observability. Moreover, such a structure can be used as a guiding principle for designing dynamics of a general ensemble system that is controllable and observable.
We proposed and addressed in Section §4 the problem about existence of distinguished vector fields and codistinguished functions on a given manifold M. We provided an affirmative answer for the case where M is a connected, semi-simple Lie group G. Specifically, we showed that every such Lie group G admits a set of distinguished left-(or right-) invariant vector fields, together with a set of matrix coefficients that is (weakly) codistinguished to the set of left-(or right-) invariant vector fields.
The proof was constructive. For distinguished vector fields, we identified the space of left-invariant vector fields with the Lie algebra g associated with G. The existence problem was thus addressed on the Lie algebra level. More specifically, we leveraged the result established in [7] in which we have shown that every semi-simple real Lie algebra g admits a distinguished set.
For codistinguished functions, we showed in Section §4.2 that a selected set of matrix coefficients associated with a Lie group representation can be made codistinguished to a given set of left-(or right-) invariant vector fields. We then focussed in Section §4.3 on a special representation, namely the adjoint representation. There, we constructed explicitly a set of matrix coefficients, i.e., {B θ (Ad(g)X j , X i )} m i, j=1 , and showed in Section §4.4 that it is codistinguished to a set of left-invariant vector fields.
An open problem (Problem. 1) we posed at the end of Section §4.3 is the following: Given a semi-simple Lie group G with g the Lie algebra, classify all representations π of G on V, together with subsets {X i } m i=1 ⊂ g and {v j } p j=1 ⊂ V, such that {v j } p j=1 is codistinguished to {X i } m i=1 with respect to π. The solution to the above problem will classify not only distinguished sets of a given Lie algebra g, but also codistinguished functions on G that can be realized as matrix coefficients.
Finally, in Section §4.5, we discussed how to translate distinguished vector fields and codistinguished functions from a semi-simple Lie group G to its homogeneous spaces. We showed that for distinguished vector fields, there is a canonical way of using a distinguished set of the Lie algebra g to induce a set of distinguished vector fields on the homogeneous space. But, for codistinguished functions, the situation is more complicated. We proposed an averaging method which uses an existing set of codistinguished functions on G to generate a set of averaged H-invariant functions on the homogeneous space M ≈ G/H. These averaged functions will be codistinguished to the set of induced vector fields provided that the one-forms {dφ j x } l j=1 span the cotangent space T * x M for all x ∈ M. We provided at the end of Section 4.5 a simple example about the unit sphere S 2 ≈ SO(3)/SO(2) to illustrate the averaging method.
