We show that every subalgebra (in the algebraic sense) of A (B ) satisfying the weak Nullstellensatz has stable rank less than or equal to n . The results are sharp for n < 2 .
Introduction
The concept of the stable rank of a ring, introduced by H. Bass [1] , has been very useful in treating some problems in algebraic ÄMheory. G. Corach and F. D. Suárez succeeded in calculating the stable rank of finitely generated Banach algebras, see [2, 3, 4] . Among them are the ball algebras A(Bn). The proof in [4] makes use of a deep algebraic-topological argument-the so-called ArensTaylor-Novodvorski theory. It is the aim of this paper to present fairly simple proofs of inequalities for the stable rank of subalgebras of A(Bn) (see Theorem
and Theorem 3.2).
Especially for the cases when n < 2, we do not only obtain inequalities, but equality. Thus for n = 1 some results in [7, 8] are reproved.
The proofs make use only of elementary knowledge of functions of several complex variables.
1.
It is well known that the group of units in Banach algebras is open. Unfortunately, this feature is lost in the general case of a topological algebra. This leads to the following definitions: y A topological algebra A is called a Q-algebra if the set of units A is open in A .
In this paper we consider complex, commutative (^-algebras with unit element denoted by 1.
Given a ß-algebra A , an element a G A" is called unimodular if there exists
We denote by Un(A) the set of unimodular elements of A" . We say that a = (ax, ... , an) G Un(A) is reducible, if there exist xx, ... , xn_x in A such that (ax +xxan,... , an_x+xn_xan) g Un_x(A).
The stable rank of A , denoted by sr(A), is the least integer n such that every a G Un+X(A) is reducible. We need the following two results on the stable rank of ß-algebras [2, Theorem 3. (See [5, p. 174 ].) Thus we may regard a as defined on P. Doing this we obtain the following formula for the Radon-Nikodym derivative c7cT = Ccos" 0,-cos" 02 •■ ■ cos 02"_2 dm, where m denotes the Lebesgue measure on P, and C is a constant depending on n . This formula is easily established, since integration in polar coordinates holds for both measures, see [6, p. 13; 5, p. 177]. Thus we have a(E) = 0 iff E, considered as a set of angles, has Lebesgue measure zero. The estimates of the stable rank will be obtained by using the following theorem. For functions g G A(Bn) the zero set is denoted by Z , that is Z = {z g Bn: g(z) = 0}. The boundary zero set is written as Zd , i.e., Zd = {zGdBn:g(z) = 0}. Proof. We construct a path y joining the given point a G C"\f(Z ) and infinity. First we show the existence of a cone K with vertex a such that f(Zd) and K are disjoint. It is well known that a(Zd) is zero, see [6, Theorem 5.5.9]. By Remark 1 the set Za , viewed as a set of angles, also has Lebesgue measure zero. Of course we may assume that a is zero, otherwise we deal with the vector (/ -a) in the following. Suppose now that h: P -> P is a C map, where P denotes the parallelotope mentioned in Remark 2. Then the set h(E) has Lebesgue measure zero for every set E G P of Lebesgue measure zero. Since o(S2n_x) = 1 , there are many points Ç G S2n_x such that C i P(Za).
Because the set p(Z0) is closed, it is easy to construct a cone K such that 0 G K and C G K . This cone K has the desired property that K and f(Zd) are disjoint. Now we show that there exists a path y in K joining zero and infinity such that ynf(Zg) = 0.
Since the cone K misses the points of f(Za), this is done by showing that K misses the set f(Z C\Bn). By [6, Theorem 14.4 .9] the set Zg n Bn is the countable union of compact sets K¡ with h2n_2(K) < oo . Here, h2n_2 denotes the (2m -2)-dimensional Hausdorff measure (see [6] ). Since / is Lipschitz continuous in Bn , the same conclusion holds for the set f(Z n Bn). By [6, Theorem 14.4.5] the set K\f(Zg(~)Bn) is connected. D
3.
Let A be a subalgebra of A(Bn). We say that the weak Nullstellensatz holds in A iff the following condition holds: (fx, ... , f"+x) is unimodular iff the functions f, , ... , f ,, have no common zero in B" .
A is said to be inversionally closed if every function fi G A without zero in Bn is invertible in A .
We say that a subalgebra A of A(Bn) is a holomorphically generated Qalgebra, for short HGQ-algebra, iff the following two conditions hold:
(i) A is a ß-algebra.
(ii) There exists a set L of functions holomorphic in Bn such that lei, and in each neighborhood of a suitable element of A we find a member of L, that is L = A .
For example, the ball algebra A(Bn) itself is a HGQ-a\gehra.
The preceding theorem enables us to prove the following results. Proof. We must show that every unimodular element (f, g) ,(f =(fx, ... , fn)) is reducible. Of course, we may assume that g is not the zero function. Since the weak Nullstellensatz holds in A, unimodularity is equivalent to the fact that fx , ... , fin and g have no common zero in Bn . Moreover, the algebra A is inversionally closed, so it is a (7-algebra, when endowed with the topology of uniform convergence. By Theorem 2.1 the open set C"\f(Z ) is connected. Pick b £ f(Bn) and observe that (f -b, g) is reducible. By Proposition 1.1 the element (/, g) is also reducible, since we can join zero and b by a path y lying entirely in C"\f(Z ). □ Remarks. It should be noted that no assumptions on topology for the algebra A are made. The fact that Cn\f(Z ) is connected was used before-implicitly or explicitly -to calculate the stable rank of algebras; see [2 or 3] . Proof. We have to show that every unimodular (n + l)-vector (/,,..., fn , g) is reducible. If g = 0, there is nothing to prove, so suppose g ^ 0. Since A is a HGQ-a\gebra, every component f of the vector (f , ■ ■. fn) can be approximated by functions holomorphic in Bn . Thus we have jtajtfj+pjg) >l (zGBn).
7=1
Again we approximate each function a by polynomials q. :
This yields the inequality /-i > (^B").
Since the algebra A contains all polynomials and is inversionally closed, this inequality shows that (fx, ■■■ , fn, g) is reducible. Obviously, the vector (z,,... , zk, g) is unimodular. We show that it is not reducible, which settles the assertion. Remark. Note that in case n = 2 we have sr(/l) = 2, and for n -1 we have sr(^) = 1 .
