In this paper, a two-stage scheme is proposed to deal with the difficult problem of acoustic echo cancellation (AEC) in single-channel scenario in the presence of noise. In order to overcome the major challenge of getting a separate reference signal in adaptive filter-based AEC problem, the delayed version of the echo and noise suppressed signal is proposed to use as reference. A modified objective function is thereby derived for a gradient-based adaptive filter algorithm, and proof of its convergence to the optimum Wiener-Hopf solution is established. The output of the AEC block is fed to an acoustic noise cancellation (ANC) block where a spectral subtraction-based algorithm with an adaptive spectral floor estimation is employed. In order to obtain fast but smooth convergence with maximum possible echo and noise suppression, a set of updating constraints is proposed based on various speech characteristics (e.g., energy and correlation) of reference and current frames considering whether they are voiced, unvoiced, or pause. Extensive experimentation is carried out on several echo and noise corrupted natural utterances taken from the TIMIT database, and it is found that the proposed scheme can significantly reduce the effect of both echo and noise in terms of objective and subjective quality measures.
Introduction
The phenomenon of acoustic echo occurs when the output speech signal from a loudspeaker gets reflected from different surfaces, like ceilings, walls, and floors and then fed back to the microphone. In its worst case, acoustic echo can cause howling of a significant portion of sound energy [1, 2] . In real life applications, such as a lecture in a large conference hall or in the public address system of a trade fair, the presence of acoustic echo along with the environmental noise is a very common phenomenon, which degrades the speech quality even leading to complete loss of intelligibility.
In order to deal with the problem of acoustic echo cancellation (AEC), conventionally echo suppressors, earphones, and directional microphones have been used, *Correspondence: omeecd@eee.buet.ac.bd 1 Department of Electrical and Electronic Engineering, Bangladesh University of Engineering and Technology, Dhaka 1000, Bangladesh Full list of author information is available at the end of the article which generally place restrictions on the talkers' movement [2] . As an alternate of such hardware-based solutions, adaptive filter algorithms are widely being applied where apart from the input channel, a separate echofree reference channel is required [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . Among different adaptive filter algorithms, the least mean squares (LMS) algorithm and its different variants are very popular for their satisfactory performances and less computational burden [4, 10, [12] [13] [14] . Besides these algorithms, the recursive least squares (RLS) algorithm is well-known for its fast convergence at the expense of computational complexity [13] . The adaptive filter algorithms have also been used for acoustic noise cancellation (ANC) [15] .
There are some methods that deal with both acoustic echo and noise cancellation (AENC) [16] [17] [18] . The echo canceller used in [16] utilizes a sub-band noise cancellation scheme. In [17] , echo cancellation is done by an adaptive LMS filter while a linear prediction error fil-http://asmp.eurasipjournals.com/content/2014/1/20 ter removes the residual echo and noise. In [18] , a single Wiener filter is employed to simultaneously suppress the echo and noise. It is to be mentioned that all these AENC methods employ more than one microphone, while the solutions using single microphone are favorable in most of the real-life applications.
In this paper, an AENC scheme is proposed which can efficiently deal with the single-channel scenario. First, unlike conventional LMS algorithm, considering the delayed version of the previously echo-and noisesuppressed signal as reference, a gradient-based adaptive LMS algorithm is developed for single channel AEC. Preliminary results obtained by using this idea is reported in [19] . However, in the current paper, analytical proof of convergence towards the optimum Wiener-Hopf solution is presented. Next, a single-channel ANC algorithm based on spectral subtraction with an adaptive spectral floor estimation is developed, which reduces not only the effect of noise but also some residual echo. Finally, analyzing different speech characteristics of the reference and current frames, multiconditional updating constraints are proposed in order to obtain precise control on convergence characteristics. For performance evaluation, extensive experimentation is conducted on several real-life echo and noise corrupted speech signals at different acoustic environments.
Problem formulation
In order to formulate the problem of single-channel AENC, for a better understanding, first, a dual channel AENC scheme is presented in Figure 1 (according to [17] ). Here, s 1 (n) and s 2 (n) are speech signals corresponding to near-end and far-end speakers, while v 1 (n) and v 2 (n) are additive noises, respectively. The noise corrupted far-end signal (s 2 (n) + v 2 (n)) is played through a loudspeaker at the near-end acoustic room environment and the echo signal x 2 (n) is generated. Thus, the input y 1 (n) to the near-end microphone is given by
The task of the adaptive filter-based AEC block placed at the near-end is to produce an estimate x 2 (n) of the echo x 2 (n) by minimizing the error
Two major issues in dual channel system are (i) availability of a separate reference signal required for the adaptive filter, for example, here the delayed version of (s 2 (n) + v 2 (n)) and (ii) different speakers for input and echo signals. Moreover, use of the double talk detector (DTD) helps in controlling the update process. Unfortunately, these features are absent in single-channel scenario as shown in Figure 2 . Instead of two speakers, in this case, the microphone receives the input s(n) corrupted by noise v(n) and echo generated from the same speaker.
In the presence of noise v(n), the sole microphone input signal in single-channel scenario is given by
where x s (n) and x v (n) denote the echo of the input speech and noise, respectively. The echo signals can be expressed as
x
where s(n−k 0 ) =[ s(n−k 0 −1), s(n−k 0 −2), . . . , s(n−k 0 − p)] T and v(n−k 0 ) =[ v(n−k 0 −1), v(n−k 0 −2), . . . , v(n− k 0 − p)] T with k 0 being a predefined flat delay and a n = [ a n (1), a n (2), . . . , a n (p)] T consists of the coefficients corresponding to the acoustic room transfer function A(z). The order p and coefficient values of A(z) depend on the room characteristics. It is to be noted that in this case, there is no scope of obtaining a separate echo-free reference or a separate noise-only reference, which makes the single-channel AENC problem extremely difficult to handle. 3 Proposed single-channel AENC scheme
Proposed two-stage setup
In Figure 3a , a simple block diagram showing two stages of the proposed AENC scheme is presented and in Figure 3b , more detail of the adaptive filter-based AEC algorithm involved in the first stage is shown. Similar to Figure 2 , the input to the microphone y(n) can be described by (3) . For the case of single-channel AEC, for example, while delivering a lecture in a large conference hall, the microphone in front of the speaker receives input speech s(n) corrupted by v(n). Once this noise-corrupted speech is transmitted through loudspeaker, echo signal is generated and thus the microphone after some initial time delay will receive noise-corrupted speech and echo of previously uttered speech. The task of AEC is to cancel the echo part from this input by using adaptive filter algorithm. In order to obtain adaptively an estimate x s (n) + x v (n) of the echo signal, we propose to utilize delayed versions of the previously echo-suppressed samples of the noisy speech as reference signal [19] . A symbol hat on the variable is used to indicate estimated value. The error signal e(n) thus obtained is given by
The estimate of the echo signal can be expressed as
where w n =[ w n (1), w n (2) . . . w n (p)] T is the estimated coefficient vector. The task of the adaptive filter is to obtain an optimum w n by minimizing the error in (6) i.e.,
where
are the residual echo of the speech and noise portions of the input signal, respectively, and it is assumed that these signals exhibit the properties of white Gaussian noise. Next, e(n) is passed through a spectral subtraction-based singlechannel ANC block which produces output s(n) ≈ s(n) + (n) that closely resembles s(n) provided that the residual echo-noise portion (n) becomes very small.
It is to be noted that the task of noise reduction, unlike the proposed AENC scheme, may be carried out prior to the AEC block. However, because of possible nonlinearities introduced by the prior noise reduction block, no proper reference would be available for the singlechannel AEC block [17] . Hence, the arrangement shown in Figure 3a is adopted, in which the noise reduction block also serves as a post-processor for attenuating the residual echo.
Development of proposed gradient-based single-channel LMS AEC scheme
A delayed version of the adaptive filter output e(n) is proposed to use as the reference signal, and from (8), filter output e(n) can be written as
where s(n) = s(n) + δ s (n) and v(n) = v(n) + δ v (n). The objective function of the adaptive filter involves minimization of the mean square estimation of the error function and using (6) it can be written as
where E{.} denotes the expectation operator. In (10) , it is intended to use the basic definition of cross-correlation operation, for example, the cross-correlation function between s(n) and v(n) is defined as
where m denotes the lag. Using (4), (5), (7) , and the above definition, the last term of (10) can be expressed as
Here, r ss (k 0 + k) corresponds to the (k 0 + k)th lag of the cross-correlation between s(n) and its previous samples s(n − k 0 − k), and r sv (k 0 + k) corresponds to the (k 0 + k)th lag of the cross-correlation between s(n) and v(n − k 0 − k). In a similar way, r vs (k 0 + k), r vv (k 0 + k), r sδ s (k 0 + k), r sδ v (k 0 + k), r vδ s (k 0 + k), and r vδ v (k 0 + k) can be defined. It is well known that the value of cross-correlation decreases rapidly with the increasing lags when two signals are uncorrelated. In ideal case, the cross-correlation function between two random noise signals would be nonzero only at the zero lag. Since v(n) is assumed to be white Gaussian noise and, generally, the value of k 0 is very large, in (12) , the effect of the terms r sv (k 0 + k), r vs (k 0 + k), and r vv (k 0 + k) can be neglected. Moreover, because of noise-like characteristics of δ s (n) and δ v (n), in (12), one can neglect r sδ v (k 0 + k), r vδ s (k 0 + k), and r vδ v (k 0 + k) too. Hence, it can easily be comprehended that optimal filter performance occurs when r ss (n) is minimum, i.e., the least possible correlation between s(n − k 0 − k) and s(n) is desired. As a result, (10) reduces to
Here, the magnitude of r ss (k 0 + k) strongly depends on speech characteristics and the amount of flat delay k 0 . For a reasonably large k 0 , the effect of r ss (k 0 + k) in 13 can be neglected, and minimization of (13) results in
Hence, we obtain
The above equation is similar to Wiener-Hopf equation and its solution can be written as
where r (x s +x v )(s+v) (n − k 0 ) consists of different lags of cross-correlation between the echo signal x s (n) + x v (n) and the noisy input signal s(n)
There is no doubt that w n is the most optimum solution possible. Hence, it is shown that even for a single-channel noise corrupted AEC problem, the most optimum solution w n can be achieved under the assumptions stated earlier.
For iterative estimation of optimal filter coefficients, the adaptive LMS algorithm is very popular. It is fast and efficient, and it does not require any correlation measurements or matrix inversion [13] . The update equation of the LMS adaptive algorithm is generally expressed as
where μ is the step factor controlling the stability and rate of convergence, ξ(n) is the cost function, and ∇ is the gradient operator. The LMS algorithm simply approximates the mean square error by the square of the instantaneous http://asmp.eurasipjournals.com/content/2014/1/20 error, i.e., ξ(n) = e 2 (n), and therefore, from (6) and (7) , the gradient of ξ(n) can be expressed as
Thus, the update equation for the proposed singlechannel LMS adaptive scheme can be written as
Convergence analysis of the proposed AEC scheme
Considering expectation operation on both sides of the update Eq. 18, one can obtain
Here, an underline beneath w n is introduced to represent the expected value E{ w n }. For the kth unknown weight vector (where k = 1, 2, . . . , p), using (6) and neglecting the effect of r ss (n) that has already been discussed in the previous subsection, the last term of (19) can be written as
Based on the assumptions on cross-correlation terms stated in the previous subsection, one can obtain
Using (21), the update Eq. 19 can be written as
Evaluating the homogeneous and particular solutions of (22), the total solution can be obtained as (see Appendix)
where λ(k) is the kth diagonal element of the eigenvalue matrix obtained by eigenvalue decomposition of
with the matrix U consisting of eigenvectors corresponding to eigenvalues. Since in the iterative update procedure, the homogeneous part (1 − 2μλ(k)) n diminishes with iterations, (23) in a matrix form can be expressed as
Thus, it is found that the average value of the weight vector converges to the Wiener-Hopf solution, which is the optimum solution with increasing number of iteration.
Noise reduction in spectral domain
In the proposed AENC scheme, the operation of the ANC block is processed frame by frame for noise reduction based on single-channel spectral subtraction algorithm [20] [21] [22] . According to (9) , for the ith frame, the error signal for the duration of a frame length can be written as
Corresponding frequency domain representation is given by
The magnitude squared spectrum of s i (n) can be written as
It is desired to choose an estimate S i (ω) that will minimize
Since the noise is assumed to be zero mean and uncorrelated with the signal, the expected values of the last two terms of (27) can be neglected. Thus, (28) can be expressed as
This expression of Err i (ω) can be minimized by choosing
With an estimate of noise spectrum E{| V i (ω) | 2 }, signal spectrum S i (ω) can be computed as
where the phase (arg[ E i (ω)]) is generally assumed to be the phase of the noise corrupted signal without causing significant degradation in terms of loss of intelligibility of the speech signal [20] . It can be seen that an estimate of the magnitude spectrum | S i (ω) | of the signal can be obtained provided an estimate of noise spectrum E{| V i (ω) | 2 } is available, which is generally computed during the periods when speech is known a priori not to be present.
Final output of the AENC system is the speech frame ( s i (n)), which consists of the original speech s i (n) and a negligible amount of noise-like signal i (n). The signal i (n), although very weak, may contain some signature of the input noise v(n), the residual echo δ s (n), and the residual noise δ v (n). In order to overcome the problem of http://asmp.eurasipjournals.com/content/2014/1/20 musical noise and to avoid the speech distortion caused by speech subtraction, in (31), an over estimate of the noise power spectrum can be subtracted carefully such that the spectral floor is preserved [21] . Thus, (31) can be modified as
Here, α ss is the subtraction factor and β ss is the spectral floor parameter with α ss ≥ 1 and 0 ≤ β ss ≤ 1. The task of noise power spectral density estimation is carried out based on the minimum statistics noise estimator proposed in [23] which can handle the time-varying nature of the noise.
Development of adaptive update constraints
The AEC part of the proposed AENC scheme may suffer from some common problems of adaptive filter-based algorithms, such as slow convergence rate and fluctuation around the desired estimates, especially in practical cases where the assumption on negligibility of cross-correlation terms (stated in the previous section) may not strictly hold. In order to overcome such problems, some updating constraints are proposed based on the following speech characteristics:
(i) The level of cross-correlation (ii) The amount of signal power (iii) The mean square error (MSE) between consecutive estimates of the unknown filter coefficients.
Through extensive experimentation on different speech frames, it is found that the negligibility of the crosscorrelation terms r ss (n), r sδ v (n), r vδ s (n), and r vδ v (n) (as described after (12)) strongly depends on the voicing characteristics of speech frames and the input noise. Because of inherent periodicity of the voiced speech frame, the degree of cross-correlation between two voiced speech frames of a person becomes higher in comparison to that between two unvoiced speech frames which are random in nature. Regarding signal power, the ratio of power of a voiced speech frame and an unvoiced speech frame is found to be higher in comparison to that of the two voiced speech frames. As white Gaussian noise is considered, the degree of cross-correlation between the speech and noise is found to be negligible and the noise powers in two different frames may not differ significantly. As a result, the effect of input noise is found to be negligible on the power ratio.
For a flat delay of k 0 samples, the initial k 0 samples of the utterance s(n) + v(n) can be treated as a reference signal (echo-free signal) responsible for the generation of echo signal that corrupts the current samples at or after k 0 samples. Considering a window of M samples with M K 0 , power of the reference signal ( s(n − k 0 ) + v(n − k 0 )) can be computed as
For a window of last M samples of the echo-suppressed speech signal s(n), the average power P sup (n) can be computed as
The ratio of P ref (n) and P sup (n) is denoted as the power ratio P rs (n) and considered as one of the control characteristics.
Another important characteristic criterion is the correlation coefficient C rs (n) between a frame of the noisy reference signal ( s(n − k 0 ) + v(n − k 0 )) and a frame of the current noisy signal ( s(n) + v(n)). For a frame length of M samples, correlation coefficient C rs (n) is defined as
where −M/2 ≤ i ≤ M/2 − 1 and 0 ≤ j ≤ (M − 1). Finally, the parameter estimation accuracy is also considered for the purpose of analyzing the convergence property. In this regard, the mean square error MSE ideal (n) between the values of estimated coefficients w n and those of true coefficients a n is computed as
In Figure 4 , considering a real-life speech utterance of 250 ms corrupted by echo and noise, behavior of the control parameters obtained by using (33), (34), (35), and (36) is shown. The speech utterance (/iy/ − /ix/) contains a voiced phoneme followed by another voiced phoneme [24] . Here k 0 = 1, 000, M = 100, N f = 1002, sampling frequency 16 kHz and SNR = 15 db is used.
In a similar fashion, in Figure 5 , a speech utterance consisting of a voiced phoneme /ih/ followed by an unvoiced phoneme /sh/ and, in Figure 6 , a voiced phoneme /ih/ followed by pause are considered. It is observed that the characteristic parameters vary depending on the nature of reference and current frames. When the current frame http://asmp.eurasipjournals.com/content/2014/1/20
Figure 4 Characteristics of controlling factors -a voiced phoneme followed by another voiced frame.
is a pause or weakly unvoiced, the power ratio becomes higher in comparison to the case when the current frame is a voiced one. On the contrary, the correlation coefficient becomes smaller when measured between a voiced and an unvoiced frame, but it becomes quite larger when measured between two voiced frames. It is also found that the presence of voiced frame as a reference strongly governs the rate of convergence and the estimation error of the proposed LMS algorithm. In Figure 4 , because of all through presence of the voiced frame as the reference as well as the current frame, it is found that the convergence performance is not very satisfactory and the estimation error is relatively higher. On the other hand, in Figure 6 , it is observed that when the current frame is pause, even in the presence of voiced reference frame, a very fast convergence is obtained with a little estimation error. In Figure 5 , as the current frame is unvoiced instead of pause, a comparatively slower convergence is observed with higher estimation error.
Next, in Figures 7, 8, 9 , the reference frame is considered unvoiced, and in Figures 10, 11, 12 , it is considered pause. When the reference frame is considered unvoiced because of the existence of a little correlation between the current and reference frames, the convergence performance of the proposed LMS algorithm is found quite satisfactory irrespective of the power of the reference signal (strong unvoiced or weakly unvoiced). In the case when the current frame is pause, no matter whether the reference frame is voiced or unvoiced, a fast convergence with high estimation accuracy is achieved using the proposed LMS algorithm. The reasons behind are (i) negligible cross-correlation between reference frame and current frame and (ii) a comparatively higher power ratio. In Figures 10, 11, 12 , it is observed that even the reference frame is a pause or stop because of the presence of additive white noise, the reference frame may contain significant energy. In these cases, a reasonable estimation of the room response can be obtained given that the noise power is quite high. Findings in the above cases are summarized in Table 1 .
First of all, it is observed that a better convergence in terms of iterations and estimation error is obtained when the current frame is a pause (P) or stop and the reference frame is either voiced (V) or unvoiced (U), namely, V-P and U-P. This fact leads to a decision that the updating needs to be carried out at high level of power ratio, i.e.,
where P ref (n) and P sup (n) are defined in (33) and (34), respectively. If the value of the lower bound ζ is chosen too large, the updating would be postponed for most of the instances resulting in very slow convergence. On the other hand, a very small value of ζ may cause more frequent updates where possibility of wrong estimations of filter coefficients would be higher, especially in V-P, U-P, and P-P cases. It is to be noted that considering only a lower bound of P rs (n) may not always be sufficient to ensure that the reference frame possesses significant energy. For example in Figure 13 , it is shown that high value of P rs (n) may arise (marked block in the figure) from an initial silence frame where only a very little amount of noise is present. In order to prevent the updating in these situations, a lower bound β on the power of the reference frame is employed, i.e., P ref (n) ≥ β. The value of β should surpass the power of speech pauses and ensure that the LMS update is postponed even if a frame of speech containing a partial pause is available as the reference. Hence, the first constraint for updating the algorithm is proposed as
In some cases, it is observed that though the power ratio is very small, quite satisfactory updating is obtained, such as the U-V case shown in Figure 7 . Another characteristic observed here is lower value of correlation coefficient C rs (n) with higher value of P ref (n). It is to be mentioned that the proposed AEC algorithm is developed on the assumption of negligibility of the cross correlation between current frame and reference frame. However, Figure 9 Characteristics of controlling factors -an unvoiced frame followed by a pause. since both reference and current frame may belong to the same person, in case of high degree of correlation, the adaptive algorithm would try to suppress portion from the echo-corrupted signal resulting in unusual degradation = in convergence performance. Hence, introducing an upper bound on C rs (n), the second condition is proposed as
The presence of a certain level of noise can be utilized as an advantage in pause instances where generally the updating is not performed. Since noise is considered uncorrelated to itself, updating at frames where only noise is present would be quite satisfactory. In this case, the value of C rs (n) must be very small and thus another condition on updating is proposed as
Another important factor is the MSE of the estimations of successive iterations, which is defined as e coeff (n) = p K=1 ( w n (k) − w n−1 (k)) 2 /p.
(38) Figure 11 Characteristics of controlling factors -pause followed by an unvoiced frame. http://asmp.eurasipjournals.com/content/2014/1/20
Figure 12
Characteristics of controlling factors -pause followed by another pause.
In order to continue the updating, an upper bound on the variation of successive estimates is set as following condition:
Considering smaller values of e coeff (n) allows to avoid updating at those instances where abrupt and significant changes occur in the estimated coefficients. In the proposed method, in order to carry out the LMS update, at least one of the above four conditions must be fulfilled.
Simulation results and comments
Performance of the proposed algorithm is investigated in different echo-generating environments at various input noise levels considering several male and female utterances available in the TIMIT database [24] . An acoustic room environment is simulated using an FIR filter of length N f , where as per conventional approaches, filter coefficients during the flat delay portion are assumed to be zero. The flat delay time (k 0 ) can be pre-calculated based on the distance between the microphone and the speaker [25] . Because of the implicit zeros corresponding to the flat delay, it is evident that a few number (N f − k 0 ) of unknown coefficients has to be determined. In the proposed method, a smaller step size is used to obtain a smooth convergence. First, a subjective evaluation is carried out based on the feedback about the quality of the echo-and noisesuppressed signal provided by five individual listeners at different noisy echo-generating environments. From the overall response of the listeners in terms of mean objective score (MOS), a very satisfactory performance of the proposed method is obtained even under severe echogenerating conditions in noise.
Next, two objective measures, namely, echo return loss enhancement (ERLE) and signal-to-distortion ratio (SDR) are employed. The ERLE is defined as the ratio of the instantaneous power of the residual echo signal η ς (n) and that of the input echo signal η x (n) and expressed in dB as [1] 
The average value of ERLE(n) over time is considered. The input and output SDRs in dB are respectively defined as SDR in = 10 log P s P x+v (40) where P s is the power of original signal s(n), P x+v is the power of microphone input, and P s+ v−s (n) is the power of distortion present in the echo-suppressed output signal. The SDR improvement is given by
which indicates the overall distortion removal.
The proposed algorithm has been tested on several different sentences taken from the TIMIT database. In order to demonstrate the principle of selecting different threshold values required in the proposed updating constraints, as a typical example, a sample utterance 'Good service should be rewarded by big tips' is shown in Figure 14 [24] . Voicing decisions are marked in the figure as 'P' for pause, 'V' for voiced, and 'U' for unvoiced. Considering white Gaussian noise with SNR = 15 dB, N f = 1, 002, k 0 = 1, 000, and M = 100 in Figure 14b ,c,d,e, P rs (n), P ref (n), C rs (n), and MSE ideal (n) are shown, respectively. Note that in this case, the proposed algorithm is used without the update constraints, and thus, the MSE ideal (n) exhibits some higher values. The comments provided in Table 1 can be better visualized from different marked zones of this figure. From extensive experimentations, it is found that a better update requires P ref (n) to be at least twice of P supp (n) and a small percentage (1% to 5%) of the power of a regular voiced frame can be chosen as the lower bound of β for P ref (n). Analyzing C rs (n) in different speech frames, ϒ1 in condition 2 is chosen as 0.25 to ensure that no speech is being suppressed during the update procedure by confusing it with the echo and ϒ2 is kept very small, i.e, ϒ2 ≈ 0.1 to allow updating for cases where there exists no correlation or extremely low correlation between the reference signal and echo-suppressed signal. The value of the threshold ℵ for e coeff (n) in condition IV is chosen to be very small (0.7 × 10 −4 ) such that there will be no update of the LMS algorithm when the magnitude of e coeff (n) is comparatively much larger.
In Figure 15 , the effect of incorporating the proposed conditions is shown. It is vividly observed from Figure 15 that by employing the proposed conditions, the convergence is improved to a greater extent. Moreover, in order to demonstrate the performance in frequency domain, spectrograms of the original signal, echo-and noisecorrupted signal, and the output of the proposed AENC block are depicted in Figure 16a ,b, respectively. For convenience, some zones are marked on the spectrograms where significant reduction in echo and noise can easily be observed
In order to show the effectiveness of the proposed conditions, the MSE ideal (n) obtained in Figure 14e is redrawn in Figure 15 . In Figure 15 , the effect of incorporating the conditions is shown. It is vividly observed from Figure 15 that by employing the proposed conditions, the convergence is improved to a greater extent. Moreover, in order to demonstrate the performance in frequency domain, spectrograms of the original signal, echo-and noise-corrupted signal, and the output of the proposed AENC block are depicted in Figure 16a ,b, respectively.
For convenience, some zones are marked on the spectrograms where significant reduction in echo and noise can easily be observed. For a better understanding, another TIMIT utterance 'She had your dark suit in greasy wash water all year' , under similar acoustic environment as used in Figure 14 , is considered and corresponding echo-and noise-corrupted speech signal is shown in Figure 17a . The MSEs obtained by using the proposed method with and without the conditions are presented in Figure 17b ,c, which clearly demonstrate the performance improvement in the later case.
In Table 2 , the performance of the proposed algorithm with and without applying the conditions is shown in In Table 3 , the performance of the proposed algorithm with and without applying the conditions is evaluated for different levels of input SNR ranging from 25 to −5 dB for the first utterance considering white Gaussian noise and N f = 1014. It can be seen that the proposed method provides satisfactory performance at all SNR levels. Especially, the use of proposed conditions exhibits comparatively better performance.
Conclusion
The problem of echo cancellation in the presence of noise, especially in single-channel environment, is a very challenging task, which has been efficiently tackled in this paper. First, the single-channel AEC block is designed based on the gradient-based adaptive LMS filter where to overcome the problem of getting a separate reference signal, we propose to use the delayed version of the echosuppressed signal. Such a unique proposal of getting the reference signal is justified by presenting a detailed mathematical proof of achieving the most optimum Wiener-Hopf solution of the estimated filter coefficients, and a convergence analysis is carried out. Moreover, in order to achieve fast and smooth convergence, a set of updating constraints is proposed by analyzing the speech characteristics of different types of speech frames, such as voiced, unvoiced, and pause. In the ANC block, a modified singlechannel spectral subtraction method is considered for its robust performance. It is shown that the proposed AENC scheme with updating constraints provides a very satisfactory performance in different echo-generating conditions and various levels of SNR in terms of SDR and ERLE.
