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Dierential privacy is a mathematically dened concept of data privacy that is based on the idea that
a person should not face any additional harm by opting to give their data to a data collector. Data
release mechanisms that satisfy the denition are said to be dierentially private and they guarantee
the privacy of the data on a specied privacy level by utilising carefully designed randomness that
suciently masks the participation of each individual in the data set. The introduced randomness
decreases the accuracy of the data analysis, but this eect can be diminished by clever algorithmic
design.
Robust private linear regression algorithm is a dierentially private mechanism originally introduced
by A. Honkela, M. Das, O. Dikmen, and S. Kaski in 2016. The algorithm is based on projecting
the studied data inside known bounds and applying dierentially private Laplace mechanism to
perturb the sucient statistics of the Bayesian linear regression model that is then tted to the
data using the privatised statistics.
In this thesis, the idea, denitions and the most important theorems and properties of dierential
privacy are presented and discussed. The robust private linear regression algorithm is then presented
in detail, including improvements that are related to determining and handling the parameters of the
mechanism and were developed during my work as a research assistant in the Probabilistic Inference
and Computational Biology research group (Department of Computer Science at University of
Helsinki and Helsinki Institute for Information Technology) in 20162017. The performance of the
algorithm is evaluated experimentally on both synthetic and real-life data. The latter data are from
the Genomics of Drug Sensitivity in Cancer (GDSC) project and consist of the gene expression data
of 985 cancer cell lines and their responses to 265 dierent anti-cancer drugs. The studied algorithm
is applied to the GDSC data with the goal of predicting which cancer cell lines are sensitive to each
drug and which are not. The application of a dierentially private mechanism to the gene expression
data is justiable because genomic data are identifying and carry highly sensitive information about
e.g. an individual's phenotype, health, and risk of various diseases.
The results presented in the thesis show the studied algorithm works as planned and is able to benet
from having more data: in the sense of prediction accuracy, it approaches the non-private version
of the same algorithm as the size of the available data set increases. It also reaches considerably
better accuracy than the three compared algorithms that are based on dierent dierentially private
mechanisms: private linear regression with no projection, output perturbed linear regression, and
functional mechanism linear regression.
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In today's world, large quantities of data are collected and utilised almost everywhere from
healthcare and medical research (Naveed et al., 2015) to online entertainment services
on the Internet (Narayanan and Shmatikov, 2007). Not only are the amounts of data
ever-expanding, the methods of data analytics are constantly improving, resulting in
increasingly accurate analysis (Dwork and Roth, 2014, page 213). One example of the
rapid progress is the advancement of genomic analysis (Naveed et al., 2015): By studying
an individual's DNA, analysts can already tell a lot about e.g. their phenotype, health,
risk of various diseases, and longevity. As genomic research progresses, gene technology
improves, and the quantity of collected genomic data grows, the amount of information
genes can tell us only increases. This raises a question of data privacy: since genomic
data carry so much highly personal information, careless handling of the data can place
involved individuals in a real danger of having their privacy compromised. The same
applies to other types of data, and even rather mundane facts can sometimes reveal more
sensitive information (Dwork and Roth, 2014, page 219).
Dierential privacy is a practically motivated and mathematically dened concept of
data privacy, introduced originally by Dwork et al. (2006). It is based on the principle that
a person should not face any additional harm by giving their data out to a data collector 
thus, data release mechanisms should not leak sensitive information. Dierential privacy
is a property of a mechanism that satises a certain rigorous mathematical denition
(to be presented later), and algorithms that full the property are called dierentially
private. The idea is that the output of a dierentially private mechanism does not reveal
if any single individual opted to include their data in the input data set or not because
the probability of each possible output is guaranteed to be almost the same in either
case. Dierentially private mechanisms are often based on adding specically designed
random noise at some step of the algorithm in order to protect sensitive data (Sarwate
and Chaudhuri, 2013). The aim of the research on the eld of dierential privacy is
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to develop tools for the purpose of privacy-aware data analysis: mechanisms that allow
accurate analysis while also protecting individuals' privacy (Dwork and Roth, 2014, page
215).
Robust private linear regression is a dierentially private mechanism designed by
A. Honkela, M. Das, O. Dikmen, and S. Kaski (Honkela et al., 2016). During my job
as a research assistant in the Probabilistic Inference and Computational Biology research
group (Department of Computer Science at University of Helsinki and Helsinki Institute
for Information Technology) in 20162017, my contribution to the project was to imple-
ment a new version of the mechanism and rene it by creating more robust ways to deal
with the model parameters. During the project, the algorithm ended up facing even more
changes, and the amount of available real-life data used in the experiments also increased.
The updated algorithm and the experimental results are presented in the new version of
paper (Honkela et al., 2017) and in this thesis. The details of my own contribution are
specied in at the end of the thesis in Section 5.2.
This thesis consists of a theoretical and an experimental part. Chapter 2 covers the
basics of dierential privacy and its theory: rst, the idea and some intuition behind the
concept are presented, then the mathematical denitions and some of the most important
properties are listed. Chapter 3 introduces the robust private linear regression algorithm
in detail along with the use case dealing with drug sensitivity prediction, the used data,
and the performed tests. The experimental results are presented and discussed in Chapter
4, and the conclusions are further discussed in the last chapter. The main sources are
Dwork and Roth's book on dierential privacy (Dwork and Roth, 2014) and Honkela et
al.'s paper introducing robust private linear regression (Honkela et al., 2017). In order
to adequately follow throughout the thesis, the reader should be equipped with basic
knowledge about linear algebra, probability calculus, and Bayesian inference, although
certain parts of the thesis are possibly comprehensible to readers with little mathematical
background.
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Vast amounts of data are collected by research institutes, government entities, hospitals,
and companies (Sarwate and Chaudhuri, 2013) for the purposes of research, development,
marketing, and compilation of statistics. Medical research requires data collected from
patients in order to study the causes and consequences of illnesses and to develop new
treatments (Garnett et al., 2012). Companies use increasingly more client-related data
to develop better products, to guide their decision-making, and to design more eective
marketing strategies (Schmarzo, 2013, Chapter 1). Government statistics oces collect,
store and release vast demographic statistics (Sweeney, 2002) which are needed to make
informed and wise decisions concerning the future of the society.
These data typically contain highly sensitive personal information regarding individ-
ual people (Sarwate and Chaudhuri, 2013), and a data leakage could potentially risk the
privacy of aected individuals, causing severe consequences: Despite being illegal in many
countries and states, discrimination still occurs on the basis of e.g. gender, age, religion,
ethnicity, sexual orientation and medical status related to e.g. disability (TNS Opinion
& Social, 2015b). Employers might re or refuse to hire people with qualities they nd
undesirable such as non-heterosexual or transgender identities (Sears and Mallory, 2011),
insurance companies may raise the premiums of clients aected by certain medical con-
ditions (Dwork and Roth, 2014, page 215), and credit card issuers can deny applications
from individuals who have questionable nancial histories (Consumer Financial Protection
Bureau, 2017). Another potential threat are criminals who seek ways to misuse leaked
private information for their own gain. Even without the possibility of personal harm like
the loss of a job or nancial stability, many people would still prefer to limit the access
to their private data such as their genomic information (Naveed et al., 2015).
According to TNS Opinion & Social (2015a), most people in the European Union
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care about the privacy of their data and are concerned about the risks of having their
personal information exposed. Therefore, poor privacy policies and the possibility of a
data leakage might decrease individuals' eagerness to provide their personal information
for various data collectors. As having less data available lowers the accuracy of statistical
analysis, a rational aim for analysts is to ensure the security of the data in order to
gain individuals' trust. Causing no unnecessary harm for research subjects is also an
ethical goal of scientic research (Nuremberg Military Tribunals, 1949). Data analysts
considering these issues may thus seek to use methods that guarantee the privacy of data
and minimise risks but also allow accurate analysis results.
The concept of dierential privacy is one approach to designing such methods and
was rst dened by Dwork et al. (2006). Dwork (2006) proved that it is impossible to
achieve the kind of privacy that would guarantee that the privatised information does not
enable learning anything about any individual that cannot be learnt without access to
the privatised data: the problem is that there may be arbitrary auxiliary data available
from sources other than the data set itself, and that combined with the privatised data
can potentially reveal sensitive information. Instead, Dwork (2006) proposed dening
privacy with the goal of ensuring that having one's information in a data set should not
signicantly increase any individual's risk of facing harm. The arising privacy denition
is called dierential privacy. A more thorough introduction in the topic is given by Dwork
and Roth (2014) which will be used as the main source in this chapter.
The setting in dierential privacy is illustrated in Figure 2.1, as dened by Dwork
and Roth (2014) (Section 2.1): It consists of a population of individuals, data, a data
curator, and an outside data analyst or adversary. Individuals provide their data to a
data curator who acts as a privacy wall between the private data and the outside world.
The curator's job is to protect the data and to decide what information can be given
outside so that the released information is useful for a data analyst who wants to make
inference about the population, but so that the released information does not reveal any
single individual's sensitive data. It is assumed the information which the curator does
not release stays private inside the privacy wall and anything the curator releases becomes
completely public: on the outside, the data analyst and the adversary have exactly the
same access to the released information. This is where the setting diers from for example
cryptography, where techniques are based on the assumption that the adversary does not
have access to all of the information the analyst has (Dwork, 2006, page 2)  in contrast,
in the dierential privacy context, the analyst and adversary can be the same person
(Dwork and Roth, 2014, page 224). In addition, dierential privacy can be accompanied
by cryptographic methods inside the privacy wall (Dwork and Roth, 2014, page 231).
Dwork and Roth (2014) (Section 2.1) describe the two types of dierential privacy
models, oine and online models: In oine models, the curator only publishes informa-
tion once. The release mechanism has to be carefully designed for each data analysis goal
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Figure 2.1: The data release setting in dierential privacy. a) In oine models,
the curator decides what information is released, and it is only released once. b) In online
models, the analyst (or an adversary) repeatedly makes queries regarding the data, and
the curator decides the response to each query. Both the curator and the analyst can
adjust their next actions based on the query-response history.
as the data analyst has to be able to make their inferences using only the information the
curator has made public. On the other hand, when the goals of the analysis are known
in advance, the curator can decide on the optimal release method and adjust the amount
of added random noise to be enough for preserving privacy but not too much to destroy
accuracy. The curator has many options regarding what kind of information to publish.
One alternative is to prepare another data set that is close to the original private data set
in any sense the analyst is interested in but does not leak private information. The pub-
lished data set can be for example a sanitised version where all sensitive information has
been removed, or it can be a completely synthetic data set that preserves the interesting
structures and patterns in the data. This method has the handy property that the analyst
can use the published data in rather similar ways as they would use the actual private
data. Another alternative is to publish data summary statistics which in some models are
5
enough for performing the desired analysis. The other alternative are online models, in
which the analyst repeatedly makes queries to the curator who studies the private data
set and releases responses. Both the curator and the analyst (or adversary) remember all
previous queries and responses and can use them to decide their next query or response.
This is a exible model for analysis settings but it can be a challenging task for the curator
to keep track of the query and response history and ensure the next response does not
reveal sensitive information when combined with all the previous responses.
The goal of a cleverly designed dierential privacy mechanism is to allow the analyst
to learn useful information about the studied population but make it nearly impossible
for the adversary to learn anything about any single individual (Dwork and Roth, 2014,
page 215). This is not a trivial aim, as the data can potentially be highly complex and
have delicate patterns that are carried on in a carelessly planned release mechanism.
Adversaries can then exploit these loopholes using various attacks to uncover the hidden
information. As discussed next, these kind of privacy leaks have been demonstrated by
several researchers.
One of the more famous examples of a real-life privacy breach was demonstrated by
Narayanan and Shmatikov (2007), using the so called Netix Prize data set: Netix, an
online video streaming and DVD-rental service, held a competition in 20062009 promis-
ing an award of one million US dollars to the team who could design the best collaborative
ltering algorithm to be used to predict user lm ratings and to work as a lm recom-
mendation algorithm. The company provided the contestants with a data set comprising
lm ratings from nearly 500,000 anonymised Netix users. Narayanan and Shmatikov
(2007) used lm ratings from the Internet Movie Database (IMDb) as side information
and showed their de-anonymisation attack could successfully match some anonymous Net-
ix users to their public IMDb proles. The attack was based on the notion that even a
relatively small subset of ratings for less popular lms can be sucient to form a rating
ngerprint that identies the user. If an adversary has access to some ratings by an in-
dividual, for example via IMDb, public blog posts, or simply a chat with the person in
question, the adversary could then use this knowledge to identify the user's entire Netix
ratings in the 'anonymised' data set, possibly gaining access to a great number of ratings
not publicly known. In some cases, the private ratings of certain lms could be used to
draw delicate conclusions about users, such as their political stance or sexual orientation.
Indeed, in 2009 four Netix users led a lawsuit against the company, among them a
lesbian mother who argued the insuciently anonymised data set could possibly enable
hostile parties to reveal her orientation, potentially causing harm to her and her family
(Singel, 2009). The lawsuit lead to Netix cancelling their planned sequel competition
that would have released a data set containing even more identifying information (Singel,
2010).
This method of identifying anonymised data records by matching side information to
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weakly anonymised data is called a linkage attack (Dwork and Roth, 2014, page 217). It
was proven useful also by Sweeney (2002) who was able to identify the personal medical
records of Massachusetts governor by using publicly released data: The Group Insurance
Commission (GIC) had collected medical data from 135,000 Massachusetts state employ-
ees and their families, removed personally identiable information such as names and
exact addresses, and released the data for research use. Sweeney acquired these data and
also bought a copy of the local voter registration list. As both data sets included the
ZIP codes, genders and birth dates of the individuals, and the voter registration list also
contained the names and addresses, she was able to use these attributes to match some in-
dividuals between the two data sets. The contemporary Massachusetts governor William
Weld had his data in both data sets and also happened to have a unique combination of
ZIP code, gender, and the date of birth, which enabled Sweeney to identify the gover-
nor's personal medical records in the GIC data set. According to Sweeney (2000), 87%
of the United States population have such a combination of these three attributes that
likely identies them. Conclusively, releasing data sets that include these characteristics
severely risks the privacy of the related individuals.
For the data curator, anonymising the data set is thus a challenging task, as it is
usually impossible to control the available side information and therefore it is dicult to
know which data features, many of them seemingly harmless, can be used in a linkage
attack. Some identiable attributes may also be protable for a data analyst, in which
case removing them from the data may be counterproductive. As argued by Dwork and
Roth (2014, page 216), in order to perfectly anonymise the data set it needs to be purged
so extensively the remaining data are no longer very useful for analysis.
As mentioned earlier, an alternative to releasing an anonymised data set is to only
publish certain summary statistics computed from the private data. However, according to
Dwork and Roth (2014, page 218), this method as such also poses privacy risks. Consider
a simple example data set presented in Table 2.1, containing a number of individuals and
their medical status concerning an illness or other medical condition, "1" meaning the
person has the condition and "0" meaning the person is not aected by the condition.
Now assume the curator decides to only release the number of samples and the average
condition status in the data set (the percentage of individuals aected by the condition).
An adversary who knows the statuses of all except one individual, for example Mickey,
can use this side information to unmask Mickey's medical status by a simple computation:
The number of samples times the average gives the sum of statuses S in the private data
set. The adversary can then subtract the sum of all known statuses from S, revealing
the remaining status and the fact that Mickey has the condition. More generally, if
























Table 2.1: An example of a data set containing binary medical information (1 = true, 0
= false).
This is an example of a dierencing attack where statistics or queries computed from
two versions of a data set are compared in order to make conclusions about the diering
part of the data sets (Dwork and Roth, 2014, page 218). It can also prove useful in breaking
the privacy of genomic information. Dwork and Roth (2014, page 218) mention single
nucleotide polymorphism (SNP) data as an example of sensitive information: SNPs are
genetic variations that occur in single nucleotides in DNA. The dierent forms, alleles,
may have dierent frequencies in population and are used in medical research since a
certain allele may indicate a statistical risk of a particular disease (Alwi, 2005). Research
data may therefore contain the allele frequencies (aggregate statistics) for many SNPs
in the case group and the healthy control group. If an individual's genomic data are
available, a dierencing attack could in theory be used to determine if the individual is
in the case group and has the disease (Dwork and Roth, 2014, page 219). For this reason,
researchers consider raw SNP data too risky to be made freely available online (Naveed
et al., 2015) and National Institutes of Health and Wellcome Trust have restricted access
to their genomic aggregate data (Dwork and Roth, 2014, page 219).
Dwork and Roth (2014, page 218) explain that the data curator could also try to
restrict the queries in some manner and only reply to those who are considered safe: the
curator could for example only allow queries over larger data sets and refuse to answer to
queries that relate to a single individual. In order to protect the data against a dierencing
attack like the one presented earlier with Table 2.1, the curator would have to be able
to identify all possible combinations of queries that would allow the adversary to exploit
such an attack. According to Dwork and Roth (2014, page 218), it might not be an easy
or computationally feasible task to determine which queries can be answered to without
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leaking any protected information, and in some cases the refusal to respond to a specic
query can itself prove to be revealing.
As noted by Dwork and Roth (2014, page 219), the curator also cannot safely rely on
the presumption that ordinary or unremarkable facts would be safe to be released in all
situations: For instance, grocery purchases may reveal information about an individual's
medical conditions such as allergies, coeliac disease or diabetes. Since data can contain
highly complex dependencies, correlations and patterns that link such ordinary facts and
more sensitive information, it is not easy to know which facts could be considered safe
to be published. According to Dwork and Roth (2014, page 219), sometimes the curator
might also be content with providing protection for the typical members of the data
set while potentially risking the privacy of a few less typical individuals. However, these
kind of mechanisms are potentially ethically questionable, and the non-typical individuals
might be exactly those who are the most susceptible to potential harm caused by privacy
breaches.
Dierential privacy is designed in such a way that it provides protection from all of
the aforementioned issues (Dwork and Roth, 2014, page 216). As explained by Dwork
and Roth (2014, page 230), its starts from the idea that when an individual considers
whether to consent to giving their data to a curator, they weigh the risks and assess if
the consent would likely lead to facing negative consequences that could be avoided by
refusing to hand over their data. If the curator can guarantee that consenting likely will
not cause any additional harm, a rational individual will then be convinced to giving
their data to the curator for a small reward or for other personal or altruistic reasons.
This idea is formulated mathematically in the denition of dierential privacy, which is a
property of a privacy-preserving data release mechanism and not an algorithm as itself.
Dierentially private mechanisms utilise carefully designed randomness in their logic, and
can be mathematically proven to guarantee that it is very likely the probability of getting
each possible output is almost the same whether any single individual opts in or out of the
data set (Dwork and Roth, 2014, page 216). Consequently, given the released information,
the adversary party cannot determine if any specic individual is included in the data set
or not since the probability of outputting the observed information is very similar in
either case and the observed output thus provides no strong evidence in favour of either
option. Since the adversary cannot be sure of any individual's participation, they cannot
make any inference about any single person. Therefore, the individuals' sensitive data are
protected.
Dierential privacy is not based on keeping the data release mechanism private 
on the contrary, the mechanism itself can be made public since privacy arises from the
involved randomness instead. Dierentially private mechanisms are based on utilising
protective randomness (Dwork and Roth, 2014, page 225): they typically add random
noise at some step of the algorithm or make random selections. As explained by Dwork
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and Roth (2014, page 226), randomness is necessary, since deterministic mechanisms al-
ways produce the same output with the same input data set and are thus vulnerable to
dierencing attacks: Trivially, data privacy can be protected by simply always outputting
some nonsense data that do not carry any useful information, but for a non-trivial algo-
rithm, there exist such a query and a pair of data sets diering only at one data point that
produce dierent responses to the query. If an adversary tries out dierent combinations
by changing the input data set one point at a time until they nd such a query and a pair
of data sets, and if they know the actual real data set is one of these two options, they
could then determine the values of the diering data point.
On the other hand, the added randomness necessarily makes the results of the analysis
more uncertain. However, since the guarantee of dierential privacy potentially convinces
more people to give their data, the increased number of samples may quite possibly over-
come the experienced loss of accuracy in data analysis. The challenging task is to inject
just the right amount of randomness that preserves both the privacy and the interesting
patterns of the data (Dwork and Roth, 2014, page 216).
As will be seen, the denition of dierential privacy also enables the measurement of
the privacy level of any mechanism that satises the denition, and the measurement of
the amount of privacy loss incurred by observing a certain output. This makes it possible
to compare dierent dierentially private mechanisms against each other. The denition
is very general and thus applicable to any data sets and data analysis models. The
theory of dierential privacy elegantly builds on itself and provides many useful theorems
for designing privacy-preserving algorithms. The basic denition and the most relevant
properties are presented in the following two sections.
2.2 Denitions
The basic denitions and the theory of dierential privacy are presented here as by Dwork
and Roth (2014, Section 2.3), except that instead of the histogram notation, data sets
are treated as multisets consisting of elements that represent individual data points (often
rows of a data matrix). Let U denote the universe of all possible data elements. A multiset
is a mapping that maps each element in the universe U to a natural number representing
the number of instances of the element in the multiset.
Denition 2.1. (Multiset) Given a universe U , a multiset is a mapping
m : U → N = {0, 1, 2, . . . }.
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The size of the multiset is the number of its elements, with each instance counted in.





Let D denote the set of all possible multisets of universe U . The distance between
multisets is the number of diering instances between them.
Denition 2.3. (Distance between multisets) Distance between multisets x ∈ D and





In this thesis, multisets x and y are called neighbours if dist(x, y) ≤ 2 and |x| = |y|,
that is, either they are the same multiset or one of the multisets can be transformed into
the other by changing one element into another one. Note that in each application, the
concept of neighbours has to be considered carefully (Dwork and Roth, 2014, page 233). In
this work, it is appropriate to use the multiset notation and dene neighbours as multisets
of the same size who dier at most one instance, but in some other context, a dierent
denition may be needed. For example, social networks are more sensibly presented as
graphs consisting of nodes and edges between them. Dening neighbouring graphs based
on diering edges or diering nodes lead to very dierent concepts of dierential privacy,
one of which might be too strong and thus unsuitable for a certain application (Dwork
and Roth, 2014, page 234).
In order to mathematically dene dierential privacy, a few more denitions are
needed. A probability simplex over a discrete set consists of all possible discrete proba-
bility distributions over the set (Dwork and Roth, 2014, Denition 2.1).
Denition 2.4. (Probability simplex) Let A be a discrete set. The probability simplex
over set A is
∆(A) =





A randomised algorithm is a non-deterministic algorithm which applies randomness
in its inner workings. Given an input, the output of a randomised algorithm is not deter-
mined  instead, a probability distribution over all possible outputs is dened (Dwork
and Roth, 2014, Denition 2.2).
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Denition 2.5. (Randomised algorithm) A randomised algorithm M with domain D
and discrete range R (also denoted by M : D → R) is an algorithm associated with
a mapping M : D → ∆(R). On input x ∈ D, algorithm M outputs M(x) = r with
probability (M(x))r for each r ∈ R. The probability space is over the random choices of
the algorithmM.
Using these denitions, the concept of dierential privacy can now be dened (Dwork
and Roth, 2014, Denition 2.4).
Denition 2.6. (Bounded dierential privacy) A randomised algorithm M : D → R
with domain D and range R is (ε, δ)-dierentially private with ε > 0 and δ ≥ 0, if for all
subsets S ⊆ R and for all data sets x, y ∈ D such that dist(x, y) ≤ 2 and |x| = |y|,
P (M(x) ∈ S) ≤ eεP (M(y) ∈ S) + δ,
where the probability space is over the random choices of algorithmM. If algorithmM
is (ε, 0)-dierentially private, it is said to be ε-dierentially private. The parameter ε > 0
is called the privacy parameter or the privacy budget.
In this thesis, the focus is on the stricter special case where δ = 0. For a suciently
small value of ε, an algorithm fullling the ε-dierential privacy denition protects the
privacy of any individual data point in the input space: Given two neighbouring data
sets diering at most one element, the probability of getting any certain output from the
algorithm is nearly the same no matter which of the two data sets is given as the input.
For the adversary who observes the output of the algorithm, this means it is practically
impossible to infer which data set was given as the input since any two neighbouring data
sets would have produced the output with almost equal probabilities. Conversely, if the
dierential privacy condition does not hold and instead some data set x leads to a certain
output with a much larger probability than its neighbouring data set y, the adversary
could deduce it is much more likely the input is x rather than y.
If the adversary cannot distinguish between neighbouring input data sets, the individ-
ual data points are safe: Since any input data point can be exchanged for another one
without signicantly aecting the output results, the adversary cannot know if a certain
individual person had their data in the input or not. The privacy of the person is thus
guaranteed as the adversary cannot reveal the presence or content of their data. Since
adversary parties will not nd out if someone participates in a medical study carried out
in a dierentially private manner, individuals can safely give their data to the researches
without having to worry that their medical status could be exposed because of this action.
The denition requires the condition holds for all possible outputs and all existing
neighbouring data sets. Therefore, it impartially guarantees the privacy of every individ-
ual simultaneously and regardless of their qualities.
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The privacy parameter ε determines how close to each other the output probabilities
have to be. Therefore, it denotes the level of privacy: small values of ε ensure very strict
privacy guarantees and larger values looser ones. Looking at Denition 2.6 (and assuming
δ = 0 for now), for a small ε close to 0, the term eε is close to 1 and hence the output
probabilities P (M(x) ∈ S) and P (M(y) ∈ S) have to be almost equal to each other
(strict privacy). As the value of ε increases, the term eε gets larger as well and the output
probabilities are allowed to be further away from each other (loose privacy). The natural
exponential function eε is strictly increasing so increasing the privacy parameter ε increases
the privacy level and vice versa. Choosing a suitable value of ε for each application is not
necessarily a trivial task (Sarwate and Chaudhuri, 2013) although some heuristics have
been proposed (Dwork and Smith, 2009).
(ε, δ)-dierential privacy with δ > 0 is a weaker guarantee than the case with δ = 0.
The parameter δ determines how probable it is that two neighbouring data sets produce a
certain output with probabilities that are further away from each other than the privacy
parameter ε alone would allow. For δ = 0, no deviations from the condition are allowed:
on every run of the algorithm, for every neighbouring pair of data sets, and for every
output, the output probabilities have to be close to each other. For larger δ > 0, given
two neighbouring data sets, it is highly likely the probabilities of producing the observed
output are suciently close to each other as dened by the parameter ε  but on the
other hand, given an output s, there may exist some neighbouring data sets that have
very dierent probabilities for outputting s (Dwork and Roth, 2014, page 228). The
parameter δ therefore denes the allowed probability of a possible privacy breach. In
some applications, fullling (ε, 0)-dierential privacy may be a too strong requirement
and the relaxation with δ > 0 is reasonable. For any sensible privacy mechanism, the
value of the parameter δ should be very small. As noted by Dwork and Roth (2014, page
228), it usually should be smaller than the inverse of any polynomial in the size of the
data set.
The Denition (2.6) of dierential privacy naturally leads to a way to measure how
much privacy is lost when a certain output is observed (Dwork and Roth, 2014, page 228).
Denition 2.7. (Privacy loss) For mechanism M and input data sets x, y ∈ D, the
privacy loss incurred by observing output r ∈ R is
L(r)M(x)||M(y) = ln
[
P (M(x) = r)
P (M(y) = r)
]
.
If the output r is more likely to occur with input data set x than y, the privacy loss
is positive, and if vice versa, the privacy loss is negative. The parameter ε determines
how close to zero the privacy loss has to be with neighbouring data sets x and y, and
the parameter δ controls how likely it is the aforementioned condition is allowed to be
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broken. The denition enables comparing various dierentially private mechanisms and
their privacy guarantees.
As explained by Kifer and Machanavajjhala (2011), Denition 2.6 is for the so-called
bounded dierential privacy which assumes the neighbouring data sets are of the same
size and dier at most one element. Alternatively, one can dene unbounded dierential
privacy, the only dierence between the two options being that the unbounded denition
allows the sizes of the neighbouring data sets to dier by at most one. Two data sets
are thus called neighbours if one can be transformed into the other by either removing or
adding one element.
Denition 2.8. (Unbounded dierential privacy) A randomised algorithmM : D → R
with domain D and range R is (ε, δ)-dierentially private with ε > 0 and δ ≥ 0, if for all
subsets S ⊆ R and for all data sets x, y ∈ D such that dist(x, y) ≤ 1,
P (M(x) ∈ S) ≤ eεP (M(y) ∈ S) + δ,
where the probability space is over the random choices of algorithmM.
Throughout this thesis, the bounded version of dierential privacy (Denition 2.6) is
used. In that context, it is clear the size of the data set is not a private variable. The two
alternatives are not straightforwardly interchangeable and it is important to note which
version is used. The basic theory of dierential privacy works in a very similar manner
with either denition.
2.3 Properties
The theory of dierential privacy builds elegantly on top of the basic denitions. This
section lists some of the most important and useful properties of dierentially private
mechanisms. Moreover, some fundamental restrictions are discussed. The presentation
of the theorems and proofs mostly follows Dwork and Roth (2014, Sections 2.3 and 3.5)
although the previously introduced multiset notation is used instead of the histogram
notation.
A crucial property of dierential privacy is that it is immune to post-processing: the
output of a dierentially private mechanism cannot be made less private by any kind of
computing or other processing that is performed to the output after its release (Dwork
and Roth, 2014, Proposition 2.1). This means adversary parties are not able to break the
guaranteed privacy level no matter how much eort they spend on studying the output.
Theorem 2.9. (Post-processing) LetM : D → R be an (ε, δ)-dierentially private mech-
anism and let f : R → R′ be a randomised mapping. Then f ◦ M : D → R′ is (ε, δ)-
dierentially private.
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Proof. We assume f : R → R′ is a deterministic mapping and prove that post-processing
with f preserves dierential privacy. The result then follows because any randomised
mapping can be expressed as a convex combination of a set of deterministic mappings,
and a convex combination of (ε, δ)-dierentially private mechanisms is (ε, δ)-dierentially
private.
LetM : D → R be an (ε, δ)-dierentially private mechanism, let x, y ∈ D be neigh-
bouring data sets with dist(x, y) ≤ 2 and |x| = |y|, and let S ⊆ R′. Denote the preimage
of S by f−1(S) = {r ∈ R, f(r) ∈ S}. Now
P (f(M(x)) ∈ S) = P (M(x) ∈ T ) ≤ eεP (M(y) ∈ T ) + δ = eεP (f(M(y) ∈ S) + δ.
Dierential privacy is usually discussed on the level of individuals as the neighbouring
data sets are often dened as diering at most one data point. Mechanisms that full the
basic Denition 2.6 thus guarantee their results to stay almost the same if any one data
entry is changed. However, in some applications data sets may contain clearly distinguish-
able groups with correlations between the qualities of the group members. For instance,
some illnesses and other medical conditions are genetically inheritable. Additionally, fam-
ilies and other groups may share lifestyles and environmental factors which also aect the
prevailing properties in the group. While a dierentially private mechanism dened as
in Denition 2.6 masks the data of any one individual, it does not protect the privacy of
bigger groups in the same level as individuals: the adversary might more easily be able to
reveal the existence of a group in the data set. Accompanied with useful side information,
they might then be able to nd out the properties of some individual. For instance, the
condition X in the simple example Table 2.1 may be known to be strongly genetically
inheritable. If the dierentially private mechanism protects the individual data entries on
a sucient privacy level, the adversary cannot nd out the medical status of one person,
for example Louie. However, the mechanism might not be able to properly mask the
existence of a larger group such as a whole family. By studying the correlations between
dierent features (in addition to 'has condition X') in the data set, the adversary might
thus be able to nd out there is a distinguishable group of three individuals and two of
them have the condition. Now assuming it is public knowledge that Huey, Dewey and
Louie are brothers, using their public attributes, the adversary might nd out the brothers
match the revealed group of three individuals in the data set. The adversary could then
conclude that Louie has a very high chance of having condition X  a deduction that
could not have been made if the privacy mechanism had suciently protected the privacy
of larger groups.
From Denition 2.6 it straightforwardly follows that ε-dierential privacy does not
instantly get destroyed for larger groups but instead degrades linearly as the size of the
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group increases: an algorithm guaranteeing (ε, 0)-dierential privacy for individuals oers
(kε, 0)-dierential privacy for groups of size k (Dwork and Roth, 2014, Theorem 2.2). As
noted by Dwork and Roth (2014, page 230), the decrease of the privacy level is necessary:
if more and more input data points are replaced with dierent ones, the results of any
sensible mechanism should change or they would not really teach the analyst anything
useful about the data set.
Theorem 2.10. (Group privacy) Let M : D → R be an (ε, 0)-dierentially private
mechanism. Then M is (kε, 0)-dierentially private for groups of size k ∈ N. That is,
for all data sets x, y ∈ D with dist(x, y) ≤ 2k, |x| = |y|, and all subsets S ⊆ R,
P (M(x) ∈ S) ≤ ekεP (M(y) ∈ S).
Proof. Let M : D → R be an (ε, 0)-dierentially private mechanism, and let x, y ∈ D
be data sets with dist(x, y) ≤ 2k (data sets x and y dier at most k records). There
then exists a chain of k − 1 neighbouring data sets z1, . . . , zk−1 such that dist(x, z1) ≤
2, dist(z1, z2) ≤ 2, . . . , dist(zk−1, y) ≤ 2. Let S ⊆ R. Now
P (M(x) ∈ S) ≤ eεP (M(z1) ∈ S) ≤ eεeεP (M(z2) ∈ S) ≤ · · · ≤ ekεP (M(y) ∈ S).
The corresponding result for (ε, δ)-dierential privacy warrants (kε, ke(k−1)εδ)-dierential
privacy for groups of size k (Dwork and Roth, 2014, page 230) but it will not be discussed
here in more detail.
In many applications, the privacy mechanism may consist of several independent com-
ponents, or the same statistic may be outputted multiple times during the execution of
the algorithm. Therefore, it is essential to understand how strong the combination of
dierentially private parts is. As explained by Dwork and Roth (2014, page 252), the
privacy level of the composition is inevitably lower than the privacy level of its parts:
having several dierent statistics potentially carries more information than one, and if
the same statistic is computed and perturbed with noise several times, the average of the
perturbed statistics may reveal more about the input than a single perturbed statistic.
Aptly, the privacy parameter ε can be thought of as privacy budget that is spent with
each release of statistics. The composition theorem of dierential privacy (Dwork and
Roth, 2014, Theorem 3.14) states that the privacy budget of the composition is the sum
of the component privacy budgets:
Theorem 2.11. (Composition) Let M1 : D → R1 be an (ε1, 0)-dierentially private
mechanism and M2 : D → R2 be an (ε2, 0)-dierentially private mechanism, and let
the two mechanisms operate independently from each other. Then mechanism M : D →
R1 ×R2, dened by M(x) = (M1(x),M2(x)) for all x ∈ D, is (ε1 + ε2, 0)-dierentially
private.
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Proof. LetM1 andM2 be independent dierentially private mechanisms and their com-
positionM be dened as in the proposition. Let x, y ∈ D be two neighbouring data sets
with dist(x, y) ≤ 2 and |x| = |y|, and let (r1, r2) ∈ R1 × R2 be any output. Now
P (M(x) = (r1, r2))
P (M(y) = (r1, r2))
=
P ((M1(x),M2(x)) = (r1, r2))
P ((M1(y),M2(y)) = (r1, r2))
=
P (M1(x) = r1)P (M2(x) = r2)
P (M1(y) = r1)P (M2(y) = r2)
=
P (M1(x) = r1)
P (M1(y) = r1)
· P (M2(x) = r2)
P (M2(y) = r2)
≤ eε1eε2 = eε1+ε2 .
Applying this repeatedly k times leads to the corollary (Dwork and Roth, 2014, Corol-
lary 3.15):
Corollary 2.12. LetMi : D → Ri be an (εi, 0)-dierentially private mechanism for i =
1, . . . , k. Then mechanism M : D →
∏k
i=1Ri, dened by M(x) = (M1(x), . . . ,Mk(x))
for all x ∈ D, is (
∑k
i=1 εi, 0)-dierentially private.
A similar result holds for the more general (ε, δ)-dierential privacy: the composition





private (Dwork and Roth, 2014, Theorem 3.16). The proof can be found in the book
Dwork and Roth (2014, Appendix B). Another more sophisticated result, the advanced
composition theorem (Dwork and Roth, 2014, see Theorem 3.20 in Section 3.5.2) enables
evaluating the privacy level of dierentially private systems that may for example handle
situations where an individual's data are scattered in several dierent data sets that can
be used independently by dierentially private mechanisms.
When designing and using dierentially private systems, it is essential to be aware of
its restrictions and understand what exactly is protected by dierential privacy and what
is not. In every application, it is crucial to carefully evaluate the assumptions about the
data, consider what exactly needs to be protected and what not, think about the utility
goal and the required level of privacy, and mathematically prove that the dierential
privacy condition is satised. These remarks are noted by Dwork and Roth (2014) and
Kifer and Machanavajjhala (2011), and they are briey discussed below.
The basic idea of dierential privacy is to guarantee that individuals will not face any
additional harm from opting to have their data in the data set, but this does not, however,
warrant protection against any arbitrary harm. As an example, Dwork and Roth (2014,
page 215) mention how a medical study may reveal that people who smoke cigarettes have
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an increased risk of getting cancer. Based on this information, health insurance companies
might raise the premiums of smokers. In such a situation, a person who regularly smokes
is thus harmed by the study, but this does not violate the dierential privacy condition:
If the research was carried out in a dierentially private manner, the outcome does not
reveal the smoking habits of any single person who took part in the study, and instead,
the insurance company would have to get the information about the person's smoking
habit from somewhere else. According to the denition of dierential privacy, the results
of the study would be the same whether the person takes part in the study or not, so the
experienced harm is not something additional due to being in the data set.
The basic denition of dierential privacy also only guarantees that the output would
likely be similar whether any certain data point is in the input or not. The idea is that
this prevents the adversary from nding out the existence of the data point in the data
set since it could be switched out without aecting the output results. However, in some
contexts, switching out a data point does not always remove all evidence of its existence.
If all entries are independent, all evidence vanishes along with the entry itself, but in
other situations, the data points may have complex dependencies between them. In social
networks, one person can introduce people to each other, creating links that would not
have formed otherwise. In such a situation, just removing the person from the data set
does not hide all evidence of the existence of the said person since the links between
other people remain. This problem is addressed by Kifer and Machanavajjhala (2011)
who discuss and analyse the restrictions of dierential privacy. One of their main points
is that it is impossible to build useful and functional dierentially private mechanisms
without making any assumptions about the data. Therefore, possible links and patterns
in the data have to be carefully considered.
Dierential privacy also does not create privacy if none exists in the rst place: if
everything is already revealed, it cannot be made private again. Furthermore, as pointed
out by Kifer and Machanavajjhala (2011), the theory of dierential privacy is compatible
with itself but not always with other privacy mechanisms. In particular, sometimes the
accuracy of the results is so important it is necessary to release certain exact statistics
computed from the data. If the same data are later used to release other, dierentially
private statistics, careful consideration has to be taken in order to prevent additional
information leakages due to the combination of perturbed and exact statistics. The prob-
lem is that while dierentially private statistics protect individual data entries, they may
reveal correlations in the data that together with the exact statistics expose the original
data. This problem is illustrated with examples by Kifer and Machanavajjhala (2011)
who also propose how it could be dealt with.
In dierential privacy settings, there is always a trade-o to be made between privacy
and utility (Sarwate and Chaudhuri, 2013): increasing the level of privacy decreases the
accuracy of the results and vice versa. A mechanism can be designed to meet extremely
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high privacy requirements but it is completely useless if the results are so inaccurate they
are not of any use to the analysts.
As stated by Dwork and Roth (2014, pages 211 and 215), all privacy mechanisms have
fundamental restrictions, and the goal is to postpone bumping into these limitations as
long as possible by striving for clever design. Despite the limitations, the denition of
dierential privacy is usually very strict, and in many situations, less than that would still
be sucient. Particularly, all small values of ε guarantee approximately the same level of
privacy, and failing to satisfy the dierential privacy condition with a certain small value
of ε does not necessarily mean the mechanism poses severe privacy risks (Dwork and Roth,
2014, page 234). Moreover, the denition of (ε, 0)-dierential privacy guarantees the pri-
vacy of every possible data set in the space, which is a very strong requirement since some
data sets may be extremely rare in practice (Dwork and Roth, 2014, page 235). Fur-
thermore, dierential privacy also protects against theoretical adversaries with unlimited
computational power or arbitrary auxiliary information (Dwork and Roth, 2014, pages
232233). Carefully built dierentially private mechanisms can thus work as powerful
tools for data curators and analysts.
2.4 Dierentially private mechanisms
2.4.1 Dierent approaches
As already explained, dierential privacy requires that a certain amount of randomness is
applied in the privacy mechanism. This can be done in various ways, usually by adding
random noise at some stage of the algorithm. Sarwate and Chaudhuri (2013) describe four
key approaches for building dierentially private algorithms: input perturbation, output
perturbation, objective perturbation, and exponential mechanism. Input perturbation,
as the name suggests, guarantees dierential privacy by adding random noise directly
to the data itself. Output perturbation injects noise into the output of the algorithm
and instead releases the perturbed statistics. Objective perturbation involves adding
noise to the objective function of the algorithm, ensuring that the intermediate results
are private: as Theorem 2.9 states, any further computation still preserves the privacy.
Another very general method is exponential mechanism introduced by McSherry and
Talwar (2007): it enables selecting the output from several possible choices based on their
quality in a way that both satises dierential privacy and makes the high-utility outputs
exponentially more likely to be picked. The choice of the suitable method and the details
depend on the data, the release setting, and the intended use of the released information.
Straightforwardly replacing the non-private steps of an algorithm with privacy-preserving
ones does not guarantee the optimal method instead, designing the method with privacy
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as a primary goal can lead to a more ecient algorithm (Dwork and Roth, 2014, page
211).
2.4.2 Laplace mechanism
Dierentially private mechanisms that involve adding random noise utilise various known
probability distributions. A common method for achieving (ε, 0)-dierential privacy is the
Laplace mechanism which was originally introduced by Dwork et al. (2006). It can be used
to perturb numerical data queries by adding noise drawn from the Laplace distribution.
In this work, the Laplace mechanism is applied in output perturbation setting where
noise is added to the computed statistics before their release. The representation of the
mechanism follows Dwork and Roth (2014, Section 3.3) but multiset notation is used
instead of histogram notation.
The Laplace distribution is dened as follows (Dwork and Roth, 2014, Denition 3.2):
Denition 2.13. (Laplace distribution) A random real-valued variable Y has a zero-










where b > 0 is the scale of the distribution.
The used Laplace distribution needs to be adjusted to the query function in order to
satisfy the dierential privacy denition and to avoid deteriorating the accuracy by adding
too much noise. The `1-sensitivity of a function tells how much the function values can at
most change if the input data set is replaced with a neighbouring one (Dwork and Roth,
2014, Denition 3.1).
Denition 2.14. (`1-sensitivity) The `1-sensitivity of a function f : D → Rd is
∆f = max
x, y ∈ D,
dist(x, y) ≤ 2,
|x| = |y|
‖f(x)− f(y)‖1 .
The Laplace mechanism presented as Algorithm 1 (Dwork and Roth, 2014, Denition
3.3) below takes in the data, the query function and the set privacy parameter, com-
putes the results of the query, draws independent and identically distributed (i.i.d.) noise
samples from the determined Laplace distribution, and releases the noised query results.
The mechanism is proven to provide strict (ε, 0)-dierential privacy. The proof here
follows Dwork and Roth (2014, Theorem 3.6).
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Algorithm 1 Laplace mechanism
Input: Data x ∈ D, function f : D → Rd, privacy parameter ε
1: Draw d i.i.d. random variables Yi ∼ Laplace(0, ∆fε ), i = 1, . . . , d, and denote
Y = (Y1, . . . , Yd)
2: Compute f(x)
3: Add noise f̃(x) = f(x) + Y
Output: Perturbed function value f̃(x)
Theorem 2.15. Algorithm 1 is (ε, 0)-dierentially private.
Proof. We assume two neighbouring data sets x, x̂ ∈ D dier by most one element
i.e. dist(x, x̂) ≤ 2 and |x| = |y|. Let f : D → Rd be an arbitrary function with `1-
sensitivity ∆f , and let z ∈ Rd be an arbitrary vector. For Algorithm 1, the ratio between
probabilities of getting the same output z with neighbouring inputs x and x̂ is
p(f(x) + Y = z)
p(f(x̂) + Y = z)
=
p(Y = z − f(x))
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where triangle inequality was used in the second inequality. This is equivalent to p(f(x)+
Y = z) ≤ eεp(f(x̂) + Y = z), so by Denition 2.6, Algorithm 1 is (ε, 0)-dierentially
private.
Note 2.16. As can be seen from the proof, the sensitivity ∆f used in dening the appro-
priate Laplace distribution in Algorithm 1 can be replaced with any number larger than
∆f and the dierential privacy condition still holds. This means the exact sensitivity of
the query function is not necessarily needed and an approximation that is guaranteed to




Robust private linear regression
3.1 Problem setting
The robust private linear regression algorithm was originally introduced by Honkela et al.
(2016). It is designed for applications where a linear relationship is assumed to exist
between explanatory and dependent data and the details of the relationship are desired
to be learnt in a way that does not risk the privacy of individual data points. The studied
model, dened next in Section 3.2, is Bayesian linear regression which assumes the error
terms of the linear regression are normally distributed. The used privacy denition is
bounded (ε, 0)-dierential privacy (Denition 2.6 with δ = 0).
The privacy setting and the outline of the algorithm are illustrated in Figure 3.1, and
the details will be explained in the next sections, following Honkela et al. (2017). The
idea is to deploy oine output perturbation where the data curator keeps the data itself
private and only releases specic noise-perturbed statistics computed from the data. The
data analyst can then learn the regression coecients (β) of the linear regression based
on the privatised statistics. The learnt coecients can be used to study the details of
how each explanatory variable is linked to the dependent variable and also to predict
the future responses for observed explanatory data. A useful property of the robust
private linear regression mechanism is that the released statistics of a private data set
can easily be combined together with similar statistics computed from other data sets
that are assumed to follow the same model but can be of dierent sizes. This makes
it possible to use an additional non-private data set comprising data points that do not
require privacy protection. Similarly, the property can be used to combine multiple private
data sets that are behind separate privacy walls and curators. This way the mechanism
enables e.g. dierent hospitals to share useful information for data analysis without leaking
too much knowledge about any individual patient in their own hospital. Moreover, in
the cases where the computation processes themselves require strict privacy, additional
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cryptographic methods can be applied (see e.g. Heikkilä et al., 2017).
Figure 3.1: The privacy setting and outline of the robust private linear regres-
sion algorithm. The data curator only releases noise-perturbed statistics computed from
the private data. They can be combined with non-perturbed statistics computed from an
additional public data set, and the model (3.1) is learnt using the combined statistics.
In dierential privacy settings, there is always a trade-o to be paid between the
privacy level and the accuracy of data analysis results, and cleverly designed privacy
mechanisms should seek to minimise the paid cost. In order to do this, the presented
algorithm deploys two crucial steps to reduce the amount of required noise: dimensionality
reduction of the data, and constricting the data points inside some known bounds by
clipping the values with specied thresholds. The details of these methods are discussed
in the following sections.
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3.2 Bayesian linear regression
The Bayesian linear regression model (without an intercept term) is
yi|xi ∼ N(xTi β, λ) for i = 1, . . . , n
β ∼ Nd(0, λ0Id), (3.1)
where xi ∈ Rd are the n observed samples of d predictor variables, yi ∈ R are the n
observed samples of the target variable and assumed to be i.i.d., and the elements of
β ∈ Rd are the regression coecients. The parameters λ0 > 0 and λ > 0 are the
precision parameters of the normal and multivariate normal distributions, and act as
regularisers: the parameter λ0 controls the magnitude of the regression coecients, and
the paramater λ controls how strictly the target variables obey a linear relationship to
the predictors. Id denotes the d× d identity matrix. In other words, the model assumes
the dependent variable yi has a linear relationship to the explanatory variables in vector
xi and the unobserved errors follow a normal distribution with zero mean and variance
1/λ. The regression coecients are assumed to follow a zero-centered multivariate normal
distribution with a diagonal covariance matrix (λ0Id)
−1 = (1/λ0)Id.
Denote the design matrix X = [xT1 , . . . , x
T
n ]
T ∈ Rn×d, where rows correspond to
samples and columns correspond to predictor variables or features, and denote y =
[y1, . . . , yn]
T ∈ Rn.


































Because the samples yi are assumed to be i.i.d., they follow the multivariate normal
distribution Nn(Xβ, λIn). The likelihood function of the data D = (X, y) is then





























































yTy − 2βTXTy + βTXTXβ
)]
, (3.3)
where the last equality follows from the fact that βTXTy is a scalar and therefore (βTXTy)T =
βTXTy.
Assuming the parameters λ and λ0 are known, and using (3.2), (3.3) and the Bayes'





















































so because βTλXTy is a scalar, it holds that βTλXTy = (λXTy)T (Λ−1∗ )
TΛ∗β. Therefore,








































(β − µ∗)T Λ∗ (β − µ∗)
]
,
when denoting µ∗ = Λ
−1
∗ (λX
Ty). Since the probability density function must integrate










(β − µ∗)TΛ∗(β − µ∗)
]
.
The minimum mean square error (MMSE) estimator for the regression coecients β is
therefore the posterior mean
µ∗ = (λ0Id + λX
TX)−1(λXTy).
Since the posterior is Gaussian, the posterior mode is the same as the posterior mean so
µ∗ is also the maximum a posteriori (MAP) estimate solution. The learnt solution µ∗ can




Hence, if the parameters λ, λ0 are assumed to be known as in Honkela et al. (2016), the




i ∈ Rd×d and XTy =
∑n
i=1 xiyi ∈ Rd computed from the
data determine the posterior distribution and the MMSE and MAP solution. Here they
are therefore called sucient statistics, as they are enough to determine the posterior and
hence enough to know for a data analyst who wants to make inference about the regression
coecients β based on this model. They can therefore be used in a dierentially private
output perturbation mechanism: the data curator can keep private the actual data X, y
and only release noise-perturbed versions of the sucient statistics XTX and XTy. This
is the basic idea the original version of the robust private linear regression mechanism was
based on (Honkela et al., 2016).
3.2.1 Priors for the precision parameters
Instead of xing the values of the precision parameters λ, λ0, a more robust alternative is
to assign them prior distributions, which is the idea in the new version of the proposed
mechanism (Honkela et al., 2017). A natural choice is to use the conjugate prior, the
gamma distribution, whose support is the set of positive real numbers.
λ0 ∼ Gamma(a0, b0)
λ ∼ Gamma(a, b) (3.6)
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The probability density function of the Gamma(a, b) distribution with shape parameter





where Γ denotes the gamma function.
Computing the posterior mean analytically is infeasible in this setting. Instead, one can
use computational Markov chain Monte Carlo (MCMC) methods (Gamerman and Lopes,
2006) to draw samples β(k) from the posterior distribution of β. Another alternative is
to use automatic dierentation variational inference (ADVI) (Kucukelbir et al., 2017),
where a variational distribution is tted to the posterior and samples β(k) are drawn from
the tted distribution. Since the samples are distributed (approximately) as the posterior
distribution, the average over a large number of samples gives the posterior mean which
is the desired solution to the linear regression task. The predicted output for input xi






In order to do sampling using MCMC or ADVI, the data log-likelihood is needed.
Taking the logarithm of the likelihood (3.3) gives










βTXTXβ − 2βTXTy + yTy
)
. (3.8)





i ∈ R is needed as well. The new version of the robust private linear
regression mechanism (Honkela et al., 2017) is based on these three sucient statistics
XTX, XTy, and yTy, and sampling using ADVI. The sample size n is also needed in the
likelihood computation, and since the mechanism is based on bounded dierential privacy
(Denition 2.6), it is clear the exact sample size can be released without compromising
the privacy.
3.3 Dierentially private mechanism
3.3.1 Perturbation of sucient statistics
In order to guarantee dierential privacy as dened in Denition 2.6, each of the three
sucient statistics is independently perturbed with carefully tailored noise. For this
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purpose, the robust private linear regression algorithm applies the Laplace mechanism
introduced in Section 2.4.2.
The perturbation of each sucient statistic needs to be done independently and in
a dierentially private manner. The composition theorem (Theorem 2.12) then guaran-
tees that releasing all three perturbed statistics together also satises the denition of
dierential privacy: We assume the privacy budget ε > 0 is divided into three portions
p1ε, p2ε, p3ε, where p1, p2, p3 > 0 and p1 + p2 + p3 = 1. Now, if the release of the per-
turbed version of the input covariance term XTX is guaranteed to be p1ε-dierentially
private, the release of the perturbed version of the target term XTy is p2ε-dierentially
private, and the release of the perturbed version of the output covariance term yTy is
p3-dierentially private, the composition theorem then states that the release of the three
statistics is dierentially private with the privacy parameter value p1ε + p2ε + p3ε = ε.
The non-trivial task of choosing the optimal privacy budget split is discussed in Section
3.4.1.
Since each of the sucient statistics XTX ∈ Rd×d, XTy ∈ Rd, yTy ∈ R and their
perturbed versions are of xed sizes independent from the sample size n of the data set,
the privacy mechanism does not need to be adjusted according to the data set size. The
same mechanism can therefore be used to privatise the sucient statistics computed from
multiple data sets of varying sample sizes as long as the dimensionality d is the same.
Combining the sucient statistics computed from two dierent data sets is also easy as
the corresponding statistics can simply be added together, which for non-perturbed ver-
sions can easily be shown to produce the same result as computing the sucient statistics


























and therefore CTC = ATA + BTB. In other words, adding together the corresponding
(input or output) covariance matrices of two dierent data sets results in the same matrix
as computing the covariance matrix of the combined data set. Similarly, cT = [aT ||bT ]










so CT c = ATa+BT b. Thus, the target terms of two data sets can also be added together
and the resulting vector is the same as the target term computed from the combined data
set. By induction, the corresponding sucient statistics of any number of data sets can
simply be added together. For private data sets, noise is added to the statistics before
their release, so in this combining procedure, the noise are also added together.
3.3.2 Data projection
A crucial step in many dierentially private mechanisms is constricting the data inside
some known bounds: Since the Denition 2.6 of dierential privacy requires the probability
of any output should stay almost the same with any possible neighbouring data sets, the
amount of added noise in perturbation should be able to mask all possible values in the
data. Therefore, suitably bounding the data reduces the amount of required noise. The
standard way to do this is to linearly transform the data inside some dened bounds
(Zhang et al., 2012). However, the disadvantage of this method is that it may produce a
very small scale for most of the data in case a few far away outliers happen to exist in the
data set. In the robust private linear regression mechanism, an alternative method called
projection or clipping is introduced (Honkela et al., 2016): the bounds are rst chosen so
that they cover the essential variation in the data, and any outlying data points outside
these bounds are then projected inside them. In this way, the scale of any meaningful
variation does not get diluted and the bounds are chosen independent from the scale of the
outliers. The possible outliers get eliminated while the rest of the data experience little
changes, which makes the mechanism more robust  hence the name of the algorithm.
3.3.3 Formal denition of the algorithm
The mechanism of releasing the three privatised sucient statistics consists of projecting
the data, computing the sucient statistics, and adding suitable noise to the statistics.
The mechanism is presented in detail in Algorithm 2 and proven to be dierentially private
in Theorem 3.9.
Theorem 3.9. Algorithm 2 is (ε, 0)-dierentially private.
Proof. We assume two neighbouring data sets D1, D2 of the same size are clipped using
the same clipping thresholds Bx, By, thus producing clipped design matrices Z, Ẑ ∈ Rn×d
that dier at most one row, and clipped target vectors u, û ∈ Rn that can only dier at the
one element corresponding to the diering row in Z, Ẑ. The two versions of the possibly
diering row are denoted by v, v̂ ∈ Rd and the two versions of the possibly diering
element in the target vectors are denoted by w, ŵ ∈ R. The noise perturbation mechanism
comprises three independent parts, each of which is now proven to be dierentially private.
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Algorithm 2 Dierentially private sucient statistics
Input: Data design matrix X ∈ Rn×d, target data vector y ∈ Rn, clipping thresholds
Bx, By, privacy parameter ε, privacy budget splitting proportions p1, p2, p3 > 0 that
satisfy p1 + p2 + p3 = 1
1: for i = 1 to n do
2: for j = 1 to d do
3: Zij = max(−Bx,min(Bx, Xij))
4: end for
5: ui = max(−By,min(By, yi))
6: end for
7: for i = 1 to n do
8: for j = i to d do







10: Pji = Pij
11: end for
12: end for
13: for i = 1 to n do












17: Sxx = Z
TZ + P
18: Sxy = Z
Tu+Q
19: Syy = u
Tu+R
Output: Perturbed sucient statistics Sxx, Sxy, Syy
(i) Sxx = Z
TZ + P is p1ε-dierentially private.
Since the input covariance matrix ZTZ ∈ Rd×d is symmetric, it contains d(d+1)
2
unique elements in its upper diagonal, and the elements in the lower diagonal are
equal to their opposite elements on the other side of the diagonal. Therefore, the
number of noise samples required to perturb all unique elements is d(d+1)
2
.
By Denition 2.14, the `1-sensitivity of the matrix Z
TZ is
∆(ZTZ) = max
dist(D1, D2) ≤ 2,
|D1| = |D2|
∥∥∥ZTZ − ẐT Ẑ∥∥∥
1
= max






∣∣∣(ZTZ)ij − (ẐT Ẑ)ij∣∣∣
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= max





















|vivj − v̂iv̂j| (3.10)
By xing the data sets D1, D2 and the corresponding elements v, v̂ so that the





















· 2 ·B2x = d(d+ 1)B2x.
Therefore, for the `1-sensitivity of Z
TZ it holds that ∆(ZTZ) ≤ d(d + 1)B2x. By
the proof of Theorem 2.15, drawing d(d+1)
2








constructing a symmetric noise matrix P from these samples as in Algorithm 2, and
releasing the perturbed input covariance matrix Sxx = Z
TZ +P is p1ε-dierentially
private.
(ii) Sxy = Z
Tu+Q is p2ε-dierentially private.
The sensitivity of the clipped target term computation is
∆(ZTu) = max









∣∣∣(ZTu)j − (ẐT û)j∣∣∣
= max


















= d · max





where the last equality follows from the fact that |vjw − v̂jŵ| ≤ |vj||w| + |v̂j||ŵ| ≤
BxBy+BxBy = 2BxBy for all possible values of vj, v̂j, w, ŵ, and by choosing vj = Bx,
v̂j = −Bx for every j = 1, . . . , d and w = By, ŵ = By, the upper bound can be
reached as |vjw − v̂jŵ| = |BxBy − (−Bx)By| = 2BxBy.
Therefore, since the noise samples Qi, i = 1, . . . , d, in Algorithm 2 are i.i.d. drawn
from the Laplace distribution Laplace(0, 2dBxBy
p2ε
), Theorem 2.15 says that releasing
the perturbed target term Syy = Z
Tu+Q is p2ε-dierentially private.
(iii) Syy = u
Tu+R is p3ε-dierentially private.
The `1-sensitivity of the output covariance term u
Tu is
∆(uTu) = max




















where the last equality follows from the fact that |w2− ŵ2| ≤ max{w2, ŵ2} ≤ B2y for
all possible values of w, ŵ, and the upper bound can be reached by setting w = By,
ŵ = 0.




the perturbed output covariance term Syy = u
Tu+R is p3ε-dierentially private.
Because p1ε + p2ε + p3ε = ε, by Corollary 2.12 and (i)-(iii), releasing the sucient
statistics Sxx, Sxy and Syy together by Algorithm 2 is ε-dierentially private.
3.4 Determining the privacy budget split and the pro-
jection thresholds
The choices for the values of the privacy budget proportions p1, p2, p3 and the projection
thresholds Bx, By are crucial to the prediction performance of the algorithm. As seen in
earlier work and noted by Honkela et al. (2016), the clipping thresholds strongly depend
on the data set size. An eective method is to generate a synthetic auxiliary data set
of the same size as the data set to be studied and select the parameter values that lead
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to the best prediction performance on the auxiliary data. The auxiliary data set of n
samples and dimensionality d is generated according to a model similar to (3.1):
xi ∼ N(0, Id) for i = 1, . . . , n
yi|xi ∼ N(xTi β, λ) for i = 1, . . . , n
β ∼ N(0, λ0Id). (3.11)
3.4.1 Privacy budget split
The simplest choice would be to spend an equal proportion of the privacy budget on
each sucient statistic. It was used in the older version of the robust private linear
regression algorithm that spent half of the privacy budget on the term XTX and the
remaining half on the term XTy (Honkela et al., 2016). However, it is likely not the
optimal solution. Considering the term XTX is composed of d(d+1)
2
unique elements and
XTy of d elements while yTy is just a scalar, it is sensible to doubt they would be equally
important to the analysis and that their utility would suer from the added noise in the
same way. Moreover, XTy is the only term that in itself contains information about
both the explanatory and dependent variables and thus potentially holds a more special
position in the linear regression task than the others. Therefore, it is possibly better to
spend more of the privacy budget on an especially important term and thus reduce the
amount of noise added to it. In the new version of the algorithm (Honkela et al., 2017),
the privacy budget split is optimised using an auxiliary data method that is similar in
nature to the method used to determine the projection thresholds (Honkela et al., 2016).
The optimal budget split has to be decided before choosing the clipping thresholds
because the method of determining the clipping thresholds requires generating the correct
amount of noise for each sucient statistic. First, an auxiliary data set of the same size as
the actual data set is generated according to the model (3.11). All possible combinations
of budget split proportions {p1, p2, p3} ∈ {0.05, 0.1, 0.15, . . . , 0.90}3, where p1+p2+p3 = 1,
are studied, and for each split, the optimal clipping thresholds are decided by a method
explained in the Section 3.4.2. As in Algorithm 2, the auxiliary data are then projected
using the acquired thresholds, and the sucient statistics are computed from the clipped
data and perturbed according to the current privacy budget split. The model is learnt
and sampled using ADVI and the prediction is computed as in (3.7). The prediction
accuracy is then evaluated between the prediction and the actual values as in (3.14). In
practice, the prediction performance should be averaged over several auxiliary data sets
and perturbation noise samples. The privacy budget split leading to the best accuracy is
chosen and used in all tests.
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3.4.2 Projection thresholds
Given a privacy budget split, the optimal clipping thresholds are chosen in a similar way
by rst generating an auxiliary data set of the same size as the actual data (Honkela
et al., 2016). The clipping thresholds are parameterised as functions of the data standard
deviations as
Bx = ωxσx, By = ωyσy (3.12)
{ωx, ωy} ∈ {0.1ω}20ω=1, (3.13)
where σx and σy denote the standard deviations of X (considering all dimensions) and y
of the auxiliary data set. The prediction accuracy with each of these pairs (Bx, By) is then
studied. As in Algorithm 2, the auxiliary data are projected using the current clipping
thresholds, and the sucient statistics are computed and perturbed. The model is tted
and sampled with ADVI and the prediction is evaluated as in (3.7). Alternatively, to save
time, the analytical posterior can be learnt as in (3.2) and the prediction computed as
(3.5) using xed values for the precision parameters λ, λ0. The performance is evaluated
between the prediction and the actual values as in (3.14). The results should be averaged
over several auxiliary data sets and noise samples. The pair (ωx, ωy) leading to the best
prediction performance is then chosen to be used with the actual data set. The nal
projection thresholds are dened as in (3.12) using the corresponding standard deviations
of the actual data set.
3.5 Pre-processing
The dimensionality of the data is a substantial problem in dierentially private noise-
perturbation in the sense that it can potentially force the required noise level so high it
completely destroys the accuracy in data analysis. Hence, in order to reduce the amount
or required noise, a necessary step is to apply some kind of a dimensionality reduction
method on high-dimensional data. In the presented mechanism, the selected method is to
pick the dimensions that are assumed or known to be the most predictive of the dependent
variable and discard all other, less relevant dimensions.
The reduced data are then normalised by rst removing the mean from each remaining
dimension (column) in the design matrix X. Each data point (row) is then normalised to
unit length in terms of L2-norm in order to equalise the eect of each point. The mean
is also removed from the target vector y. If necessary, rows containing missing values are
simply dropped out of the data set.
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3.6 Running order
The steps of the algorithm described above are executed in the following order:
I Parameter choices
i) Privacy budget split p1, p2, p3
ii) Projection threshold parameters ωx, ωy
II Data pre-processing
i) Dimensionality reduction down to d
ii) Normalisation
iii) Elimination of missing values
III Release of dierentially private statistics
i) Data projection
ii) Sucient statistics XTX,XTy, yTy
iii) Noise perturbation of each sucient statistic
IV Analysis
i) Bayesian linear regression model tting
ii) Prediction
Step I requires knowing the size and (reduced) dimensionality of the data set but
otherwise steps I and II are independent of each other. Thus, either of them can be
performed as the rst step.
3.7 Data
3.7.1 Synthetic data
In order to demonstrate the performance of the algorithm on some simple data as a
sanity check, a synthetic data set following the model (3.11) is generated with n = 1000
samples, dimensionality of d = 10, and precision parameter values λ = λ0 = 1. As the
dimensionality of the data is kept relatively low, it is not reduced further down. The data
also do not contain missing values. The data are otherwise pre-processed as explained in
Section 3.5.
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3.7.2 Drug sensitivity data
As a use case, a drug sensitivity prediction task is studied in the paper Honkela et al.
(2017). The data are from the Genomics of Drug Sensitivity in Cancer (GDSC) project
introduced by Yang et al. (2013) and Garnett et al. (2012) (data release 6.1, March 2017,
downloaded from http://www.cancerrxgene.org). The ongoing project provides the
currently largest and still growing public data set for studying the drug response in cancer
cells (Yang et al., 2013). The aim of the research is to discover new biomarkers of drug
response: measurable genomic characteristics that indicate the cancer cells' sensitivity
to various drugs (Garnett et al., 2012). As noted by Garnett et al. (2012), single gene
mutations can indicate sensitivity to certain drugs but are usually not enough to fully
explain the observed drug response. Instead, the response can depend on complex relations
between a large number of genes.
The subset of the studied GDSC data consists of the gene expression data of 985 human
cancer cell lines and their corresponding responses to 265 drugs. The gene expression data
measured using DNA microarrays indicates which genes are actively being used in protein
and RNA synthesis (being expressed) (Baldi and Hateld, 2002, Preface). The goal is to
t the presented linear regression model (3.1) to the data and predict which cancer cell
lines are sensitive to which drugs and which are not.
Naveed et al. (2015) overview the recent rapid progress in the eld of genomic informa-
tion analysis: The genome sequencing technology has quickly become increasingly more
accurate and aordable, which has resulted in an ever-growing amount of collected ge-
nomic data. Improved technology and suciently large quantities of data together make
it possible to conduct more profound and precise analysis and to develop new, better med-
ical treatments. They also enable more extensive use of personalised medicine: tailoring
treatments based on a patient's individual genetic make-up. The biomedical scientists
see great potential and benets in these advancements. However, collecting, storing, and
releasing genomic information also pose privacy risks as discussed by Naveed et al. (2015)
who in their article aim to compile essential knowledge about the special characteristics,
risks, and strategies related to genomic privacy: Genomic data can potentially reveal an
illness or a predisposition to one, a link between relatives, certain characteristics related
to the individual's appearance or behaviour, and a recent interaction between people
whose DNA are found in the vicinity of each other. As genes can identify a person and
mostly stay constant throughout their life, the privacy of genomic data will always stay
important. In fact, genomic privacy will likely become increasingly more vital due to the
continuous development of genetics which will make it possible to infer more and more
about an individual based on their genetic make-up.
The motivation for the application of dierentially private mechanisms to the drug
sensitivity prediction task is thus evident: Since gene expression data can identify the in-
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dividual and even summary statistics pose the risk of exposing information, releasing this
kind of data can potentially expose e.g. the medical statuses of involved patients. On the
other hand, researchers desire to acquire vast amounts of empirical data that allow them
to properly study the eectiveness of drugs and to develop better ones. Therefore, dier-
entially private methods that suciently mask the presence of each individual patient's
data while also allowing good data utility are highly valuable.
The dimensionality of the RMA-normalised gene expression data in the GDSC data
set is high, d = 17490. It is reduced down using expert knowledge about genes that
are frequently mutated in cancer cells, as provided by the GDSC project. The infor-
mation about mutations was originally retrieved from http://www.cancerrxgene.org/
translation/Gene as stated by Honkela et al. (2016) but this URL is no longer accessi-
ble. The mostly corresponding information can be found at http://www.cancerrxgene.
org/translation/Feature. The genes are ordered based on the mutation counts ac-
quired from the COSMIC database at http://cancer.sanger.ac.uk/cosmic/curation
and the 64 genes with most mutations are picked for further analysis. The drug sensitiv-
ity results are measured by log-transformed half maximal inhibitory concentration values
(IC50) (Garnett et al., 2012), indicating the drug concentration that causes 50% inhibi-
tion in cancer cells. The IC50 values in the data set were determined from curves tted
to dose response data that was measured at nine dierent drug concentrations (Garnett
et al., 2012). The gene expression data and drug response data are further processed as
explained in Section 3.5.
3.8 Evaluation
The prediction performance of the presented robust private linear regression algorithm is
evaluated on both the synthetic data and the GDSC data set. Since the two data sets
are approximately the same size, the same privacy budget split, as represented in Section
4.1, is used for both sets.
3.8.1 Synthetic data
As a sanity check, the algorithm is tested on a generated synthetic data set and compared
with two modied, non-private versions of the same algorithm that do not add noise
to the sucient statistics: one version with clipping and one with no clipping. The
mechanism is tested in settings where the number of available private data is varied in
npv = 0, 100, 200, . . . , 800, and the privacy parameter is set to ε = 2. The prediction
performance of the private algorithm is also evaluated on npv = 500 private samples as a
function of the privacy budget that is varied in ε = 0.1, 0.2, 0.5, 1.0, 2.0, 5.0, 10.0. In each
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test, a small additional non-private data set of nnpv = 10 samples is used.
In each test, the data are split into training and test sets in a 50-fold Monte Carlo
cross-validation procedure. In each split, the rst ntest = 100 samples are used as a
validation set and the rest are split into private and non-private training sets of dened
sizes. The model is trained on the training data, and the prediction on the validation
data is computed using the tted model as in (3.7). The accuracy of the prediction is
calculated, and the nal results are computed as the averages over all cross-validation
folds.
The accuracy of the model prediction is evaluated using Spearman's rank correlation
coecient which is explained by Siegel (1956, page 202): The coecient measures the
rank correlation between two variables that are measured in such a scale that the values
can be ordered according to some criterion. Given a variable X and an ordered set of data
samples, the corresponding rank variable rX is dened as the ordinal rank for variable
X. Given two variables X and Y and a data set of n samples, the dierence between
the rankings is computed from the rank variables as di = (rX)i − (rY )i for each sample
i = 1, ..., n. Spearman's rank correlation coecient between variables X and Y is then
dened as







As proven by Kendall (1970, page 8), the value of the coecient is between −1 and
+1, the boundary value +1 signifying perfect positive correlation and value −1 denoting
perfect negative correlation between the two ranked variables. Furthermore, as shown
by Kendall (1970, page 23), a larger value of the Spearman's rank correlation coecient
signies stronger positive correlation between the ranked variables. Values close to zero
thus signify little to no correlation. Therefore, the Spearman's rank correlation coecient
between the values predicted by the algorithm and the actual target values measures how
well the predicted order matches the reality.
In case the data set contains a large number of tied ranks, a correction factor should
be used as explained by Siegel (1956, page 206).
The results are presented in Section 4.2.
3.8.2 Drug sensitivity data
The prediction performance of the presented mechanism is evaluated as in the paper
Honkela et al. (2017) on the drug sensitivity data and compared with the aforementioned
(see Section 3.8.1) two non-private versions of itself as well as with three methods using
xed precision parameters: private linear regression with no clipping, output perturbed
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linear regression, and functional mechanism linear regression. Output perturbed linear
regression (Wu et al., 2015) perturbs the regression parameters instead of the sucient
statistics, and functional mechanism linear regression (Zhang et al., 2012) is an objective
perturbation method.
The prediction performance of each method is evaluated in test settings where the
reduced data dimensionality is set as d = 10, the number of available non-private data
is set as nnpv = 10 and the size of the private data set is varied in npv = 0, 100, . . . , 800.
In each case, two privacy budget values ε = 1 and ε = 2 are tested. The prediction
performance with xed precision parameter values and 10 non-private 10-dimensional
data points is used as a baseline, and as an additional baseline, the corresponding result
with 64-dimensional data is presented.
The trade-os of the dierentially private learning are also tested with robust pri-
vate linear regression in three aspects: the number of available private data (npv =
0, 100, . . . , 800) versus a) the data dimensionality (d = 5, 10, . . . , 40), b) the number
of additional non-private data (nnpv = 0, 5, . . . , 30), and c) the privacy budget (ε =
1, 1.5, . . . , 3). The best prediction accuracy with only 10 non-private data points is used
as the baseline, and the prediction performance is reported as the relative improvement
over the baseline.
In each test setting and for each of the 265 drugs, the GDSC data set is split into
training and test sets similarly as with the synthetic data in a 50-fold Monte Carlo cross-
validation. In each split, the validation set consists of the rst ntest = 100 samples and
the rest are split into private and non-private training sets of determined sizes. After the
splitting, the cell lines with missing responses to the selected drug are discarded. The
model is then trained on the training data and the tted model is used to compute the
prediction on the validation data as in (3.5) for models using xed precision parameters
and as in (3.7) for models assigning priors for the precision parameters. The accuracy of
the prediction is evaluated, and the results are averaged over all drugs and cross-validation
folds.
The accuracy of the prediction is computed as the Spearman's rank correlation coef-
cient (3.14) between the actual drug responses of the cell lines and the corresponding
predicted drug responses of the cell lines for the validation set. Larger values imply better
accuracy: the predicted cell line rankings according to the sensitivity to a certain drug
match the reality more accurately. Values close to zero or negative values mean the pre-
diction is rather poor and the rankings do not match. Spearman's rank correlation is a
reasonable choice for the performance measure since in a real-life application, the exact
value of the drug response is not as relevant as knowing which drugs best work on a
certain cancer in order of eectiveness and which have no eect.
The results are presented in Section 4.3.
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3.9 Implementation
The algorithm and tests are implemented in Python, and the source code is available at
https://github.com/DPBayes/robust-private-lr. Since some of the tests require too
extensive resources to be run on a regular desktop computer in any sensible time, they
are instead run on the Science-IT project's Triton computer cluster at Aalto University.
The model (3.1), (3.6) is build and inference carried out with the PyMC3 Python
module (Salvatier et al., 2016). The hyperparameters for the gamma priors (3.6) of
the precision parameters λ, λ0 are set to a = b = a0 = b0 = 2, as the Gamma(2, 2)
distribution has mean 1 and variance 1/2 and thus denes a realistic distribution over
sensible values of the precision parameters which should be larger than zero. The model
is learnt using PyMC3's ADVI which ts a normal distribution with uncorrelated variables
to the posterior. The tted variational distribution is then sampled and the predictions
are computed as in (3.7). ADVI is chosen over MCMC sampling as in this application they
produce similar results in this application but ADVI is a signicantly faster alternative.
As explained in Section 3.4.1, the optimal privacy budget split is decided based on
prediction performance averaged over ve synthetic 10-dimensional auxiliary data sets
of a size that is approximately half of the actual data set size (500 samples), and over
ve noise samples assuming ε = 2, and for each split, the optimal clipping thresholds
are chosen similarly based on average prediction performance over ve auxiliary data sets
and ve noise samples. In order to evaluate the accuracy with each split, a variational
distribution is tted to the posterior using ADVI and the model prediction is computed
as in (3.7) based on m = 5000 samples drawn from the variational distribution. The
nal optimal projection thresholds for each test setting with dierent number of available
private samples, data dimensionality, and total privacy budget, are chosen using the
optimal budget split and based on prediction performance averaged over 20 synthetic
auxiliary data sets and 20 noise samples. All auxiliary data are generated with the
precision parameter values xed to their prior means, λ = λ0 = 1. The predictions with
each pair of clipping thresholds are also computed as in (3.5) using these xed values
for the precision parameters, as using the sampling method with ADVI for all test cases
would be infeasible in practice.
The two modied, non-private versions of the robust private linear regression are im-
plemented similarly as the original algorithm except that they do not add noise to the
sucient statistics and one of them does not apply data projection. The three compared
methods (private linear regression, output perturbed linear regression, and functional
mechanism linear regression) were implemented in Matlab by M. Das. The implementa-
tion of the output perturbed linear regression deploys the minConf optimisation package





4.1 Privacy budget split
Dierent privacy budget splits were studied on a synthetic 10-dimensional data set con-
sisting of 500 samples, and the total privacy budget was assumed to be ε = 2. In these
tests, the optimal split turned out to be p1 = 0.35, p2 = 0.6, p3 = 0.05, which means the
largest portion, 60% of the budget is assigned to the term XTy, the second largest 35%
portion to the term XTX, and the remaining 5% to the term yTy. As can be seen in
Figure 4.1, the accuracy of the algorithm improves when a smaller share is given to the
term yTy. When the share for yTy is kept constant, prediction accuracy seems to peak
at a point where the budget share for the term XTy is larger than the share for the term
XTX. This indicates the term XTy should be prioritised and given a larger share of the
privacy budget than the others  it might be more important in the model tting or
more sensitive to noise. Intuitively, this makes sense since XTy is the only term that ties
the explanatory data X and dependent data y together. The second most important term
seems to be the d× d matrix XTX, and the least important term is the scalar yTy, which
seems rather plausible considering the number of elements in each term.
4.2 Synthetic data
The green curve in Figure 4.2 shows the prediction accuracy of the algorithm on 10-
dimensional synthetic data of 500 private and 10 public samples with dierent values
of the privacy parameter ε. The dashed purple curve represents the corresponding non-
private algorithm with clipping and the dashed orange curve denotes the non-private
algorithm with no clipping. The prediction performance of the non-private non-clipping
version is independent of the privacy parameter and thus stays constant. The prediction
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Figure 4.1: The prediction accuracy of the algorithm on synthetic auxiliary
data with dierent privacy budget splits. The values on the x-axis indicate how
large proportion of the budget is assigned to the term XTy, coloured lines denote dierent
budget shares for the term yTy, and the remaining portion of the privacy budget is left
for the term XTX. For clarity, only half of the studied splits are plotted, including the
optimal one marked with an 'X': p1 = 0.35, p2 = 0.6, p3 = 0.05.
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accuracy of the non-private clipping version is almost the same as the former's but there
are slight uctuations due to dierent clipping thresholds that vary along with the privacy
parameter. With larger values of the privacy parameter, the prediction performance of the
robust private linear regression algorithm is similar to the performance of the non-private
versions. Smaller values of the privacy parameter guarantee stronger privacy but the
algorithm accuracy deteriorates: as the accuracy of the sucient statistics decreases, the
results of the model sampling also get less accurate. Moreover, the error bars indicate that
the accuracy of the predictions varies a lot when stricter privacy is required. The results
are as expected and demonstrate the inevitable trade-o between privacy and accuracy.
The results in Figure 4.3 are from the same setting except that now the privacy
parameter is kept constant ε = 2 and the number of available data is varied instead. The
non-private versions are rather similar in performance: rst, the prediction performance
quickly improves when the size of the data set increases, then it remains stable. The
prediction accuracy of the robust private linear regression algorithm rst drops a bit
when the rst 100 private samples are added to the data set but then quickly recovers
and constantly improves, nearly reaching the accuracy level of the non-private methods
when the size of the data set has reached 10 public and 800 private samples. The initial
drop is observed because the prediction performance is better with a small data set and
accurate statistics than with a slightly larger data set and perturbed statistics: the added
noise hinders the prediction accuracy more than the amount of added data improves it.
However, the experienced drawback is quickly overcome when the size of the private data
set further increases. Moreover, the prediction accuracy varies a lot when only a small
data set is available, but as the size of the data set increases, the observed variation
decreases and the algorithm constantly outputs good results.
4.3 Drug sensitivity data
Figure 4.4 displays the prediction performance of the robust private linear regression al-
gorithm on the GDSC drug sensitivity data with three colour map plots that demonstrate
the trade-os of dierential privacy. The prediction accuracy is presented as relative im-
provement over the baseline result (10 non-private 40-dimensional data points). Plot a)
shows that as the dimensionality of the data increases, more data are needed to reach
good accuracy. The dimensionality d directly aects the amount of added noise in Al-
gorithm 2: higher dimensionality d corresponds to a wider noise scale, and consequently,
the perturbed statistics are less accurate. The genes are ordered in descending order
according to the importance estimated based on the number of mutation counts, and
dimensionality d means that the d most important genes are taken in the data set. The
rippling in higher dimensionalities is probably due to the fact that the relevance order
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Performance with different privacy level 
Linear regre  ion (LR)
Robu t LR
Robu t private LR
Figure 4.2: The prediction accuracy of the algorithm on synthetic data as a
function of the privacy parameter. The solid curve represents the robust private
linear regression algorithm and the two dashed curves denote the non-private versions.
The square markers denote the average results over 50-fold cross-validation and the error
bars indicate the corresponding standard deviations. A logarithmic scale is used on the
x-axis.
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Figure 4.3: The prediction accuracy of the algorithm on synthetic data as a
function of the available data set size. The solid curve represents the robust private
linear regression algorithm and the two dashed curves denote the non-private versions.
The square markers denote the average results over 50-fold cross-validation and the error
bars indicate the corresponding standard deviations.
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of the genes is not perfect. In reality, how much each gene aects the development of
cancer is likely a highly complex question and the number of mutations does not explain
everything. Furthermore, the high amount of noise can potentially aect the goodness
of the chosen clipping thresholds, which may aect the observed behaviour. It is also
possible some other budget split would be better at higher dimensionalities. Subplot b)
shows that the size of the small additional public data set only matters if there are very
little private data available. Plot c) again demonstrates how stricter privacy guarantees
require more data for the algorithm to reach good accuracy.
The prediction accuracy is plotted as a function of the data set size in Figure 4.5
(with xed privacy parameter ε = 2). It is compared against the prediction performance
of the two non-private versions of the same algorithm and three dierent private methods.
The baselines show the prediction accuracy of the non-private non-clipping version using
xed precision parameter values and only 10 public data points of either 10-dimensional
or 64-dimensional data. The prediction performance of the non-private versions quickly
improves when the size of the data set increases. Clipping slightly worsens the accuracy
in non-private learning. The accuracy of the robust private linear regression algorithm
also rapidly increases as the amount of available data grows, nearly reaching the accuracy
level of the non-private versions. Meanwhile, the other private methods perform relatively
poorly: The accuracy of the output perturbed version improves very slowly as the size of
the data set increases and it never reaches the baseline result with the studied data set
sizes. The accuracy of functional mechanism and private linear regression methods stays
at nearly zero and fails to signicantly improve even though the amount of available data
increases. Out of the private methods, the robust private linear regression performs the
best, being the only one that remarkably benets from the growing amount of data and
reduces the gap to the non-private algorithm. The sampling methods produce larger error
bars since the accuracy of the results varies more across the cross-validation. The robust
private linear regression method exhibits behaviour observed also with synthetic data: as
the size of the data set is small, the accuracy of the results varies a lot, but as the data
set size increases, the variation decreases.
Figure 4.6 shows the corresponding tests with stricter privacy (ε = 1). The private
methods naturally experience a decrease in accuracy but otherwise perform in a similar
manner as in the tests in Figure 4.5. The observed drop in the accuracy of the robust
private linear regression mechanism at 10 non-private and 100 private data samples is
deeper than with more loose privacy, but the prediction performance again quickly recovers
as more private data are added.
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Relative improvement over baseline
Figure 4.4: The trade-os of dierential privacy. The prediction accuracy of the
robust private linear regression algorithm on the GDSC data is presented as the relative
improvement over the baseline result that uses 10 non-private 40-dimensional data points.
All results are averages over 50-fold cross-validation. If not otherwise specied, the test
cases use 10-dimensional data, 10 additional non-private data points, and privacy budget
ε = 2.
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Comparison of different methods (ε=2.0)
LR non-private data (n=10, d=64)







Figure 4.5: The prediction accuracy of the algorithm on GDSC data as a func-
tion of the available data set size. The black dashed line represents the baseline result
computed using xed precision parameter values and only 10 non-private 10-dimensional
data points with no private data. The grey dashed line is the corresponding result with
64-dimensional data. The other two dashed curves denote the non-private versions of
the robust private linear regression, and solid lines represent the compared dierentially
private methods. All methods use 10-dimensional data unless otherwise specied. The
square markers denote the average results over 50-fold cross-validation and the error bars
indicate the corresponding standard deviations.
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Figure 4.6: The prediction accuracy of the algorithm on GDSC data as a func-
tion of the available data set size. The setting is otherwise identical to Figure 4.5,





To sum up, the robust private linear regression algorithm behaves as expected on both
synthetic and drug sensitivity data. Its accuracy improves with looser privacy and worsens
with stricter privacy. With stricter privacy levels, the prediction accuracy can be signi-
cantly improved by using more data. The mechanism is able to nearly reach the accuracy
of the non-private methods even with moderate sized data sets. The performed tests
indicate the algorithm could be used in real-life applications, providing adequate privacy
while also allowing accurate data analysis on reasonably sized data sets. The projection
of the data inside chosen thresholds is the key factor in the success of the method and
without it the algorithm would perform poorly as noted by Honkela et al. (2016). The
other compared dierentially private methods lose to the proposed algorithm, and they
also would not benet from clipping since they are based on totally dierent mechanisms.
The methods used to choose the parameters of the algorithm seem to work: The
chosen budget split is intuitively sensible and performs well on both synthetic and real-
life data. The chosen projection thresholds seem to be well-adjusted to each test case
 except maybe at high dimensionalities. Assigning priors to the precision parameters
of the model and sampling the tted variational posterior seem to work as they should
and produce good results. Its benet in accuracy over the xed precision method is likely
moderate (at 10 non-private data points in Figures 4.5 and 4.6 the sampling methods
perform slightly better than the baseline)  but still real, and using priors instead of
arbitrary precision parameter values makes the analysis more justiable.
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5.2 Own contribution
My contribution to the development of the robust private linear regression algorithm was
to implement a new version of the mechanism with several improvements over the old
implementation (Honkela et al., 2016): the precision parameters λ and λ0 of the Bayesian
linear regression model (3.1) are now assigned prior distributions instead of xed values
as explained in Section 3.2.1, the privacy budget split (introduced in Section 3.3.1) is
now optimised based on prediction performance on auxiliary data as described in Section
3.4.1 instead of using an even split by default, and instead of computing the posterior
mean analytically (Equation 3.5), the model prediction is now computed either by MCMC
methods or by ADVI as explained in Section 3.2.1. These changes are designed to make the
algorithm more robust as they eliminate the need to guess suitable values for the precision
parameters and allow utilising the available privacy budget more eciently. I also updated
the related mathematical details of the mechanism (the formal denition of Algorithm 2,
the proof of Theorem 3.9, and the log-likelihood 3.8 needed in the implementation of
the MCMC and ADVI sampling) as represented in Section 3.3.3, and was responsible for
carrying out the new experiments with the new, larger version of the drug sensitivity data
set, the results of which are represented in Chapter 4 and in the paper Honkela et al.
(2017).
5.3 Future work
In the future, the algorithm could be improved in several ways. For one thing, since
perturbed and non-perturbed sucient statistics have dierent accuracy, it would make
sense to use separate precision parameters (λ) for private and public data. The expanded
model could then make better use of the accurate statistics computed from additional
public data. It would also be useful to have an analytical justication for using a certain
privacy budget split instead of just studying it experimentally  in addition to being more
precise and certain, it could bring more insight into the relationships between the used
statistics and how noise aects the accuracy of the tted model. The optimal split may
be dependent on many factors, such as the total privacy budget and the dimensionality
and the number of available data.
Moreover, the outlier projection idea could be deployed in other kinds of statistical
models that could be more complex and thus able to grasp the more delicate properties
of the data. Other, more sophisticated dimensionality reduction methods could also be
utilised, depending on the application area. One standard example of such a method is
principal component analysis (Jollie, 2002).
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