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A p-vertex graph is called pancyclic if it contains cycles of every length 1, 
3 Q 1 < p. In this paper we prove the following conjecture of Bondy and Chvatal: 
I f  a graph G has vertex degree sequence dI < dz < -1. < d, , and if d* < k < p/2 
implies dPmk > p - k, then G is pancyclic or bipartite. 
1. INTRODUCTION 
In this paper we consider only finite, undirected graphs without loops 
or multiple edges. Our notation and terminology will be the same as 
Harary [7], except as indicated. 
We call a p-vertex graph puncyclic if it contains cycles of every length I, 
3 < 1 < p. A pancyclic graph is certainly Hamiltonian, but not conversely. 
Bondy [3], however, has suggested the interesting “metaconjecture” that 
almost any nontrivial condition on a graph which implies that the graph is 
Hamiltonian also implies that the graph is pancyclic. (There may be a 
simple family of exceptional graphs.) 
Various sufficient conditions for a graph to be Hamiltonian have been 
given in terms of the vertex degrees of the graph. These are due to 
Dirac [6], Ore [9],Posa [l I], Nash-Williams [S], Bondy [l], and ChvQtal[5]. 
In a sense (which is made precise in [5]), Chvrital’s theorem is the best 
possible theorem of this kind, and reads as follows: 
A p-vertex graph with vertex degree sequence dl < d, < ... < d, such 
that 
dk < k < p/2 implies dD--h > p - k (1) 
is Hamiltonian. 
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The purpose of this paper is to prove that Bondy’s metaconjecture is 
valid for condition (1). In particular, we will show that any graph satisfying 
(1) is either pancyclic or bipartite, as was first conjectured by Chvdtal 
[4, Conjecture 5, p. 871. 
First, let us say a word about the notation. If the vertices of a graph G 
are v1 , vz ,..., v, , we will write (i,j) E G instead of (vi , vi) E E(G). We will 
denote the degree of vi by d(i), and will denote the cycle vivj *.. vkvi in G as 
simply (i,j,..., k, i). Throughout the paper, indices are to be taken 
modulo p. 
2. PR~~FOFTHETHEOREM 
Our main result is the following: 
THEOREM. A graph G with vertex degree sequence Q < dz < a** < d, 
such that 
dk < k < p/2 implies dDPk > p - k (1) 
is either pancyclic or bipartite. 
The actual proof will be preceeded by a series of five lemmas. 
Observe that by Chvatal’s theorem, G has a Hamiltonian cycle, say 
C = (1,2,..., p, 1). Let vi and vi+1 by any adjacent vertices on C, and let I 
be an integer, 3 < I < p. If k # j or j + 1, and if G contains both of the 
edges (j, k) and (j + 1, f,(k)), where 
then this pair of edges together with appropriate edges of C constitute an 
Z-cycle in G (see Fig. 1). 
1 j*l i 1’1 
FIGURE 1. 
Sincefr is a one-to-one function, we obtain the following lemma due to 
Bondy [2]: 
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LEMMA 1. If G does not contain an l-cycle for some 1, 3 d I < p, then 
for every j, we have d(j) + d( j + 1) < p, with equality if and onIy iffor 
each k # j or j + 1, exactly one of the edges (j, k) or (j + 1, fi(k)) occurs 
in G. 
Our next result shows that the theorem is true in almost all cases. 
LEMMA 2. If G satisfies (1) with p odd, or with p even and d,,, # p/2, 
then G is pancyclic. 
Proof. If p is odd, we have d(,+l),z > p/2. (For if dc,-,),, > p/2, this is 
obvious. Otherwise dt,-,),, d (p - 1)/2 < p/2, and so by (I), d(,+l),z 3 
(p + I)/2 > p/2.) So more than half the vertices of G have degree 
> p/2, and thus two such vertices, say ui and v~+~, must be adjacent on C. 
But then d(j) + d(j + 1) > p, and Lemma 1 guarantees that G is 
pancyclic. 
If p is even and dDi2 > p/2, more than half the vertices of G again 
have degree > p/2, and we could argue as above that G is pancyclic. 
If d,,, <p/2, we have d(,,,)-, < (p/2) - 1 <p/2, and so by (1), 
dc,,z,+l > (p/2) + 1 > p/2. So exactly half the vertices of G have degree 
> p/2. If two of these vertices are adjacent on C, then G is pancyclic once 
again by Lemma 1. We assume without loss of generality therefore that 
d(odd) > p/2 and d(even) < p/2. 
If (1, p - 1) E G, consider the graph G’ = G - v, . Note that G’ has 
a Hamiltonian circuit (1, 2,..., p - 1, 1). Since 1 and p - 1 are odd, we 
have d’(1) + d’(p - 1) >, p > I V(G’)l. Thus G’ would be pancyclic by 
Lemma 1, and it follows easily that G would also be pancyclic. 
So we suppose (1, p - 1) $ G. If G is not pancyclic, it does not contain 
a cycle of some length 1 > 4. (Clearly G contains a 3-cycle since G is 
Hamiltonian and d(1) > p/2.) But this means that if (p - 1, k) E G for 
some k, 2 < k 6 p - 3, then (1, g,(k)) # G, where 
i 
k - 1, 
gdk) = k - 1 + 4, 
2<k<l-3, 
l-2<k<p-3, 
since otherwise G will contain an l-cycle consisting of these two edges and 
appropriate edges of C (see Fig. 2). 
FIGURE 2. 
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Since (1, p - 1) $ G, apwl is adjacent to at least (p/2) - 1 of the 
vertices v2 , vQ ,..., 09-S . Since g, is a one-to-one function, it follows that 
v1 is not adjacent to at least (p/2) - 1 vertices of G. But this implies 
d(l) < p/2, a contradiction. The proof of Lemma 2 is complete. 
We assume therefore that in the remainder of this paper, G is a graph 
satisfying (1) with p even and d 21,2 = p/2. This implies over half the 
vertices of G have degree 3 p/2, and so at least two such vertices, say v1 
and v,, are adjacent on C. If either d(l) or d(p) exceeds p/2, then 
d(1) + d(p) > p, and G would be pancyclic by Lemma 1. So we assume 
henceforth that d(1) = d(p) = p/2, and then by Lemma 1, we have the 
following fact: 
If G does not contain an l-cycle for some I, 3 < 1 c p, then exactly one 
of the edges (p, k) or (l,&(k)) will be in G for each k, 2 < k < p - 1. 
We will refer to this fact as the l-correspondence principle in the remainder 
of the paper. 
LEMMA 3. If G is not pancyclic or bipartite, then G must contain 
3-cycles (1, i, i + 1, 1) and (p,j, j + 1, p) for some i and j. 
Proof. Suppose G is not pancyclic or bipartite. There are essentially 
two ways in which the lemma could fail. 
(a) G does not contain a 3-cycle (1, i, i + 1, 1) for any i, but G 
does contain a 3-cycle (p, j, j + 1, p) for some j. 
Since d(1) = p/2, it follows that the edges incident at u1 are precisely 
the (1, even) edges, and clearly G contains a cycle of any even legnth. We 
can obtain a cycle of any odd length I 3 5 as follows: Take any (I - l)- 
cycle (1, s, s + l,..., s+1-2,1)inG,withs<,j<j+l <s+Z-2, 
and replace the edge (j, j + 1) in this cycle by the edges (p, j) and (p, j + 1) 
to obtain an l-cycle in G. We conclude that G is pancyclic, a contradiction. 
We obtain a similar contradiction if we assume G contains a 3-cycle 
(1, i, i + 1, I), but does not contain a 3-cycle (p, j, j + 1, p). 
(b) G does not contain a 3-cycle (1, i, i + 1, 1) for any i, nor a 
3-cycle (p, j, j + 1, p) for any j. 
Since d(l) = d(p) = p/2, the edges indicent at v1 and v, are precisely 
the (1, even) and (p, odd) edges, and so again G clearly has a cycle of any 
even length. Since G is not bipartite, G contains an (odd, odd) edge or an 
(even, even) edge (for otherwise the odd index vertices and even index 
vertices would form a bipartite partition of G). Using this edge together 
with the edges of C and the edges incident at vl and v, , it is easy to obtain 
a cycle of any odd length in G. (Figure 3(i) illustrates how to obtain such 
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cycles for small Z, and Fig. 3(ii) illustrates how to obtain such cycles for 
large 1.) Again we obtain the contradiction that G is pancyclic, and the 
proof of the lemma is complete. 
(II (Ii 1 
FIGURE 3. 
LEMMA 4. If G is not pancyclic or bipartite, then G must contain a 
3-cycle (1, k, p, 1) for some k. 
Proof. Suppose G is not pancyclic or bipartite. Then by Lemma 3, 
G contains a 3-cycle (1, i, i + 1, 1) for some i. 
If G does not contain a 3-cycle (1, k, p, 1) for any k, then since 
d(1) = d(p) = p/2, it follows that every vertex in G is adjacent to exactly 
one of the vertices u1 or v, . We can then obtain a cycle of any length Z, 
3 < 1 < p, in one of two ways: 
(a) i + I- 2 < p. 
If (1, i + 1 - 2) E G, then (1, i, i + l,..., i + 1 - 2, 1) is an Z-cycle in G. 
Otherwise (p, i + I - 2) E G, and then (1, i + 1, i + 2 ,..., i + 1 - 2, p, 1) 
is an Z-cycle in G. 
(b) i + I - 2 > p. 
If (l,p-1+2)~G, then (l,p-l++,p-113 ,..., p,l) is an 
I-cycle in G. Otherwise (p, p - I + 2) E G, and then (p, p - I + 2, 
p - I + 3 ,..., i, 1, i + 1, i + 2 ,..., p) is an Z-cycle in G. 
But this implies G is pancyclic, a contradiction, and the proof is 
complete. 
LEMMA 5. If G contains either one of the edges (1, p - 1) or (p, 2), 
then G is pancyclic. 
Proof. To be specific, suppose (1, p - 1) E G but G is not pancyclic. 
In particular, suppose G does not contain a cycle of some length 1, 
4 < 1 < p - 2. (Clearly G contains the 3-cycle (1, p - 1, p, 1) and the 
(p - l)-cycle (1, 2 ,..., p - 1, l).) 
Observe that (p, p - 2) E G, since otherwise (1, p - 1 + 1) E G by the 
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l-correspondence principle, and (l,p-l++,p-1+2 ,..., p-1,1) 
would be an l-cycle in G. On the other hand, note that (p, I - 2) $ G since 
otherwise (1, 2,..., 1 - 2, p, p - 1, 1) would be an l-cycle in G, and also 
that (p, I - 1) $ G, since otherwise (1,2 ,..., I - l,p, 1) would be an 
l-cycle in G. 
If (p, i) E G and (p, i + 1) 4 G for some i, I < i < p - 2, then by 
the l-correspondence principle we have (1, i - 1 + 4) E G, and so 
(1, i - 1 + 4, i - I + 5 ,..., i, p, p - 1, 1) would be an Z-cycle in G. It 
follows that for some integer r, 1 < r < p - 2, all the edges (p, p - l), 
(p, p - 2) ,..., (p, r) are in G, and all the edges (p, r - 1), (p, r - 2) ,..., 
(p, I - 2) are missing from G. 
If (p, i) E G and (p, i - 1) 4 G for some i ,< I - 3, then by the 
Ecorrespondence principle (1, p - I + i) E G, where p - I + i < p - 3, 
and so (1, 2,..., i,p,p - ZP - 3,..., p - 1 + i, 1) would be an I-cycle 
in G. It follows from this and the preceeding paragraph that v, is adjacent 
to precisely the vertices v, , v,+~ ,..., vDdl , vl, v2 ,..., v,-(,~,) in G (see 
Fig. 4). 
FIGURE 4. 
Using the edge (1, p - 1) together with C and the edges adjacent at v, , 
it is easy to get a cycle in G of any length I < (p/2) + 1. (For example, 
(1, z-9 r - (p/2), P, r, r + I,..., p - 1, 1) is a ((p/2) + I)-cycle in G.) On 
the other hand, since (p, r - (p/2), r - (p/2) + l,..., r, p) is a ((p/2) + 2)- 
cycle, it is easy to see now that G also contains a cycle of any length 
1 3 (P/2) + 2. 
A symmetrical argument holds if initially we assume (p, 2) E G instead 
of (1, p - 1) E G, and the proof of Lemma 5 is complete. 
Proqf of the Theorem. Suppose G satisfies condition (1) but is not 
pancyclic or bipartite. In particular, suppose G does not contain a cycle 
of some length I, 3 < I < p. By Lemma 5, both the edges (1, p - 1) and 
(p, 2) must be missing from G. But then both of the edges (1, p - I + 3) 
and (p, I - 2) are in G by the Z-correspondence principle. So we assume 
henceforth that both of these edges are present in G. 
We will now establish successively a series of facts concerning G, the 
last of which is the fact that the missing cycle length 1 must be p - 1. 
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We will then complete the proof by showing that G must contain a 
(p - 1)-cycle. 
(a> 1 > (PP) + 2. 
By Lemma 4, G contains a 3-cycle ( 1, k, p, 1) for some k. If we had 
I < (p/2) + 2, then we would have I - 2 < p - I + 3, and so at least 
one of the two inequalities k > I - 2 or k < p - I + 3 would hold. If 
the first inequality held, (1, 2 ,..., I - 2, p, k, 1) would be an Z-cycle in G, 
and if the second inequality held, (1, p - I + 3, p - I + 4 ,..., p, k, 1) 
would be an Z-cycle in G. This completes the proof of (a). 
(b) At least one of the edges (1, Z - 1) or (p, p - Z + 2) must be 
missing from G. 
For suppose both of these edges were present in G. If the edges (p, i) and 
(p, i + 1) were both in G for some i, 1 < i < Z - 2, then (1, 2 ,..., i, p, 
i + 1, i + 2,..., Z - 1, 1) would be an Z-cycle in G. On the other hand, if 
the edges (p, i) and (p, i + 1) were both missing from G for some i, 
1 < i < I - 2, then by the Z-correspondence principle both the edges 
(l,p-Z+i+l)and(I,p-Z+i++)wouldbeinG,with 
p--1+2<p-Z+i+l <p-Z+i++<p. 
But then (p, p - Z + 2 ,..., p - Z + i + I,, 1, p - Z + i + 2 ,..., p) would 
be an Z-cycle in G (see Fig. 5, in which broken lines denote missing edges). 
p-1 +I tlP-L+*2 
P-e +2 
cl3 
,*' I.1 ,' i ,,,- 
,; 
P 1 
FIGURE 5. 
So the integers i < Z - 2 for which (p, i) E G would be precisely the 
odd integers. By a symmetrical argument, the integers j 4 p - Z + 3 for 
which (I, j) E G would be precisely the even integers. Hence G would not 
contain a 3-cycle (1, k, p, 1) for p - 1 + 3 < k < Z - 2. But then by 
Lemma 4, G would contain a 3-cycle (1, k, p, I), where either k > 1 - 2 
or k < p - Z + 3, and we could argue exactly as in (a) above that G 
contains an Z-cycle. This completes the proof of (b). 
To be specific in (c), (d), and (e) below, we will assume that (1, Z - 1) $ G. 
We then have: 
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(c) The edges (1, I - l), (1, I) ,..., (1, p - 1) are all missing from G. 
The result is immediate if 1 = p - 1, and so we assume I < p - 2. 
Since (1, I - 1) $ G, the i-correspondence principle implies that 
(p, 21 - p - 2) E G. Since (1, p - 1) $ G, it follows that if (I, j) E G for 
somej, Z<j,(p-2, then (1,i)~G and (l,i+l)$G for some i, 
j < i < p - 2. But this implies (p, i + I - p) E G by the I-correspondence 
principle, and (1, 2 ,..., 21 -p - 2,p, i + I -p, i + I -p + I,..., i, 1) 
would be an I-cycle in G (see Fig. 6, in which broken lines denote missing 
edges). We conclude that (1, j) 4 G for I < j < p - 2, and (c) is 
established. 
P 1 
FIGURE 6. 
(d) If (p, i) E G for some i 3 I, then the edges (p, i), (p, i + 1) ,..., 
(p, p - 1) are all in G. 
For suppose (p, i) E G for some i 3 I, but (p, i + m) 6 G for some m, 
1 < m ,< p - i - 1. Consider the graph G’ = G - {aifl, z)~+~ ,..., z~~-r}, 
which has Hamiltonian cycle (1, 2 ,..., i, p, 1). Since (p, i + m) 4 G and 
(1, j) $ G for j = i + 1, i + 2 ,..., p - 1 by (c), we have d’(l) + d’(p) > 
1 V(G)/ > I, and thus G’ would be pancyclic by Lemma 1. In particular, 
G’ would contain an I-cycle, and so also would G. This proves (d). 
(e) Z=p-1. 
Since (1, p - I + 3) E G, and since (1, I - 1) $ G by assumption, it 
followsthat(l,i)eGand(l,i + 1) $Gforsomei,p -I + 3 <i < Z-2. 
But then (p,i+Z-p)EG by the l-correspondence principle, with 
i-t--p 33. Hence I’= (1, L.., i+l-p,p,p -I,..., i,l) is an 
(I + I)-cycle in G (see Fig. 7). 
id-p 
i.1 
‘\ a3 ‘\ ‘\ \ r \ 
p I 
FIGURE 7. 
30 SCHMEICHEL AND HAKIMI 
If (p, p - 2) 6 G, replace the edges (p, p - 1) and (p - 1, p - 2) in r 
by the edge (p, p - 2) to obtain an f-cycle in G. If (p, p - 2) $ G and 
I < p - 2, then (p, 1) $ G by (d) above, and so we have (1, 3) E G by the 
Z-correspondence principle. We could then replace the edges (1, 2) and 
(2, 3) in I’ by the edge (1, 3) to obtain an l-cycle in G. We conclude that 1 
must bep - 1. 
It is easily seen that if we had assumed (p, p - 1 + 2) 4 G instead of 
(1, I - 1) 4 G before (c) above, then symmetrical arguments would have 
led to the conclusion that I must be p - 1. 
We now complete the proof by showing that G must contain a (p - l)- 
cycle. For suppose that G does not contain a (p - I)-cycle. Then G does 
not contain an edge (j, j + 2) for any j. In particular, the edges (1, p - 1) 
and (p, 2) are both missing from G. So by the (p - 1)-correspondence 
principle, the edges (1,4) and (p, p - 3) must both be in G. 
Observe moreover that the edges (1, p - 2) and (p, 3) must both be 
missing from G. (For suppose (p, 3) E G. Then by Lemma 3, G contains a 
3-cycle (1, i, i + 1, 1) for some i. If i < 3, then (1, 3) E G, and G would 
contain a (p - 1)-cycle immediately. If i > 3, then (p, 3, 4 ,..., i, 1, i + 1, 
i f 2,..., p) would be a (p - l)-cycle in G. We could argue symmetrically 
if (1, p - 2) E G.) It follows by the (p - I)-correspondence principle that 
both the edges (1, 5) and (p, p - 4) are in G. 
Since G contains the edges (1, 4), (1, 5), (p, p - 3), and (p, p - 4), it is 
easy to verify that none of the edges (2, p - l), (2, p - 2), (3, p - l), or 
(3, p - 2) could be in G, for a simple examination will show that the 
presence of any one of these edges would immediately yield a (p - l)-cycle 
in G. (For example, if (3,p-22)~G, then (1,4,5 ,..., p-4,p,p-1, 
p - 2, 3, 2, 1) is a (p - l)-cycle in G.) The situation is illustrated in 
Fig. 8, in which broken lines denote missing edges. 
FIGURE 8. 
Suppose now that we could establish the following: 
d(p - 2), d(p - l), d(2), and d(3) are all < p/2. (2) 
Since u, and v1 were any adjacent pair of vertices of degree 3 p/2 on C, it 
would follow readily from (2) that at least half the vertices of G have 
PANCYCLIC GRAPHS 31 
degree < p/2. This would contradict the fact that d,,, = p/2, and the 
proof would be finished. So we turn our attention to proving (2). 
Let S = {vi: 1 < i < 4 or p - 3 < i < p}. Note that v1 is adjacent to 
at most 4 vertices in S, namely v,+~ , u, , a2 , and up . Since d(l) = p/2, 
it follows that ur is adjacent to at least (p/2) - 4 vertices in G - S. But if 
(1,i)~Gforsomeu~~G-~,then(p-l,i-l)~G,orelse(1,2,...,i-l, 
P-LP,P-3,P-44,..., i, 1) would be a p - 1 cycle in G (see Fig. 9). 
Hence up-1 is not adjacent to at least (p/2) - 4 vertices from among 
V 4, 05 >***, oil-5 * Moreover, uB-i is not adjacent to the 4 vertices v~-~, ul, 
nz , and z)~ . Hence v,-~ is not adjacent to at least 4 + ((p/2) - 4) = p/2 
vertices in G, and so d(p - 1) < p/2 as asserted. A symmetrical argument 
would yield d(2) < p/2. 
1-l 
p-3 
@ P-l 
p 1 
FIGURE 9. 
In the same way, let T = {vi: 1 < i < 5 or p - 2 < i < p}. Note that 
u1 is adjacent to exactly 4 vertices in T, namely a, , Q , v., , and ug . Since 
d(l) = p/2, it follows that ur is adjacent to exactly (p/2) - 4 vertices from 
amongG-T.Butif(1,i)EGforsomeviEG-T,then(p-2,i-2)~G, 
or else (1, 2,..., i - 2, p - 2, p - 1, p, p - 3, p - 4 ,..., i, 1) would be a 
(p - I)-cycle in G (see Fig. 10). It follows that vgV2 is not adjacent to at 
least (p/2) - 4 vertices from among a,, ug ,..., u,-~ . But also u,-, is not 
adjacent to the 4 vertices a,, ul, v2, and V, . So vpmz is not adjacent to at 
least 4 + ((p/2) - 4) vertices in G, and hence d(p - 2) < p/2. Analo- 
gously, d(3) < p/2. 
p-3 
p-2 
p 1 
FIGURE 10. 
Thus (2) is established, and the proof is complete. 
We observe in passing that if a graph satisfies (1) and is bipartite, then 
the graph contains a cycle of any even length 2t, 2 < t < p/2. 
As a corollary to the theorem, we have the following result in extremal 
graph theory. 
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COROLLARY. Let G be a graph with p vertices, q edges, and minimum 
vertex degree 6. If 
‘1 
I 5 (P” - (23 + I)P + 3a2 + 6) 
I ; (p” - (26 + 1)p + 362 -t 8) 
q > 
! 
$ (3~~ - 8~ + 5) + 8 
1 < 6 < F5 andp odd, 
1 < 6 < ‘q andp even, 
P+5 - 
6 
< 6 < ‘+ andp odd, 
! $3~~ - lop + 16) + 6 P+8 - < 6 < ‘+ andp even, 6 P -l <s 2 ’ 
(3) 
then G is pancyclic, and the bound is the best possible. 
Remarks. If 6 = 1, then (3) becomes q > &(p2 - 3p + 4), which is 
Ore’s [lo] bound for a graph to be Hamiltonian. But observe that 
q > +(p2 - 3p + 4) implies that 6 b 2, and if we assume 6 >, 2, then (3) 
gives a tighter bound on q. Thus without loss of generality, we assume that 
s > 2. 
Proof. If the degree sequence of G satisfies (l), then G is pancyclic by 
the theorem. Otherwise for some k < (p - 1)/2, we have dk < k but 
d,-, -=c p - k. Assuming each vertex degree is the largest possible and 
that the degree sequence is graphical, we obtain 
6, k ,..., k,p - k - 1 ,..., p -k - 1,~ - 2 ,..., p - 2,~ - l,...,P - 1. -- 
k-l n-2k k--6 8 
For this graph, q = Q(p2 - (2k + 1)p + 3k2 - k + 26). Since k < 
(p - 1)/2, it is easy to verify that 
+(p” - (2k + 1)p + 3k2 - k + 26) < +(p2 - (26 + 1)p + 3S2 + 6) 
if 6 4 (p + 5)/6 andp odd (or if 6 < (p + 8)/6 andp is even). Since this 
contradicts hypothesis (3), G is pancyclic in the first two cases. 
Similarly, we need only show that 
HP’ - W -t 1)~ + 3ka - k + 26) < +(3p2 - 8~ + 5) + 6, 
if (P + 5)/6 < 6 < (p - 1)/2 and p is odd. But the above inequality is 
equivalent to 
12k2-(8p+4)k+p2+4p-550. 
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Since the roots of the above quadratic are k = (p + 5)/6 and 
k = (p - 1)/2, the inequality holds for k- and as a result for 6- in the 
desired range. 
Parallel arguments can be used when (p + 8)/6 < 6 < (p - 2)/2 and p 
is even. The remaining case when 6 > (p - I)/2 is implied directly by the 
theorem. 
To prove that the bound is the best possible in the first four cases in (3), 
we will construct two non-Hamiltonian (and hence nonpancyclic) graphs 
G1 and G, with minimum degree 6. 
Graph G, has the vertex set VI = XV YUZ with 1 Y] = IZI = 6, 
and edge set El consisting of all edges with both vertices in X u Y or 
with one vertex in Y and one vertex in Z. The number of edges in G, is 
$(p2 - (26 + I)p + 3a2 + 6). To see that G1 is not Hamiltonian, note 
that any cycle passing through all the vertices of Z must also pass through 
all the vertices in Y and cannot pass through any vertex in X. 
Graph G, has vertex set V,=XuYuZ, with I YI = IZI = 
[(p - I)/21 and least degree vertex o1 E Z. The edge set E, of G, consists of 
all edges with both vertices in X u Y or with one vertex in Y and one 
vertex in Z - v1 , and the 6 edges (ul , w) where w  E Y. We find 
H3P2 - 8P + 5) + 6 
I E2 I = &3p2 - lop + 16) + 8 
P odd, 
p even, 
and it is easy to show as before that G, is not Hamiltonian. 
Finally, to see that the last case in (3) also gives the best bound, consider 
the nonpancyclic graph Kp,2,9,2 with p even, noting that 6 > (p - 1)/2 
and q = $p2. 
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