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摘　要　主要研究了一种隐式重新启动的 L anczos 算法在模型降阶中的应用. 分析了由这个
算法得到的降价后的模型的一些性质, 对于一个 n阶稳定的线性时不变系统,模型降阶的思想是寻
找一个 m 阶转换函数来近似原系统的n阶转换函数 H ( s) , 其中n m . 传统的 kry lov 子空间方法仅
仅产生一个不稳定的实现, 并且在低频处的误差较大,本文所考虑的隐式重新启动的 L anczos 方法,
能较好的解决上述两个问题.






模型. 在本文,我们只针对线性时不变, 单输入单输出系统, 可以由下面的方程描述.
x ( t) = A x ( t) + bu( t)
y ( t) = cTx ( t)
( 1)
其中 x ( t) , u( t) 和 y ( t ) 都是n维向量, u( t ) , y ( t) 分别是输入和输出向量,矩阵A ∈Rn×n, b, c∈
R
n, 在 0初始条件下, 对( 1)式做Laplace 变换,就会得到
Y ( s) = cT( sI - A ) - 1bU ( s)
即输入和输出间的转换函数是 f ( s) = cT ( sI - A ) - 1b, 模型降阶的任务就是寻找一个低阶的近
似模型
x m( t ) = A mx m( t) + bmu( t)
y ( t ) = c
T
mx m( t )
( 2)
来近似原系统( 1) ,其中 x m( t) ∈Rm, m n. 则其相应的转换函数是 f m( s) = cTm( sI - Am) - 1bm.
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一些比较完善的模型降阶的方法如 Optim al Hankel Norm
[ 1] , Balanced T runcat ion
[ 2]都是通过
解下面的方程来达到目的的:
AP + PA T + bbT = 0,　A TQ + QA + ccT = 0. ( 3)
方程( 3)当且仅当  i, j , i( A ) + -j ( A ) ≠ 0时有唯一对称解,这里的 i( A ) 代表 A 的第 i个特
征值, -j ( A ) 表示 j ( A ) 的共轭. 对大规模的线性动力系统,通过上述方法来降阶是困难的, 因




[ 3, 4, 5, 6] . 这
些方法都是根据一些 A 的端部特征值的一种部分实现,所以降阶后的模型往往都在低频处的
近似较差,这样的方法还有个缺陷就是得到的近似模型可能是不稳定的哪怕原系统是稳定的.








K m = span{ b, A b⋯A
m- 1
b}
L m = span{ c, A T c⋯( A T ) m- 1c}
算法 1　Lanczos过程
1. 使 1 = cTb ,  1 = 1sig n[ ( cTb) ] , v 1 = b/  1 , w 1 = c/ 1
2. 迭代: For j = 1, 2⋯do
3. !j = ( A v j , w j )
4. v j+ 1 = A v j - !j v j - j v j- 1 , (当 j = 1,使 1v 0 = 0)
5. w j+ 1 = A Tw j - !jw j -  jw j - 1, (当 j = 1,使  1w 0 = 0)
6. j+ 1 = ( v j + 1, w j + 1) ,  j + 1 = j + 1sign[ ( v j+ 1, w j+ 1 ) ]
7. v j+ 1 = v j + 1/  j + 1, w j + 1 = w j+ 1 / j+ 1
8. end
为简单起见,假设上述过程不会发生中断,即( v j + 1, w j + 1) ≠ 0,当进行m步的Lanczos过程
后, 若记 Vm = [ v 1 , v 2⋯vm] , W m = [ w 1, w 2⋯w m] , A m = tridiag(  i , !i , i+ 1 ) 那么下面的等式成
立:





b = V mbm. ( 5)
A
T
W m = W mA Tm + W~ A~ TmW . ( 6)
c = W mcm. ( 7)
其中V~ = vm+ 1, A~mV =  m+ 1eTm, W~ = w m+ 1 , A~TmW = m+ 1eTm, bm = e1 1, cm = 1e1.
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下面我们考虑利用 Lanczos算法具体的降阶过程,如果记系统( 1)的转换函数为 f ( s) , 则





模型降价的任务就是寻找一个低阶近似的模型,记其转换函数为 f m( s) ,则
f m( s) = c
T








将( 8)式改写成 f ( s) = cTf b( s) = f c( s) b,其中 f b( s) = ( sI - A ) - 1b, f c( s) = cT ( sI - A ) - 1, 将
问题转化成求解下面的双线性方程组
( sI - A ) f b( s) = b, f c( s) ( sI - A ) = c ( 10)
那么问题转化成求解( 10)的近似解 f b, m( s) , f c, m( s) 满足下面的条件
f b, m( s) ∈ K m( A , b) i. e. f b, m( s) = Vmhm( s)





c, m( s) ∈ L m( A T, c ) i. e. f c , m( s) = gm( s) W Tm
{ cT - f c ,m( s) ( sI - A ) } T ⊥ K m( A , b)
因为 f b, m( s) , f c, m( s) 是问题( 10) 的近似解,故 f m, 1 ( s) = cTf b, m( s) , f m, z ( s) = f c, m( s) b为原转换
函数 f ( s) 的近似. 原问题就转化成下面的问题






m{ ( sI - A ) Vmhm( s) - b} = 0  s, {gm( s) W Tm( sI - A ) - cT }Vm = 0  s ( 11)
下面的定理给出了上述问题的解.
定理1　假设完成了 m步的 Lanczos过程, 记 Am= W TmA Vm那么




mb, gm( s) = c
T





　　　　　　　　!b- ( sI- A ) Vmhm( s) !∞= !V~A~mV hm( s) !∞ ( 12)
　　　　　　　　!cT - gm( s) W Tm( sI- A ) !∞= ! g
m
( s) W~ TA~mW ! ∞ ( 13)
















m{ ( sI- A ) V mhm( s) - b} = 0
　　　　　　　　　　　　　　! ( sI- A m) hm( s) = W Tmb
　　　　　　　　　　　　　　! hm( s) = ( sI- Am) - 1W Tmb
下面看残量　　　　　　b- ( sI- A ) Vmhm( s)
　　　　　　　　　　　　= b- sVmhm( s) + AV mhm( s)
　　　　　　　　　　　　= b- sVmhm( s) + VmA mhm( s) + V~A~mVhm( s)




mb+ V~A~mV hm( s)
　　　　　　　　　　　　= V~A~mV hm( s)
故!b- ( sI- A ) V mhm( s) !∞= !V~A~mVhm( s) !∞
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同理可证　　　gm( s) = c
T
Vm( sI- A m)
- 1
!cT - gm( s) W Tm( sI- A ) !∞= !gm( s) W~ TA~mW ! ∞
2. 　　　　　　　f m , 1( s) = c
T
















故　f m( s) = f m, 1 ( s) = f m, 2( s) =













算法2　1. 选择精度 ∀> 0, #> 0,确定 m.
2. 按照算法1进行 m步的 Lanczos过程得到 Am, V m, W m, A~mV, A~
T
mW .
3. 按照( 14)形成 m 的阶模型.
4. 检验( 12) , ( 13)的大小,如果( 12) > ∀或者( 13) > #, 增大 m,然后继续 Lanczos过程.
3　隐式重新启动
隐式重新启动的 Kry lov 子空间方法最先提出是为了计算稀疏非对称矩阵的特征值[ 8] ,
在上个世纪90年代被应用到模型降阶问题上来. 在[ 7]中, Jaimoukha 指出, f m( s)可能是不稳
定的,哪怕 f ( s)是稳定的,并且 f m( s)在低频处的精度较差,为了解决这一问题,引入两个转换
矩阵T L , T R∈Rm×r ,且 T TLT R= I r , r< m, 具体的 T L , T R 的选择方法参照[ 7] .
　　　　　　　　　f r ( s) =
s T
T







V mT R 0
=









LA mT R , W r= W mT L , V r= V mT R, 显然 W
T
r V r= I r .













= I m, ( 16)
那么由( 4) - ( 7)和( 16) ,可以得到
　　　　　　AV m[ T R T~R ] = Vm[ T R T~ R] [ T L T~L ]
T
A m[ T R T~ R] + T~A~mV [ T R T~ R] ( 17)
　　　　　　　　　b= Vm[ T R T~R ] [ T L T~ L ] T bm ( 18)
　　　　　　A
T




m[ T L T~ L ] + W~A~
T
mV [ T L T~ L ] ( 19)
　　　　　　　　　c= W m[ T L T~ L ] [ T R T~ R ]
T
cm ( 20)
那么由( 17) - ( 20)可以得到


















W r= W rA
T




















R cm 下面对M V, M W 进行双向的 Gram-Schim idt 过程,得到
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　　　　　　　M V : =
T
~T
L bm　T~ TL AmT R
　0　　A~mVT R
= Q v[ b~r A~vv ] = QVRV ( 25)
　　　　　　　M W : =
T
~ T




= Qw [ c~r A~
T
rW ] = QWRW ( 26)
其中Q
T
WQV = I r+ 1 , RV , RW∈R
( r + 1)×( r+ 1)
是上三角阵. 由( 21) - ( 26)得到下面的等式






　　　　　　　　　　　　　　b= V rbr+ V~ rb~r ( 28)
　　　　　　　　　　A
T
W r= W rA
T
r + W~ rA~
T








　　　　　　　　　　　　　　c= W rcr+ W~ rc~r ( 30)
其中V~ r= [ V mT~ R V~m] Qv , W~ r= [ W mT~ L W~ m] Qw .
最后在 V r , W r的基础上各添加 m- r 个向量使其维数到 m,分别得到 Vmr , W mr , 使用修改
的 Lanczos算法,和标准和 Lanczos算法不同的就是投影矩阵是个带宽为 r+ 1的带状矩阵, 这




　　　　　　　　　　　　　A Vmr= VmrAmr+ V~mrA~mrV ( 31)
　　　　　　　　　　　　　　　b= Vmr [ bTr b~Tr 0] T = Vmrbmr ( 32)
　　　　　　　　　　　　　A
T





　　　　　　　　　　　　　　　c= W mr [ cr c~r0]
T
= W mrcmr ( 34)
注意到 [ W r W~ r ]
T
[ V r V~ r ] = I 2r + 1, 下面我们给出修改的 Lanczos算法. (算法中的记号采用
MAT LAB 中的记号)
算法3　1. V mr ( 1: n, 1: 2r+ 1) = [ V r V
~
r ] , W mr ( 1: n, 1: 2r+ 1) = [ W r W
~
r ] , A mr ( 1: r , 1: r) =
A r , A mr ( 1: r, r+ 1: 2r+ 1) = A~r W , Amr ( r+ 1: 2r+ 1, 1: r ) = A~ rV
2. 迭代
　for i= r+ 1: m
　　v= A Vmr ( 1: n, i) , w= A
T
W mr ( 1: n, i)
　　v= v- ∑
i- 1
k= 1A mr ( k, i) V mr ( 1: n, k) , w= w- ∑
i- 1
k= 1A mr ( i, k) W mr ( 1: n, k)
　for j = i: i+ r
　　　A mr ( j , i) = ( v , W mr ( 1: n, j ) ) , A mr ( i, j ) = ( w , Vmr ( 1: n, j ) )
　　　v= v- A mr ( j , i) Vmr ( 1: n, j ) , w= w- Amr ( i, j ) W 1: n, j
　　　end
　　　A mr ( i+ r+ 1. i) = ( w , v ) , Amr ( i, i+ r+ 1) = Amr ( i+ r+ 1, i) sign( ( w , v ) )
　　　V mr ( 1: n, i+ r+ 1) = v / A mr ( i+ r+ 1, i) , W mr ( 1: n, i+ r+ 1) = w / Amr ( i , i+ r+ 1)
3. end
4. A~mrV = A mr ( m+ 1: m+ r+ 1, 1: m) , A~mrW= Amr ( 1: m, m+ 1: m+ r+ 1)
5. Amr= Amr ( 1: m, 1: m)
6. V~mr= Vmr ( 1: n, m+ 1: m+ r+ 1) , W~mr= W mr ( 1: n, m+ 1: m+ r+ 1)
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7. Vmr= Vmr ( 1: n, 1: m) , W mr= W mr ( 1: n, 1: m)
为了更好的描述重新启动的过程,我们看下面的例子,取 m= 6, r= 2. 那么( 27) - ( 30)就
有下面的形式




























那么经过重新启动( 31) - ( 34)就有如下的形式








































注意到 Vmr , W mr仍然是部分可控空间和部分可观空间的一组双正交基, 那么从定理1可
知,我们可以和前面类似的将 Garlerkin条件应用于( 10)的残量,同样的可以定义近似解: f b, mr
( s) = V mrhmr ( s) , f c, mr ( s) = gmr ( s) W
T
mr . 那么相应的可以得到 f ( s)的近似解 f mr, 1 ( s) = c
T
f b, mr ( s) ,
f mr, 2 ( s) = f c , mr ( s) b. 和定理1类似我们有如下的定理
定理2　假设完成了 m步的 Lanczos过程, 并且完成了重新启动那么
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mrb, gmr ( s) = c
T





　　　　　　　　!b- ( sI- A ) Vmrhmr ( s) !∞= !V~mrA~mr Vhmr ( s) !∞ ( 35)
　　　　　　　　!cT - gmr ( s) W Tmr ( sI- A ) ! ∞= !gmr ( s) W~ TmrA~mrW !∞ ( 36)
2. f mr ( s) = f mr, 1 ( s) = f mr, 2 ( s) =











b= cTmA i- 1m bm,　( 1∀ i∀ 2m)
下面的定理给出了重新启动后模型的 mament matching 的性质:
























mr　( 1∀ i∀ k) ( 38)
只证明( 38)式的第一部分, 采用数学归纳法来证明:
当 i= 1时, 显然成立
假设 i= l( l∀ k- 1)时成立, 即:　　A l- 1b= VmrA l- 1mr bmr








b= ( VmrA mr+ V~mrA~mrV ) A
l- 1





注意到 bmr为最后的 m- r- 1个元素都为0,而 Amr是带宽为 r+ 1的带状矩阵, A~mrV的前 m- r-




所以当 l∀ k- 1时,有　　　　A lb= VmrA lmrbmr
故( 38)的第一部分得证.
同理可以证明第二部分. 对于( 37) ,我们只需证明 i= 2k等式成立即可.
　　　cTA 2k- 1b= cTA k- 1A A k- 1b= cTmrA k- 1mr W TmrA VmrA k- 1mr bmr= cTmrA 2k- 1mr bmr □
接下来, 我们给出一些源于[ 9]的降阶后模型的性质,首先对( 3) ,推导其低秩解,采用的方
法就是将Garlerkin型条件应用其相应的残量上. 假设( 3)的低秩解有如下的形式
　　　　　　　P r= V rX rV
T
r　Qr= W rY rW
T
r ( 39)
其中X r , Y r是 r 阶的对称阵. 那么相应的残量定义如下
　　　　　　　　　　　R r= AV rX rV
T









r + W rY rW
T
r A + cc
T
( 41)
考虑寻找X r , Y r使得残量 R r , S r满足: W Tr R rW r= 0, V Tr SrV r= 0, 对于上述问题, 有如下的定理
定理4　假设进行了 m步的 Lanczos过程, 并且部分可控空间和部分可观空间的 Lanczos
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方程由( 26) - ( 29)给出. 假设 i ( A ) + -j ( A )≠0, i, j 那么
W
T
r R rW r= 0! A rX r+ X rA Tr + W Tr bbTW r= 0
V
T
r S rV r= 0! A TY r+ Y rA r+ V Tr ccTV r= 0
证明　直接由计算易得,略.
下面给出一个扰动分析, 定理5说明了由定理4和定理3所决定的 P r , Q r 是一个扰动了的
Lyaponov 方程的准确解.
定理5　假设进行了 m步的 Lanczos过程, 并且部分可控空间和部分可观空间的 Lanczos
方程由( 26) - ( 29)给出. 相应的 P r= V rX rV
T
r , Qr= W rY rW
T
r 是( 3)的低秩解. 其中 X r , Y r满足
定理4
1. 定义△= ( I- V rW
T











　　　　( A - △1) P r+ P r ( A- △1 )
T + ( I- △) bb
T ( I- △)
T = 0
　　　　( A - △2)
T
Qr+ Q r ( A- △2 )
T+ ( I- △)
T
cc
T ( I- △) = 0









　　　　( A - △3) P r+ P r ( A- △3 )
T





　　　　( A - △3) TQr+ Q r ( A- △3 ) T+ ( I- △) T ccT ( I- △) = 0








r V rX rV
T
r = V rA rX rV
T
r
故　　　　　　　( A - △1) P r+ P r ( A- △1 )
T + ( I- △) bb
T ( I- △)
T
　　　　　　= V rA rX rV
T













　　　　　　= V r ( A rX r+ A
T










同理可证明( A- △2 ) TQr+ Qr ( A - △2) + ( I- △) TbbT ( I- △) T = 0
2. 直接计算可得.
5　数值算例
例　我们的例子来源于[ 7] ,其中 A∈R
n×n
( n= 100) , A 的前4行4列有如下的结构
- 0. 01 0. 1 0 0
- 0. 1 - 0. 01 0 0
0 0 - 0. 1 0. 5
0 0 - 0. 5 - 0. 1
A 的其他非零元均匀的分布在( 0, - 1)之间并且全部位于主对角线上, b, c的前10个元素均匀
的分布在( 0, 1)之间,其他的都均匀分布在( 0, 1/ 25)之间. 我们主要验证( 12) , ( 34)的大小, 分
别记为 resl, res2,选 s= 0. 001i. 分别选 m= 12, m= 14. 结果如下表格
m r resl res2
12 3 0. 2353 0. 1555
12 4 0. 2353 0. 1553
12 5 0. 2353 0. 1918
14 6 0. 1536 0. 1252
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　　从上表可以看出, 当 m变大时, resl变小,并且重新启动后的残量比没有重新启动的残量
要小.
参　考　文　献
[ 1]　G lov er K . All opt imal Hankel nor m appr ox imations o f linear multivar iable systems and their L ∞ err or
bounds. Inter. J. Co ntr ol. 1983, 39: 97- 105.
[ 2]　M oor e B C. P rincipal compo nent analy sis in linear systems: controllability , o bersvabilit y and model reduc-
tion, IEEE T rans. A utom at. Control, A C 1981, 26: 17- 31.
[ 3]　A l-Husari M M M , Hendel B, Jaimoukha I M , K asenally E M , L imebeer D J N , Po rtone A . V er tical
stabilisation of T o kamak plasm as, 30th Conference on Decision and Control, England, 1991.
[ 4]　Bai Zhaojun. Kr ylov subspace techniques f or redeced-order modeling of larg e-scale dy namical sys-tems.
A pplied N umer ical M athematics, 2002, 43: 9- 44.
[ 5]　Roland W . Fr eund, Reduced-Or der M o deling T echniques Based o n K rylov Subspaces and T heir U se in
Cir cuit Simulatio n. N umerical A nalysis M anuscr ipt N o. 98- 3- 02, Bell Laborat ories, M ur ray Hill, N ew
Jersey , F eburay 1998.
[ 6]　Bai Zhaojun, R oland W . F reund. A Part ial Pad -via -L anczos method fo r reduced-o rder modeling . L inear
A lgebr a and its A pplications, 2001, 332- 334: 139- 164.
[ 7]　Imad M . Jaimoukha, Ebrahim M . K asenally. Im plicit ly restarted kr ylov subspace methods for st able par -
tial realizations. SIA M J. M atrix and A ppl. 1973, 18( 3) : 633- 653.
[ 8]　So rensen D C. Im plicit application of polynomial filters in a k-step arnoldi method, SIA M J. M atix A ppl. ,
1992, 13: 357- 385.
[ 9]　Jaimoukha I M , K asenally E M . Oblique pr ojection met ho ds for lar ge met ho ds for lar ge scale mo del reduc-
tion. SIA M J. M atr ix Anal. A ppl. , 1995, 16: 602- 627.
Implicitly Restarted Lanczos Algorithm for Model Reduction
Wang Ruirui　　L u Linzhang
( Scho ol of M athematical Sciences, Xiamen university , Xiamen 361005)
Abstract　T his Paper consider s an implicitly L anczos A lgor ithm that approx imates a stable, linear tr ansfer
function f ( s ) of order n by one o f or der m , w her e n m . It is w ell kno wn that obilque pr ojections onto a Kr ylov
subspace may g ener ate unstable partial realizations. A second difficulty ar ises fro m t he fact that K ry lov subspace
methods often generate par tial realizatio ns that contain no nessent ial modes. T he method considered in this paper
can r emedy t hese situation.
Keywords　K rylov subspace; Lanczos; L arg e-scale system s; implicit restar ts
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