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Spin injection and spin transport in paramagnetic insulators∗
Satoshi Okamoto1, †
1Materials Science and Technology Division, Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831, USA
We investigate the spin injection and the spin transport in paramagnetic insulators described
by simple Heisenberg interactions using auxiliary particle methods. Some of these methods allow
access to both paramagnetic states above magnetic transition temperatures and magnetic states at
low temperatures. It is predicted that the spin injection at an interface with a normal metal is
rather insensitive to temperatures above the magnetic transition temperature. On the other hand
below the transition temperature, it decreases monotonically and disappears at zero temperature.
We also analyze the bulk spin conductance. It is shown that the conductance becomes zero at
zero temperature as predicted by linear spin wave theory but increases with temperature and is
maximized around the magnetic transition temperature. These findings suggest that the compromise
between the two effects determines the optimal temperature for spintronics applications utilizing
magnetic insulators.
PACS numbers: 75.40.Gb 75.10.Jm 75.76.+j
I. INTRODUCTION
Manipulating spin degrees of freedom of electrons in
addition to charge degrees is at the forefront of current
materials science [1]. By utilizing the spin Hall effect
(SHE) [2–6] and the inverse spin Hall effect (ISHE)[7], a
variety of novel phenomena are envisioned [8]. For exam-
ple, the spin current in magnetic materials can be gen-
erated by the temperature gradient, the spin Seebeck ef-
fect (SSE) [9]. Unlike the conventional Seebeck effect, the
SSE also exists in magnetic insulators (MIs) [10] in which
the spin current is mediated by spin waves or magnons.
Not only in a ferromagnetic (FM) insulator or a ferrimag-
netic insulator, the spin transport is possible through an
antiferromagnetic (AFM) insulator [11]. Further, mag-
netic excitations can be used for the transmission of the
electrical signal through MIs [12].
Conventionally, these phenomena have been analyzed
based on excitations or fluctuations from magnetic order-
ing [13]. However, recent studies demonstrate such phe-
nomena even above magnetic transition temperatures:
spin current generation [14, 15] and the SSE [16]. Thus, a
new or extended concept which does not require magnetic
ordering needs to be developed. Once this is established,
it would extend the current scope of spintronics, allowing
for example the transmission of electrical signals through
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paramagnetic insulators (PM insulators or PMIs) medi-
ated by some form of magnetic fluctuations, which is ap-
pealing for both fundamental science and applications
because it allows the transport of magnetic quanta for
efficient information technologies.
In this paper, we provide a simple description of the
performance of a PMI/nomal metal (NM) interface by
evaluating the spin current through the interface and the
spin current conductance inside the PMI using auxiliary
particle (AP) methods, some of which allow access to
both PM and magnetic states. We find that the spin
current injection at a PMI/NM interface is sensitive to
temperature below a magnetic transition temperature Tc
[TC for ferromagnet (FM) and TN for AFM] but weakly
dependent on temperatures above Tc. The spin conduc-
tance due to magnetic fluctuations is found to be maxi-
mized around Tc. These findings suggest that a MI could
function as a spintronics material even above its magnetic
ordering temperature.
II. MODEL AND METHOD
We consider MIs described by the Heisenberg model
with the nearest neighbor (NN) exchange coupling J > 0
and spin S,
H = ∓J
∑
〈~r~r′〉
~S~r · ~S~r′ , (1)
with the negative sign for a FM and the positive sign for
an AFM. In order to describe MIs below and above their
magnetic transition temperature, we employ AP meth-
ods, Schwinger boson (SB) as well as Schwinger fermion
(SF) mean-field (MF) methods [17]. Our main focus is
on the finite temperature properties of a simple model,
not exotic properties at low temperatures such as spin
liquids. Thus, we consider the simplest Ansa¨tze for MF
wave functions which do not break the underlying lattice
symmetry. These AP methods are suitable for magneti-
cally disordered states because MF order parameters are
2defined on “bonds,” not on “sites.” Further, SB methods
can also deal with magnetically ordered states because
condensed SBs correspond to the ordered moments.
Here, we briefly review AP MF methods. In these
methods, spin operators are expressed in terms of APs
as Sz~r = a
†
~r↑a~r↑ − a†~r↓a~r↓, S+~r = a†~r↑a~r↓ and S−~r = a†~r↓a~r↑,
with a†~rσ(a~rσ) being the creation (annihilation) operator
of an AP with spin σ at position ~r. Using these expres-
sions and operator identities, the spin exchange term in
Eq. (1) is written as ~S~r · ~S~r′ = 12χ†~r~r′χ~r~r′ = − 12∆†~r~r′∆~r~r′
for Schwinger bosons and − 1
2
χ†~r~r′χ~r~r′ for Schwinger
fermions [17]. Here, constant terms are neglected, and
χ~r~r′ =
∑
σ a
†
~rσa~r′σ and ∆~r~r′ = a~r↑a~r′↓ − a~r↓a~r′↑ repre-
sent short-range magnetic correlations. Then, the MF
decoupling is introduced as −A†~r~r′A~r~r′ ⇒ −〈A†~r~r′〉A~r~r′ −
A†~r~r′〈A~r~r′〉. Thus, the negative sign in front of the op-
erator product is essential, distinguishing the different
interaction, FM or AFM, and the statistics of the AP,
boson or fermion. Consequently, the SB MF method for
FM and the SF MF method for AFM can be formulated
in parallel, and the MF Hamiltonian is given by
HFSB/ASF = −
Jχ
2
∑
~r,ρˆ,σ
(
a†~rσa~r+ρˆσ +H.c.
)
+ λ
∑
~r,σ
a†~rσa~rσ.
(2)
Here, ρˆ is a unit vector connecting a nearest neighbor
site in the positive direction, and constant terms are ne-
glected. λ is the Lagrange multiplier enforcing the con-
straint for APs,
∑
σ〈a†~rσa~rσ〉 = 2S (for SFs, S = 1/2),
and χ = 〈χ~r~r+ρˆ〉 is the bond order parameter. This MF
Hamiltonian is diagonalized to yield the dispersion rela-
tion for APs as ω~qσ = λ − Jχγ~q, where γ~q =
∑
ρ cos qρ.
Similarly, the SB MF Hamiltonian for an AFM is given
by
HASB = −J∆
2
∑
~r,ρˆ
(
a~r↑a~r+ρˆ↓ − a~r↓a~r+ρˆ↑ +H.c.
)
+λ
∑
~r,σ
a†~rσa~rσ. (3)
Here, the MF order parameter is ∆ = 〈∆~r~r+ρˆ〉. The ex-
citation spectrum is given by ω~q =
√
λ2 − |J∆γ′~q|2 with
γ′~q = i
∑
ρ sin qρ.
Since we are dealing with non-interacting particles un-
der the MF approximation, it is straightforward to com-
pute the Green’s functions of APs. The Green’s func-
tion for FM SBs or AFM SFs is given by D~qσ(τ) =
−〈Tτa~qσ(τ)a†~qσ(0)〉. In the Matsubara frequency, νn =
2nπT for SB and (2n+1)πT for SF, this is expressed by
D~qσ(iνn) =
1
iνn − ω~q . (4)
The Green’s function for AF SBs is given using the
Nambu representation by Dˆ~q(τ) = −〈TτΨ~qσ(τ)Ψ†~qσ(0)〉
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FIG. 1: Schematic diagram of a PMI/NM interface. (a) Due
to the interfacial exchange coupling Hint, the electron reflec-
tion accompanied with the spin flip causes the spin flip for
APs, resulting in interfacial spin current jsint. (b) Opposite
process in which the reflection of APs accompanied with the
spin flip causes the spin flip for electrons. µ↑ − µ↓ = δµ is
the splitting in the chemical potential between up and down
electrons (APs) in (a) [(b)]. Process (b) is also called spin
extraction. (c) Feynman diagram representing the spin cur-
rent injection. Solid lines are propagators for electrons, while
wavy lines are for APs. Dots represent Hint.
with Ψ~qσ = (a~q↑, a
†
−~q↓). In the Matsubara frequency,
this is expressed by the matrix
Dˆ~q(iνn) =
[
D~q↑(iνn) F~q(iνn)
F ∗~q (iνn) D−~q↓(−iνn)
]
=
1
2ω~q
∑
s=±1
(
s
iνn − sω~q
)[
iνn + λ −iJ∆γ′~q
iJ∆γ′~q −iνn + λ
]
. (5)
In principle, MF order parameters, χ for FM SB and
AFM SF and ∆ for AFM SB, must be fixed by solv-
ing self consistent equations. However, it is known that
there appear fictitious phase transitions above which or-
der parameters disappear. In three-dimensional bosonic
systems, this happens simultaneously with the disappear-
ance of the boson condensation [17]. To avoid such ficti-
tious phase transitions, we treat χ and ∆ as constants.
This approach may correspond to an effective mass ap-
proximation used in literature, but here the underling
lattice with the discrete translational symmetry is main-
tained. It should also be noted that these parameters
would introduce additional temperature dependence at
high temperatures because χ2 or ∆2 roughly corresponds
to |〈~S~r ·~S~r′〉| ∝ T−1. Since we are interested in the behav-
ior of MIs both below and above their transition tempera-
tures, we focus on three-dimensional systems throughout
this paper.
III. THEORETICAL RESULTS AND
DISCUSSION
Spin-current injection at PMI/NM interfaces. For the
interfacial magnetic interaction, we consider the following
exchange coupling:
Hint = Jeff
∑
~q,~q′,~k,~k′
(
a†~q↑a~q′↓c
†
~k↓
c~k′↑ +H.c.
)
. (6)
Here, Jeff is the coupling constant and c~kσ is the anni-
hilation operator of an electron inside a NM with spin σ.
3The summation over the momenta ~q, ~q′, ~k,~k′ is taken in-
dependently assuming a rough interface, where the trans-
verse components of momenta are not conserved. There
are two cases. When the splitting in the chemical po-
tential δµ = µ↑ − µ↓ exists for electrons in the NM re-
gion, this represents the electron reflection at the inter-
face by exchanging spin with the PMI, transferring one
spin quantum to the PMI region, Fig. 1 (a). δµ corre-
sponds to the spin voltage due to the spin accumulation
induced externally by means of, for example, the spin
Hall effect [18]. When the splitting in the chemical po-
tential exists for APs in the PMI instead, this represents
the reflection of APs at the interface by exchanging spin
with the NM, transferring one spin quantum to the NM
region, Fig. 1 (b). The former corresponds to the spin
injection and the latter the spin extraction as discussed
in Ref. [19].
For concreteness, we consider the spin injection by the
spin splitting for electrons in the NM region [Fig. 1 (a)].
By the equation of motion for the spin moment inside the
PM region, the interface spin current operator is given by
jˆsint = ∂t
∑
~r,σ
σa†~rσa~rσ = −i[
∑
~r,σ
σa†~rσa~rσ, Hint]
= −iJeff
∑
~q,~q′,~k,~k′
(
a†~q↑a~q′↓c
†
~k↓
c~k′↑ −H.c.
)
(7)
Thus, computing the spin current injected at an in-
terface between a PMI and a NM is reduced to com-
puting the following correlation function [20]: jsint =
〈jˆsint〉 = −J2eff Im[Uret(δµ)]. The correlation func-
tion Uret(δµ) is conveniently computed by the analytic
continuation of the imaginary-time correlation function
with the bosonic Matsubara frequency iΩl → δµ + iδ
as U(iΩl) = −
∫ β
0
dτeiΩlτ 〈TτA(τ)A†(0)〉 with A(τ) =∑
~q,~q′,~k,~k′ a
†
~q↓(τ)a~q′↑(τ)c
†
~k↑
(τ)c~k′↓(τ). Using the Wick
theorem, this is reduced to
U(iΩl) =
∫ β
0
dτeiΩlτ
∑
~q,~q′,~k,~k′
D~q↓(−τ)D~q′↑(τ)G~k↑(−τ)G~k′↓(τ),
(8)
with its diagrammatic representation shown in Fig. 1 (c).
Here, G and D are the normal Green’s functions for con-
duction electrons and APs, respectively. Note that the
anomalous Green’s function F does not appear even for
the AFM SBs and this expression holds for all the cases
considered here. This is because F~q involves the addi-
tional momentum dependence proportional to
∑
ρ sin qρ,
and its contributions disappear by the ~q integral. When
the spin splitting is for APs in the PM region, the expres-
sion for the interface spin current, jsint, is not changed,
but the sign is reversed as seen from the equation of mo-
tion for the spin, Eq. (7).
Using the Matsubara Green’s functions for conduction
electrons G~kσ(iωn) = (iωn− ξ~k)−1 with ωn = (2n+1)πT
and APs D~qσ(iνn) in Eq. (4), it is straightforward to
obtain
jsint = −πJ2effN2F (0)
∑
ξ~k,~q,~q
′
[nF (ξ~k)− nF (ξ~k − ω~q′ +ω~q + δµ)][nB(ω~q′ −ω~q − δµ)∓ nX(ω~q′)][nX(ω~q)− nX(ω~q + δµ)], (9)
for the FM SBs and the AFM SFs. Here, ξ~k is the energy of a conduction electron with momentum
~k. X = B for FM
SBs and F for AFM SFs, and nB/F (x) = [exp(x/T ) ∓ 1]−1 is the Bose-Einstein/Fermi-Dirac distribution function.
As usual, we approximated the momentum integral for electrons in the NM region by the energy ξ~k integral near the
Fermi level assuming the constant density of states NF (0). Typical energy scales for ω~q and δµ are much smaller than
the electron Fermi energy, allowing the replacement of nF (ξ~k +α) by nF (ξ~k)− δ(ξ~k)α. By further taking the limit of
δµ→ 0, we arrive at
jsint = πJ
2
effN
2
F (0)δµ
∑
~q,~q′
(ω~q − ω~q′)n′X(ω~q)[nB(ω~q′ − ω~q)∓ nX(ω~q′)], (10)
with n′X(ω) = ∂nX(ω)/∂ω. For the AFM SB case, a similar calculation leads to
jsint = −πJ2effN2F (0)
∑
ξ~k,~q,~q
′
∑
s,s′
=±1
ω~q + sλ
2ω~q
ω~q′ + s
′λ
2ω~q
× [nF (ξ~k)− nF (ξ~k − s′ω~q′ + sω~q + δµ)][nB(s′ω~q′ − sω~q − δµ)− nB(s′ω~q′)][nB(sω~q)− nB(sω~q + δµ)]. (11)
Similarly, by expanding nF (ξ~k + α) at ξ~k = 0 and taking the limit of δµ→ 0, we obtain
jsint = πJ
2
effN
2
F (0)δµ
∑
~q,~q′
∑
s,s′
ω~q + sλ
2ω~q
ω~q′ + s
′λ
2ω~q′
(sω~q − s′ω~q′)n′B(sω~q)[nB(s′ω~q′ − sω~q)− nB(s′ω~q′)]. (12)
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FIG. 2: Spin current injected at a MI/NM interface for FM
cases (a) and AFM cases (b). j0 = piJ
2
effN
2
F (0)δµ/T0. T0 =
Jχ for FM SBs and AFM SFs, while T0 = J∆ for AFM SBs.
For SBs, solid lines are for S = 1/2, broken lines S = 1,
dotted lines S = 3/2. The SF result is shown by a dash-
dotted line. Bose condensation occurs at a temperature Tc
indicated by a triangle, below which all curves overlap because
the temperature is scaled by χ or ∆.
In contrast to the magnon contribution discussed in
Ref. [20], the above formulas involve additional Bose
or Fermi factors as well as energy differences represent-
ing the exchange of spin between APs inside the PM
region or electrons inside the NM region. This is because
the time-reversal symmetry is maintained even below the
Bose condensation temperature. As a consequence, for
the FM case, the spin injection is proportional to T 3
at low temperatures. This can be easily seen as follows:
First, momentum integrals
∑
~q are replaced by energy in-
tegrals
∫
0
dεD(ε) with some upper cutoff and the SB den-
sity of states D(ε) ∝ √ε. Then, the energy is rescaled
as ε/T = ε˜. At low temperatures, ε˜ integrals can be
taken from 0 to infinity because of the Bose-Einstein dis-
tribution function, arriving at the leading term propor-
tional to T 3 in Eq. (10). By contrast, the T 3/2 behavior
is predicted for FM insulator/NM interfaces by magnon
contributions [20] and similar behavior is experimentally
confirmed for FM metal/NM interfaces [21]. Since the
T 3/2 behavior is for the configuration where injected spin
is parallel or antiparallel to the ordered moment, the cur-
rent temperature dependence might be realized when the
injected spin is perpendicular to the ordered moment.
The numerical results for the spin current injection jsint
are presented in Fig. 2 (a) for the FM model given by
Eq. (10) and Fig. 2 (b) for the AFM model given by
Eq. (12). For the AFM model, we plot both SB results
with different S and a SF result with S = 1/2. For the
FM case, jsint rapidly decreases with decreasing tempera-
ture below the magnetic transition temperature indicated
by a triangle. This behavior is consistent with the anal-
ysis using a spin wave theory except for its power law.
Importantly, this does not seem to depend on the sign
of interaction, FM or AFM, the methodology, SB or SF,
or even the presence of magnetic ordering. At high tem-
peratures, the results depend on the detail of the model
and method, but the qualitative behavior is again rather
universal; jsint depends on temperature very weakly. For
the AFM SF, jsint is flat above its characteristic tem-
perature, ∼ Jχ, below which the AFM correlation is in-
creased. The weak temperature dependence of jsint comes
from the competition between the factor 1/T originating
from ∂nX(ω)/∂ω and the energy window available for
exchanging spin, i.e., the factor (ω~q −ω~q′), whose contri-
butions also increase with temperature. The temperature
dependence for AFM SB is somewhat stronger than the
other cases. This is because the pairing of SBs suppresses
the spin fluctuation more efficiently.
Spin conductivity. The performance of devices con-
sisting of a MI connected with NM electrodes does not
only depend on the spin current injection discussed in the
previous section but also on how injected spins transfer
inside the MI or from one electrode to the other elec-
trode through the MI. This problem might require the
treatment of nonequilibrium conditions including both
NM regions and a MI region. However, this treatment
is so far only available at very low temperatures [22].
Here, instead we discuss the spin conductivity of bulk
MIs. Combined with the spin injection discussed in the
previous section, this should provide important insights
into the performance of MI/NM systems.
We start from deriving the bulk spin current by the
equation of motion for Sz~r = a
†
~r↑a~r↑ − a†~r↓a~r↓. Under
the MF approximation, the spin current on the bond (~r,
~r+ xˆ) is expressed as jsx(~r) =
Jχ
4
(ia†~r↑a~r+xˆ↑− ia†~r↓a~r+xˆ↓+
H.c.) for the FM SB and the AFM SF cases and jsx(~r) =
J∆
4
(ia~r↑a~r+xˆ↓+ ia~r↓a~r+xˆ↑+H.c.) for the AF SB case. In
a momentum space, these spin current operators in the
small-~q limit become
jsx(~q) =
Jχ
2
∑
~k
sin kx
(
a†~k↑
a~k+~q↑ − a†~k↓a~k+~q↓
)
(13)
for the FM SBs and the AFM SFs and
jsx(~q) =
J∆
2
i
∑
~k
cos kx
(
a−~k+~q↓a~k↑ − a†~k↑a
†
−~k−~q↓
)
(14)
for the AFM SBs.
The spin conductivity σ(ω) is obtained by using the
standard Kubo formula [23]. For SB cases, care must
be taken for the condensed components of SBs, which
represent the ordered moments not superconductivity
[24]. While the condensed components could introduce
novel spin superconductivity [25, 26], this requires
5(a) (b)
FIG. 3: Feynman diagram representing the spin conductance
for (a) FM SBs and AFM SFs and (b) AFM SBs. Single
wavy lines represent the normal propagators of APs, while
double wavy lines are the anomalous propagators. Dots are
the vertexes.
an additional theoretical or experimental setup, the
planer spin anisotropy for FM or an external magnetic
field for AFM, and the analyses on the dynamics of
the condensed components, which is beyond the scope
of our study. Thus, we focus on the contribution
from the fluctuating components to the spin conduc-
tivity, which is given by the analytic continuation of
σ(iΩl) = i
∫ 1/T
0
dτeiΩlτ 〈Tτ jsx(~q, τ)jsx(−~q, 0)〉|~q→0/iΩl
with iΩl → ω + iδ. For FM SBs and AFM
SFs, the current-current correlation function
χ(τ) = 〈Tτ jsx(~q, τ)jsx(−~q, 0)〉 has the well known form
±(Jχ/2)2∑~k,σ sin2 kxD~kσ(−τ)D~k+~qσ(τ). For AFM
SBs, this is given by χ(τ) = (J∆/2)2
∑
~k cos
2 kx ×
[D−~k+~q↓(τ)D~k↑(τ) + D~k↑(−τ)D−~k−~q↓(−τ) −
F ∗
−~k
(−τ)F ∗~k+~q(τ) − F~k−~q(−τ)F~k(τ)]. These correla-
tion functions are diagramatically shown in Fig. 3.
Without disorders and interactions, the conductivity
consists of a delta function located at ω = 0 with the
amplitude D, i.e., Drude weight. For FM SBs and AFM
SFs, this is given by
D = −2π
(
Jχ
2
)2∑
~k
sin2kxn
′
X(ω~k), (15)
and for AFM SB we find
D = −π
(
J∆
2
)2 ∑
~k,s=±1
cos2kx
(
J∆γ′~k
ω~k
)2
n′B(sω~k). (16)
Figure 4 shows the numerical results for D for the FM
model (a) and the AFM model (b). For the AFM model,
both SB and SF results are shown. At high tempera-
tures, D increases with decreasing temperature for all the
cases. But for SBs, D is cutoff at the Bose condensation
or magnetic ordering indicated by triangles because the
fluctuating components decrease rapidly (the maximum
of D is located slightly above Tc). These D become zero
at zero temperature, which is consistent with the results
using the spin wave theory [23, 27]. Such a temperature
behavior is analogous to that of the uniform magnetic
susceptibility, maximizing or diverging at Tc, as magnetic
systems become most susceptible against external (mag-
netic) perturbations. By contrast, the spin conductance
does not diverge even for a FM. This is because the spin
current operator and the magnetic moment have the dif-
ferent momentum dependence or the form factor, see Eqs.
(13) and (14), and only thermally populated SBs con-
tribute to the spin conductance. Within the MF approx-
imation used here, AFM SFs behave as non-interacting
fermions. Thus, the conductance shows the standard be-
havior due to the thermal broadening. At finite temper-
atures, D decreases with increasing temperature roughly
proportional to (T/T0)
−2 in all the cases. In fact, T0 is
proportional to the MF order parameter, χ or ∆, which
should also have the T dependence in principle. Since χ2
or ∆2 is related to |〈~S~r · ~S~r′〉|, roughly proportional to
T−1, D is expected to be scaled as T−3 at much higher
temperatures than the ordering temperature.
When the effect of disorder or the Gilbert dumping
[28] is to introduce a finite lifetime for APs, τqp (qp
stands for quasiparticle), σ(ω) becomes a Lorentzian as
σ(ω) = Dτqp/π[(ωτqp)
2 + 1], and the dc conductivity
becomes finite. For the AFM SB case, there appears
additional continuum at finite frequencies extended up
to ω ∼ 2 × max(ω~q) because of the two particle cre-
ation/annihilation processes, which is analogous to the
result of the spin wave theory [23]. We computed σ(ω)
for AFM SB with S = 1/2 using the Green’s func-
tions Eq. (5) analytically continued to the real frequency
as iνn → ω + iδ with δ = 1/2τqp representing the fi-
nite self-energy. The results are shown in Fig. 5. The
low-frequency Drude feature follows the temperature de-
pendence of D in Fig. 4 (b). At temperatures above
TN = 0.7J∆, the continuum moves to high frequencies
because the gap amplitude in the SB excitation spectra
increases.
Within the theoretical model, the AP lifetime would
be induced by the particle-particle interactions and be-
yond MF effects. The former might give a temperature
dependence similar to that of the magnon lifetime due
to the magnon-magnon interactions at low temperatures:
inversely proportional to ω2~q [ln(ω~q/T )]
2 for FM, and in-
versely proportional to ω2~qT
3(| lnT | + a) with a a nu-
merical constant for AFM [29]. The lifetime due to the
beyond MF effects and that due to the particle-particle
interactions at elevated temperatures have not been eval-
uated. But in analogy to the argument for doped Mott
insulators [30], these are expected to be a decreasing
function of T . Thus, the maximum near Tc would re-
main in the spin conductance, but the sharp peak could
broaden.
Now we discuss the implication of our results to re-
lated experiments. Shiomi and Saitoh measured the in-
verse spin Hall voltage VISHE of La2NiMnO6/Pt de-
vices and found that VISHE is peaked around TC for
FM La2NiMnO6 which generates spin current by spin
pumping [14]. Meanwhile, Qiu et al. performed a similar
experiment on Y3Fe5O12/CoO/Pt devices, where AFM
CoO is inserted as a spacer, and found that VISHE is
peaked around TN for CoO [15]. In the latter experiment,
it was argued that the enhancement of VISHE comes from
the temperature dependence of the spin conductance in
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FIG. 5: The spin conductance σ(ω) for the AFM SB with
S = 1/2 as a function of ω at various temperatures indicated.
AFM ordering occurs below TN = 0.7J∆. Here, the finite
imaginary part of the SB self-energy is introduced as δ =
0.1J∆.
CoO. Our results on the spin conductance strongly sup-
port this conjecture. The additional strong suppression
of VISHE at low temperatures might come from the tem-
perature dependence of the spin injection at interfaces
with AFM CoO. On the other hand, it was argued that
a similar enhancement is due to the broadening of the
microwave resonance shape as there is no spacer layer
between the spin current generator La2NiMnO6 and the
detector Pt in Ref. [14]. Our results suggest that both
the spin conductivity in La2NiMnO6 and the spin injec-
tion at the interfaces contribute to VISHE especially at
high temperatures as the generated spin current has to
propagate inside La2NiMnO6 and from La2NiMnO6 to
Pt. Qiu et al. also measured the dependence of VISHE
on the the microwave frequency f for the spin pumping.
At TN , VISHE is reduced by a factor of 4 from f = 4 GHz
to 8 GHz. Assuming 8 GHz corresponds to the inverse
of the SB life time τqp, one estimates δ = 1/2τqp ≈ 0.01
meV. Since the typical magnetic coupling is 10–100 meV,
it is reasonable that only the Drude feature is detectable
in the GHz range. In Ref. [16], Wu et al. report that
the voltage response due to the PM SSE is proportional
to T−α with α ∼ 3–4. Our results indicate that a part of
this temperature dependence is from the intrinsic tem-
perature dependence of the spin conductivity in a PMI
and the spin injection at the interface. However, de-
tailed analyses for this experiment require even more in-
formation, such as the temperature dependence of order
parameters, the lifetime of APs due to disorder, particle-
particle interactions, and the interactions with phonons.
As related subjects, there have appeared some the-
oretical proposals to detect novel electronic states of
spin liquid systems by interfacing with conventional sys-
tems. References [22, 31] proposed a similar experimental
setup, the injection of spin current into a MI, to detect
spinon or magnon excitation spectra inside the insula-
tor. Their focus is the voltage dependence of the spin
injection through a clean interface at low temperatures.
On the other hand, our focus is rather the temperature
dependence of the spin injection through a rough inter-
face where momentum transfer is not conserved. Thus, it
should be experimentally more easily accessible. Refer-
ence [32] considered a junction consisting of a spin liquid
insulator sandwiched by two FMs. They proposed that
a spinon Fermi surface could induce a characteristic os-
cillatory behavior in the magnetic coupling between the
two FMs as a function of the thickness of the spin liquid
spacer. In our case, a magnetic coupling between NM and
PMI is rather dynamical, the injection of spin current in
or out of PMI. Further, we focused on the universal be-
havior of PMI described by both bosonic and fermionic
APs, which do not necessarily have a Fermi surface.
In contrast to metal- or semiconductor-based mag-
netic interfaces as widely discussed in the literature [19],
MI/NM interfaces do not necessarily accompany the
charge accumulation inside a magnetic region when in-
jecting or extracting spins. Instead, when the interface
spin accumulation exists, the Lagrange multiplier or the
7local chemical potential, enforcing the local constraint∑
σ a
†
~rσa~rσ = 2S, may have to be fixed accordingly using
techniques developed for inhomogeneous magnetic sys-
tems [33, 34]. One of the interesting directions is com-
bining techniques developed in Refs. [19, 33, 34] and ap-
plying them to nanostructures with the spin injector, de-
tector, and a magnetic/PM insulator; similar structures
are originally proposed in Ref. [35]. Such nanostructures
might be useful to measure the spin diffusion length in
magnetic/PM insulators.
IV. CONCLUSION
To summarize, we have presented rather simple de-
scriptions to understand the spin current injection at a
paramagnetic insulator/normal metal interface and the
spin current transport inside a paramagnetic or magnetic
insulator based on the Schwinger boson and Schwinger
fermion mean-field theories. Both the spin current injec-
tion jsint and spin current transport D show rather uni-
versal behaviors irrespective of the sign of the magnetic
coupling, FM or AFM, and methodology: jsint depends
on temperature rather weakly above magnetic transition
temperature, while it decreases rapidly with decreasing
temperature below the transition temperature. Simi-
larly, D decreases with increasing temperature above the
transition temperature, and rapidly decreases with de-
creasing temperature below the transition temperature.
These findings suggest that there is an optimal temper-
ature window for the performance of a magnetic insula-
tor/normal metal junction around the magnetic transi-
tion temperature of the constituent magnetic insulator.
Such a device would potentially function even above the
magnetic transition temperature. The current results
support the conjecture of Ref. [15]—the enhancement
of VISHE around TN is mainly due to the spin-current
transport by thermal magnons inside an AFM spacer—
and suggest that a similar mechanism contributes to the
enhancement of VISHE around TC of a FM insulator used
for the spin current generator without a spacer [14]. It
would be also interesting to analyze nonequilibrium sit-
uations in which a magnetic insulator is sandwiched by
two normal metals [19] with different spin accumulations
and temperatures. Our approach would provide some
useful insights into the phenomena reported in Ref. [16].
Finally, further experimental tests for the frequency-
dependent spin conductance, as also predicted in Ref.
[23], would be desirable, but experimental techniques re-
main to be developed.
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