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Abstract: In diffusion-based algorithms for adaptive distributed estimation, each node of an adaptive network 
estimates a target parameter vector by creating an intermediate estimate and then combining the intermediate 
estimates available within its closed neighborhood. We analyze the performance of a reduced-communication 
diffusion least mean-square (RC-DLMS) algorithm, which allows each node to receive the intermediate estimates 
of only a subset of its neighbors at each iteration. This algorithm eases the usage of network communication 
resources and delivers a trade-off between estimation performance and communication cost. We show analytically 
that the RC-DLMS algorithm is stable and convergent in both mean and mean-square senses. We also calculate its 
theoretical steady-state mean-square deviation. Simulation results demonstrate a good match between theory and 
experiment. 
Keywords: Adaptive networks; communication reduction; diffusion adaptation; distributed estimation; least 
mean-square; performance analysis. 
1. Introduction 
The diffusion strategies are effective methods for performing distributed estimation over adaptive networks. In 
a typical diffusion-based adaptive estimation algorithm, all network nodes concurrently generate individual 
intermediate estimates of a common target parameter vector using the data locally accessible to them. Then, the 
nodes communicate with all their immediate neighbors to exchange their intermediate estimates. Subsequently, 
each node fuses the intermediate estimates received from its neighborhood together with its own to create a new 
estimate. The procedure is repeated in all iterations [1]. This in-network cooperative processing helps the 
information propagate across the network so that all nodes can benefit from the observable data of the entire 
network. As a result, not only is the estimation performance of each network node significantly improved 
compared with when the nodes operate in isolation, but every node can asymptotically perform as well as in the 
often-hypothetical fully-connected case [2]. 
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However, the benefits of diffusion-based algorithms come at the expense of increased internode 
communications. As all nodes transmit to and receive data from all their direct neighbors, depending on the 
connectivity density of the network, the total amount of required internode communications can become 
prohibitive. A large communication load may strain the valuable and usually-limited power, bandwidth, or 
hardware resources, particularly in wireless sensor networks. Moreover, in order to implement the conventional 
diffusion-based algorithms, each node should be able to communicate with all its neighbors simultaneously or 
within a certain time-frame. As a consequence, since different nodes can have different numbers of neighbors, 
they may require disparate hardware or consume power dissimilarly. This may in turn compromise the flexibility 
and efficiency of the network for ad-hoc deployment. Therefore, it is of practical importance to reduce the amount 
of internode communications in diffusion strategies while maintaining the benefits of cooperation. 
There have been several attempts to reduce the communication complexity of the diffusion-based algorithms, 
particularly that of the diffusion least mean-square (DLMS) algorithm presented in [3]. In the probabilistic DLMS 
(P-DLMS) algorithm, each communication link is intermittently activated with a given probability [4]. Hence, the 
average amount of total internode communications taken place in the network is reduced. However, the total 
communication cost of the P-DLMS algorithm can vary in time. A performance analysis is presented in [4] that 
covers the P-DLMS algorithm as a special case. Nonetheless, it requires the calculation of two mean topology 
matrices by weighted-averaging over all the possible states of the network, which is unfeasible for not-so-small 
networks. In [5], an approach for dynamically optimizing the link probabilities of the P-DLMS algorithm is 
proposed. The single-link DLMS algorithms of [6] and [7] disconnect all links but one for each node at every 
iteration to reduce the communication overhead. Each one of these algorithms uses a different technique to select 
the neighbor with which each node communicates at any iteration by minimizing the steady-state network mean-
square deviation (MSD). In [8], a set-theoretic diffusion-based algorithm is proposed, which can trade estimation 
performance and computational complexity for communication cost. The diffusion-based adaptive algorithm of 
[9] mitigates the communication load by exchanging either a scalar or a single information bit generated from 
random projections of the intermediate estimate vector of each node. The works of [10] and [11] utilize the 
concept of set-membership filtering [12] to alleviate the communication cost. In [13]-[15], two low-
communication algorithms for adaptive distributed estimation are proposed that employ the notion of partial 
diffusion where each node transmits a part of the entries of its intermediate estimate vector to its neighbors at each 
iteration. 
In this paper, we study the performance of a reduced-communication DLMS (RC-DLMS) algorithm for 
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distributed estimation over adaptive networks. In the considered RC-DLMS algorithm, at each iteration, every 
node consults only a subset of its neighbors, i.e., receives the intermediate estimates of only a subset of its 
neighbors. This algorithm reduces the total amount of internode communications in the network relative to the 
DLMS algorithm, where the nodes always receive the intermediate estimates of all their neighbors, with limited 
degradation in performance. We analyze the performance of the RC-DLMS algorithm utilizing the energy 
conservation argument [16]. We establish its stability and convergence in the mean and mean-square senses. We 
also derive a theoretical expression for the steady-state MSD of the RC-DLMS algorithm and verify its accuracy 
via numerical simulations. 
2. Algorithm description 
2.1. Diffusion least mean-square algorithm 
Consider a connected network of     nodes that collectively aim to estimate a parameter vector denoted by 
       in an adaptive and collaborative manner. At each time instant    , every node             
observes a regressor vector      
    and a scalar       that are linearly related via 
        
       (1) 
where       is the noise. 
In the adapt-then-combine DLMS algorithm [3], each node produces an intermediate estimate using its previous 
estimate and most recent observed data (adaptation phase): 
                (       
      ) (2) 
where        is the step-size at node  . After sharing its intermediate estimate with its neighbors, each node 
creates a new estimate by combining the intermediate estimates available within its neighborhood (consultation 
phase): 
             ∑        
    
  (3) 
The set    denotes the open neighborhood of node  , i.e., it comprises all nodes that are connected to node   
within one hop and excludes the node   itself. The combination weights {        } satisfy [1] 
     ∑    
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2.2. Reduced-communication diffusion least mean-square algorithm 
At each iteration of the DLMS algorithm, every node receives the intermediate estimates of all its neighbors, 
which are    |  | nodes where | | is the cardinality operator and    is called the degree of node  . To reduce 
the internode communications, one may allow each node to receive the intermediate estimates from         
of its neighbors at each iteration. To realize this, we define a selection variable as       that specifies the status of 
neighbor   of node   at time instant  . This variable can be either   or  . Having         means that, at iteration 
 , node   communicates with its neighboring node   and receives its intermediate estimate to use in the 
consultation phase. On the other hand,         means that, at iteration  , node   does not receive the 
intermediate estimate of its neighbor  . 
We assume that the consulted neighbors of each node at each iteration are selected arbitrarily with equal 
probability. For node  , this probability is expressed as 
    [     ]  
  
  
  
Thus, we make the following remark regarding the considered reduced-communication scheme: 
R1: At any node   and iteration  , the neighbor-selection variable       is statistically independent of the 
observed data     and     as well as the noise    . Moreover, the selection probability    is time-
invariant and identical for all neighbors of node  . 
When the intermediate estimates of only    neighbors are received at node  , we may replace the unavailable 
intermediate estimates with the node’s own intermediate estimate and change (3) to 
            ∑     [         (       )   ]
    
  (4) 
Consequently, the considered reduced-communication DLMS (RC-DLMS) algorithm utilizes (2) in the adaptation 
phase and (4) in the consultation phase. 
Note that the expressions (3) and (4) require an identical number of arithmetic operations, i.e., (    )  
multiplications and     additions per iteration at any node  . Therefore, the RC-DLMS algorithm has the same 
computational complexity as the DLMS algorithm. Moreover, the overall communication cost of the RC-DLMS 
algorithm is constant over time since each node consults a fixed number of its neighbors at each iteration. On the 
other hand, the total communication cost of the P-DLMS algorithm can fluctuate in time due to the stochastic 
nature of the activation status of every link in this algorithm. 
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3. Performance analysis 
We study the performance of the RC-DLMS algorithm in this section. The analysis covers the non-cooperative 
LMS and DLMS algorithms as the special cases of     and     , respectively. 
3.1. Assumptions 
For the analysis, we adopt the following assumptions, which are commonly used to facilitate the analytical 
studies [16]: 
A1: The regressor vector     is temporally and spatially independent and 
 [      
 ]      
         . 
A2: The noise     is independent of    . In addition, it is temporally and spatially independent and 
 [   ]     and   [   
 ]    
         . 
3.2. Network update equation 
Define 
 ̌        , 
 ̌        , 
 ̌  [ ̌  
     ̌  
 ]
 
. 
Subtracting   from both sides of (2) and (4) while using (1) gives 
 ̌   (           
 ) ̌             , 
 ̌   (  ∑          
    
)  ̌   ∑           ̌  
    
  
which lead to 
  ̌   ́ (       ) ̌     ́     (5) 
where 
                         , 
             {      
          
 }, 
   [   
          
    ]
 
, 
 ́       , 
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   [
          
   
          
], 
      
{
 
 
 
   ∑          
    
       
                 
           
 
and  denotes the Kronecker product. 
3.3. Mean stability 
From R1 and A1-A2, we deduce the following corollary: 
C1: The vector  ̌    is statistically independent of  ́ ,   , and   . Moreover,  ́  is statistically independent of 
   and   . 
Taking the expectation on both sides of (5) while considering C1 and A2 results in 
 [ ̌ ]  ( ̅    )(      ) [ ̌   ] 
where 
                     , 
 ̅   [  ]  [
 ̅      ̅   
   
 ̅      ̅   
]  
 ̅     
{
 
 
 
   ∑       
    
   
          
          
 {
              
          
           
 
All entries of  ̅     are real non-negative and all its rows add up to unity as we have 
( ̅    )     [    ]                
Therefore,  ̅     is right-stochastic. As a result, similar to the DLMS algorithm, the mean stability and 
asymptotic unbiasedness of the RC-DLMS algorithm is ensured if the spectral radius of        is smaller than 
one [3]. This can be realized by choosing the step-size of each node   such that 
      
 
        
 (6) 
where          is the largest eigenvalue of   . 
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3.4. Variance relation 
Denote an arbitrary symmetric nonnegative-definite matrix by   and define the squared-weighted Euclidean 
norm of a vector   with a weighting matrix  as 
‖ ‖ 
  ‖ ‖      
        
Taking the expectation of the squared-weighted Euclidean norm on both sides of (5) with C1 in mind gives the 
following weighted variance relation: 
  [‖ ̌ ‖ 
 ]   [‖ ̌   ‖ 
 ]   [  
   ́ 
   ́    ] (7) 
    [(       ) ́ 
   ́ (       )]. (8) 
Applying the vectorization operator to (8) together with using the property [17] 
         (    )       
yields 
            (9) 
where 
 
   [(       )  (       )] 
 (      )  (      )  
(10) 
   [ ́ 
   ́ 
 ], 
        . 
The approximation in the second line of (10) is reasonable when the step-sizes are sufficiently small. 
The transpose of  is calculated as 
    [           ]  [
    [       ]      [      ]
   
    [       ]      [      ]
]     
using 
 [          ]  
{
 
 
 
 
 
 
 
     (      )    (      )  ∑ ∑         [         ]
        
        
           ∑      [          ]
    
         
           ∑      [          ]
    
         
         [          ]           
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and 
 [          ]  
{
 
 
 
 
          
               
  
    
    
              
        
 
In view of R1, the property [17] 
                     , 
and the fact that   is symmetric and deterministic, we have 
  [  
   ́ 
   ́    ]     
       (11) 
where 
    [    
 ]               
   
        
   
      
Substituting (9) and (11) into (7) gives 
  [‖ ̌ ‖ 
 ]   [‖ ̌   ‖   
 ]           . (12) 
3.5. Mean-square stability 
The recursion (12) is stable if the matrix    is stable [16]. The entries of   are all real-valued and non-
negative. In addition, we have 
         [(     )    (     )   ]   [               ]         
This means that   is left-stochastic. Therefore, the RC-DLMS algorithm is stable in the mean-square sense and 
converges to a steady state if   is stable. Considering the approximation in (10),   is stable and consequently the 
RC-DLMS algorithm is mean-square stable when the step-sizes satisfy (6). 
3.6. Steady-state mean-square deviation 
Using (12), at the steady state, we can write 
   
   
 [‖ ̌ ‖( 
    
   ) 
 ]             (13) 
Setting 
  (        )
     {  
      } 
in (13), the steady-state MSD of node  , defined by 
     
   
 [‖ ̌  ‖
 
]  
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can be calculated as 
      
     (        )
     {  
      }. 
All the entries of   
         are zero except the (   )th entry that is one. Similarly, the steady-state network 
MSD is defined and calculated as 
  
 
 
∑  
 
   
 
 
 
        (        )
            
Note that the stability of    implies that          is invertible. 
The analysis presented in this section can also apply to the P-DLMS algorithm if we consider  [     ]       and 
 [          ]  {
                
                   
 where      is the probability of activeness of the link from node   to node  . 
4. Simulations 
We consider an adaptive network of      nodes that are arbitrarily connected to each other and each node 
has between one to seven neighbors excluding itself. On average, each node is connected to four other nodes. The 
nodes collectively identify a parameter vector of length    . The regressor at each node is zero-mean 
multivariate Gaussian with an arbitrary covariance matrix. The additive noise at each node is also zero-mean 
Gaussian. The regressors and the noise are temporally and spatially independent of each other. In Fig. 1, we show 
the trace of the regressor covariance matrix and the variance of the noise at each node. We obtain the experimental 
results by taking the ensemble average over     independent trials and the steady-state quantities by averaging 
over     steady-state values. We also use the same step-size, denoted by  , in all nodes. In the RC-DLMS 
algorithm, we determine the number of neighbors with which each node communicates at each iteration to receive 
their intermediate estimates via       (    ) where          specifies the maximum number of 
consulted neighbors of every node at each iteration. 
In Fig. 2, we plot the time-evolution of the network MSD of the RC-DLMS algorithm for different values of  
when       . We use the relative-degree weights [1] for {    } in the consultation phase. Note that the RC-
DLMS algorithm becomes the non-cooperative LMS algorithm when     and the DLMS algorithm when 
   . In Fig. 3, we compare the theoretical and experimental values of the steady-state network MSD of the RC-
DLMS algorithm for different values of  and  . In Fig. 4, we compare the theoretical and experimental values of 
the steady-state MSD of all nodes for different values of   when       . We observe in Figs. 2-4 that the RC-
DLMS algorithm provides an effective trade-off between performance and communication cost. Moreover, there 
10 
 
is a good agreement between the theoretical and experimental steady-state MSD values for a wide range of   and . 
5. Conclusion 
We examined a reduced-communication diffusion least mean-square (RC-DLMS) algorithm, which enables 
reduced internode communications by allowing each node to receive the intermediate estimates of a subset of its 
neighbors at every iteration. We studied the convergence performance of this algorithm and predicted its steady-
state mean-square deviation. Simulations results confirmed the accuracy of the theoretical predictions. The 
presented analysis provided valuable insights into the performance of the RC-DLMS algorithm and demonstrated 
that it offers an effective trade-off between estimation performance and communication cost. 
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Fig. 1. Trace of the regressor covariance matrix and variance of the noise at each node. 
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Fig. 2. Network MSD curves of the RC-DLMS algorithm with different values of  when       . 
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Fig. 3. Theoretical and experimental steady-state network MSDs of the RC-DLMS algorithm versus  for different values of  . 
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Fig. 4. Theoretical and experimental steady-state MSDs of the RC-DLMS algorithm at each node for different values of   when 
      . 
1 5 10 15 20
-40
-35
-30
-25
node number
st
ea
d
y
-s
ta
te
M
S
D
(d
B
)
 
 
theory
experiment
M = 7
M = 0
M = 1
M = 3
M = 5
