We evaluate the price development of apartments in neighborhoods surrounding temporary housing for refugees using the unpredicted announcement of three building sites, targeting refugees, in Gothenburg. More in particular, we look at the price development in the year after the announcement. We use a causal outcome model that takes account of time and postal-code fixed effects and we define an area to be affected by the announcement based on walking distance. We find support for a small and significant price effect. In addition, we find that the price effect of the neighborhood depends on the income level of the neighborhood. We interpret this as evidence for the fact that not having to live close to refugees can be seen as a luxury good.
Introduction
Investments in property as dwellings are often the largest financial decisions for individuals during their lifetime. Therefore, stability and predictability of the housing market in terms of price and price developments are desirable and governmental policy should target such predictability. Nevertheless, governments often need to make decisions that can have unpredicted and negative impacts on the price development in some neighborhoods. One such decision is the construction of refugee housing and therefore, this has been used as an argument when opposing specific (temporary) housing sites for refugees 1 . Despite its importance, there are hardly any papers investigating the impact of refugee housing on neighboring house prices (Lastrapes and Lebesmuehlbacher, 2017 , constitute an exception). This knowledge gap creates a great difficulty in addressing the question of where and whether to build refugee housing. Therefore, we examine the recent events in Gothenburg, where the construction of twelve temporary housing sites was announced in January 2016 and investigate its impact on house prices.
For this purpose, we collect data on property sales within Gothenburg between 2014 -2017 and generate a distance variable with a unique value for every property by extracting information on coordinates from geo-coded data. Similar to previous research on the housing market, this paper builds on the hedonic pricing method, which assumes that the price of a good is determined by both internal (such as the number of rooms and living area) as well as external factors (such as neighborhood factors). Due to the attention (pattern) that the announcement attracted, we argue that the locations were not anticipated and treat it as a natural experiment. We estimate an empirical model with time and region fixed effects to examine if the price per square meter trend has been different for the properties surrounding the announced locations after the announcement, as compared to the trend in the rest of Gothenburg. Our objective is to investigate whether the announcement can have any impact rather than to find out by exactly how much the house prices changed for individual houses.
The latter is a much more difficult question to answer because of general equilibrium effects and the sensitivity to the exact specification of the econometric model.
In our analysis, we focus on the price per square meter for apartments. This is a relatively liquid and homogeneous asset and we would like to separate it from single family houses.
The reason for this separation is also due to the special regulations regarding the ownership of apartments in Sweden (Hjalmarsson and Hjalmarsson, 2009 ). Our results indicate that there has been a negative effect on surrounding apartment prices. More in particular, we find that houses that were sold in the year after the announcement and that were within a 15-minute walking distance were sold at a price that was around 3 percent lower than the houses that were sold at a longer distance from temporary housing for refugees. We perform a number of robustness checks such as changing the cutoff value of a 15-minute walk to a 10-and 20-minute walk, respectively, changing the comparison group and we delete some outliers in terms of price. Although the robustness checks indicate that some of our results may have been driven by the extremely cheap and expensive houses, we find an overall, robust and negative impact of the temporary building sites. We interpret this as a new result, especially since the refugee housing was not even built in the period of our analysis.
Even though the number of papers that have been looking at refugee housing is far from abundant, there is ample research on the impact of the inflow of immigrants on house prices.
Using US data, Saiz (2007) finds that there was a larger appreciation of house prices in areas where immigrants more frequently settled between 1983 and 1997 due to an increased demand. Saiz and Wachter (2011) use decennial data for US metropolitan areas at the census tract level (small areas with on average 4000 inhabitants) to evaluate if having immigrant neighbors affects house prices. They find that the appreciation of house prices is negatively affected by the growth of a neighborhood's immigrant share. Sá (2015) adopts a similar method as Saiz and Wachter (2011) using the UK labor force survey. She concludes that a 1 percent increase in the stock of immigrants results in a 1.7 percent decrease in house prices.
She also finds that this impact is driven by a negative impact in the poorest neighborhoods (with the lowest levels of education), while the negative impact is shown to mainly be driven by the fact that the highest earning families in the poor neighborhoods move after an increase in the immigrant population. One problem of all mentioned research is that immigration in general has two opposing impacts. First, immigration has a positive impact on housing demand, which is driven directly by the immigrants. Second, due to the potential outflow of families, there is a negative impact on housing demand. These two opposing impacts make the total impact ambiguous and the results somewhat hard to interpret. We do not have this problem in our analysis, since the building sites do not directly compete with the existing housing supply.
The only paper that studies the impact of refugees on house prices is from Lastrapes and Lebesmuehlbacher (2017) . They mention that refugees are demographically different from many other types of immigrants (especially in terms of education). Moreover, refugees typically do not make their choice of residence based on the economic situation of the neighborhood and, in many cases, do not have any say at all in their location decision. Lastrapes and Lebesmuehlbacher (2017) find that there is an ambiguous impact of refugees on house prices in general. However, they find an unambiguously small and negative impact for lowpriced houses and houses of low quality. One challenge in their research is that refugees are typically located in hard-to-let residential housing, which is usually located in neighbor-hoods that are not doing well in the first place. They correct for this problem by using an instrument (i.e. the change in the share of subsistence-only asylum seekers located in neighboring districts). We do not have this problem in our analysis since the chosen locations in Gothenburg were selected based on the objective to omit segregation and are therefore randomly chosen by the municipality. Gautier, Siegmann and van Vuuren (2009) is closely related to our paper in terms of research question and empirical strategy. They investigate whether the assassination of the controversial movie maker Theo van Gogh in Amsterdam in 2004, carried out by a radical Muslim, affected house prices differently in these neighborhoods. Using a difference-indifference approach, the authors discover that after the murder, house prices in neighborhoods with a relatively large number of migrants from a Muslim country experienced around a 0,07% lower increase per week.
In the final part of the paper, we try to explain our results. Since the housing sites form a different market than the present housing stock, supply changes are not likely to explain these results. Hence, we expect them to be largely driven by demand changes of potential buyers in the affected areas. As potential explanations, we investigate immigrants density, education and income levels. We find that difference in income forms the most import determinant for the severity of the price decrease. That is, low income neighborhoods do not seem to suffer any price loss. Hence, we interpret our results as evidence for the fact that not having to live close to refugees can be seen as a luxury good which becomes important for higher income levels. We also find that neither education nor the number of immigrants has a large impact on the results. The paper has the following outline. We present a background to the events in 2015 and 2016 in Section 2. Section 3 describes the data and the key variables of interest and is followed by our empirical strategy in Section 4. The results are presented in Section 5 and we investigate the robustness of the results in Section 6. Section 7 discusses potential explanations of our results. Section 8 presents our conclusions.
Background
Due to the war in Syria and an increased migration from northern Africa, the inflow of migrants to Sweden increased rapidly during the second half of 2015. At its peak in November 2015, Sweden received around 10,000 applications for asylum each week, as compared to around 2,000 per week in 2014. By the end of 2015, 162,877 people had been seeking asylum in Sweden -as compared to 81,301 in 2014 and 54,259 in 2013. This increase put a great deal of pressure on the Swedish reception system and led to problems providing housing for the new residents.
The Swedish housing market in the major cities was affected by the large inflow of refugees, but the market had already been struggling for some time before 2015, thus creating a large deficit of housing. 2 An estimated 700,000 new homes need to have been built by 2025 to cover this deficit. Further, there are pronounced insider-outsider effects in the Swedish housing market. 3 In the fall of 2015, the city of Gothenburg announced that it was to build 1000 apartments on temporary building permits targeting the newly arrived in order to address some of the more acute issues.
Locations for twelve temporary housing sites were presented on January 28 th , 2016. Since the day of the announcement, there has been a substantial newspaper coverage on the issue.
As an illustration, Figure 1 shows the newspaper coverage in one of the most important newspapers in the city of Gothenburg using the Google search words temporary, houses and refugees. The locations were chosen considering certain characteristics such as communication, service and a low share of refugees in that particular city area, the last one in order to combat segregation (Göteborgs stad, 2016) . Figures 3 and 4 show the locations of the temporary building sites. Since the announcement, all sites have been debated and further evaluated. At the end of May 2017, the temporary building permit was approved for three sites (Kärralundsvallen and Askimsbadet and Lemmingsvallen). The remainder of the suggested locations have been rejected for various reasons. A timeline summarizing the events for all of the sites can be seen in Figure 2 . Therefore, we only use these three building sites for our analysis. The number of apartments currently planned to be built on these three sites were 158. 44 out of these were planned at Kärralundsvallen and 114 were planned (with an equal split) at Askimsbadet and Lemmingsvallen. At the end of September 2017, Kärralundsvallen and Lemmingsvallen decided to no longer use their building permit due to the high costs involved. However, this date is quite far from our observation window.
Data
We collected data for around 20,000 properties from the site Booli.se (using their API to retrieve it). Booli is an independent search engine for private properties. The site collects publicly available data from most real-estate agencies' websites. One does not need to actively advertise on Booli for the property to be available on the website; it only needs to be available on the real-estate agencies' websites. Apart from the houses that are currently for sale, Booli also presents houses that have been sold since 2012 and this is the information that we use for our analysis. This data only includes sales made by open ascending bids (the most common way of selling a property in Sweden). All sales that took place before the B jö r k e kä r r s p l a n , G l a s mä s t a r e g a t a n a n d F r i d k u l l a g a t a n start of the bidding process are not public and hence not available through their API.
We use the open source routing machine (OSRM) to calculate the walking distances between the apartments and the temporary building sites. Using walking distances instead of using physical (Euclidean) distances has the advantage of accounting for the fact that there are many rivers, islands, forests and hills in Gothenburg and hence even though two sites might be very close to each other based on geographic location, the distance to move between these locations may take quite some time. Since we use rather short walking distances, i.e.
15 minutes for our baseline analysis, it can be expected that our choice does not depend to any great extent on the mode of transport. That is, the ranking between two locations is unlikely to be affected by this mode of transport. The reason for using walking distance is that we do not want our results to be affected by the fact that some houses are located very close to either a major railway station or a highway and are therefore closely related to a huge range of different locations including the temporary building sites.
In terms of geographical area, our data set covers the municipality where the sites are located (Gothenburg) and to which they border (Mölndal and Partille), while the time period in our most general specification is January 2014 -November 2017. 4 This means that the data consists of two years prior to the announcement of the temporary housing sites until almost two years after the announcement. However, since we typically look at the impact up to one year after the announcement, our baseline time window is from January 2014 to January 2017. A relatively short time period in our baseline analysis has been chosen to reduce the probability of things other than the treatment affecting the property prices. A few notes should be made about the data set and the Swedish market. First, apartment buyers do not really own the property in Sweden. Instead, they acquire shares (or rights) of an economic association that owns the property. This is always the case for apartments, but also smaller houses (which are typical within Gothenburg) have this arrangement. The buyer of the shares obtains the right as a single user of the property, but she also has to pay a rent for using it. This arrangement is also common in other Nordic countries, but not elsewhere.
Note that the rents are substantial and vary a great deal between the different properties (Hjalmarsson and Hjalmarsson, 2009 ). Hence, we cannot simply compare owned houses with houses that have these arrangements. This is the reason why we focus on apartments rather than on owned houses in our analysis. It implies that the total number of properties available for us is around 13,500. Second, selling prices are collected from Booli's website as the last/highest bids. For most cases, this will correspond to the selling price and in those cases that it does not, it still serves as a good valuation of the property. There are two scenarios when the highest bid does not correspond to the selling price: (1) the seller sells to a lower bidder or does not sell at all and (2) the highest bidder withdraws her bid. Both reasons are not necessarily problematic in our analysis as long as the valuation derived from the highest bid is still consistent with the market valuation in the hedonic pricing model to be discussed in the next section. Third, the market for properties was booming in Gothenburg during our observation window. There is a deficit of properties and the average time that an object is for sale is short. It is not unusual that objects are sold before the start of the bidding process. 6 As previously mentioned, these sales are not included in our data set. This can potentially underestimate the (absolute value of the) impact of the temporary building sites if less houses are sold before the bidding starts in the areas close to these sites during water and electricity half of the year.
the period of our analysis. That is, some extremely good houses in these areas would not have been observed in our data set in the case that the building sites were not announced, because they would have been sold before the bidding starts.
As an alternative, we could have used the Swedish register for property in our analysis.
However, apart from the fact that it will result in fewer control variables, this has two drawbacks. First, the majority of houses within the city of Gothenburg are apartments and these are not registered by the Swedish register. Second, the register only uses the date of the change of ownership, which is typically a couple of months after the date of the transaction.
Booli uses the date at which the final offer was made and this is a more accurate date for our analysis than the date of changing ownership.
The descriptive statistics for the dependent variable, price per square meter, and the control variables are listed in Table 1 . Control variables in the regressions consist of living area, construction year, square meters per room, yearly rent per square meter and floor. The descriptive statistics are split up between apartments situated at either within or outside the affected areas of the three sites that are still considered in May 2017 (Askimsbadet, Kärralundsvallen and Lemmingsvallen). From this point, only these three sites are included in our analysis if nothing else is mentioned.
We define whether a house is within the affected area by using walking distance to any of the temporary building sites. In our baseline analysis, we use a 15-minute walking distance.
We expect that this distance is close enough to potentially be directly affected by the sites as well as indirectly affected by the rumors going around about how the sites will affect neighborhoods. As can be seen in Table 1 , there are 495 apartments in the "affected" area that were sold during our time window. 150 of these were sold during the year after the announcement. We also consider other cut-off distances to investigate if this changes the results. With a cut-off distance of 10 minutes, the number of observations within the affected area is 224 apartments (of which 65 were in the year after the announcement), while a 20 minute walking distance results in an affected group of 1073 apartments (of which 341 were in the year after the announcement).
Apartments in the affected areas are, on average, somewhat more expensive, especially when we look at the price per square meter. Remember that the aim was to build the temporary building sites in areas with good communications and services and thus not increase the segregation. It is therefore not surprising that properties in areas surrounding these sites on average have higher prices per square meter, compared to the rest of Gothenburg.
Apartments located outside the threshold distance are, on average, roughly 10% largerresulting in the relationship previously mentioned concerning price and square meter price.
There is also roughly a 10% difference in monthly rent, but it is also found that this difference can be completely ascribed to the difference in size; the rent per square meter is virtually identical for the two types of areas. Therefore, we use yearly rent per square meter as the control variable for our regressions. We do the same for the number of rooms that we alter to square meters per room. 7
We use the logarithm for the variables price per square meter, living area, square meter per room and yearly rent per square meter. This has the advantage that the relative difference in these variables is a better measurement than the absolute difference and also typically reduces heteroskedasticity (improving efficiency).
The total number of months in the data is 38 for both houses and apartments. 26 out of these are before the announcement and 12 are after. Postal codes will be included to control for external characteristics. For our baseline analysis, the dataset consists of 358 unique postal codes. Months and postal codes will be included as dummies in the empirical model in order to control for time and neighborhood fixed effects.
Empirical strategy
We use the following baseline model: is a time dummy equal to 1 after the sites were announced and zero before.
The interaction term between the two dummies D post t * D within i is the variable of interest:
it measures the mean impact of the price per square meter for houses within the threshold distance after the announcement, as compared to houses outside the threshold distance, keeping everything else constant. We can interpret this impact as causal as long as U ijt is independent from the regressors (including the fixed effects). Here, a causal impact implies that we can interpret it as the impact due to the announcement of the temporary building sites, i.e. the average observed houseprice minus the houseprice that we would have observed had there been no announcement.
In order to make the assumption of independence between U ijt and D within i and D within i * D post t more plausible, a vector of house characteristics (X i ) is included as well as time (λ t ) and neighborhood (α j ) fixed effects. A key assumption is that the announcement -the treatment effect -can be considered as an exogenous and not anticipated event. As was already shown in Figure 1 , the announcement of the twelve original sites received much attention by the public and media and we argue that this strengthens the assumption that they were unanticipated.
Our approach focuses on the investigation of whether there is any impact of the announcement of the temporary building sites on the price of the houses close to those building sites.
We do not aim at estimating the exact impact or explaining such an impact based on distance or type of area or house. Hence, even though specification (4.1) may be restrictive, it suffices for our research question. For example, it may be possible that instead of (4.1), the actual relationship is as follows:
where D i is the distance to any of the temporary building sites and f is a decreasing function of this distance. Naturally, it may be interesting to estimate the function f , but it is clear that if f decreases sufficiently around the cut-off value, then our parameter of interest, i.e. δ 2 in (4.1), should be negative. Moreover, it is impossible to have a negative sign of δ 2 even in the case that f is completely flat for any value of D i . Still, in order to obtain more confidence in our results, we do investigate whether our results are affected by changes in the cut-off value.
As stated above, our approach yields the possibility to obtain a causal treatment effect.
However, there are some crucial assumptions for this approach to be applicable: (1) there must be a parallel trend before the announcement between the affected group and the remaining houses in order to justify the assumption that the trend would have been equal in the case of no treatment, (2) the method assumes that the unobserved characteristics before and after treatment are equal. This means that properties sold within the areas of interest have similar unobserved characteristics before and after the treatment. If this is not the case, for example, if the supply of properties in terms of their attractiveness is more skewed to the right after the treatment relative to before, a negative treatment effect could appear due to the fact that less expensive properties are bought at that time (an indirect treatment effect), (3) there cannot be any spillover effect from the affected to the non-affected areas.
Although properties cannot be moved, this problem may arise due to general equilibrium effects, i.e. the fact that some areas become less attractive may increase the prices in other areas. Although this can have an impact on the precise value of our estimate, it will not affect the sign.
Since the model controls for time and neighborhood fixed effects, it controls for variables that differ across the different geographic areas but are constant over time (such as proximity to the ocean) and for variables that evolve over time, but are the same for all geographical areas (such as interest rate). Time fixed effects consist of monthly time dummy variables and neighborhood fixed effects are dummy variables for postal code. Table 2 lists the main results of this paper. The variable within "walking distance" implies that one of the three building sites is within a 15-minute walking distance from the apartment that is sold. The impact of the announcement of the building sites is measured by the variable that indicates that the house is within walking distance and sold after the date of the announcement. In our baseline analysis, we correct for a full set of dummy postal codes and hence the impact of the announcement of the building sites is identified from the fact that there are houses within a postal code that can either be shorter or longer than a 15-minute walk to the building site. We find that houses within this walking distance from the temporary building sites had a 3.3 percent lower increase in their house prices than houses situated further from those building sites. Based on the use of heteroskedasticity robust standard errors, as we do in the first column of Table 2 , we can conclude that the impact is also significant. As a robustness check, we also provided the standard errors based on clustering of the postal codes. Note that the use of such clustered standard errors is only correct in the case that there is substantial heterogeneity in terms of the impact of the building sites between the postal codes (see Abadie, Athey and Wooldridge, 2017) . If this is not the case, then these clustered standard errors are biased. In fact, the impact of the building sites is modeled to be homogeneous, i.e. specification (2), which makes the use of the standard heteroskedasticity robust standard errors more appropriate. Nevertheless,
Results
given the fact that we use three different building sites, which implies that the postal codes that are affected can be quite far from each other, it is possible that there is heterogeneity.
As can be seen from the second column of Table 2 , the clustered standard error of the impact is somewhat higher than the heteroskedasticity robust standard error, but the impact is still significantly different from zero (based on a significance level of 5 percent). 8
Note that our model is identified since there are postal code areas that have both affected and not affected houses, i.e. areas for which the cutoff line of a 15-minute walk crosses the postal code area. Both the use of a 15-minute walk and the use of the lowest level of aggregation of the postal codes are arbitrary. The assumption of a 15-minute walk is discussed in the next section. Here we discuss the use of the aggregation of postal codes.
The third column of Table 2 lists our results in the case that we use only the first four digits of the postal code area. Surprisingly, our results are not affected to any extent by using such a level of aggregation although the standard error of the impact of the temporary building sites is slightly higher. When we use an even higher level of aggregation, then we are no longer able to say anything about the impact and the impact is quantitatively close to zero.
However, it is questionable whether this is the right level of aggregation since it implies that many houses within a postal code can be quite different from each other. Remember that the temporary building sites are very good areas in Gothenburg and using a high level of aggregation implies that we compare very good areas that are within this long "walking distance" from the temporary building sites to lower ranked areas that are not close to the temporary building sites. This is exactly what happens when going from columns 1 and 2 to columns 3 and 4 of Table 2 when we look at the within walking distance dummy variable:
it grows from virtually equal to zero to around 7 percent.
In order to investigate whether the temporary building sites had the same price development as the non-affected areas, we report the results of an extension of the model reported in columns 1 and 2 of Table 2 in column 5 of that table, where we also include an interaction dummy of the affected areas with the year 2015. This is to investigate whether our results may be driven by a low increase in the house prices of these areas that was already initiated before the date of announcement. We find this not to be the case; if anything, it suggests that the house prices were increasing at a quicker rate in the affected areas, but the estimated impact is extremely small and far from significant. 
Robustness checks and extensions
We report a couple of robustness checks in this section. We look at the definition of affected areas in Section 6.1. We change the timing of the events (i.e. by looking at placebo treatments) in Section 6.2 and we delete outliers in Section 6.3. In Section 6.4, we change the definition of the non-affected control areas. We look at what happened in the period after our time window of interest in Section 6.5. Finally, we look at the impact among single-family houses. We report our results in Tables 3 to 7 and leave out the estimators of the control variables in order to improve the readability. Table 3 presents the results of our baseline model of Table 2 in the case that we use two different definitions of an affected area. The first new definition is based on a walking distance of 10 minutes, while the second new definition looks at a walking distance of 20 minutes.
Change in the definition of the affected areas
Note that this does not only affect the definition of the affected areas, but also the notion of a comparison group. In general, the postal codes on which we base our identification,
i.e. those postal codes that have houses from both the affected and non-affected areas, are at a longer distance from the building sites. This is reflected in the fact that the Within walking distance dummy variable goes from insignificantly negative to significantly positive.
The impact of the building sites on the house price, i.e. the interacted dummy variable, is less affected by the change in the definition. Still, we find the impact to be reducing with distance. This is not surprising, since it can be argued that a 20-minute walking distance is too far for the temporary building site to have a large impact. Table 4 lists the results of our baseline model of Table 2 in the case that we forward or delay the date of impact by one year. Naturally, the first exercise should not result in any impact unless there is something wrong with the date that we have chosen or with the choice of control and treatment group. The first column of Table 4 shows that there is indeed no impact with a point estimator virtually equal to zero. It is also very unlikely that there is an impact if we delay the date of the impact by one year. This implies that the dummy variable Within walking distance is now a mixture of the period before January 2016 and the period between January 2016 and January 2017. From our baseline results, we know that the first period was slightly positive and since this period is the longest by far, it is not surprising that the dummy variable is slightly positive as well. The impact variable of the temporary building sites is still somewhat negative, but it is far from significant. Table 5 shows the impact of our baseline results when we delete either 1 or 5 percent of the lowest and highest prices in our sample. Even though we do not expect a huge amount of measurement error in our analysis, it is still interesting to understand whether our results are based on observations that are located at the edges of the support of the price distribution.
Change in the timing of the impact on the building sites

Deletion of outliers
The point estimator in the case that we delete 1 percent of the highest and lowest prices is somewhat lower than the point estimator reported in the first column of Table 2 . However, the difference is small and it does not really change our conclusions in a qualitative way.
That is, we still have a negative and significant impact of the temporary building sites.
This result changes whenever we delete the 5 percent highest and lowest prices in our data set, respectively. The point estimator is reduced even further and becomes insignificant.
This result shows that our baseline results are somewhat affected by the choice of our data set. Nevertheless, a deletion of 10 percent of the observations is quite drastic and it is not surprising that the impact is not completely homogeneous with the price level.
Change in the control group
Our baseline model assumes that we can interpret the rest of Gothenburg, Partille and
Mölndal as comparable to the affected areas in our analysis. This is an appropriate assumption as long as the coefficients of the controls (including the time trend) do not differ to any considerable extent between the affected and non-affected areas. However, especially the (poorer) northern part of Gothenburg differs considerably from the temporary building sites, which are located in prosperous areas in Gothenburg. Therefore, we use an alternative estimation technique in this subsection, where we only include houses that are located no further than a 60 minute walking distance from any of the temporary building sites. This excludes any of the poor neighborhoods in the northern part of Gothenburg, which can be reached only by car or public transport (due to the river that divides the northern from the southern part). The results of this exercise are listed in Table 6 , where we have redone all estimations of Table 2 . Note that we lose around 60 percent of our observations by using this approach. We find that the point estimator for our baseline model is negative and somewhat smaller in absolute value than what was reported in Table 2 . Although the difference is not extreme, we also find that the coefficient is only significant in the case that we do not use clustered standard errors. As discussed earlier, not correcting for clusters means that we rule out strong heterogeneity in the impacts between the postal codes. Moreover, the results for higher levels of aggregation are no longer significant even though we remind ourselves that we have a strong preference for the low level of aggregation that we use in our baseline analysis. Finally, the parallel trend assumption is not violated for this estimation strategy. 
Extension of the time window
Up till now, we have only looked at the period one year after the announcement. Obviously, this is the most important period for our analysis and it would be surprising if the (suspected) impact of the announcement would have had a time lag that is longer than one year. Still, it is interesting to investigate whether there was even an impact after a year. This is even more important since it was announced in September 2017 that the temporary building sites of Kärralundsvallen and Lemmingsvallen were canceled due to the high costs of these building sites. It implies that only the temporary building site of Askimsbadet was still planed after September 2017. Moreover, the impact of this building site may be small due to the fact that there are very few apartments within walking distance of this building site. Hence, even if there is any impact, it is unlikely that we would pick it up in our baseline analysis. Therefore, we look at two periods in Table 7 : first the period from January 2016 to September 2017 and then the period from September 2017 to November 2017. The results from the same specifications as Table 2 are reported in Table 7 . The results for the period from January 2016 to September 2017 are surprisingly similar to the earlier reported results. However, the impact after September 2017 is very small and far from significant.
Additional results for single-family houses
Our baseline results are only based on data from apartments which are relatively homogeneous. Nevertheless, it is interesting to investigate whether our results depend on this choice.
Therefore, Table 8 lists the results for single-family houses. We apply the same methods as in the original Table 2 , but we exclude floor and rent from the set of regressors. The results are in line with our earlier results. The regression coefficient of the impact of the temporary building sites is once more negative and even larger in absolute values than the results in Table 2 . Apart from our baseline regression, the results are also significant at the 10 percent level. Based on these results, it is not possible to say that this contradicts our earlier results, even though the standard errors are somewhat too large to say that these results underline the earlier results.
In contrast to apartments, transactions of single-family houses are registered in Sweden and hence, it is interesting to investigate the impact of measurement error in the Booli dataset. That is, we can investigate the fact that some houses may not have been sold even after a final bid or they might have been sold, but at a substantially lower price. For this purpose, we merge our dataset with the records from the Swedish register. Unfortunately, we do not have a common registration number, nor do we have the exact address of the houses.
Therefore, we decided to merge on basis of the GPS codes. We use the first six digits for this purpose. Based on this, we were not able to match 698 observations. This can be due to a gap in the GPS coding, but it is also possible that some houses were not sold or were sold, but the change of ownership was after the period for which we have data (January 2017). 9 In addition, we also delete observations with a change in ownership before the transaction date on Booli. Such a transaction typically indicates that there were multiple transactions and the reported transaction on Booli was simply after the previous change of ownership. We also delete observations with a change in ownership one year or more after the transaction date from Booli or when the price on Booli does not match the price that was reported by the register. All these filters resulted in a deletion of 380 observations. The results of this exercise are reported in Table 9 . We find that the results for the baseline analysis are not changed to any large extent, while the change in the other columns is somewhat larger.
However, the large standard errors frustrate any definite conclusion here, most likely due to the low number of observations.
Discussion
The previous sections have shown evidence for a reduction in the apartment prices as a result of the announcement of the temporary building sites in the affected areas. In this section, we investigate some potential explanations for the drop in the apartment prices. Our preferred interpretation of the results is that supply effects did not play a large role since the houses that were planned to be built are unlikely to compete with the apartments that were for sale after the announcement of the temporary building sides. That is, prospective buyers of the apartments cannot buy a house in the temporary building sites, while it is unlikely to be the case that the municipality would have bought these (in general quite expensive) apartments for the housing of refugees in the case that the temporary building sites would not have been announced. This implies that the houses to be build on the temporary building sites are part of another market than the apartments that we investigate. Hence, if anything, it would reduce the prospective supply of apartments in these areas by reducing the opportunities for developers to buy the land in the future. However, that would have resulted in a price increase rather than a decrease. Therefore, it is more likely that demand effects have played a role. That is, the announcement of the temporary building sites lowered demand for the areas that were close to these sites since prospective buyers were averse to living close to the temporary building sites. Still, it is possible that the extent of the preference to live close to these sites depends on the attributes of the current and prospective residents as well as the characteristics of the neighborhood. In order to investigate this, we look at the impact of the number of existing immigrants, the education and the income level of the neighborhoods involved. For this purpose, we matched our dataset with data from the database of the municipality of Gothenburg and use the definition of primary neighborhoods (primärområden) which divides Gothenburg into 94 different neighborhoods. All our data is for the year 2016.
In order to investigate the impact of immigrants, we calculate the percentage of individuals in between 19 and 65 years of age who are born outside of Sweden and divide this by the total number of individuals within this age category who live in the neighborhood. Then, we use two different indicators for immigrant neighborhoods, those with more than 10 and those with more than 25 percent immigrants. In general, the impact of immigrants is not that clear a priori. Since the number of houses that is to be built in any of the temporary building sites is not that high in comparison to the present housing stock, it is not to be expected that the relative number of immigrants is changing a lot due to the building of these housing sites. Hence, it is possible that areas that do not have a lot of immigrants are not affected by a large extent since the immigrants are still going to be in far minority.
Economic theory states that the likelihood of integration of small groups is very high (Advani and Reich, 2015) . On the other hand, going from a percentage of immigrants that is far below 10 percent (as is the case in many areas around Askimsbadet), to a percentage that is somewhat higher can at least psychologically be seen as a large difference, while going from a percentage well above 25 percent to a little bit higher can be interpreted as not a large difference at all. Table 10 lists the results of our exercise. The first column reports the results of a regression with the 10 percent immigrants dummy variable as an additional variable. This column is introduced to compare it with our baseline results. Our results are not affected by any extend and we find a negative impact of the dummy variable of having more than 10 percent immigrants on the apartment price. Note that the sign and size of this dummy variable cannot be interpreted as causal as many unobserved neighborhood characteristics may be correlated with the number of immigrants residing in a particular neighborhood. The second column lists the main effects and shows that as soon as the percentage of immigrants is larger than 10 percent, then the impact is much smaller and only significantly different from zero for a significance level of 10 percent. 10 This suggests that our results are mainly driven by Swedish native buyers who prefer to be living in areas with a population that is almost entirely from a Swedish background. Prospective buyers who buy houses closer to immigrant dense neighborhoods seem not highly affected by the announcement of the temporary building sides. The third column presents results of a similar regression but here we also investigate the impact of neighborhoods with at least 25 percent of immigrants. We find here an even larger positive impact for the severely mixed neighborhoods even though the results are not statistically significant. Our second exercise is to investigate the impact of education on the price impact of the temporary building sites. We look at education levels within the neighborhood for the population in between 25 and 65 years of age. 11 From the ethnic and migration literature, it is known that higher levels of education typically reduce negative prejudice with respect to foreigners and hence we expect education to reduce the impact of the temporary building sites (see for example Hjerm, 2001) . Also, it is suggested in the popular literature in Sweden that especially the lower educated are more likely to vote in favor of the anti-immigration party. 12 Here we use a dummy variable in the case that the neighborhood is ranked below the median of neighborhoods in terms of education level. The results of this exercise are listed in Table 11 . The first column is again the baseline regression but now with the education dummy included. Low education levels in a neighborhood have a large negative impact on the apartment prices but again this can be interpreted as an effect of unobserved neighborhood characteristics rather than the presence of high educated individuals themselves. In the second column, we find, somewhat surprisingly, that a low level of education decreases the impact of the temporary building sites but the results are not significant. It is important to notice that this may be due to the fact that education is correlated with migration rates in the sense that low migration areas are typically areas with on average high education levels. Therefore, we include our immigration dummy together with the education levels in the third column of Table 11 . Again, it is difficult to draw strong conclusions from this column, but we find that it is definitely not the case that low levels of education correlate with bigger impacts of the temporary building sites.
As a final exercise, we look at the impact of income on the price effect of temporary building sites by including a dummy that equals one in the case that the median income is ranked among the 50 percent lowest medians over all neighborhoods. The results of this exercise are listed in Table 12 . Again, the first column is for comparison where we include the dummy variable in the baseline analysis. The results are not affected to any large extent and the income dummy variable has an unsurprisingly negative impact on the price of the house. The second column extents our baseline by investigating the impact of the announcement in terms of the house price for different income levels. Even though the overall impact is negative and significant, the impact is insignificant and positive for low income neighborhoods. This is identical to the statement that our results are driven by above median income neighborhoods. Column 3 of Table 12 also includes education level and immigration rate into the analysis. We find these neighborhood characteristics to be of minor importance than income. Hence, our interpretation of the results is that not having to live close to refugees can be seen as a luxury good in a hedonic framework of housing characteristics. That is, for lower incomes, there are likely to be other characteristics that drive the value of the apartment, but as soon as individuals obtain a certain level of income, then having the opportunity not to live close to refugees becomes more important. We cannot speculate whether this is caused by high-income house buyers to be unwilling to buy houses close to immigrants or that they are only reluctant to buy a house close to refugees.
We can equally not speculate whether these results are driven by a taste to live distant from refugees (or immigrants in general) or whether it is just a concern of the high-income buyers that their prospective investment might lose value. Again, we find education not to play any role: if anything, individuals in high-educated neighborhoods have the tendency to care even more about the negative impact of a potential high concentration of refugees on the neighborhood's apartment prices. Note that this is not necessarily in contrast with the earlier mentioned observation that the lowly educated are more likely to vote for anti-migration parties. The highly educated have typically a high level of income and they can overcome the effects of high migration rates simply by living in areas with low concentrations of migrants. Hence, for these highly educated having high migration rates is not really an issue when it comes to their voting behavior. On the contrary, such behavior is impossible for the lowly educated. Also, the number of immigrants does not seem to play a role, but we should notice that high-income neighborhoods do not have a lot of immigrants in the first place.
Conclusions
This paper investigated whether property prices nearby temporary housing sites were affected after the announcement of the sites by using an empirical model with both postal code and time effects. We define the affected neighborhoods based on walking distance. The results suggest that the market for apartments has experienced a negative effect, although some of the robustness checks were insignificant.
Our results are especially interesting since the temporary building sites were not built during our observation window and, as it turned out, the majority of the building sites (2 out of 3) are not going to be built either. This implies that potential house buyers are forward looking and that only an announcement of a building site can even result in substantial price losses of the houses around that building site. Thus, this implies that governments should be careful with their announcements. 
