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Abstract
The matrix logarithm, when applied to Hermitian positive definite matrices, is concave with
respect to the positive semidefinite order. This operator concavity property leads to numerous
concavity and convexity results for other matrix functions, many of which are of importance in
quantum information theory. In this paper we show how to approximate the matrix logarithm
with functions that preserve operator concavity and can be described using the feasible regions
of semidefinite optimization problems of fairly small size. Such approximations allow us to
use off-the-shelf semidefinite optimization solvers for convex optimization problems involving
the matrix logarithm and related functions, such as the quantum relative entropy. The basic
ingredients of our approach apply, beyond the matrix logarithm, to functions that are operator
concave and operator monotone. As such, we introduce strategies for constructing semidefinite
approximations that we expect will be useful, more generally, for studying the approximation
power of functions with small semidefinite representations.
1 Introduction
Semidefinite optimization problems are convex optimization problems that take the form
minimize 〈c, x〉 subject to x ∈ L ∩Hd+ (1)
where Hd+ is the cone of d × d Hermitian positive semidefinite matrices, and L ⊆ Hd is an affine
subspace of d × d Hermitian matrices (thought of as a real vector space). A convex function f
is said to have a semidefinite representation of size d if its epigraph {(x, t) : f(x) ≤ t} can be
expressed in the form pi(L∩Hd+) where pi is a linear map. The existence of such representations for
many convex functions [BTN01a] explains the importance of semidefinite programming as a class
of convex optimization problems. Understanding which convex sets and functions do and do not
have small semidefinite descriptions has been a focus of considerable recent research effort in real
algebraic geometry, optimization, and theoretical computer science (see, e.g., [BPT13]).
One fundamental limitation is that the feasible regions of semidefinite optimization problems
are necessarily semialgebraic sets, i.e., they can be expressed as finite unions of sets defined by
polynomial inequalities. As such, we cannot hope to exactly model non-semialgebraic convex sets
and functions, such as the logarithm, using semidefinite programming. This leads us to consider
the problem of understanding which general convex sets and functions can be approximated with
high accuracy by sets with small semidefinite representations.
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Semidefinite approximations One starting point is to consider the approximation of univariate
convex or concave functions from the point of view of semidefinite optimization. How well can
we approximate a given univariate concave function with a function that is not just concave, but
also has a semidefinite representation of a given size? This is distinct from questions in classical
approximation theory, both due to its emphasis on preserving concavity, and also because the
complexity of the approximating function is defined in terms of the size of a semidefinite description,
rather than the degree of a polynomial or rational approximation. A key motivation for the study of
univariate approximation theory is its relevance for computing matrix functions [Hig08, Tre13]. If
g : R++ → R then the corresponding matrix function can be defined for positive definite Hermitian
matrices Hn++ by
g(X) = U diag(g(λ1), . . . , g(λn))U
∗
where X = U diag(λ1, . . . , λn)U
∗ is an eigendecomposition of X. To generalize our semidefinite ap-
proximation point of view to matrix functions, we focus on functions that have a natural dimension-
free concavity property known as operator concavity. A function g : R++ → R is operator concave if
the corresponding matrix function satisfies Jensen’s inequality in the positive semidefinite (Lo¨wner)
order, i.e.,
g(λX1 + (1− λ)X2)  λg(X1) + (1− λ)g(X2)
for all n, all X1, X2 ∈ Hn++ and all λ ∈ [0, 1]. Associated with any operator concave function g and
a positive integer n is a convex set {(X,T ) ∈ Hn++ ×Hn : g(X)  T}, the matrix hypograph of g.
A good introduction to operator concave functions is [Car10].
Among the most familiar and important operator concave functions is the logarithm. The
operator concavity of the logarithm has remarkable consequences. For example, it can be used to
establish joint convexity of the (Umegaki) quantum relative entropy function,
D(ρ‖σ) := Tr[ρ(log ρ− log σ)], (2)
using an appropriate generalization of the perspective transform (the noncommutative perspective,
to be defined later). The function D plays a fundamental role in quantum information theory, and
its joint convexity was first established by Lieb and Ruskai [LR73] building on an earlier result of
Lieb [Lie73].
Contributions In this paper we develop techniques to construct accurate approximations, with
small semidefinite descriptions, for the matrix logarithm. A key motivation for doing so is that
using this basic building block, we can approximate other important convex and concave functions
arising in quantum information, such as the quantum relative entropy. The same basic principles
we use to approximate the matrix logarithm apply in greater generality. Our methods partly gener-
alize to yield high accuracy semidefinite approximations for functions that are operator monotone
and operator concave, as well as their matrix analogues. Furthermore, the full power of our ap-
proximation methods for the matrix logarithm extend to operator concave functions that satisfy
functional equations of a particular form. As examples in this direction we show how to obtain
semidefinite approximations of the logarithmic mean, and the arithmetic-geometric mean of Gauss.
We have implemented our constructions in the MATLAB-based modeling language CVX and they
are available online on the website:
https://www.github.com/hfawzi/cvxquad/
Table 1 shows some of the functions implemented in the package. Our functions can be combined
with existing functions in CVX to solve problems involving a mixture of constraints modeled with
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op rel entr epi cone −X1/2 log (X−1/2Y X−1/2)X1/2  T m+ k LMIs of size 2n× 2n each
quantum entr ρ 7→ −Tr[ρ log ρ] (Concave) m+ k LMIs of size 2n× 2n each
trace logm ρ 7→ Tr[σ log ρ] (σ  0 fixed; Concave) m+ k LMIs of size 2n× 2n each
quantum rel entr (ρ, σ) 7→ Tr[ρ(log ρ− log σ)] (Convex) m LMIs of size (n2 + 1)× (n2 + 1)
and k LMIs of size 2n2 × 2n2 each
Table 1: List of functions available in the package CvxQuad. The last column gives the size of the
semidefinite representations (here LMI stands for Linear Matrix Inequality, and corresponds to a
constraint of the form in (1)). The parameters m and k control the accuracy of the approximation
(see Proposition 1) and n is the size of the matrix arguments.
the (operator) relative entropy cone, linear inequalities, and second-order and semidefinite cone
constraints.
1.1 Key ideas
We now summarize the main ideas behind our approach to constructing semidefinite approximations
and illustrate them with the central example of the paper, the logarithm.
Approximating integral representations via quadrature The first main idea is to use in-
tegral representations of functions as the basis for approximation. In general, suppose a concave
function g has an integral representation of the form
g(x) =
∫
t
ft(x) dµ(t), (3)
where µ is a positive measure and, for any fixed t, ft(x) is a semidefinite representable concave
function of x. If we approximate the integral via a quadrature rule with positive weights (see
Appendix A), we obtain an approximation of g as
g(x) ≈
m∑
j=1
wjftj (x),
which is again semidefinite representable. Integral representations of the form (3) are guaranteed
to exist for certain operator concave functions by a result of Lo¨wner. In the case of the logarithm,
the integral representation is simply
log(x) =
∫ 1
0
x− 1
t(x− 1) + 1) dt.
For fixed t, it turns out that the integrand is itself operator concave and its matrix hypograph has
a semidefinite representation. Approximating the integral via a quadrature rule (such as Gaussian
quadrature) we obtain an approximation of log that is operator concave and semidefinite repre-
sentable.
Using functional equations to improve approximations The logarithm also satisfies the
functional equation log(x1/2) = 12 log(x), allowing us to express log(x) in terms of the logarithm of√
x. This is helpful because the square root brings points closer to x = 1, where the approximations
via quadrature are more accurate. Because the square root is also operator monotone, operator
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concave, and semidefinite representable, we can compose our rational approximations obtained via
quadrature with this functional equation. Doing so we obtain improved approximations that still
have all of these desirable properties.
This additional idea may seem specific to the logarithm. In fact, there are other operator
monotone and operator concave functions obeying functional equations that relate the function
at a point to the function value at a point closer to x = 1. Moreover the functional equations
have appropriate monotonicity and concavity properties, allowing us to use a similar strategy to
obtain improved approximations. Functions defined as the limits of mean iterations, such as the
arithmetic-geometric mean function of Gauss, have the appropriate properties to be approximated
in this way.
Extending to bivariate matrix functions via perspectives We can further extend our
semidefinite approximations of matrix concave functions to certain bivariate matrix functions via a
noncommutative notion of the perspective of a function. Given a function g : R++ → R, its perspec-
tive transform is defined as (x, y) ∈ R2++ 7→ yg(x/y). It is a well-known result in convex analysis
that if g : R++ → R is concave then its perspective is also concave. The definition of the perspective
transform extends to functions of positive definite matrices. Given a function g : R++ → R, its
noncommutative perspective is Pg : H
n
++ ×Hn++ → Hn defined by
Pg(X,Y ) = Y
1/2g
(
Y −1/2XY −1/2
)
Y 1/2. (4)
If X and Y are scalars, the noncommutative perspective coincides with the usual scalar definition
of perspective transform. A remarkable property of the noncommutative perspective is that it is
jointly concave in (X,Y ) whenever g is operator concave, i.e.,
Pg (λX1 + (1− λ)X2, λY1 + (1− λ)Y2)  λPg(X1, Y1) + (1− λ)Pg(X2, Y2)
for any λ ∈ [0, 1] and X1, Y1, X2, Y2 ∈ Hn++, see [Eff09, ENG11, EH14]. The semidefinite approxi-
mations we construct in this paper can be suitably homogenized to give semidefinite approximations
of the noncommutative perspective, or more precisely of the associated hypograph cone:{
(X,Y, T ) ∈ Hn++ ×Hn++ → Hn : Pg(X,Y )  T
}
.
The noncommutative perspective of the negative logarithm function is known as operator relative
entropy [FK89], which we denote by Dop:
1
Dop(X‖Y ) := −X1/2 log
(
X−1/2Y X−1/2
)
X1/2. (5)
The semidefinite approximations of the scalar logarithm function can be used to approximate
Dop. In turn this allows us to get semidefinite approximations of the quantum relative entropy
D(ρ‖σ) = Tr[ρ(log ρ− log σ)].
1.2 Related work
Computing the matrix logarithm The problem of numerically computing the (matrix) loga-
rithm has a long history in numerical analysis. Among the most successful methods is the so-called
inverse scaling and squaring, or Briggs-Pade´, method (see, e.g., [KL89, DMP96, AMH12]). This
1We define Dop as Dop(X‖Y ) = −Plog(Y,X) to match the conventional order of arguments in information theory.
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method uses the approximation log(X) ≈ 2krm(X1/2k) where rm is the mth diagonal Pade´ ap-
proximant of log(x) at x = 1, which turns out to be precisely the approximation we consider in
this paper. The literature on computing the matrix logarithm via these methods does not seem to
investigate the concavity properties of this approximation method. Our central observation is that
this method for computing matrix logarithm “preserves” the concavity properties of logarithm, and
can be modeled using semidefinite programming constraints. This in turn leads to efficient algo-
rithms, via semidefinite programming, for problems much more complex than simply computing
the matrix logarithm (see, e.g., [FF17]).
Other approximations A simple approximation for logarithm is log(x) ≈ 1h(xh − 1), where
0 < h < 1, with equality when h → 0. This can be seen as the combination of a Taylor lineariza-
tion log(x) ≈ x − 1 with the fact that log(xh) = 1h log(xh). In previous work by the first two
authors [FS16], it was shown that this approach can be used to get a semidefinite approximation
of the matrix logarithm and the quantum relative entropy. In general, however, the quality of
this approximation is relatively poor and is much less accurate than the rational approximations
considered here. Another idea of approximating the scalar relative entropy cone via second-order
cone programming is considered in unpublished work by Glineur [Gli09]. The approach taken by
Glineur involves using an approximation for the logarithm via the arithmetic-geometric-mean iter-
ation, and then giving an approximation of a convex cone related to the arithmetic-geometric-mean
with convex quadratic inequalities.
Successive approximation To make up for the poor approximation quality of log(x) ≈ 1h(xh−
1), one method is to successively refine the linearization point and use, more generally, log(x) ≈
log(a) + 1h((x/a)
h − 1). This is the approach taken by CVX [GB14]. It requires the solution
of multiple second-order cone programs to update the linearization point. One drawback of this
approach, however, is that it does not generalize to matrices, since there is no natural analogue of
the identity log(ax) = log(a) + log(x) for matrices.
Approximating second-order cone programs with linear programs The most prominent
example of approximating a family of conic optimization problems with another, is the work of
Ben-Tal and Nemirovski [BTN01b], giving a systematic method to approximate any second-order
cone program with a linear program. The number of linear inequalities in the approximating linear
programs of Ben-Tal and Nemirovski grow logarithmically with 1/ where  is a notion of ap-
proximation quality. The fundamental construction underlying this approximation is a description
of the regular 2n-gon in the plane as the projection of a higher-dimensional polyhedron with 2n
facets. Using this technique Ben-Tal and Nemirovski give a polyhedral approximation to the ex-
ponential cone, via first constructing a second-order cone based approximation to the exponential
cone [BTN01b, Example 4]. This approximation is based on a degree four truncation of the Taylor
series for exp(2−kx). Unlike our approximations, this approach works with the exponential, which
is not operator convex and so does not generalize to matrices.
1.3 Outline
To make the presentation as accessible as possible, we focus first on the case of the logarithm
function (Sections 2 and 3) before explaining the general approach for operator concave functions
(Section 4). In Section 2 we describe the basic ideas behind our approximations, focusing on the
scalar logarithm and the relative entropy cone. In Section 3 we state and prove our main result
(Theorem 3), giving an explicit family of semidefinite approximations to the operator relative
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entropy. We conclude the section by giving semidefinite approximations of the epigraph of the
quantum relative entropy function. In Section 4 we explain how our approach can be used to
approximate other operator concave functions. In Section 5 we present some numerical experiments
to test the accuracy of our approximations and give comparison with the successive approximation
method of CVX. Finally we conclude in Section 6.
2 Approximating logarithm
In this section we describe the main ingredients for our semidefinite approximations of the log-
arithm. For simplicity we restrict ourselves, here, to the case of scalar logarithm. Nevertheles,
our construction remains valid for matrices—we explain this is in more detail in the following sec-
tion. Our approximation of the logarithm function relies on the following ingredients: an integral
representation of log, Gaussian quadrature, and the following functional relation satisfied by log:
log(x) = 1h log(x
h).
Integral representation We start with the following integral representation of the logarithm
function
log(x) =
∫ x
1
ds
s
=
∫ 1
0
ft(x)dt where ft(x) =
x− 1
t(x− 1) + 1 . (6)
Here, the second equality comes from the change of variable s = t(x − 1) + 1. A key property
of this integral representation is that for any fixed t ∈ [0, 1], the function x 7→ ft(x) is concave.
(The representation (6) thus establishes the concavity of log in a way that generalizes nicely to
the setting of matrix functions.) One can easily show that the function x 7→ ft(x) is semidefinite
representable:
ft(x) ≥ τ ⇐⇒
[
x− 1− τ −√tτ
−√tτ 1− tτ
]
 0. (7)
Gaussian quadrature To obtain an approximation of log that retains concavity, we discretize
the integral (6) using Gaussian quadrature (see Appendix A for more information about Gaussian
quadrature). This gives an approximation of the form
log(x) ≈
m∑
j=1
wjftj (x), (8)
where tj ∈ [0, 1] are the quadrature nodes, and wj > 0 are the quadrature weights. We denote
by rm(x) the right-hand side of (8), a rational function whose numerator and denominator have
degree m:
rm(x) :=
m∑
j=1
wjftj (x) =
m∑
j=1
wj
x− 1
tj(x− 1) + 1 . (9)
The key property of rm is that it is concave and semidefinite representable: this is because it is
a nonnegative combination of functions that are each semidefinite representable (see (7)). It is
also interesting to note that the function rm coincides precisely with the Pade´ approximant of log
of type (m,m): in particular rm agrees with the first 2m + 1 Taylor coefficients of the logarithm
function. This has in fact been already observed, e.g., in [DMP96, Theorem 4.3] (see also Appendix
B for a proof that works for a more general class of functions).
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Exponentiation The approximation (8) is best around x = 1. A common technique to get good
quality approximations when x is farther away from 1 is to exploit the following important property
of the logarithm function:
log(x) =
1
h
log(xh). (10)
Note that when 0 < h < 1, xh is closer to 1 than x is, and thus the rational approximation (8) is
of better quality at xh than at x. Taking h of the form h = 1/2k we define:
rm,k(x) = 2
krm(x
1/2k). (11)
The approximation rm,k should be understood as a composition of two steps for a given x: (1)
take the 2kth root of x to bring it closer to 1; and (2) apply the approximation rm and scale back
by 2k accordingly. One can show that rm,k is concave and semidefinite representable: indeed it is
known that power functions of the form x 7→ x1/2k are concave and semidefinite representable (in
fact second-order cone representable), see [BTN01a]. Since the function rm is concave, semidefinite
representable, and monotone it easily follows that rm,k is concave and semidefinite representable.
An explicit semidefinite representation appears as a special case of Theorem 3 in Section 3.
Error bounds One can derive bounds on the error between rm,k and log. Since rm is defined
in terms of Gaussian quadrature applied to the rational function ft(x), such error bounds can be
derived by studying the Chebyshev coefficients of t 7→ ft(x). In fact these can be computed exactly
and lead to the following error bounds.
Proposition 1. Let rm,k be the function defined in (11). Then for any x > 0 we have
|rm,k(x)− log(x)| ≤ 2k|
√
κ−
√
κ−1|2
(√
κ− 1√
κ+ 1
)2m−1
 4 · 4−m(k+2) log(x)2m+1 (k →∞)
where κ = x1/2
k
.
Proof. See Appendix B.2.2.
By making appropriate choices of m and k in Proposition 1, we obtain a result showing how
the size of our representation grows as the approximation quality improves.
Theorem 1. For any (fixed) a > 1 and any  > 0, there exists a function r such that |r(x) −
log(x)| ≤  for all x ∈ [1/a, a], and r has a semidefinite representation of size O(√loge(1/)).
Proof. See Appendix B.2.2.
The main point here is that it is the combination of Pade´ approximants with successive square
rooting that allows us to get a rate of O(
√
log(1/)). Using either technique individually gives us
a rate of O(log(1/)). Figure 1 shows the error |rm,k(x)− log(x)| for different choices of (m, k).
The (scalar) relative entropy cone The relative entropy is defined as the perspective function
of the negative logarithm: (x, y) ∈ R++ × R++ 7→ x log(x/y). The epigraph of this function is
known as the relative entropy cone:
Kre := cl {(x, y, τ) ∈ R++ × R++ × R : x log(x/y) ≤ τ} .
Using the perspective of rm,k one can obtain a semidefinite approximation of Kre. Let
Km,k := {(x, y, t) ∈ R2++ × R : xrm,k(x/y) ≤ t}.
The following theorem gives an approximation error for the cone Km,k.
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Figure 1: Plot of the error |rm,k(x) − log(x)| for different choices of (m, k). Left: m = k. Right:
pairs (m, k) such that m+ k = 6.
Theorem 2 (Approximation error for Kre). Let a > 1 and  > 0. Then there exist m and k with
m+ k = O(
√
loge(1/)) such that:
1. if 0 < a−1y ≤ x ≤ ay and (x, y, t) ∈ Kre then (x, y, t+ x) ∈ Km,k
2. if 0 < a−1y ≤ x ≤ ay and (x, y, t) ∈ Km,k then (x, y, t+ x) ∈ Kre.
Proof. The proof is straightforward using Theorem 1. Theorem 1 says that there exist (m, k) with
m + k = O(
√
loge(1/)) such that |rm,k(x) − log(x)| <  on [a−1, a]. Now, if (x, y, t) ∈ Kre this
means that x log(x/y) ≤ t. Since x/y ∈ [a−1, a], we get that
xrm,k(x/y) ≤ x(log(x/y) + ) ≤ t+ x
which means that (x, y, t+ x) ∈ Km,k. The other direction is similar.
A semidefinite representation of Km,k appears as the case n = 1 of Theorem 3 to follow. Note
that, in this scalar case, the approximation involves only 2× 2 linear matrix inequalities and thus
can be formulated using second-order cone programming.
3 Operator concavity, noncommutative perspectives and the op-
erator relative entropy cone
The main goal of this section is to show that the ideas presented in the previous section are still
valid when working with matrices. The main result of this section (and of the paper) is Theorem
3, which gives an explicit semidefinite programming approximation of the operator relative entropy
cone, a matrix generalization of the relative entropy cone.
We begin by showing that the approximation rm,k, defined in (11), is operator concave, just
like the logarithm function. We then show how to use the noncommutative perspective of rm,k to
approximate the operator relative entropy. This leads to our explicit semidefinite approximation
of the operator relative entropy cone. We then show how this can be used to approximate the
quantum relative entropy.
3.1 Operator concavity of logarithm and its approximation
We have already mentioned in the introduction that the logarithm function is operator concave.
The next proposition will allow us to show this, as well as the operator concavity of the rational
function rm that we considered in the previous section.
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Proposition 2. For t ∈ [0, 1] let ft be the rational function defined in (6). Then ft is operator
concave. In fact we have the following semidefinite representation of its matrix hypograph:
ft(X)  T and X  0 ⇐⇒
[
X − I 0
0 I
]
−
[
T
√
tT√
tT tT
]
 0 and X  0. (12)
Proof. The fact that ft is operator concave will follow directly once we establish (12), since it
will show that the matrix hypograph of ft is a convex set. The proof of (12) is based on Schur
complements, and is given in Appendix C.
We can now directly see that log is operator concave, since it is a nonnegative (integral) combi-
nation of the ft. The same is also true for rm, since it is defined as a finite nonnegative combination
of the ft. Since ft is semidefinite representable, we can also get a semidefinite representation of the
matrix hypograph of rm, i.e., {(Y, U) : rm(Y )  U}. This is the special case of Theorem 3 with
k = 0, U = −T and X = I.
Operator concavity of rm,k In Section 2 we saw that one can get an improved approximation
of log by considering rm,k(x) := 2
krm(x
1/2k). We now show that rm,k is also operator concave.
The argument directly generalizes the proof that rm,k is concave (in the usual sense). For the
generalization we need the notion of operator monotonicity. A function g : R++ → R is called
operator monotone if whenever X  Y then g(X)  g(Y ), where X,Y ∈ Hn++ for any n.
Proposition 3. The function rm,k is operator concave.
Proof. One can show that the functions ft, for each fixed t ∈ (0, 1), are operator monotone in
addition to being operator concave: this follows from the fact that X  Y  0 =⇒ X−1  Y −1.
Since rm is a nonnegative combination of the ft it is also operator monotone and operator concave.
It is well-known that the power functions x 7→ x1/2k are operator concave, see e.g., [Car10]. Finally
it is not hard to show that the composition of an operator concave and monotone function, with an
operator concave function, yields an operator concave function. Thus this proves operator concavity
of rm,k.
We will see, by setting X = I and U = −T in Theorem 3 to follow, how to get an explicit
semidefinite representation of the matrix hypograph, {(Y,U) : rm,k(Y )  U}, of rm,k.
3.2 Approximating the operator relative entropy cone
Recall that the operator relative entropy is the noncommutative perspective of the negative loga-
rithm function:
Dop(X‖Y ) := −X1/2 log
(
X−1/2Y X−1/2
)
X1/2. (13)
We know that Dop is jointly matrix concave in (X,Y ). In particular, this means that the epigraph
cone associated to Dop is a convex cone:
Knre = cl
{
(X,Y, T ) ∈ Hn++ ×Hn++ ×Hn : Dop(X‖Y )  T
}
. (14)
We saw, in Proposition 3, that rm,k is operator concave. It thus follows that the noncommutative
perspective of rm,k is jointly concave. Our approximation of the cone K
n
re will be the epigraph cone
of −Prm,k , the noncommutative perspective of −rm,k. We will denote this cone by Knm,k:
Knm,k =
{
(X,Y, T ) ∈ Hn+ ×Hn+ ×Hn : −Prm,k(Y,X)  T
}
(15)
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where
Prm,k(Y,X) := X
1/2rm,k
(
X−1/2Y X−1/2
)
X1/2.
The next theorem, which is the main result of this paper, gives an explicit semidefinite representa-
tion of the cone (15).
Theorem 3 (Main: semidefinite approximation of Knre). The cone K
n
m,k defined in (15) has the
following semidefinite description:
(X,Y, T ) ∈ Knm,k
⇐⇒
∃T1, . . . , Tm, Z0, . . . , Zk ∈ Hn s.t.

Z0 = Y,
[
Zi Zi+1
Zi+1 X
]
 0 (i = 0, . . . , k − 1)
m∑
j=1
wjTj = −2−kT,
[
Zk −X − Tj −√tjTj
−√tjTj X − tjTj
]
 0
(j = 1, . . . ,m)
(16)
where wj and tj (j = 1, . . . ,m) are the weights and nodes for the m-point Gauss-Legendre quadrature
on the interval [0, 1].
Proof. To prove this theorem we need the notion of weighted matrix geometric mean. For 0 < h < 1,
the h-weighted matrix geometric mean of A,B  0 is denoted A#hB and defined by:
A#hB := A
1/2
(
A−1/2BA−1/2
)h
A1/2. (17)
Note that A#hB is the noncommutative perspective of the power function x 7→ xh. The weighted
matrix geometric mean is operator concave in (A,B) and semidefinite representable. Semidefinite
representations of A#hB for any rational h are shown in [Sag13, FS16].
Recall that Prm is the noncommutative perspective of rm. Since rm,k(X) = 2
krm(X
1/2k), it is
not difficult to verify that the noncommutative perspective Prm,k of rm,k can be expressed as:
Prm,k(Y,X) = 2
kPrm((X#2−kY ), X). (18)
The semidefinite representation (16) then follows from the following three facts:
1. Semidefinite representation of weighted matrix geometric means: For any X,Y  0 and
V ∈ Hn and k ≥ 1 we have X#2−kY  V if and only if there exist Z0, . . . , Zk ∈ Hn that
satisfy:
Z0 = Y, Zk = V and
[
Zi Zi+1
Zi+1 X
]
 0 (i = 0, . . . , k − 1).
This is the case h = 1/2k of the semidefinite representation that appears in [FS16]. This
construction hinges on the fact that X#2−kY can be expressed in terms of k nested geometric
means as X#1/2(X#1/2(. . . (X#1/2Y ))), the fact that
X#1/2Y  Z ⇐⇒
[
X Z
Z Y
]
 0,
and operator monotonicity of the geometric mean with respect to its arguments.
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2. Semidefinite representation of Prm : For any V,X  0 and T ∈ Hn we have Prm(V,X)  T if
and only if there exist T1, . . . , Tm that satisfy:
m∑
j=1
wjTj = T and
[
V −X − Tj −√tjTj
−√tjTj X − tjTj
]
 0 (j = 1, . . . ,m). (19)
This follows directly from the semidefinite representation of Pft given in Proposition 8 (Ap-
pendix C) and the fact that rm =
∑m
j=1wjftj .
3. Prm is monotone in its first argument. This easily follows from the monotonicity of rm.
Combining these three ingredients, and using the expression of Prm,k in Equation (18), yields the
desired semidefinite representation (16).
3.3 Quantum relative entropy
In this section, we see how to use the results from the previous section to approximate the (Umegaki)
quantum relative entropy function, defined by
D(A‖B) := Tr[A(logA− logB)]. (20)
The next proposition, which appears in [Tro15], shows how to express the epigraph of D using the
operator relative entropy cone (defined in Equation (14)).
Proposition 4 ([Tro15, Section 8.8]). Let D be the relative entropy function (20) and Dop be the
operator relative entropy (13). Then for any A,B  0 we have
D(A‖B) = φ(Dop(A⊗ I‖I ⊗ B¯)) (21)
where φ is the unique linear map from Cn2×n2 to C that satisfies φ(X ⊗ Y ) = Tr[XY T ], and B¯ is
the entrywise complex conjugate of B.
Proof. We reproduce the proof in [Tro15, Section 8.8]. Observe thatA⊗I and I⊗B¯ commute and, as
such, Dop(A⊗I‖I⊗B¯) = (A⊗I)(log(A⊗I)−log(I⊗B¯)). Using the fact that log(X⊗Y ) = (logX)⊗
I + I ⊗ (log Y ), the previous equation simplifies to Dop(A⊗ I‖I ⊗ B¯) = (A logA)⊗ I −A⊗ (log B¯).
Now, using the fact φ(X ⊗ Y ) = Tr[XY T ], we immediately see that (21) holds.
The previous proposition allows us to express the epigraph of the quantum relative entropy
function (20) in terms of the operator relative entropy cone. This is the object of the next statement.
Corollary 1. For any A,B  0 and τ ∈ R we have:
D(A‖B) ≤ τ ⇐⇒ ∃T ∈ Hn2 : (A⊗ I, I ⊗ B¯, T ) ∈ Kn2re and φ(T ) ≤ τ. (22)
Proof. Straightforward from (21), and the fact that X  Y implies φ(X) ≤ φ(Y ) (see Remark 1
below).
One can then get a semidefinite approximation of the constraint D(A‖B) ≤ τ by using the
approximation given in (15) of the cone Kn
2
re and plugging it in (22). Note that the semidefinite
approximation we thus get uses blocks of size 2n2×2n2, because of the tensor product construction
of Equation (21).
Remark 1. Note that the linear map φ in Proposition 4 is given by φ(Z) = w∗Zw for Z ∈ Cn2×n2,
where w ∈ Cn2 is the vector obtained by stacking the columns of the n×n identity matrix. It follows
that φ is a positive linear map, in the sense that if Z  0 then φ(Z) ≥ 0.
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A smaller representation One can exploit the special structure of the linear map φ in (21),
to reduce the size of the semidefinite approximation of D(A‖B) from having m + k blocks of size
2n2 × 2n2, to having m blocks of size (n2 + 1)× (n2 + 1) and k blocks of size 2n2 × 2n2. The main
idea for this reduction is to observe that the rational function ft, which is the main building block
of our approximations, can be expressed as a Schur complement, namely we have tPft(X,Y ) =
Y − Y (Y + t(X − Y ))−1Y . From this observation, one can get the following representation for the
hypograph v∗Pft(X,Y )v, where v ∈ Cn:
v∗Pft(X,Y )v ≥ τ ⇐⇒
[
Y + t(X − Y ) Y v
v∗Y v∗Y v − tτ
]
 0.
This representation clearly has size (n + 1) × (n + 1). Combining this with the fact that φ has
the form φ[X] = w∗Xw (see Remark 1), allows us to reduce the semidefinite approximation of
D(A‖B).
4 Approximating operator concave functions
The approximations to the relative entropy cone developed in Section 3 used the facts that
1. the logarithm is an integral of (semidefinite representable) rational functions, which can be
approximated via quadrature; and
2. the logarithm obeys the functional equation log(
√
x) = 12 log(x).
In this section we show how to generalize these ideas, allowing us to give semidefinite approximations
for convex cones of the form
Kng := cl
{
(X,Y, T ) ∈ Hn++ ×Hn++ ×Hn : −Pg(X,Y )  T
}
(23)
for a range of operator concave functions g : R++ → R, where Pg(X,Y ) is the noncommutative
perspective of g defined in (4). In Section 4.1, we discuss functions that admit similar integral
representations to the logarithm, which can be approximated via quadrature. In Section 4.2, we
present examples of functions with perspectives Pg that obey functional equations of the form
Pg ◦Φ = Pg where Φ is a map with certain monotonicity properties, and use these to obtain smaller
semidefinite approximations.
4.1 Approximations via Lo¨wner’s theorem
A general class of functions that admit integral representations are operator monotone functions,
of which the logarithm is a special case. Recall that these are functions g : R++ → R that satisfy
g(X)  g(Y ) whenever X  Y for X,Y ∈ Hn++ and any n ≥ 1. The following theorem, due to
Lo¨wner, shows that any operator monotone function admits an integral representation in terms of
the rational functions ft that we saw earlier (see Appendix D).
Theorem 4 (Lo¨wner). If g : R++ → R is a non-constant operator monotone function then there
is a unique probability measure ν supported on [0, 1] such that
g(x) = g(1) + g′(1)
∫ 1
0
ft(x) dν(t). (24)
where ft is the rational function defined in (6).
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The logarithm function corresponds to the case where the measure ν, in (24), is the Lebesgue
measure on [0, 1]. One corollary of Lo¨wner’s theorem is that any operator monotone function on
R++ is necessarily operator concave, since the ft are operator concave, as we already saw. Given an
operator monotone function g : R++ → R (which is necessarily also operator concave) one can apply
Gaussian quadrature on (24) (with respect to the measure ν) to obtain a rational approximation of
g. If we use m quadrature nodes, we denote the corresponding rational function rm. In Appendix B,
we establish an error bound on the resulting approximation, which allows us to prove the following
general theorem on semidefinite approximations of operator monotone functions.
Theorem 5 (Semidefinite approximation of operator monotone functions). Let g : R++ → R be an
operator monotone (and hence operator concave) function and let a > 1. Then for any  > 0 there
is a rational function r such that |r(x) − g(x)| ≤  for all x ∈ [1/a, a], and r has a semidefinite
representation of size O(log(1/)).
Proof. We show that r = rm has the desired properties. In Appendix B, Equation (42), we show
that the error |rm(x)− g(x)| for x ∈ [1/a, a] decays linearly in m, i.e., is O(ρm) for some constant
0 < ρ < 1 depending on a. In other words if we take m = O(log(1/)) we get |rm(x) − g(x)| ≤ 
for all x ∈ [1/a, a]. Since each rational function ft has a semidefinite representation of size 2 × 2
(see (7)) it follows that rm has a semidefinite representation of size O(m) = O(log(1/)) as a sum
of m such functions.
The approximation r we produce in Theorem 5 is also operator monotone and operator con-
cave, and can be used to approximate the matrix hypograph of g, as well as its noncommutative
perspective, just like for the logarithm function. The following result quantifies the error for the
approximation of the cone Kng (defined in (23)) we obtain this way.
Theorem 6 (Approximation error for Kng ). Let a > 1 and  > 0 and let g : R++ → R be operator
monotone (and hence operator concave). Then there exists m with m = O(loge(1/)) such that:
1. if 0 ≺ a−1Y  X  aY and (X,Y, T ) ∈ Kng then (X,Y, T +X) ∈ Knrm
2. if 0 ≺ a−1Y ≤ X  aY and (X,Y, T ) ∈ Knrm then (X,Y, T +X) ∈ Kng .
Proof. The proof is a straightforward matrix generalization of the proof of Theorem 2. We establish
only the first statement, since the second is similar.
If 0 ≺ a−1Y  X  aY then a−1I  X−1/2Y X−1/2  aI. By Theorem 5 there is m =
O(loge(1/)) such that |rm(x) − g(x)| ≤ . Hence −rm(X−1/2Y X−1/2) + g(X−1/2Y X−1/2)  I
and so, multiplying on the left and right by X1/2, we see that −Prm(X,Y ) +Pg(X,Y )  X. Since
(X,Y, T ) ∈ Kng , it follows that −Pg(X,Y )  T and so that −Prm(X,Y )  T + X. This shows
that (X,Y, T + X) ∈ Knrm .
Theorem 5 shows that, by just using Gaussian quadrature on (24), we can get semidefinite
approximations of size O(log(1/)) for any operator monotone function g : R++ → R. In the
next section we will see that if the function g satisfies additional functional relations, then we
can obtain approximations of order O(
√
log(1/)) or smaller. Before doing so, we consider certain
positive-valued functions that will be useful later.
Positive-valued functions In the special case when g takes only positive values, one can prove
(see Appendix D) an alternative integral representation, that has additional nice properties and
takes the form
g(x) = g(0) + (g(1)− g(0))
∫ 1
0
f+t (x) dµ(t). (25)
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Here, µ is a probability measure on [0, 1] and f+t is the rational function f
+
t (x) = ((1 − t)x−1 +
t)−1. The main advantage of using this new integral representation instead of (24), is that the
noncommutative perspective of f+t is monotone with respect to both arguments, unlike ft. This
means that the perspective Pg of any positive operator monotone function g, is monotone with
respect to both arguments. Approximating g by applying quadrature to (25) ensures this property
is preserved.
Examples The function g(x) = x1/2 is known to be operator monotone and has the integral
representation (25) with the measure µ given by the arcsine distribution:
dµ(t) =
dt
pi
√
t(1− t) . (26)
Another function known to be operator monotone is g(x) = (x − 1)/ log(x). In this case one can
show that the measure µ in (25) is:
dµ(t) =
dt
t(1− t)(pi2 + [log (1−tt )]2) . (27)
More information about operator monotone functions and their integral representations can be
found in the books by Bhatia [Bha09, Bha13].
4.2 Improved approximations via functional equations
The functional equation log(x1/2) = (1/2) log(x) for the logarithm gives rise to a functional equation
for the perspective, Plog(x, y) = y log(x/y), of the logarithm. Indeed if we define
Φ : R2++ → R2++ by Φ(x, y) = (2
√
xy, 2y) then Plog ◦ Φ = Plog.
In Section 2 we constructed rational approximations rm for the logarithm, and then improved the
approximation quality by successive square-rooting, defining rm,k(x) = 2
krm(x
1/2k). At the level
of perspectives, we have that
Prm,k(x, y) = 2
ky rm
(
x1/2
k
y1/2k
)
= 2ky rm
(
2kx1/2
k
y1−1/2k
2ky
)
= Prm(Φ
(k)(x, y))
where Φ(k) denotes the composition of Φ with itself k times.
A similar approach is possible for operator monotone functions g : R++ → R++, that satisfy a
functional equation of the form Pg ◦Φ = Pg, as long as Φ has certain monotonicity and contraction
properties. In these cases, we can obtain semidefinite representable approximations to g that have
smaller descriptions, for a given approximation accuracy, than the approximations by rational
functions given in Theorem 5. We make this precise in Theorem 7 to follow. For simplicity of
notation, we work in the scalar setting, but our arguments all extend to the matrix setting.
Examples of operator monotone functions obeying a functional equation of the desired form
come from the logarithmic mean and the arithmetic-geometric mean.
Logarithmic mean In Section 4.1 we saw that the function g(x) = x−1log(x) is operator monotone.
Its perspective is the logarithmic mean:
Pg(x, y) =
x− y
log(x)− log(y) ,
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a function that arises naturally in problems of heat transfer, and in the Riemannian geometry
of positive semidefinite matrices (see, e.g., [Bha09, Section 4.5]). If we define Φ(x, y) =
((x+
√
xy)/2, (y +
√
xy)/2) then the logarithmic mean obeys the functional equation:
Pg(Φ(x, y)) =
(x− y)/2
log
(
x+
√
xy
y+
√
xy
) = x− y
log(x/y)
= Pg(x, y). (28)
The logarithmic mean also satisfies other functional equations that are closely related to
Borchardt’s algorithm and variants [Car72] for computing the logarithm. These could also
be used in the present context, but we focus on (28) for simplicity.
Arithmetic-geometric mean (AGM) The arithmetic-geometric mean of a pair of positive scalars
x, y, is defined as the common limit of the pair of (convergent) sequences x0 = x, y0 = y,
xk+1 =
xk + yk
2
and yk+1 =
√
xkyk.
This limit is denoted AGM(x, y), and is the perspective of the positive, operator monotone
function, g(x) = AGM(x, 1). Remarkably (see, e.g., [Cox04, Equation (1.7)]), the arithmetic-
geometric mean is related to the complete elliptic integral of the first kind, K(x), via
AGM(1 + x, 1− x) = pi
2
1
K(x)
.
Since it is defined as the limit of an iterative process, if Φ(x, y) = ((x+ y)/2,
√
xy) then
AGM(Φ(x, y)) = AGM((x+ y)/2,
√
xy) = AGM(x, y).
More examples can be obtained by considering operator monotone functions constructed via oper-
ator mean iterations, discussed, for instance, in [BP13].
4.2.1 Structure of approximations
Suppose g : R++ → R++ is positive and operator monotone, and let r+m be the rational, positive,
operator monotone approximation to g obtained by applying Gaussian quadrature (with respect
to the measure µ) to the integral representation (25). If, in addition, Pg ◦ Φ = Pg for some map
Φ : R2++ → R2++, then we can define a two-parameter family of approximations by
Prm,k = Pr+m ◦ Φ(k). (29)
It makes sense to do this as long as Φ maps points ‘closer’ to the ray generated by (1, 1) (in a way
made precise in Theorem 7, to follow), and the approximation r+m of g is accurate near x = 1.
From now on we assume that Φ has the form
Φ(x, y) = (Ph1(x, y), Ph2(x, y)), (30)
where h1, h2 : R++ → R++ are positive, operator monotone, functions. Observe that Φ has this
form for the examples of the logarithmic mean and the arithmetic-geometric mean. If Φ has the
form (30), then Prm,k(x, y) (defined in (29)) is positive, jointly concave, and jointly monotone for
all k ≥ 0 and m ≥ 1. In particular, these monotonicity and concavity properties ensure that the
cones Km,k := Krm,k can be (recursively) expressed as Km,0 = Kr+m and
Km,k = {(x, y, τ) ∈ R2++×R : ∃u1, u2 ∈ R s.t. Ph1(x, y) ≥ u1, Ph2(x, y) ≥ u2, (u1, u2, τ) ∈ Km,k−1}
for all k ≥ 1. If the cones Kh1 and Kh2 associated with h1 and h2 have semidefinite descriptions of
size s1 and s2 respectively, then Km,k has a semidefinite description of size 2m+ k(s1 + s2).
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4.2.2 Approximation error
The following result shows that if Φ has contraction and monotonicity properties, we can obtain
smaller semidefinite approximations of nonnegative operator monotone functions g satisfying a
functional equation of the form Pg ◦ Φ = Pg. It allows us to get semidefinite approximations of
size O(
√
log(1/)) if Φ contracts at a linear rate, and O(log log(1/)) if Φ contracts quadratically,
where  is the approximation accuracy.
Theorem 7. Let g, h1, h2 : R++ → R++ be operator monotone (and hence operator concave)
functions such that
Pg(Ph1(x, y), Ph2(x, y)) = Pg(x, y) for all x, y ∈ R++.
Suppose that h1 and h2 are semidefinite representable.
If there exists a constant c > 1 such that∣∣∣∣log(Ph1(x, y)Ph2(x, y)
)∣∣∣∣ ≤ 1c
∣∣∣∣log(xy
)∣∣∣∣ for all x, y ∈ R++ (31)
then for any a > 1 and any  > 0 there is a function r such that |r(x)−g(x)| ≤  for all x ∈ [1/a, a]
and r has a semidefinite representation of size O(
√
logc(1/)).
If, in addition, there exists a constant c0 > 1 such that∣∣∣∣log(Ph1(x, y)Ph2(x, y)
)∣∣∣∣ ≤ 1c0
∣∣∣∣log(xy
)∣∣∣∣2 for all x, y ∈ R++ (32)
then for any a > 1 and any  > 0 there is a function r such that |r(x)−g(x)| ≤  for all x ∈ [1/a, a]
and r has a semidefinite representation of size O(log2 logc0(1/)).
Proof. We provide a proof in Appendix B.2.3. In each case we choose r to be of the form
rm,k(x) = Prm,k(x, 1) (defined in (29)) for sufficiently large m and k, and use the fact that rm,k has
a semidefinite representation of size O(m+ k).
Remark 2. The condition (31) says that dH(Φ(x, y), (1, 1)) ≤ c−1dH((x, y), (1, 1)) where dH(·, ·) is
the Hilbert metric on rays of the cone R2++ (see, e.g., [Bus73]). This is the precise sense in which
Φ maps points ‘closer’ to the ray generated by (1, 1).
We now apply the theorem to the logarithmic mean and the arithmetic-geometric mean.
Logarithmic mean In this case g(x) = x−1log(x) , h1(x) = (x+
√
x)/2, and h2(x) = (1 +
√
x)/2. By
a direct computation we see that∣∣∣∣log(Ph1(x, y)Ph2(x, y)
)∣∣∣∣ = ∣∣∣∣log(x+√xyy +√xy
)∣∣∣∣ = ∣∣∣∣log(√xy ·
√
x+
√
y√
y +
√
x
)∣∣∣∣ = 12
∣∣∣∣log(xy
)∣∣∣∣ for all x, y > 0.
Theorem 7 tells us that given a > 1, there is a function r : R++ → R++ with a semidefinite
representation of size O(
√
log2(1/)), such that |r(x)− (x− 1)/ log(x)| ≤  for all x ∈ [1/a, a].
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Arithmetic-Geometric mean In this case g(x) = AGM(x, 1), h1(x) = (x+ 1)/2, and h2(x) =√
x. Then∣∣∣∣log(Ph1(x, y)Ph2(x, y)
)∣∣∣∣ = ∣∣∣∣log(x+ y√xy
)∣∣∣∣ = ∣∣∣∣log cosh(12 log(x/y)
)∣∣∣∣ for all x, y > 0.
Furthermore, since log cosh(z) ≤ |z| for all z and log cosh(z) ≤ z2/2 for all z, it follows that∣∣∣∣log(Ph1(x, y)Ph2(x, y)
)∣∣∣∣ ≤ 12
∣∣∣∣log(xy
)∣∣∣∣ and ∣∣∣∣log(Ph1(x, y)Ph2(x, y)
)∣∣∣∣ ≤ 18
∣∣∣∣log(xy
)∣∣∣∣2 for all x, y > 0.
Theorem 7 tells us that given a > 1, there is a function r : R++ → R++ with a semidefinite
representation of size O(log2 log8(1/)) such that |r(x)−AGM(x, 1)| ≤  for all x ∈ [1/a, a].
Remark 3. As stated, both the construction of the functions rm,k in Section 4.2.1, and the state-
ment of Theorem 7, are only valid when g takes positive values. If g is operator monotone but not
positive-valued (as is the case for the logarithm), similar results apply if certain modifications are
made. First, the rational functions rm (from Section 4.1) should be used in place of r
+
m in (29).
Second, we need the additional assumption that the second argument of Φ is linear (i.e., h2(x) is
affine). This is required because Prm is, in general, not monotone in its second argument.
5 Numerical experiments
We first evaluate our approximation method for the scalar relative entropy cone, and compare it with
the successive approximation scheme of CVX, to solve maximum entropy problems and geometric
programs. To assess the quality of the returned solutions, we use the solver Mosek [ApS15],
which has a dedicated routine for entropy problems and geometric programming (mskenopt and
mskgpopt respectively). Note, however, that this solver only deals with scalar problems, and has
no facility for matrix problems involving quantum relative entropy, for instance. To evaluate our
method for matrices, we test it on a variational formula for trace. More numerical experiments
using CvxQuad related to problems in quantum information theory appear in [FF17].
5.1 Entropy problems
We consider optimization problems of the form
maximize −∑ni=1 xi log(xi)
subject to Ax = b
x ≥ 0
(A ∈ R`×n, b ∈ R`) (33)
and we compare the performance of our method with the successive approximation scheme imple-
mented in CVX. Table 2 shows the results of the comparison for randomly generated data A ∈ R`×n
and b ∈ R` of different sizes. We use the solution returned by the built-in maximum entropy solver in
Mosek (mskenopt) as “true solution” and we measure the quality of either approximation method
(successive approximation or ours) via the gap between optimal values. We use the notation psa
and pPade respectively for the optimal values returned by the successive approximation scheme and
our method.
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Successive approximation
(CVX)
Pade´ approximation
(this paper)
n ` time (s) accuracy time (s) accuracy |psa − pPade|
50 25 0.34 s 1.065e-05 0.32 s 1.719e-06 8.934e-06
100 50 0.52 s 1.398e-06 0.34 s 2.621e-06 1.222e-06
200 100 1.10 s 6.635e-06 0.88 s 2.767e-06 3.868e-06
400 200 3.38 s 2.662e-05 0.72 s 1.164e-05 1.498e-05
600 300 9.14 s 2.927e-05 1.84 s 2.743e-05 1.843e-06
1000 500 52.40 s 1.067e-05 3.91 s 1.469e-04 1.362e-04
Table 2: Maximum entropy optimization (33) via our method and the successive approximation
scheme of CVX on different random instances. We see that our method can be much faster than
the successive approximation method while having the same accuracy. The accuracy of the different
methods is measured via the difference |p − pMosek| where pMosek is the optimal value returned
by the built-in Mosek solver for maximum entropy problems (mskenopt), and p is the optimal
value returned by the considered approximation method. For our method we used the parameters
(m, k) = (3, 3). The last column also gives the gap between the optimal value returned by the two
different approximation methods.
5.2 Geometric programming
We consider now geometric programming [BKVH07] problems of the form:
minimize
∑w0
k=1 c0,kx
a0,k
subject to
∑wj
k=1 cj,kx
aj,k ≤ 1, j = 1, . . . , `
x ≥ 0
(34)
where x ∈ Rn is the decision variable. For a ∈ Rn++ the notation xa indicates xa :=
∏n
i=1 x
ai
i . The
coefficients cj,k are assumed to be positive. Such problems can be converted into conic problems
over the relative entropy (exponential) cone using the change of variables yi = log xi. The cur-
rent version of CVX (CVX 2.1) uses the successive approximation technique to deal with such
problems. Our method based on Pade´ approximations can also be used in this case to obtain
accurate approximations. We note that the solver Mosek has a dedicated routine for geometric
programming (mskgpopt).
Table 3 shows a comparison of our method with the successive approximation method for
randomly generated instances of (34). The instances were generated using the mkgp script contained
in the ggplab package available at https://stanford.edu/~boyd/ggplab/.
5.3 Variational formula for trace
We now evaluate our method for matrix functions. We consider the following variational expression
for the trace function which appears in [Tro12, Lemma 6]. For any Y  0
Tr[Y ] = max
X0
(Tr[X]−D(X‖Y )) (35)
where D is the quantum relative entropy function (2). We generate random positive definite
matrices Y and compare the solution of the right-hand side of (35) with Tr[Y ]. The right-hand
side of (35) can be implemented using the CVX code shown in Table 4. The results of running
this piece of code using solver SDPT3 are shown in Table 4.
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Successive approximation
(CVX)
Pade´ approximation
(this paper)
n ` sp time (s) accuracy time (s) accuracy |psa − pPade|
50 50 0.3 1.28 s 2.509e-07 0.94 s 2.106e-06 1.856e-06
50 100 0.3 1.78 s 2.045e-05 1.03 s 3.122e-05 1.077e-05
100 100 0.1 1.57 s 4.759e-06 1.16 s 5.197e-06 4.383e-07
100 150 0.1 3.60 s 8.484e-06 1.60 s 2.240e-06 6.244e-06
100 200 0.1 7.60 s 1.853e-06 2.69 s 3.769e-06 1.916e-06
200 200 0.1 7.47 s 2.441e-07 3.72 s 7.505e-07 9.945e-07
200 400 0.1 42.71 s 3.666e-06 14.36 s 2.855e-06 6.521e-06
200 600 0.1 184.33 s 7.899e-06 35.45 s 4.480e-06 3.419e-06
Table 3: Geometric programming (34) using our method (with (m, k) = (3, 3)) and the successive
approximation scheme of CVX, on different random instances. The column “sp” indicates the
sparsity of the power vectors aj,k (i.e., how many variables appear in each monomial terms). Also
we used w0 = w1 = · · · = w` = 5 (i.e., the posynomial objective as well as the posynomial
constraints all have 5 terms). Accuracy is measured via absolute error between the optimal value
returned by the approximation and the built-in Mosek solver for geometric programs (mskgpopt).
1 cvx_begin
2 variable X(n,n) symmetric
3 maximize (trace(X) - quantum_rel_entr(X,Y))
4 cvx_end
n time (s) accuracy
5 2.37 s 1.143e-06
10 4.32 s 2.844e-06
15 9.56 s 4.732e-06
20 24.39 s 7.537e-06
25 77.02 s 9.195e-06
30 163.07 s 1.290e-05
Table 4: Result of solving the optimization problem (35) for different Hermitian positive definite
matrices Y of size n × n with Tr[Y ] = 1. The problems were implemented using CVX as shown
above and solved using SDPT3. The accuracy column reports the quantity |p − 1| where p is the
optimal value returned by the solver (note that the matrix Y is sampled to have trace one).
6 Discussion
Lower bounds It would be interesting to know what is the smallest possible second-order cone
program that can approximate logarithm to within a fixed  > 0. To formalize this question, let
Fs be the class of concave functions on R++ that admit a second-order cone representation of size
at most s.
Given  > 0 what is the smallest s = s() such that there exists f ∈ Fs with
maxx∈[1/e,e] |f(x)− log(x)| ≤ ? (36)
Recall, from Theorem 1, that our construction yields s() = O(
√
log(1/)). This rate results from
the combination of Pade´ approximation with successive square rooting. It would be interesting to
produce lower bounds on s().
More generally one can define a notion of -approximate extension complexity of a concave
function g : [a, b] → R in a similar way as (36). Well-known results in classical approximation
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theory relate the approximation quality using polynomials and rational functions of given degree
to the smoothness of g. A natural question is to understand what corresponding properties of a
concave function make it more or less difficult to approximate using second-order programs. We
have phrased the question here in terms of second-order cone representations for concreteness but
the same question for linear programming and semidefinite programming can also be considered.
Smaller semidefinite approximations for quantum relative entropy The approximations
for the epigraph of the quantum relative entropy D(A‖B) we constructed in Section 3.3 involve
linear matrix inequalities of size O(n2) (where n is the size of the matrices A,B). Is it possible
to obtain approximations, of similar quality, to the quantum relative entropy using linear matrix
inequalities of size O(n)?
Self-concordant barriers for the operator relative entropy cone A natural approach to
conic optimization over the scalar relative entropy cone (or, equivalently, the exponential cone) is
to use an interior point method that works directly with an efficiently computable self-concordant
barrier for the cone (such as the barrier introduced by Nesterov [Nes06]). Examples of such solvers
include the extension of ECOS [DCB13] to the exponential cone [Ser15], and the solver developed by
Skajaa and Ye [SY15]. We are not aware, however, of any barrier for the operator relative entropy
cone that is known to be efficiently computable and self-concordant. If we had such a barrier, it
could be used directly to solve conic optimization problems over the operator relative entropy cone
using interior point methods, as an alternative to the semidefinite approximation-based approaches
developed in this paper.
Approximating other families of convex functions via quadrature One of the basic ideas
of this paper is that if we can express a convex (or concave) function as g(x) =
∫ β
α K(x, t) dµ(t),
where x 7→ K(x, t) has a simple semidefinite representation for fixed t, then we can obtain a
semidefinite approximation of g by quadrature. Operator monotone functions on R++, such as
the logarithm, are just one class of functions with such a representation. Other such families of
functions include Stieltjes functions, and certain hypergeometric functions. For instance Stieltjes
functions on R++ have the form g(x) =
∫∞
0
1
x+tdµ(t). Hypergeometric functions 2F1(a, b; c;x) for
x < 1 and b, c > 0 have the form 2F1(a, b; c;x) =
1
B(b,c−b)
∫ 1
0 t
b−1(1 − t)c−b−1(1 − xt)−a dt where
B(·, ·) is the beta function. We expect such integral representations to be helpful in the study of
approximate extension complexity of functions.
Free semidefinite representation The semidefinite representation given in this paper of the
hypograph of ft (see (12)) is a “free linear matrix inequality” representation in the sense of [HKM17].
This is one reason why our representations also work for the noncommutative perspective of ft.
In fact one can show that if an operator concave function f admits a free linear matrix inequality
representation, then the noncommutative perspective of f also has a free linear matrix inequality
representation. An interesting question would be to understand the class of operator concave
functions that admit a free LMI representation.
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A Background on approximation theory
Gaussian quadrature A quadrature rule is a method of approximating an integral with a
weighted sum of evaluations of the integrand. A quadrature rule is determined by the evalua-
tion points, called nodes, and the weights of the weighted sum. Given a measure ν supported on
[−1, 1], a quadrature rule gives an approximation of the form∫ 1
−1
h(t) dν(t) ≈
m∑
j=1
wjh(tj) (37)
where the tj ∈ [−1, 1] are the nodes and the wj are the weights. A Gaussian quadrature is a
choice of nodes t1, . . . , tm ∈ (−1, 1) and positive weights w1, . . . , wm that integrates all polynomials
of degree at most 2m − 1 exactly. For example, when ν is the uniform measure on [−1, 1], such
a quadrature rule is known as Gauss-Legendre quadrature, and the nodes and weights can be
computed for example by an eigenvalue decomposition of the associated Jacobi matrix, see e.g.,
[Tre08, Section 2].
Pade´ approximants Pade´ approximants are approximations of a given univariate function, an-
alytic at a point x0, by rational functions. More precisely, the (m,n)-Pade´ approximant of h at
x0 is the rational function p(x)/q(x) such that p is a polynomial of degree m, q is a polynomial of
degree n, and the Taylor series expansion of the error at x0 is of the form
h(x)− p(x)
q(x)
= (x− x0)s
∑
k≥0
ak(x− x0)k
for real numbers ak and the largest possible positive integer
2 s. Expressed differently, p and q are
chosen so that the Taylor series of p(x)/q(x) at x0 matches as many Taylor series coefficients of h
at x0 as possible (and at least the first m+ n+ 1 coefficients).
B Properties and error bounds of Gaussian quadrature-based ap-
proximations
Assume g : R++ → R is a function with an integral representation
g(x) = g(1) + g′(1)
∫ 1
0
ft(x)dν(t) (38)
where ν is a probability measure on [0, 1] and ft(x) =
x−1
1+t(x−1) . The case g = log corresponds to
ν being the Lebesgue measure on [0, 1]. In this appendix we show that the rational approximation
obtained by applying Gaussian quadrature on (38) coincides with the Pade´ approximant of g at
x = 1. We also derive error bounds on the quality of this rational approximation. Note that
functions of the form (38) are precisely operator monotone functions, by Lo¨wner’s theorem (see
Section 4.1).
Let rm be the rational approximant obtained by using Gaussian quadrature on (38):
rm(x) = g(1) + g
′(1)
m∑
i=1
wifti(x) (39)
where wi > 0, ti ∈ [0, 1] are the Gaussian quadrature weights and nodes for the measure ν.
2This last requirement is to ensure uniqueness.
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B.1 Connection with Pade´ approximant
We first show that the function rm coincides with the Pade´ approximant of g at x = 1. The special
case g = log was established in [DMP96, Theorem 4.3].
Proposition 5. Assume g : R++ → R has the form (38) and let rm be the rational approximation
obtained via Gaussian quadrature as in (39). Then rm is the (m,m) Pade´ approximant of g at
x = 1.
Proof. First we note that ft(x) admits the following series expansion, valid for |x− 1| < 1|t| :
ft(x) =
x− 1
t(x− 1) + 1 = (x− 1)
∞∑
k=0
(−1)ktk(x− 1)k.
Let νm =
∑m
i=1wiδti be the atomic measure on [0, 1] corresponding to Gaussian quadrature applied
to ν. By definition of Gaussian quadrature, νm matches all moments of ν up to degree 2m− 1, i.e.,∫ 1
0 p(t) dν(t) =
∫ 1
0 p(t) dνm(t) for all polynomials p of degree at most 2m− 1. It thus follows that
g(x)− rm(x) = g′(1)(x− 1)
∞∑
k=2m
(−1)k(x− 1)k
[∫ 1
0
tk dν(t)−
∫ 1
0
tk dνm(t)
]
,
establishing that rm matches the first 2m Taylor series coefficients of g at x = 1. Since rm has
numerator and denominator degree m, it is the (m,m)-Pade´ approximant of g at x = 1.
B.2 Error bounds
In this section we derive an error bound on the approximation quality |g(x) − rm(x)|. To do this
we use standard methods as described, e.g., in [Tre13]. This error is essentially controlled by the
decay of the Chebyshev coefficients of the integrand. For the rational functions ft one can compute
these coefficients exactly.
B.2.1 Quadrature error bounds for operator monotone functions
To appeal to standard arguments, it is easiest to rewrite the integrals of interest over the interval
[−1, 1] by the transformation t 7→ 1− 2t mapping [0, 1] to [−1, 1]. To this end, let
f˜t(x) := f 1−t
2
(x) =
2
x+1
x−1 − t
.
Let Tk(t) denote the kth Chebyshev polynomial. We start by explicitly computing the Cheby-
shev expansion of f˜t(x) for fixed x, i.e., we find the coefficients ak(x) of f˜t(x) =
∑∞
k=0 ak(x)Tk(t).
To do this, we first define hρ(t) =
2
(ρ+ρ−1)/2−t and observe that with the substitution ρ =
√
x−1√
x+1
we
have that f˜t(x) = hρ(t) and that x > 0 if and only if −1 < ρ < 1. We can compute the Chebyshev
expansion of hρ(t) by observing that the generating function of Chebyshev polynomials is (see e.g.,
[Tre13, Exercise 3.14])
∞∑
k=0
ρkTk(t) =
1− ρt
1− 2ρt+ ρ2 =
1
2
+
ρ−1 − ρ
8
hρ(t).
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It then follows that the Chebyshev expansion of hρ(t) is
hρ(t) =
2
(ρ+ ρ−1)/2− t =
8
ρ−1 − ρ
[
1
2
+
∞∑
k=1
ρkTk(t)
]
. (40)
Since 8
ρ−1−ρ = 2(
√
x− 1/√x), the Chebyshev expansion of f˜t(x) is
f˜t(x) =
2
x+1
x−1 − t
= 2
(√
x− 1/√x) [1
2
+
∞∑
k=1
(√
x− 1√
x+ 1
)k
Tk(t)
]
. (41)
We are now ready to state an error bound on the approximation quality |g(x) − rm(x)|. Our
arguments are standard, and follow closely the ideas described in [Tre13].
Proposition 6. Let g : R++ → R be a function with an integral representation (38) and let rm
be the rational approximation obtained by applying Gaussian quadrature as in (39). If m ≥ 1 and
x > 0 then
|g(x)− rm(x)| ≤ 4g′(1)|
√
x− 1/√x|
∣∣∣√x−1√x+1 ∣∣∣2m
1−
∣∣∣√x−1√x+1 ∣∣∣ . (42)
If ν is invariant under the map t 7→ 1− t (i.e., g(x−1) = −g(x)) then this can be improved to
|g(x)− rm(x)| ≤ g′(1)
∣∣√x− 1/√x∣∣2 ∣∣∣∣√x− 1√x+ 1
∣∣∣∣2m−1 . (43)
Finally, rm(x) ≥ g(x) for all 0 < x ≤ 1 and rm(x) ≤ g(x) for all x ≥ 1.
Proof. Let ν˜ be the measure on [−1, 1] obtained from ν by changing variables t ∈ [0, 1] 7→ 1− 2t ∈
[−1, 1] so that g(x) = g(0) + g′(1) ∫ 1−1 f˜t(x)dν˜(t). Let ν˜m be the atomic measure supported on m
points obtained by applying Gaussian quadrature on ν. Finally let the Chebyshev expansion of
f˜t(x) be
∑∞
k=0 ak(x)Tk(t). Since
∫ 1
−1 Tk(t) dν˜(t) =
∫ 1
−1 Tk(t) dν˜m(t) for k ≤ 2m− 1,
|g(x)− rm(x)| = g′(1)
∣∣∣∣∣
∞∑
k=2m
ak(x)
[∫ 1
−1
Tk(t) dν˜(t)−
∫ 1
−1
Tk(t) dν˜m(t)
]∣∣∣∣∣ .
For k ≥ 2, we have that ak(x) = 2(
√
x − 1/√x)
(√
x−1√
x+1
)k
(see (41)). So using the fact that ν˜ and
ν˜m are probability measures (when m ≥ 1), together with the fact that |Tk(t)| ≤ 1 for t ∈ [−1, 1],
the triangle inequality gives
|g(x)− rm(x)| ≤ 4g′(1)|
√
x− 1/√x|
∞∑
k=2m
∣∣∣∣√x− 1√x+ 1
∣∣∣∣k = 4g′(1)|√x− 1/√x|
∣∣∣√x−1√x+1 ∣∣∣2m
1−
∣∣∣√x−1√x+1 ∣∣∣ .
If the measure ν is invariant under the map t 7→ −t then the same is true of νm (see, e.g., [MS14]).
Since f˜t(x
−1) = −f˜−t(x) it follows that rm(x−1) = −rm(x). Furthermore,∫ 1
−1
T2k+1(t) dν˜(t) =
∫ 1
−1
T2k+1(t) dν˜m(t) = 0 for all non-negative integers k
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because Chebyshev polynomials of odd degree are odd functions. In this case only the even Cheby-
shev coefficients contribute to the error bound so
|g(x)− rm(x)| ≤ 4g′(1)|
√
x− 1/√x|
∞∑
k=m
∣∣∣∣√x− 1√x+ 1
∣∣∣∣2k = g′(1)|√x− 1/√x|2 ∣∣∣∣√x− 1√x+ 1
∣∣∣∣2m−1 .
To establish inequalities between rm(x) and g(x), we use an alternative formula for the error
obtained by approximating an integral via Gaussian quadrature. Since t 7→ f˜t(x) has derivatives of
all orders, one can show (see, e.g., [SB02, Theorem 3.6.24]) that there exists τ ∈ [−1, 1] and κ ≥ 0
such that
g(x)− rm(x) = κ
(2m)!
∂2m
∂t2m
f˜τ (x) =
κ(
x+1
x−1 − τ
)2m+1 .
If x ∈ (0, 1) then 1+x1−x − τ < 0 for all τ ∈ [−1, 1] and so g(x) − rm(x) < 0. If x ∈ (1,∞) then
1+x
1−x − τ > 0 for all τ ∈ [−1, 1] and so g(x)− rm(x) > 0. If x = 1 then g(x) = rm(x).
Very similar bounds hold for the error between g : R++ → R++, a positive operator monotone
function, and r+m, the rational approximation obtained by applying Gaussian quadrature to the
integral representation in (25). Indeed if m ≥ 1 and x > 0,
∣∣g(x)− r+m(x)∣∣ ≤ 4(g(1)− g(0))√x
∣∣∣√x−1√x+1 ∣∣∣2m
1−
∣∣∣√x−1√x+1 ∣∣∣ . (44)
We omit the proof, since it follows the same basic argument as the proof of (42), together with the
observation that f+t (x) =
x
x−1ft(x).
B.2.2 The special case of log: proofs of Proposition 1 and Theorem 1
Proof of Proposition 1. The function g(x) = log(x) has an integral representation (38) where the
measure ν is the uniform measure on [0, 1], which is invariant under the map t 7→ 1−t. Proposition 6
tells us that, for any x > 0,
| log(x)− rm(x)| ≤ |
√
x− 1/√x|2
∣∣∣∣√x− 1√x+ 1
∣∣∣∣2m−1 . (45)
The error between log(x) = 2k log(x1/2
k
) and rm,k(x) = 2
krm(x
1/2k) can be obtained by evaluating
at x1/2
k
and scaling by 2k to obtain
| log(x)− rm,k(x)| ≤ 2k|
√
κ− 1/√κ|2
∣∣∣∣√κ− 1√κ+ 1
∣∣∣∣2m−1 . (46)
where κ = x1/2
k
. By using the fact that∣∣∣∣√κ− 1√κ+ 1
∣∣∣∣ = ∣∣∣∣tanh(14 log(κ)
)∣∣∣∣ ≤ 12k+2 | log(x)|
we can write this as a bound on relative error as
| log(x)− rm,k(x)| ≤ | log(x)|
∣∣∣∣√κ− 1/√κ2
∣∣∣∣2 ∣∣∣∣√κ− 1√κ+ 1
∣∣∣∣2(m−1) .
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Asymptotic behavior of (46): Since κ = x1/2
k
= e2
−k log(x), we can rewrite the right-hand side
of (46) as
2k
[
2 sinh(2−(k+1) log(x))
]2 [
tanh(2−(k+2) log(x))
]2m−1
.
Since sinh2(2x) tanh2m−1(x) = 4x2m+1 +O(x2m+3), we have that
2k
[
2 sinh(2−(k+1) log(x))
]2 [
tanh(2−(k+2) log(x))
]2m−1  4 · 4−m(k+2) log(x)2m+1 (k →∞).
Proof of Theorem 1. The function r is chosen to be of the form rm,k for certain m and k. In
particular we can choose k = k1 + k2, with k1 = dlog2 loge(a)e + 1, k2 being the smallest even
integer larger than
√
log2(32 loge(a)/), and with m = k2/2. The function rm,k has a semidefinite
representation of size m+ k (as a special case of Theorem 3 in Section 3), which is O(
√
loge(1/))
for fixed a. It remains to establish the error bound. To do so, we first note that x1/2
k1 < 1 for all
x ∈ [1/a, a]. Then, for all x ∈ [1/a, a],
|rm,k(x)− log(x)| ≤ 2k|x1/2k+1 − x−1/2k+1 |2
∣∣∣∣∣x1/2
k+1 − 1
x1/2k+1 + 1
∣∣∣∣∣
2m−1
= 2k+2 sinh2
(
1
2k2+1
loge(x
1/2k1 )
)
tanh2m−1
(
1
2k2+2
loge(x
1/2k1 )
)
≤ 8 · 2k1−12k2 sinh2(1/2k2+1) tanh2m−1(1/2k2+2)
≤ 8 loge(a)2k22−(k2+2)(2m−1)
≤ .
Here, the second last equality holds because sinh(1/2)2 ≤ 1, tanh(x) ≤ x for all x ≥ 0, and
2k1−1 ≤ loge(a) (by our choice of k1). The last inequality holds by our choice of m and k2.
B.2.3 Proof of Theorem 7
Proof of Theorem 7. The function r is of the form rm,k defined by (29) for particular values of the
parameters m and k. Throughout the proof, for convenience of notation, let (xk, yk) = Φ
(k)(x, y)
for k ≥ 0. The error bound (44) of Appendix B.2 shows that for any x, y > 0:
|yrm,k(x/y)− yg(x/y)| = |ykr+m(xk/yk)− ykg(xk/yk)|
≤ 4(g(1)− g(0))√xkyk
∣∣∣√xk−√yk√xk+√yk ∣∣∣2m
1−
∣∣∣√xk−√yk√xk+√yk ∣∣∣
= 4(g(1)− g(0))√xkyk
∣∣tanh (14 log(xk/yk))∣∣2m
1− ∣∣tanh (14 log(xk/yk))∣∣ . (47)
We will show that if Φ has the linear contraction property (31) then the bound (47) decays like
O(c−k2) for the choice of m ≈ k (that we make precise later). To establish this, we need to bound
two terms: first, if (31) holds then log(xk/yk) = O(c
−k/2) and so the numerator in (47) converges
like O(c−km) as we want. The second term that we need to control is √xkyk and one can show
that this term grows at most linearly. This is proved in the following lemma:
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Lemma 1. There is a constant b > 0 such that for any x, y > 0 satisfying a−1 ≤ x/y ≤ a we have
√
xkyk ≤ ybk(1 + a)/2 (48)
where (xk, yk) = Φ
(k)(x, y).
Proof. Since h1 and h2 are concave, they are each bounded above by their linear approximation at
x = 1. As such, Phi(x, y) ≤ h′i(1)(x − y) + hi(1)y for all x, y ∈ R++ and i = 1, 2. Summing these
two inequalities we see that
Ph1(x, y) + Ph2(x, y) ≤
[
h′1(1) + h
′
2(1)
]
x+
[
h1(1) + h2(1)− (h′1(1) + h′2(1))
]
y.
Because h1 and h2 take positive values, h1(1) ≥ h1(1)−h′1(1) ≥ 0 and h2(1) ≥ h2(1)−h′2(1) ≥ 0. As
such, if b = max{h′1(1)+h′2(1), h1(1)+h2(1)−(h′1(1)+h′2(1))}, then Ph1(x, y)+Ph2(x, y) ≤ b(x+y)
for all x, y ∈ R++. It then follows that xk + yk ≤ bk(x+ y) for all x, y ∈ R++ and so that
√
xkyk ≤ (xk + yk)/2 ≤ ybk(1 + a)/2
as desired.
Plugging (48) in (47) gives us, for any a−1 ≤ x/y ≤ a:
|rm,k(x/y)− g(x/y)| ≤ 2(g(1)− g(0))(1 + a)bk
∣∣tanh (14 log(xk/yk))∣∣
1− ∣∣tanh (14 log(xk/yk))∣∣ . (49)
Choose k to be the smallest even integer satisfying k ≥ max
{
2 logc log(a),
√
logc
(
8(g(1)−g(0))(1+a)
3
)}
and m to be the smallest integer satisfying m ≥ kmax{1, log(b)log(16)}. Note that both m and k are
O(
√
logc(1/)) when we treat a and b as constants. With these choices, and the assumption (31),
we have that bk16−m ≤ 1 and
| log(xk/2/yk/2)| ≤ c−k/2 log(a) ≤ 1 and | log(xk/yk)| ≤ c−k/2| log(xk/2/yk/2)| ≤ c−k/2.
Using the inequality | tanh(z)| ≤ |z| for all z, and setting y = 1 in the error bound (49), we have
that
|rm,k(x)− g(x)| ≤ 2(g(1)− g(0))(1 + a)b
kc−km16−m
1− 1/4 =
8(g(1)− g(0))(1 + a)
3
c−k
2 ≤ .
The size of the semidefinite representation of r = rm,k is O(m + k), if we view the size of the
semidefinite representations of h1 and h2 as being constant. Since m, k ∈ O(
√
logc(1/)) it follows
that the size of the semidefinite representation of r is also O(
√
logc(1/)).
In the case where the assumption (32) also holds, we choose m (respectively k) to be the smallest
integer (respectively even integer) satisfying
k ≥ max
{
2 logc log(a), 2 log2 logc0
(
8(g(1)− g(0))(1 + a)
3
)}
and m ≥ max
{
1,
k log(b)
log(16/c0)
}
.
Note that both m and k are O(log2 logc0(1/)). With these choices, and the assumptions (31)
and (32), we have that cm0 b
k16−m ≤ 1 and | log(xk/2/yk/2)| ≤ c−k/2 log(a) ≤ 1 and
| log(xk/yk)| ≤ c−(2
k/2−1)
0 | log(xk/2/yk/2)|2
k/2 ≤ c−(2k/2−1)0 .
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Using the inequality | tanh(z)| ≤ |z| for all z, and putting y = 1 in the error bound (49), we obtain
|rm,k(x)− g(x)| ≤ 2(g(1)− g(0))(1 + a)b
kc
−(2k/2−1)m
0 16
−m
1− 1/4
=
8(g(1)− g(0))(1 + a)
3
c−2
k/2
0 ≤ .
C Semidefinite description of ft
In this section we establish the linear matrix inequality characterization of ft given in Proposition 2.
We use the fact that if t ∈ (0, 1] then
ft(X) = (X − I) [t(X − I) + I]−1 = (I/t)− (I/t) [(X − I) + (I/t)]−1 (I/t). (50)
The characterization will follow from the following easy observation.
Proposition 7. If A+B  0 then
B −B(A+B)−1B  T ⇐⇒
[
A 0
0 B
]
−
[
T T
T T
]
 0. (51)
Proof. The proof follows by expressing the left-hand side of (51) using Schur complements, followed
by a congruence transformation:
B −B(A+B)−1B  T ⇐⇒
[
A+B B
B B − T
]
 0
⇐⇒
[
I −I
0 −I
] [
A+B B
B B − T
] [
I −I
0 −I
]T
 0
⇐⇒
[
A− T −T
−T B − T
]
 0.
Proof of Proposition 7. We need to show that
ft(X)  T ⇐⇒
[
X − I 0
0 I
]

[
T
√
tT√
tT tT
]
. (52)
The case t = 0 can be easily verified to hold. We thus assume 0 < t ≤ 1. Given the expression of
ft in Equation (50) we simply apply (51) with B = (I/t) and A = X − I. This shows that
ft(X)  T ⇐⇒
[
X − I 0
0 I/t
]
−
[
T T
T T
]
 0.
Applying a congruence transformation with the diagonal matrix diag(I,
√
tI) yields the desired
linear matrix representation (52).
We can also directly get, from Proposition 7, a semidefinite representation of the noncommu-
tative perspective of ft defined by Pft(X,Y ) = Y
1/2ft
(
Y −1/2XY −1/2
)
Y 1/2.
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Proposition 8. If t ∈ [0, 1] then the perspective Pft of ft is jointly matrix concave since
Pft(X,Y )  T and X,Y  0 ⇐⇒
[
X − Y 0
0 Y
]
−
[
T
√
tT√
tT tT
]
 0 and X,Y  0. (53)
Proof. From the definition of Pft and the expression (50) for ft it is easy to see that we have:
Pft(X,Y ) = (Y/t)− (Y/t)[(X − Y ) + (Y/t)]−1(Y/t).
The semidefinite representation (53) then follows easily by applying (51) with B = Y/t and A =
X−Y , followed by applying a congruence transformation with the diagonal matrix diag(1,√t).
D Integral representations of operator monotone functions
In this section we show how to obtain the integral representations (24) and (25) as a fairly easy
reworking of the following result.
Theorem 8 ([HP82, Theorem 4.4]). If h : (−1, 1) → R is non-constant and operator monotone
then there is a unique probability measure ν˜ supported on [−1, 1] such that
h(z) = h(0) + h′(0)
∫ 1
−1
z
1− tz dν˜(t). (54)
Suppose g : R++ → R is operator monotone. Then it is straightforward to check that h :
(−1, 1) → R defined by h(z) = g
(
1+z
1−z
)
is operator monotone and that g(x) = h
(
x−1
x+1
)
. By
applying Theorem 8 to h(z) and then evaluating at z = x−1x+1 , we obtain the integral representation
g(x) = h(0) + h′(0)
∫ 1
−1
(x− 1)
(x+ 1)− t(x− 1) dν˜(t).
Using the fact that h(0) = g(1) and h′(0) = 2g′(1), and applying a linear change of coordinates to
rewrite the integral over [0, 1], we see that there is a probability measure ν on [0, 1] such that
g(x) = g(1) + g′(1)
∫ 1
0
ft(x) dν(t). (55)
This establishes (24). If, in addition, g takes positive values, then g(0) := limx→0 g(x) ≥ 0. Hence
g(0) = g(1) + g′(1)
∫ 1
0
ft(0) dν(t) = g(1) + g
′(1)
∫ 1
0
−1
1− t dν(t) ≥ 0,
so we can define a probability measure supported on [0, 1] by dµ(t) = g
′(1)
g(1)−g(0)
(
1
1−t
)
dν(t). Then
using the fact that ft(x) =
1
1−t
[
f+t (x)− 1
]
we immediately obtain, from (55), the representation
g(x) = g(0) + (g(1)− g(0))
∫ 1
0
f+t (x) dµ(t).
This establishes (25).
28
References
[AMH12] Awad H. Al-Mohy and Nicholas J. Higham. Improved inverse scaling and squaring algo-
rithms for the matrix logarithm. SIAM Journal on Scientific Computing, 34(4):C153–
C169, 2012. 4
[ApS15] MOSEK ApS. The MOSEK optimization toolbox for MATLAB manual. Version 7.1
(Revision 28)., 2015. 17
[Bha09] Rajendra Bhatia. Positive definite matrices. Princeton University Press, 2009. 14, 15
[Bha13] Rajendra Bhatia. Matrix analysis, volume 169. Springer Science & Business Media,
2013. 14
[BKVH07] Stephen Boyd, Seung-Jean Kim, Lieven Vandenberghe, and Arash Hassibi. A tutorial
on geometric programming. Optimization and engineering, 8(1):67–127, 2007. 18
[BP13] A´da´m Besenyei and De´nes Petz. Successive iterations and logarithmic means. Operators
and Matrices, 7(1):205–218, 2013. 15
[BPT13] Grigoriy Blekherman, Pablo A. Parrilo, and Rekha R. Thomas. Semidefinite optimiza-
tion and convex algebraic geometry. SIAM, 2013. 1
[BTN01a] Aharon Ben-Tal and Arkadi Nemirovski. Lectures on modern convex optimization:
analysis, algorithms, and engineering applications. SIAM, 2001. 1, 7
[BTN01b] Aharon Ben-Tal and Arkadi Nemirovski. On polyhedral approximations of the second-
order cone. Mathematics of Operations Research, 26(2):193–205, 2001. 5
[Bus73] Peter J Bushell. Hilbert’s metric and positive contraction mappings in a Banach space.
Archive for Rational Mechanics and Analysis, 52(4):330–338, 1973. 16
[Car72] B. C. Carlson. An algorithm for computing logarithms and arctangents. Mathematics
of Computation, 26(118):543–549, 1972. 15
[Car10] Eric A. Carlen. Trace inequalities and quantum entropy. An introductory course. In
Entropy and the quantum, volume 529, pages 73–140. AMS, 2010. 2, 9
[Cox04] David A Cox. The arithmetic-geometric mean of Gauss. In Pi: A source book, pages
481–536. Springer, 2004. 15
[DCB13] Alexander Domahidi, Eric Chu, and Stephen Boyd. ECOS: An SOCP solver for em-
bedded systems. In European Control Conference (ECC), pages 3071–3076, 2013. 20
[DMP96] Luca Dieci, Benedetta Morini, and Alessandra Papini. Computational techniques for
real logarithms of matrices. SIAM Journal on Matrix Analysis and Applications,
17(3):570–593, 1996. 4, 6, 22
[Eff09] Edward G. Effros. A matrix convexity approach to some celebrated quantum inequali-
ties. Proceedings of the National Academy of Sciences, 106(4):1006–1008, 2009. 4
[EH14] Edward Effros and Frank Hansen. Non-commutative perspectives. Ann. Funct. Anal,
5(2):74–79, 2014. 4
29
[ENG11] Ali Ebadian, Ismail Nikoufar, and Madjid Eshaghi Gordji. Perspectives of matrix convex
functions. Proceedings of the National Academy of Sciences, 108(18):7313–7314, 2011.
4
[FF17] Hamza Fawzi and Omar Fawzi. Relative entropy optimization in quantum information
theory via semidefinite programming approximations. arXiv preprint arXiv:1705.06671,
2017. 5, 17
[FK89] J.I. Fujii and Eizaburo Kamei. Relative operator entropy in noncommutative informa-
tion theory. Math. Japon, 34:341–348, 1989. 4
[FS16] Hamza Fawzi and James Saunderson. Lieb’s concavity theorem, matrix geometric
means, and semidefinite optimization. Linear Algebra and its Applications, 2016. 5,
10
[GB14] Michael Grant and Stephen Boyd. CVX: Matlab software for disciplined convex pro-
gramming, version 2.1. http://cvxr.com/cvx, March 2014. 5
[Gli09] Franc¸ois Glineur. Quadratic approximation of some convex optimization problems us-
ing the arithmetic-geometric mean iteration. Talk at the “Workshop GeoLMI on the
geometry and algebra of linear matrix inequalities”. URL: http://homepages.laas.
fr/henrion/geolmi/geolmi-glineur.pdf (retrieved November 2, 2016), 2009. 5
[Hig08] Nicholas J. Higham. Functions of matrices: theory and computation. SIAM, 2008. 2
[HKM17] J. William Helton, Igor Klep, and Scott McCullough. The tracial Hahn–Banach theo-
rem, polar duals, matrix convex sets, and projections of free spectrahedra. Journal of
the European Mathematical Society, 19(6):1845–1897, 2017. 20
[HP82] Frank Hansen and Gert K. Pedersen. Jensen’s inequality for operators and Lo¨wner’s
theorem. Mathematische Annalen, 258(3):229–241, 1982. 28
[KL89] Charles Kenney and Alan J. Laub. Condition estimates for matrix functions. SIAM
Journal on Matrix Analysis and Applications, 10(2):191–209, 1989. 4
[Lie73] Elliott H. Lieb. Convex trace functions and the Wigner-Yanase-Dyson conjecture. Ad-
vances in Mathematics, 11(3):267–288, 1973. 2
[LR73] Elliott H. Lieb and Mary Beth Ruskai. Proof of the strong subadditivity of quantum
mechanical entropy. Journal of Mathematical Physics, 14(12):1938–1941, 1973. 2
[MS14] Ge´rard Meurant and Alvise Sommariva. Fast variants of the Golub and Welsch algo-
rithm for symmetric weight functions in Matlab. Numerical Algorithms, 67(3):491–506,
2014. 23
[Nes06] Yurii E. Nesterov. Constructing self-concordant barriers for convex cones. CORE
Discussion Paper (2006/30), 2006. 20
[Sag13] Guillaume Sagnol. On the semidefinite representation of real functions applied to sym-
metric matrices. Linear Algebra and its Applications, 439(10):2829–2843, 2013. 10
[SB02] Josef Stoer and Roland Bulirsch. Introduction to numerical analysis, volume 12.
Springer-Verlag New York, 3 edition, 2002. 24
30
[Ser15] Santiago Akle Serrano. Algorithms for unsymmetric cone optimization and an imple-
mentation for problems with the exponential cone. PhD thesis, Stanford University,
2015. 20
[SY15] Anders Skajaa and Yinyu Ye. A homogeneous interior-point algorithm for nonsymmetric
convex conic optimization. Mathematical Programming, 150(2):391–422, 2015. 20
[Tre08] Lloyd N. Trefethen. Is Gauss quadrature better than Clenshaw-Curtis? SIAM Review,
50(1):67–87, 2008. 21
[Tre13] Lloyd N. Trefethen. Approximation theory and approximation practice. SIAM, 2013. 2,
22, 23
[Tro12] Joel A. Tropp. From joint convexity of quantum relative entropy to a concavity theorem
of Lieb. Proceedings of the American Mathematical Society, 140(5):1757–1760, 2012. 18
[Tro15] Joel A. Tropp. An introduction to matrix concentration inequalities. Foundations and
Trends R© in Machine Learning, 8(1-2):1–230, 2015. 11
31
