We nd the adjoint of the Askey-Wilson divided dierence operator with respect to the inner product on L 2 (01; 1; (1 0 x 2 ) 01=2 dx) dened as a Cauchy principal value and show that the Askey-Wilson polynomials are solutions of a q-Sturm-Liouville problem. From these facts we deduce various properties of the polynomials in a simple and straightforward way. We also provide an operator theoretic description of the Askey-Wilson operator.
fp n (x; a; b; c; djq)g depending on four parameters a; b; c; d and a base parameter q which became known as the Askey-Wilson polynomials. They generalize the classical polynomials of Jacobi, Hermite and Laguerre, [3] . Askey and Wilson [5] also introduced a divided dierence operator D q , whose action on the Askey-Wilson polynomials mimics the action of d dx on Jacobi polynomials.
Our rst step in this paper is to compute D 3 q , the adjoint of D q with respect to the L 2 (01; 1; (10 x 2 ) 01=2 dx) inner product dened as a Cauchy principal value. This result and the raising operator Wilson polynomials, like their orthogonality and a Rodrigues-type formula, can be deduced in a way which is much simpler than those found in the literature.
In this work we mostly follow the terminology of [3] and [7] . We will always assume 0 < q < 1:
We rst remind the reader of the notations to be used. A q-shifted factorial is dened by [7] (a; q) 0 := 1; (a; q) n := n Y k=1
(1 0 aq k01 ); n = 1; 2; 1 1 1 ; 1; (1.1) and more generally [7] (a 1 (1 0 a j q r01 ); n = 0; 1; 2; : : : ; 1:
A basic hypergeometric series is (a 1 ; : : : ; a r+1 ; q) n (q; b 1 ; : : : ; b r ; q) n z n : (1. 3)
The Askey-Wilson polynomials are [5] , [7, (7.5.2)] p n (cos ; a; b; c; djq) = (ab; ac; ad; q) n a 0n 4 ; e 02i ; q) 1 (ae i ; ae 0i ; be i ; be 0i ; ce i ; ce 0i ; de i ; de 0i ; q) 1 ; x := cos ; (1.6) and n (a; b; c; d) =
2(abcdq 2n
; q) 1 (abcdq n01 ; q) n (q n+1 ; abq n ; acq n ; adq n ; bcq n ; bdq n ; cdq n ; q) 1 :
( Our approach to the study of the Askey-Wilson polynomials diers from those of others, [5] , [6] , [11] , [12] , [13] , [16] , mainly in the use we make of (1.12) and ( [5] , [7] . Ismail, Rahman and Zhang [10] evaluated the connection coecients fc n;j (a; b)g n j=0 using a long and complicated procedure. Here the c n;j 's are determined in a simple way from (1.12). The solution of the connection coecient problem (1.18) was needed in [8] 
In the last integral replace z by zq 01=2 to change the integral over C 1 to an integral over the unit circle. The result is we obtain (1.12).
3. q-Sturm-Liouville Problems. In this section we study solutions to (1.14). We shall assume throughout that p(x)= p 1 0 x 2 2 H 1=2 . Our rst result is the analogue of Green's formula. w(x)y 1 (x)y 2 (x)dx = 0:
Furthermore, the eigenvalues of (1.14) are all real.
Proof. It follows from (1.14) that
by (3.1), whence (3.2). If 1 is not real then 1 is an eigenvalue with an eigenfunction y 2 (x) = y 1 (x) so the above equation holds with 2 = 1 . This leads to a contradiction and shows that the eigenvalues are real.
We now apply our results to give a new proof of (1. We now give a direct proof of (3.5). Our proof is easier than the sketchy one of the original result in [5] .
Proof of (3.5). It is easy to express w(x; a; b; c; d) in the form w(x; a; b; c; d) = 2i e 0i (qe 2i ; e 02i ; q) 1 (ae i ; ae 0i ; be i ; be 0i ; ce i ; ce 0i ; de i ; de 0i ; q) 1 ; (3.6) and an easy calculation using (3. The term in square brackets on the right-hand side can be written as (1 0 abq 
4).
Simple manipulations will establish (1.15).
It is easy to see, [5] , that (3. w(x; a; b; c; d)dx = 2 (abcd; q) 1 (q; ab; ac; ad; bc; bd; cd; q) 1 ; (3.13) and (3.9) shows that n (a; b; c; d) is given by (1.7). This completes the proof of Theorem 3.3. We now use (3.14) and (3.16), and upon equating coecients of (ae i ; ae 0i ; q) k on both sides of a k : (3.17) This shows that a n+1 = 0 but a n 6 = 0 if and only if = n . When = n it is straightforward to see that (3.17) implies a k = q k (q 0n ; abcdq n01 ; q)=(q; ab; ac; ad; q) q a 0 : (3.18) It can be shown that Theorem 3.4 follows from this. 4 . Remarks. The Askey-Wilson polynomials form a very important class of orthogonal polynomials which include as special or limiting cases the classical polynomials of Hermite, Laguerre and Jacobi as well as the discrete orthogonal polynomials of Poisson-Charlier, Meixner and Hahn, [5] . They retain most of the structural properties of the traditional polynomials of Jacobi, Hermite and Laguerre. This led Andrews and Askey [3] to redene classical orthogonal polynomials as the Askey-Wilson polynomials or special or limiting cases of them. The Askey Tableau [14] , which indicates how to go from the Askey-Wilson polynomials at the top of the chart down the hierarchy of classical orthogonal polynomials to the Hermite polynomials at the bottom of the chart.
We believe the approach outlined in the rst four sections of this work makes it possible to cover the Askey-Wilson polynomials in an introductory course on special functions, for example as a supplement to [17] . The other known proofs of the orthogonality relation of the Askey-Wilson polynomials, [11] , [12] , [16] , except for [6] , rst evaluate the Askey-Wilson integral, R 1 01 w(x; a; b; c; d)dx, see (1.6), then use this evaluation and a 3 2 summation theorem to establish the orthogonality relation (1.5).
An important feature of this work is that it is essentially self contained and the only results needed are the Jacobi triple product identity (3.12) and the three term recurrence relation for the Askey-Wilson polynomials. In a rst course on special functions one can rst prove the q-binomial The validity of (4.1) for general b then follows from the identity theorem for analytic functions since both sides of (4.1) are entire functions of b. One can then use the same argument to prove the
(a; q) n (b; q) n z n = (q; b=a; az; q=az; q) 1 (b; q=a; z; b=az; q) 1 ; jb=aj < jzj < 1:
The Jacobi triple product identity follows if in (4.3) we set b = 0, replace a and z by 1=a and az respectively, then let a ! 0. This proof is due to Ismail, [8] and is reproduced in [1] . Another proof using functional equations is due to Andrews and Askey [2] and is reproduced in [7] .
The three term recurrence relation satised by the Askey-Wilson polynomials is 2xp n (x; a; b; c; djq) = A n p n+1 (x; a; b; c; djq) + B n p n (x; a; b; c; djq) + C n p n01 (x; a; b; c; djq); 0C n a[(1 0 abq n01 )(1 0 acq n01 )(1 0 adq n01 )] 01 :
Wilson [18] has discovered a systematic way of obtaining three term recurrence relations for hypergeometric and basic hypergeometric functions. The recurrence relation (4.4) can also be established by substituting for the p n 's from (1.4), using 02x(ae i ; ae 0i ; q) k = q 0k h (ae i ; ae 0i ; q) k+1 0 (1 + a 2 q 2k )(ae i ; ae 0i ; q) k i then equating coecients of (ae i ; ae 0i ; q) k on both sides of (4.4).
As an application we now evaluate the connection coecients fc n;j (a; b)g in (1.18). It is obvious The value of c n;j (a; b) now follows from (4.10)-(4.14) and (1.7). We shall assume that p and w are positive on (01; 1) and also satisfy 
