Abstract This article presents a space-time adaptive strategy for transient elastodynamics. The method aims at computing an optimal space-time discretization such that the computed solution has an error in the quantity of interest below a user-defined tolerance. The methodology is based on a goal-oriented error estimate that requires accounting for an auxiliary adjoint problem. The major novelty of this paper is using modal analysis to obtain a proper approximation of the adjoint solution. The idea of using a modal-based description was introduced in a previous work for error estimation purposes. Here this approach is used for the first time in the context of adaptivity. With respect to the standard direct time-integration methods, the modal solution of the adjoint problem is highly competitive in terms of computational effort and memory requirements. The performance of the proposed strategy is tested in two numerical examples. The two examples are selected to be representative of different wave propagation phenomena, one being a 2D bulky continuum and the second a 2D domain representing a structural frame.
Introduction
Computing high fidelity numerical approximations requires a fine discretization and leads to a large consumption of computational resources. Adaptivity aims at providing the optimal discretization (space mesh and time grid) guaranteeing some user-prescribed accuracy at a minimum computational cost. Many adaptive techniques have been developed with application to different problem types. These tools are particularly important in wave propagation problems, e.g. linear elastodynamics, because the features of the solution concentrate at the wave fronts and therefore a fine mesh is only required at specific regions of the domain.
Over the last three decades, a vast literature has been produced on adaptivity. Among the the pioneering works, references [27, 18] propose adaptive techniques for flow problems using curvature and gradient based error indicators. This type of heuristic error indicators are used to identify the parts of the solution requiring a finer mesh size. This approach is applicable to many problem types because error indicators do not rely on the problem properties, but in the geometrical features of the solution. This type of indicators detect properly the errors associated with interpolation but fail in capturing the error from other sources, e.g. pollution error.
A more reliable alternative to drive mesh adaptivity are a posteriori error estimators. They are used to effi-ciently control the accuracy of some output of the solution by means of refining the discretization only where is needed (in the zones where the error is emanating from). The available outputs for assessing the accuracy of the approximation are global norms, e.g. the energy or L 2 norm [1, 15, 32] , or quantities of interest [20, 21, 7, 28] . Error estimators considering quantities of interest are referred as goal-oriented.
Goal-oriented adaptivity is discussed in the literature for many problem types. For instance, for elliptic problems [20-22, 29, 19] , for the convection-diffusionreaction equation [25, 26] , for non-linear structural problems [16, 17] , for time-dependent parabolic problems [23, 24, 5] and for elastodynamics (or other 2nd order hyperbolic problems) [2] [3] [4] 11] .
Goal-oriented adaptivity for elastodynamics is a very challenging topic and it is still ongoing research. The main difficulties are 1) solving the associated space-time adjoint solution accurately to estimate the error in the quantity of interest, 2) splitting the contributions of the space and time discretization errors and 3) transferring the solution from one mesh to another without loss of accuracy.
References [2, 3, 11] are among the few discussing goal-oriented adaptivity in elastodynamics. The input of the adaptive procedure is a desired error tolerance in some quantity of interest. The adjoint solution is computed with the same time-integration method as the original solution. This approach might be memory demanding because at least the original or the adjoint solution has to be stored as a whole (at each mesh node and time point) prior to evaluate the error estimate.
The adaptive strategy presented in this article is an alternative to the previous approach. Here, the adjoint problem is approximated using modal analysis, as suggested in reference [30] , to preclude the costly adjoint approximation and storage. The modal-based adjoint approximation is particularly efficient for some quantities of interest. This is because the adjoint solution is stored for a few vibration modes instead that for all time steps. Moreover, the time description of the adjoint solution is known analytically once the vibration frequencies and modes are available. This simplifies the algorithmic complexity of the adaptive procedure.
The remainder of this paper is organized as follows. Section 2 presents the equations of elastodynamics. Section 3 presents the weak and discrete versions of the problem using the double field time-continuous Galerkin method. The modal-based error assessment approach is presented in section 4. Section 5 presents the space-time adaptive procedure. Finally, the methodology is illustrated in section 6 with two numerical examples. The paper is concluded with some remarks. . Under the assumption of small perturbations, the evolution of displacements u(x, t) and stresses σ(x, t), x ∈ Ω and t ∈ I, is described by the viscoelastodynamic equations,
where an upper dot indicates derivation with respect to time, that is(•) := d dt (•), and n denotes the outward unit normal to ∂Ω. The input data includes the mass density ρ = ρ(x) > 0, the first Rayleigh coefficient a 1 ≥ 0, the body force f = f (x, t) and the traction g = g(x, t) acting on the Neumann boundary Γ N × I. The initial conditions for displacements and velocities are u 0 = u 0 (x) and v 0 = v 0 (x) respectively. For the sake of simplicity and without any loss of generality, Dirichlet conditions (1b) are taken as homogeneous.
The set of equations (1) is closed with the constitutive law, σ := C : ε(u + a 2u ), (2) where the parameter a 2 ≥ 0 is the second Rayleigh coefficient, the tensor C is the standard 4th-order elastic Hooke tensor. The strains are given by the kinematic relation corresponding to small perturbations, that is ε(w) := 1 2 (∇w + ∇ T w).
Numerical approximation
In order to properly split the space and time error components, the adaptive strategy presented in this paper requires that the numerical solution under consideration fulfills the discrete version of a variational formulation. Thus, a weak residual (integrated both in space and time) associated with the numerical solution is readily introduced. The splitting procedure uses the fact that the residual vanishes for the functions in the test space, that is Galerkin orthogonality holds. Among the possible space-time variational formulations available for transient elastodynamics, the double field time-continuous Galerkin method [10, 2] is the numerical solver selected. Note however that the rationale of this article can be easily extended to other space-time variational formulations, for instance, the one proposed by Johnson [14] or the one proposed by Hulbert and Hughes [12, 13] .
The definition of the weak form of the problem requires introducing the following functional spaces: the standard Sobolev space associated with static displacement fields
and the Bochner space L 2 (I; V 0 ) associated with V 0 of square-integrable functions from I into V 0 . With these notations, the trial space W for the double field timecontinuous Galerkin method is defined as
) and therefore functions in W are continuous both in space and time, but they do not necessarily have a continuous time derivative.
The test space is associated with a partition of the time interval I defined as T := {t 0 , t 1 , . . . , t N }, with 0 = t 0 < t 1 < . . . < t N = T . The time points in T define the time intervals I n := (t n−1 t n ], n = 1, . . . , N . The time step length for each interval is ∆t n := t n − t n−1 , n = 1, . . . , N and the characteristic time step length for the partition T is ∆t := max
The test space is defined as
Functions in W when restricted to a time interval I n have the same regularity as functions in W. However, functions in W are allowed to be discontinuous-in-time at the points in T . This property is needed to define a time marching scheme, computing the solution successively in each time interval. Using these notations, the space-time weak form of problem (1) reads:
where the bilinear form B(·, ·) and the linear functional L(·) are defined as
The weak problem (4) is a double field formulation, having two unknowns, displacements u u and velocities u v , which are a priori independent. That is, the velocity u v is not strongly enforced to coincide withu u . However, the relation between displacements and velocities is weakly imposed by means of the term a(u u −u v , w u ).
The initial conditions (1d) and (1e) are also weakly imposed introducing the terms a(u u (0) − u 0 , w u (0)) and m(u v (0) − v 0 , w v (0)) respectively. The weak problem (4) is consistent with the original strong problem (1) in the sense that the solution u of problem (1) fulfills
The fully discrete version of problem (4) requires introducing a finite element partition of the domain Ω, which in the framework of mesh adaptivity is allowed to be different at each time point in T . The finite element mesh discretizing the spatial domain Ω associated with time t n ∈ T is denoted in the following by P n . The associated finite element space of continuous, elementwise polynomials of degree p is referred as
The notation emphasizing the dependence on P n highlights the fact that the finite element space depends on the computational mesh. The upper-script H stands for the characteristic element size in the mesh and it is included in the notation to indicate the discrete character of the finite element space. In the case that different values of p have to be accounted for, the notation is completed adding p as upper-script, e.g. the spaces V H,p 0 (P n ) and V H,p+1 0 (P n ) are also used in the following.
The space meshes P n are built considering a hierarchical tree-based mesh refinement strategy [6, 8, 31] . In this framework, the computational meshes are obtained recursively splitting the elements of an initial background mesh denoted as P bg as shown in figure 1. Thus, V H 0 (P bg ) ⊂ V H 0 (P n ) for all the spatial meshes n = 0, . . . , N . Fig. 1 A hierarchical tree-based technique is used to build the space meshes P n , n = 0, . . . , N from the background mesh P bg .
The tree-based structure enormously facilitates the mesh refinement and unrefinement operations as well as the data transfer between different meshes. However, this approach requires dealing with a conforming approximation on an irregular spatial meshes involving hanging or irregular nodes. A constrained finite element approximation is used to enforce the continuity of the finite element solution across the edges of the mesh containing hanging nodes (introducing constraints on the local basis functions). A detailed description is given in appendix A.
The fully discrete problem is obtained replacing in (4) the trial and test spaces W and W by their discrete counterparts. For the sake of simplicity and without loss of generality, the method is presented here for piecewise linear (in time) trial functions. Hence, the time dependence of the approximations for displacements and velocities corresponds to a linear interpolation inside the time intervals I n (piecewise linear in I). The space dependence is inherited from the spaces V H 0 (P n ). The resulting discrete space-time functional spaces read are such that at the points of the time grid, t n ∈ T , they belong to one of the standard Finite Element spaces, namely
that is the space generated by the superposition of the two meshes P n and P n+1 , see figure 2. 
where P 0 (I n ; V H 0 (P n )) denotes the space of constant functions taking values in I n and returning a value in
are continuous piecewise polynomials in space and piecewise constants in time.
Function w ∈ W H,∆t is such that, for a time t ∈ I n , w(t) ∈ V H 0 (P n ), see figure 2. The polynomial dependence in time of functions in W H,∆t is one degree lower (piecewise constants) than the polynomial dependence in time of the trial space W H,∆t u (piecewise linear). In this case, the trial and test spaces have the same number of degrees of freedom.
Using the discrete trial and test spaces, the fully discrete problem reads:
Problem (5) is integrated over the whole space-time domain Ω × I. However, having selected discontinuous test functions results in a time marching scheme that solves successively N problems in the time slabs Ω ×I n , n = 1, . . . , N . Note that the step by step computational methodology resembles the classical time integration methods based on finite differences (i.e. Crank Nicholson, Newmark, etc.). In fact, if the mesh does not change, then the discrete displacements and velocities u u andũ v at times t n , n = 1, . . . , N , coincide with the when the time points t n−1 , t n and t n+1 have different computational meshes. The active nodes in meshes P n−1 , P n and P n+1 are marked with circles (•) on the x-t plane.
approximation given by the Newmark method with parameters β = 1/4 and γ = 1/2, see [2] for a detailed proof. The actual resolution of problem (5) is detailed in appendix A.
Discretization error and error equation
The discretization error associated with U is defined as
where e u and e v are the errors in displacements and velocities respectively. The error E fulfills the following residual equation: find E = [e u , e v ] ∈ W ×W such that
which is derived replacing the exact solution U by U+E in (4) and using linearity of the forms B(·, ·) and L(·). The residual R(·) fulfils the Galerkin orthogonality property
Although the Galerkin orthogonality property of the residual R(·) is not necessary to derive an error estimate for the error in the quantity of interest, it is required in the space-time adaptive strategy in order to properly split the space and time error contributions.
3 Goal-oriented modal-based error assessment
Quantity of interest and adjoint problem
The proposed a posteriori error estimation adaptive strategy aims at assessing and controlling the discretization error E measured using some specific quantity of interest. The quantity of interest is defined by means of a bounded lineal functional L O : W × W −→ R which extracts a single representative scalar value of the whole space-time solution, namely
where 
The adjoint solution characterizes the quantity of interest
where (9) is equivalent to the following strong equation for the adjoint displacement u d ,
with the constitutive law
The strong problem (11) has the same structure as the original one (1) except that the terms affected by a 1 and a 2 have opposite sign and the conditions (11d) and (11e) are stated for t = T instead that for t = 0 (final conditions instead of initial). Thus, the adjoint problem is solvable and stable if integrated backwards in time. The change of sign in the time direction brings the adjoint problem back to the same features and properties as the direct one.
Error representation
The adjoint problem allows rewriting the error in the quantity of interest in terms of residuals, combining the original and adjoint problems. Indeed, taking W = U d in the error equation (6) and using the definition of the adjoint problem, the following representation for s e is found
This error representation is useful because states that the error in the quantity of interest can be exactly computed if the adjoint solution U d is available. Moreover, in an error estimation setup where the exact adjoint solution is not known, replacing U d by a computable approximationŨ d in (13) gives an accurate approximation of the error in the quantity of interest
The scalar estimates e provides a single scalar quantity accounting both for the total error associated with the space and time discretizations and therefore, it does not directly provide enough information to adapt separately the space and time discretizations.
The error representation (13) is rewritten in such a way that the contributions of the space and time discretization errors are separated. This is achieved by introducing projection operators Π H and Π ∆t associated with the space and time discretizations.
The spatial projection Π H is defined for a function in W ∈ W × W and provides a function which is discrete in space. The spatial discretization (the mesh) varies along the time but it is constant in a time interval I n . Thus, the operator Π H is defined for t ∈ I n , n = 1, . . . , N , as
On the other hand, the projection in time operator Π ∆t maps the time-dependent function W ∈ W × W into a piecewise constant in time function. This projection is defined by taking the average of its displacement and velocity components inside each time
where
Remark 1. Figure 3 
Note that Π H W is discrete in space: for each particular time t ∈ I, function [Π H W](t) belongs to one of the discrete finite elements spaces
, where
Note that Π ∆t W is piecewise constant in time, but its spatial description is infinite dimensional, namely
Once the space and time projections are introduced, the space and time errors are separated adding the value
in the right hand side of (13) (the latter term vanishes due to the W × W inside the time intervals I n = (t n−1 , t n ] and I n+1 = (t n , t n+1 ] (top) along with its projections in space and time
Galerkin orthogonality property because
). That is, 
are the computable space and time error contributions.
Modal-based adjoint approximation
The error estimates e is computable once the adjoint approximationŨ d is available. Typically, the adjoint approximation is computed using the same code used for the original problem (1), i.e. using direct time-integration methods, see reference [2] . An alternative approach proposed in [30] considers modal analysis to compute the adjoint approximation. The modal-based strategy is particularly well suited for some particular quantities of interest and allows effectively computing and storing the adjoint problem. In that case, the adjoint solution is stored for each vibration mode instead of for each time step.
Modal analysis requires introducing the semidiscrete equation (discrete in space but exact in time) associated with the adjoint problem (11) . Consequently, a discrete version of the functional space V 0 is required. The semidiscrete problem is defined using the finite element space V H,p+1 0 (P bg ), that stands for the finite element space associated with the mesh P bg of degree of interpolation p + 1 (a p-refined version of V H 0 (P bg )). Having a p + 1 degree approximation of the adjoint solution,Ũ d , precludes the Galerkin orthogonality effect and the corresponding underestimation of the error, see [30] . Recall that, along the adaptive process, the background mesh is used as the base to build up all the adapted meshes by local refinement. Thus, the representation ofŨ d in the adapted mesh is simplified ifŨ
(P bg ) . With these definitions, the semidiscrete problem reads:
Equation (17) leads to an algebraic system of second order ordinary differential equations which is conveniently rewritten using the eigenvalues and eigenfunctions of the problem: find (ω,q) ∈ R×V H,p+1 0
Note that the number of eigenpairs solution of this problem is the number of degrees of freedom in the finite element space V H,p+1 0 (P bg ), denoted by N dof . The eigenpairs are sorted from low to high frequencies, namelỹ ω 1 ≤ω 2 · · · ≤ω N dof , and the eigenfunctions are normalized to be orthonormal with respect the mass product, i.e.
The semidiscrete approximation u d,H,p+1 is expressed as a linear combination of the eigenfunctionsq i
Thus, the new unknowns of the problem are the timedependent coefficientsỹ i (t), i = 1, . . . , N dof . The representation in terms of the unknownsỹ i (t) given in (20) allows uncoupling the system (17) into a set of ordinary differential equations, namelÿ
where the r.h.s. terms l i , u i and v i are computed using the data characterizing the quantity of interest (10) and the eigenfunctionq ĩ
The time dependent coefficientsỹ i (t), i = 1, . . . , N dof , may be computed analytically for many particular cases of the forcing data. The particular solution for constantin-time data is given in [30] . Therefore the value of the adjoint solution u d,H,p+1 at any time t ∈ I is easily reconstructed from the computed eigenfunctionsq i and the analyticaly computed time-dependent functionsỹ i (t) using expression (20) .
In practice, it is not feasible to compute all the eigenpairs (ω i ,q i ), i = 1, . . . , N dof and consequently the modal expansion (20) has to be truncatied to the first M N dof terms, namelỹ
The number of required vibration modes M has to be selected such that the truncated high frequency modes (for i > M ) are negligible. That is, M is such thatũ d is a good approximation to u d,H,p+1 . This is equivalent to assume that for i > M the values ofl i , u i andṽ i , as defined in (22) (14) is readily defined as
4 Space-time Adaptivity
Adaptivity framework
The space-time adaptive strategy aims at finding a time discretization T and a space discretization P n at each time point t n ∈ T such that 1) they keep the error s e below a user-prescribed tolerance s e tol and 2) they are optimal in the sense that they minimize the computational cost. In practice, the accuracy prescription is enforced for the estimated error and the property which is actually achieved is
Changing the space discretization at each time step t n ∈ T is not computationally affordable. This is because remeshing operations, matrix assembly and data transfer between different meshes are costly operations and cannot, in general, be performed at each time step. Here, an adaptive strategy organized in time-blocks, similar to the one proposed in reference [5] , is adopted in order to reduce the number of mesh changes.
The blockwise adaptive strategy consist in splitting the time interval I into Following this approach and notation, the adaptive strategy is reformulated as computing the optimal space meshes P Once the adjoint solution is computed and stored in the p + 1 version of the background mesh (keeping the same geometry and topology but increasing the degree of polynomials from p to p + 1), the main stages of the adaptive procedure are summarized as follows. The numerical solution is computed sequentially starting from the first time block I 
Note that the error estimates e is expressed as the sum of the local error contributions defined abovẽ
Acceptability and remeshing criteria
Following references [2, 5] , the total target error s e tol is split into two error targets, α s s e tol and α t s e tol , associated with the space and time errors. The coefficients α s and α t are two user-defined positive values such that α s + α t = 1 used to balance the space and time contributions to the total error. This leaves a free parameter to be tuned by the user, who must decide the amount of the total error s e tol assigned to the space and time discretizations. Discussing the optimal values for α s and α t is beyond the scope of this paper.
Thus, in order to achieve the accuracy prescription stated in (24) , the adaptive strategy is designed aiming at finding a numerical solution such that 
Note that (25) guarantees that equation (24) (25) and therefore the resulting criterion is more demanding.
The error contributions are assumed to be uniformly distributed in time. That is, the space and time error tolerances, α s s e tol and α t s e tol , are divided into equal contributions associated with each time block I bk m . Thus, the solution is considered to be acceptable if
If the restrictions (26) 
Similarly as when splitting the space and time contributions, criteria (26) are stronger than (25) . This is more relevant for large values of N bk , because the effect of the triangular inequalities in the equations (27) is more important. Thus, the adapted numerical solution might be very conservative if the number of blocks N bk is large. An additional condition is added to (26) in order to allow unrefinement (mesh coarsening). Note that the conditions (26) indicate only if the solution is acceptable and, if not, if the mesh has to be refined. They do not provide a criterion to unrefine the discretization when the error indicators η s m and η t m are small enough. Following reference [2] , a lower bound based acceptability criterion is added to (26):
where the coefficients β s and β t are two user-defined values such that β s , β t ∈ [0, 1). If the solution does not fulfill condition (28b), then the time discretization is modified (in this case unrefined). If (28a) is violated, then the space mesh is modified and it is expected to be globally coarsened. However, the space mesh adaption is performed locally and may result in refining some parts of the domain while others are unrefined. The space remeshing criterion is described below. The coarsening criterion (28) is only checked once for each time block. This is because the need of unrefining the space or the time grid is expected to be detected with the first discretization. Moreover, checking for unrefining at each adaptive step may result in an unstable scheme. As previously said, conditions (26) and (28) are the criteria allowing to decide if the numerical solution is accepted or rejected inside the interval I bk m . If conditions (26) and (28) hold (or only (26) after the first adaptive iteration), then the solution is accepted. Otherwise, the space and/or time discretizations are modified.
The time adaptivity is carried out, depending on the value of η t m , by either refining the discretization by halving the time step ∆t bk m (if (26b) is violated) or doubling it (if (28b) is violated). If both (26b) and (28b) hold, the time discretization is unchanged.
If either (26a) or (28a) are not fulfilled, the space mesh is to be modified. Then, local criterion is required to decide which elements have to be refined or unrefined, depending on the value of the local indicators η s m,k , k = 1, . . . , N el m (for a given m = 1, . . . , N bk ). Similarly as for the time discretization, the elements to be refined are subdivided (the element size divided by two) while the elements to be coarsened are collapsed with the neighboring elements, doubling the element size. In order to set up a space remeshing criterion, the optimal mesh is assumed to yield a uniform error distribution. Thus, the local versions (restricted to the contributions associated with element Ω 
The coefficient γ m is introduced in order to mitigate the cancellation effect, see reference [9] . It is worth noting that introducing the factor γ m does not introduce a distortion in the criterion: if all the local element error contributions fulfill (29), then equation (28a) holds. This is shown by noting that The complete space-time adaptive strategy is summarized in algorithm 1. 
Compute the time dependent functionsỹ i (t) (using
// Problem computation, error assessment and adaptivity Initialize discretization: P The background mesh P bg for the quadtree remeshing strategy is plotted in figure 6 . Note that only half of the domain is discretized due to the problem's symmetry by introducing proper symmetry boundary conditions. The finite element spaces V H,1 0 (P n ), n = 1, . . . , N , used for solving the direct problem are build using bilinear elements (quadrilaterals with 4 nodes, i.e. p = 1) while the finite element space for the adjoint, V H,2 0 (P n ), is build using serendipity elements (quadrilaterals with 8 nodes, i.e. p = 2). The quantity of interest considered in this example is a weighted average of the vertical velocities in the region figure 5 . Specifically, the quantity of interest is defined as
for 0 ≤ r ≤ R, 0 for R < r, R = 0.075 being the radius of the region of interest. Note that since the x-component of v O is zero, the quantity of interest gives an average of the vertical velocity in the region of interest Ω O and at time t = T . The adjoint problem associated to the quantity of interest is approximated using a truncated modal based approximation where only the first 60 vibration modes are kept. This corresponds to slightly modify the quantity of interest of the problem. In the following, the function
) is replaced by its projection onto the first M = 60 vibration modesq i , i = 1, . . . , M , namely The exact solution U (and therefore the exact quantity of interest s) are unknown in this example. The exact solution is replaced here by an overkill approximation of the problem, namely U ovk , computed with a finite elements mesh with N el = 627712 elements and N = 1600 time steps. The overkill discretization is finest discretization considered in this example. The exact value of the quantity of interest is approximated using the overkill approximation,
−2 m/s. The behavior of the adaptive strategy is first analyzed for a prescribed target error s e tol = 5 · 10 −5 m/s. The user-prescribed parameters for the simulation are set to N bk = 20 for the number of space-time blocks, α s = 0.9 and α t = 0.1 for the coefficients used to split the total error budget into space and time and β s = 0.5 and β t = 0.1 for the lower bound factors. m/s, is also below (in absolute value) the user-defined value s e tol . Note that the assessed error is a good approximation of the overkill error. That is, the effectivity of the error estimate,s e /s e ovk = 1.041, is fairly close to the unity. Figure 9 shows the history of the number of elements and the time step length along the adapted computation. Note that the number of elements increases with time as the elastic waves spread along the plate and therefore a larger area has to be refined. The time step is refined only when the external load is acting at the beginning of the computation. Additionally, figure  9 also shows the number of iterations performed in each space-time block until reaching convergence. As can be seen, convergence is reach for the whole computation with at most four iterations per block.
The performance of the space-time adaptive strategy is also tested versus a uniform refinement. Three non-adapted (uniform) approximations are computed using three different space meshes and three different number of time steps N , see table 1. The initial space mesh corresponds to the background mesh showed in figure 6 which is recursively refined to obtain the other spatial meshes (each quadrilateral element is recursively subdivided into four new ones). The ratio H/∆t, or equivalently the ratio N/(N el ) 1 2 , is kept constant in the three uniform approximations. This is to ensure that the space and time errors are reduced at the same ratio taking into account that the space discretization error scales as H 2 and the time discretization error as ∆t 2 , see [9] and [2] . On the other hand, the space-time adaptive computations are performed prescribing similar total target errors as the errors obtained using uniform refinements. Specifically, four different simulations are performed setting s Figure 10 shows the convergence of the estimates. The estimates obtained for the uniform refinement meet the expected a-priori convergence rate of −2/3. This expected convergence rate is obtained considering the a-priori estimates of the error s e ∝ H 2 + (∆t) 2 , the relation N cells ∝ (H 2 ∆t) −1 and noting that if the ratio H/∆t is constant, then H and ∆t can be written as H = κH and ∆t = κ∆t , where H and ∆t are the element and step length of the coarsest uniform discretization and κ is a refinement factor. It is then straightfor-
2 ). From figure 10 and table 2 it can be seen that besides converging at the correct convergence rate, the estimates are really accurate since their effectivities are very close to 1.
As expected, the use of an adaptive refinement strategy leads to better approximations for the quantity of interest with less computational cost. The adapted solutions have a lower error than the uniform approximations for the same number of space-time cells.
Example 2: 2D structure
Consider the structure given in figure 11 . The structure is initially at rest (u 0 = v 0 = 0), clamped at the supports and subjected to the time-dependent traction g = g(t)e 1 on Γ g , 0 elsewhere.
The set Γ g is the region of the Neumann boundary where the load is applied, vector e 1 := (1, 0) is the first cartesian unit vector and function g(t) describes the time evolution of g given in figure 11 . The traction g is the only external loading in this example (that is f = 0). Other material and geometric parameters univocally defining the problem are reported in table 3. This example focusses in the quantity of interest
which is the average of the final displacement in the boundary Γ g where the external load is applied. Note that this quantity is not accounted in the generic quantity of interest given in equation (10) . Consequently, quantity (31) is rewritten as 
After this reformulation, the quantity of interest is a particular case of the ones included in (10) and therefore the associated adjoint problem has the same structure as the original one. In particular, the function u O is the final displacement condition for the adjoint problem. The other forcing data for the adjoint are zero in this case, namely The quantity of interest (31) is well suited for the modal based approach becasue the weighting functioñ u O is well captured by the expansion of few eigenvectors. This ensures that the adjoint solution is also prop-erly represented using few vibration modes. The projection ofũ O into the expansion of the first M eigenvectors is defined as
iqi ,
. . , M . Thus, the relative error in the projection is
where || · || m := (m(·, ·)) 1/2 . Figure 13 shows the error ε M as a function of the number of eigenvectors M . Note that the error ε M rapidly decreases as M increases. The number of eigenvectors considered in this example is M = 60 and the associated projection error is ε 60 = 5.94 · 10 −5 . The exact value of the quantity of interest is unknown in this example. An overkill approximation of the quantity of interest, s ovk := 1.2086 · 10 −3 m, is computed using a finite element mesh of N el = 204800 elements and N = 6400 time steps. This discretization is the richest one considered in this example. Figures 14 and 15 show snapshots of the computed solution and the computational mesh at several time points. This particular solution is obtained using the background mesh number 2, taking N bk = 10 time blocks and prescribing the error to the value s Figure 16 shows the history of number of elements in the computational mesh and the time step length for this particular computation. Note that the number of mesh elements increases in time because the stress waves spread in the structure. Note also that the time step length is smaller at the beginning of the computation due to the effect of the external load acting at the initial simulation time. Figure 16 also shows the number of iterations until achieve convergence in each time block. Note that the number of iterations is always equal or less than four. The performance of the adaptive strategy is compared with respect to uniform mesh refinement. To this end, the uniform refined computations are obtained using the meshes plotted in figure 12 and three different number of time steps N , see table 4. Note that the ratio H/∆t is also kept constant in this example to ensure that the space and time errors are reduced at the same rate. On the other hand, the adapted solutions are obtained using N bk = 10 and four different values of the prescriber error, s e tol = 5 · 10 −5 , 1 · 10 −5 , 5 · 10 −6 and 1 · 10 −6 m. The dependence of the results on the chosen background mesh is studied by computing the adaptive solutions using the three background meshes plotted in figure 12 . Twelve adaptive solutions are computed all together (one for each value of the prescribed error and one for each background mesh). Table 5 and figure 17 and give the results for the adaptive and non-adaptive solutions. The convergence curves in figure 17 shows that the adapted solutions achieve a smaller error than the non-adapted solutions for the same number of space-time elements N cells . The effectivity of the error estimate, namelys e /s e , is also shown in figure 17 . Note that the computed effectivity (i.e. the quality of the error estimate) is better the finer is the background mesh. This is because the adjoint problem and the extractorũ O are computed using the background mesh. Thus, the finer the background mesh, the better the quality of the adjoint and, therefore, the better the quality of the error estimate. Note that the computed effectivities in this example are slightly worse than the ones obtained in the first numerical example. Even though, the adaptive computations give more accurate results than the non-adapted solutions for the same number of space-time elements.
Closure
This article presents a goal-oriented space-time adaptive methodology for linear elastodynamics. The strategy aims at computing an optimal space-time discretization such that the numerical solution has an error in the quantity of interest below some user-defined tolerance. The space-time adaptation is driven by a goal-oriented 4.8973·10 error estimate that requires approximating an auxiliary adjoint problem.
The major novelty of this work is computing the adjoint solution with modal analysis instead of the standard direct time-integration methods. The modal-based approach is particularly efficient for some quantities of interest, because it allows to efficiently compute and store the adjoint solution.
The numerical examples show that the proposed strategy furnishes adapted solutions fulfilling the userdefined error tolerance. That is, both the assessed and computed errors are below the user-defined error value. Moreover, the discretizations obtained with the proposed adaptive strategy are more efficient than the ones obtained with a uniform refinement of all mesh elements and time steps. The adaptive discretizations provide more accurate results than uniform remeshing, for the same number of space-time elements.
The proposed error estimate accounts for both the space and time discretization errors. The global error estimate is split into two contributions corresponding to the space and time errors using the Galerkin orthogonality property of the residual. This applies for spacetime finite elements like time-continuous Galerkin methods. The extension of the approach to tackle other timeintegration schemes, e.g. the ones based on finite differences and/or explicit methods with lumped mass matrix, requires further investigation. P n P n−1,n Fig. 18 Illustration of the computational meshes P n−1 , P n and their union P n−1,n .
where F u,n := K n U u,n−1 + ∆t n 2 K n U v,n−1 ,
and C n := a 1 M n + a 2 K n . The matrices M n and K n and the vector F(t) are the discrete counterparts of the bilinear forms m(·, ·) and a(·, ·) and the linear form l(t; ·) in the space V H 0 (P n−1,n ) and the vectors U u,n , U v,n , U u,n−1 and U v,n−1 contain the degrees of freedom of functionsũ u (t n ), u v (t n ),ũ u (t n−1 ) andũ v (t n−1 ) expressed in the discrete space V H 0 (P n−1,n ). Note that the linear constrains A n U u,n = 0 and A n U v,n = 0 are introduced in order to ensure that the computed fieldsũ u (t n ) andũ u (t n ) belong to V H 0 (P n ) and also to impose continuity of the solution at the hang-ing nodes, see figure 19 . The vectors λ u,n and λ v,n are the associated Lagrange multipliers. Fig. 19 The numerical solution is constrained at the nodes of the mesh P n−1,n corresponding to hanging nodes in the mesh P n and also at the nodes of P n−1,n which disappear in mesh P n .
Note that system (36) is at the first sight of double size than the one associated with the Newmark method. However, system (36) can be rewritten in a more convenient way by subtracting to the second row of the matrix in (36) the first row multiplied by
