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Abstract. In this work, it is proposed a method for computing Noncommutative Gröbner bases
over a valuation nœtherian ring. We have generalized the fundamental theorem on normal forms
over an arbitrary ring. The classical method of dynamical commutative Gröbner bases is generalized
for Buchberger’s algorithm over R = V〈x1, . . . , xm〉 a free associative algebra with non-commuting
variables, where V = Z/nZ or V = Z.
The process proposed, generalizes previous known technics for the computation of Commutative
Gröbner bases over a valuation nœtherian ring and/or Noncommutative Gröbner bases over a field.
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Introduction
Gröbner Bases is an algebraic technic that provides algorithmic solutions to a variety of problems
in Algebra and Algebraic Geometry. Noncommutative and Commutative Gröbner bases over a field
provides many applications in computable algebras such as coding theory and cryptography.
Many authors have introduced and/or generalized Commutative Gröbner bases in different ways
over fields or rings with zeros divisors (and non invertible elements more generally): see [3], [4], [5],
[6], [8], [15], [16], and [26].
Noncommutative Göbner bases was also studied and developed by many authors (see: [7], [10],
[11], [19] and [20]).
1
2 ANDRÉ MIALEBAMA BOUESSO AND DJIBY SOW
Most of concepts on noncommutative Gröbner bases over a field is analogous to the commutative
case over a field. Nevertheless, some of the important differences are:
- most ideals of noncommutative algebras do not have finite Gröbner bases,
- it is possible to find a noncommutative Gröbner bases nonempty through a single polynomial.
- in some cases, the computation of the overlap relation (S-polynomial) of two polynomials in
Buchberger algorithm, is not possible.
Throughout this paper, we propose a method for computing Noncommutative Gröbner bases
over a valuation nœtherian ring Z/nZ and Z. Our process generalizes previous known technics
for the computation of Buchberger’s algorithm in Commutative Gröbner bases over a valuation
nœtherian ring or in Commutative dynamical Gröbner bases over a principal ideal ring [25], [26]
and in Noncommutative Gröbner bases over a field [11],[10], [19], [20]. In this paper, we work with
R = V〈x1, . . . , xm〉 a free associative algebra with non-commuting variables over a ring V. Although
most of the results that we present here hold for a wider class of noncommutative algebras.
This paper is structured as follows:
Section 1: Preliminaries: we adapt to ring, the classical notions needed for Buchberger’s algorithm
in R .
Section 2: We introduce Noncommutative Gröbner bases and Reduced Gröbner bases and we give
also the fundamental theorem on normal forms over R.
Section 3: We give the division algorithm and Buchberger’s algorithm for Noncommutative Gröb-
ner bases over a valuation nœtherian ring V.
Section 4: We have generalized Noncommutative Gröbner bases over V =
Z
nZ
.
Section 5: We adapt dynamical commutative Gröbner bases to Noncommutative Gröbner bases
over the integers V = nZ.
1. Preliminaries
In this section, we give some notions and notations that we will use in the sequel.
Let V be a commutative ring. V is said to be a valuation ring if for all a, b ∈ V, a divides b or b
divides a.
A finite set of symbol is called alphabet. A finite sequence of elements of an alphabet
∑
is called
a word. By a monomial, we mean a finite noncommutative word in the alphabet {x1, . . . , xm}. We
use the letter M to denote the set of monomials. We define the multiplication in the set M by
concatenation. Let p ∈M, we denote by Lth(p) the length of p i.e the number of letter of the word
p. Note that Lth(w) = 0 if w is an empty word.
Let R = V〈x1, . . . , xn〉 be the free associative algebra with non-commuting variables defined over
a ring V, then f ∈ R ⇔ f =
∑
α
aαpα as a finite sum, where pα ∈ M and aα ∈ V with pα 6= p
′
α if
α 6= α′. By a term t, we mean t = ap where a ∈ V and p ∈ M. We use the letter T to denote the
set of terms. We define the multiplication in the set T as follows: if t = ap, t′ = a′p′, with a, a′ ∈ V
and p, p′ ∈M, then tt′ = aa′pp′ where pp′ is a concatenation of p and p′ (p and p′ do not commute).
Let t ∈ T. if t = ap where a ∈ V and p ∈M, then Lth(t) = Lth(p).
A subset I of R is said to be a two-sided ideal of R if:
- g1 − g2 ∈ I for all g1, g2 ∈ I
- f.g.h ∈ I for all g ∈ I and all f, h ∈ R.
Let D ⊂ R, we denote by 〈D〉 = {
∑
f.g.h/f, h ∈ R, g ∈ D} the ideal generated by D and we
denote also by 〈〈D〉〉 = {
∑
i αi.gi/αi ∈ V, gi ∈ D} the V-submodule of R generating by D.
- An ideal I ⊂ R is said to be a term-ideal if it is generated by elements in T of the form ap with
a = 1 or a ∈ V \ V∗ and p ∈M (where V∗ is the group of invertible elements of V).
Let p and q be two monomials of M. We say that p divides q if there exists two monomials m
and m′ of M such that q = m.p.m′. Let p ∈ M, we say that p occurs in f ∈ V〈x1, . . . , xm〉 if the
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coefficient of p in f is not zero. Let t = ap and t′ = a′p′ two terms of T. We say that t divides t′, if
a divides a′ in V and p divides p′ in M.
The set M of monomials is a monoïd with the concatenation as monoïd law.
A well-order < on M is said to be admissible, if it satisfies the following conditions: for all
p, q, r, s ∈M, non empty :
• if p < q then pr < qr
• if p < q then sp < sq and
• if p = qr then p > q and p > r.
In other words, < is an admissible order if it is a well-order which is compatible with the monoïd
structure. Note that the admissible order generalizes the notion of monomial order for the commu-
tative case.
Let p and q be two monomials in the finite alphabet {x1, x2, . . . , xn}. Considering that x1 < x2 <
. . . < xn, the left graded lexicographic order (grlex) is defined as follows: p <grlex q for the left
graded lexicographic order if:
• Lth(p) < Lth(q) or
• if Lth(p) = Lth(q), we find the biggest common left subword m such that p = m.w1 and p2 =
m.w2 where w1 < w2 i.e the first symbol xi for w1 is smaller than the first symbol xj for w2
i.e xi < xj .
The left graded lexicographic order is an admissible order.
Throughout this paper we assume that < is an admissible order.
• Let q ∈ M, we say that q is the leading monomial of f and we note q = LM(f) if q occurs
in f ∈ V〈x1, . . . , xm〉 and p < q for all monomials p occurring in f .
• The coefficient of the leading monomial of f is denoted LC(f): it called the leading coefficient
in f . The term LT (f) = LC(f)LM(f) is the leading term of f .
• Let E ⊂ R, be a non empty set; and we define the following sets:
– LM(E) := {LM(f)/f ∈ E \ {0}}.
– LT (E) := {LT (g)/g ∈ E \ {0}}.
– NonLM(E) := M \ LM(E).
– NonLT (E) := T \ LT (E).
2. Noncommutative Gröbner bases over a commutative ring V
In this section R = V〈X1, . . . ,Xn〉 is a free associative algebra with noncommutative variables
over a commutative ring V and < an admissible order on the set of all monomials M.
2.1. Noncommutative Gröbner basis.
Lemma 2.1. (1) Let I = be a term-ideal of R. Then a term bβ.qβ ∈ I if and only if there exists
α0pα0 in the set of generators of I which divides bβ.qβ.
(2) Let K = 〈〈aαpα / pα ∈ M, α ∈ Ω ⊆ N
n〉〉 be a V-submodule of R. A term bβ.qβ ∈ K if and
only if there exists α0 ∈ Ω such that pα0 = qβ and aα0 divides bβ. .
Proof Obvious 
Definition 2.2. A subset G ⊂ I (where I is an ideal of R) is said to be a (two.sided) noncommutative
Gröbner basis for I with respect to < if
〈LT (G)〉 = 〈LT (I)〉
.
How to construct a noncommutative Gröbner basis? The classical method is Buchberger’s algo-
rithm. We will see how to design Buchberger’s algorithm over a valuation nöetherian ring ( section
3) and over a principal ideal ring (section 4).
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In the following, we generalize the fundamental theorem on normal forms over R.
Theorem 2.3. Let I be a V-submodule of R, then, as a V-module, we have:
R = I ⊕ 〈〈V.LM(I) \ V.LT (I)〉〉 ⊕ 〈〈NonLM(I)〉〉,
where 〈〈X〉〉 is the V-submodule of R generated by X ⊆ R.
NB: If LC(f) is invertible for every f ∈ I, then V.LM(I) \ V.LT (I) = ∅, thus, over a field
R = I ⊕ 〈〈NonLM(I)〉〉 and we retrieve the classical known result for normal forms.
Proof
Put A = I, B = 〈〈V.LM(I) \ V.LT (I)〉〉 and C = 〈〈NonLM(I)〉〉. First observe that A ∩ B =
B ∩ C = A ∩ C = 0; know, we are going to prove that A ∩ (B ⊕ C) = 0, B ∩ (A ⊕ C) = 0 and
C ∩ (A⊕B) = 0.
(1) Let us prove that A ∩ (B ⊕ C) = 0, B ∩ (A⊕ C) = 0 and C ∩ (A⊕B) = 0.
(a) Suppose that f ∈ A ∩ (B ⊕ C) and f 6= 0. We have f ∈ A = I ⇒ LM(f) ∈
LM(I) and LT (f) ∈ LT (I) (*). On the other hand, we have: f ∈ B ⊕ C ⇒ LT (f) ∈
V.LM(I) \ V.LT (I) or LM(f) ∈ NonLM(I). Thus, using (*) we have LT (f) ∈ LT (I) ∩[
V.LM(I)\V.LT (I)
]
= ∅ or LM(f) ∈ LM(I)∩NonLM(I) = ∅ which is impossible. Hence
A ∩ (B ⊕ C) = 0.
(b) Suppose that f ∈ B ∩ (A⊕ C) and f 6= 0.
We have f ∈ B ⇒ LT (f), LM(f) ∈ V.LM(I) \ V.LT (I), thus LT (f) /∈ LT (I) and
LM(f) ∈ LM(I) (**). On the other hand, we have: f ∈ A⊕C ⇒ LT (f) ∈ LT (I) or LM(f) ∈
NonLM(I), which contradicts (**). Hence B ∩ (A⊕ C) = 0.
(c) Suppose that f ∈ C ∩ (A⊕B) and f 6= 0.
We have f ∈ C = 〈〈NonLM(I)〉〉 ⇒ LM(f) ∈ NonLM(I) ⇒ LM(f) /∈ LM(I) (***).
On the other hand, we have f ∈ A⊕B ⇒ LM(f) ∈ LM(I) or LM(f) ∈ V.LM(I)\V.LT (I)
(thus LM(f) ∈ LM(I)), which is contradicts (***). Hence B ∩ (A⊕ C) = 0.
(2) Now, let us show that R = A⊕B ⊕C = I ⊕ 〈〈V.LM(I) \ LT (I)〉〉 ⊕ 〈〈NonLM(I)〉〉.
Suppose that there exists v ∈ R such that v /∈ A⊕B ⊕ C and let us prove that this fact
is impossible. Define the set H = {LM(v) / v /∈ A ⊕ B ⊕ C}, then H 6= ∅. Let v0 be a
minimal element with the property LM(v0) ∈ H.
(a) Suppose that LT (v0) ∈ C = 〈〈NonLM(I)〉〉. Let v1 = v0 − LT (v0) then we have
LM(v1) < LM(v0) (a∗). By minimality from (a∗), we have v1 ∈ A ⊕ B ⊕ C and v0 =
v1 + LT (v0) ∈ A⊕B ⊕ C. Which is impossible by definition of v0.
(b) Suppose that LT (v0) /∈ C = 〈〈NonLM(I)〉〉.
We have LT (v0) /∈ C = 〈〈NonLM(I)〉〉 ⇒ LM(v0) /∈ NonLM(I), thus LM(v0) ∈
LM(I), therefore LT (v0) ∈ V.LM(I).
- Suppose that LT (v0) ∈ V.LM(I) \ V.LT (I). Let v2 = v0 − LT (v0) ⇒ LM(v2) <
LM(v0) (b∗). By minimality from (b∗), we have v2 ∈ A ⊕ B ⊕ C and v0 = v2 + LT (v0) ∈
A⊕B ⊕ C, which is impossible.
- Suppose that LT (v0) ∈ V.LT (I), we deduce that there exists w ∈ I such that LT (v0) =
LT (w). Let v3 = v0 − w ⇒ LM(v3) < LM(v0) (c*). By minimality from (c∗), we have
v3 ∈ A⊕B ⊕ C and v0 = v3 + w ∈ A+B + C, which is impossible.
We conclude that R = A ⊕ B ⊕ C = I ⊕ 〈〈V.LM(I) \ V.LT (I)〉〉 ⊕ 〈〈NonLM(I)〉〉 as
desired.

Remark 2.4. - Every element f ∈ R has a unique decomposition f = f1 + NI(f) where f1 ∈
I and NI(f) = f2+ f3 ∈ 〈〈V.LM(I) \V.LT (I)〉〉⊕ 〈〈NonLM(I)〉〉. NI(f) is called the normal form
of f relatively to I.
- Now, a question arise: how to compute the normal form of a polynomial?
As in the commutative case, we are going to see that division by a set of generator of the ideal I
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does not solve the problem in general, but division by a noncommutative Gröbner basis of the ideal
I solves the problem over a suitable ring.
2.2. Division algorithm. .
Division algorithm is already known in the non commutative case over a field [?]. In the following
we adapt this algorithm over a ring.
Let f ∈ R, given an ordered set F = {f1, . . . , fs} ⊂ R, we propose a method to divide f by F i.e.
we find nonnegative integers t1, . . . , ts and uij , vij , r ∈ R for 1 ≤ i ≤ s and 1 ≤ j ≤ ti such that:
(1) f =
s∑
i=1
ti∑
j=1
uijfivij + r.
(2) LM(f) ≥ LM(uijfivij) for all i and j.
(3) LT (fi) does not divides any term occurring in r for 1 ≤ i ≤ s. We will call r a reminder of
the division by F .
Algorithm1
INPUT: F = {f1, . . . , fs} (Ordered), f and an admissible order <.
OUTPUT: t1, . . . , ts ∈ N, uiti , viti , r ∈ R such that f =
s∑
i=1
ti∑
j=1
uijfivij + r
INITIALIZATION: t1 = · · · = ts = 0, uiti = vii = r = ∅ and h := f .
Divoccur:= False
WHILE h 6= 0 and Divoccur:=false Do,
IF LT (fi)/LT (h)
(
with LM(h) = u.LM(fi).v and LC(fi)/LC(h) for 1 ≤ i ≤ s and u, v ∈ M
)
,
then
uiti := [
LC(h)
LC(fi)
]u
viti := v
DIVOCCUR:=True
h := h− uiti .fi.viti
IF DIVOCCUR := False, then
r := r + LT (h)
h := h− LT (h)
Example 2.5. Let (Z/16Z)〈x, y〉. Let us divide f = 4(xy)2−2xy by f1 = 3yxy+x2 and f2 = 2yx−6y
with x >grlex y. Then f = −4x.f1 + 4x
3 − 2xy.
- If we start the division by f2 we get f = 2x.f2.y + 12xy
2 − 2xy.
- If we start the division by f1 we get f = −4xf1 + 4x
3 − 2xy
Example 2.6. Let R = Z〈x, y, z〉 and I = 〈f1 = 5xy− x, f2 = 3x2 − xz〉 be an ideal of R generated
by F = {f1, f2}. Let f = 30zx
2yx ∈ R and > be the (left) graded-lexicographic order on M with
x > y > z. The division of f by F yields
- f = 10z.f2.yx+ 10zxzyx if we start by f2,
- f = 6zx.f1.x+ 2z.f2.x+ 2(zx)
2 if we start by f2.
Notation
If F = {g1, . . . , gn} is an ordered set in R and f ∈ R, we denote by r = f
F
a remainder of f
under the division by F .
Note that from the above examples, we see that:
-The result of the division algorithm depend on the order on F ,
-The division algorithm doesn’t allow to answer the "ideal memberships problem" because if the
remainder of the division f by F is r, we doesn’t know if r = NI(f) is the normal form of f .
In order to solve this two important problems, one must make the division by a noncommutative
Gröbner basis as we will see in the following theorem.
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Theorem 2.7. Suppose that G is a noncommutative Gröbner basis of an ideal I of R. Let f ∈ R
and assume that F = {g1, . . . , gn} = {g ∈ G / LM(g) ≤ LM(f)}. If f
F
= r (r 6= 0) then r is
independent of the order of g1, . . . , gn in F . In fact r = NI(f).
Proof Consider that f
F
= r (r 6= 0), then LM(r) ≤ LM(f), since 〈LT (G)〉 = 〈LT (I)〉, we
see that, for each g ∈ G, LT (g) does not divide any term occurring in r. Hence r ∈ 〈〈V.LM(I) \
V.LT (I)〉〉 ⊕ 〈〈NonLM(I)〉〉. On the other hand, f =
n∑
i=1
ti∑
j=1
uijgivij + r (From the division al-
gorithm) with LT (gi), ∀1 ≤ i ≤ n does not divide any term occurring in r. It is clear that
n∑
i=1
ti∑
j=1
uijgivij ∈ I and r /∈ I, that implies r ∈ 〈〈V.LM(I) \ V.LT (I)〉〉 ⊕ 〈〈NonLM(I)〉〉 since the
decomposition is unique, we have r = NI(f).

Corollary 2.8. (Ideal membership problem) Suppose that G is a noncommutative Gröbner basis of
an ideal I of R. Let f ∈ R, then f ∈ I if and only if f
G
= 0.
Proof Follows from the above proposition and the fundamental theorem on normal forms.

2.3. Reduced noncommutative Gröbner basis. Let f be an ideal, a set of term N is a minimal
generating set of term if N = {ap ∈ BJ/ ∀ bq ∈ BJ , (bq/ap⇒ p = q and 〈a〉 = 〈b〉)}
Definition 2.9. Let I be an ideal of R and assume that the term-ideal 〈LT (I)〉 has a unique minimal
terms generating set T . We say that the set GI,T is the reduced noncommutative Gröbner basis for
I if GI,T =
{
t−NI(t)/t ∈ T and NI(t) ∈ 〈〈V.LM(I) \ V.LT (I)〉〉 ⊕ 〈〈NonLM(I)〉〉
}
.
Remark 2.10. The fact of having a unique minimal generating set of terms will guarantee the
existence of the reduced noncommutative Gröbner basis.
Theorem 2.11. Let I be an ideal of R and assume that the term-ideal 〈LT (I)〉 has a unique minimal
generating set of terms TI . Let GI,T be the reduced noncommutative Gröbner basis for the ideal I of
R. Then the following hold.
(1) GI,T is a noncommutative Gröbner basis for I.
(2) If g ∈ GI,T , then LC(g) = 1 or LC(g) ∈ V \ V
∗ is irreducible.
(3) If g ∈ GI,T then g − LT (g) ∈ 〈〈V.LM(I) \ V.LT (I)〉〉 ⊕ 〈〈NonLM(I)〉〉.
(4) LT (GI,T ) is the minimal terms generating set of 〈LT (I)〉.
Proof
(1) GI,T is a noncommutative Gröbner basis for I?
We have to show that 〈LT (GI,T )〉 = 〈LT (I)〉. It is obvious that GI,T ⊆ I and thus
LT (GI,T ) ⊆ LT (I). Let f ∈ I ⇒ LT (f) ∈ LT (I) ⊂ 〈LT (I)〉 = 〈T 〉, then there ex-
ists t ∈ T such that t/LT (f) (a). Put g = t − NI(t) then LT (g) ∈ LT (I). Recall that
NI(t) = t2+ t3 with t2 ∈ 〈〈V.LM(I)\V.LT (I)〉〉 and t3 ∈ 〈〈NonLM(I)〉〉 and g = t− t2− t3.
Since LT (g) ∈ LT (I) then LT (g) = LT (t2) or LT (g) = LT (t3) are impossible, then
LT (g) = t. Therefore, from (a), we have LT (g)/LT (f) ⇒ LT (f) ∈ 〈LT (GI,T )〉, thus
〈LT (I)〉 = 〈LT (GI,T )〉. Hence GI,T is a noncommutative Gröbner basis for I.
(2) Obvious.
(3) If g ∈ GI,T then g − LT (g) ∈ 〈〈V.LM(I) \ V.LT (I)〉〉 ⊕ 〈〈NonLM(I)〉〉?
Let g ∈ G then g = t −NI(t) (α). From above (1) we have seen that NI(t) 6= LT (g) and
LT (g) = t (β). Thus from (α)−(β) we find g−LT (g) = −NI(t) ∈ 〈〈V.LM(I)\V.LT (I)〉〉⊕
〈〈NonLM(I)〉〉 as desired.
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(4) LT (G) is the minimal generating set of terms of 〈LT (I)〉?
Since G is a noncommutative Gröbner basis for I, we have T ⊂ LT (GI,T ) as in the above
remark. Let g ∈ GI,T then g = t − NI(t), from (2) we have seen that LT (g) = t ∈ T ⇒
LT (GI,T ) ⊆ T . Thus T = LT (GI,T ) is the minimal generating set of term of 〈LT (I)〉.

Remark 2.12. The above theorem guaranties the existence of reduced Gröbner basis but doesn’t
provide a procedure to compute it, since, until now, we are not able to compute the normal form of
a polynomial. In the next section, we will have the necessary tools to compute the normal form of a
polynomial.
3. Noncommutative Gröbner bases over nœtherian valuation ring
In this section we will give a way to construct a finite and an infinite noncommutative Gröbner
basis by using the overlap relations which generalize S-polynomials for the commutative Gröbner
bases [8]. We will also recall the definition of Gröbner basis in the noncommutative case over a field
(see: [?]) and adapt it for a valuation ring.
The previous theorem prove that noncommutative Gröbner bases allows to solve the "Ideal mem-
bership problem". But, how to compute a Gröbner basis? For this, we need Buchberger’s Algorithm.
In this section R = V〈x1, . . . , xn〉 is a free associative algebra with non-commuting variables over
a commutative ring V and < an admissible order on the set of all monomials M.
Minimal generating sets of terms over nœtherian ring
Proposition 3.1. Let V be a nœtherian ring and R = V〈x1 . . . xn〉. Let ≤ be an admissible order
on M. If J ⊂ R is a term-ideal of R, then J has a unique minimal generating set of terms which is
N = {ap ∈ BJ/ ∀ bq ∈ BJ , (bq/ap ⇒ p = q and 〈a〉 = 〈b〉)}, where BJ is the set of all terms in J
and 〈λ〉 is the ideal of V generated by λ ∈ V.
Proof Let S be the set of terms which generates J , i.e J = 〈S〉. Let N = {ap ∈ BJ/ ∀ bq ∈
BJ , (bq/ap⇒ p = q and 〈a〉 = 〈b〉)}, where 〈λ〉 is the ideal of V generated by λ ∈ V.
(1) Let us prove that N is nonempty.
Put Σ = {p ∈M/ ∃ a ∈ V, ap ∈ S}, since ≤ is an admissible order on M, then Σ has a minimal
element r.
- If r ∈ J then r ∈ B, hence r ∈ N thus N is nonempty.
- If r /∈ I then there exists a ∈ V \ V∗ (i.e a is non-invertible) such that ar ∈ S because r ∈ Σ.
Thus, CJ = {〈c〉, c ∈ V \ V
∗/ cr ∈ S} 6= ∅. Let 〈c0〉 ⊂ 〈c1〉 ⊂ 〈c2〉 ⊂ . . . ⊂ 〈cn〉 ⊂ 〈cn+1〉 ⊂ . . . be
an ascending chain of elements of CJ since V is a nöetherian ring then this chain is stationary i.e
there exists ci0 , such that ci0 = ci for every i ≥ i0. Therefore ci0r is a minimal element and then c0r
belong to N i.e N is nonempty.
(2) Let us prove that N generates J
Suppose that there exists ap ∈ J such that ap /∈ 〈N〉; by minimality there exists bq /∈ N such that
bq/ap and (p 6= q or 〈a〉 6= 〈b〉). But bq/ap⇒ (q ≤ p or b/a)⇒ (q ≤ p or 〈a〉 ⊆ 〈b〉) hence using the
fact that p 6= q or 〈a〉 6= 〈b〉 we have:
ap /∈ 〈N〉 ⇒ ∃ bq /∈ N such that q < p or 〈a〉 ( 〈b〉.
Now starting by a1p1 /∈ 〈N〉 and applying the above result recursively we have an infinite sequence
of element aipi /∈ 〈N〉 such that
. . . /aipi/ . . . /a2p2/a1p1
and at least one of the sequence
. . . ≤ pi ≤ . . . p2 ≤ p1 (S1)
and
〈a1〉 ⊆ 〈a2〉 ⊆ . . . ⊆ 〈ai〉 ⊆ . . . (S2)
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is infinite.
But the sequence (S1) is infinite, is impossible because ≤ is an admissible order,
and also the sequence (S2) is infinite, is impossible because V is nœtherian.
We can conclude that ∀ ap ∈ B, ap ∈ 〈N〉. Thus N is a term generator set of J .
(3) Finally let us prove that N is minimal Suppose that there exist another generating set N ′ of
J such that N ′ ⊂ N . If a0n0 ∈ N , a0n0 ∈ J = 〈N
′〉 then there exists a′n′ ∈ N ′ such that a′n′
divides a0n0 and by definition of N we have 〈a0〉 = 〈a
′〉 and n0 = n
′ thus a0n0 = α
′a′n′ ∈ N ′with
α′ ∈ V. Hence N = N ′. 
Example 3.2. Let consider <grlex order and Let I ⊂ R be an ideal of R such that
I = 〈2xy2, 5x2y, 3x2, 4yx2y, 3xy2, 25xy2, 25x2y, 75x2, 75y2, 10x2, 375y2〉
(1) over R =
Z
54Z
〈x, y〉, the unique minimal generating set of terms is N = {xy2, x2, 75y2}.
(2) over R = Z〈x, y〉, the unique minimal generating set of terms is
N = {3x2, 10x2, 75y2, 2xy2, 3xy2, 25xy2, 5x2y, 4yx2y}
.
Remark 3.3. • The unique minimal generating set of terms given in the above proposition is
independent of any particular admissible order.
• The unique minimal generating set of terms is not necessary finite, this differs from the
commutative case with Dickson Lemma. For example the ideal J = 〈xyix, i ∈ N, i > 1〉 has
an infinite minimal generating set of terms.
Buchberger’s Algorithm over a valuation nœtherian ring.
First, let us generalizes the well known technic of overlap relation for non-commuting multivariate
polynomials over a field.
Definition 3.4. (Overlap relation) Let f, g ∈ R = V〈X1, . . . ,Xn〉 where V is a valuation ring
and R a free associative algebra with n non-commuting variables. Let < be an admissible order on
M. Suppose that there are two monomials p and q:
(1) LM(f).p = q.LM(g)
(2) LM(f) does not divide q and LM(g) does not divide p.
Then the overlap relation of f and g by p and q is given by:
• O(f, g, p, q) = LC(g)LC(f) .f.p− q.g if LC(f)/LC(g).
• O(f, g, p, q) = f.p− LC(f)LC(g) .q.g if LC(g)/LC(f).
Definition 3.5. A subset D ⊂ R is said to be LM-reduced if for all distinct elements f, g ∈ D,
LM(f) does not divide LM(g) and vice versa.
NB: Over a field, every generators set can be LM-reduced in a new generators set, but that is not
the case for a valuation ring (see [10]).
We present now the noncommutative version of Buchberger’s algorithm over a valuation ring. We
began by "Termination Theorem" which is a generalization of Bergman Diamond Lemma ([2], [?]).
Theorem 3.6. Let V be a nœtherian valuation ring and R = V〈x1, . . . , xn〉 Suppose that G is a
set of LM-reduced elements of V〈x1, . . . , xn〉 such that every overlap relation O(g, g′, p, q)
G
= 0 with
g, g′ ∈ G, then G is a noncommutative Gröbner basis for the ideal I = 〈G〉.
Proof This proof is an adaptation to nœtherian valuation ring of the proof in appendix of [?].
Since there are some minor errors:
- in the proof in [?] page 49, for noncommutative Gröbner bases over field,
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- and in the computation of S-polynomial of a single polynomial in [25] for commutative Gröbner
bases over a valuation ring, (see corrigendum [26]),
we give our proof for the shake of completeness . Let f ∈ I and assume that LT (f) is not divisible
by LT (g) for any g ∈ G. We need to show that this fact is impossible.
Assuming that G is a generating set for I, we have
f =
∑
i,j
αijpijgiqij =
∑
i,j
αijpijLT (gi)qij + αijpij
[
gi − LT (gi)
]
qij (Λ)
with gi ∈ G, pij, qij ∈ M and αij ∈ V \ {0}. Remark that LM [pijLT (gi)qij ] = pijLM(gi)qij and
LM [pijLT (gi)qij] > LM [pij
(
gi − LT (gi)
)
qij] for each (i, j). Let K =
⋃
(i,j)/αij 6=0
{
pijLM(gi)qij
}
,
m = #K and write K =
{
pi0j0LM(gi0)qi0j0 , pi1j1LM(gi1)qi1j1 . . . , pimjmLM(gim)qimjm
}
with
piljlLM(gil)qiljl > pil+1jl+1LM(gil+1)qil+1jl+1, 0 ≤ l ≤ m− 1.
Let Cl =
∑
(i,j)/pijLM(gi)qij=piljlLM(gil )qiljl
LC(gi)αij and
Γl =
{
(i, j)/pijLM(gi)qij = piljlLM(gil)qiljl
}
.
Since V is a valuation ring, there exists one of the LC(gi) occurring in Cl which divides all the
others and we denote it by LC(gi(l)) and by pi(l)j(l)LM(gi(l))qi(l)j(l) the corresponding monomial[
note that necessarily pi(l)j(l)LM(gi(l))qi(l)j(l) = piljlLM(gil)qiljl and LC(gi(l)) divides Cl, but it is
possible to have LM(gi(l)) 6= LM(gil)
]
.
If C0 6= 0 then necessary
LT (f) = C0pi0j0LM(gi0)qi0j0 =
C0
LC(g
i(0)
)LC(gi(0))pi(0)j(0)LM(gi(0))qi(0)j(0) , thus
LT (gi(0)) = LC(gi(0))LM(gi(0))/LT (f) which contradicts the hypothesis on LT (f). Hence C0 = 0
which implies that #Γ0 ≥ 2. Put z = max
{
l / 0 ≤ l ≤ m − 1, #Γl ≥ 2
}
, and considering all
ways of rewriting f as in (Λ), we put Γ to be the Γz with the smallest size. Let p
∗ the monomial
corresponding to Γ then #Γ is the number of occurrences of p∗ in (Λ). We see that, if we consider all
ways of rewriting f as in (Λ) then p∗ is the monomial which has the minimal number of occurrences.
Therefore, there exists p, q, p′, q′ ∈M and g, g′ ∈ G such that
p∗ = pLM(g)q = p′LM(g′)q′
Now, let us study all possible cases.
Case:1 Suppose that p < p′
Case:1.1 Suppose that q ≤ q′ this forces that LM(g′) to divide LM(g), which contradicts the
fact that G is LM-reduced.
Case:1.2 Suppose that q > q′.
From p < p′ and q < q′ we can write p′ = pσ and q = ρq′ (with ρ, σ ∈ M) and using that fact
that pLM(g)q = p′LM(g′)q′, we find LM(g)ρ = σLM(g′).
Case:1.2.1 Suppose that LM(g) does not divide σ and LM(g′) does not divide ρ. Then there is
an overlap of LM(g) and LM(g′) from p∗. The corresponding overlap is :
• O(g, g′, ρ, σ) = LC(g
′)
LC(g) .g.ρ − σ.g
′ if LC(g)/LC(g′),
• and O(g, g′, ρ, σ) = g.ρ− LC(g)LC(g′) .σ.g
′ if LC(g′)/LC(g).
Therefore, we have:
• p′g′q′ = LC(g
′)
LC(g) pgq − p.O(g, g
′, ρ, σ)q′ if LC(g)/LC(g′),
• and pgq = p.O(g, g′, ρ, σ)q′ + LC(g)LC(g′) .p
′g′q′ if LC(g′)/LC(g).
By assumption, O(g, g′, ρ, σ)
G
= 0, thus we have O(g, g′, ρ, σ) =
∑
i α̂ip̂iĝiqˆi with α̂i ∈ V \ {0},
p̂i, q̂i ∈M and ĝi ∈ G, such that LM(p̂iĝiq̂i) < LM(g)ρ = σLM(g
′).
Since LT (LC(g′)pgq) = LC(g′)LC(g)p∗ = LT (LC(g)p′g′q′), rewriting pgq and p′g′q′ in this
way, we can combine their leading term in order to lower the number of occurrences of p∗, which
contradicts the minimality of occurrences of p∗.
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Case:1.2.2 Suppose that LM(g) divides σ or LM(g′) divides ρ, then from LM(g)ρ = σLM(g′)
we see that LM(g) divides σ and LM(g′) divides ρ ( hence there is no overlap of g and g′ in p∗ and
p′ > pLM(g) and q > LM(g′)q′).
Now, write g =
∑
i αipi + LT (g) and g
′ =
∑
j α
′
jp
′
j + LT (g
′). We have:
• LC(g
′)
LC(g) .pgq − p
′g′q′ = LC(g
′)
LC(g)
∑
i αippiq −
∑
j α
′
jp
′p′jq
′ if LC(g)/LC(g′),
• and pgq − LC(g)LC(g′) .p
′g′q′ =
∑
i αippiq −
LC(g)
LC(g′)
∑
j α
′
jp
′p′jq
′ if LC(g′)/LC(g).
This implies that:
• p′g′q′ = LC(g
′)
LC(g) pgq −
LC(g′)
LC(g)
∑
i αippiq +
∑
j α
′
jp
′p′jq
′ if LC(g)/LC(g′),
• and pgq =
∑
i αippiq −
LC(g)
LC(g′)
∑
j α
′
jp
′p′jq
′ + LC(g)LC(g′) .p
′g′q′ if LC(g′)/LC(g).
We deduce from the previous formulas that rewriting pgq and p′g′q′ in this way, we can combine
their leading term in order to lower the number of occurrences of p∗, which contradicts the minimality
of occurrences of p∗.
Case:2 Suppose that p = p′ and we deduce from p∗ that LM(g)q = LM(g′)q′ thus LM(g)/LM(g′)
or LM(g′)/LM(g); which contradicts the fact G is LM-reduced
Case:3 Suppose that p > p′: this case is similarly to Case1, by symmetry.

We are now ready to give the method to construct a noncommutative Gröbner basis. The pro-
cedure is the same than the commutative version, the difference is when computing the overlap
relation of two polynomials. Note that in the noncommutative case, the noncommutative Gröbner
bases is not necessary finite.
Let V be a nœtherian valuation ring and R = V〈x1, . . . , xn〉 a free associative algebra over V.
Given f1, f2, . . . , fk ∈ R = V〈x1, . . . , xn〉, let I = 〈f1, . . . , fk〉 be a finitely, the algorithm produces
a sequence of elements g1, g2, . . . , where gi = fi for
1 ≤ i ≤ k, and for i > k, gi ∈ I such that LT (gi) /∈ 〈LT (g1), . . . , LT (gi−1)〉.
Algorithm 2
• Input: {f1, f2, . . . , fk} a set of LM-reduced elements,
• Output: {g1, g2, . . . , gk, . . .} a noncommutative Gröbner basis for I = 〈f1, . . . , fk〉 for the
admissible order
for 1 ≤ i ≤ k, do
gi := fi
G := {g1, . . . , gk}
Count: k
Do
H := G
For each pair of elements h, h′ ∈ H and each overlap relation of h, h′,
Do
If O(h, h′, p, q)
H
= r and r 6= 0, do
Count:= count+1
gcount = r
G := G ∪ {gcount}
While G 6= H
G is a noncommutative Gröbner basis for I = 〈f1, . . . , fk〉 for the admissible order.
Proof : See the above theorem.
Proposition 3.7. If the terms ideal of I has a finite set of monomial generators, then the above
algorithm terminates in a finite numbers of steps and yields a finite Gröbner basis.
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Proof : Similar to the proof of [?] page 21. This case is similarly to the case of noncommutative
Gröbner basis over a field and the fact that the ring is a nöetherian valuation ring guaranties that
this algorithm terminates.
Example 3.8. Let f = 3xyx− 2xy be a polynomial in (Z/4Z)〈x, y〉 with noncommuting variables.
Consider the left graded-lexicographic order with x > y and let us construct a Gröbner basis for the
ideal I = 〈f〉 of (Z/4Z)〈x, y〉. Set G = {f}, we can easily see that LM(f) = xyx and LM(f).yx =
xy.LM(f)
then O1 = O(f, yx, xy) = 2(xy)
2 − 2xy2x →f −2xy
2x = f1, we replace the previous G by
G = {f, f1}.
Since LM(f).y2x = xy.LM(f1) then O2 = O(f, f1, y
2x, xy) = 0.
Since LM(f1).yx = xy
2.LM(f) then O3 = O(f1, f, yx, xy
2) = 0.
Since LM(f1).y
2x = xy2.LM(f1) then O4 = O(f1, y
2x, xy2) = 0.
Hence G = {3xyx− 2xy,−2xy2x} is a Gröbner basis for I in (Z/4Z)〈x, y〉.
Example 3.9. Let R = Z/9Z〈w, x, y, z〉. Consider the left-graded-lexicographic order with x >
y > z > w. Let us construct a Gröbner basis for the ideal I = 〈f1 = 3yzwx − 2yx, f2 =
4xy − zw〉 of R. Set g1 := f1, g2 := f2 and G = {g1, g2}. We can easily see that LM(g1) =
yzwx, LM(g2) = xy and LM(g1).y = yzw.LM(g2) then O1 = O(g1, g2, y, yzw) = 3y(zw)
2−2yxy ⇒
O(g1, g2, y, yzw)
G
= 3y(zw)2 − 4yzw = g3.
The previous G is replaced by G = {g1, g2, g3}.
Since LM(g2).(zw)
2 = x.LM(g1) then O(g2, g1, (zw)
2, x) = −3(zw)3−4xyzw ⇒ O(g2, g1, zwx, x)
G
=
−3(zw)2 − 4zwx = g4. The previous G is replaced by G = {g1, g2, g3, g4}. Since g3
g4 = 0, then g3 is
removed from G and the new G is G = {g1, g2, g4}.
Since there is no more overlap relation in G then G is a Gröbner basis for I in R.
4. Noncommutative Gröbner bases over R = ZnZ〈x1, . . . , xm〉
Let Vi for 1 ≤ i ≤ n be a finite family of rings such that we are able to compute Noncommutative
Gröbner basis Gi in Ri = Vi〈x1, . . . , xm〉 which solves the "Ideal membership problem" for 〈Gi〉, i.e
fi ∈ 〈Gi〉 ⇔ f
Gi
i = 0 for each 1 ≤ i ≤ k.
Define the canonical projection pii : V =
k∏
j=1
Vj → Vi : a = (a1, . . . , ak) 7→ pii(a) = ai. Then
this projection extends naturally in a projection pii :
∏k
j=1Rj → Ri. If J is an ideal of
k∏
j=1
Ri then
Ji = pii(J) is an ideal of Ri, and f ∈ J ⇔ fi = pii(f) ∈ Ji for each 1 ≤ i ≤ n. We know that if
Ji = 〈Gi〉, then f ∈ J ⇔ f
Gi
i = 0, ∀1 ≤ i ≤ k.
Now, since G =
(
G1, . . . , Gk
)
guaranties the "Ideal membership problem" for J , we call G the
Dynamical Noncommutative Gröbner basis for J .
If we have a ring isomorphism ψ : A → V =
∏k
j=1 Vj then it extends naturally in isomorphism
ψ : A〈x1, . . . , xm〉 → V〈x1, . . . , xm〉. Now let I be an ideal of A〈x1, . . . , xm〉, then f ∈ I ⇔ ψ(f) ∈
J = ψ(I). In this case, we say also that G =
(
G1, . . . , Gk, ψ
)
is the ψ-Dynamical Noncommutative
Gröbner basis for I where Gi is a Noncommutative Gröbner basis for Ji = pii◦ψ(I) for each 1 ≤ i ≤ k.
Applications in ZnZ
Let n = pα11 . . . p
αk
k be an integer (where pk is a prime and αj ∈ N) and ψ :
Z
nZ →
∏k
j=1 Z/p
αj
j Z be
the classical isomorphism from Chinese remainder theorem. Since Z/p
αj
j Z is a valuation nöetherian
ring, then from section 3, we are able to compute Noncommutative Gröbner bases in Z/p
αj
j Z.
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Therefore, we can solve the "Ideal membership problem" for an ideal in ZnZ〈X1, . . . ,Xm〉 by using
dynamical process.
Example
Let n = 24 = 3.23 and I = 〈f1 = 14xy
2x− 16yx2, f2 = 22x
2y2 − 36yx〉 be the ideal of Z24Z〈x, y〉,
fix the left graded-lexicographic order with x > y. By the Chinese remainder theorem we can define
the following isomorphism: ϕ : Z/24Z→ (Z/3Z)× (Z/8Z) : x mod 24 7→ (x mod 3, x mod 8),
Moreover, we have: ϕ−1 : (Z/3Z)× (Z/8Z)→ Z/24Z : (x mod 3, x mod 8) 7→ (16x+9y)mod24.
Let us denote by I1 = pi1(I) = 〈h1 = 2xy
2x − yx2, h2 = x
2y2〉 ⊂ (Z/3Z)〈x, y〉 and I2 = pi2(I) =
〈h′1 = 6xy
2x, h′2 = 6x
2y2 + 4yx〉 ⊂ (Z/8Z)〈x, y〉.
We can easily see that G1 = {2xy
2x− yx2, x2y2, xyx2} is a Gröbner basis for I1 in (Z/3Z)〈x, y〉
and G2 = {6xy
2x, 6x2y2 + 4yx, 4xy3x, 4yx2} is a Gröbner basis for I2 in (Z/8Z)〈x, y〉. Thus G =
{G1, G2, ϕ} is a ψ-dynamical Gröbner basis for I in (Z/24Z)〈x, y〉.
5. Noncommutative Gröbner bases over the integers
5.1. Special and Dynamical noncommutative Gröbner bases.
Definition 5.1. • S is a multiplicative subset of a ring V if S ⊆ V, 1 ∈ S and ∀x, y ∈ S,
xy ∈ S.
• M(x1, . . . , xr) = {x
n1
1 × . . . × x
nr
r , ni ∈ N} is the multiplicative subset of V generated by
{x1, . . . , xr} where x1, . . . , xr ∈ V. Briefly, we denote x
N =M(x) = {xn, n ∈ N}.
• Let S be a multiplicative subset of a ring V. The ring S−1V = {xs , x ∈ V; s ∈ S} is the
localization of V relatively to S.
• Let x ∈ V, we denote by V[x], the localization of V relatively to the multiplicative subset x
N.
Moreover, one can define by induction V[x1,x2,...,xk] := (V[x1,x2,...,xk−1])[xk] for x1, . . . , xk ∈ V.
• The multiplicative subsets S1, . . . , Sk of a ring V are called comaximal if ∀ s1 ∈ S1, . . . , sn ∈
Sn; ∃ v1, . . . , vn ∈ V such that
∑n
i=1 visi = 1.
Definition 5.2. - Let V be a Principal ideal ring, f, g ∈ V〈x1, . . . , xn〉\{0}, I = 〈f1 . . . , fs〉 be a
nonzero finitely generated ideal of V〈X1, . . . ,Xn〉, and > an admissible order.
- If G = {g1, . . . , gt} and {LC(g1), . . . , LC(gt)} are totally ordered under division then it is possible
to define for each (i, j), the overlap of gi and gj such as on valuation rings. Therefore, we are able
to generalize noncommutative Gröbner basis to Principal ideal rings.
• For g1, . . . , gt ∈ V〈X1, . . . ,Xn〉, G = {g1, . . . , gt} is said to be a special noncommutative
Gröbner basis for I if I = 〈g1, . . . , gt〉, the set {LC(g1), . . . , LC(gt)} is totally ordered under
division and for each (g, g′) ∈ G×G, O(g, g′, p, q)
G
= 0.
• A set G = {(S1, G1), . . . , (Sk, Gk)} is said to be a dynamical noncommutative Gröbner basis
for I if S1, . . . , Sk are finite comaximal multiplicative subsets of V and in each localization
(S−1i V)[X1, . . . ,Xn], Gi is a special noncommutative Gröbner basis for S
−1I.
NB If V be a Principal ideal ring then each localization S−1i V is a Principal ideal ring
Proposition 5.3. Let V be a Principal ideal ring, I = 〈f1 . . . , fs〉 a nonzero finitely-generated ideal
of V〈X1, . . . ,Xn〉. Let f ∈ V〈X1, . . . ,Xn〉 and fix an admissible order. Suppose that G = {g1, . . . , gt}
is a special noncommutative Gröbner basis for I in V〈X1, . . . ,Xn〉. Then, f ∈ I if and only if f
G
= 0.
Proof Similar to the one of Special commutative Gröbner basis over a Principal ideal ring in [25]
and in corrigendum [26]. 
Theorem 5.4. Let V be a Principal ideal rings, I = 〈f1 . . . , fs〉 a nonzero finitely-generated ideal
of V〈x1, . . . , xn〉, f ∈ V〈x1, . . . , xn〉 and fix an admissible order on V〈x1, . . . ,n 〉. Suppose that G =
{(S1, G1), . . . , (Sk, Gk)} is a dynamical noncommutative Gröbner basis for I in V〈x1, . . . , xn〉. Then,
f ∈ I if and only if f
Gi = 0 in (S−1i V)[X1, . . . ,Xn] for each 1 ≤ i ≤ k.
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Proof : Similar to the one of Dynamical commutative Gröbner basis over a Principal ideal ring
in [25] and in corrigendum [26].
5.2. Buchberger’s algorithm for Dynamical noncommutative Gröbner basis. .
We are now ready to present the algorithm to construct a Special and a Dynamical noncommu-
tative Gröbner basis for an ideal I = 〈f1, . . . , fs〉 of R = Z〈X1, . . . ,Xn〉.
Comparatively to nœtherian valuation ring, we can find two incomparable (under division) el-
ements a, b ∈ V. In this case, one should compute d = a ∧ b, factorize a = da′, b = db′, with
a′ ∧ b′ = 1, and then open two branches from V, the computations are pursued in V[a′] and V[b′].
Case of overlap relation The overlap relation of f and g by p and q is given as follow:
- If LC(f) and LC(g) are comparable in V under the division order then apply the classical
definition (as in a valuation ring);
- If LC(f) and LC(g) are not comparable in V under the division order then:
(1) write LC(f) = (LC(f) ∧ LC(g)).a′ and LC(g) = (LC(f) ∧ LC(g)).b′ where a′ ∧ b′ = 1 and
LC(f) ∧ LC(g) = gcd(LC(f), LC(g)) and open two branch:
V
ւց
V[a′] V[b′]
(2) in V[a′] = {
c
a′n /c ∈ V and n ∈ N}, a
′ is invertible and LC(f) divides LC(g), then the overlap
relation is:
O(f, g, p, q) = LC(g)LC(f) .f.p− q.g.
(3) in V[b′] = {
c
b′n /c ∈ V and n ∈ N}, b
′ is invertible and LC(g) divides LC(f), then the overlap
relation is:
O(f, g, p, q) = f.p− LC(f)LC(g) .q.g
Case of division algorithm For the division of f by g, if one has to divide LT (f) = LC(f)LM(f)
by LT (g) = LC(g)LM(g) with LM(g)/LM(f) and LC(f) and LC(g) are not comparable in V under
the division order then:
(1) write LM(f) = uLM(g)v with u, v ∈M,
(2) write LC(f) = (LC(f) ∧ LC(g)).a′ and LC(g) = (LC(f) ∧ LC(g)).b′ where a′ ∧ b′ = 1 and
LC(f) ∧ LC(g) = gcd(LC(f), LC(g)) and open two branch:
V
ւց
V[a′] V[b′]
(3) in V[a′]: f =
a′
b′ u.g.v − r and the division is pursue were f will be replaced by r.
(4) in V[b′]: LT (f) is not divisible by LT (g) and therefore f = f
{g}
Example 5.5. Overlap relation
Let f1 = 6yzwx− 2yx and f2 = 4xy− 5zw be two polynomials in R = Z〈x, y, z, w〉 such that w <
x < y < z, fix the left graded-lexicographic order. We have: LM(f1).y = yzw.LM(f2) and LC(f1)
does not divides LC(f2) and vice versa, in this case we have: LC(f1) = (LC(f1) ∧ LC(f2)).a
′ =
(6 ∧ 4).3 and LC(f2) = (LC(f1) ∧ LC(f2)).b
′ = (6 ∧ 4).2 .
Z
ւց
Z[3] Z[2]
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First case: In Z[3] = {
a
3n /a ∈ Z, n ∈ N}, 3 is invertible and LC(f1) divides LC(f2) then
O(f1, f2, y, yzw) =
LC(f2)
LC(f1)
.f1.y − (yzw).f2 = 5yzwxy −
4
3
yxy
Second case: In Z[2] = {
a
2n /a ∈ Z, n ∈ N}, 2 is invertible and LC(f2) divides LC(f1) then
O(f1, f2, y, yzw) = f1.y −
LC(f1)
LC(f2)
.(yzw).f2 =
15
2
y(zw)2 − 2yxy
Example 5.6. Buchberger’s algorithm Let R = Z〈x, y〉 be a free associative algebra, I = 〈f1 =
6xyx − 8xy, f2 = 4xy − 3yx〉 be an ideal of R and we fix an admissible order with x >grlex y. Set
G = {g1 = 6xyx− 8xy, g2 = 4xy − 3yx}, our goal is to construct a noncommutative Gröbner basis
for I in R. We have: LM(g1).yx = xy.LM(g1), then O(g1, yx, xy)
G
= 6yx2y − y2x = g3 and
G := G ∪ {g3} = {g1, g2, g3}. Notice that LC(g1) = 6, LC(g2) = 4 and both are incomparable
under division in Z, then we open from Z two branches Z[2] and Z[3] and pursued the computation
of overlap relations in each branch:
Z
ւց
Z[2] Z[3]
• In the ring Z[2], the set G1 = {6xyx−8xy, 4xy−3yx,
−9
2 yx
2+6yx, 32y
2x} is a Gröbner basis
for (2N)−1I in ((2N)−1Z)〈x, y〉, in the other hand G1 is a special Gröbner basis for I in R.
• In the ring Z[3], the set G2 = {6xyx−8xy, 4xy−3yx, 3xy
2x−3y2x,−3yx2+4yx,−3(yx)2+
4y2x, 643 yx, y
3x,−2y2x} is a Gröbner basis for (3N)−1I in ((3N)−1Z)〈x, y〉, in the other hand,
G2 is a special Gröbner basis for I in R.
Thus the set G = {(G1, (2
N)), (G2, (3
N))} is a dynamical Gröbner basis for I in R.
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