Abstract Automatic image annotation is an important and challenging task, and becomes increasingly necessary when managing large image collections. This paper describes techniques for automatic image annotation that take advantage of collaboratively annotated image databases, so called visual folksonomies. Our approach applies two techniques based on image analysis: First, classification annotates images with a controlled vocabulary and second tag propagation along visually similar images. The latter propagates user generated, folksonomic annotations and is therefore capable of dealing with an unlimited vocabulary. Experiments with a pool of Flickr images demonstrate the high accuracy and efficiency of the proposed methods in the task of automatic image annotation. Both techniques were applied in the prototypical tag recommender "tagr".
Introduction
With the prevalence of personal digital cameras, more and more images are hosted and shared on the Web. Systems organizing and locating images in these image databases heavily depend on textual annotations of images. For example, major existing image search engines like Google, Yahoo! and MSN rely on associated text in the web page, file names, etc. Naturally, the value of image databases immensely grows with rich textual annotations.
Image annotation or image tagging is the process by which metadata is added to a digital image in the form of captioning or keywords. For this task humans interpret an image using their background knowledge and the capability of imagination. Therefore humans are able to annotate concepts which are not captured in an image itself. It is worth to note that the human labeling process is subjective and may therefore lead to ambiguous annotations especially in the absence of a fixed vocabulary. This issue can be addressed by making use of a shared annotation vocabulary.
The practice of collaboratively creating and managing annotations-known as folksonomic tagging in the context of Web2.0-aims at facilitating sharing of personal content between users. A widely used website that relies on folksonomies as main method for the organization of their images is Flickr. 1 Flickr has a repository that is quickly approaching 2.0 billion images (as of November 2007 2 ) and growing. The large amount of information provided by such databases of annotated images is in the following referred to as visual folksonomy. Users can describe pictures on Flickr in free text (title, caption) and via keywords (tags). If the picture owner allows it, users can also tag pictures of others. The general motivation of Flickr users to tag their and others' pictures is to make the picture findable.
In Section 2 we discuss related work. Section 3 then examines in depth a hybrid approach for automatic image annotation, namely the combination of visual content analysis with existing folksonomies. A detailed analysis of our experiments is given in Section 4. The techniques for automatic image annotation have also been applied in the tag recommender tagr that follows two goals: (1) to reduce human effort for annotation and (2) to work towards a collectively shared vocabulary in Flickr, exploiting multiple dimensions of content and interaction. Section 5 provides a description of the idea underlying the tagr, a system description and an investigation of tagging behavior when the tagr is used.
Related work
Automatic image annotation is a challenging task which has not been solved satisfactory for general real-world applications. Many solutions cover only small domains and they usually work with a very limited vocabulary set. While there has been work on content-based image retrieval and object recognition over the last decades [9, 11, 24] , work on automatic image annotation is a relatively new field.
The topic of automatic image annotation has recently been boosted by the rise of photo sharing sites such as Flickr, in which users massively tag their own pictures as well as those of others. This provides researchers with a huge new amount of data with which to experiment and research various questions. 3 From the point of view of image retrieval, one possible drawback is the "noisiness" of data. In the context of image retrieval/annotation this means that a tag can not be expected to describe the image's content. Among the currently researched topics is therefore the question how users actually tag and why they tag. The first question is addressed in detail e.g. in [12] , in which the authors describe multiple functions that tags can have and come to the conclusion that describing an image's content is only one possible function among many. In [23] a similar analysis of how users tag is described. Results are directly integrated in the implementation of various tag recommendation systems. The tag recommendation system described there based on tag co-occurrence, similar to one of the functionalities underlying the tagr.
Another related research question is of course how to effectively navigate through large image databases with imperfect annotation. This is addressed e.g. by [1] , where for navigation both tags and general visual features, such as "colorfulness" (standard deviation between the means of the three color channels) and other color and texture features, are combined.
Automatic image annotation can be formulated as a classification problem, where e.g. supervised learning by Support Vector Machines (SVMs) is used to classify images and image parts to a number of concepts [7] . In a different approach, the probability of words associated with image features [14, 26] is considered.
The work in [16] proposes an image annotation technique that uses content-based image retrieval to find visually similar images from the Web and textual information that is associated with these images to annotate the query image. A similar approach is described in [13] where SIFT features [18] are utilized to retrieve similar images and to map keywords directly to these image descriptors. In [22] the Flickr image database is used to investigate collective annotations.
Some existing web-based image search engines use part of these techniques and operate on a pool of Flickr images. 'Flickr suggestions' 4 combines regular textbased and content-based search, 'beholdsearch' 5 includes a search for a number of predefined and trained high level concepts, 'retrievr' 6 provides query-by-sketch using multiresolution wavelet decompositions. 'ALIPR' 7 [16] suggests automatic generated annotations for any online image specified by its URL.
Automatic image annotation
In our approach for automatic image annotation, we aim at taking advantage of the large amount of information provided by visual folksonomies. The visual content of untagged images is a valuable source of information allowing cross-linking of these images to the images of the visual folksonomy. Given the high computational cost of content-based image analysis, efficient methods are required for enabling annotation in real-time.
In the context of automatic image annotation, we consider techniques that work in real-time to be fast enough to let the user work in an acceptable way, e.g. with a guaranteed response time of less than one second.
Our approach to automatic image annotation is split into two strategies -automated image classification by off-line supervised learning of concepts from a folksonomy and -tag propagation from visually similar images Figure 1 shows the basic architecture incorporating the two strategies and related components. In the following the content-based features we are using and the two strategies are described in detail.
Content-based features
We use three different MPEG-7 color features [19] and two texture features. They are computed globally to ensure that the image annotation is fast and scales with large visual folksonomies.
MPEG-7 color features
Color Layout describes the spatial distribution of colors. It is computed by dividing the image into 8 × 8 blocks and deriving the average value for each block. After computation of DCT and encoding, a set of low frequency DCT components is selected. 
Image annotation by classification
Automatic image annotation with concepts of a folksonomy is realized by supervised learning of classifiers. For this purpose, we selected a number of concepts by investigating high-level tags of the folksonomy. Afterwards a training set characteristic for the target concepts has to be generated. In our work this was accomplished in a supervised manner. Concepts are chosen manually based on the most frequent tags amongst the ones which are at the same semantic level and non-overlapping, i.e. tags which are not umbrella terms or subtopics of another tags. The training sets can initially be automatically compiled by text-search, however it is also necessary to manually exclude (visually) unrelated images for better classification results. Further input features have to be selected and their representation determined. Based on feature selection experiments, we set the feature vector as a concatenation of the feature values extracted for ColorLayout, DominantColor, ColorStructure and GaborEnergy. As learning algorithm we used a multi-class SVM. As argued in [2] , early normalized fusion is a good choice for low-or intermediate-level features as above. We apply early feature fusion, statistical feature normalization (adjusting each feature dimension to have zero mean and unit standard deviation) and scaling of the feature value range to −1 and 1. The SVM model is trained in a one-against-rest fashion using a C++ implementation based on LibSVM [4] . This kind of feature set has provided good performance on variable data environment, as reported in the TRECVid 2007 campaign [20] for evaluating the effectiveness of detection methods for semantic concepts (High Level Feature Extraction).
Tag propagation using CBIR
We use content-based image retrieval for automatic image annotation. In this approach untagged images are compared to the images of a visual folksonomy in order to obtain several tags of visually similar images.
Similar images are retrieved using the two image features ColorLayout and Orientation Histograms. These features capture both color and texture properties effectively and they can be used for efficient image matching using the similarity search approach outlined below. In an off-line learning process the two features are computed for the images from a visual folksonomy. These image features are stored in a relational database along with the user tags. In order to produce tags for an untagged image, the features of ColorLayout and Orientation Histograms are computed and an image search is started to find visually similar images. The image search uses both features separately to find similar images before the resulting images are combined. As metric for ColorLayout similarity a non-linear distance measure [19] is used with the help of a hybrid tree (a multidimensional data structure for indexing high dimensional feature spaces) to achieve fast computation times [5] . Since the first dimensions of ColorLayout convey more information about relevant image content than the subsequent ones, we assigned higher weights to the first dimensions of the ColorLayout descriptors. This is done for matching as well as for constructing the hybrid tree index. The Orientation Histograms are compared with the Euclidean distance and break-up conditions to accelerate the process, i.e. histogram comparisons are stopped if the distance (of intermediate calculations) exceeds the Euclidean distance of the already retrieved similar images. Therefore not all 128 dimensions of the histograms need to be compared for all images in the database.
After a merged set of visually similar images is generated, candidate tags for the untagged image could be selected from the tags of visually similar images, see Fig. 2 . We use tags that occur multiple times or tags with relationships to other tags (synonym, hypernyms, and hyponyms) in this set of tags from similar images. The Fig. 2 Automatic image annotation examples. For three input images, the three visually most similar images resulting from similarity search, the propagated tags, the classified concept and the user generated tags of Flickr are shown 
Experiments, results and evaluation
The set of images used for our experiment is taken from the Flickr pool Fruit&Veg. 8 The training set is composed of around 15,000 images and their tags from a snapshot of this pool from March, 2007. The test set for evaluating classification and image similarity is made up of 100 relevant images per concept (700 in total), which were added to Flickr afterwards (till June 2008). The performance of the two strategies is measured separately using precision and recall. For classification, we considered the following concepts: banana, blueberry, kiwi, orange, strawberry, raspberry and the class other-fruits which does not contain any of these concepts. In this setup we intentionally included visually rather distinct concepts as well as visually similar concepts like raspberry and strawberry. For each of the concepts to be predicted, we subjectively selected a set of the 50 most relevant images from the training set, that is, images where the concept was most clearly predominant. After experimenting with different kernels and parameter tuning by applying a grid search using 5-fold cross-validation, we selected the RBF kernel with gamma parameter equal to 0.125 and the trade-off parameter C equal to 32. Table 1 shows the classifier results applied on the test set. Generally, high precision was achieved, with up to 88% for the blueberry concept. The classifier produced fewer positive predictions for the concepts banana, strawberry and other-fruits. The precision values for banana and strawberry are impaired by false positives for kiwi and raspberry respectively. The high recall of 70% for strawberry sacrifices the recall of the visually similar raspberry. As can be seen in Table 2 , 32% percent of images with strawberry were misclassified to raspberry. Issues with learning separations from the exclusion class other-fruits, reduced the precision for banana and kiwi (about 11% false negatives). We observe that the classifier performed very well in discriminating blueberries against most of the other concepts, that is, there was no confusion between blueberry and the concepts of kiwi, orange, raspberry and strawberry in any sense. In total, we achieved a mean precision of 70% and recall of 67%. The underlined data indicates the maximum of each row, i.e. the most frequently predicted label for a certain class
In the evaluation of the automatic tag propagation technique, the training set builds the reference database for similarity search. As in [16] , we propagate tags for all 15,000 images using the (residual) images as database for similarity search and compare the propagated tags with the user tags. This evaluation shows the percentage of propagated tags which have also been generated by the user. Propagated tags are considered as false positives if they are not contained in the user annotations, even if they describe the image content correctly.
The two diagrams in Fig. 3 present results of tag propagation using the tags from the 50 most similar images. The diagram on the left shows precision (percentage of propagated tags contained in user tags) and recall (percentage of user tags retrieved by the automatic tag propagation). These two measures behave complementary when the number of propagated tags is increased. The propagation of 8 tags, a number that corresponds to the average number of tags per image (7.85) in the Fruit&Veg pool, leads to 19% precision and recall. The diagram on the right shows the absolute number of different tags (vocabulary size) generated with our approach. Although this experiment uses a rather small image pool, more than 10,000 different tags can be propagated. The dashed curve indicates that several thousand of different tags are propagated from the system when propagating 32 tags per image. The solid line shows the number of different tags which are propagated and user generated (true positives). Moreover we have manually evaluated the tag propagation system with 250 randomly selected images from the test set described above. For that purpose, 8 tags per image where propagated using the 50 most similar images. A manual investigation of the relevance of these tags shows that about 70% of the propagated tags are useful annotations (precision) and only the residual 30% are wrong annotations. The reason for the difference between the results shown in Fig. 3 and the manual evaluation is that many propagated tags are actually judged as correct by humans while considered as false positives when compared only to the image tags from a single user. Examples of this dilemma are shown in Fig. 2 .
The classification and tag propagation of an untagged image of size 512 × 512 takes 0.9 s on average, mainly spent for feature extraction.
Application of image classification and tag propagation in the tag recommendation system tagr
The image classification and image similarity methods described above have been deployed within a prototypical tag recommender system, the tagr. The tagr's innovation lies in the fact that it recommends tags based on three dimensions: visual content, text and user context. It has originally been described in [17] . The two automatic annotation techniques described in the main part of the paper are for recommending tags in the tagr system, i.e. they are not automatically assigned to a picture. The scenario for the target users of the tagr is the following: Imagine you are member of an online social community. You want to share your latest picture and thus you upload it. Tagr analyzes your picture and tries to identify its topic. The identified concept is returned to you as a suggested tag. In addition, tagr graphically compares the uploaded picture to other pictures on the site. As a result of tagr returns to you a number of similar pictures together with the tags associated to them. You can now choose one or many of the recommended tags and add new ones. As extra feature, tagr suggests a number of community members to you who have a similar user profile as you have (this is independent of images).
In a real application, the picture and all collected tags would then be used in the upload process to the online social system.
We approach recommending tags for a picture from two sides: looking for tags by analyzing the picture and possibly already existing tags for it, or looking for tags by taking user preferences into account. The latter is the typical approach in collaborative filtering or recommendation systems [3] .
One of the assumptions underlying the tagr is that of a "limited world", i.e. we assume a reasonably-sized community with reasonably well-defined interests. In our experiments this was achieved by using data from one group on Flickr, namely Fruit&Veg. 8 This group is moderated, which means that uploaded images are checked for topic compliance before they are published. Otherwise, the group is public to all Flickr users.
This assumption is insofar relevant, as it allows us to assume that terms within our setting are unambiguous, that similar users also use similar vocabulary (as in addition to their social similarity we also observe them in a similar context) and that similar pictures also show the same content on an object-level.
Tagr: description
The tagr's user interface is shown in Fig. 4a . The upper left corner displays the uploaded picture and the upper right corner displays the tag-area. The tag-area shows all tags that the user added to the picture. Below are three rows: The first is the picture row, showing pictures visually similar to the reference picture. As initial reference picture the uploaded picture is taken and it is displayed left-most in the picture row. Second is the tag row, showing tags similar to all tags in the tag-area. In the tag row, the tagr-user can take over tags into the tag-area by clicking on them. Third is the user row showing users similar to the reference user. Initially the reference user is the tagr-user uploading the picture. The reference user's user picture is depicted left-most in the user row.
The user can click on a row's icon (representing image or community user) to get a detail view as shown in Fig. 4b . The detail view shows tags associated to the picture or user which in turn can be chosen as a new reference for the picture or user row. Choosing a new reference updates the corresponding row. In the detail view, the user can also take over tags. The tag row changes when a new tag is taken over from the tag row or the detail view, or when the user of tagr manually enters a new tag into the tag-area.
Image classification is triggered as a new image is uploaded, and the classification result is shown directly in the tag-area. Retrieval of similar images feeds the picturerow, and tag-propagation occurs as users click on a picture to get associated tags in the detail view.
The tag row shows tags similar to tags in the tag-area. Tag similarity is given by two slightly different functionalities, of which one is domain-dependent (tag-association service) and one is domain-independent (WordNet term association service). Both are described in some more detail below. The underlying cognitive theory of both techniques has been described in [21] .
The results shown in the user row are inherently independent from the uploaded picture as the user row represents a kind of community-view and relies on similarities between user profiles. The user row is primarily intended as an additional feature to make visible the existing community in Flickr to the tagr-user. Additionally however it is used for tag recommendation as well, thus potentially fostering a shared vocabulary among Flickr users.
WordNet term association service WordNet is a lexical database for English [10] . It organises terms around senses, and a number of terms belong to each sense (synset), and describes hierarchical and non-hierarchical relations between senses. Our WordNet Term Association Service makes use of a Java interface 9 to access the WordNet database. Within the tagr, the WordNet term association service is used to find all senses of one term, all synonyms that go with the senses as well as hypernym-senses and their synsets. This service feeds the tag row together with the tag association service. For application in the tag row, each group of words gets ranked higher for every term in it that is also a result of the tag association service. As the main source of data covers only one topic (fruit), the general-knowledge database WordNet is used to integrate knowledge lying outside the narrow scope in order to get a handle on unexpected and new topics.
Tag association service The tag association service is based on the statistical distribution of tags in relation to the photos. Similar tags are found using a co-occurrence, or better a co-tagging, analysis. For a single tag the result set of the recommended tags is the list of all tags that share at least one photo, sorted by their similarity weight. This service feeds the tag row together with the WordNet term association service. A Fig. 5 Overview over data and functionality behind the tagr tag gets additional points for ranking if it also occurs in the result set of the WordNet term association service. More details on this service are found in [15] .
System architecture Tagr is designed as a modular system, making it possible to easily reuse underlying services for different applications.
A data service collects relevant data from a data source and makes it available to other services. Tagr relies on two data sources, namely WordNet 10 and Flickr. 11 The data service grabs data from the Flickr-group Fruit&Veg. The functionality services consist of an image similarity service, an image classification service, a WordNet term association service, a tag association service and a user similarity service.
The system is currently not integrated online with Flickr but only works on a snapshot of Flickr data. Most of the analysis therefore can be done offline. The functionality evaluated in this paper relies on a snapshot covering about 15,000 pictures. The data is aggregated into new structures which are queried at runtime, e.g. the tag association service creates a tag association index. The data is grabbed from Flickr using the Flickr API. Only information that is publicly available is used. The interaction between the services is sketched in Fig. 5 .
Investigation of tagging behavior with and without tagr
The goal of the following experiment was to investigate if and how tagging behavior of users changes when a tag recommendation system is given.
A set of 40 pictures were taken from the Flickr group "fruit & veg". These pictures are distinct from the set of pictures on which our backend services rely. However, no new Flickr-users were introduced to our system. Four test users tagged these pictures. Every test user had to manually tag 20 pictures and use the tagr to tag 20 more pictures. Each picture was tagged at least once manually and at least once with the support of tagr. Additionally, each of the test users filled out an informal questionnaire giving general feedback on the tagr. We assume that all test users gave only correct tags to the pictures.
We first measured how the quantity of tags changes when a tag recommendation system is used. The mean number of tags given per picture per user when tagging manually is 4, 99, whereas it is 5, 79 when the tagr was used, which means that in the presence of the tag recommendation the images were tagged slightly more.
We then measured whether the vocabulary was more varied when users were tagging manually. This was our hypothesis, as it seemed logical that unrestricted vocabulary (used in manual tagging) would be more varied than restricted vocabulary (restricted by the tags already in the dataset on which tagr is based and further restricted by which tags are recommended given a certain picture, user etc.). The mean number of distinct tags per picture was 8, 28 for manual tagging and 9, 28 when the tagr was used. This means that overall, users used more tags when using the tagr. On a picture-per-picture basis however, the ratio between tags given manually and tags given when supported by the tagr is 1.09. This shows a slight tendency towards our original hypothesis. The numbers are not clear enough however to definitely support it.
Finally, an informal questionnaire was used to collect the test users' impressions on the ease of use, and to detect potential show-stoppers.
The users were asked to rank the different features according to how useful they perceived them. In this ranking, the tag row turned up at the top, followed by the picture row, and the user row at the third place. Our interpretation is for the task of tag recommendation the tag row was favored because it most directly supported tagging. The other two rows require at least one click on a similar picture or user before a tag can be added. A consequence would be to directly show propagated tags from image or user similarity in the user interface. This interpretation is supported by results presented in [17] , where we showed that the actual quality of the results in the three rows does not differ significantly.
Tags that were recommended but irrelevant were not rated as a large problem by the users, since the total number of tags recommended by the tagr is still manageable.
Results of this evaluation have first been reported in [17] . There we also describe an additional study in which precision and recall are measured separately for image classification, tag recommendation by image retrieval, tag association and user similarity.
Conclusion
We presented two strategies for automatic image annotation that build on existing knowledge from labeled image databases, so called visual folksonomies. On the one hand, we implemented a supervised learning approach for classification using a SVM and a controlled vocabulary. On the other hand, we presented a tag propagation system that uses content-based image retrieval for automatic annotation that works with an uncontrolled folksonomic vocabulary. The proposed approaches use stateof-the-art image features and compute tags in less than one second per image which enables real-world applications on top of large-scale image databases.
Experiments on a set of images from Flickr's pool Fruit & Veg show that classification works with high mean precision and recall of about 70% on a limited set of target concepts. The behavior of the tag propagation approach heavily depends on the amount of propagated tags per image. When only few tags are propagated, high precision but low recall is achieved, while propagating many tags leads to low precision and high recall.
Although the classification setup presented in this work only implements the prediction of one concept per image, it is planned to extend the approach and learn several binary classifier for each concept individually for annotating one image with multiple concepts. Future work might include the automatic definition of concepts and experiments using more general and larger visual folksonomies.
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