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A FAMILY  OF  SOLUTIONS OF CERTAIN 
NONAUTONOMOUS DIFFERENTIAL  EQUATIONS BY SERIES 
OF EXPONENTIAL FUNCTIONS 
by T .  G .  P r o c t o r   a n d  H.  H.  Suber  
1. I N T R O D U C T I O N  
We c o n s i d e r  i n  t h i s  p a p e r  t h e  c o n s t r u c t i o n  o f  s o l u t i o n s  
f o r   c e r t a i n   n o n a u t o n o m o u s   d i f f e r e n t i a l   e q u a t i o n s .  The f i rs t  
r e s u l t  makes  use  of  a t echn ique  deve loped  by  Golomb C5l 
and Wasow [lo] f o r   c o n s t r u c t i n g   s o l u t i o n s   o f  some non- 
l i n e a r  d i f f e r e n t i a l  e q u a t i o n s  b y  means  of s e r i e s  o f  
e x p o n e n t i a l   f u n c t i o n s .  The t e c h n i q u e  as employed  here  
g i v e s  e x p l i c i t  f o r m u l a e  f 0 r . a  f a m i l y  o f  p e r i o d i c  s o l u t i o n s  
of  a R i c a t t i  e q u a t i o n  w i t h  odd p e r i o d i c  c o e f f i c i e n t  a n d  
f i n i t e  F o u r i e r  s e r i e s  e x p a n s i o n .  
Fo l lowing  t h i s  i s  a theo rem conce rn ing  t h e  e x i s t e n c e  
o f  a f a m i l y  o f  a l m o s t  p e r i o d i c  s o l u t i o n s  o f  t h e  v e c t o r  
d i f f e r e n t i a l  e q u a t i o n  
Here y i s  a n   m - v e c t o r ;   g ( t ,  y )  i s  q u a s i - p e r i o d i c   a n d  odd i n  
t and s a t i s f i e s  c e r t a i n   o t h e r   c o n d i t i o n s .  ( A  q u a s i - p e r i o d i c  
f u n c t i o n  i s  a f u n c t i o n  a l m o s t  p e r i o d i c  i n  t w i t h  a f i n i t e  
b a s e  o f  f r e q u e n c i e s  wl., w2, . . .  . )  The theorem i s  
a g e n e r a l i z a t i o n  o f  a r e s u l t  c o n c e r n i n g  p e r i o d i c  s o l u t i o n s  
when g ( t ,  y )  i s  p e r i o d i c  i n  t [ 2 ] ,  i n  p a r t i c u l a r ,  t h e  
R i c a t t i   c a s e   m e n t i o n e d   a b o v e .  The p r o o f   o f  t h e  theorem 
u t i l i z e s  a method  devised  by  Kolmogorov [ 7 ]  to overcome t h e  
wn 
p r o b l e m  o f  a r b i t r a r i l y  small d i v i s o r s  a n d  g i v e s  a method  of 
c o n s t r u c t i n g  a p p r o x i m a t i o n s  t o  t h e  a l m o s t  p e r i o d i c  s o l u t i o n s .  
S i n c e  we assume tha t  g has a f i n i t e  base o f  f r e q u e n c i e s  w e  
c a n  p r e s e n t  t h e  s y s t e m  o f  e q u a t i o n s  i n  a n  a u t o n o m o u s  f o r m  by 
c o n s i d e r i n g  a h i g h e r  d i m e n s i o n a l  v e r s i o n  o f  t h e  d i f f e r e n t i a l  
e q u a t i o n .  The theo rem i s  as f o l l o w s :  
Le t  x be  a n  n v e c t o r ,  l e t  y be an  m v e c t o r  a n d  c o n s i d e r  
t h e  d i f f e r e n t i a l  e q u a t i o n s  
where f ( x ,  y )  = - f ( -x ,  y ) ,  and  where t h e  components  of 
f ( x ,  y )  are  a n a l y t i c   f o r  IyI - < R1 and IImxl - < R 2 ,  and 
where f has p e r i o d   IT i n  e a c h  o f  t h e  components  of  x .  
Suppose t ha t  t h e  v e c t o r  R = ( w l ,  w2, ., w n )  s a t i s f i e s  
a n  i n e q u a l i t y  
f o r  some p o s i t i v e  c o n s t a n t s  K and v and a l l  v e c t o r s  
k = (kl ,   k*,  . .  * ,  k n )  w i t h  i n t e g e r   c o m p o n e n t s  where 
n n 
i=l i=l 
k*R 1 kiwi and Ikl E 1 lkil  # 0 .  Then i f  f ( x ,   y )  
i s  s u f f i c i e n t l y  small f o r  IyI - < R1 and IImxl - < R2, t h e r e  
i s  a ne ighborhood  of  y = 0 such  t h a t  a l l  s o l u t i o n s  o f  (1.1) 
s t a r t i n g  i n  t h i s  ne ighborhood a re  a l m o s t  p e r i o d i c  w i t h  base 
f r e q u e n c i e s  R .  
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We note the requirement on G! (inequality (1.2)) is not 
stringent. If V > n, such a constant K exists for almost 
all G! (in the sense of Lebesgue measure) [ 2 ] .  The  proof 
of this theorem is  given by constructing an infinite se- 
quence of coordinate transformations so that in the limiting 
set of coordinates the differential equations can be in- 
tegrated in a neighborhood of y = 0. 
The last section gives an application of the results 
mentioned above. 
2. THE PERIODIC CASE 
Let Ik denote the set of all k-tuples of non-negative 
integers. The elements of Ik can be counted according to 
the following technique. Let (nl, n2, . .  -, nk) E Ik, let 
n2 m = 2 1 3  . .  - Pi i . .  pk  nk  where p is the ith prime n 
i 
number i = 1, 2, a ,  k ,  then denote (nl, n2, * nk) 
by Nm. Note that N1 = (0, 0, * * ,  0), N2 = (1, 0, - a ,  O), 
etc. The natural ordering of the non-negative integers then 
orders all the elements of Ik, N1, N2, . .  * .  For 
Nn,  Nm E Ik we make the following remarks: 
i) m is prime iff Nm is of the form ( O , O ,  **-,l, 0). 
ii) Define addition in Ik component-wise. Then 
Nn + Nm = NR iff nm = R .  
iii) We say that Nn 5 Nm iff n - < m and Nn < Nm 
iff n < m. From ii) it is clear that 
Nn + Nm = N g  implies that Nn 5 NR and Nm 5 NR. 
3 
I 
f o r  Nm = (n l ,   n2 ,  . .  
i n t e g e r  s o  t h a t  Nm, = ( n 2 ,   n l ,  9 n2k>  n 2k-1) .  We 
o b s e r v e  t ha t  N m * Q  = -N , O R .  L e t  Ok d e n o t e   t h e   c l a s s   o f  
o d d  p e r i o d i c  f u n c t i o n s  o f  t h e  r e a l  v a r i a b l e  t w i t h  p e r i o d  
' ' n2k-13 n2k ) E 12k l e t  m c  be t h e  
m 
2 1 ~ w  w h i c h  h a v e  f i n i t e  F o u r i e r  s e r i e s  c o n t a i n i n g  o n l y  terms 
o f  t h e  t y p e  f .e  f o r  j = t1, t 2 ,  - - - ,  t k .   U s i n g  * i j w t  
J 
t h e  a b o v e  n o t a t i o n  we may r e p r e s e n t  f u n c t i o n s  i n  Ok i n  t h e  
form 
i N n * R t  
f ( t )  = 1 fne 
NnE12k 
n pr ime 
where f n  = -fn s i n c e  f i s  odd.  
Theorem 2 . 1 .  For  TI > 0 s u f f i c i e n t l y  small t h e  d i f f e r -  
e n t i a l  e q u a t i o n  
where a ,  b and c E O k ,  has a n  e v e n  p e r i o d i c  s o l u t i o n  y ( t )  
o f  t h e  f o r m  
Proof. Assume t h a t  ( 2 . 2 )  has a s o l u t i o n   o f  t h e  form 
i n d i c a t e d .   T h e n   f o r m a l l y  w e  have 
4 
iNn.Qt 
1 iNn Qyne - 
N~E12k 
iNn *Qt + , ( 2 . 4 )  
mp=n Rmp=n 
p prime p prime 
where a b. ar,d c j prime are the coefficients of the 
series representations (2.1) of  a, b, and c respectively. 
j ’  J 3 ’  
Now in case Nn9R # 0 we write 
rl 
iNn*R 
an ’ n prime 
+ n not  prime
Rmp=n 
and for Nn*R = 0 ,  
y n = o .  
L p prime p prime 
iN- *at 
Suppose that the terms containing e on the r 
side of (2.4) vanish whenever Nn*R = 0. Then by remark 




above we see that (2.5) defines yn recursively so that  (2.3) 
will be a  formal solution. To show that this is indeed the 
case we present the following. 
Lemma ”2.2. Let {y,) be the sequence of numbers defined 
by 2.5. Then y, = yn*. 
5 
”. . . . . . . 
Proof .   The  proof  i s  by i n d u c t i o n .  If N;R = 0 t h e n  
c l e a r l y  yn = y, - and s o  i n  p a r t i c u l a r  for n = 1. Now 
s u p p o s e  t h a t  ym = ym’ for a l l  m < n. Then w e  may wri te  
where p i s  prime.  But mp = n i f f  m’p’ = n’. So we s e e  
t h a t  yn = yn. w h i c h  p r o v e s  t h e  lemma. 
Lemma 2 . 3 .  If Nn E 12k i s  such  t h a t  N;R = 0 t h e n  
”
where p i s  pr ime.  
P r o o f .  By Lemma 2 . 2  w e  have y = yn, f o r  a l l  n and n 
s i n c e  b and c E Ok, we may wr i te  
and 
1 YRY,CP - c Yfi -Y, - ( -C 0 )  = - ygymcp, - Rmp=n Rmp = n P Rmp =n ’ 
where p i s  pr ime.  
6 
I 
Now i n  o r d e r  to show t h a t  ( 2 . 2 )  i s  a s o l u t i o n  o f  
e q u a t i o n   ( 2 . 1 )  w e  w i l l  p rove  t ha t  fo rma l  s e r i e s  ( 2 . 3 )  w i t h  
y, d e f i n e d  b y  ( 2 . . 5 )  c o n v e r g e s  u n i f o r m l y  a n d  a b s o l u t e l y  f o r  
I1 
a l l  t and rl s u f f i c i e n t l y  
L e t  C r e p r e s e n t  t h e  
z = (z l ,  2 2 ,  . . .  ' '2k) 
Nn  n2  n2k z = z1 z2 _. . "2k and Iz [ = max I z .  I .  A f u n c t i o n  f ; J  
small. 
c o m p l e x   p l a n e ,   f o r  
E C 2 k  and Nn E 12k d e f i n e  
J 
mapping C 2 k  i n t o  C i s  a n a l y t i c  i n  t h e  p o l y d i s k  
2k . b E c l Z i l  - < r )  o f  r a d i u s  r a b o u t   t h e   o r i g i n   i f f  f 
has t h e  r e p r e s e n t a t i o n ,  
Nn f ( z )  = 1 anz 
NnE12k 
where t h e  sum i s  u n i f o r m l y  a n d  a b s o l u t e l y  c o n v e r g e n t  i n  
t h e  p o l y d i s k .   I n   c a s e  f i s  a n a l y t i c ,   C a u c h y ' s   i n e q u a l i t y  
g i v e s   f o r  Iz I - < 6 




c*(z) = 1 ICj IZj ; 
and  let  u(z) = f(a*(z), b*(z>, c * ( z ) )  where 
c = 0.  
Note  that u  is the solution of the equation 
u(z) = q[c*u (z) + b*u(z) + a*] 2 ( 2 . 7 )  
which vanishes when a* = b* = e* = 0. We see that u(z> 
is an  analytic function of z  in any region which does not 
include zeros of  the function 
g(z) = (1-qb*(z))2 - 4 q  a*(z)c*(z). 2 
8 
we see t h a t  i n  t h i s  c a s e  ]g(z>I > 0 .  Now f o r  a l l  n ,  
0 < n < no we have u a n a l y t i c  i n  t h e  p o l y d i s k  Izl - < 1 + 6 .  
Hence, i n  t h i s  p o l y d i s k  u has t h e  r e p r e s e n t a t i o n  
where 
w i t h  M = s u p   l u < z ) 1 .  
( z .  1=1+6 
J 
On t h e  o t h e r   h a n d ,   s u b s t i t u t i n g  from ( 2 . 8 )  i n t o  ( 2 . 7 )  
a n d   u s i n g  ( 2 . 6 )  w e  o b t a i n  
n pr ime 
L p pr ime p pr ime 
Comparing t h i s  w i t h  t h e  r e c u r s i o n  f o r m u l a  (2.4), w i t h  
yl = 0 ,  we see immedia te ly  t h a t  
i N n  fit 
S i n c e  le I = 1 f o r  a l l  t we have 
9 
I 
i N n  O f i t  




< -  
(1+6) I N , '  
, 
w h i c h  n o t  o n l y  p r o v e s  a b s o l u t e  a n d  u n i f o r m  c o n v e r g e n c e ,  
b u t  a l s o  g i v e s  a bound f o r  t h e  s o l u t i o n  y ( t ) .  
Remarks: 
i )  I n  t h e  p roof  o f  Lemma 2 . 2  we showed t h a t  
Yn - Yn 
Nn 
t h e  s o l u t i o n   f o u n d   a b o v e  i s  e v e n  i n  t .  
Note a l s o  t h a t  t h e  s o l u t i o n  has z e r o  
mean v a l u e .  
- , f o r  a l l  Nn E s u c h   t h a t  
# 0 .  From t h i s  we conc lude  t h a t  
i i) The p a r t i c u l a r   o r d e r   r e l a t i o n   u s e d   h e r e  for 
Ik i s  n o t   e s s e n t i a l  to t h e  p r o o f .  See 
Golomb [ 5 ]  and Wasow [lo] f o r  d i f f e r e n t  
schemes.  
iii) It i s  p o s s i b l e  to u s e   t h e   r e s u l t   i n   t h i s   s e c t i o n  
d i r e c t l y  t o  o b t a i n  s o l u t i o n s  with mean v a l u e  o t h e r  
t h a n   z e r o .   L e t  f ( t ,  y )   r e p r e s e n t   t h e   r i g h t  s i d e  
of e q u a t i o n  ( 2 . 1 )  and suppose t h a t  y ( t >  i s  t h e  
s o l u t i o n  o f  
10 
g iven   above .  For a n y   f i x e d   c o n s t a n t   c ,  l e t  
z = y + c i n  ( 2 . 1 ) .  The t h e o r e m   g i v e s  a 
t e c h n i q u e  f o r  o b t a i n i n g  a s o l u t i o n  o f  t h e  
new e q u a t i o n  
z’ = f * ( t ,  z ) ,  
where f * ( t ,  z )  = f ( t ,  z - c )  w i t h  z e r o  mean 
v a l u e .  T h i s  i n  t u r n  g i v e s  a s o l u t i o n  to t h e  
o r i g i n a l  e q u a t i o n  w i t h  mean v a l u e  “c. 
i v )   L e t  y be  a n   n - v e c t o r ,  l e t  p (t) be   an   n -vec tor  R 
w i t h  components p ( j ) ( t )  E o k Y  j F 1 , 2 , . - . , n ,  
R = 1,2,**-. Then t h e  d i f f e r e n t i a l   e q u a t i o n  
R 
N R  
Y *  = rl 1 P p Y  ( 2 . 1 0 )  
NRE12k 
R < w  
w h e r c   t h e   r i g h t  s ide  converges  for I y I  < r may 
be  s o l v e d  u s i n g  t h e  t e c h n i q u e s  o f  t h i s  s e c t i o n .  
- 
The o n l y  e s s e n t i a l  d i f f e r e n c e  o c c u r s  when one 
a t t e m p t s  to f i n d  a n  a n a l y t i c  s o l u t i o n  o f  t h e  
c o r r e s p o n d i n g   e q u a t i o n  ( 2 . 8 ) .  Here one may u s e  
t h e  i m p l i c i t  f u n c t i o n  t h e o r e m  to show e x i s t e n c e  
o f   such  a s o l u t i o n  f o r  rl s u f f i c i e n t l y  small. 
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3. THE QUASIPERIODIC CASE 
For  a n y  p o s i t i v e  i n t e g e r  n l e t  Jn d e n o t e  t h e  s e t  o f  
a l l  n - t u p l e s  o f  i n t e g e r s ,  f o r  cx = (al, a 2 ,  . . .  3 an)  E Jn 
l e t  la  I = 1 lai I and l e t  C m  be a l l  m v e c t o r s   ( y l ,  - - , Y m )  
where  ach  component i s  a complex  number. For s i m p l i c i t y  we 
w i l l  t r e a t  o n l y  t h e  c a s e  w h e r e  y i s  a m = 1 v e c t o r .  
n 
i=l 
We s h a l l  be  c o n c e r n e d  i n  t h i s  s e c t i o n  w i t h  f u n c t i o n s  
d e f i n e d   a n d   a n a l y t i c   o n  (x, y )  s u b s e t s   o f  C n  x C1 i n t o  
C L  which are  p e r i o d i c  o f  p e r i o d  271. i n  e a c h  component  of  x.  
T h e s e  s u b s e t s  w i l l  be  of  t h e  form 
I Y  1 
where t h e  norm I I o f   t h e   v e c t o r  x d e n o t e s  t h e  maximum 
o f   t h e   a b s o l u t e   v a l u e   o f  i t s  components.  We d e n o t e   t h e   c l a s s  
o f   s u c h   f u n c t i o n s  by P ( r ,  p )  and   no te  t h a t  any 
g E P ( r ,  P )  h a s  a F o u r i e r - T a y l o r   s e r i e s   r e p r e s e n t a t i o n  
00 
where t h e  g are  complex a6 numbers  and  where  the sum i s  t a k e n  
o v e r  a l l  a E J and p E I1. n 
S e v e r a l  lemmas are  l i s t e d  be low  wi thou t   p roo f .  The 
p r o o f s  are  e l emen ta ry   and  a re  similar to t h o s e  g i v e n  i n  [ 2 ] .  
12 
Lemma _c_ 3.1.  L e t  h E P(R1, R 2 )  and l e t  I h ( x , y ) l  - < M, 
M > 0 i n  D(R1, R 2 ) .  The F o u r i e r - T a y l o r   c o e f f i c i e n t s ,   g i v e n  
by 
where 
a n d   w h e r e   t h e   j t h   i n t e g r a l  i s  t a k e n   f r o m  x = 0 t o  x = 2-rr, 
s a t i s f y  t h e  i n e q u a l i t y  
j j 
If h ( - x ,  y >  = - h ( x ,  y )  i n  t h e  above w e  have 
- -haB a n d   c o n v e r s e l y .  If h ( - x ,   y )  = h ( x ,  y )  w e  - h-aB 
have h - -aB - haB a n d  c o n v e r s e l y .  
Lemma 3 .2 .  If t h e  e l emen t s   o f  t h e  sequence  
{hag}  a E Jn,  B E I1 s a t i s f y  
t h e n  
i s  a n a l y t i c   f o r  l y  I - < Rle-*,  IImxl - < R 2  - 6 f o r   a n y   p o s i t i v e  
6 < 1 s u c h  t h a t  R 2  - 6 > 0 ;  and i n  t h i s  domain w e  have 
Lemma 3 . 3 .  For a l l  p o s i t i v e   n u m b e r s  m,  v ,  6 we have ~-
Lemma 3 . 4 .  ( C a u c h y ' s   I n e q u a l i t y ) .  If t h e  complex 
v a l u e d  f u n c t i o n  h ( z )  i s  a n a l y t i c  a n d  b o u n d e d  by M f o r  
The p r o o f  o f  t h e  m a i n  r e s u l t  o f  t h i s  s e c t i o n  d e p e n d s  
a l m o s t  e n t i r e l y  o n  t h e  f o l l o w i n g  c o n s i d e r a t i o n s .  
L e t  f E P(R1,  R 2 )  and s a t i s f y  f ( - x ,   y )  = - f ( x ,  y ) ,  
l e t  f s a t i s f y  
If(., y ) l  < M 6 2(n+1,)+7 - ( 3 . 1 )  
i n  D(R1, R 2 )  where 6 i s  s p e c i f i e d  b e l o w ,  l e t  w s a t i s f y  ( 1 . 2 )  
f o r  some p o s i t i v e  c o n s t a n t s  K and v and a l l  ~1 E J w i t h  
la1 # 0 a n d  c o n s i d e r  t h e  d i f f e r e n t i a l  e q u a t i o n s  
n 
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Lemma 3.5. For  each x i n  l Imx[ - < R2 - 2 6  there e x i s t s  
an  inver t ib le  t ransformat ion  U defined on a subset  of C 
i n t o  C, given by U( q ) = y where 
f o r  - < Rle-46, lImxl - < R2 - 2 6 .  Pu t t ing  rl = U-l(y> 
i n  ( 3 . 3 )  we o b t a i n  t h e  d i f f e r e n t i a l  e q u a t i o n s  (3 .2)  i n  t h e  
new coordinates  
b . 
x = w ,  rl = f V x ,  n);  (3.4) 
and i n  D ( R l e  , R2 - 2 6 )  -4 6 
I f * ( X ,  n ) l  5 M 312 (3.5)  
Fur ther  we have f % ( x ,  II) = - f%(-x,  II) and 
f" E P(Rle , R2 - 2 6 ) .  Here 6 i s  taken as a p o s i t i v e  -4 6 
number s a t i s f y i n g  
Proof.  a )  Def in i t i on  o f  u (x ,  q ) :  Choose u ( x ,  17) as 
t h e  s o l u t i o n  wi th  mean value zero o f  
I 
a l l  -
ax w = f ( x ,  rl) (3.6 1 
where - i s  the  vec tor  wi th  elements ax u  i n  t h e  i t h  row and 





Since If(., q ) l  < M f o r  IyI < R1, I I m x l ' <  R2 ,  Lemma 3.1, 
i nequa l i ty  ( 1 . 2 )  and t h e  above  imply 
9 
- - - 
By Lemma 3.3 
Hence, using Lemma 3.2 we have u(x, q) defined and a n a l y t i c  
f o r  L Rle -6 , IImxl < R2 - 2 6  and  bounded i n  t h i s  domain by - 
Thus, i n e q u a l i t y  (3 .3)  i s  v a l i d  and we n o t e  t h a t  
u ( x ,  q )  = u(-x, q) and u E P(Rle-', R2 - 2 6 ) .  
b )  The t ransformation U : By equation (3 .3 )  t h e  
s e t  D = {q E C : lql L Rle-26} i s  mapped i n t o  a s e t  
containing A = {y E: C : l y l  5 Rle -3'1; ? . e .  U(D) > A .  - 
Since 
- au > " > o  1 
a n  - 2  
f o r  I q  I - < Rle-26-, IIrnxl - < R2 - 2 6 ,  we see tha t  U-' i s  
defined  on A .  Thus f o r  - < Rle-", IIrnxl - < R 2  - 26 ,  
u(x,  q )  i s  defined  and (3 .7)  holds.  
au 
(1 + = f ( x ,  y )  - f ( x ,  n ) ,  
SO tha t  
and we note  here tha t  -f*(-x,n) = f* (x ,n ) .  




where the supremum is taken over Iyl < Rle , IImxl < R2. 
By Cauchy's inequality 
- 6  
- - 
thus 
22n+3 @'M2 < M 3/2 y 
f * b ,  r)) L - 
KR1 6 n+v+2 - 
and the proof of the lemma is complete. 
Theorem 3.1. Let f be as in Lemma 3.5. Then if M 
(and thus 6) is sufficiently small for each x in IImxl - < R2/2 
there exists an invertible transformation, V, defined and 
analytic on {TI E C : I r )  I L Rle '} i n t o  Cm, given by 
V ( r ) )  = y where 
-R 
Denoting the inverse transformation r) = V (y) we obtain 
the differential equations (3.3) in new coordinates 
-1 
. 
x = 0, r) = 0. 
Furthermore we have v(-x, r) ) = v(x, r ) )  . 
P r o o f .  Choose > 0 so that for 6 = 6 3 / 2  we have 
j j -1 
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Apply Lemma 3 .5  i t e r a t i v e l y  j t imes.  L e t  u . ( x ,  y )  d e n o t e  
t h e  f u n c t i o n  i n  t h e  t r a n s f o r m a t i o n  o f  c o o r d i n a t e s  a t  t he  
1 
i t h  s t e p  a n d  l e t  f i ( x ,  rl)  d e n o t e  t h e  c o r r e s p o n d i n g  r i g h t  
s ide  o f  t h e  d i f f e r e n t i a l   e q u a t i o n .  We o b t a i n  t h e  composi te  
map F . ( x ,  rl)  = y where 
J 
d e f i n e d  for 
t -  .+ u l ( x , n  + U . ( X , Q ) + " +  
J 
- < R 2  - 2 6 i ,  
i=l 
where i n  t h e  a s s o c i a t e d  d i f f e r e n t i a l  e q u a t i o n s  
x = w  , 
t h e  f u n c t i o n s  f .  ( x ,  r l )  s a t i s f y  
J 
thus t h e  l i m i t i n g  c o m p o s i t e  t r a n s f o r m a t i o n  
w i l l  e x i s t  i n  tke a b o v e   d o m a i n .   I n   t h e   c o o r d i n a t e s   d e f i n e d  
by (3 .11 )  t h e  d i f f e r e n t i a l  e q u a t i o n  ( 3 . 3 )  becomes 
. . 
x = w  , n = o .  
4. APPLICATION 
Adrianov [l] and  Gelmand [41 o u t l i n e d  a p rocedure  for 
f i n d i n g  a t r a n s f o r m a t i o n  x = Z ( t ) y  so a g i v e n  d i f f e r e n t i a l  
e q u a t i o n  
where Z(t) Q ( t )  are  a l m o s t  p e r i o d i c  n x n matr ices   and  where 
P s a t i s f i e s  c e r t a i n  c o n d i t i o n s  a n d  x i n  a n  n - v e c t o r ,  becomes 
Y = A Y ,  A c o n s t a n t  
i n  t h e  new c o o r d i n a t e s .  We sha l l  f o l l o w  t h i s  procedure  and 
use  Theorem 3 .6  t o  e f f e c t  t h e  same t r a n s f o r m a t i o n  i n  c i r -  
c u m s t a n c e s  w h e r e  t h e  e a r l i e r  w o r k  f a i l s  to a p p l y .  
Le t  H b e  t h e  c l a s s  o f  a l l  f u n c t i o n s  
f ( t )  = g(w+ w 2 t ,  * * ,  a n t )  
where g(ul, u2 , , u n )  i s  r e a l   a n a l y t i c   a n d   h a s  . . .  
p e r i o d  2i-r i n   e a c h   u i ,  i = 1, 2 ,  ' * ,  n .   C o n s i d e r   t h e  
d i f f e r e n t i a l  e q u a t i o n s  
where rl > 0 a n d   q ,   q i j  E H a n d  q i j ( t )  = - q i j ( - t ) ,  i,j = 1, 2 ,  
and  where w = ( wl, w . .  -, w n )  s a t i s f i e s  i n e q u a l i t y  ( 1 . 2 ) .  
We make t h e  c h a n g e  o f  c o o r d i n a t e s  
2 '  
where T i s  a n y  a l m o s t  p e r i o d i c  s o l u t i o n  o f  t h e  d i f f e r e n t i a l  
e q u a t i o n  
I n  t h e  new c o o r d i n a t e s  ( 4 . 1 )  becomes 
Theorem 3 . 6  g u a r a n t e e s  t h a t  f o r  rl small enough  equat ion  ( 4 . 3 )  
has a l m o s t   p e r i o d i c   s o l u t i o n s ,   w h i c h   b e l o n g   t o  H .  Equa t ion  
( 4 . 4 )  may  now be  i n t e g r a t e d  t o  o b t a i n  
aOt 
Y 1  = a * ( t ) e  c1 
aOt 
y 2  = b * ( t ) e  c1 + b * * ( t ) e  C 2  
21 
where a. and bo are the mean v a l u e s  o f  q + nqll  - n T q 2 1  
and 9 + n 9 2 2  + nq21 T r e s p e c t i v e l y  a n d  a*, b* and  b** E H. 
R e v e r s i n g  t h e  c h a n g e  o f  c o o r d i n a t e s  ( 4 . 2 )  we o b t a i n  a 
f u n d a m e n t a l  m a t r i x  s o l u t i o n  o f  ( 4 . 1 )  of t h e  form 
where t h e  e l e m e n t s  o f  P ( t )  a re  a l m o s t  p e r i o d i c  a n d  b e l o n g  
t o  H.  
The c h a n g e   o f   c o o r d i n a t e s  
x = P ( t ) z  
i n  ( 4 . 1 )  y i e l d s  
Z = A Z .  
The c a s e  t r e a t e d  by  Gelmand [4] r e q u i r e d  t h a t  t h e  l i n e a r  
term i n  t h e  r e s u l t i n g  d i f f e r e n t i a l  e q u a t i o n  f o r  T have mean 
va lue  wh ich  domina te s  t h e  o t h e r  e l e m e n t s  i n  o r d e r  t h a t  t h e r e  
e x i s t s   a n   a l m o s t   p e r i o d i c   s o l u t i o n   o f  t h i s  equa t ion .   Thus  
Theorem 3 . 6  permi ts  u s  to c o n s i d e r  a new s i t u a t i o n .  
If i n  4 . 1  we r e q u i r e  t h a t  q ,  q i j  E Ok ( d e f i n e d  i n  
s e c t i o n  2 )  i, j = 1, 2 ,  t h e n  we may use  Theorem 2 . 1  to o b t a i n  
a n  e x p l i c i t  r e p r e s e n t a t i o n  for p e r i o d i c  s o l u t i o n s  o f  e q u a t i o n  
( 4 . 3 )  f o r  r\ s u f f i c i e n t l y  small. Then we may i n t e g r a t e   e q u a -  
t i o n s  ( 4 . 4 )  a n d   o b t a i n   e x p l i c i t   s o l u t i o n s   o f  ( 4 . 1 ) .  Note 
t ha t  i f  
22 
W i N n  R t  
~ ( t )  = 1 -rne 
n = l  
i s  t h e  s o l u t i o n  of (4 .3)   given  by  Theorem 2.1 and T~ = 0 
w e  h a v e   p e r i o d i c   s o l u t i o n  o f  ( 4 . 1 ) .  The e x i s t e n c e  of these 
s o l u t i o n s  was shown  by  Epstein C31. 
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