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Introduction
Cette thèse a pour objet l’étude de problèmes de diffusion inverse à énergie fixée. Lorsque
l’on s’intéresse à ce genre de questions on commence par considérer des champs se
propageant dans une certaine géométrie ou un certain milieu dépendant de paramètres
physiques et satisfaisant une certaine équation d’évolution. Selon le problème étudié,
cette équation peut être, par exemple, l’équation de Schrödinger (diffusion quantique),
l’équation des ondes scalaire (diffusion acoustique) ou encore les équations de Maxwell
(diffusion électromagnétique). La théorie de la diffusion directe consiste alors à étudier la
propagation de ces champs et leur comportement asymptotique en temps. Plus précisé-
ment, on s’intéresse à la partie de ces champs qui “diffuse”, c’est-à-dire à la partie qui ne
reste pas confinée dans un compact mais qui s’échappe dans des régions asymptotiques.
L’idée de la théorie de la diffusion est alors basée sur le fait que, dans un passé ou un
futur lointain, les ondes diffusées seront localisées dans ces régions asymptotiques où les
équations (ou la géométrie) deviennent souvent plus simples. Le but de cette théorie est
alors de caractériser ces équations simplifiées, et ainsi de comparer les données d’un passé
lointain avec celles d’un futur lointain, en utilisant les paramètres physiques du système.
La théorie de la diffusion inverse consiste quant à elle à identifier la géométrie ou les
paramètres physiques du système à partir des données de diffusion, c’est-à-dire, à partir
de la connaissance du comportement des ondes dans les régions asymptotiques. Cette
question est au cœur de notre vie de tous les jours puisque notre cerveau lui-même
utilise cette méthode afin de nous fournir une image en trois dimensions du monde qui
nous entoure à partir de la mesure des rayons lumineux diffusés qui atteignent notre
rétine. De plus, nous ne sommes pas les seuls êtres vivants à y avoir recours puisque les
dauphins et les chauves-souris sont quant à eux capable d’obtenir une représentation
de leur environnement en analysant la diffusion d’ondes acoustiques. Mais ce n’est pas
tout. En effet, la diffusion inverse constitue également le moyen grâce auquel nous avons
obtenu la plupart de nos connaissances sur le monde dans lequel nous vivons. Nous
avons par exemple obtenu des informations sur la structure de la Terre en mesurant le
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temps de trajet des ondes sismiques. Nous avons également découvert la structure en
hélice de l’ADN en étudiant la diffusion de rayons X ou encore celle d’un atome et ses
constituants à partir de l’étude de la diffusion de particules bombardées sur ce dernier. La
compréhension des phénomènes de diffusion inverse est en outre un enjeu technologique
de premier plan : si leur étude a, par exemple, joué un rôle majeur durant la seconde
guerre mondiale dans le développement du radar, elle reste une question d’un très grand
intérêt de nos jours. En effet, les techniques d’imagerie médicale actuelles utilisent la
diffusion de rayons X, d’ondes ultrasons et d’ondes électromagnétiques pour obtenir des
images du corps humain qui sont d’une grande aide dans l’obtention de diagnostiques
médicaux. L’industrie du pétrole utilise quant à elle la réflexion des ondes sismiques pour
mettre en évidence la présence de pétrole et ainsi éviter un forage à l’aveugle. Enfin, la
diffusion inverse propose également une méthode non destructive pour trouver des fuites
ou détecter la présence de corrosion dans des tuyaux souterrains.
En résumé, le but de la théorie de la diffusion directe est de déterminer la relation entre
les ondes entrantes et les ondes sortantes à l’aide de la connaissance de la géométrie et
des paramètres physiques du système. Le but de la théorie de la diffusion inverse est, à
l’inverse, de déterminer la géométrie et les paramètres physiques du système en supposant
connu le lien entre ces ondes. Lorsque l’on travaille sur des variétés compactes à bord
l’objet essentiel de l’étude du problème inverse est l’opérateur de Dirichlet-Neumann. Cet
opérateur encode le lien entre les données entrantes et les données sortantes mesurées
sur le bord. En revanche pour des variétés non compactes à bouts, l’objet qui encode le
lien entre la dynamique des ondes entrantes et celle des ondes sortantes est l’opérateur
de diffusion Sg qui dépend de la géométrie du problème et donc d’une métrique g. La
restriction de l’opérateur de diffusion aux ondes d’énergie λ ∈ R nous permet alors de
définir la matrice de diffusion Sg(λ). Dans le domaine des problèmes inverses plusieurs
questions se posent alors. Étant donné une énergie fixée λ ∈ R, nous sommes par exemple
intéressés par les questions suivantes :
• Unicité : Si Sg(λ) = Sg˜(λ) est-ce-que g = g˜ ?
• Stabilité : Si Sg(λ) = Sg˜(λ) + erreur est-ce que g = g˜ + erreur ?
• Reconstruction : Existe-t-il une procédure pour reconstruire g à partir de Sg(λ) ?
Dans cette thèse nous nous intéressons à la résolution de problèmes d’unicité à énergie
fixée pour différents types de géométries ayant plus ou moins de symétries. Les questions
de diffusion inverse à énergie fixée sont d’une grande importance dans le domaine des
problèmes inverses car elles sont étroitement liées à la résolution du problème de Calderón
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anisotrope pour des variétés riemanniennes compactes à bord. Rappelons brièvement
l’historique de ce problème. Dans les années 40, A. P. Calderón était un ingénieur
argentin travaillant pour l’entreprise Yacimientos Petrolíferos Fiscales et intéressé par la
prospection de pétrole. Ceci l’a amené, dans les années 80, a énoncé dans l’article [Cal80]
intitulé “On an inverse boundary value problem” la question suivante :
Peut-on déterminer les propriétés électriques d’un milieu par des mesures sur son bord ?
Pour tenter de répondre à cette question on excite le milieu, ici un ouvert borné de
Rn, à l’aide d’une donnée de Dirichlet sur son bord et on mesure la dérivée normale au
bord de la solution de l’équation de conductivité correspondante (donnée de Neumann).
On définit alors l’opérateur de Dirichlet-Neumann comme étant l’objet encodant cette
opération. Le problème de Calderón peut alors être reformulé de la façon suivante :
Peut-on déterminer la conductivité γ du milieu à partir de la connaissance de l’opérateur
de Dirichlet-Neumann Λγ ?
Plus généralement, on est amené à considérer des problèmes inverses anisotropes où le
milieu est une variété riemannienne compacte à bord munie d’une métrique g qui modélise
une conductivité anisotrope. Le problème de Calderón anisotrope s’énonce alors :
Peut-on déterminer la métrique g d’une variété riemannienne compacte à bord à partir
de la connaissance de l’opérateur de Dirichlet-Neumann Λg ?
Cette question a été largement étudiée depuis les années 80 mais reste à ce jour ouverte.
En effet, elle est résolue en dimension deux mais sa solution n’est pour l’instant connue
en dimensions supérieures que pour des métriques analytiques réelles, des variétés de type
Einstein et des variétés possédant une certaine structure de produit tordu. On renvoie à
[GT13, IK14, KKL01, KS14, Sal13, Uhl09] pour un état de l’art sur ce problème. Cette
question est de premier intérêt en imagerie médicale car elle fournit, par exemple, un
moyen de déceler la présence de tumeurs (qui ont une conductivité différente de celle des
tissus sains) à partir de mesures non invasives (quelques mA).
Le premier travail de cette thèse concerne l’obtention d’un résultat d’unicité locale à
énergie fixée pour des Variétés Asymptotiquement Hyperboliques et à Symétrie Sphérique
(notées VAHSS). Une VAHSS est décrite par l’ensemble
Σ = Rx × S2θ,ϕ,
équipé de la métrique riemannienne
σ = dx2 + a(x)−2dω2,
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où dω2 = dθ2 + sin2(θ)dϕ2 est la métrique euclidienne sur la sphère de dimension deux
S2. On fait les hypothèses suivantes sur la fonction a(x) :
a ∈ C2(R), a > 0,
et
∃ a± > 0, κ+ < 0, κ− > 0, a(x) = a±e
κ±x +O(e3κ±x), x→ ±∞,
a′(x) = a±κ±eκ±x +O(e3κ±x), x→ ±∞.
Sous ces hypothèses, (Σ, σ) est une variété riemannienne à symétrie sphérique ayant deux
bouts asymptotiquement hyperboliques {x = ±∞}. On note en effet que la métrique σ
est asymptotiquement une petite perturbation des métriques hyperboliques
σ± = dx2 + e−2κ±xdω2±, x→ ±∞,
où dω2± = 1/(a2±)dω2 sont des métriques sur S2. On remarque ainsi que la courbure
sectionnelle de σ tend vers la constante négative−(κ±)2 au bout correspondant {x = ±∞}.
D’où le nom de variété “asymptotiquement hyperbolique” pour ce type de géométrie. On
note que l’on autorise κ− et κ+ à prendre des valeurs différentes ce qui donne lieu à des
courbures sectionnelles différentes aux deux bouts.
Sur la variété (Σ, σ), on est alors intéressé par l’étude de la propagation d’ondes (scalaires,
électromagnétiques, de Dirac, . . .) et de leur diffusion en temps longs afin de répondre à
la question suivante :
Peut-on déterminer la métrique en observant ces ondes à l’infini (dans notre modèle les
deux bouts {x = ±∞}) ?
On étudie ainsi comment des champs de Dirac non massifs et non chargés se propageant et
sont diffusés dans les deux bouts asymptotiquement hyperboliques. Ces champs satisfont
l’équation d’évolution
i∂tψ = Dσψ,
où Dσ désigne une représentation de l’opérateur de Dirac sur (Σ, σ) et le 2-spineur
solution ψ appartient à L2(Σ;C2). Nous montrerons qu’il existe un lien très simple entre
Dσ et la fonction a(x) apparaissant dans la métrique σ. Plus précisément,
Dσ = Γ1Dx + a(x)DS2 ,
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où DS2 désigne l’opérateur de Dirac intrinsèque sur S2, représenté ici par l’expression
DS2 = Γ2
(
Dθ +
i cot θ
2
)
+ Γ3 1sin θDϕ,
où Dx = −i∂x, Dθ = −i∂θ, Dϕ = −i∂ϕ et où les matrices 2 × 2 de Dirac Γ1,Γ2,Γ3
vérifient les relations d’anti-commutativité habituelles
ΓiΓj + ΓjΓi = 2δij .
En raison de la symétrie sphérique du problème et de l’existence d’harmoniques sphériques
généralisées {Ykl} qui “diagonalisent” DS2 , on peut décomposer l’espace de Hilbert des
énergies H = L2(Σ;C2) en une somme hilbertienne d’espaces de Hilbert partiels Hkl
qui soient invariants sous l’action de l’opérateur de Dirac Dσ. Plus précisément, si l’on
introduit l’ensemble des indices I = {k ∈ 1/2 + Z, l ∈ 1/2 + N, |k| ≤ l}, on a
H =
⊕
kl
Hkl, Hkl = L2(R;C2)⊗ Ykl,
et
Dklσ := Dσ |Hkl = Γ
1Dx − (l + 1/2)a(x)Γ2.
On note que les opérateurs de Dirac partiels Dklσ dépendent uniquement du moment
angulaire l + 1/2 ∈ N? = N \ {0}. Pour simplifier, on désignera l + 12 par n (ce nouveau
paramètre parcourant l’ensemble des entiers non nuls N∗) et on désignera par
Dnσ = Γ1Dx − na(x)Γ2,
les opérateurs de Dirac partiels sur les harmoniques sphériques généralisées Ykl. On
est ainsi amené à considérer la restriction de l’équation de Dirac sur chaque espace de
Hilbert partiel Hkl séparément et à étudier les propriétés de la famille des hamiltoniens
de Dirac unidimensionnels Dnσ, n ∈ N∗, pour obtenir des résultats d’analyse spectrale
et de diffusion directe et inverse pour le hamiltonien de Dirac complet Dσ. Ceci a été
fait dans [DN11] dans un contexte très similaire (voir aussi [AKvdM00, Dau10, DN10]).
Notons que les modèles étudiés dans [DN11] viennent de la Relativité Générale comme
nous le verrons plus en détails à la fin du premier chapitre puis dans le deuxième.
Le hamiltonien de Dirac Dσ est autoadjoint sur l’espace de Hilbert H = L2(Σ;C2) et a un
spectre absolument continu. En particulier, le spectre purement ponctuel de Dσ est vide.
Par conséquent, les champs de Dirac non-massifs diffusent vers les bouts asymptotiques
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{x = ±∞} de la variété Σ en temps longs. On établit alors une théorie de la diffusion
directe complète pour Dσ sur (Σ, σ). Pour toute énergie λ ∈ R, on note la matrice de
diffusion à l’énergie λ par S(λ). C’est un opérateur unitaire sur L2(S2;C2) qui possède
une structure de matrice 2× 2, i.e.
S(λ) =
(
TL(λ) R(λ)
L(λ) TR(λ)
)
,
où TL, TR sont les opérateurs de transmission et R, L sont les opérateurs de réflexion.
Les premiers mesurent la partie d’un signal d’énergie λ transmise d’un bout à l’autre
dans une expérience de diffusion alors que les derniers mesurent la partie d’un signal
d’énergie λ réfléchie d’un bout sur lui-même ({x = −∞} pour L et {x = +∞} pour R).
En raison de la symétrie sphérique du modèle, l’opérateur de diffusion laisse invariant
tous les espaces de Hilbert partiels Hkl et peut être décomposé en une somme hilbertienne
d’opérateurs unitaires agissant sur C2. On écrit alors
S(λ) =
∑
(k,l)∈I
Skl(λ), Skl(λ) := S(λ)|Hkl .
Puisque les opérateurs de Dirac unidimensionnels Dnσ dépendent uniquement de n ∈ N∗,
les matrices de diffusion partielles Skl(λ) dépendent également uniquement de n. On
utilisera donc la notation
S(λ, n) =
(
T (λ, n) R(λ, n)
L(λ, n) T (λ, n)
)
.
On insiste sur le fait que, pour tout n ∈ N∗, les matrices de diffusion partielles S(λ, n)
sont des matrices unitaires qui encodent la diffusion stationnaire à une énergie fixée
λ sur une harmonique sphérique généralisée donnée Hkl avec n = l + 1/2. De plus, la
connaissance de la matrice de diffusion S(λ) est équivalente à la connaissance des matrices
de diffusion partielles S(λ, n) pour tout n ∈ N?. Comme précédemment les coefficients de
transmission T (λ, n) correspondent à la partie du signal transmise d’un bout à l’autre
alors que les coefficients de réflexion à gauche L(λ, n) et à droite R(λ, n) correspondent à
la partie du signal réfléchie d’un bout sur lui-même.
Dans [DN11], Daudé et Nicoleau posent alors la question suivante :
Est-il possible de déterminer de façon unique la métrique σ à partir de la connaissance
de L(λ) ou R(λ) à une énergie fixée λ 6= 0 ?
16
Introduction
Ils montrent alors que la connaissance de L(λ, n) ou R(λ, n) à une énergie fixée λ 6= 0 et
pour des moments angulaires n parcourant un sous-ensemble L de N? satisfaisant une
condition de Müntz ∑n∈L 1n = +∞, détermine de façon unique la fonction a(x) (et ainsi
la métrique σ) à un sous-ensemble discret de translation près.
Les résultats de diffusion inverse de notre premier chapitre, reprenant ceux de l’article
[DGN13], constituent une version locale de ce dernier résultat et sont dans l’esprit des
travaux [Ben01, GS00, Sim99, Tes09]. En effet, au lieu de supposer la connaissance exacte
d’un des opérateurs de réflexion, on suppose que l’un d’eux est connu à une erreur près.
On montre alors que, étant données deux VAHSS (Σ, σ) et (Σ, σ˜) et une constante B
telle que 0 < B < min(A, A˜), où
A =
∫
R
a(x) dx et A˜ =
∫
R
a˜(x) dx,
la connaissance à une énergie fixée λ 6= 0 des coefficients de réflexion partiels L(λ, n) à une
erreur de taille O(e−2nB) près, lorsque n→ +∞, détermine de façon unique la fonction
a(x) (et donc la métrique) dans un voisinage du bout {x = −∞} dont la taille dépend de
la taille de l’erreur B. De façon symétrique, on montre que la connaissance à une énergie
fixée λ 6= 0 des coefficients de réflexion partiels R(λ, n) à une erreur de taille O(e−2nB)
près, lorsque n→ +∞, détermine de façon unique la fonction a(x) (et donc la métrique)
dans un voisinage du bout {x = +∞}. Ces résultats montrent donc que la connaissance
d’un des coefficients de réflexion à une erreur près détermine de façon unique la métrique
σ dans un voisinage du bout correspondant. On propose une interprétation possible de ce
résultat d’unicité locale. Considérons par exemple les coefficients de réflexion L(λ, n) et
rappelons qu’ils encodent l’expérience de diffusion suivante : une onde ayant une énergie
λ est envoyée du bout {x = −∞} et évolue sur une VAHSS. Alors L(λ, n) mesure la
partie de cette onde qui est réfléchie sur le même bout {x = −∞} dans un futur lointain.
Notre résultat affirme que si l’on connaît L(λ, n) à une erreur près de la forme O(e−2nB),
alors la métrique est déterminée de façon unique dans un voisinage de {x = −∞}, la
taille du voisinage dépendant de la constante B définissant le terme d’erreur. On peut
alors en déduire que, sous nos hypothèses, l’onde envoyée de {x = −∞} n’a pas le temps
de voyager dans toute la variété avant d’être mesurée à nouveau dans le bout {x = −∞}.
Ceci explique de façon heuristique pourquoi la connaissance partielle des coefficients de
réflexion L(λ, n), dans le sens précis donné dans nos hypothèses, n’est pas suffisante pour
déterminer entièrement la métrique.
On montrera également que si le terme d’erreur est suffisamment petit on obtient l’unicité
globale de la métrique.
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Enfin, on cherche à utiliser le coefficient de transmission comme point de départ de notre
problème inverse. On obtient alors un résultat de nature différente de celui obtenu pour
les coefficients de réflexion. Tout d’abord, on doit supposer en plus de la connaissance
du coefficient de transmission à une erreur près, la connaissance d’un nombre fini (mais
suffisamment grand) de coefficients de réflexion. En ajoutant également une hypothèse
technique sur les courbures sectionnelles κ± on obtient alors un résultat d’unicité globale.
On montre ainsi que, si à une énergie fixée λ 6= 0, pour un certain B > min(A, A˜),
T (λ, n) = T˜ (λ, n) + O
(
e−2nB
)
, n→ +∞,
si
L(λ, k) = L˜(λ, k),
pour un nombre fini mais suffisamment grand (qui dépend des métriques σ et σ˜) d’indices
k ∈ N et si
1
κ+
+ 1
κ−
< 0 et 1
κ˜+
+ 1
κ˜−
< 0,
alors, il existe une constante α ∈ R telle que
a˜(x) = a(x+ α).
Par conséquent, les deux VAHSS (Σ, σ) et (Σ, σ˜) coïncident à une isométrie près. On peut
fournir une raison heuristique pour laquelle nous n’obtenons pas un résultat d’unicité
locale lorsque l’on suppose la connaissance des coefficients de transmission à une erreur
près. En effet, ces coefficients, par définition, mesurent la partie d’une onde transmise
d’un bout, disons {x = −∞}, à l’autre bout {x = +∞}. Dans notre cas, quand les
VAHSS ont seulement deux bouts, l’onde transmise a ainsi le temps de se propager dans
toute la variété. Il est donc naturel que les coefficients de transmission encodent toute
l’information de la VAHSS.
On note que les VAHSS que nous considérons sont des cas très particuliers d’une classe
beaucoup plus large de variétés. Pour des Variétés Asymptotiquement Hyperboliques
(notées VAH) sans symétries particulières, des résultats de diffusion directe et inverse
pour des ondes scalaires ont été prouvés par Joshi et Sá Barreto dans [JSB00], par Sá
Barreto dans [SB05], par Guillarmou et Sá Barreto dans [GSB08, GSB09] et par Isozaki
et Kurylev dans [IK14]. Dans [JSB00], il est montré que les asymptotiques de la métrique
d’une VAH sont déterminées de façon unique (à isométrie près) par la matrice de diffusion
S(λ) à une énergie fixée λ en dehors d’un sous-ensemble discret de R. Dans [SB05], il
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est prouvé que la métrique d’une VAH est déterminée de façon unique (à isométrie près)
par la matrice de diffusion S(λ) pour tout λ ∈ R en dehors d’un certain sous-espace. Des
résultats similaires ont été obtenus récemment dans [IK14] pour une classe encore plus
générale de VAH. Dans [GSB09] il est prouvé que pour des variétés de type Einstein
connexes conformément compactes de dimension paire n+ 1 la matrice de diffusion à
l’énergie n sur un sous-ensemble ouvert de son bord conforme détermine de façon unique
la variété à isométrie près. On mentionne également le travail [Mar09] de Marazzi dans
lequel l’auteur étudie le problème de diffusion inverse pour l’équation de Schrödinger
stationnaire sur une variété conformément compacte ayant pour courbure sectionnelle
−α2 au bord avec un potentiel régulier ne s’annulant pas sur ce bord. L’auteur montre
alors que la connaissance de la matrice de diffusion à deux énergies fixées λ1 et λ2,
λ1 6= λ2, dans un bon sous-ensemble de C, détermine de façon unique α ainsi que les
séries de Taylor du potentiel et de la métrique au bord. Enfin, mentionnons également
[BP11] dans lequel un problème inverse à partir des résonances est étudié dans une
certaine sous-classe de VAH.
Le deuxième travail de cette thèse concerne la résolution d’un problème de diffusion
inverse à énergie fixée pour des géométries de type trou noir. Intuitivement, un trou
noir est un objet tellement dense que son attraction gravitationnelle est si forte que l’on
ne peut s’en échapper si l’on ne se déplace pas plus vite que la vitesse de la lumière.
L’existence de tels objets est prédite par la théorie de la Relativité Générale introduite
par Albert Einstein en 1915. Le postulat de base de la théorie de la Relativité Générale
réside dans le fait que la vitesse de la lumière ne peut être dépassée. Les implications de
ce postulat sont nombreuses, en particulier les notions d’espace et de temps sont en fait
étroitement liées et ne forment qu’une seule entité de dimension quatre, l’espace-temps.
De plus, la géométrie de cet espace-temps, c’est-à-dire la façon de mesurer les distances
entre deux événements, n’est pas euclidienne mais lorentzienne. Pour rendre compte des
effets de la gravitation dans ce cadre relativiste, l’idée d’Einstein a été de considérer la
gravitation non plus comme une force mais comme une manifestation de la courbure
de l’espace-temps. Plus précisément, l’espace-temps de la Relativité Générale est décrit
par un couple (M, g), où M est une variété différentielle de dimension quatre et g
une métrique lorentzienne surM, c’est-à-dire une forme bilinéaire symétrique réelle de
signature (+−−−). À l’origine de la courbure de l’espace-temps il y a la présence de
masse dans l’univers. Ce lien est traduit par les équations d’Einstein
Gµν = 8piTµν ,
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où Gµν représente le tenseur d’Einstein (formé à partir du tenseur de courbure, lui-même
formé à partir de la métrique et de ses dérivées premières et secondes) et Tµν est le tenseur
énergie-impulsion. Le membre de gauche décrit la géométrie de l’espace-temps alors que le
membre de droite décrit la distribution d’énergie dans l’univers. Ces équations indiquent
donc que la géométrie et la distribution d’énergie de l’espace-temps interagissent de
manière complexe.
Les trous noirs sont des objets extrêmement complexes à étudier d’un point de vue
astrophysique puisqu’ils sont par essence invisibles. On ne peut donc étudier leur propriétés
que par des moyens indirects. En particulier, on peut obtenir des informations en étudiant
comment les ondes entrantes sont diffusées par le trou noir. En revanche, d’un point
de vue mathématique ce sont des objets plutôt simples puisqu’ils ne dépendent que de
quatre paramètres : la masse M > 0, la charge électrique Q ∈ R et le moment angulaire
a ∈ R (trou noir en rotation) du trou noir ainsi que la constante cosmologique de l’univers
Λ ∈ R. La théorie de la diffusion pour des géométries de type trou noir est un sujet de
grand intérêt. La diffusion directe pour des trous noirs de type Schwarzschild (statiques,
non chargés et à symétrie sphérique), de type Reissner-Nordström-(de Sitter) (statiques,
chargés et à symétrie sphérique) et de type Kerr (non chargés et en rotation) a par
exemple été étudiée par Bachelot, Dimock, Kay, Nicolas, Jin, Melnik et Häfner dans
[Bac91, Bac94, Dim85, DK86, Nic95, Jin98, Mel00, Mel03, Häf03, HN04]. Entre autres
raisons, ces études ont été motivées par la découverte de phénomènes inattendus tels que
l’effet Hawking et le phénomène de superradiance. On renvoie par exemple aux travaux
de Bachelot [Bac97, Bac99], Häfner [Häf09] et Melnyk [Mel04] pour une application des
résultats de diffusion à l’effet Hawking. Concernant la diffusion inverse dans des trous
noirs de type Reissner-Nordström-(de Sitter), qui sont des solutions à symétrie sphérique
et électriquement chargées des équations d’Einstein dans le vide, notre étude est dans
lignée des articles de Daudé et Nicoleau [DN08, DN09, DN10, DN11].
Dans l’étude de la théorie de la diffusion dans un trou noir nous devons composer avec
deux régions asymptotiques appelées des horizons. En effet, on adopte le point de vue
d’un observateur situé loin de l’horizon cosmologique et de l’horizon des événements et
statique par rapport à ces horizons. Un tel observateur perçoit alors les horizons comme
des régions asymptotiques. Ainsi, nous devons voir les trous noirs de type RN-dS comme
des ensembles à symétrie sphérique avec deux bouts (l’horizon cosmologique et l’horizon
des événements) ayant une géométrie asymptotiquement hyperbolique. La question que
nous posons est alors la suivante :
Existe-t-il un moyen de caractériser de façon unique les paramètres du trou noir, du
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point de vue de l’observateur statique, par une expérience de diffusion inverse ?
Pour reformuler notre problématique on introduit les opérateurs d’ondes associés à des
champs de Dirac massifs et chargés évoluant dans la région extérieure du trou noir. On
désigne par W±(−∞) les opérateurs d’ondes correspondant à la partie des champs de Dirac
massifs et chargés qui diffuse vers l’horizon des événements et par W±(+∞) les opérateurs
d’ondes correspondant à la partie de ces champs qui diffuse vers l’horizon cosmologique.
Grâce à [Dau10, Mel04] on sait que les opérateurs d’ondes globaux qui sont définis par
W± = W±(−∞) ⊕W±(+∞),
existent et sont asymptotiquement complets sur l’espace de Hilbert des données de
diffusion. Ceci permet de définir l’opérateur de diffusion global S par la formule usuelle
S = (W+)?W−.
L’opérateur de diffusion est l’objet important de ce chapitre. Il contient toutes les
informations de diffusion pour un observateur vivant loin des horizons d’un trou noir de
type RN-dS. On définit alors la matrice de diffusion S(λ) comme étant la restriction de
l’opérateur de diffusion S à un niveau d’énergie λ ∈ R. Grâce à cette définition, on peut
reformuler notre question principale :
Est-ce-que la connaissance de S(λ) à une énergie λ ∈ R fixée est une information
suffisante pour caractériser de façon unique les paramètres du trou noir ?
Donnons à présent explicitement le cadre que l’on étudiera dans ce deuxième chapitre.
Dans les coordonnées de Schwarzschild, la région extérieure d’un trou noir de type RN-dS
est décrite par la variété de dimension quatre
M = Rt×]r−, r+[r×S2ω,
équipée de la métrique lorentzienne
g = gµνdxµdxν = F (r)dt2 − F (r)−1dr2 − r2dω2,
où
F (r) = 1− 2M
r
+ Q
2
r2
− Λr
2
3 ,
où dω2 = dθ2 + sin(θ)2dϕ2 est la métrique euclidienne sur la sphère S2. La constante M
peut être interprétée comme la masse du trou noir, la constante Q comme étant sa charge
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alors que Λ > 0 désigne la constante cosmologique de l’univers. Les horizons {r = r−} et
{r = r+} sont respectivement appelés l’horizon des événements et l’horizon cosmologique.
Au lieu de travailler avec la variable radiale r, on décrit la région extérieure du trou noir
en utilisant la variable radiale de Regge-Wheeler (RW), x, qui est définie explicitement
par
x = 12κn
ln(r − rn) + 12κc ln(r − rc) +
1
2κ−
ln(r − r−) + 12κ+ ln(r − r+) + C,
où C est une constante d’intégration et les quantités κj , j = n, c,−,+ sont définies par
κn =
1
2F
′(rn), κc =
1
2F
′(rc), κ− =
1
2F
′(r−), κ+ =
1
2F
′(r+).
On remarque que les horizons {r = r±} sont envoyés aux infinis {x = ±∞} par la variable
de RW, x.
On s’intéresse alors à la propagation et la diffusion de champs de Dirac massifs et chargés
dans un tel trou noir. Les champs de Dirac massifs et chargés considérés sont représentés
par des spineurs à quatre composantes ψ appartenant à l’espace de Hilbert
L2(R× S2;C4),
qui satisfont l’équation d’évolution
i∂tψ = (Γ1Dx + a(x)DS2 + b(x)Γ0 + c(x))ψ.
Le symbole Dx désigne −i∂x alors que DS2 désigne l’opérateur de Dirac sur S2. Les
potentiels a, b et c sont des fonctions scalaires lisses données en termes de la métrique par
a(x) =
√
F (r)
r
, b(x) = m
√
F (r) et c(x) = qQ
r
,
où m et q désignent respectivement la masse et la charge des champs de Dirac. Enfin,
les matrices Γ1, Γ2, Γ3 et Γ0 apparaissant dans ces équations sont les matrices de Dirac
4× 4 qui vérifient les relations d’anti-commutativité
ΓiΓj + ΓjΓi = 2δijId, ∀i, j = 0, 1, 2, 3.
On montrera qu’il existe des constantes a±, b±, c± et c′± telles que les potentiels a, b et c
possèdent les asymptotiques suivantes lorsque x→ ±∞ :
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a(x) = a±eκ±x +O(e3κ±x), a′(x) = a±κ±eκ±x +O(e3κ±x),
b(x) = b±eκ±x +O(e3κ±x), b′(x) = b±κ±eκ±x +O(e3κ±x),
c(x) = c± + c′±e2κ±x +O(e4κ±x), c′(x) = 2c′±κ±e2κ±x +O(e4κ±x),
où
c− =
qQ
r−
et c+ =
qQ
r+
.
On remarque donc que les potentiels a et b sont de courte portée lorsque x→ ±∞ alors
que c− c− et c− c+ sont respectivement de courte portée lorsque x→ −∞ et x→ +∞.
Ainsi, la dynamique de comparaison que l’on choisit à l’horizon des événements est celle
générée par le hamiltonien H− = Γ1Dx + c− alors qu’à l’horizon cosmologique on choisit
la dynamique asymptotique générée par le hamiltonien H+ = Γ1Dx + c+.
On définit alors la matrice de diffusion S(λ) à une énergie λ ∈ R. De plus, comme dans
le premier chapitre, grâce à la symétrie sphérique on utilise la décomposition sur les
harmoniques sphériques généralisées pour se ramener à un problème unidimensionnel et
ainsi définir les matrices de diffusion partielles S(λ, n), où n ∈ N? désigne à nouveau le
moment angulaire. Le but de ce deuxième chapitre est alors de montrer que la connaissance
des coefficients de réflexion partiels L(λ, n) ou R(λ, n) pour une énergie fixée λ ∈ R
et pour n ∈ L, où L est un sous-ensemble de N? satisfaisant la condition de Müntz∑
n∈L
1
n = +∞, détermine de façon unique la métrique g du trou noir.
Dans le dernier chapitre de cette thèse nous étudierons un problème de diffusion
inverse à énergie fixée sur des variétés de Stäckel de dimension trois ayant la topologie
d’un cylindre torique, satisfaisant la condition de Robertson et possédant une structure
asymptotiquement hyperbolique. Les variétés de Stäckel ont été introduite en 1891 par
Stäckel dans [Stä91] et sont d’un grand intérêt dans la théorie de séparation des variables.
En effet, il est connu que la séparabilité additive de l’équation de Hamilton-Jacobi pour
le flot géodésique sur une variété riemannienne est équivalente au fait que la métrique
soit sous forme de Stäckel. Cependant, pour obtenir la séparabilité multiplicative de
l’équation de Helmholtz qui nous intéresse ici on doit également supposer que la condition
de Robertson est satisfaite. Comme nous le verrons dans ce chapitre, il existe également
des caractérisations intrinsèques de la séparabilité des équations de Hamilton-Jacobi
et de Helmholtz en termes de tenseurs de Killing (qui correspondent à des symétries
faibles) ou d’opérateurs de symétries pour l’opérateur de Laplace-Beltrami. On renvoie à
[BCR02a, BCR02b, CR06, Eis34, Eis97, KM82, KM80, KM84, Stä93] pour d’importantes
contributions dans ce domaine et à [Ben15, Mil88] pour un état de l’art sur ces questions.
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On insiste sur le fait que la description des variétés riemanniennes donnée par Stäckel
est locale. On obtient une description globale de ces variétés en choisissant un système
de coordonnées global ce qui justifie l’appelation “variétés de Stäckel” dans notre étude.
On choisit de travailler avec des variétés de Stäckel (M, g) ayant la topologie d’un
cylindre torique. Pour pouvoir définir l’opérateur de diffusion sur ces variétés, on ajoute
alors une structure asymptotiquement hyperbolique, introduite dans [IK14] (voir aussi
[GSB09, JSB00, SB05]), aux deux bouts radiaux de notre cylindre. On peut alors définir
l’opérateur de diffusion Sg et ainsi la matrice de diffusion Sg(λ) à une énergie fixée λ 6= 0
associée à l’équation de Helmholtz sur (M, g) qui est l’objet principal de ce travail. La
question que nous posons est alors la suivante :
Est-ce-que la matrice de diffusion Sg(λ) à une énergie fixée λ 6= 0 détermine de façon
unique la métrique g de la variété de Stäckel ?
On rappelle que les problèmes de diffusion inverse à énergie fixée sur des variétés asymp-
totiquement hyperboliques sont étroitement reliés au problème de Calderón anisotrope
pour des variétés riemanniennes compactes à bord. L’un des buts de ce chapitre est ainsi
de donner des exemples de variétés pour lesquelles nous sommes en mesure de résoudre le
problème de diffusion inverse à énergie fixée mais qui ne possèdent pas l’une des structures
particulières pour lesquelles la question de l’unicité pour le problème Calderón anisotrope
sur des variétés riemanniennes compactes à bord est résolue. On note que le résultat que
nous prouvons ici est un résultat d’unicité. On est également intéressé par l’obtention de
résultats de stabilité c’est-à-dire par l’étude de la continuité de l’application g 7→ Sg(λ).
Cette question pourra faire l’objet d’un travail futur.
Plus précisément, on considère des variétés ayant la topologie d’un cylindre torique avec
deux bouts munies d’une carte globale
M = (0, A)x1 × T 2x2,x3 ,
où T 2x2,x3 =: T 2 désigne le tore de dimension deux. La variable x1 est la variable radiale
alors que (x2, x3) désigne les variables angulaires. On introduit alors une matrice de
Stäckel de taille 3× 3 de la forme
S =

s11(x1) s12(x1) s13(x1)
s21(x2) s22(x2) s23(x2)
s31(x3) s32(x3) s33(x3)
 ,
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où les coefficients sij sont des fonctions lisses. On munit ainsiM de la métrique rieman-
nienne
g = H21 (dx1)2 +H22 (dx2)2 +H23 (dx3)2,
avec
H2i =
det(S)
si1
, ∀i ∈ {1, 2, 3},
où si1 est le mineur (avec signe) associé au coefficient si1 pour tout i ∈ {1, 2, 3}. On
remarque que la métrique g est riemannienne si et seulement si le déterminant de la
matrice de Stäckel S et les mineurs s11, s21 et s31 ont le même signe. On note également
que l’application S 7→ g n’est pas injective. Cela nous permettra de choisir n’importe
quel représentant dans la classe d’équivalence décrite par ces invariances de la métrique
et ainsi de faire des hypothèses sur les coefficients de la matrice de Stäckel sans perte de
généralité.
Sur la variété de Stäckel (M, g) on est intéressé par l’étude de l’équation de Helmholtz
−∆gf = λ2f.
Comme nous l’avons déjà mentionné la structure de Stäckel est suffisante pour obtenir
la séparabilité additive de l’équation de Hamilton-Jacobi pour le flot géodésique mais
ne suffit pas pour obtenir la séparabilité multiplicative de l’équation de Helmholtz. En
effet, nous devons également supposer que la condition de Robertson est satisfaite. Cette
condition peut être définie de la façon suivante : il existe trois fonctions fi(xi), i ∈ {1, 2, 3},
chacune fonction seulement de la variable xi, telles que
s11s21s31
det(S) = f1f2f3.
Cette condition à également un sens géométrique. En effet, comme cela a été montré par
Einsenhart (voir [Eis34]), la condition de Robertson est satisfaite si et seulement si le
tenseur de Ricci est diagonal :
Rij = 0, ∀i 6= j.
Afin de définir la matrice de diffusion à une énergie λ 6= 0 fixée associée à l’équation de
Helmholtz comme dans [IK14], on ajoute une structure asymptotiquement hyperbolique
aux deux bouts radiaux de notre cylindre de Stäckel {x1 = 0} et {x1 = A}. On rappelle,
qu’une variété riemannienne (M, g) à bord ∂M est dite asymptotiquement hyperbolique
si sa courbure sectionnelle tend vers −1 au bord. Afin d’obtenir cette structure on ajoute
des conditions sur les composantes de la matrice de Stäckel. La classe des variétés de
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Stäckel que nous étudierons est donc définie par les propriétés suivantes :
• H2i > 0 pour i ∈ {1, 2, 3} (Métrique riemannienne).
• s2j(0) = s2j(B), s′2j(0) = s′2j(B), s3j(0) = s3j(C) et s′3j(0) = s′3j(C) pour j ∈
{1, 2, 3} (Conditions périodiques en les variables angulaires).
• Structure asymptotiquement hyperbolique aux bouts {x1 = 0} et {x1 = A} (à
l’ordre zéro) :
– En {x1 = 0} : il existe 0 > 0 tel que
(x1)2s11(x1) = [1]0 , s12(x1) = [1]0 et s13(x1) = [1]0 ,
où,
[1]0 = 1 +O((1 + | log(x1)|)−1−0).
– En {x1 = A} : il existe 1 > 0 tel que
(A− x1)2s11(x1) = [1]1 , s12(x1) = [1]1 et s13(x1) = [1]1 ,
où,
[1]1 = 1 +O((1 + | log(A− x1)|)−1−1).
On note que l’on doit également ajouter des conditions sur les dérivées des fonctions s1j ,
j ∈ {1, 2, 3}, pour être dans le cadre de [IK14]. On remarque que sous ces conditions on
peut écrire la métrique g dans un voisinage du bout {x1 = 0}, sous la forme
g =
(dx1)2 + dΩ2T 2 + P (x1, x2, x3, dx1, dx2, dx3)
(x1)2 ,
où
dΩ2T 2 =
s11
s32 − s33 (dx
2)2 + s
11
s23 − s22 (dx
3)2,
est une métrique riemannienne sur le 2-tore T 2 et P est un terme de reste qui est petit
lorsque x1 → 0. Ainsi, à la limite x1 → 0, on voit que
g ∼ (dx
1)2 + dΩ2T 2
(x1)2 ,
c’est-à-dire que g est une petite perturbation d’une métrique de type hyperbolique.
Grâce à cette structure asymptotiquement hyperbolique on peut suivre la construction
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de la matrice de diffusion à une énergie fixée λ 6= 0 associée à l’équation de Helmholtz,
Sg(λ), donnée dans [IK14]. L’objet de ce troisième chapitre est alors de démontrer que la
connaissance de la matrice de diffusion à une énergie fixée détermine de façon unique la
métrique de la variété de Stäckel considérée (aux obstructions naturelles près).
Plan de la thèse
Chaque chapitre de cette thèse à donné lieu à des publications [DGN13, Gob15] et à une
prépublication [Gob16]. Ces chapitres peuvent être lus indépendamment et contiennent
leur propre introduction.
Premier chapitre : Problème inverse local à énergie fixée
Dans le premier chapitre de cette thèse nous allons étudier un problème inverse local à
énergie fixée pour des Variétés Asymptotiquement Hyperboliques et à Symétrie Sphérique.
Le but de ce chapitre sera en effet de démontrer que la connaissance partielle d’un des
coefficients de réflexion à une erreur près détermine de façon unique la métrique d’une
VAHSS dans un voisinage du bout correspondant au coefficient de réflexion considéré.
De plus, nous montrerons également que si le terme d’erreur est suffisamment petit
nous pouvons même récupérer la métrique sur toute la variété. Dans un second temps,
nous montrerons que la connaissance partielle du coefficient de transmission à une
certaine erreur près associée à la connaissance d’un nombre fini mais suffisamment
grand de coefficients de réflexion partiels et à une hypothèse technique sur les courbures
sectionnelles permet de déterminer de façon unique la métrique sur toute la VAHSS. Enfin,
nous appliquerons ces résultats au cadre de la Relativité Générale et plus précisément
aux trous noirs de type Reissner-Nordström-de Sitter. Les résultats énoncés dans ce
chapitre sont nouveaux puisqu’ils constituent les premiers résultats inverses locaux pour
des problèmes inverses métriques.
Le premier point de notre preuve consiste à utiliser la symétrie sphérique du modèle afin
de procéder à une décomposition sur une base d’harmoniques sphériques dans le but
de nous ramener à un problème de dimension un. Étant donnée une énergie λ 6= 0, on
peut ainsi décomposer la matrice de diffusion S(λ) en une somme directe de matrices de
diffusion partielles S(λ, n) indexée par le moment angulaire n ∈ N?. L’idée fondamentale
de notre preuve réside alors dans l’utilisation d’une méthode de Complexification du
Moment Angulaire. L’idée générale de considérer un moment angulaire complexe prend
sa source dans un travail de Regge (voir [Reg59]) concernant l’étude de la matrice de
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diffusion pour des opérateurs de Schrödinger dans R3 ayant des potentiels à symétrie
sphérique. On renvoie également à [dAR65, New02] pour des ouvrages traitant de cette
méthode. Cet outil a déjà été utilisé dans le domaine des problèmes inverses pour un
moment angulaire dans [DKN14, DKN15, DN13, DN11, DN15, Ram99] et l’on note qu’il
est également utilisé en physique à hautes énergies (voir [Col77]). Le but de cette méthode
est d’obtenir à partir d’un régime discret de données un régime continu d’informations.
Pour ce faire on procède en trois étapes. On commence par autoriser le moment angulaire à
prendre des valeurs complexes. On étudie alors les propriétés d’analyticité des coefficients
de réflexion L(λ, z) et R(λ, z) par rapport au moment angulaire complexe z := n. Enfin,
on utilise des résultats d’unicité, ici pour la transformée de Laplace, afin d’obtenir une
égalité sur le plan complexe. La principale nouveauté de ce chapitre par rapport au travail
[DN11], dont nous améliorons le résultat ici, est l’adaptation du célèbre Théorème de
Borg-Marchenko local, connu dans le cadre des problèmes inverses pour l’équation de
Schrödinger unidimensionnel, au cadre des problèmes inverses avec métriques.
Deuxième chapitre : Problème inverse dans des trous noirs
Le deuxième chapitre de cette thèse concerne la résolution d’un problème de diffusion
inverse à énergie fixée pour des champs de Dirac massifs et chargés dans le cas d’une
géométrie de type trou noir. Plus précisément, le but de ce chapitre est de montrer que la
connaissance partielle d’un des coefficients de réflexion à une énergie fixée détermine de
façon unique les paramètres d’un trou noir de type Reissner-Nordström-de Sitter. Ceci
constitue un résultat nouveau par rapport à [DN11] car nous avons ajouté les termes de
masse et de charge et également par rapport à [DN10] (qui traite le cas avec masse et
charge) car nous avons besoin de la connaissance de l’opérateur de diffusion seulement à
une énergie fixée et non pas sur un intervalle d’énergies.
Dans notre preuve, nous utilisons, comme dans [DN11], la symétrie sphérique et la
décomposition sur une base d’harmoniques sphériques pour pouvoir appliquer une méthode
de Complexification du Moment Angulaire à l’aide de résultats d’unicité pour la classe
de Nevanlinna. Plusieurs difficultés se posent lorsque l’on ajoute les termes de masse et
de charge dans l’équation de Dirac. Tout d’abord, il convient de noter que le terme de
charge est à longue portée ce qui oblige à conjuguer l’opérateur (ce qui avait déjà été fait
dans [DN10]) pour pouvoir être dans le cadre de [AKvdM00] et ainsi définir l’opérateur
de diffusion de façon stationnaire à l’aide des fonctions de Jost. Dans un second temps,
on cherche à obtenir des asymptotiques en z grand des solutions de Jost (z étant le
complexifié du moment angulaire) mais contrairement à [DN11] ces solutions ne possèdent
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pas de développement en série en la variable z. Par conséquent, pour montrer que ces
solutions sont des perturbations de fonctions de Bessel et obtenir les asymptotiques
voulues nous devons utiliser un argument de perturbation ainsi que de bonnes estimations
du noyau de Green. Notons enfin que dans le cas massif, les données de diffusion ne
possèdent pas les propriétés de symétries utilisées dans [DN11]. Cette absence de symétrie
a de nombreuses répercussions techniques dans notre preuve.
Troisième chapitre : Problème inverse à énergie fixée : variétés de Stäckel
Dans le troisième chapitre de cette thèse nous démontrerons que la connaissance de la
matrice de diffusion à une énergie fixée sur une variété de Stäckel de dimension trois ayant
la topologie d’un cylindre torique, satisfaisant la condition de Robertson et munie d’une
structure asymptotiquement hyperbolique détermine de façon unique sa métrique. Ce tra-
vail est une généralisation de l’article [DKN14] de Daudé, Kamran et Nicoleau dans lequel
les auteurs répondent à la même question pour des surfaces de Liouville qui correspondent
aux variétés de Stäckel en dimension deux. Ce cadre est plus complexe géométriquement
que les précédents puisque malgré la présence de symétrie faible (tenseurs de Killing
dont l’existence est équivalente à la séparation des variables) il n’y a pas, a priori, de
symétries fortes (champs de Killing). On rappelle que les problèmes de diffusion inverse à
énergie fixée sur des variétés asymptotiquement hyperboliques sont étroitement reliés au
problème de Calderón anisotrope pour des variétés riemanniennes compactes à bord. L’un
des buts de ce chapitre est ainsi de donner des exemples de variétés pour lesquelles nous
sommes capables de résoudre le problème de diffusion inverse à énergie fixée mais qui ne
possèdent pas l’une des structures particulières pour lesquelles la question de l’unicité
pour le problème de Calderón anisotrope sur des variétés riemanniennes compactes à
bord est résolue.
La clé de ce chapitre consiste à utiliser une nouvelle version de la méthode de Complexifi-
cation du Moment Angulaire qui est cette fois multivariable. En effet, grâce à la structure
de variété de Stäckel satisfaisant la condition de Robertson, l’équation de Helmholtz se
sépare en un système de trois équations différentielles ordinaires : une équation radiale
et deux équations angulaires. Ainsi, la matrice de diffusion à énergie fixée peut être
décomposée en un ensemble de coefficients de diffusion indexé par un ensemble discret
formé de deux moments angulaires qui correspondent aux deux constantes de séparation.
Dans notre étude on utilise alors une nouvelle version (car multivariable) de la méthode
de Complexification du Moment Angulaire pour deux moments angulaires. On insiste
sur le fait que l’on est obligé d’utiliser cette version multivariable (non connue à ce
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jour) car ces deux moments angulaires (qui correspondent également au spectre couplé
d’opérateurs qui commutent) ne sont pas indépendants et ne peuvent pas être considérés
séparément. On utilise ainsi cette méthode combinée à des résultats d’unicité pour des
fonctions holomorphes de deux variables pour nous permettre d’utiliser le théorème de
Borg-Marchenko et ainsi conclure à l’unicité de la métrique.
Liste de publications
Plusieurs publications sont issues de ce travail : un article accepté pour publication dans
une revue internationale :
• T. Daudé, D. Gobin, F. Nicoleau, Local inverse scattering results at fixed energy in
spherically symmetric asymptotically hyperbolic manifolds, accepté pour publication
dans Inverse Problems and Imaging, (2016),
un article publié dans une revue internationale :
• D. Gobin, Inverse scattering at fixed energy for massive charged Dirac fields in de
Sitter-Reissner-Nordström black holes, Inverse Problems, 31 (5), (2015),
et un article soumis :
• D. Gobin, Inverse scattering at fixed energy on three-dimensional asymptotically
hyperbolic Stäckel manifolds, (2016).
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Problème inverse local à énergie
fixée
Dans ce chapitre reprenant l’article [DGN13], on adapte le célèbre résultat d’unicité
locale de Borg-Marchenko, connu dans le cadre des problèmes inverses pour l’équation de
Schrödinger unidimensionnelle, afin d’obtenir des résultats d’unicité locale dans le cadre
des problèmes inverses métriques. Plus précisément, on considère une classe de variétés à
symétrie sphérique ayant deux bouts asymptotiquement hyperboliques et on étudie les
propriétés de diffusion de champs de Dirac se propageant dans de telles variétés. Grâce à
la symétrie sphérique du modèle, on sait que la diffusion stationnaire est encodée par une
famille dénombrable d’équations de Dirac unidimensionnelles. Ceci nous permet de définir
les coefficients de transmission T (λ, n) et les coefficients de réflexion L(λ, n) et R(λ, n)
des champs de Dirac ayant une énergie λ et un moment angulaire n. Le résultat principal
de ce chapitre est alors un résultat d’unicité locale. Plus précisément, on prouve qu’à une
énergie fixée λ 6= 0, la connaissance des coefficients de réflexion L(λ, n) (respectivement
R(λ, n)) - à une erreur de la forme O(e−2nB) avec B > 0 près - détermine de façon
unique la métrique dans un voisinage du bout de gauche (respectivement de droite). De
plus, la taille du voisinage dépend de la taille du terme d’erreur. Notre preuve repose
essentiellement sur l’utilisation de la méthode de Complexification du Moment Angulaire
et de résultats d’unicité pour la transformée de Laplace. Dans une dernière partie, nous
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appliquerons ces résultats au cadre de la Relativité Générale et plus précisément aux
trous noirs de type Reissner-Nordström-de Sitter.
1.1 Introduction et présentation des résultats
Le but de ce chapitre est d’étendre les résultats d’unicité inverse locale de type Borg-
Marchenko, connus pour l’équation de Schrödinger unidimensionnelle et d’abord obtenus
dans [Sim99] puis améliorés dans [Ben01, GS00, Tes09], au cadre des problèmes inverses
métriques. Pour rappel, le Théorème de Borg-Marchenko peut formellement être énoncé
de la façon suivante. On considère deux équations de Schrödinger stationnaires sur R+
ayant pour potentiels q1 et q2 et à chacune de ces équations on associe une fonction
de Weyl-Titchmarsh à l’aide de systèmes fondamentaux de solutions. Le Théorème de
Borg-Marchenko énonce alors que si ces fonctions de Weyl-Titchmarsh coïncident les
potentiels sont égaux. Simon a obtenu dans [Sim99] une version locale de ce résultat
qui énonce que les potentiels q1 et q2 coïncident sur ]0, a[ si et seulement si les fonctions
de Weyl-Titchmarsh sont égales à une erreur exponentielle près dépendante de a. Une
nouvelle preuve élégante de ce résultat à ensuite été donnée par Bennewitz dans [Ben01].
Pour plus de détails sur la définition de ces objets on renvoie le lecteur à la discussion
précédent le Théorème 1.1.5. Notre but est ainsi ici d’adapter cette dernière preuve dans
le cadre des problèmes inverses métriques. Plus précisément, on l’utilise sur des variétés
courbes de dimension trois ou quatre pour lesquelles l’inconnue - i.e. l’objet que l’on
cherche à déterminer en observant des ondes à l’infini - est la métrique (riemannienne
ou lorentzienne) elle-même. Nous considérons une classe très spécifique et simple de
variétés riemanniennes de dimension trois que l’on nomme Variétés Asymptotiquement
Hyperboliques à Symétrie Sphérique, notée VAHSS. Précisément, ces variétés sont décrites
par l’ensemble
Σ = Rx × S2θ,ϕ,
équipé de la métrique riemannienne
σ = dx2 + a(x)−2 dω2,
où dω2 =
(
dθ2 + sin2 θ dϕ2
)
est la métrique euclidienne sur la sphère de dimension deux
S2. Les hypothèses sur la fonction a(x) - qui détermine entièrement la métrique - sont :
a ∈ C2(R), a > 0, (1.1.1)
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et
∃ a± > 0, κ+ < 0, κ− > 0, a(x) = a±e
κ±x +O(e3κ±x), x→ ±∞,
a′(x) = a±κ±eκ±x +O(e3κ±x), x→ ±∞.
(1.1.2)
Sous ces hypothèses, (Σ, σ) est une variété riemannienne à symétrie sphérique avec deux
bouts asymptotiquement hyperboliques {x = ±∞}. On note en effet que la métrique σ
est alors asymptotiquement une petite perturbation des métriques hyperboliques
σ± = dx2 + e−2κ±xdω2±, x→ ±∞,
où dω2± = 1/(a2±)dω2 sont des métriques sur S2. Ainsi, on remarque que la courbure
sectionnelle de σ tend vers la constante négative −(κ±)2 au bout correspondant {x = ±∞}.
D’où le nom de variétés “asymptotiquement hyperboliques” pour ce type de géométrie.
On note que l’on autorise κ− et κ+ à prendre des valeurs différentes ce qui donne lieu à
des courbures sectionnelles différentes aux deux bouts. On insiste enfin sur le fait que les
VAHSS sont des cas très particuliers (à cause de l’hypothèse de symétrie sphérique) de la
classe plus vaste des Variétés Asymptotiquement Hyperboliques décrites par exemple
dans [IK14, JSB00, SB05].
Sur la variété (Σ, σ), on est intéressé par l’étude de la propagation d’ondes (scalaires,
électromagnétiques, de Dirac, . . .) et de leur diffusion en temps longs afin de tenter de
répondre à la question suivante :
Peut-on déterminer la métrique en observant ces ondes à l’infini (dans notre modèle les
deux bouts {x = ±∞}) ?
On étudie donc comment des champs de Dirac non massifs se propagent et sont diffusés
dans les deux bouts asymptotiquement hyperboliques. On note que l’on s’attend à ce que
nos résultats soient également vrais si l’on remplace l’équation de Dirac par une équation
des ondes. Plus précisément, on considère l’équation de Dirac non-massive
i∂tψ = Dσψ, (1.1.3)
où Dσ désigne une représentation de l’opérateur de Dirac sur (Σ, σ) et le 2-spineur
solution ψ appartient à L2(Σ;C2). Nous allons montrer dans la Section 1.2 qu’il existe
un lien très simple entre Dσ et la fonction a(x) apparaissant dans la métrique σ. Plus
précisément,
Dσ = Γ1Dx + a(x)DS2 , (1.1.4)
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où DS2 désigne l’opérateur de Dirac intrinsèque sur S2, représenté ici par l’expression
DS2 = Γ2
(
Dθ +
i cot θ
2
)
+ Γ3 1sin θDϕ, (1.1.5)
avec Dx = −i∂x, Dθ = −i∂θ, Dϕ = −i∂ϕ et où les matrices 2 × 2 de Dirac Γ1,Γ2,Γ3
vérifient les relations d’anti-commutativité habituelles
ΓiΓj + ΓjΓi = 2δij . (1.1.6)
En raison de la symétrie sphérique du modèle et de l’existence d’harmoniques sphériques
généralisées {Ykl} qui “diagonalisent” DS2 , on peut décomposer l’espace de Hilbert des
énergies H = L2(Σ;C2) en une somme hilbertienne d’espaces de Hilbert partiels Hkl tels
que les Hkl soient invariants sous l’action de l’opérateur de Dirac (1.1.4). Plus précisément,
si l’on introduit l’ensemble des indices I = {k ∈ 1/2 + Z, l ∈ 1/2 + N, |k| ≤ l}, on a
H =
⊕
(k,l)∈I
Hkl, Hkl = L2(R;C2)⊗ Ykl,
et
Dklσ := Dσ |Hkl = Γ
1Dx − (l + 1/2)a(x)Γ2.
On note que les opérateurs de Dirac partiels Dklσ dépendent uniquement du moment
angulaire l + 1/2 ∈ N∗ = N \ {0}. Pour simplifier, on désignera l + 12 par n (ce nouveau
paramètre n parcourant l’ensemble des entiers non nuls N∗) et on notera
Dnσ = Γ1Dx − na(x)Γ2, (1.1.7)
pour les opérateurs de Dirac partiels sur les harmoniques sphériques généralisées Ykl. On
est ainsi amené à considérer la restriction de l’équation de Dirac (1.1.3) sur chaque espace
de Hilbert partiel Hkl séparément et à étudier les propriétés de la famille des hamiltoniens
de Dirac unidimensionnels Dnσ, n ∈ N∗, pour obtenir des résultats d’analyse spectrale et
de diffusion directe et inverse pour le hamiltonien de Dirac complet Dσ. Ceci à été fait
dans [DN11] dans un contexte très similaire (voir également [AKvdM00, Dau10, DN10]).
On note que les modèles étudiés dans [DN11] (voir aussi [Dau10, DN10]) viennent de la
Relativité Générale. Plus précisément, dans ce travail est étudiée la théorie de la diffusion
directe et inverse pour des champs de Dirac se propageant dans la région extérieure de
trous noirs de type Reissner-Nordström-de Sitter. Il s’avère que ces modèles relativistes
et ceux présentés dans ce chapitre sont équivalents. Ceci est mentionné rapidement dans
34
1.1. Introduction et présentation des résultats
[DN11] et montré rigoureusement dans la Section 1.2. Rappelons brièvement les résultats
de théorie spectrale et de diffusion directe et inverse qui nous intéressent. On renvoie à la
Section 1.3 pour plus de détails.
Premièrement, le hamiltonien de Dirac Dσ est autoadjoint sur l’espace de Hilbert H =
L2(Σ;C2) et a un spectre absolument continue. En particulier, le spectre purement
ponctuel de Dσ est vide. Par conséquent, l’énergie des champs de Dirac non-massifs
ne peut rester emprisonnée dans un sous-ensemble compact de Σ, i.e. que pour tout
sous-ensemble compact K ⊂ R,
lim
t→±∞ ‖1K(x)e
−itDσψ‖ = 0.
En d’autres termes, les champs de Dirac non-massifs diffusent vers les bouts asymptotiques
{x = ±∞} de la variété Σ en temps longs.
Dans un second temps, on établit une théorie de la diffusion directe complète pour Dσ
sur (Σ, σ). Pour toute énergie λ ∈ R, on désigne la matrice de diffusion à l’énergie λ
par S(λ). Il s’agit d’un opérateur unitaire sur L2(S2;C2) qui possède une structure de
matrice 2× 2, i.e.
S(λ) =
(
TL(λ) R(λ)
L(λ) TR(λ)
)
, (1.1.8)
où TL, TR sont les opérateurs de transmission et R, L sont les opérateurs de réflexion.
Les premiers mesurent la partie d’un signal d’énergie λ transmise d’un bout à l’autre
dans une expérience de diffusion alors que les derniers mesurent la partie d’un signal
d’énergie λ réfléchie d’un bout sur lui-même ({x = −∞} pour L et {x = +∞} pour R).
En raison de la symétrie sphérique du modèle, l’opérateur de diffusion laisse invariant
tous les espaces de Hilbert partiels Hkl et peut donc être décomposé en une somme
hilbertienne d’opérateurs unitaires agissant sur C2. On écrit ainsi
S(λ) =
∑
(k,l)∈I
Skl(λ), Skl(λ) := S(λ)|Hkl .
Puisque les opérateurs de Dirac unidimensionnels (1.1.7) dépendent uniquement de
n = l + 1/2 ∈ N∗, les matrices de diffusion partielles Skl(λ) dépendent également
uniquement de n. On utilisera ainsi la notation
S(λ, n) =
(
T (λ, n) R(λ, n)
L(λ, n) T (λ, n)
)
. (1.1.9)
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Pour tout n ∈ N∗, on insiste sur le fait que la matrice de diffusion partielle S(λ, n) est
une matrice unitaire qui encode la diffusion stationnaire à une énergie fixée λ 6= 0 sur une
harmonique sphérique généralisée donnée Hkl avec n = l + 1/2. Comme précédemment
les coefficients de transmission T (λ, n) correspondent à la partie du signal transmise d’un
bout à l’autre alors que les coefficients de réflexion à gauche L(λ, n) et à droite R(λ, n)
correspondent à la partie du signal réfléchie d’un bout sur lui-même.
Dans [DN11], Daudé et Nicoleau posent la question de savoir s’il est possible de
déterminer de façon unique la métrique à partir de la connaissance d’un des opérateurs de
réflexion L(λ) ou R(λ) à une énergie fixée λ 6= 0. En utilisant essentiellement la méthode
de Complexification du Moment Angulaire (voir [Reg59] pour la première apparition de
cette méthode et [Ram99] pour une application à un problème de diffusion inverse pour
l’opérateur de Schrödinger), les auteurs répondent positivement à cette question sous des
hypothèses plus faibles. Plus précisément, on énonce ici le résultat de diffusion inverse
prouvé dans [DN11].
Théoreme 1.1.1 (T. Daudé, F. Nicoleau (2011)). Soit Σ = R× S2 une VAHSS équipée
de la métrique riemannienne
σ = dx2 + a(x)−2dω2,
où la fonction a(x) vérifie les hypothèses (1.1.1)-(1.1.2). Soit Dσ = Γ1Dx + a(x)DS2 une
expression de l’opérateur de Dirac non-massif associé à (Σ, σ). On associe à l’équation
d’évolution i∂tψ = Dσψ, où ψ ∈ H = L2(Σ;C2), la famille dénombrable de matrices de
diffusion partielles S(λ, n), où λ ∈ R et n ∈ N∗, comme précédemment. On considère
également un sous-ensemble L de N∗ satisfaisant une condition de Müntz
∑
n∈L
1
n
=∞.
Alors la connaissance de R(λ, n) ou L(λ, n) pour une énergie fixée λ 6= 0 et pour tout
n ∈ L détermine de façon unique la fonction a(x) (et donc la métrique σ) à translation
près.
Remarque 1.1.2. Notons pour commencer que le résultat précédent n’est pas vrai si λ = 0
(voir [DN11], Remark 3.7). Dans [DN11], Theorem 1.1, il est dit que la connaissance des
coefficients de transmission T (λ, n) pour une énergie fixée λ 6= 0 et pour tout n ∈ L permet
également de déterminer de façon unique la fonction a(x) à translation près. L’ingrédient
principal de la preuve peut être trouvé dans la Proposition 3.13 de [DN11] qui énonce que
si T (λ, n) = T˜ (λ, n) pour tout n ∈ L, alors les coefficients de réflexion L(λ, n) et L˜(λ, n)
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(respectivement R(λ, n) et R˜(λ, n)) coïncident à une constante multiplicative près. La
preuve de ce résultat donnée dans [DN11] est malheureusement incomplète. Ce dernier
point n’est donc pas si clair et pourrait même être faux. Cependant, dans ce chapitre,
voir Proposition 1.7.5, Section 1.7, on prouve que la connaissance des coefficients de
réflexion T (λ, n) pour tout n ∈ L associée à la connaissance des coefficients de réflexion
L(λ, k) pour un nombre fini d’entiers k (dépendant de la taille de a(x)) et à une hypothèse
technique sur la courbure sectionnelle aux bouts, détermine de façon unique la fonction
a(x) à translation près (voir les commentaires avant le Théorème 1.1.5 et les détails dans
la Section 1.4). La question de savoir si ces hypothèses supplémentaires sont nécessaires
reste à ce jour ouverte.
Pour des Variétés Asymptotiquement Hyperboliques (notées VAH) sans symétries
particulières, des résultats de diffusion directe et inverse pour des ondes scalaires ont été
prouvés par Joshi et Sá Barreto dans [JSB00], par Sá Barreto dans [SB05], par Guillarmou
et Sá Barreto dans [GSB08, GSB09] et par Isozaki et Kurylev dans [IK14]. Dans [JSB00],
il est montré que les asymptotiques de la métrique d’une VAH sont déterminées de façon
unique (à isométrie près) par la matrice de diffusion S(λ) à une énergie fixée λ en dehors
d’un sous-ensemble discret de R. Dans [SB05], il est prouvé que la métrique d’une VAH
est déterminée de façon unique (à isométrie près) par la matrice de diffusion S(λ) pour
tout λ ∈ R en dehors d’un certain sous-espace. Des résultats similaires ont été obtenus
récemment dans [IK14] pour une classe encore plus générale de VAH. Dans [GSB09] il
est prouvé que pour des variétés de type Einstein connexes conformément compactes
de dimension paire n + 1 la matrice de diffusion à l’énergie n sur un sous-ensemble
ouvert de son bord conforme détermine de façon unique la variété à isométrie près.
On mentionne également le travail [Mar09] de Marazzi dans lequel l’auteur étudie le
problème de diffusion inverse pour l’équation de Schrödinger stationnaire sur une variété
conformément compacte ayant pour courbure sectionnelle −α2 au bord avec un potentiel
régulier ne s’annulant pas sur ce bord. L’auteur montre alors que la connaissance de la
matrice de diffusion à deux énergies fixées λ1 et λ2, λ1 6= λ2, dans un bon sous-ensemble
de C, détermine de façon unique α ainsi que les séries de Taylor du potentiel et de la
métrique au bord. Enfin, mentionnons également [BP11] dans lequel un problème inverse
à partir des résonances est étudié dans une certaine sous-classe de VAH.
Les résultats de diffusion inverse de ce chapitre sont locaux par nature et dans le
même esprit que les travaux [Ben01, GS00, Sim99, Tes09]. En effet, au lieu de supposer
la connaissance exacte d’un des opérateurs de réflexion, on suppose que l’un d’eux est
connu à une erreur près (voir ci-dessous). En utilisant les propriétés d’analyticité des
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coefficients de réflexion L(λ, z) et R(λ, z) par rapport au moment angulaire complexe
z et quelques résultats d’analyticité bien connus sur la transformée de Laplace (voir
[Hor11, Sim99]), on est en mesure d’obtenir l’amélioration suivante du résultat précédent.
Théoreme 1.1.3. Soient (Σ, σ) et (Σ, σ˜) deux VAHSS. On note a(x) et a˜(x) les deux
fonctions radiales définissant les métriques σ et σ˜. On définit
A =
∫
R
a(x)dx et A˜ =
∫
R
a˜(x)dx,
ainsi que les difféomorphismes
g : R → (0, A)
x 7→ g(x) =
∫ x
−∞
a(s)ds et
g˜ : R → (0, A˜)
x 7→ g˜(x) =
∫ x
−∞
a˜(s)ds .
On note également h = g−1 : (0, A)→ R et h˜ = g˜−1 : (0, A˜)→ R leur difféomorphismes
réciproques. Comme précédemment, on définit S(λ, n) et S˜(λ, n) les matrices de diffusion
partielles correspondantes. Soient λ 6= 0 une énergie fixée et 0 < B < min (A, A˜). Alors
les assertions suivantes sont équivalentes :
(i) L(λ, n) = L˜(λ, n) +O
(
e−2nB
)
, n→ +∞. (1.1.10)
(ii) ∃k ∈ Z, a(x) = a˜
(
x+ kpi
λ
)
, ∀x ≤ h(B) = h˜(B)− kpi
λ
.
De façon symétrique, les assertions suivantes sont également équivalentes :
(iii) R(λ, n) = R˜(λ, n) +O
(
e−2nB
)
, n→ +∞. (1.1.11)
(iv) ∃k ∈ Z, a(x) = a˜
(
x+ kpi
λ
)
, ∀x ≥ h(A−B) = h˜(A˜−B)− kpi
λ
.
Les résultats précédents énoncent que la connaissance partielle des coefficients de réflexion
dans le sens de (1.1.10) ou (1.1.11) permet de déterminer de façon unique la métrique
σ dans des voisinages des deux bouts {x = ±∞}. La taille des voisinages dépend de
la taille des termes d’erreurs dans (1.1.10) - (1.1.11). Bien sûr, h(B) (respectivement
h(A−B)) dépend de la métrique a(x) qui est a priori inconnue, mais il n’est pas difficile
de prouver en utilisant (1.1.2) que h(B) ∼ 1κ− logB quand B → 0 et de même que
h(A − B) ∼ − 1κ+ log(A − B) lorsque B → A. On insiste également sur le fait que les
“gravités de surface” κ± peuvent être explicitement retrouvée à partir des asymptotiques
de L(λ, n) ou R(λ, n), n→ +∞ (voir [DN11], Theorem 4.22).
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Comme conséquence du résultat précédent, on obtient immédiatement le résultat
d’unicité globale suivant pour la métrique d’une VAHSS. Ce résultat améliore le résultat
obtenu dans [DN11] et énoncé dans le Théorème 1.1.1.
Corollaire 1.1.4. Supposons que pour un C ≥ min(A, A˜) donné et λ 6= 0 une énergie
fixée, l’une des assertions suivantes soit vérifiée :
(i) L(λ, n) = L˜(λ, n) +O
(
e−2nC
)
, n→ +∞.
(ii) R(λ, n) = R˜(λ, n) +O
(
e−2nC
)
, n→ +∞.
Alors, il existe k ∈ Z tel que a(x) = a˜
(
x+ kpiλ
)
pour tout x ∈ R.
Démonstration. Traitons par exemple le cas (i) et supposons que A ≤ A˜. D’après notre
hypothèse, pour tout B < A, on a
L(λ, n) = L˜(λ, n) +O
(
e−2nB
)
.
Ainsi le Théorème 1.1.3 implique que a(x) = a˜
(
x+ kpiλ
)
, pour tout x ≤ h(B). Le résultat
suit alors en faisant tendre B vers A et en utilisant que lim
X→A
h(X) = +∞. On note que
l’on obtient également que A = A˜.
On propose une interprétation possible du résultat d’unicité locale énoncé dans le
Théorème 1.1.3. Considérons par exemple les coefficients de réflexion L(λ, n) et rappelons
qu’ils encodent l’expérience de diffusion suivante : une onde avec une énergie λ est envoyée
d’un bout {x = −∞} et évolue sur une VAHSS. L(λ, n) mesure alors la partie de cette
onde qui est réfléchie sur le même bout {x = −∞} dans un futur lointain. Notre résultat
affirme que si l’on connaît L(λ, n) à une erreur près de la forme O
(
e−2nB
)
, alors la
métrique est déterminée de façon unique dans un voisinage de {x = −∞}, la taille du
voisinage dépendant de la constante B définissant le terme d’erreur. On peut alors en
déduire que, sous nos hypothèses, l’onde envoyée de {x = −∞} n’a pas le temps de
voyager dans toute la variété avant d’être mesurée à nouveau dans le bout {x = −∞}.
Ceci explique de façon heuristique pourquoi la connaissance partielle des coefficients de
réflexion L(λ, n), dans le sens précis donné par nos hypothèses, n’est pas suffisant pour
déterminer entièrement la métrique.
Enfin, lorsque l’on utilise les coefficients de transmission comme point de départ de
notre problème inverse, on obtient un résultat différent par nature de celui obtenu avec
les coefficients de réflexion. En effet, on obtient un résultat d’unicité globale. Notons que -
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comme mentionné dans la Remarque 1.1.2 - on ne suppose pas seulement la connaissance
des coefficients de transmission à une erreur près, mais également que les coefficients de
réflexion L(λ, k) et L˜(λ, k) sont égaux pour un nombre fini (dépendant de la taille des
deux métriques qui sont a priori inconnues) d’entiers k et que les courbures sectionnelles
κ± vérifient une hypothèse technique, pour obtenir ce résultat d’unicité globale.
Expliquons pourquoi cette condition d’égalité des coefficients de réflexion pour un nombre
fini d’entiers est vraiment nécessaire. On renvoie le lecteur à [FY05] pour plus de détails
sur les notions de fonctions caractéristiques et de Weyl-Titchmarsh pour un problème
de Sturm-Liouville singulier utilisées ci-dessous. Dans la Section 1.3, nous montrerons
que l’inverse du coefficient de transmission T (λ, z), (on autorise le moment angulaire n à
être un nombre complexe z ici), n’est rien d’autre que la fonction caractéristique d(λ, z)
associée à l’équation de Sturm-Liouville singulière sur (0, A) :
y′′ + q(X)y = z2y, (1.1.12)
où
q(X) = λ
2
a2(x) + iλ
a′(x)
a3(x) ,
et
X =
∫ x
−∞
a(t)dt et A =
∫
R
a(x)dx,
avec certaines conditions de bords singulières. On note en passant que la connaissance
du potentiel q(X) est équivalente à la connaissance de la métrique a(x) à un certain
changement de variable près. Il est bien connu (voir [FY05], Theorem 3.6) que la fonction
caractéristique d(λ, z) (et ainsi de façon équivalente les coefficients de transmission T (λ, z))
ne contient pas assez d’informations pour déterminer de façon unique le potentiel q(X).
Pour avoir un espoir de déterminer de façon unique le potentiel, on suppose en général
qu’une seconde fonction caractéristique ∆(λ, z) associée à l’équation de Sturm-Liouville
singulière (1.1.12) avec des conditions de bords singulières différentes est connue. Cette
seconde fonction caractéristique est donnée ici (avec nos notations) par :
∆(λ, z) = −izaL3(λ, z). (1.1.13)
Le quotient de ces deux fonctions caractéristiques définie (au signe près) ce que l’on
appelle la fonction de Weyl-Titchmarsh généralisée (WT), M(λ, z), associée à (1.1.12) :
M(λ, z) = − d(λ, z)∆(λ, z) =
1
iz
aL1(λ, z)
aL3(λ, z)
= 1
iz L(λ, z) . (1.1.14)
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Un résultat de type Borg-Marchenko a alors été prouvé dans [FY05], Theorem 3.3. Ce
résultat affirme que la connaissance de la fonction de WT, M(λ, z), pour tout z ∈ C
permet de déterminer de façon unique le potentiel q(X). En réalité, grâce à la méthode
de Complexification du Moment Angulaire, il suffit de connaître M(λ, n) pour tout n
parcourant un ensemble infini d’entiers satisfaisant une condition de Müntz (voir [DN11],
Theorem 1.1). Il est également montré dans [FY05], Theorem 3.6, qu’il est suffisant de
connaître deux suites infinies de zéros des fonctions caractéristiques d(λ, z) et ∆(λ, z)
(qui correspondent à deux spectres différents pour (1.1.12)) pour déterminer le potentiel.
On insiste sur le fait que le Théorème suivant est en réalité une amélioration des résultats
inverses spectraux précédents. On montre en effet qu’il est suffisant de connaître d(λ, n)
pour n grand (à une erreur près) et ∆(λ, k) seulement pour un nombre fini d’entiers,
(respectivement de connaître T (λ, n) pour n grand à une erreur près et L(λ, k) pour un
nombre fini d’entiers k) afin de déterminer de façon unique le potentiel q (respectivement
la métrique a). On note que, ce nombre fini d’entiers peut dépendre de la métrique que
l’on cherche à déterminer et qui est donc a priori inconnue.
Théoreme 1.1.5. Soient (Σ, σ) et (Σ, σ˜) deux VAHSS. Supposons que
1
κ+
+ 1
κ−
< 0 et 1
κ˜+
+ 1
κ˜−
< 0,
et que pour une énergie fixée λ 6= 0 et un certain B > max(A, A˜),
T (λ, n) = T˜ (λ, n) +O
(
e−2nB
)
, n→ +∞. (1.1.15)
Supposons également que
L(λ, k) = L˜(λ, k), (1.1.16)
pour un nombre fini mais suffisamment grand (dépendant des métriques σ et σ˜) d’indices
k ∈ N. Alors il existe une constante α ∈ R telle que
a˜(x) = a(x+ α).
Par conséquent, les deux VAHSS (Σ, σ) et (Σ, σ˜) coïncident à une isométrie près.
Faisons quelques commentaires sur ce résultat. Pour commencer, fournissons une
raison heuristique pour laquelle nous n’obtenons pas un résultat d’unicité locale lorsque
l’on suppose connus les coefficients de transmission à une erreur près. Ces coefficients
mesurent - par définition - la partie d’une onde transmise d’un bout, disons {x = −∞},
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à l’autre bout {x = +∞}. Dans notre cas, quand les VAHSS ont seulement deux bouts,
l’onde transmise a ainsi le temps de se propager dans toute la variété. Il est donc naturel
que les coefficients de transmission encodent toute l’information de la VAHSS.
Dans un second temps, on rappelle que les asymptotiques des coefficients de transmission
lorsque n tend vers l’infini ont été calculées dans [DN11]. Précisément, on a, lorsque
n→ +∞,
| T (λ, n) |∼ C e−nA, | T˜ (λ, n) |∼ C˜ e−nA˜.
Ainsi, la condition sur B dans le Théorème 1.1.5 ne peut pas être plus faible que
B > 12 max(A, A˜). On note alors que l’assertion (1.1.15) implique immédiatement que
A = A˜ grâce aux asymptotiques précédentes. On insiste enfin sur le fait que l’obtention
d’un résultat d’unicité globale dans le cas où 12 max(A, A˜) < B ≤ max(A, A˜) reste une
question encore ouverte.
Ce chapitre est organisé de la façon suivante. Dans la Section 1.2, on rappelle comment
obtenir l’équation de Dirac sur une variété courbe et on utilise ce formalisme pour obtenir
une représentation de l’opérateur de Dirac non-massif sur une VAHSS. Dans la Section
1.3, on rappelle les principaux résultats de [DN11] où une description complète de la
diffusion stationnaire correspondant aux champs de Dirac non-massifs évoluant sur une
VAHSS a été obtenue. Dans la Section 1.4, on prouve nos principaux résultats à savoir
le Théorème 1.1.3 et le Théorème 1.1.5. Dans la Section 1.5 on propose une application
de nos résultats d’unicité locale sur les VAHSS dans le contexte des trous noirs de
type Reissner-Nordström-de Sitter. Dans la Section 1.6 on donne une reformulation
des hypothèses (1.1.10), (1.1.11) et (1.1.15), n’utilisant pas la décomposition sur les
harmoniques sphériques généralisées, en termes d’estimations sur les opérateurs de
réflexion et de transmission globaux vus comme des opérateurs sur L2(S2). Enfin, dans
la Section 1.7 on propose un Addendum à propos du coefficient de transmission.
1.2 Modèle
Puisque l’équation de Dirac est une équation relativiste, on préfère travailler directement
sur une variété lorentzienne de dimension quatre (M, τ) définie par
M = Rt × Σ,
et munie de la métrique
τ = dt2 − σ,
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où (Σ, σ) est la VAHSS que l’on souhaite étudier. On rappelle ci-dessous comment établir
l’équation de Dirac non-massive sur de telles variétés de dimension quatre et on obtient
une représentation de cette équation que l’on met sous la forme hamiltonienne générique
i∂tψ = Dτψ.
Nous verrons dans la Remarque 1.2.1 que cette procédure fournit une forme équivalente
de l’équation de Dirac sans masse
i∂tψ = Dσψ,
que l’on aurait obtenue est travaillant sur la variété riemannienne de dimension trois
(Σ, σ). En d’autres termes, les opérateurs de Dirac Dτ et Dσ que l’on obtient avec ces
deux formalismes sont unitairement équivalents. On préfère cependant travailler du point
de vue relativiste puisque l’on est également intéressé par l’application de nos résultats à
des espaces-temps venant de la Relativité Générale et plus précisément à des trous noirs
comme nous le verrons dans la Section 1.5.
1.2.1 Formalisme pour l’équation de Dirac sans masse
Pour établir l’équation de Dirac sans masse dans un espace-temps courbe de dimension
quatre M équipé d’une métrique lorentzienne τ de signature (1,−1,−1,−1), on utilise le
formalisme de base orthonormale de Cartan comme expliqué par exemple dans [CP82]
ou dans un cadre plus relativiste dans [Nic95]. On note {eA}A=0,1,2,3 une base de Lorentz
locale, i.e. un ensemble de champs de vecteurs satisfaisant τ(eA, eB) = ηAB où ηAB =
diag(1,−1,−1,−1) est la métrique de Lorentz plate. On note également {eA}A=0,1,2,3
l’ensemble des 1-formes duales de la base {eA}. Les lettres latines A, B désignent dans
ce qui suit les indices correspondant à la base de Lorentz locale, alors que les lettres
grecques µ, ν désignent les indices des coordonnées de l’espace-temps de dimension quatre.
L’équation de Dirac sans masse prend alors la forme générique suivante
Dφ = γA(∂A + ΓA)φ = 0. (1.2.1)
Ici, les γA sont les matrices de Dirac qui satisfont les relations d’anti-commutativité
{γA, γB} = γAγB + γBγA = 2ηAB. (1.2.2)
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Les opérateurs différentiels ∂A sont donnés en termes d’opérateurs différentiels locaux par
∂A = eµA∂µ et les ΓA sont les composantes de la connexion spinorielle Γ = ΓAeA = Γµdxµ
dans la base locale de Lorentz. Pour dériver ces dernières, on commence par calculer
la 1-forme ωAB = ωABµdxµ = fABCeC à l’aide de la première équation structurelle de
Cartan et de la condition d’anti-symétrie
deA + ωAB ∧ eB = 0, ωAB = ηACωCB = −ωBA. (1.2.3)
On se sert ici de la convention de sommation d’Einstein et on utilise la métrique plate
ηAB ou son inverse ηAB pour monter ou descendre les indices latins. Avec cette définition,
la connexion spinorielle Γ est définie par
Γ = 18[γ
A, γB]ωAB =
1
4γ
AγBωAB =
1
4γ
AγBfABCe
C . (1.2.4)
1.2.2 Équation de Dirac sur une VAHSS
On utilise à présent le formalisme précédent pour établir l’équation de Dirac sans masse
sur la variété lorentzienne (M, τ) donnée par
M = Rt × Rx × S2θ,ϕ,
et
τ = dt2 − dx2 − a(x)−2
(
dθ2 + sin2 θ dϕ2
)
,
où
a ∈ C2(R), a > 0.
La symétrie sphérique de la métrique nous amène à un choix naturel de base de Lorentz
locale
e0 = ∂t, e1 = ∂x, e2 = a(x)∂θ, e3 =
a(x)
sin θ∂ϕ. (1.2.5)
Les 1-formes duales sont alors données par
e0 = dt, e1 = dx, e2 = a(x)−1dθ, e3 = sin θ
a(x)dϕ, (1.2.6)
et les dérivées extérieures des eA sont
de0 = 0, de1 = 0, de2 = a
′(x)
a(x) e
2 ∧ e1, de3 = a
′(x)
a(x) e
3 ∧ e1 − a(x) cot θ e3 ∧ e2.
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En utilisant (1.2.3), on obtient alors
ω01 = ω02 = ω03 = 0, ω12 =
a′(x)
a(x) e
2, ω13 =
a′(x)
a(x) e
3, ω23 = −a(x) cot θ e3,
ou de façon équivalente
ω01 = ω02 = ω03 = 0, ω12 = −a
′(x)
a(x) e
2, ω13 = −a
′(x)
a(x) e
3, ω23 = a(x) cot θ e3.
On en déduit que
Γ = 14γ
AγBωAB =
(
− a
′(x)
2a(x)γ
1γ2
)
e2 +
(
− a
′(x)
2a(x)γ
1γ3 + a(x) cot θ2 γ
2γ3
)
e3
= ΓAeA. (1.2.7)
L’équation de Dirac sans masse γA(∂A + ΓA)φ = 0 sur (M, τ) prend ainsi la forme[
γ0∂t + γ1∂x + γ2
(
a(x)∂θ − a
′(x)
2a(x)γ
1γ2
)
+ γ3
(
a(x)
sin θ∂ϕ −
a′(x)
2a(x)γ
1γ3 + a(x) cot θ2 γ
2γ3
)]
φ = 0,
ou, en utilisant (1.2.2),[
γ0∂t + γ1∂x + a(x)
((
∂θ − cot θ2
)
γ2 + 1sin θ∂ϕγ
3
)
− a
′(x)
a(x) γ
1
]
φ = 0.
On peut se débarrasser de certains potentiels en considérant des spineurs à poids
ψ = a(x)−1φ. (1.2.8)
En effet, ψ satisfait alors l’équation[
γ0∂t + γ1∂x + a(x)
((
∂θ − cot θ2
)
γ2 + 1sin θ∂ϕγ
3
)]
ψ = 0.
On met finalement cette équation sous forme hamiltonienne. Le spineur ψ satisfait alors
i∂tψ = Dψ,
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où l’opérateur de Dirac D est donné par
D = γ0γ1Dx + a(x)
[(
Dθ +
i cot θ
2
)
γ0γ2 + 1sin θDϕγ
0γ3
]
,
et
Dx = −i∂x, Dθ = −i∂θ, Dϕ = −i∂ϕ.
Introduisons maintenant quelques notations. On note
Γ1 = γ0γ1, Γ2 = γ0γ2, Γ3 = γ0γ3.
À partir de (1.2.2), il est clair que les matrices de Dirac Γ1,Γ2,Γ3 satisfont les relations
d’anti-commutativité habituelles
{Γi, Γj} = 2δij , ∀i, j = 1, 2, 3. (1.2.9)
On choisit les représentations suivantes pour les matrices de Dirac
Γ1 =
(
1 0
0 −1
)
, Γ2 =
(
0 1
1 0
)
, Γ3 =
(
0 i
−i 0
)
. (1.2.10)
On note également
DS2 = Γ2
(
Dθ +
i cot θ
2
)
+ Γ3 1sin θDϕ, (1.2.11)
qui est une expression de l’opérateur de Dirac intrinsèque sur S2. Avec ces notations,
l’équation de Dirac sans masse sur (M, τ) prend la forme hamiltonienne suivante
i∂tψ = Dψ, où D = Γ1Dx + a(x)DS2 . (1.2.12)
Remarque 1.2.1. Considérons la variété riemannienne Σ = Rx × S2θ,ϕ équipée de la
métrique σ = dx2 +a(x)−2dω2 où dω2 désigne la métrique euclidienne sur S2. En utilisant
le formalisme de base orthogonale de Cartan décrit précédemment, on peut associer à
(Σ, σ) un opérateur de Dirac Dσ et considérer l’équation de Dirac associée
i∂tψ = Dσψ, (1.2.13)
où ψ est donné par (1.2.8).
L’équation de Dirac (1.2.13) est celle obtenue si l’on adopte le point de vue de Schrödinger,
c’est-à-dire si l’on considère l’évolution de champs de Dirac sur la variété riemannienne
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(Σ, σ). D’un autre côté, l’équation de Dirac (1.2.12) est celle que l’on obtient si l’on
adopte le point de vue relativiste, c’est-à-dire qu’elle est l’équation de Dirac naturelle
associée à la variété lorentzienne de dimension quatre (M = Rt × Σ, τ = dt2 − σ). Ces
deux points de vue sont équivalents en ce sens que les opérateurs de Dirac correspondants
D et Dσ sont unitairement équivalents. Ceci peut également être vu par un calcul direct.
À chaque point de (Σ, σ), on associe la base orthonormale locale
e1 = ∂x, e2 = a(x)∂θ, e3 =
a(x)
sin θ∂ϕ.
On note que les champs de vecteurs {eA}A=1,2,3 vérifient σ(eA, eB) = δAB où δAB =
diag(1, 1, 1) est la métrique riemannienne plate en dimension trois. On suit à présent la
même procédure que précédemment (en introduisant toujours le spineur à poids (1.2.8))
et on obtient alors l’équation de Dirac suivante
i∂tψ = Dψ, D = γ1Dx + a(x)
[
γ2
(
Dθ +
i cot θ
2
)
+ γ3 1sin θDϕ
]
,
où les matrices de Dirac γ1, γ2, γ3 vérifient la formule d’anti-commutativité (1.2.9). On
conclut ainsi que les équations de Dirac (1.2.12) et (1.2.13) diffèrent uniquement d’un
choix de représentations équivalentes des matrices de Dirac satisfaisant (1.2.9). Il est
cependant connu que ces deux choix de représentations mènent à des opérateurs de Dirac
unitairement équivalents.
1.3 Diffusion stationnaire
Dans cette Section, on rappelle la construction stationnaire des matrices de diffusion
S(λ, n) pour une énergie fixée λ ∈ R et pour des moments angulaires n ∈ N? (on renvoie
à [AKvdM00] et [DN11] pour plus de détails). On commence par considérer les solutions
stationnaires de l’Équation (1.2.12) restreinte à chaque harmonique sphérique spinorielle
à poids, i.e. les solutions de
[Γ1Dx − na(x)Γ2]ψ = λψ, ∀n ∈ N∗. (1.3.1)
Pour λ ∈ R, on définit la solution de Jost à gauche FL(x, λ, n) et la solution de Jost
à droite FR(x, λ, n) comme étant les matrices 2× 2 solutions de (1.3.1) satisfaisant les
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asymptotiques suivantes
FL(x, λ, n) = eiΓ
1λx(I2 + o(1)), x→ +∞, (1.3.2)
FR(x, λ, n) = eiΓ
1λx(I2 + o(1)), x→ −∞. (1.3.3)
De (1.3.1), (1.3.2) et (1.3.3), il est facile de déduire que ces solutions (si elles existent)
doivent satisfaire les équations intégrales
FL(x, λ, n) = eiΓ
1λx − inΓ1
∫ +∞
x
e−iΓ
1λ(y−x)a(y)Γ2FL(y, λ, n)dy, (1.3.4)
FR(x, λ, n) = eiΓ
1λx + inΓ1
∫ x
−∞
e−iΓ
1λ(y−x)a(y)Γ2FR(y, λ, n)dy. (1.3.5)
Puisque le potentiel a appartient à L1(R), on peut montrer par récurrence que les
équations intégrales (1.3.4) et (1.3.5) ont une unique solution et que
‖FL(x, λ, n)‖ ≤ en
∫ +∞
x
a(s)ds et ‖FR(x, λ, n)‖ ≤ en
∫ x
−∞ a(s)ds.
Puisque les solutions de Jost sont des matrices fondamentales de (1.3.1), il existe une
matrice 2× 2 notée AL(λ, n) telle que FL(x, λ, n) = FR(x, λ, n)AL(λ, n). De (1.3.3) et
(1.3.4), on déduit l’expression suivante de AL(λ, n)
AL(λ, n) = I2 − inΓ1
∫
R
e−iΓ
1λya(y)Γ2FL(y, λ, n)dy. (1.3.6)
De plus, la matrice AL(λ, n) vérifie l’égalité suivante (voir [AKvdM00], Proposition 2.2)
A∗L(λ, n)Γ1AL(λ, n) = Γ1, ∀λ ∈ R, ∀n ∈ N. (1.3.7)
On note que, en utilisant la notation
AL(λ, n) =
(
aL1(λ, n) aL2(λ, n)
aL3(λ, n) aL4(λ, n)
)
, (1.3.8)
l’égalité (1.3.7) peut être réécrite en composantes sous la forme
|aL1(λ, n)|2 − |aL3(λ, n)|2 = 1,
|aL4(λ, n)|2 − |aL2(λ, n)|2 = 1,
aL1(λ, n)aL2(λ, n)− aL3(λ, n)aL4(λ, n) = 0.
(1.3.9)
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Les matrices AL(λ, n) encodent toute l’information de diffusion de l’Équation (1.3.1). En
particulier, il est montré dans [AKvdM00] que la matrice de diffusion S(λ, n) possède la
représentation
S(λ, n) =
(
T (λ, n) R(λ, n)
L(λ, n) T (λ, n)
)
, (1.3.10)
où
T (λ, n) = 1
aL1(λ, n)
, R(λ, n) = −aL2(λ, n)
aL1(λ, n)
, L(λ, n) = aL3(λ, n)
aL1(λ, n)
. (1.3.11)
Remarque 1.3.1. On déduit de (1.3.4) que si l’on introduit le nouveau potentiel a˜(x) =
a(x+ c) alors les solutions de Jost associées satisfont
F˜L(x, λ, n) = FL(x+ c, λ, n)e−iΓ
1λc. (1.3.12)
Ainsi, il suit de (1.3.6) que
A˜L(λ, n) = eiΓ
1λcAL(λ, n)e−iΓ
1λc, (1.3.13)
et donc, en utilisant (1.3.10) et (1.3.11), on conclut que
S˜(λ, n) = eiΓ1λcS(λ, n)e−iΓ1λc. (1.3.14)
Ainsi, (
T˜ (λ, n) R˜(λ, n)
L˜(λ, n) T˜ (λ, n)
)
=
(
T (λ, n) e2iλcR(λ, n)
e−2iλcL(λ, n) T (λ, n)
)
. (1.3.15)
Les coefficients de transmission T (λ, n) sont donc invariants par translations radiales du
potentiel a, alors que les coefficients de réflexion L(λ, n) et R(λ, n) sont invariants par
l’ensemble des translations radiales définies par a˜(x) = a
(
x+ kpiλ
)
où k ∈ Z et λ 6= 0.
En suivant une idée originale due à Regge [Reg59], nous autorisons le moment angulaire
n ∈ N à prendre des valeurs complexes z et nous étudions les propriétés d’analyticité
des données de diffusion par rapport à cette variable z ∈ C. Plus précisément, il est
montré dans [DN11] que l’on peut définir pour z ∈ C, les solutions de Jost FL(x, λ, z) et
FR(x, λ, z) qui sont les uniques solutions de l’équation stationnaire
[Γ1Dx − za(x)Γ2]ψ = λψ, z ∈ C, (1.3.16)
satisfaisant respectivement les asymptotiques (1.3.2) et (1.3.3). De même, on peut définir
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la matrice AL(λ, z) pour tout z ∈ C. Toutes ces fonctions à valeurs matricielles sont
analytiques en la variable complexe z ∈ C. On résume leurs propriétés dans le Lemme
suivant.
Lemme 1.3.2. (i) Soit A =
∫
R
a(x)dx. Alors
|aL1(λ, z)|, |aL4(λ, z)| ≤ cosh(A|z|), ∀z ∈ C, (1.3.17)
|aL2(λ, z)|, |aL3(λ, z)| ≤ sinh(A|z|), ∀z ∈ C. (1.3.18)
(ii) Les fonctions aL1(λ, z) et aL4(λ, z) sont entières et paires en z alors que les fonctions
aL2(λ, z) et aL3(λ, z) sont entières et impaires en z. De plus, elles satisfont les symétries
aL1(λ, z) = aL4(λ, z¯), ∀z ∈ C, (1.3.19)
aL2(λ, z) = aL3(λ, z¯), ∀z ∈ C. (1.3.20)
(iii) Les relations suivantes sont vérifiées pour tout z ∈ C
aL1(λ, z)aL1(λ, z¯)− aL3(λ, z)aL3(λ, z¯) = 1, (1.3.21)
aL4(λ, z)aL4(λ, z¯)− aL2(λ, z)aL2(λ, z¯) = 1. (1.3.22)
Pour le moment, on a montré que les composantes de la matrice AL(λ, z) sont des
fonctions entières et de type exponentiel en la variable z. Plus précisément, de (1.3.17) et
(1.3.18), on déduit que
|aLj(λ, z)| ≤ eA|z|, ∀z ∈ C, j = 1, ..., 4. (1.3.23)
En utilisant les relations (1.3.21)-(1.3.22) et les propriétés de parité des aLj(λ, z), on peut
améliorer ces estimations en utilisant le Théorème de Phragmén-Lindelöf (voir [DN11],
Lemma 3.4.).
Lemme 1.3.3. Soit λ ∈ R fixée. Alors, pour tout z ∈ C,
|aLj(λ, z)| ≤ eA|Re(z)|, j = 1, ..., 4. (1.3.24)
Il suit du Lemme 1.3.3 que les fonctions z 7→ aLj(λ, z) appartiennent à la classe de
Nevanlinna N(Ω) sur le demi-plan de droite Ω = {z ∈ C, Re(z) > 0}. On insiste sur le
fait que cette propriété est un des points clés de la preuve du Théorème 1.1.1 donnée
dans [DN11]. On rappelle ici la définition de cet ensemble de fonctions (voir par exemple
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[Rud87]).
Définition 1.3.1. La classe de Nevanlinna N(Ω) est définie comme étant l’ensemble
des fonctions analytiques f(z) sur Ω satisfaisant l’estimation
sup
0<r<1
∫ pi
−pi
ln+
∣∣∣∣∣f
(
1− reiϕ
1 + reiϕ
)∣∣∣∣∣ dϕ <∞,
où ln+(x) = ln(x) si ln(x) ≥ 0 et ln+(x) = 0 si ln(x) < 0.
On peut alors utiliser le résultat suivant, prouvé implicitement dans [Ram99], pour
obtenir que les applications z 7→ aLj(λ, z) appartiennent à la classe de Nevanlinna.
Proposition 1.3.4. Soit f ∈ H(Ω) une fonction holomorphe sur Ω satisfaisant
|f(z)| ≤ CeARe(z), ∀z ∈ Ω,
où A et C sont deux constantes. Alors f ∈ N(Ω).
De façon similaire, si l’on utilise les notations
FL(x, λ, z) =
(
fL1(x, λ, z) fL2(x, λ, z)
fL3(x, λ, z) fL4(x, λ, z)
)
et
FR(x, λ, z) =
(
fR1(x, λ, z) fR2(x, λ, z)
fR3(x, λ, z) fR4(x, λ, z)
)
,
on obtient les estimations correspondantes pour les solutions de Jost fLj(x, λ, z) et
fRj(x, λ, z) pour j = 1, . . . , 4.
Lemme 1.3.5. Pour tout j = 1, .., 4 et pour tout x ∈ R,
|fLj(x, λ, z)| ≤ C e|Re(z)|
∫∞
x
a(s)ds, (1.3.25)
|fRj(x, λ, z)| ≤ C e|Re(z)|
∫ x
−∞ a(s)ds. (1.3.26)
Enfin, nous aurons besoin plus tard d’un développement asymptotique des données
de diffusion lorsque le moment angulaire z → +∞, z réel. Le point clé pour obtenir
ces asymptotiques facilement consiste en un changement de variable X = g(x), appelé
transformation de Liouville, qui est précisé ici. Définissons
X = g(x) =
∫ x
−∞
a(t) dt. (1.3.27)
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Clairement, puisque a est strictement positive et continue, g : R →]0, A[ est un C1-
difféomorphisme où
A =
∫
R
a(t) dt. (1.3.28)
Dans ce qui suit, on désigne par h = g−1 le difféomorphisme inverse de g et on utilise la
notation f ′(X) = ∂f
∂X
(X). On définit également pour j = 1, ..., 4, et pour X ∈]0, A[,
fj(X,λ, z) = fLj(h(X), λ, z), (1.3.29)
gj(X,λ, z) = fRj(h(X), λ, z). (1.3.30)
On observe enfin que, dans la variable X, le Lemme 1.3.5 peut être écrit de la façon
suivante : il existe une constante C > 0 telle que
∀z > 0, |fj(X,λ, z)| ≤ Cez(A−X) et |gj(X,λ, z)| ≤ CezX . (1.3.31)
L’intérêt d’introduire la variable X réside dans le fait que les composantes fj(X,λ, z) et
gj(X,λ, z) des solutions de Jost satisfont des équations différentielles de Sturm-Liouville
singulières en cette variable. Dans ces équations le moment angulaire complexe z joue le
rôle de paramètre spectral. Précisément, on peut démontrer le Lemme suivant.
Lemme 1.3.6. Pour j = 1, 2, fj(X,λ, z) et gj(X,λ, z) satisfont sur ]0, A[ l’équation de
Sturm-Liouville
y′′ + q(X)y = z2y, (1.3.32)
alors que, pour j = 3, 4, fj(X,λ, z) et gj(X,λ, z) satisfont sur ]0, A[ l’équation de Sturm-
Liouville
y′′ + q(X)y = z2y, (1.3.33)
où le potentiel
q(X) = λ2h′(X)2 − iλh′′(X) = λ
2
a2(x) + iλ
a′(x)
a3(x) ,
possède les asymptotiques
q(X)− ω−
X2
= O(1) , X → 0 , où ω− = λ
2
κ2−
+ i λ
κ−
, (1.3.34)
q(X)− ω+(A−X)2 = O(1) , X → A , où ω+ =
λ2
κ2+
+ i λ
κ+
. (1.3.35)
Le Lemme 1.3.6 suggère que les solutions de Jost fj et gj peuvent être construite comme
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des perturbations de fonctions de Bessel modifiées Iν(z(A−X)) et Iµ(zX) pour µ et ν
bien choisis. Ceci est fait en détails dans [DN11]. En utilisant cette construction ainsi
que le développement asymptotique bien connu des fonctions de Bessel modifiées, les
asymptotiques pour z grand des données de diffusion aLj(λ, z) ont été calculées dans
[DN11]. Plus précisément, on obtient les asymptotiques suivantes.
Théoreme 1.3.7. On pose
ν+ =
1
2 − i
λ
κ+
et µ− =
1
2 + i
λ
κ−
. (1.3.36)
1. Pour X ∈]0, A[ fixé et z ∈ Sθ où Sθ = {z ∈ C, | arg(z)| ≤ θ} pour un 0 < θ < pi2
donné, les solutions de Jost f1(X,λ, z) et g2(X,λ, z) vérifient
f1(X,λ, z) =
2−ν+√
2pi
(
−κ+
a+
) iλ
κ+ Γ(1− ν+)z−
iλ
κ+
×ez(A−X)
(
1 +O
(1
z
))
, (1.3.37)
g2(X,λ, z) = i
2−µ−√
2pi
(
κ−
a−
)− iλ
κ− Γ(1− µ−) z
iλ
κ−
×ezX
(
1 +O
(1
z
))
. (1.3.38)
2. Pour les données de diffusion aL1(λ, z) et aL3(λ, z), on a
aL1(λ, z) =
1
2pi
(
−κ+
a+
) iλ
κ+
(
κ−
a−
)− iλ
κ− Γ
(1
2 −
iλ
κ−
)
Γ
(1
2 +
iλ
κ+
)
×
(
z
2
)iλ( 1
κ−−
1
κ+
)
ezA
(
1 +O
(1
z
))
, (1.3.39)
aL3(λ, z) =
i
2pi
(
−κ+
a+
) iλ
κ+
(
κ−
a−
) iλ
κ− Γ
(1
2 +
iλ
κ−
)
Γ
(1
2 +
iλ
κ+
)
×
(
z
2
)−iλ( 1
κ+
+ 1
κ−
)
ezA
(
1 +O
(1
z
))
.
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3. Pour les coefficients de diffusion T (λ, z) et L(λ, z), on a
T (λ, z) = 2pi
(
− a+κ+
) iλ
κ+
(
a−
κ−
)− iλ
κ−
Γ
(
1
2 − iλκ−
)
Γ
(
1
2 +
iλ
κ+
) (z
2
)iλ( 1
κ+
− 1
κ−
)
e−zA
(
1 +O
(1
z
))
,
L(λ, z) = i
(
κ−
a−
) 2iλ
κ− Γ
(
1
2 +
iλ
κ−
)
Γ
(
1
2 − iλκ−
) (z
2
)− 2iλ
κ−
(
1 +O
(1
z
))
. (1.3.40)
Nous allons préciser dans le Lemme 1.7.3 l’asymptotique (1.3.39) sur tout le plan complexe
C en utilisant les résultats obtenus par Freiling et Yurko dans [FY05]. En effet, notre
Équation (1.3.32) entre exactement dans le cadre de leur travail dans lequel une fonction
de Weyl-Titchmarsh généralisée est construite pour de telles équations singulières. Nous
rappelons ici brièvement quelques fait basiques à ce propos et pour simplifier la lecture
nous commençons par établir un dictionnaire entre les notations de [FY05] et notre cadre.
Dans [FY05], Equation (2.1), Freiling et Yurko considèrent l’équation différentielle
suivante :
− y′′(x) +Q(x)y(x) = λy(x), x ∈ (0, T ), (1.3.41)
où le potentiel Q(x) possède des singularités quadratiques aux bouts de l’intervalle :
Q(x) ∼ ω0
x2
, x→ 0 et Q(x) ∼ ω1(T − x)2 , x→ T. (1.3.42)
On remarque alors que l’Équation (1.3.32) entre exactement dans ce cadre où λ dans
(1.3.41) doit être remplacé par −z2, x ∈ (0, T ) par X ∈ (0, A) et Q(x) par −q(X). On en
déduit alors que ω0 = −ω− et ω1 = ω+. Ainsi, les paramètres µjm qui apparaissent dans
[FY05] sont donnés dans notre cadre par :
µ10 =
iλ
κ−
, µ20 = 1− iλ
κ−
, µ11 =
iλ
κ+
, µ21 = 1− iλ
κ+
, (1.3.43)
et les fonctions Sjm définies dans [FY05] sont ici données par :
S10 = g1(X,λ, z), S20 =
1
iz
g2(X,λ, z),
S11 = f1(X,λ, z), S21 =
1
iz
f2(X,λ, z). (1.3.44)
En utilisant ([DN11], Lemma 4.2), on voit que la paire (S10, S20), (respectivement la
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paire (S11, S21)), forme un système fondamental de solutions de l’Équation (1.3.32).
Leur Wronskien vérifient W (S10, S20) = 1 et W (S11, S21) = 1. En suivant [FY05], Eqs
(3.2)-(3.3) avec a1 = a2 = 0, la première fonction caractéristique ∆(λ, z) est alors définie
par
∆(λ, z) = W (S11, S10) = W (f1, g1) = −iz aL3(λ, z), (1.3.45)
où on a utilisé [DN11], page 39, pour obtenir la dernière égalité. De même, l’autre fonction
caractéristique d(λ, z), (voir [FY05], pages 1564-1566) est définie par :
d(λ, z) = W (S11, S20) =
1
iz
W (f1, g2) = aL1(λ, z). (1.3.46)
Finalement la fonction de WT généralisée est définie par
M(λ, z) = − d(λ, z)∆(λ, z) =
1
iz
1
L(λ, z) . (1.3.47)
En conclusion, la connaissance du coefficient de réflexion L (respectivement du coefficient
de transmission T ) dans notre cadre est équivalente à la connaissance de la fonction de
Weyl-Titchmarsh (respectivement de la fonction caractéristique) dans le cadre de [FY05].
1.4 Preuves des résultats principaux
1.4.1 Preuve du Théorème 1.1.3, (i)⇒ (ii).
On suppose que
L(λ, n) = L˜(λ, n) +O
(
e−2nB
)
, n→ +∞.
La première étape consiste à étendre ces asymptotiques (valides pour n entier tendant
vers +∞) aux z → +∞ (z réel et positif). Pour ce faire nous allons utiliser des résultats
d’unicité bien connus sur la transformée de Laplace donnés dans [Hor11, Sim99].
On commence par rappeler un résultat élémentaire pour des fonctions de la variable
complexe appartenant à la classe de Hardy. Pour rappel (voir par exemple [Lev96],
Lecture 19) la classe de Hardy H2+ est l’ensemble des fonctions analytiques F sur le
demi-plan de droite Ω = {z ∈ C, Re(z) > 0}, satisfaisant la condition
sup
x>0
∫
R
|F (x+ iy)|2 dy <∞, (1.4.1)
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et équipé de la norme
‖F‖ =
(
sup
x>0
∫
R
| F (x+ iy) |2 dy
) 1
2
. (1.4.2)
Le Théorème de Paley-Wiener affirme qu’une fonction F appartient à l’espace de Hardy
H2+ si et seulement si il existe une fonction f ∈ L2(0,+∞) telle que
F (z) = 1√
2pi
∫ +∞
0
e−tzf(t)dt, ∀z ∈ Ω. (1.4.3)
De plus, on a
‖F‖ = ‖f‖L2(0,∞). (1.4.4)
On rappelle également un résultat d’unicité pour la transformée de Laplace donné dans
[Hor11], Prop. 2.4. (voir aussi [Sim99] pour une version continue) :
Proposition 1.4.1. Soit f ∈ L1(0, a). Si pour tout  > 0,∫ a
0
e−ntf(t) dt = O(e−an(1−)), n→ +∞,
alors f = 0 p.p.
On utilise alors les résultats précédents pour démontrer la Proposition suivante.
Proposition 1.4.2. Soit F une fonction dans la classe de Hardy H2+. Supposons que
pour un certain B > 0, on ait F (n) = O
(
e−Bn
)
, n→ +∞, (n entier). Alors,
|F (z)| ≤ ‖F‖√
4piRe(z)
e−BRe(z), ∀z ∈ Ω. (1.4.5)
Démonstration. D’après le Théorème de Paley-Wiener, il existe une fonction f apparte-
nant à L2(0,+∞) telle que
F (z) = 1√
2pi
∫ +∞
0
e−tzf(t)dt, ∀z ∈ Ω.
Étant donné n ∈ N, on a donc
∫ B
0
e−ntf(t)dt =
√
2piF (n)−
∫ +∞
B
e−ntf(t)dt.
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De plus, d’après l’inégalité de Cauchy-Schwarz,
∫ +∞
B
e−ntf(t)dt ≤
(∫ +∞
B
e−2ntdt
) 1
2 ‖f‖L2(0,+∞)
=
(
e−2nB
2n
) 1
2
‖f‖L2(0,+∞)
= e−nB 1√
2n
‖f‖L2(0,+∞).
On a donc obtenu que ∫ +∞
B
e−ntf(t)dt = O
(
e−nB
)
.
Finalement, en utilisant notre hypothèse on obtient,
∫ B
0
e−ntf(t)dt =
√
2piF (n)−
∫ +∞
B
e−ntf(t) dt
=
√
2piF (n) +O
(
e−nB
)
= O
(
e−nB
)
et a fortiori, pour tout  > 0, on a
∫ B
0
e−ntf(t)dt = O
(
e−nB(1−)
)
.
Ainsi d’après la Proposition 1.4.1, f = 0 presque partout que (0, B). En utilisant à
nouveau (1.4.3), l’inégalité de Cauchy-Schwarz puis (1.4.4) on obtient pour tout z ∈ Ω,
|F (z)| = 1√
2pi
∣∣∣∣∫ +∞
B
e−tzf(t)dt
∣∣∣∣
≤ 1√
2pi
∫ +∞
B
e−tRe(z)|f(t)|dt
≤ 1√
2pi
(∫ +∞
B
e−2tRe(z)dt
) 1
2 ‖f‖L2(0,+∞)
= 1√
2pi
(
e−2BRe(z)
2Re(z)
) 1
2
‖f‖L2(0,+∞)︸ ︷︷ ︸
=‖F‖
= 1√
4piRe(z)
e−BRe(z)‖F‖
qui est bien l’inégalité (1.4.5) recherchée.
On énonce à présent une conséquence immédiate (pouvant certainement être améliorée)
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du résultat précédent qui nous permet de passer du régime discret au régime continue.
Plus précisément, ce résultat nous permet de passer des asymptotiques pour n entier
tendant vers +∞ aux asymptotiques pour z réel tendant vers +∞.
Proposition 1.4.3. Supposons que les coefficients de réflexion L(λ, n) et L˜(λ, n) satisfont
pour un certain 0 < B < min(A, A˜),
L(λ, n) = L˜(λ, n) +O
(
e−2nB
)
, n→ +∞, n entier.
Alors
L(λ, z) = L˜(λ, z) +O
(√
ze−2zB
)
, z → +∞, z réel. (1.4.6)
Démonstration. Pour commencer rappelons que
L(λ, n) = aL3(λ, n)
aL1(λ, n)
et L˜(λ, n) = a˜L3(λ, n)
a˜L1(λ, n)
. (1.4.7)
En utilisant le premier point du Lemme 1.3.2, on obtient, par hypothèse, que si l’on pose
G(n) = |aL3(λ, n)a˜L1(λ, n)− a˜L3(λ, n)aL1(λ, n)|,
alors il existe une constante C telle que
G(n) = |aL1(λ, n)a˜L1(λ, n)|
∣∣∣∣aL3(λ, n)aL1(λ, n) − a˜L3(λ, n)a˜L1(λ, n)
∣∣∣∣
≤ C|aL1(λ, n)a˜L1(λ, n)|e−2nB
≤ CenAenA˜e−2nB
= Cen(A+A˜−2B).
Autrement dit,
aL3(λ, n)a˜L1(λ, n)− a˜L3(λ, n)aL1(λ, n) = O
(
en(A+A˜−2B)
)
. (1.4.8)
Pour z ∈ Ω, on pose
F (z) = aL3(λ, z)a˜L1(λ, z)− a˜L3(λ, z)aL1(λ, z)
z + 1 e
−z(A+A˜). (1.4.9)
La fonction F est alors holomorphe sur Ω d’après le Lemme 1.3.2 et, d’après le Lemme
1.3.3, on a
|F (z)| ≤ 2|z + 1| . (1.4.10)
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Ainsi, pour tout x > 0,∫
R
|F (x+ iy)|2dy ≤
∫
R
4
|(x+ 1) + iy|2dy
=
∫
R
4
(x+ 1)2 + y2dy
≤
∫
R
4
1 + y2dy <∞.
On en déduit que F ∈ H2+ et de plus, d’après l’estimation (1.4.8), il existe une constante
C telle que
|F (n)| ≤ C e
n(A+A˜−2B)
n+ 1 e
−n(A+A˜) ≤ Ce−2nB,
c’est-à-dire que F (n) = O
(
e−2nB
)
.
Ainsi, en utilisant à présent la Proposition 1.4.2, on obtient que
F (z) = O
(
z−
1
2 e−2zB
)
, z → +∞.
Finalement, pour z > 0, on remarque que
L(λ, z)− L˜(λ, z) = (z + 1)e
z(A+A˜)
aL1(λ, z)a˜L1(λ, z)
F (z) (1.4.11)
et l’on conclut en utilisant l’asymptotique (1.3.39).
Ceci conclut la première étape de notre preuve du Théorème 1.1.3, (i)⇒ (ii). La seconde
étape consiste en une adaptation de la stratégie utilisée pour prouver le Théorème de Borg-
Marchenko local dans [Sim99, Ben01] pour les opérateurs de Schrödinger unidimensionnels
à notre cadre d’opérateurs de Dirac sur une VAHSS. Cette stratégie est relativement
proche de celle utilisée dans [DN11] pour prouver le Théorème 1.1, elle-même inspirée
par [FY05]. On introduit pour X ∈]0, B[ la matrice
P (X,λ, z) =
(
P1(X,λ, z) P2(X,λ, z)
P3(X,λ, z) P4(X,λ, z)
)
,
définie par
P (X,λ, z) F˜R(h˜(X), λ, z) = FR(h(X), λ, z), (1.4.12)
où FR = (fRk) et F˜R = (f˜Rk) sont les solutions de Jost à droite associées respectivement
à a(x) et a˜(x).
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Notre but est à présent de montrer que les applications z 7→ Pj(X,λ, z), j ∈ {1, 2, 3, 4},
sont constantes sur le plan complexe. Pour simplifier les notations, pour k = 1, ..., 4, on
pose comme précédemment :
fk(X,λ, z) = fLk(h(X), λ, z), f˜k(X,λ, z) = f˜Lk(h˜(X), λ, z),
gk(X,λ, z) = fRk(h(X), λ, z), g˜k(X,λ, z) = f˜Rk(h˜(X), λ, z).
En utilisant le fait que det(FR) = 1 et det(F˜R) = 1, on obtient les égalités suivantes
(pour alléger les notations on omet volontairement le nom des variables) :
{
P1(X,λ, z) = g1 g˜4 − g2 g˜3,
P2(X,λ, z) = − g1 g˜2 + g2 g˜1.
(1.4.13)
De (1.4.13) et des propriétés d’analyticité des fonctions de Jost, on déduit que, pour
j = 1, 2, les applications z 7→ Pj(X,λ, z) sont analytiques sur C et de type exponentiel
d’après le Lemme 1.3.5. De plus, toujours d’après le Lemme 1.3.5, ces applications sont
bornées sur l’axe imaginaire pur iR.
L’objectif est maintenant de montrer que, pour j = 1, ..., 4, les applications z 7→ Pj(X,λ, z)
sont également bornées sur l’axe réel. Notons que, par symétrie, il est suffisant de montrer
que les applications z 7→ Pj(X,λ, z) sont bornées pour j = 1 et j = 2. Pour ce faire,
nous allons commencer par procéder à des transformations algébriques élémentaires sur
Pj(X,λ, z). Puisque
FL(x, λ, z) = FR(x, λ, z)AL(λ, z)
et
F˜L(x, λ, z) = F˜R(x, λ, z)A˜L(λ, z),
on a pour z > 0 :
f1 = g1aL1 + g2aL3,
f˜3 = g˜3a˜L1 − g˜4a˜L3.
On obtient alors facilement pour z > 0 :
g1 =
f1
aL1
− L(λ, z)g2,
g˜3 =
f˜3
a˜L1
− L˜(λ, z)g˜4.
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Ainsi,
P1(X,λ, z) = g1g˜4 − g2g˜3
=
(
f1
aL1
− L(λ, z)g2
)
g˜4 − g2
(
f˜3
a˜L1
− L˜(λ, z)g˜4
)
= (L˜(λ, z)− L(λ, z))g2g˜4 +
(
f1g˜4
aL1
− f˜3g2
a˜L1
)
.
On sait, d’après le Lemme 1.3.5, que, pour j = 1, ..., 4, il existe une constante réelle C tel
que pour tout z réel strictement positif
|fj(X,λ, z)| 6 Cez(A−X),
|f˜j(X,λ, z)| 6 Cez(A˜−X),
|gj(X,λ, z)| 6 CezX ,
|g˜j(X,λ, z)| 6 CezX .
De plus, d’après le Théorème 1.3.7, si z est réel assez grand il existe également une
constante C telle que
|aL4(λ, z)| > CeAz
ainsi qu’une constante C˜ telle que
|a˜L4(λ, z)| > C˜eA˜z.
De ceci l’on déduit que les applications
z 7→ f1g˜4
aL1
et z 7→ f˜3g2
a˜L1
,
sont bornées sur R+ et ceci pour tout X ∈]0, B[ fixé. De plus, d’après le Lemme 1.3.5,
l’hypothèse et la Proposition 1.4.3, il existe une constante C telle que l’on a
|(L˜(λ, z)− L(λ, z)) g2(X,λ, z)g˜4(X,λ, z)| ≤ C
√
ze−2z(B−X). (1.4.14)
Ainsi, ce terme est borné lorsque z → +∞ pour tout X ∈]0, B[. Finalement on a montré
que, pour tout X ∈]0, B[ fixé, l’application z 7→ P1(X,λ, z) est bornée sur R+.
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De même, on a
P2(X,λ, z) = (L(λ, z)− L˜(λ, z)) g2g˜2 +
(
f˜1g2
a˜L1
− f1g˜2
aL1
)
, (1.4.15)
et en utilisant les mêmes arguments que précédemment, on obtient que pour toutX ∈]0, B[
fixé, z 7→ P2(X,λ, z) est bornée sur R+.
Nous allons à présent conclure en suivant le raisonnement de [DN11]. Tout d’abord par
parité/imparité on obtient que, pour j = 1, ..., 4, les applications z 7→ Pj(X,λ, z) sont
bornées sur R pour tout X ∈]0, B[. En rappelant que ces applications sont également
bornées sur l’axe imaginaire pur iR et qu’elles sont de type exponentiel, nous pouvons
appliquer le Théorème de Phragmén-Lindelöf (voir [Boa54], Thm 1.4.2.) sur chaque cadran
du plan complexe. Ceci nous permet de conclure que, pour j = 1, ..., 4, les applications
z 7→ Pj(X,λ, z) sont bornées sur chacun de ces cadrans et donc sur C pour tout X ∈]0, B[.
Ainsi, d’après le Théorème de Liouville et grâce à un argument de continuité en la variable
X, on obtient que
Pj(X,λ, z) = Pj(X,λ, 0), ∀z ∈ C, ∀X ∈]0, B]. (1.4.16)
Revenons à présent à la définition de P (X,λ, z) pour z = 0. On commence par remarquer,
par définition des fonctions de Jost, que FR(x, λ, 0) = eiλΓ
1x et de même que F˜R(x, λ, 0) =
eiλΓ
1x. Ainsi, on déduit de (1.4.12) que, pour tout X ∈]0, B],
P (X,λ, 0) = eiλ(h(X)−h˜(X))Γ1 . (1.4.17)
Ainsi, en injectant (1.4.16) et (1.4.17) dans (1.4.12) on obtient pour tout X ∈]0, B] :
{
g˜1(X,λ, z) = eiλ(h˜(X)−h(X))g1(X,λ, z),
g˜2(X,λ, z) = eiλ(h˜(X)−h(X))g2(X,λ, z).
(1.4.18)
D’après le Lemme 4.2 de [DN11], W (g1, g2) = W (g˜1, g˜2) = iz. Ainsi, un calcul simple
donne :
e2iλ(h˜(X)−h(X)) = 1. (1.4.19)
Donc, par un argument standard de continuité et connexité, on obtient qu’il existe k ∈ Z
tel que
h˜(X) = h(X) + kpi
λ
, ∀X ∈]0, B]. (1.4.20)
Notons que, dans le cas particulier X = B, on obtient h˜(B) = h(B) + kpiλ . En dérivant
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(1.4.20) par rapport à X, on obtient
1
a˜(h˜(X))
= 1
a(h(X)) , ∀X ∈]0, B], (1.4.21)
et, en utilisant à nouveau (1.4.20), on obtient l’existence de k ∈ Z tel que
a(x) = a˜
(
x+ kpi
λ
)
, ∀x ∈]−∞, h(B)]. (1.4.22)
Ceci achève de démontrer l’implication (i)⇒ (ii) du Théorème 1.1.3. 
1.4.2 Preuve du Théorème 1.1.3, (ii)⇒ (i).
Supposons qu’il existe k ∈ Z tel que a(x) = a˜
(
x+ kpiλ
)
, ∀x ≤ h(B). Il découle alors
immédiatement de la définition des difféomorphismes h et h˜, que h˜(B) = h(B) + kpi
λ
. De
plus, si l’on pose a˘(x) = a˜
(
x+ kpiλ
)
, ∀x ∈ R, en utilisant (1.3.15), on voit que,
L˘(λ, n) = e−2iλ
kpi
λ L˜(λ, n) = L˜(λ, n). (1.4.23)
Ainsi, il suffit de prouver l’implication (ii)⇒ (i) dans le cas k = 0. Commençons par un
Lemme évident.
Lemme 1.4.4. Supposons que a(x) = a˜(x), ∀x ≤ h(B) = h˜(B). Alors
a− = a˜− et κ− = κ˜− (1.4.24)
et
gj(X,λ, z) = g˜j(X,λ, z), ∀X ≤ B, ∀j = 1, . . . , 4. (1.4.25)
Démonstration. 1. Ce résultat est immédiat d’après l’égalité (1.1.2).
2. On utilise, en plus de l’hypothèse, l’unicité de la solution de l’équation différentielle
(1.3.5) vérifiant les asymptotiques fournies par les fonctions de Jost.
Étant donné que
FL(x, λ, n) = FR(x, λ, n)AL(λ, n),
on a en particulier
f1(X,λ, z) = aL1(λ, z)g1(X,λ, z) + aL3(λ, z)g2(X,λ, z)
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et ainsi par définition de L(λ, z) = aL3(λ,z)aL1(λ,z) ,
f1(X,λ, z)
aL1(λ, z)
= g1(X,λ, z) + L(λ, z)g2(X,λ, z). (1.4.26)
De même, en utilisant le (1.4.25), on obtient pour tout X ∈]0, B],
f˜1(X,λ, z)
a˜L1(λ, z)
= g1(X,λ, z) + L˜(λ, z)g2(X,λ, z). (1.4.27)
D’après l’asymptotique (1.3.38), pour z > 0 assez grand, g2(X,λ, z) 6= 0. Ainsi, pour de
tels z et pour X ∈]0, B], on obtient
L(λ, z)− L˜(λ, z) = 1
g2
(
f1
aL1
− f˜1
a˜L1
)
.
À présent, en utilisant le Théorème 1.3.7, on obtient facilement l’existence d’une constante
C telle que :
|L(λ, z)− L˜(λ, z)| ≤ Ce−zX
(
ez(A−X)
ezA
+ e
z(A˜−X)
ezA˜
)
= 2Ce−2zX .
On a donc montré que
L(λ, z)− L˜(λ, z) = O
(
e−2zX
)
, ∀X ∈]0, B].
On achève alors la preuve en prenant X = B. 
1.4.3 Preuve du Théorème 1.1.3, (iii)⇔ (iv).
Le résultat d’unicité locale pour le coefficient de réflexion R(λ, n) est une conséquence
du résultat obtenu pour le coefficient de réflexion L(λ, n) après avoir effectué le bon
changement de potentiel. Étant donné un potentiel a, on considère le potentiel défini
pour tout x ∈ R par a?(x) = a(−x). En utilisant les équations intégrales (1.3.4) et (1.3.5)
et les asymptotiques prescrites à l’infini des fonctions de Jost on obtient :{
F ?R(x, λ, n) = FL(−x,−λ,−n),
F ?L(x, λ, n) = FR(−x,−λ,−n).
(1.4.28)
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Or, nous savons que FL(x, λ, n) = FR(x, λ, n)AL(λ, n) et de même que F ?L(x, λ, n) =
F ?R(x, λ, n)A?L(λ, n), donc en utilisant (1.4.28) on a
F ?R(x, λ, n)A?L(λ, n) = F ?L(x, λ, n)
= FR(−x,−λ,−n)
= FL(−x,−λ,−n)A−1L (−λ,−n)
= F ?R(x, λ, n)A−1L (−λ,−n).
Ainsi, A?L(λ, n) = A−1L (−λ,−n), c’est-à-dire(
a?L1(λ, n) a?L2(λ, n)
a?L3(λ, n) a?L4(λ, n)
)
=
(
aL4(−λ,−n) −aL2(−λ,−n)
−aL3(−λ,−n) aL1(−λ,−n)
)
.
On peut alors obtenir, en utilisant cette égalité et le Lemme 1.3.2, le coefficient de
réflexion à droite correspondant au potentiel a? en fonction du coefficient de réflexion à
gauche correspondant au potentiel a par le calcul suivant :
R?(λ, n) = −a
?
L2(λ, n)
a?L1(λ, n)
= aL2(−λ,−n)
aL4(−λ,−n)
= aL3(−λ,−n)
aL1(−λ,−n)
= −aL3(−λ, n)
aL1(−λ, n)
= −L(−λ, n).
Rappelons que, dans le Théorème 1.1.3, étant donné B ∈]0,min(A, A˜)[, nous avons
montré l’équivalence des assertions suivantes :
(i) L(λ, n) = L˜(λ, n) + O
(
e−2nB
)
.
(ii) ∃k ∈ Z, a(x) = a˜
(
x+ kpi
λ
)
, ∀ x ≤ h(B) = h˜(B)− kpi
λ
.
En posant comme on l’a fait a?(x) = a(−x), pour tout x ∈ R, d’après notre calcul
précédent, on a L(λ, n) = −R?(−λ, n) et de même L˜(λ, n) = −R˜?(−λ, n). On obtient
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alors l’équivalence
L(λ, n) = L˜(λ, n) +O
(
e−2nB
)
⇔ R?(−λ, n) = R˜?(−λ, n) +O
(
e−2nB
)
. (1.4.29)
D’autre part, puisque a?(x) = a(−x) pour tout x ∈ R, on a, si a(x) = a˜
(
x+ kpiλ
)
sur
]−∞, b], pour tout x ≤ b :
a?(−x) = a(x)
= a˜
(
x+ kpi
λ
)
= a˜?
(
−x− kpi
λ
)
.
Ainsi, en changeant x en −x dans a?, on obtient l’équivalence suivante :
a(x) = a˜
(
x+ kpi
λ
)
, ∀x ≤ b ⇔ a?(x) = a˜?
(
x− kpi
λ
)
, ∀x ≥ −b.
On remarque ensuite que
g?(−b) =
∫ −b
−∞
a?(x) dx
=
∫ −b
−∞
a(−x) dx
=
∫ ∞
b
a(x) dx
= A− g(b),
donc, en appliquant h? on obtient −b = h?(A − g(b)) et en prenant b = h(B) on a
−h(B) = h?(A−B). On obtient alors les équivalences suivantes :
a(x) = a˜
(
x+ kpi
λ
)
, ∀x ≤ h(B) = h˜(B)− kpi
λ
⇔ a?(x) = a˜?
(
x− kpi
λ
)
, ∀x ≥ −h(B) = −h˜(B) + kpi
λ
⇔ a?(x) = a˜?
(
x− kpi
λ
)
, ∀x ≥ h?(A−B) = h˜?(A−B) + kpi
λ
.
Finalement, en utilisant cette dernière équivalence, l’équivalence (1.4.29) ainsi que l’équi-
valence (i)⇔ (ii), on obtient :
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R(−λ, n) = R˜(−λ, n) +O
(
e−2nB
)
⇔ ∃k ∈ Z, a(x) = a˜
(
x− kpi
λ
)
, ∀x ≥ h(A−B) = h˜(A˜−B)− kpi
λ
.
Enfin, en changeant λ en son opposé, on obtient bien l’équivalence (iii)⇔ (iv). 
1.4.4 Preuve du Théorème 1.1.5.
Supposons que
T (λ, n) = T˜ (λ, n) +O
(
e−2nB
)
,
avec B > max(A, A˜). D’après les asymptotiques données par le Théorème 1.3.7 cette
hypothèse implique que A = A˜. Ainsi, en utilisant cette égalité, le Théorème 1.3.7 et
notre hypothèse on obtient
aL1(λ, n)− a˜L1(λ, n) = aL1(λ, n)a˜L1(λ, n)
( 1
a˜L1(λ, n)
− 1
aL1(λ, n)
)
= aL1(λ, n)a˜L1(λ, n)(T˜ (λ, n)− T (λ, n))
= O
(
e−2n(B−A)
)
.
Considérons à présent pour z ∈ Ω, l’application
F (z) = aL1(λ, z)− a˜L1(λ, z)
z + 1 e
−zA.
Comme nous l’avons vu précédemment, F est dans l’espace de Hardy H2+ et F (n) =
O
(
e−(2B−A)n
)
. D’après la Proposition 1.4.2, on a de plus
|F (z)| ≤ ‖F‖√
4piRez
e−(2B−A)Rez, ∀z ∈ Ω. (1.4.30)
Ainsi, il existe une constante C > 0 telle que pour tout z > 0,
|aL1(λ, z)− a˜L1(λ, z)| = |F (z)||z + 1|ezA ≤ C
√
ze−2z(B−A).
L’application z 7→ f(z) := aL1(λ, z) − a˜L1(λ, z) est donc bornée sur R+ et par parité
des applications z 7→ aL1(λ, z) et z 7→ a˜L1(λ, z) elle est en réalité bornée sur R. De plus,
cette application est de type exponentiel (voir Théorème 1.3.7) et bornée sur iR (voir
Lemme 1.3.3). Le Théorème de Phragmén-Lindelöf, appliqué dans chacun des quatre
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cadrans du plan complexe, implique alors que f est bornée sur C. Ainsi, d’après le
Théorème de Liouville, f(z) = f(0) = 0 pour tout z ∈ C, autrement dit pour tout
z ∈ C, aL1(λ, z) = aL1(λ, z). On conclut alors la preuve du Théorème 1.1.5 en utilisant
la Proposition 1.7.5. 
1.5 Application aux trous noirs de type RN-dS
Dans cette Section, on adapte le résultat d’unicité local précédent au cadre de la Relativité
Générale et plus précisément à des trous noirs de type Reissner-Nordström-de Sitter.
On rappelle que le lien entre de tels trous noirs et les VAHSS à déjà été donné dans
[DN11]. En considérant la diffusion de champs de Dirac non-massifs évoluant dans la
région extérieure d’un trou noir de type RN-dS, nous allons montrer que la connaissance
partielle d’un des coefficients de réflexion (1.1.10) - (1.1.11) correspondant ne détermine
pas seulement la métrique du trou noir dans un voisinage de l’horizon des événements ou
de l’horizon cosmologique (voir les définitions plus bas), mais détermine en réalité toute
la métrique. Ceci est dû au fait que la métrique d’un trou noir de type RN-dS ne dépend
uniquement que de trois paramètres - la masse et la charge électrique du trou noir ainsi
que la constante cosmologique positive de l’univers - qui peuvent être déduit de la forme
explicite de la métrique dans les voisinages des horizons.
1.5.1 Trous noirs de type Reissner-Nordström-de Sitter
On renvoie le lecteur au livre de Wald [Wal84] pour plus de détails au sujet des trous noirs.
Nous rappelons ici les faits essentiels donnés dans [DN10, DN11] concernant les trous
noirs de type Reissner-Nordström-de Sitter (RN-dS). On note que ces trous noirs feront
également l’objet du chapitre suivant et que leur description y sera largement rappelée.
Tout d’abord, les trous noirs de type RN-dS sont des solutions à symétrie sphérique et
électriquement chargées des équations de Einstein-Maxwell. Dans les coordonnées de
Schwarzschild, la région extérieure d’un trou noir de type RN-dS est décrite par la variété
de dimension quatreM = Rt×]r−, r+[r×S2θ,ϕ équipée de la métrique lorentzienne
τ = F (r) dt2 − F (r)−1dr2 − r2(dθ2 + sin2 θ dϕ2), (1.5.1)
où
F (r) = 1− 2M
r
+ Q
2
r2
− Λ3 r
2. (1.5.2)
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Les constantesM > 0 et Q ∈ R apparaissant dans (1.5.2) sont respectivement interprétées
comme étant la masse et la charge électrique du trou noir alors que Λ > 0 désigne la
constante cosmologique de l’univers. On suppose ici que la fonction F (r) possède trois
racines positives simples 0 < rc < r− < r+ et une racine négative rn < 0. Ceci est
toujours vrai si l’on suppose par exemple que Q2 < 98M2 et que ΛM2 est assez petit
(voir [Lak79]). La sphère {r = rc} est appelée l’horizon de Cauchy alors que les sphères
{r = r−} et {r = r+} désignent respectivement l’horizon des événements et l’horizon
cosmologique. Ces horizons apparaissant comme des singularités de la métrique (1.5.1)
sont en réalité dues à notre choix de coordonnées. En d’autres termes, en utilisant un
système de coordonnées approprié, ces horizons peuvent être vue comme des hypersurfaces
régulières qui peuvent être traversées dans un sens mais requiert une vitesse plus grande
que la vitesse de la lumière pour être traversées dans l’autre sens. C’est pourquoi elle
sont nommées des horizons.
Dans ce qui suit, nous allons considérer la région extérieure du trou noir, c’est-à-dire la
région {r− < r < r+} située entre l’horizon des événements et l’horizon cosmologique.
On note que la fonction F est positive dans cette région. Le point de vue implicitement
adopté ici est celui d’un observateur statique situé loin des horizons du trou noir.
On pense typiquement à un télescope situé sur Terre visant le trou noir ou l’horizon
cosmologique. On voit ces observateurs comme vivant sur des lignes d’univers {r = r0}
avec r− << r0 << r+. La variable t correspond alors à la vraie perception du temps.
Du point de vue de nos observateurs statiques, les horizons sont vus comme les limites
observables de l’univers. Ceci peut être plus facilement compris si l’on remarque que
les horizons ne peuvent jamais être traversés en un temps fini t par des géodésiques
rentrantes ou sortantes, ces géodésiques étant les trajectoires des rayons lumineux émis
radialement par rapport au trou noir ou à l’horizon cosmologique. Ces deux horizons
sont donc perçus comme des régions asymptotiques par nos observateurs statiques.
Plutôt que de travailler avec la variable radiale r nous faisons le choix de décrire la région
extérieure du trou noir à l’aide de la variable radiale de Regge-Wheeler (RW) qui est
plus naturelle lorsque l’on étudie des propriétés de diffusion de champs. La variable de
RW, x, est définie implicitement par dxdr = F−1(r), ou explicitement par
x = 12κn
ln(r − rn) + 12κc ln(r − rc) +
1
2κ−
ln(r − r−) + 12κ+ ln(r+ − r) + c, (1.5.3)
où c est une constante d’intégration et les quantités κj , j = n, c,−,+ sont définies par
κn =
1
2F
′(rn), κc =
1
2F
′(rc), κ− =
1
2F
′(r−), κ+ =
1
2F
′(r+). (1.5.4)
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Les constantes κ− > 0 et κ+ < 0 sont respectivement appelées les gravités de surfaces de
l’horizon des événements et de l’horizon cosmologique. On note grâce à (1.5.3) que les
horizons {r = r±} sont envoyés aux infinis {x = ±∞} par la variable de RW. On note
également que les géodésiques radiales entrantes et sortantes deviennent des lignes droites
{x = ±t} dans ce nouveau système de coordonnées. Ceci fournit une façon naturelle
de définir les données de diffusion simplement en suivant les définitions usuelles dans
l’espace-temps de Minkowski.
1.5.2 Équation de Dirac dans un trou noir de type RN-dS
Nous considérons des champs de Dirac non-massifs se propageant dans la région extérieure
d’un trou noir de type RN-dS. On renvoie à [Mel03, Nic95] pour une étude détaillée de
cette équation dans ce contexte incluant une théorie complète de la diffusion dépendante
du temps. Nous allons utiliser l’expression de cette équation utilisée dans ces travaux
comme point de départ de notre étude. Ainsi, les champs de Dirac non-massifs considérés
sont représentés par des spineurs ψ à deux composantes appartenant à l’espace de Hilbert
L2(R× S2; C2) et satisfaisant l’équation d’évolution
i∂tψ =
(
Γ1Dx + a(x)DS2
)
ψ. (1.5.5)
Le symbole Dx représente −i∂x alors que DS2 désigne l’opérateur de Dirac sur S2 qui, en
coordonnées sphériques, prend la forme (1.2.11). Le potentiel a est une fonction scalaire
lisse donnée en termes de la métrique (1.5.1)-(1.5.2) par
a(x) =
√
F (r(x))
r(x) , (1.5.6)
où r(x) est le difféomorphisme inverse de (1.5.3). Il est montré dans [DN11] que le potentiel
a vérifie les hypothèses (1.1.2). Enfin, les matrices Γ1, Γ2 et Γ3 apparaissant dans (1.5.5)
et (1.2.11) sont les matrices de Dirac 2 × 2 usuelles qui satisfont les relations d’anti-
commutativité (1.2.9). Comme précédemment, nous allons travailler avec la représentation
suivante de ces matrices
Γ1 =
(
1 0
0 −1
)
, Γ2 =
(
0 1
1 0
)
, Γ3 =
(
0 i
−i 0
)
.
L’équation de Dirac sans masse dans la région extérieure d’un trou noir de type RN-dS
peut ainsi être mise sous la même forme que l’équation de Dirac sans masse sur une
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VAHSS étudiée dans les Sections précédentes. On peut donc définir les coefficients de
transmission T (λ, n) et les coefficients de réflexion L(λ, n) et R(λ, n) pour une énergie
fixée λ ∈ R et pour tout moment angulaire n ∈ N∗ comme précédemment. De plus, le
Théorème 1.1.3 reste valide dans ce nouveau cadre. En utilisant la forme particulière du
potentiel a donnée dans (1.5.6), on peut cependant légèrement améliorer ces résultats
dans ce cas.
1.5.3 Unicité des paramètres
Théoreme 1.5.1. En utilisant les notations du Théorème 1.1.3, les assertions suivantes
sont équivalentes :
(i) L(λ, n) = L˜(λ, n) + O
(
e−2nB
)
.
(ii) R(λ, n) = R˜(λ, n) + O
(
e−2nB
)
.
(iii) M = M˜, Q2 = Q˜2 et Λ = Λ˜.
(iv) ∃k ∈ Z, a(x) = a˜
(
x+ kpi
λ
)
, ∀ x ∈ R.
Démonstration. La premier point de la preuve consiste à montrer que la connaissance du
potentiel a sur ]−∞, b], où b ∈ R, nous permet de déterminer M , Q2 et Λ en utilisant la
méthode de [DN11] p. 43-44. On rappelle que
a2(x) = F (r)
r2
= 1
r2
− 2M
r3
+ Q
2
r4
− Λ3 , (1.5.7)
où r = r(x) est l’inverse du difféomorphisme de Regge-Wheeler. Pour démontrer le
résultat voulu on introduit l’opérateur différentiel B suivant :
B = 1
a2(x)
d
dx
= r2 d
dr
,
car drdx = F (r). En utilisant la notation B2 = B ◦B, etc..., un calcul immédiat donne
B(a2) = −2
r
+ 6 M
r2
− 4 Q
2
r3
,
B2(a2) = 2− 12 M
r
+ 12 Q
2
r2
, (1.5.8)
B3(a2) = 12 M − 24 Q
2
r
, (1.5.9)
B4(a2) = 24 Q2. (1.5.10)
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On pose à présent x˜ = x+ kpiλ et on utilise (1.4.22). On remarque alors que pour tout
x ∈]−∞, b] :
B = 1
a˜2(x˜)
d
dx˜
= 1
a2(x)
d
dx
.
On applique cet opérateur différentiel à l’égalité a˜(x˜)2 = a(x)2, pour tout x ∈]−∞, b].
Pour simplifier les notations on pose r˜ = r˜(x˜) et r = r(x). En utilisant (1.5.10) et (1.5.9),
on obtient successivement, pour tout x ∈]−∞, b] :
Q2 = Q˜2,
1
r˜
− 1
r
= M˜ −M2Q2 := E.
En utilisant (1.5.8), on obtient alors
M + M˜
2 E = (M˜ − EQ
2) E = M − M˜ + 2Q
2E
r
= 0. (1.5.11)
On déduit donc de (1.5.11) que E = 0, puisqueM,M˜ > 0. On a ainsi montré queM = M˜
et r = r˜ sur ] −∞, b]. En utilisant à présent (1.5.7), on obtient Λ = Λ˜. Ceci achève le
premier point de notre preuve. On remarque qu’il est clair que si l’on suppose connu le
potentiel a sur une demi-droite de la forme [b,+∞[ le calcul précédent nous permet à
nouveau de retrouver les paramètres du trou noir.
On est à présent en mesure d’achever la preuve du Théorème 1.5.1. On commence par
utiliser le Théorème 1.1.3 pour obtenir l’égalité des potentiels a et a˜ sur la demi-droite
]−∞, b1] (respectivement [b2,+∞[), b1 < b2 ∈ R. Alors, d’après notre calcul précédent,
on obtient que ces informations sont suffisantes pour obtenir l’unicité de la masse M ,
du carré de la charge Q2 et de la constante cosmologique Λ. Finalement, puisque les
paramètres du trou noir détermine sa métrique de manière unique, on obtient l’égalité
des potentiels a et a˜ sur R (à une translation près comme énoncé dans (iv)).
1.6 Reformulation des résultats principaux
Dans cette Section, on se propose de reformuler le Théorème 1.1.3 en un sens plus général
en évitant d’utiliser une décomposition sur des harmoniques sphériques généralisées. Plus
précisément, on remplace les hypothèses principales (1.1.10) et (1.1.11) par des conditions
sur les normes des opérateurs de réflexion globaux en tant qu’opérateurs sur L2(S2). On
commence par rappeler la définition et les propriétés essentielles de ces opérateurs.
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Proposition 1.6.1. Pour tout (n, k) ∈ I où I = {n ∈ N∗, k ∈ 1/2 + Z, |k| ≤ n − 12},
on utilise la notation Ykn = (Y 1kn, Y 2kn) pour les harmoniques sphériques généralisées
correspondantes.
1) Les familles {Y 1kn}(n,k)∈I et {Y 2kn}(n,k)∈I forment des bases hilbertiennes de l =
L2(S2;C). Plus précisément, pour tout ψ ∈ l, on peut décomposer ψ sous la forme
ψ =
∑
(n,k)∈I
ψjknY
j
kn, j = 1, 2,
avec
‖ψ‖2 = 12
∑
(n,k)∈I
|ψjkn|2.
2) Soit λ ∈ R une énergie fixée. Alors, les opérateurs de transmission TL(λ) et TR(λ) sont
définis en tant qu’opérateurs de l dans l comme suit. Pour tout ψ = ∑n,k∈I ψjknY jkn ∈ l,
TL(λ)ψ = TL(λ)
 ∑
(n,k)∈I
ψ1knY
1
kn(λ)
 = ∑
(n,k)∈I
(
T (λ, n)ψ1kn
)
Y 1kn(λ),
et
TR(λ)ψ = TR(λ)
 ∑
(n,k)∈I
ψ2knY
2
kn(λ)
 = ∑
(n,k)∈I
(
T (λ, n)ψ2kn
)
Y 2kn(λ),
où les T (λ, n) sont les coefficients de transmission définis dans (1.3.10) - (1.3.11).
Autrement dit, on écrit
TL(λ)Y 1kn = T (λ, n)Y 1kn, TR(λ)Y 2kn = T (λ, n)Y 2kn, ∀(n, k) ∈ I,
et ainsi les opérateurs TL(λ) (respectivement TR(λ)) sont diagonalisables sur la base
hilbertienne de fonctions propres (Y 1kn)(k,n)∈I (respectivement (Y 2kn)(k,n)∈I) associée aux
valeurs propres T (λ, n) (dans les deux cas).
3) Soit λ ∈ R une énergie fixée. Alors, les opérateurs de réflexion L(λ) et R(λ) sont
définis en tant qu’opérateurs de l dans l comme suit. Pour tout ψ = ∑(n,k)∈I ψjknY jkn ∈ l,
R(λ)ψ = R(λ)
 ∑
(n,k)∈I
ψ2knY
2
kn(λ)
 = ∑
(n,k)∈I
(
R(λ, n)ψ2kn
)
Y 1kn(λ),
et
L(λ)ψ = L(λ)
 ∑
(n,k)∈I
ψ1knY
1
kn(λ)
 = ∑
(n,k)∈I
(
L(λ, n)ψ1kn
)
Y 2kn(λ),
73
Chapitre 1. Problème inverse local à énergie fixée
où les R(λ, n) et L(λ, n) sont définis dans (1.3.10)-(1.3.11). Autrement dit, on écrit
R(λ)Y 2kn = R(λ, n)Y 1kn, L(λ)Y 1kn = L(λ, n)Y 2kn, ∀(n, k) ∈ I.
Il est facile à partir des définitions précédentes d’exprimer les normes des opérateurs
de transmission TL(λ) et TR(λ) et des opérateurs de réflexion L(λ) et R(λ) en tant
qu’opérateurs de L2(S2) en termes des coefficients T (λ, n), L(λ, n) et R(λ, n). Pour un
λ ∈ R fixé, on a
‖TL(λ)‖ = ‖TR(λ)‖ = ‖T (λ, n)‖∞,
‖L(λ)‖ = ‖L(λ, n)‖∞, ‖R(λ)‖ = ‖R(λ, n)‖∞. (1.6.1)
Pour reformuler les hypothèses (1.1.10) et (1.1.11) en termes de conditions sur des
normes L2(S2) d’opérateurs, on observe que l’opérateur auto-adjoint |DS2 | agit comme une
multiplication par n sur chaque harmonique sphérique généralisée Ykn de la décomposition
hilbertienne L2(S2,C2) = ⊕(n,k)∈IC2 ⊗ Ykn. On note à nouveau |DS2 | la restriction de
cet opérateur. Ainsi, |DS2 | agit comme une multiplication par n sur chaque harmonique
sphérique généralisée Y 1kn ou Y 2kn des deux décompositions hilbertiennes l = ⊕(n,k)∈IC⊗
Y jkn, j = 1, 2.
Soient λ ∈ R et 0 < B < min(A, A˜). Alors, en utilisant (1.6.1), les hypothèses (1.1.10) et
(1.1.11) pour les coefficients de réflexion peuvent être réécrites sous la forme
(1.1.10) ⇐⇒
∥∥∥e2B|DS2 | (L(λ)− L˜(λ))∥∥∥B(l) = O(1),
et
(1.1.11) ⇐⇒
∥∥∥e2B|DS2 | (R(λ)− R˜(λ))∥∥∥B(l) = O(1).
De même, soitB > max(A, A˜). Alors, l’hypothèse (1.1.15) sur le coefficient de transmission
peut être réécrite sous la forme
(1.1.15) ⇐⇒
∥∥∥e2B|DS2 | (TL(λ)− T˜L(λ))∥∥∥B(l) = O(1),
⇐⇒
∥∥∥e2B|DS2 | (TR(λ)− T˜R(λ))∥∥∥B(l) = O(1).
1.7 Addendum : les coefficients de transmission
Dans [DN11], Theorem 1.1, il est dit que la connaissance des coefficients de transmission
T (λ, n) pour une énergie fixée λ 6= 0 et pour tout n ∈ L où L est un sous-ensemble de
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N? satisfaisant la condition de Müntz
∑
n∈L
1
n
= +∞,
détermine de façon unique la fonction a(x) à translations près. L’ingrédient principal de
la preuve se trouve dans la Proposition 3.13 de [DN11] qui énonce que
"Si T (λ, n) = T˜ (λ, n) pour tout n ∈ L, alors les coefficients de réflexion correspondants
L(λ, n) et L˜(λ, n) (respectivement R(λ, n) et R˜(λ, n)) coïncident à une constante
multiplicative près".
La preuve de ce résultat donnée dans [DN11] est malheureusement incomplète. En réalité,
ce dernier point n’est pas si clair et pourrait même être faux. Nous allons donner dans cet
Addendum quelques idées de ce qui se passe lorsque l’on essaie de déterminer la métrique
à partir du coefficient de transmission T (λ, n). On commence par donner une version
correcte du résultat précédent qui est plus faible que celle énoncée dans la Proposition
3.13 de [DN11].
Proposition 1.7.1. Soient (Σ, σ) et (Σ, σ˜) deux VAHSS dont les métriques dépendent
des fonctions a(x) et a˜(x) satisfaisant les hypothèses (1.1.1) - (1.1.2). Pour une énergie
λ 6= 0 fixée, on considère les familles dénombrables de coefficients de transmission T (λ, n)
et T˜ (λ, n), n ∈ N∗, correspondantes. On considère également un sous-ensemble L de N∗
satisfaisant une condition de Müntz
∑
n∈L
1
n
=∞. Supposons que
T (λ, n) = T˜ (λ, n), ∀n ∈ L.
Alors
T (λ, z) = T˜ (λ, z), ∀z ∈ C.
Supposons de plus que 1κ+ +
1
κ− < 0.
• Si 1κ˜+ +
1
κ˜− < 0, il existe une fraction rationnelle g(z) telle que
L(λ, z) = g(z)L˜(λ, z), ∀z ∈ C.
• Si 1κ˜+ +
1
κ˜− > 0 et
(
a˜−
a+
) iλ
κ+ =
(
a˜+
a−
) iλ
κ− , il existe une fraction rationnelle h(z) telle
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que
L(λ, z) = h(z)R˜(λ, z), ∀z ∈ C.
Démonstration. Par définition des coefficients de transmission et en utilisant [DN11],
Corollary 3.9 et Theorem 3.10, notre hypothèse implique immédiatement que
T (λ, z) = T˜ (λ, z), ∀z ∈ C,
où de façon équivalente
aL1(λ, z) = a˜L1(λ, z), ∀z ∈ C. (1.7.1)
On pose alors f(z) = aL3(λ, z)
z
. En remarquant que aL3(λ, 0) = 0, on voit que f(z) est une
fonction entière paire d’ordre 1 grâce au Lemme 1.3.2. Ainsi, on peut écrire f(z) = g(z2)
où g est une fonction entière d’ordre 12 . En utilisant le Théorème de factorisation de
Hadamard, on obtient l’expression suivante de f
f(z) = Gz2m
∞∏
n=1
(
1− z
2
z2n
)
, (1.7.2)
où 2m est la multiplicité de 0, G est une constante et les zn sont les zéros de f appartenant
à C+ = {z ∈ C, Im(z) > 0 ou Im(z) = 0 et Re(z) > 0} comptés avec multiplicité. De
(1.7.1) et du Lemme 1.3.2, (iii), on déduit que
f(z)f(z¯) = f˜(z)f˜(z¯),
où f˜(z) = a˜L3(λ, z)
z
. Ainsi,
| G |2 z4m
∞∏
n=1
(
1− z
2
z2n
)(
1− z
2
z¯2n
)
= | G˜ |2 z4m˜
∞∏
n=1
(
1− z
2
z˜2n
)(
1− z
2
(¯˜zn)2
)
.
On en déduit que | G |=| G˜ |, m = m˜ et
zn = ±z˜n ou zn = ±¯˜zn, ∀n ∈ N∗. (1.7.3)
Remarque 1.7.2. 1. C’est dans l’Équation (1.7.3) que se trouve l’erreur dans [DN11],
Proposition 3.13., puisque les auteurs affirment que
zn = z˜n, ∀n ∈ N∗.
76
1.7. Addendum : les coefficients de transmission
2. Si Im(zn) > 0, alors on doit avoir
zn = z˜n ou zn = −¯˜zn, ∀n ∈ N∗. (1.7.4)
Ainsi, les zéros zn et z˜n ayant une partie imaginaire positive coïncident à une
conjugaison complexe "-" près.
D’un autre côté, si Im(zn) = 0 et Re(zn) > 0, alors l’égalité
zn = z˜n, (1.7.5)
reste vraie.
Dans certains cas, on peut montrer que les grand zéros zn et z˜n coïncident en utilisant
les asymptotiques de aL3(λ, z) pour z grand dans le plan complexe que l’on rappelle dans
le Lemme suivant.
Lemme 1.7.3. Pour |z| grand dans le plan complexe, on a
aL1(λ, z) = 12pi
(
−κ+a+
) iλ
κ+
(
κ−
a−
)− iλ
κ− Γ(1− ν+)Γ(1− µ−)
(
z
2
)iλ( 1
κ−−
1
κ+
)
×
(
ezA
(
1 +O
(
1
z
))
+ e−zAe
−sg(Im(z))piλ
(
1
κ+
− 1
κ−
) (
1 +O
(
1
z
)))
,
aL3(λ, z) = i2pi
(
−κ+a+
) iλ
κ+
(
κ−
a−
) iλ
κ− Γ(1− ν+)Γ(1− ν−)
(
z
2
)−iλ( 1
κ−+
1
κ+
)
×
(
ezA
(
1 +O
(
1
z
))
+ e−zAe
sg(Im(z))ipi
(
1+iλ
(
1
κ+
+ 1
κ−
)) (
1 +O
(
1
z
)))
,
où sg est la fonction signe.
Démonstration. La preuve de ce Lemme est une conséquence immédiate de (1.3.45) et
(1.3.46) d’après les asymptotiques obtenues dans [FY05], Eqs (3.13)-(3.23).
On déduit du Lemme 1.7.3 les asymptotiques des grand zéros zn ayant une partie
imaginaire positive.
Corollaire 1.7.4. Il existe p ∈ Z tel que pour n grand, on a
zn = i
pi
A
(n+ p)− λpi2A
( 1
κ+
+ 1
κ−
)
+O
( 1
n
)
.
Démonstration. En utilisant (1.3.45), on voit que les zn sont les zéros de la fonction
caractéristique ∆(λ, z). Le résultat découle alors de [FY05], Theorem 3.2.
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On déduit du Corollaire 1.7.4 et de la Remarque précédente qu’il existe N ∈ N suffisam-
ment grand tel que pour tout n > N , on a
zn = z˜n ou zn = −¯˜zn.
Supposons à partir de maintenant que 1κ+ +
1
κ− < 0. On en déduit que les grands
zéros de aL3(λ, z) ayant une partie imaginaire positive sont localisés dans le cadran
I = {z ∈ C, Re(z) > 0, Im(z) > 0}. Par parité, les zéros ayant une partie imaginaire
négative sont localisés dans le cadran III = {z ∈ C, Re(z) < 0, Im(z) < 0}. Puisque les
z˜n ayant une partie imaginaire positive vérifient les asymptotiques du Corollaire 1.7.4,
on obtient la dichotomie suivante.
• Si 1κ˜+ +
1
κ˜− < 0, alors les zéros z˜n ayant une partie imaginaire positive sont localisés
dans le cadran I. Ainsi, en utilisant (1.7.4), on obtient l’existence de N ∈ N tel que
zn = z˜n, ∀n ≥ N. (1.7.6)
En utilisant (1.7.1), le Lemme 1.7.3 et le Corollaire 1.7.4, on obtient dans ce cas
1
κ˜−
− 1
κ˜+
= 1
κ−
− 1
κ+
et 1
κ˜−
+ 1
κ˜+
= 1
κ−
+ 1
κ+
,
ce qui donne
κ˜− = κ−, κ˜+ = κ+.
Ainsi, on utilise (1.7.2) et (1.7.6) pour obtenir
f(z) = G
G˜
N∏
n=1
(
1− z2
z2n
)
(
1− z2
z˜2n
) f˜(z). (1.7.7)
Finalement, on note EN = {n ∈ {1, . . . , N}, zn 6= z˜n et zn 6= −z˜n}. On déduit alors
de (1.7.7) que
f(z) = G
G˜
∏
n∈EN
(
1− z2(¯˜zn)2
)
(
1− z2
z˜2n
) f˜(z). (1.7.8)
On désigne par g(z) la fonction rationnelle
g(z) = G
G˜
∏
n∈EN
(
1− z2(¯˜zn)2
)
(
1− z2
z˜2n
)
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et on obtient finalement
aL3(λ, z) = g(z)a˜L3(λ, z),
et ainsi
L(λ, z) = g(z)L˜(λ, z).
• Si 1κ˜+ +
1
κ˜− > 0, alors les zéros z˜n ayant une partie imaginaire positive sont localisés
dans le cadran II = {z ∈ C, Re(z) < 0, Im(z) > 0}. Ainsi, en utilisant (1.7.4), on
obtient l’existence de N ∈ N tel que
zn = −¯˜zn, ∀n ≥ N. (1.7.9)
En utilisant (1.7.1), le Lemme 1.7.3 et le Corollaire 1.7.4, on obtient dans ce cas
1
κ˜−
− 1
κ˜+
= 1
κ−
− 1
κ+
et 1
κ˜−
+ 1
κ˜+
= − 1
κ−
− 1
κ+
,
ce qui donne
κ˜− = −κ+, κ˜+ = −κ−.
En utilisant à nouveau (1.7.1) ainsi que les asymptotiques de aL1(λ, z) données
dans le Lemme 1.7.3, on obtient alors la condition nécessaire
(
a˜−
a+
) iλ
κ+ =
(
a˜+
a−
) iλ
κ−
.
Ainsi, on utilise (1.7.2) et (1.7.9) pour obtenir
f(z) = G
G˜
N∏
n=1
(
1− z2
z2n
)
(
1− z2(¯˜zn)2
) f˜(z¯). (1.7.10)
Finalement, on note FN = {n ∈ {1, . . . , N}, zn 6= ¯˜zn et zn 6= −¯˜zn}. On déduit alors
de (1.7.10) que
f(z) = G
G˜
∏
n∈FN
(
1− z2
z˜2n
)
(
1− z2(¯˜zn)2
) f˜(z¯). (1.7.11)
En désignant par h(z) la fonction rationnelle
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h(z) = G
G˜
∏
n∈FN
(
1− z2
z˜2n
)
(
1− z2(¯˜zn)2
) ,
on obtient finalement
aL3(λ, z) = h(z)a˜L3(λ, z¯) = h(z)a˜L2(λ, z),
et donc
L(λ, z) = −h(z)R˜(λ, z).
Ceci achève notre preuve de la Proposition.
Même dans le cas où les coefficients de réflexion L(λ, z) et L˜(λ, z) (respectivement R(λ, z)
et R˜(λ, z)) coïncident à une fraction rationnelle près dans la variable z, on ne peut pas
conclure au résultat énoncé dans [DN11], c’est-à-dire à l’égalité des fonctions a(x) et a˜(x)
à une translation près. Cette question reste à ce jour ouverte et on peut conjecturer que
la réponse est négative. On renvoie à la dernière Section de [DKN14] pour plus de détails
sur ce point dans un modèle similaire et plus général. On peut malgré tout démontrer le
résultat plus faible suivant.
Proposition 1.7.5. Soient (Σ, σ) et (Σ, σ˜) deux VAHSS. Supposons que
1
κ+
+ 1
κ−
< 0 et 1
κ˜+
+ 1
κ˜−
< 0.
Soit L un sous-ensemble de N tel que
∑
n∈L
1
n
=∞. Supposons que
T (λ, n) = T˜ (λ, n), ∀n ∈ L.
Supposons également que
L(λ, k) = L˜(λ, k), (1.7.12)
pour un nombre fini mais assez grand (nombre qui dépend des métriques σ et σ˜) d’indices
k ∈ N. Alors il existe une constante α ∈ R telle que
a˜(x) = a(x+ α).
Par conséquent, les deux VAHSS (Σ, σ) et (Σ, σ˜) coïncident à isométrie près.
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Démonstration. D’après la Proposition 1.7.1, on sait qu’il existe une fonction rationnelle
g(z) telle que
L(λ, z) = g(z)L˜(λ, z).
De (1.7.12), on déduit que g(z) = 1 pour tout z ∈ C et on achève donc la preuve de la
Proposition en utilisant [DN11], Theorem 1.1.
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Problème inverse dans des trous
noirs
Dans ce chapitre reprenant l’article [Gob15], on considère des champs de Dirac massifs et
chargés se propageant dans la région extérieure d’un trou noir de type Reissner-Nordström-
de Sitter. On montre alors que les paramètres d’un tel trou noir sont déterminés de façon
unique par la connaissance partielle de la matrice de diffusion correspondante S(λ) à
une énergie fixée λ. Plus précisément, on considère les matrices de diffusion partielles
S(λ, n), où λ ∈ R est l’énergie et n ∈ N? désigne le moment angulaire, comme étant les
restrictions de la matrice de diffusion totale sur une base bien choisie d’harmoniques
sphériques. On prouve alors que la connaissance des matrices de diffusion partielles
S(λ, n), pour tout n ∈ L, où L est un sous-ensemble de N? satisfaisant la condition de
Müntz ∑n∈L 1n = +∞, nous permet de retrouver la masse et la charge du trou noir ainsi
que la constante cosmologique de l’univers. L’argument principal de la preuve consiste à
complexifier le moment angulaire n et à étudier les propriétés d’analyticité des données
de diffusion - qui n’ont plus de sens physique - en la variable complexe z.
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2.1 Introduction et résultat principal
La Relativité Générale à été introduite par Albert Einstein en 1915 et est l’une des
plus belles et des plus importantes théories du vingtième siècle. Cette théorie prédit
l’existence des trous noirs qui font l’objet de ce chapitre. Bien qu’ils soient des objets
difficiles à étudier d’un point de vue astrophysique, ils sont en réalité assez simples à
étudier en théorie. En effet, ils dépendent seulement de quelques paramètres (voir par
exemple [Heu96] et [LR10] pour des trous noirs à symétrie sphérique et [Wal84] pour des
trous noirs en rotation) : leur masse, leur charge électrique, leur moment angulaire et
potentiellement la constante cosmologique de l’univers. La théorie de la diffusion directe
et inverse dans les trous noirs est un sujet de premier intérêt. La diffusion directe pour des
trous noirs de type Schwarzschild (statiques, non chargés et à symétrie sphérique), de type
Reissner-Nordström-(de Sitter) (statiques, chargés et à symétrie sphérique) et de type
Kerr (non chargés et en rotation) a été étudiée par exemple par Bachelot, Dimock, Kay,
Nicolas, Jin, Melnik et Häfner dans [Bac91, Bac94, Dim85, DK86, Nic95, Jin98, Mel00,
Mel03, Häf03, HN04]. Entre autres raisons, ces études ont été motivées par la découverte
de phénomènes inattendus tels que l’effet Hawking et le phénomène de superradiance. On
renvoie par exemple aux travaux de Bachelot [Bac97, Bac99], Häfner [Häf09] et Melnyk
[Mel04] pour une application des résultats de diffusion à l’effet Hawking. Concernant la
diffusion inverse dans des trous noirs de type Reissner-Nordström-(de Sitter), notre étude
est dans lignée des articles de Daudé et Nicoleau [DN08, DN09, DN10, DN11].
Ce travail est donc une suite des contributions [DN08, DN09, DN10, DN11] et traite
des trous noirs de type Reissner-Nordström-de Sitter. Ces trous noirs sont des solutions
électriquement chargées et à symétrie sphérique des équations de Einstein-Maxwell qui
sont complètement caractérisées par trois paramètres : la masse M > 0 et la charge
électrique Q ∈ R du trou noir ainsi que la constante cosmologique de l’univers Λ > 0.
L’objet de ce chapitre est l’étude d’un problème de diffusion inverse dans un trou noir de
type RN-dS dont les paramètres sont les inconnues. En réalité, nous allons montrer au
cours de la preuve que nous sommes capables de retrouver plus que ces paramètres.
Dans l’étude de la théorie de la diffusion dans un trou noir nous devons composer
avec deux régions asymptotiques. En effet, on adopte le point de vue d’un observateur
situé loin de l’horizon cosmologique et de l’horizon des événements et statique par
rapport à ces horizons. Il est connu qu’un tel observateur perçoit les horizons comme des
régions asymptotiques. Ainsi, nous devons voir les trous noirs de type RN-dS comme des
ensembles à symétrie sphérique avec deux bouts ayant une géométrie asymptotiquement
hyperbolique (l’horizon cosmologique et l’horizon des événements). La question que nous
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posons est alors la suivante :
Existe-t-il un moyen de caractériser de façon unique les paramètres du trou noir par une
expérience de diffusion inverse du point de vue de l’observateur statique ?
Pour reformuler notre problématique on introduit les opérateurs d’ondes associés à des
champs de Dirac massifs et chargés évoluant dans la région extérieure du trou noir. On
désigne par W±(−∞) les opérateurs d’ondes correspondant à la partie des champs de Dirac
massifs et chargés qui diffusent vers l’horizon des événements et par W±(+∞) les opérateurs
d’ondes correspondant à la partie de ces champs qui diffusent vers l’horizon cosmologique.
Grâce à [Dau10, Mel04] on sait que les opérateurs d’ondes globaux qui sont définis par
W± = W±(−∞) ⊕W±(+∞), (2.1.1)
existent et sont asymptotiquement complets sur l’espace de Hilbert des données de
diffusion. Ceci permet de définir l’opérateur de diffusion global S par la formule usuelle
S = (W+)?W−.
L’opérateur de diffusion est l’objet principal de ce chapitre. Il contient toutes les in-
formations de diffusion pour un observateur vivant loin des horizons d’un trou noir de
type RN-dS. On définit alors la matrice de diffusion S(λ) comme étant la restriction de
l’opérateur de diffusion S à un niveau d’énergie λ ∈ R. Grâce à cette définition, on peut
reformuler notre question principale :
Est-ce-que la connaissance de S(λ) à une énergie λ ∈ R fixée est une information
suffisante pour caractériser de façon unique les paramètres du trou noir ?
Le but de ce chapitre est donc de montrer que les paramètres M , Q et Λ sont caractérisés
de façon unique par la connaissance de la matrice de diffusion à une énergie fixée et plus
précisément, par la connaissance d’un des coefficients de réflexion à une énergie fixée.
Dans les faits, on récupère plus que les paramètres du trou noir puisque l’on montre
l’unicité (à un certain difféomorphisme près) de certaines fonctions scalaires apparaissant
dans l’équation de Dirac. Notons enfin que, contrairement à [DN10], on n’a pas besoin
de la connaissance de la matrice de diffusion sur un intervalle d’énergie mais seulement à
une énergie fixée pour retrouver la métrique du trou noir. Notre résultat est ainsi une
adaptation au cas des champs de Dirac massifs et chargés du résultat similaire donné dans
[DN11] et rappelé dans le Théorème 1.1.1 pour des champs de Dirac non massifs et non
chargés. Nous verrons que l’ajout, physiquement intéressant, d’un terme de masse rend
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plus difficile la définition de la matrice de diffusion et ajoute des difficultés techniques
dans la preuve de notre Théorème.
2.1.1 Trous noirs de type Reissner-Nordström-de Sitter
Dans les coordonnées de Schwarzschild, la région extérieure d’un trou noir de type RN-dS
est décrite par la variété de dimension quatre
M = Rt×]r−, r+[r×S2ω,
équipée de la métrique lorentzienne
g = gµνdxµdxν = F (r)dt2 − F (r)−1dr2 − r2dω2, (2.1.2)
où
F (r) = 1− 2M
r
+ Q
2
r2
− Λr
2
3 , (2.1.3)
et dω2 = dθ2 + sin(θ)2dϕ2 est la métrique euclidienne sur la sphère S2. Les trous noirs de
type Reissner-Nordström-de Sitter (RN-dS) sont des solutions électriquement chargées et
à symétrie sphérique des équations d’Einstein
Gµν = 8piTµν ,
où Gµν est le tenseur d’Einstein, Tµν est le tenseur énergie-impulsion,
Tµν =
1
4pi (FµρF
ρ
ν −
1
4gµνFρσF
ρσ),
où Fµν est la 2-forme électromagnétique, solution des équations de Maxwell ∇µFνρ = 0,
∇[µFνρ] = 0 et donnée ici en termes du potentiel électromagnétique par Fµν = ∇[µAν],
Aνdx
ν = −Qr dt. Les quantités M et Q sont interprétées comme étant la masse et la
charge du trou noir de type RN-dS alors que Λ > 0 désigne la constante cosmologique
de l’univers. Ces quantités seront les inconnues que l’on cherchera à déterminer lors de
notre problème inverse.
Étudions les singularités de la métrique g. Pour commencer, F est singulière au point
{r = 0}. Il s’agit d’une singularité de courbure ce qui veut dire que la contraction du
tenseur de Riemann explose lorsque r → 0. Ensuite, les sphères dont les rayons sont
les racines de F sont également des singularités de la métrique g (le coefficient F−1 de
la métrique g explose dans ce cas). On suppose ici que la fonction F (r) possède trois
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racines positives simples 0 < rc < r− < r+ et une négative rn < 0. Ceci est toujours vrai
si l’on suppose, par exemple, que Q2 < 98M2 et que ΛM2 est assez petit (voir [Lak79]).
L’hypersurface {r = rc} est appelée l’horizon de Cauchy alors que les hypersurfaces
{r = r−} et {r = r+} désignent, respectivement, l’horizon des événements et l’horizon
cosmologique. On considérera uniquement la région extérieure du trou noir, i.e. la région
{r− < r < r+} se situant entre l’horizon des événements et l’horizon cosmologique (la
fonction F est positive dans cette région). En réalité, l’horizon des événements et l’horizon
cosmologique qui apparaissent comme étant des singularités de la métrique (2.1.2) sont
dues à notre mauvais choix de système de coordonnées. En utilisant des coordonnées
appropriées, ces horizons peuvent être vues comme des hypersurfaces régulières qui
peuvent être traversés en un sens mais requiert une vitesse plus grande que la vitesse de
la lumière pour être traversées dans l’autre sens.
Comme mentionné précédemment, le point de vue implicitement adopté dans ce travail
est celui d’observateurs statiques situés loin de l’horizon des événements et de l’horizon
cosmologique du trou noir. On pense typiquement à un télescope situé sur Terre dirigé
vers le trou noir où vers l’horizon cosmologique. On voit ces observateurs comme vivant
sur les lignes d’univers {r = r0} avec r−  r0  r+. La variable t des coordonnées de
Schwarzschild correspond à leur temps propre. Du point de vue de nos observateurs, il est
important de comprendre que l’horizon des événements et l’horizon cosmologique sont les
frontières du monde observable. Ceci peut être plus facilement compris en notant que ces
horizons ne peuvent en réalité pas être traversés en un temps fini t par des géodésiques
radiales entrantes et sortantes qui sont les trajectoires suivies par les rayons lumineux
se déplaçant radialement par rapport au trou noir et à l’horizon cosmologique. Ces
deux horizons sont ainsi perçus comme des régions asymptotiques par nos observateurs
statiques. En résumé, on peut moralement se représenter un trou noir par le schéma
suivant :
Figure 2.1 – Trou noir
87
Chapitre 2. Problème inverse dans des trous noirs
Au lieu de travailler avec la variable radiale r, on décrit la région extérieure du trou noir
en utilisant la variable radiale de Regge-Wheeler (RW). La variable de RW, x, est définie
implicitement par
dx
dr
= F−1(r),
ou explicitement par
x = 12κn
ln(r − rn) + 12κc ln(r − rc) +
1
2κ−
ln(r − r−) + 12κ+ ln(r+ − r) + C, (2.1.4)
où C est une constante d’intégration et les quantités κj , j = n, c,−,+ sont définies par
κn =
1
2F
′(rn), κc =
1
2F
′(rc), κ− =
1
2F
′(r−), κ+ =
1
2F
′(r+). (2.1.5)
Les constantes κ− > 0 et κ+ < 0 sont appelées les gravités de surfaces respectivement de
l’horizon des événements et de l’horizon cosmologique. On remarque sur (2.1.4) que les
horizons {r = r±} sont envoyés aux infinis {x = ±∞} par la variable de RW, x. De plus,
on peut montrer que, dans ce nouveau système de coordonnées, les géodésiques radiales
deviennent des lignes droites {x = ±t} dans le plan t− x. Ainsi, la variable radiale de
RW traduit en pratique le fait que l’horizon des événements et l’horizon cosmologique
soient perçus comme des régions asymptotiques par nos observateurs.
Enfin, on insiste sur la présence d’une constante d’intégration C dans la définition de x.
L’importance d’une telle constante est expliquée dans [DN13], Section 4.1.5, Proposition
4.12. Dans cette Proposition, il est montré qu’il y a une dépendance de la matrice
de diffusion par rapport au choix de la constante d’intégration C. Puisque la région
extérieure d’un trou noir de type RN-dS peut être décrite de façon unique par n’importe
quel choix de la variable de Regge-Wheeler x, on devrait donner toutes les formes possibles
des matrices de diffusion dans notre résultat principal. Cependant, dans un soucis de
simplicité, on prend C = 0 dans notre étude (le cas C 6= 0 peut être traité de la même
façon en utilisant la dépendance explicite en C de la matrice de diffusion donnée dans
[DN13]).
2.1.2 Matrice de diffusion et présentation du résultat
Comme dans [DN10], on considère des champs de Dirac massifs et chargés se propageant
dans la région extérieure d’un trou noir de type RN-dS. La théorie de la diffusion pour
de tels champs a fait l’objet des articles [Dau10, Mel04]. Nous allons utiliser la forme de
l’équation de Dirac obtenue dans ces travaux comme point de départ de notre étude. On
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renvoie à la Section 2.2 pour plus de détails.
Les champs de Dirac massifs et chargés considérés sont représentés par des spineurs à
quatre composantes ψ appartenant à l’espace de Hilbert
L2(R× S2;C4),
qui satisfont l’équation d’évolution
i∂tψ = (Γ1Dx + a(x)DS2 + b(x)Γ0 + c(x))ψ. (2.1.6)
Le symbole Dx désigne −i∂x alors que DS2 désigne l’opérateur de Dirac sur S2 qui, en
coordonnées sphériques, prend la forme,
DS2 = −iΓ2
(
∂θ +
cot(θ)
2
)
− isin(θ)Γ
3∂ϕ. (2.1.7)
Les potentiels a, b et c sont des fonctions scalaires lisses données en termes de la métrique
(2.1.2) par
a(x) =
√
F (r)
r
, b(x) = m
√
F (r) et c(x) = qQ
r
, (2.1.8)
où m et q désignent respectivement la masse et la charge des champs de Dirac. On
insiste sur le fait que les quantités m et q sont connues. En effet, les quantités que l’on
cherche à déterminer lors de notre problème inverse et qui sont donc a priori inconnues
sont M , Q et Λ. Enfin, les matrices Γ1, Γ2, Γ3 et Γ0 apparaissant dans (2.1.6) et (2.1.7)
sont les matrices de Dirac 4 × 4 qui vérifient des relations d’anti-commutativité (voir
(2.2.3)). L’Équation (2.1.6) est à symétrie sphérique et peut par conséquent être séparée
en un système d’équations différentielles ordinaires. Nous allons montrer que la diffusion
stationnaire est gouvernée par une famille dénombrable d’équations de Dirac stationnaires
unidimensionnelles qui prennent la forme :(
Γ1Dx −
(
l + 12
)
a(x)Γ2 + b(x)Γ0 + c(x)
)
ψ(x, λ, l) = λψ(x, λ, l), (2.1.9)
et qui sont les restrictions de l’équation complète sur une base d’harmoniques sphériques
spinorielles à poids bien choisies (indexée par l = 12 ,
3
2 , ...) et invariantes pour l’équation
complète. Ici λ désigne l’énergie des ondes considérées et n := l + 12 ∈ N? est appelé le
moment angulaire.
Concernant les potentiels, on sait d’après [DN10] que a(x), b(x), a′(x), b′(x) = O(eκ±x),
c(x) = O(1) et c′(x) = O(e2κ±x) lorsque x→ ±∞ (voir le Lemme 2.2.1 pour des asymp-
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totiques précises). Faisons quelques remarques à propos de ces asymptotiques. D’un côté,
bien que les champs de Dirac soient massifs, ils se propagent asymptotiquement comme
dans le cas sans masse puisque b(x) → 0 lorsque x → ±∞. Ceci est dû aux effets de
l’intense gravitation au voisinage de l’horizon des événements et de l’horizon cosmolo-
gique du trou noir. D’un autre côté, il subsiste dans les asymptotiques une influence
de l’interaction entre les charges électriques q et Q puisque le potentiel c(x) satisfait
c(x)→ c± quand x→ ±∞. En réalité, nous allons montrer plus tard que l’on peut se
ramener au cas usuel d’une équation de Dirac unidimensionnelle avec un potentiel L1 à
l’aide d’une transformation unitaire.
Comme nous l’avons déjà dit dans l’introduction, l’existence et la complétude asymp-
totique des opérateurs d’ondes globaux associés à (2.1.9) définis pour tout moment
angulaire n ∈ N∗ par
W±n = W±n,(−∞) ⊕W±n,(+∞),
prouvées dans [Dau10, Mel04], permettent de définir l’opérateur de diffusion S(n) sur
chaque harmonique sphérique par la formule usuelle
S(n) = (W+n )?W−n .
De plus, cet opérateur peut être décomposé sous la forme
S(n) =
(
TL(n) R(n)
L(n) TR(n)
)
,
où les deux premiers termes TR(n) et TL(n) sont des opérateurs de transmission alors
que les deux derniers L(n) et R(n) sont des opérateurs de réflexion.
Comme nous le verrons dans la Section 2.3.1, on peut obtenir une représentation sta-
tionnaire de l’opérateur de diffusion S(n) en une somme directe de matrices de diffusion
partielles S(λ, n). Puisque l’on sépare l’équation de Dirac complète en une famille dénom-
brable d’équations de Dirac stationnaires unidimensionnelles qui sont les restrictions de
l’équation complète sur une base d’harmoniques sphériques bien choisie, on peut définir
la matrice de diffusion globale par
S(λ) =
⊕
n∈N?
S(λ, n),
où
S(λ, n) =
(
TL(λ, n) R(λ, n)
L(λ, n) TR(λ, n)
)
.
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De plus, il est important d’avoir à l’esprit que la connaissance de la matrice de diffusion
S(λ) est équivalente à la connaissance des matrices de diffusion partielles S(λ, n) pour
tout n ∈ N?.
Moralement, le résultat principal de ce chapitre énonce que la connaissance de la
matrice de diffusion S(λ) à une énergie fixée λ ∈ R détermine de façon unique la masse
M et la charge Q du trou noir ainsi que la constante cosmologique de l’univers Λ. Plus
précisément, il suffit de connaître un des opérateurs de réflexion partiels L(λ, n), R(λ, n)
à une énergie fixée λ sur un sous-ensemble L ⊂ N? satisfaisant la condition de Müntz∑
n∈L
1
n =∞ pour obtenir l’unicité des paramètres M , Q et Λ. Le résultat principal de
ce chapitre est ainsi le suivant :
Théoreme 2.1.1. Soient (M,Q,Λ) et (M˜, Q˜, Λ˜) les paramètres de deux trous noirs
de type RN-dS. On désigne par S(λ, n) et S˜(λ, n) les matrices de diffusion partielles
correspondantes à une énergie fixée λ ∈ R. On considère un sous-ensemble L de N?
satisfaisant la condition de Müntz ∑n∈L 1n = ∞ et on suppose qu’à une énergie fixée
λ ∈ R l’une des assertions suivantes est satisfaite,
(i) L(λ, n) = L˜(λ, n), ∀n ∈ L,
(ii) R(λ, n) = R˜(λ, n), ∀n ∈ L.
Alors, il existe un difféomorphisme ψ : R→ R tel que
c(ψ(x))− λ
a(ψ(x)) =
c˜(x)− λ
a˜(x) et
b(ψ(x))
a(ψ(x)) =
b˜(x)
a˜(x) .
Par conséquent, on obtient
M = M˜, Q = Q˜, Λ = Λ˜.
Remarque 2.1.2. 1. La différence entre ce modèle et celui de la Section 1.5 réside
dans l’ajout des termes de masse et de charge. Le présence de ces termes a, comme
nous le verrons dans les différentes Remarques de la Section 2.1.3, de nombreuses
répercutions techniques dans notre preuve. En effet, bien que l’idée de notre preuve
soit très proche de celle donnée dans [DN11] nous devrons composer avec plusieurs
difficultés dues à la masse et la charge.
2. La question de déterminer les paramètres M , Q et Λ à partir du coefficient de
transmission à une énergie fixée est toujours ouverte.
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3. Il est suffisant pour prouver notre résultat d’unicité de supposer que les coefficients
de réflexion sont connus à une erreur O(e−2nB), pour un B ∈]0,min(A, A˜)[, près.
En effet, on peut utiliser l’idée de [DGN13], qui a fait l’objet de notre premier
chapitre, dans lequel on a prouvé un résultat de diffusion inverse local à énergie
fixée pour des variétés asymptotiquement hyperboliques et à symétrie sphérique.
4. Il est également suffisant pour prouver notre résultat de supposer que les coefficients
de réflexion sont connus à une matrice unitaire constante près. En effet, dans
la preuve du résultat d’unicité sous la connaissance du coefficient de réflexion R
(voir la Section 2.6.3), on se ramène à ce cas et on conclut à l’aide d’une légère
modification technique.
5. On insiste sur le fait que, dans la preuve de notre Théorème, on commence par
obtenir, sans utiliser la forme explicite des potentiels, les égalités
c− λ
a
(h(X)) = c˜− λ
a˜
(h˜(X)), b
a
(h(X)) = b˜
a˜
(h˜(X))
(voir la Section suivante pour la définition de la variable de Liouville X et des
difféomorphismes h et h˜). Alors, grâce à la définition explicite des potentiels, on
obtient l’égalité des paramètres. On observe également que, si l’on suppose l’égalité
des matrices de diffusion partielles à deux énergies fixées (potentiellement pour des
ensembles de Müntz différents), on peut conclure à l’unicité des potentiels a, b et c
à un certain difféomorphisme près sans utiliser leur définitions explicites.
6. Contrairement à [DN11], le cas de l’énergie nulle n’est pas une obstruction pour
notre problème inverse si on suppose que la charge électrique des champs de Dirac
n’est pas nulle.
7. Contrairement au cas sans masse et sans charge, on détermine exactement la charge
et non pas le carré de la charge. Ceci est dû à la présence du potentiel de type
électrique c.
2.1.3 Aperçu de la preuve
La preuve du Théorème 2.1.1 est constituée de trois étapes que nous allons décrire ici.
La première étape de la preuve consiste à obtenir une représentation stationnaire
des matrices de diffusion partielles en suivant l’analyse de [AKvdM00]. Pour ce faire,
on commence par se débarrasser du potentiel à longue portée c dans l’expression des
opérateurs de Dirac stationnaires unidimensionnels (2.1.7) dans le but d’obtenir un
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nouvel opérateur de Dirac avec un potentiel à courte portée. Ce nouvel opérateur entre
alors dans le cadre usuel de la théorie de diffusion inverse pour les opérateurs de Dirac
unidimensionnels étudiés dans [AKvdM00]. On conjugue donc l’opérateur autoadjoint
unidimensionnel
H = Γ1Dx − na(x)Γ2 + b(x)Γ0 + c(x),
par un opérateur unitaire bien choisi U défini par
U = e−iΓ1C−(x), C−(x) =
∫ x
−∞
(c(s)− c−) ds+ c−x.
On considère ainsi,
A = U?HU,
qui peut être écrit comme
A = Γ1Dx +W (x),
où
W (x) = eiΓ1C−(x)(na(x)Γ2 + b(x)Γ0)e−iΓ1C−(x).
Grâce aux asymptotiques des potentiels, on voit que W est exponentiellement décroissant
près des horizons et appartient donc à L1(R). Ainsi, ce nouvel opérateur A entre dans
le cadre de l’article [AKvdM00] et on peut donc définir de façon simple les données
de diffusion correspondantes. En suivant [AKvdM00], on obtient que les matrices de
diffusion partielles Sˆ(λ, n) sont définies en termes de solutions stationnaires ayant des
asymptotiques prescrites à l’infini, appelées les fonctions de Jost. On introduit donc les
matrices 4× 4, FˆL et FˆR solutions de l’équation
Aψ(x, λ, n) = λψ(x, λ, n), (2.1.10)
et ayant les asymptotiques
FˆL(x, λ, n) = eiΓ
1λx(I4 + o(1)), x→ +∞, (2.1.11)
FˆR(x, λ, n) = eiΓ
1λx(I4 + o(1)), x→ −∞, (2.1.12)
où I4 désigne la matrice identité. Les solutions de Jost forment un système fondamental
de solutions de (2.1.10). Par conséquent, il existe une matrice 4× 4, AˆL(λ, n), dépendant
uniquement de l’énergie et du moment angulaire n telle que les solutions de Jost soient
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reliées par
FˆL(x, λ, n) = FˆR(x, λ, n)AˆL(λ, n). (2.1.13)
De façon similaire, on définit la matrice 4× 4, AˆR(λ, n), par
FˆL(x, λ, n)AˆR(λ, n) = FˆR(x, λ, n). (2.1.14)
Les coefficients des matrices AˆL et AˆR contiennent toutes les informations de diffusion
de l’Équation (2.1.10). En particulier, en utilisant les notations
AˆL(λ, n) =
(
AˆL1(λ, n) AˆL2(λ, n)
AˆL3(λ, n) AˆL4(λ, n)
)
, AˆR(λ, n) =
(
AˆR1(λ, n) AˆR2(λ, n)
AˆR3(λ, n) AˆR4(λ, n)
)
, (2.1.15)
où les blocs AˆLj et AˆRj sont des matrices 2× 2, les matrices de diffusion partielles Sˆ(λ, n)
sont alors définies par
Sˆ(λ, n) =
(
TˆL(λ, n) Rˆ(λ, n)
Lˆ(λ, n) TˆR(λ, n)
)
, (2.1.16)
où (voir [AKvdM00], eqs. (3.6)-(3.7))
TˆL(λ, n) = AˆL1(λ, n)−1, TˆR(λ, n) = AˆR4(λ, n)−1, (2.1.17)
Lˆ(λ, n) = AˆL3(λ, n)AˆL1(λ, n)−1 = −AˆR4(λ, n)−1AˆR3(λ, n) (2.1.18)
et
Rˆ(λ, n) = −AˆL1(λ, n)−1AˆL2(λ, n) = AˆR2(λ, n)AˆR4(λ, n)−1. (2.1.19)
Remarque 2.1.3. On insiste sur le fait que les champs de Dirac étudiés dans ce chapitre
sont massifs et électriquement chargés. Ceci entraîne des complications techniques par
rapport au cas des champs de Dirac étudiés dans [DN11]. Pour commencer, les données
de diffusion AˆLj(λ, n), dans le cas sans masse et sans charge, sont des nombres complexes
et non pas des matrices 2× 2. De même, les fonctions de Jost sont des matrices 2× 2
et non pas des matrices 4× 4. Ceci est dû au fait que l’ajout du terme de masse nous
empêche d’utiliser les spineurs à deux composantes pour décrire les champs de Dirac.
Cependant, si l’on prend m = q = 0 dans notre étude, on peut découpler les quatre
composantes de nos spineurs de Dirac en deux spineurs de Dirac à deux composantes
satisfaisant l’équation de Dirac sans masse de [DN11], Equation (1.7). Nous allons ainsi
retrouver les résultats de [DN11] comme cas particuliers de notre résultat.
La seconde étape de la preuve est la plus importante. En effet, comme dans [DN11],
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l’idée principale de ce chapitre est de complexifier le moment angulaire n = l + 12 et
d’étudier les propriétés d’analyticité des données de diffusion correspondantes (qui n’ont
pas de sens physique) par rapport à la variable z = n ∈ C. L’idée générale de considérer
un moment angulaire complexe provient d’un travail de Regge [Reg59] dans lequel l’auteur
analyse la matrice de diffusion d’opérateurs de Schrödinger dans R3 ayant des potentiels
à symétrie sphérique (voir aussi [New02, CM69] pour une description détaillée de cette
approche). Pour pouvoir appliquer des résultats d’unicité, valident pour certaines classes
de fonctions analytiques, aux données de diffusion, on a besoin de bonnes asymptotiques
des fonctions de Jost lorsque le moment angulaire z devient grand.
Remarque 2.1.4. Nous n’avons en réalité pas besoin des asymptotiques pour z grand
dans tout le plan complexe. En effet, il est suffisant pour prouver le Théorème 2.1.1
d’avoir de bonnes estimations sur l’axe réel et l’axe imaginaire pur. Cependant, il n’est pas
beaucoup plus dur d’obtenir des asymptotiques sur tout C. On espère que ces asymptotiques
pourront être utiles dans des travaux futurs.
Remarque 2.1.5. La présence du terme de masse a une conséquence fondamentale dans
l’étude des asymptotiques des composantes des matrices de Jost. Plus précisément, il est
montré dans le cas sans masse (voir [DN11]) que les composantes des matrices de Jost
possèdent un développement en série en la variable z et vérifient des EDOs découplées. À
partir de ces EDOs, il est facile de montrer que ce sont des perturbations de fonctions
de Bessel modifiées dont on connaît les asymptotiques. Dans le cas massif et chargé que
nous étudions ici, les composantes des matrices de Jost satisfont des systèmes d’EDOs
ce qui rend l’analyse plus complexe. Néanmoins, en utilisant un argument perturbatif
et de bonnes estimations du noyau de Green, on peut montrer que les composantes des
matrices de Jost sont encore des perturbations des fonctions de Bessel modifiées à partir
desquelles on obtient les asymptotiques recherchées.
La présence du terme de masse a également des conséquences sur les symétries des
données de diffusion. En effet, comme cela est montré dans [DN11] dans le cas sans
masse (voir Lemma 3.1 et Lemma 3.3), les composantes des matrices de Faddeev (voir la
Section 2.3 pour la définition) sont paires ou impaires en la variable z et il y a une relation
de conjugaison entre la première et la quatrième composantes, et entre la seconde et la
troisième composantes. De telles propriétés sont également vraies pour les coefficients de
la matrice des données de diffusion. Ces symétries ne sont plus vraies dans le cas des
champs de Dirac massifs et chargés. Par conséquent, nous allons régulièrement devoir
recourir à des stratégies différentes pour prouver les résultats correspondants à ceux de
[DN11]. Cependant, puisque pour z grand, le terme principal du potentiel est za(x), la
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masse n’a pas d’influence dans ce régime. On s’attend donc à retrouver les symétries
données dans [DN11] dans les asymptotiques des données de diffusion lorsque |z| → ∞.
Comme énoncé dans la Remarque précédente, la première étape pour obtenir les asympto-
tiques consiste à montrer que les composantes des fonctions de Jost sont des perturbations
de fonctions de Bessel modifiées. Pour ce faire, il est pratique d’introduire une nouvelle
variable radiale X définie par une transformation de Liouville
X = g(x) =
∫ x
−∞
a(s) ds. (2.1.20)
On note que g est un difféomorphisme de R sur ]0, A[ où A =
∫
R a(s) ds. On désigne alors
par h l’inverse de cette transformation. La raison pour laquelle on introduit une telle
variable réside dans le fait que l’on peut montrer que les composantes FLi,j(h(X), λ, z)
et FRi,j(h(X), λ, z) des matrices de Jost satisfont dans cette variable des systèmes
d’équations différentielles du second ordre de la forme
f ′′(X) + q(X)f(X) = z2f(X) + r(X), X ∈]0, A[. (2.1.21)
Dans cette équation, le potentiel q(X) possède des singularités quadratiques aux bords
0 et A alors que r(X) est le terme de couplage entre les composantes des fonctions
de Jost et est borné aux bords. On note que le moment angulaire (ou la constante de
couplage) z = l + 12 est devenu le paramètre spectral de la partie découplée de cette
nouvelle équation. En utilisant un argument perturbatif, on peut alors montrer que les
composantes des fonctions de Jost sont des perturbations de fonctions de Bessel modifiées
bien choisies et ainsi obtenir leur asymptotiques. Finalement, on obtient des estimations
sur les composantes des fonctions de Jost du type |FLi,j/Ri,j(X,λ, z)| ≤ Ce|Re(z)|X .
Remarque 2.1.6. Cette dernière étape est une conséquence de la différence fondamentale
avec le cas sans masse. En effet, grâce aux symétries, il n’est pas difficile dans [DN11]
de prouver que les composantes des fonctions de Jost sont majorées par e|Re(z)|X (voir
Lemma 3.4). Cependant, dans notre étude il n’y a pas de symétrie (à cause du terme
de masse) et il est plus difficile d’obtenir ces estimations. Malgré tout, il est plutôt
simple de prouver que les composantes des fonctions de Jost sont majorées par e|z|X . De
plus, en utilisant une formule de Duhamel généralisée et des estimations précises des
fonctions de Bessel modifiées, on peut prouver que les composantes des fonctions de Jost
sont bornées sur iR. Ces informations nous permettent alors, à l’aide du Théorème de
Phragmén-Lindelöf (voir [Boa54], Theorem 1.4.2), d’obtenir les estimations voulues.
Grâce à ces estimations, on obtient que ces composantes appartiennent à une classe de
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fonctions analytiques appelée classe de Nevanlinna. On définit la classe de Nevanlinna
N(Π+) comme étant l’ensemble des fonctions analytiques f(z) sur le demi-plan de droite
Π+ = {z ∈ C : Re(z) > 0} satisfaisant
sup
0<r<1
∫ pi
−pi
ln+
∣∣∣∣∣f
(
1− reiϕ
1 + reiϕ
)∣∣∣∣∣ dϕ <∞,
où ln+(x) = ln(x) si ln(x) ≥ 0 et ln+(x) = 0 si ln(x) < 0. On utilise ce type de fonctions
car elles sont déterminées de façon unique par leurs valeurs sur n’importe quel sous-
ensemble L ⊂ N? satisfaisant la condition de Müntz ∑n∈L 1n = ∞ (voir par exemple
[Ram99] et [Rud87]). Ainsi, avec un peu de travail, on conclut alors que l’égalité entre
les coefficients de réflexion n’est pas seulement vraie pour les entiers n ∈ N∗, mais en
réalité pour presque tout z dans le plan complexe (exceptés les pôles des coefficients
de réflexion). On élargit ainsi considérablement l’information à notre disposition pour
déterminer la métrique du trou noir.
La dernière étape pour conclure la preuve du Théorème 2.1.1 s’appuie sur une idée
empruntée à [FY05]. Considérons deux trous noirs ayant respectivement pour paramètres
M , Q, Λ et M˜ , Q˜, Λ˜. On ajoute un signe “∼” aux quantités correspondant au trou noir
ayant pour paramètres M˜ , Q˜ et Λ˜. En utilisant les asymptotiques des composantes de la
matrice AˆL(λ, z), on commence par prouver que
A =
∫
R
a(s) ds =
∫
R
a˜(s) ds = A˜.
On définit ainsi, pour X ∈]0, A[, une fonction à valeurs matricielles P (X,λ, z) faisant le
lien entre les fonctions de Jost pour le premier et le second trou noir :
P (X,λ, z)F˜R(h˜(X), λ, z) = FR(h(X), λ, z).
En utilisant les asymptotiques précédentes et l’égalité entre les coefficients de réflexion
sur C, on montre alors que la matrice P est (au signe près) la matrice identité.
Remarque 2.1.7. Dans cette étape apparaît une dernière conséquence de la présence
du terme de masse dans notre problème. Dans le cas sans masse, on peut effectuer des
calculs explicites pour les données de diffusion dans le cas z = 0 car l’opérateur de Dirac
unidimensionnel est alors simplement Γ1Dx. Ces expressions explicites des données de
diffusion sont utilisées pour montrer que P est (au signe près) l’identité une fois que l’on
a montré que P est constante en la variable z. À cause du terme de masse, on ne peut
pas procéder à des calculs explicites dans le cas massif et chargé et l’on doit donc utiliser
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une stratégie différente pour obtenir le résultat voulu.
Les fonctions de Jost des deux trous noirs étant si fortement liées, on conclut facilement
que
c− λ
a
(h(X)) = c˜− λ
a˜
(h˜(X)), b
a
(h(X)) = b˜
a˜
(h˜(X)), ∀X ∈]0, A[.
Finalement, grâce à ces égalités et en utilisant la forme explicite des potentiels a, b et c,
on conclut que
M = M˜, Q = Q˜, Λ = Λ˜.
Ce chapitre est organisé de la façon suivante. Dans la Section 2.2 on rappelle les
résultats de diffusion directes de [Dau10, Mel04] utiles pour notre analyse future. Dans la
Section 2.3 on commence par montrer comment notre modèle peut être transformé afin
de rentrer dans le cadre étudié dans [AKvdM00] et on trouve des systèmes d’équations
différentielles de second ordre satisfaits par les composantes des fonctions de Jost en
la variable x. Dans la Section 2.4 on introduit la variable de Liouville X pour réécrire
les équations précédentes comme des perturbations d’équations de Bessel modifiées en
cette variable. On utilise ensuite des estimations du noyau de Green des fonctions de
Bessel modifiées et des estimations des composantes des fonctions de Jost pour obtenir
des asymptotiques précises des composantes des fonctions de Jost et de la matrice AˆL
pour z grand dans le plan complexe. Dans la Section 2.5 on utilise un résultat d’unicité
pour les fonctions de la classe de Nevanlinna afin d’étendre notre hypothèse à presque
tout le plan complexe. Finalement, dans la Section 2.6, on prouve notre Théorème 2.1.1.
2.2 Problème de diffusion directe
Dans cette Section, on rappelle l’expression de l’équation de Dirac dans les trous noirs
de type RN-dS ainsi que la théorie de la diffusion directe obtenue dans [Dau10, Mel04].
Comme expliqué dans la Section 2.1.1, on décrit la région extérieure d’un trou noir de
type RN-dS en utilisant la variable de Regge-Wheeler x définie par (2.1.4). On travaille
ainsi sur la variété B = Rt × Σ avec Σ = Rx × S2θ,ϕ, équipée de la métrique
g = F (r)(dt2 − dx2)− r2dω2,
où F est donnée par (2.1.3) et dω2 = dθ2 + sin2(θ)dϕ2 est la métrique euclidienne sur S2.
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2.2.1 Équation de Dirac et les résultats de diffusion directe
La théorie de la diffusion pour des champs de Dirac massifs et chargés dans l’espace-
temps B a fait l’objet des articles [Dau10, Mel04]. On rappelle brièvement ici les résultats
principaux de ces travaux. En particulier, on utilise la forme de l’équation de Dirac qui y
est obtenue.
On commence par écrire l’équation d’évolution satisfaite par les champs de Dirac
massifs et chargés dans B sous la forme hamiltonienne
i∂tψ = Hψ, (2.2.1)
où ψ est un spineur à quatre composantes appartenant à l’espace de Hilbert
H = L2(R× S2;C4),
et le hamiltonien H est donné par
H = Γ1Dx + a(x)DS2 + b(x)Γ0 + c(x). (2.2.2)
Le symbole Dx désigne −i∂x alors que DS2 désigne l’opérateur de Dirac sur S2 qui, en
coordonnées sphériques, prend la forme donnée dans (2.1.7). Les potentiels a, b et c sont
des fonctions scalaires lisses données en termes de la métrique (2.1.2) par (2.1.8). Enfin,
les matrices Γ1, Γ2, Γ3 et Γ0 apparaissant dans (2.2.2) et (2.1.7) sont les matrices 4× 4
de Dirac usuelles satisfaisant les relations d’anti-commutativité
ΓiΓj + ΓjΓi = 2δijId, ∀i, j = 0, 1, 2, 3. (2.2.3)
On utilise à présent la symétrie sphérique de l’équation pour simplifier l’expression
du hamiltonien H. On peut diagonaliser l’opérateur de Dirac sur S2 en une somme
infinie d’opérateurs à valeurs matricielles en le décomposant sur une base d’harmoniques
sphériques spinorielles à poids (voir [GŠ56]). Plus précisément, il existe une famille
de spineurs F lk, ayant pour indices les couples (l, k) appartenant à l’ensemble I =
{(l, k), l − 12 ∈ N, l − |k| ∈ N}, formant une base hilbertienne de L2(S2;C4) et ayant la
propriété suivante. L’espace de Hilbert H peut être décomposé en une somme directe
infinie
H = ⊕
(l,k)∈I
(L2(Rx;C4)⊗ F lk) = ⊕
(l,k)∈I
Hlk,
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où Hlk = L2(Rx;C4)⊗ F lk est identifié avec L2(R;C4) et, plus important, on obtient une
décomposition orthogonale du hamiltonien H
H = ⊕
(l,k)∈I
H lk,
avec
H lk := H|Hlk = Γ
1Dx + al(x)Γ2 + b(x)Γ0 + c(x), (2.2.4)
et al(x) = −
(
l + 12
)
a(x). On note que l’opérateur de Dirac DS2 a été remplacé dans
l’expression de H lk par −
(
l + 12
)
Γ2 grâce aux bonnes propriétés des harmoniques
sphériques spinorielles à poids F lk. L’opérateur H lk est un opérateur autoadjoint sur
Hlk ayant pour domaine D(H lk) = H1(R;C4). Finalement, on utilise la représentation
suivante des matrices de Dirac Γ1, Γ2 et Γ0 apparaissant dans (2.2.4)
Γ1 =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 , Γ2 =

0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0
 , Γ0 =

0 0 −i 0
0 0 0 i
i 0 0 0
0 −i 0 0
 . (2.2.5)
Dans un soucis de clarté, on écrira dans ce qui suit, pour tout n ∈ N∗, Hn au lieu de H lk,
où n = l + 12 .
On rappelle maintenant les résultats de diffusion directe obtenus dans [Dau10, Mel04]
pour les hamiltoniens Hn, restrictions de H sur les harmoniques sphériques spinorielles
à poids. En utilisant essentiellement la théorie de Mourre (voir [Mou81]), il est montré
dans [Dau10, Mel04] que
σpp(Hn) = ∅, σsing(Hn) = ∅.
En d’autres termes, le spectre de Hn est purement absolument continue. Ainsi, sur chaque
harmonique sphérique, les champs de Dirac massifs et chargés diffusent vers les deux
régions asymptotiques en temps long et on s’attend à ce qu’ils vérifient des équations plus
simples dans ces zones. C’est l’une des informations principales encodées par la notion
d’opérateurs d’ondes que l’on introduit maintenant.
Pour commencer, nous avons besoin de calculer les asymptotiques des potentiels dans ces
régions asymptotiques. D’après (2.1.3) et (2.1.4), les potentiels a, b et c possèdent les
asymptotiques suivantes lorsque x→ ±∞ (voir [DN13] Equations (3.17) et (3.18)).
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Lemme 2.2.1. Il existe des constantes a±, b±, c± et c′± telles que, lorsque x→ ±∞,
a(x) = a±eκ±x +O(e3κ±x), a′(x) = a±κ±eκ±x +O(e3κ±x),
b(x) = b±eκ±x +O(e3κ±x), b′(x) = b±κ±eκ±x +O(e3κ±x),
c(x) = c± + c′±e2κ±x +O(e4κ±x), c′(x) = 2c′±κ±e2κ±x +O(e4κ±x),
où
c− =
qQ
r−
et c+ =
qQ
r+
.
Démonstration. Donnons, par exemple, la preuve pour le potentiel a. On commence par
donner les asymptotiques de la variable de RW, x, lorsque r → r±. De (2.1.4) on déduit,
x = 12κ±
ln(|r − r±|) + C± +O(|r − r±|), r → r±,
où
C± = ln
(
(r± − rn)
1
2κn (r± − rc)
1
2κc (r+ − r−)
1
2κ∓
)
.
Ainsi,
e2κ±(x−C±) = |r − r±|(1 +O(|r − r±|)), r → r±,
et en prenant la racine carré on obtient
eκ±(x−C±) =
√
r − r±(1 +O(|r − r±|)), r → r±.
De plus, un calcul simple donne,
a(x) =
√
F (r)
r
=
√∓2κ±
r±
√
|r − r±|+O(|r − r±| 32 ), r → r±.
Le résultat se déduit alors, pour le potentiel a, de ces dernières estimations. De même on
a,
a′(x) = F (r) d
dr
(√
F (r)
r
)
= κ±
√∓2κ±
r±
√
|r − r±|+O(|r − r±| 32 ), r → r±.
Ainsi, les potentiels a et b sont de courte portée lorsque x → ±∞ et c − c− et c − c+
sont respectivement de courte portée lorsque x → −∞ et x → +∞. La dynamique de
comparaison que l’on choisit à l’horizon des événements est donc celle générée par le
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hamiltonien H− = Γ1Dx + c− alors qu’à l’horizon cosmologique on choisit la dynamique
asymptotique générée par le hamiltonien H+ = Γ1Dx + c+. Les hamiltoniens H− et H+
sont des opérateurs autoadjoints sur H et leur spectre est exactement la droite réelle,
i.e σ(H−) = σ(H+) = R. L’opérateur de vitesse asymptotique associé aux hamiltoniens
asymptotiques H± est simplement Γ1. On désigne les projections sur le spectre positif et
le spectre négatif de l’opérateur de vitesse asymptotique Γ1 par
P± = 1R±(Γ1).
Comme cela est montré dans [Dau10], on peut utiliser ces projections pour séparer la
partie des champs de Dirac qui diffusent vers l’horizon des événements et la partie de ces
champs qui diffusent vers l’horizon cosmologique.
On est maintenant en mesure d’introduire les opérateurs d’ondes. On définit à l’horizon
des événements,
W±n,(−∞) = s− limt→±∞e
itHne−itH−P∓ (2.2.6)
et à l’horizon cosmologique,
W±n,(+∞) = s− limt→±∞e
itHne−itH+P±. (2.2.7)
Finalement, les opérateurs d’ondes globaux sont donnés par
W±n = W±n,(−∞) +W
±
n,(+∞). (2.2.8)
Le résultat principal de [Dau10, Mel04] est le suivant :
Théoreme 2.2.2. Les opérateurs d’ondes W±n,(−∞), W
±
n,(+∞) et W
±
n existent sur Hlk.
De plus, les opérateurs globaux W±n sont des isométries sur Hlk. En particulier, ils sont
asymptotiquement complets, i.e. ImW±n = Hlk.
Grâce au Théorème 2.2.2, on peut définir l’opérateur de diffusion par
S(n) = (W+n )?W−n
qui est un opérateur unitaire sur Hlk. Comme mentionné dans la Section 2.1.2, cet
opérateur peut être décomposé sous la forme
S(n) =
(
TL(n) R(n)
L(n) TR(n)
)
,
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où,
TL(n) = (W+n,+∞)?W−n,−∞, TR(n) = (W+n,−∞)?W−n,+∞
et
R(n) = (W+n,+∞)?W−n,+∞ et L(n) = (W+n,−∞)?W−n,−∞.
À partir de nos définitions des opérateurs d’ondes (2.2.6) et (2.2.7), on remarque que les
quantités précédentes peuvent être interprétées en termes d’opérateurs de transmission
et de réflexion entre l’horizon des événements {x = −∞} et l’horizon cosmologique
{x = +∞} du trou noir. Par exemple, TR(n) correspond à la partie du signal transmise
de {x = +∞} à {x = −∞} dans une expérience de diffusion alors que le terme TL(n)
correspond à la partie du signal transmise de {x = −∞} à {x = +∞}. Ainsi, TR(n)
désigne la “transmission à droite” et TL(n) désigne la “transmission à gauche”. D’un
autre côté, L(n) correspond à la partie d’un signal réfléchie de {x = −∞} à {x = −∞}
dans une expérience de diffusion alors que le terme R(n) correspond à la partie du signal
réfléchie de {x = +∞} à {x = +∞}.
2.3 Réduction du modèle et première analyse
Dans cette Section on commence par suivre une idée de [DN10]. Ainsi, par une série de
simplifications de notre modèle, qui se réduit finalement au cadre étudié dans [AKvdM00],
on rappelle la définition de la représentation stationnaire de l’opérateur de diffusion
S(n) exprimée en termes des coefficients (ici matriciels) de transmission et de réflexion.
Dans un second temps, en utilisant [AKvdM00], on obtient un système d’équations
différentielles d’ordre deux satisfaites par les composantes des fonctions de Jost de notre
modèle original.
2.3.1 Premières simplifications
On suit ici le travail de [DN10], Section 4.2. On rappelle que l’opérateur de diffusion S(n)
est défini par
S(n) = (W+n )?W−n ,
où les opérateurs d’ondes globaux W±n sont donnés par (2.2.6)-(2.2.8). On introduit la
transformation unitaire U sur Hlk
U = e−iΓ1C−(x), C−(x) =
∫ x
−∞
(c(s)− c−) ds+ c−x,
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et les opérateurs autoadjoints sur Hlk
A0 = Γ1Dx et An = U?HU = Γ1Dx +W (x, n). (2.3.1)
On désigne par Sˆ(An, A0) l’opérateur de diffusion associé aux opérateurs An et A0, i.e.
Sˆ(An, A0) = (W+(An, A0))?W−(An, A0),
où les opérateurs d’ondes sont définis, comme dans [Dau10, DvdM08, Mel04], par
W±(An, A0) = s− lim
t→±∞ e
itAne−itA0 .
Le couple d’opérateurs (An, A0), agissant sur Hlk, est dans le cadre étudié dans
[AKvdM00]. En effet, ils sont donnés par A0 = Γ1Dx et An = A0 + W (x, n) où le
potentiel
W (x, n) = eiΓ1C−(x)(na(x)Γ2 + b(x)Γ0)e−iΓ1C−(x)
est la fonction à valeurs dans l’ensemble des matrices 4× 4 donnée par
W (x, n) =
(
0 k(x, n)
k(x, n)? 0
)
, k(x, n) = e2iC−(x)
(
−ib(x) na(x)
−na(x) ib(x)
)
,
où n = l + 12 . Ici, k(x, n)? désigne la transposée conjuguée de k(x, n). De plus, les
entrées de W (., n) sont dans L1(R) (on note que notre potentiel W est meilleur puisqu’il
est exponentiellement décroissant aux deux bouts x→ ±∞). Ainsi, on peut utiliser la
représentation stationnaire de Sˆ(An, A0), donnée dans [AKvdM00], suivante. On introduit
la transformation unitaire F sur Hlk définie par
Fψ(λ) = 1√
2pi
∫
R
e−iΓ
1xλψ(x) dx, (2.3.2)
alors on a (voir [AKvdM00] p. 143)
Sˆ(An, A0) = F?Sˆ0(λ, n)F ,
où la matrice de diffusion Sˆ0(λ, n) prend la forme(
TˆL(λ, n) Rˆ(λ, n)
Lˆ(λ, n) TˆR(λ, n)
)
.
104
2.3. Réduction du modèle et première analyse
Ici TˆL(λ, n) et TˆR(λ, n) sont des matrices 2× 2 correspondant aux coefficients de trans-
mission de Sˆ alors que Lˆ(λ, n) et Rˆ(λ, n) sont des matrices 2 × 2 correspondant aux
coefficients de réflexion de Sˆ.
La définition de Sˆ0(λ, n) obtenue jusqu’ici découle d’une approche dépendante du
temps de la théorie de la diffusion pour (An, A0). Comme mentionné dans la Section
2.1.3 il existe une définition alternative mais équivalente de Sˆ0(λ, n) qui sera plus simple
à manipuler et qui provient d’une approche stationnaire de la théorie de la diffusion pour
(An, A0). On rappelle ainsi que les coefficients de transmission et de réflexion peuvent
être exprimés en termes des fonctions de Jost qui sont des solutions de (2.1.10) ayant des
asymptotiques spécifiques à l’infini données par (2.1.11) et (2.1.12). Dans la suite, on a
besoin de quelques relations reliant les différentes quantités de l’approche stationnaire que
l’on rappelle ici. À propos des fonctions de Jost, la relation suivante peut être prouvée
(voir [AKvdM00] eq. (2.5))
FˆR(x, λ, n)?Γ1FˆR(x, λ, n) = Γ1. (2.3.3)
En utilisant les notations introduites dans (2.1.15) on a également des relations utiles
obtenues dans [AKvdM00] sur les matrices AˆL et AˆR définies par (2.1.13) et (2.1.14). En
effet, pour λ ∈ R et pour tout n ∈ N∗,
FˆR(x, λ, n)?Γ1FˆL(x, λ, n) = AˆR(λ, n)?Γ1 = Γ1AˆL(λ, n)?, (2.3.4)
AˆR2(λ, n) = AˆL3(λ, n)?, AˆR3(λ, n) = −AˆL2(λ, n)?, (2.3.5)
AˆL1(λ, n) = AˆR1(λ, n)?, AˆR4(λ, n) = AˆL4(λ, n)?, (2.3.6)
AˆL1(λ, n)?AˆL1(λ, n) = I2 + AˆL3(λ, n)?AˆL3(λ, n), (2.3.7)
I2 = AˆL1(λ, n)AˆR1(λ, n) + AˆL2(λ, n)AˆR3(λ, n)
= AˆR1(λ, n)AˆL1(λ, n) + AˆR2(λ, n)AˆL3(λ, n). (2.3.8)
Finalement, on fait le lien entre la représentation stationnaire S(λ, n) de l’opérateur de
diffusion S et la matrice de diffusion Sˆ0(λ, n). On définit deux transformations unitaires
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F± sur H par
F+ψ(λ) = F
(
eic+x 0
0 e−ic−x
)
ψ(λ) = 1√
2pi
∫
R
(
e−ixλ+ic+x 0
0 eixλ−ic−x
)
ψ(x) dx (2.3.9)
et
F−ψ(λ) = F
(
eic−x 0
0 e−ic+x
)
ψ(λ) = 1√
2pi
∫
R
(
e−ixλ+ic−x 0
0 eixλ−ic+x
)
ψ(x) dx,
(2.3.10)
et on rappelle la Proposition suivante donnée dans [DN10].
Proposition 2.3.1. L’opérateur de diffusion S(n) possède la représentation stationnaire
suivante. Si F± sont les transformations unitaires définies dans (2.3.9) et (2.3.10), alors
S(n) = F ?+S(λ, n)F−,
où la matrice de diffusion 4× 4, S(λ, n), est donnée par
S(λ, n) =
(
e−iβTˆL(λ, n) e−2iβRˆ(λ, n)
Lˆ(λ, n) e−iβTˆR(λ, n)
)
,
où
β =
∫ 0
−∞
(c(s)− c−) ds+
∫ +∞
0
(c(s)− c+) ds, (2.3.11)
et les quantités TˆL, TˆR, Lˆ et Rˆ sont les matrices 2× 2 correspondant aux coefficients de
transmission et de réflexion de la paire (An, A0) et définies dans (2.1.17)-(2.1.19).
Dans la Section suivante on utilise une représentation intégrale des blocs de la matrice
de Faddeev à droite définie par
MˆR(x, λ, n) = FˆR(x, λ, n)e−iΓ
1λx.
Il est facile de voir à partir de (2.1.10) que MˆR(x, λ, n) satisfait l’équation intégrale
MˆR(x, λ, n) = I4 + iΓ1
∫ +∞
x
e−iΓ
1λ(y−x)W (y, n)MˆR(y, λ, n)eiΓ
1λ(y−x) dy. (2.3.12)
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En utilisant la notation par blocs 2× 2,
MˆR(x, λ, n) =
(
MˆR1(x, λ, n) MˆR2(x, λ, n)
MˆR3(x, λ, n) MˆR4(x, λ, n)
)
,
et en itérant (2.3.12) une fois, on obtient un système d’équations intégrales découplées
pour les blocs MˆRi(x, λ, n), i ∈ {1, 2, 3, 4}. Par exemple,
MˆR1(x, λ, n) = I2 +
∫ x
−∞
(∫ y
−∞
e2iλ(t−y)k(y, n)k(t, n)?MˆR1(t, λ, n) dt
)
dy (2.3.13)
et
MˆR2(x, λ, n) = i
∫ x
−∞
e2iλ(x−y)k(y, n) dy (2.3.14)
+
∫ x
−∞
(∫ y
−∞
e2iλ(x−y)k(y, n)k(t, n)?MˆR2(t, λ, n) dt
)
dy.
Des résultats similaires sont vrais pour la matrice de Faddeev à gauche MˆL qui est définie
par
MˆL(x, λ, n) = FˆL(x, λ, n)e−iΓ
1λx.
L’Équation (2.3.13) est une équation intégrale de type Volterra et peut être résolue par
itération. De plus, on peut déduire de cette méthode des estimations importantes.
Lemme 2.3.2. Pour tout x0 ∈ R, il existe une constante C ∈ R telle que pour tout
x ∈ R, pour tout n ∈ N, on a
‖MˆRi(x, λ, n)‖ ≤ C exp
(
n
∫ x
−∞
a(s) ds
)
, ∀i ∈ {1, 2, 3, 4},
et
‖MˆLi(x, λ, n)‖ ≤ C exp
(
n
∫ +∞
x
a(s) ds
)
, ∀i ∈ {1, 2, 3, 4}.
Démonstration. Prouvons par exemple le Lemme 2.3.2 pour MˆR1(x, λ, n) puisque les
preuves pour les autres blocs sont similaires. Pour obtenir l’estimation voulue on utilise une
méthode itérative. On part de l’équation intégrale (2.3.13) et on définit Mˆ0R1(x, λ, n) = I2
et
Mˆ j+1R1 (x, λ, n) =
∫ x
−∞
(∫ y
−∞
e2iλ(t−y)k(y, n)k(t, n)?Mˆ jR1(t, λ, n) dt
)
dy, ∀j ∈ N.
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On peut prouver par récurrence que
‖Mˆ jR1(x, λ, n)‖ ≤
1
(2k)!
(∫ x
−∞
‖k(s, n)‖ ds
)2j
, ∀j ∈ N.
Ainsi, on peut écrire,
MˆR1(x, λ, n) =
+∞∑
j=0
Mˆ jR1(x, λ, n) (2.3.15)
et on obtient
‖MˆR1(x, λ, n)‖ ≤ exp
(∫ x
−∞
‖k(s, n)‖ ds
)
.
On rappelle que
k(x, n) = e2iC−(x)
(
−ib(x) na(x)
−na(x) ib(x)
)
.
Donc ‖k(x, n)‖ = na(x) + b(x) (on choisit ‖.‖ = ‖.‖1) et
‖MˆR1(x, λ, n)‖ ≤ exp
(∫ +∞
−∞
b(s) ds
)
exp
(
n
∫ x
−∞
a(s) ds
)
et l’estimation du Lemme 2.3.2 résulte de cette inégalité. Concernant le bloc MˆR2(x, λ, n)
on pose,
MˆR2(x, λ, n) =
+∞∑
j=0
Mˆ jR2(x, λ, n)
où
Mˆ0R2(x, λ, n) = i
∫ x
−∞
e2iλ(x−y)k(y, n) dy
et
Mˆ j+1R2 (x, λ, n) =
∫ x
−∞
(∫ y
−∞
e2iλ(x−y)k(y, n)k(t, n)?Mˆ jR2(t, λ, n) dt
)
dy, ∀j ∈ N.
et on procède la même façon.
2.3.2 Équations différentielles d’ordre deux pour les fonctions de Jost
Le but de cette Section est de trouver un système d’équations différentielles d’ordre
deux satisfait par les composantes des fonctions de Jost. Pour ce faire, on commence par
donner des équations différentielles satisfaites par les blocs des matrices de Faddeev en
utilisant les équations intégrales (2.13)− (2.16) et (2.18)− (2.21) de [AKvdM00]. Ensuite,
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en utilisant le lien entre les matrices de Faddeev pour l’opérateur réduit A et les fonctions
de Jost pour le hamiltonien H, on obtient des équations différentielles d’ordre deux pour
les fonctions de Jost associées à ce dernier. On commence par prouver la Proposition
suivante.
Proposition 2.3.3. Les blocs des matrices de Faddeev vérifient les équations différen-
tielles suivantes en la variable x.
1. Les blocs MˆL1(., λ, n) et MˆR1(., λ, n) vérifient l’équation différentielle
A′′(x, λ, n) + (2iλI2 − k′(x, n)k(x, n)−1)A′(x, λ, n)
− k(x, n)k(x, n)?A(x, λ, n) = 0. (2.3.16)
2. Les blocs MˆL2(., λ, n) et MˆR2(., λ, n) vérifient
A′′(x, λ, n) − (2iλI2 + k′(x, n)k(x, n)−1)A′(x, λ, n)
+ (2iλk′(x, n)k(x, n)−1 − k(x, n)k(x, n)?)A(x, λ, n) = 0.
3. Les blocs MˆL3(., λ, n) et MˆR3(., λ, n) vérifient
A′′(x, λ, n) + (2iλI2 − k′(x, n)?(k(x, n)?)−1)A′(x, λ, n)
− (2iλk′(x, n)?(k(x, n)?)−1 + k(x, n)?k(x, n))A(x, λ, n) = 0.
4. Les blocs MˆL4(., λ, n) et MˆR4(., λ, n) vérifient
A′′(x, λ, n) − (2iλI2 + k′(x, n)?(k(x, n)?)−1)A′(x, λ, n)
− k(x, n)?k(x, n)A(x, λ, n) = 0.
Remarque 2.3.4. 1. L’analyse est la même pour les fonctions de Jost à droite et à
gauche. On se limitera donc à l’étude des fonctions de Jost à droite.
2. Il y a une analogie entre les équations différentielles pour les blocs MˆR1 et MˆR4.
En effet, les équations intégrales correspondantes sont les mêmes quitte à changer λ
en −λ et k en k?. Ainsi, dans la suite, on donnera seulement les résultats pour le
bloc MˆR1. La même analogie étant vraie pour les blocs MˆR2 et MˆR3 on ne donnera
également par la suite les résultats que pour le bloc MˆR2.
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En utilisant la Proposition 2.3.3, on obtient facilement des équations différentielles
d’ordre deux pour les coefficients des matrices de Faddeev. On utilise alors le lien entre
ces matrices de Faddeev et les fonctions de Jost correspondant au hamiltonien H. La
fonction de Jost à droite pour le hamiltonien A est donnée par
FˆR(x, λ, n) = MˆR(x, λ, n)eiλΓ
1x.
On rappelle que
H = e−iΓ1C−(x)AeiΓ1C−(x).
Ainsi, la fonction de Jost à droite pour le hamiltonien H est définie par
FR(x, λ, n) = e−iΓ
1C−(x)MˆR(x, λ, n)eiλΓ
1x (2.3.17)
et de façon similaire la fonction de Jost à gauche du hamiltonien H est définie par
FL(x, λ, n) = e−iΓ
1C−(x)MˆL(x, λ, n)eiλΓ
1x. (2.3.18)
On utilise la notation
FR(x, λ, n) =
(
FR1(x, λ, n) FR2(x, λ, n)
FR3(x, λ, n) FR4(x, λ, n)
)
,
où
FRi(x, λ, n) =
(
FRi,1(x, λ, n) FRi,2(x, λ, n)
FRi,3(x, λ, n) FRi,4(x, λ, n)
)
,
et la notation correspondante pour la fonction de Jost à gauche. En utilisant les égalités
précédentes et la Proposition 2.3.3 on obtient la Proposition suivante.
Proposition 2.3.5. Les coefficients des fonctions de Jost vérifient les équations couplées
en la variable x suivantes.
1. Pour i ∈ {1, 2} et (j, k) ∈ {(1, 3), (3, 1), (2, 4), (4, 2)} il existe une fonction
fi,j,k(x, λ, n) telle que la composante FRi,j de la fonction de Jost à droite et la
composante FLi,j de la fonction de Jost à gauche vérifient l’équation différentielle
couplée
u′′(x, λ, n)− a
′(x)
a(x) u
′(x, λ, n) + q(x, λ, n)u(x, λ, n) = fi,j,k(x, λ, n),
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où,
q(x, λ, n) =
(
ic′(x) + (c(x)− λ)2 − i(c(x)− λ)a
′(x)
a(x) − (n
2a(x)2 + b(x)2)
)
,
et
fi,j,k = c1,i,jF ′Ri,j(x, λ, n) + c2,i,kF ′Ri,k(x, λ, n)
+c3,i,jFRi,j(x, λ, n) + c4,i,kFRi,k(x, λ, n),
avec,
cr,i,t(x, λ, n) = O
( 1
n
)
, n→∞, ∀r ∈ {1, 2, 3, 4} et t ∈ {j, k}.
2. Pour i ∈ {3, 4} et (j, k) ∈ {(1, 3), (3, 1), (2, 4), (4, 2)} il existe une fonction
fi,j,k(x, λ, n) telle que la composante FRi,j de la fonction de Jost à droite et la
composante FLi,j de la fonction de Jost à gauche vérifient l’équation différentielle
couplée
u′′(x, λ, n)− a
′(x)
a(x) u
′(x, λ, n) + q(x, λ, n)u(x, λ, n) = fi,j,k(x, λ, n),
où,
fi,j,k = c1,i,jF ′Ri,j(x, λ, n) + c2,i,kF ′Ri,k(x, λ, n)
+c3,i,jFRi,j(x, λ, n) + c4,i,kFRi,k(x, λ, n),
avec,
cr,i,t(x, λ, n) = O
( 1
n
)
, n→∞, ∀r ∈ {1, 2, 3, 4} et t ∈ {j, k}.
Démonstration. Pour prouver ce résultat, par exemple pour le coefficient FR1,1, on utilise
l’égalité
MˆR1(x, λ, n) = ei(C
−(x)−λx)FR1(x, λ, n)
et l’équation différentielle obtenue pour le premier bloc de la matrice de Faddeev dans la
Proposition 2.3.3. On obtient
F ′′R1,1(x, λ, n)−
a′(x)
a(x) F
′
R1,1(x, λ, n) + q(x, λ, n)FR1,1(x, λ, n) = f1,1,3(x, λ, n),
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où
f1,1,3(x, λ, n) = c1(x, λ, n)F ′R1,1(x, λ, n) + c2(x, λ, n)F ′R1,3(x, λ, n) (2.3.19)
+c3(x, λ, n)FR1,1(x, λ, n) + c4(x, λ, n)FR1,3(x, λ, n)
et
c1(x, λ, n) =
a(x)2b(x)b′(x)− a′(x)a(x)b(x)2
(n2a(x)2 + b(x)2)a(x)2 (2.3.20)
c2(x, λ, n) = − in(−a(x)b
′(x) + a′(x)b(x))
n2a(x)2 + b(x)2 (2.3.21)
c3(x, λ, n) = i(c(x)− λ)
(
a(x)2b(x)b′(x)− a′(x)a(x)b(x)2
(n2a(x)2 + b(x)2)a(x)2
)
(2.3.22)
c4(x, λ, n) = (c(x)− λ)
(
n(−a(x)b′(x) + a′(x)b(x))
n2a(x)2 + b(x)2
)
. (2.3.23)
On prouve la Proposition pour les autres composantes des fonctions de Jost de façon
similaire. On note par exemple que
f1,3,1(x, λ, n) = c1(x, λ, n)F ′R1,3(x, λ, n) + c2(x, λ, n)F ′R1,1(x, λ, n)
+c3(x, λ, n)FR1,3(x, λ, n) + c4(x, λ, n)FR1,1(x, λ, n).
Remarque 2.3.6. 1. Si b = c = 0 on obtient que FRi,j et FLi,j, où i ∈ {1, 2} et
j ∈ {1, 2, 3, 4}, vérifient l’équation différentielle découplée
u′′(x, λ, n)− a
′(x)
a(x) u
′(x, λ, n) +
(
λ2 + iλa
′(x)
a(x) − n
2a(x)2
)
u(x, λ, n) = 0,
alors que FRi,j et FLi,j, où i ∈ {3, 4} et j ∈ {1, 2, 3, 4}, vérifient l’équation différen-
tielle
u′′(x, λ, n)− a
′(x)
a(x) u
′(x, λ, n) +
(
λ2 − iλa
′(x)
a(x) − n
2a(x)2
)
u(x, λ, n) = 0.
Ce sont les Équations (3.21) et (3.22) obtenues dans le cas sans masse et sans
charge étudié dans [DN11].
2. Il est important de noter que dans le cas massif les fonctions de Jost satisfont des
équations différentielles couplées deux à deux alors que dans le cas sans masse ces
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composantes vérifient des équations différentielles ordinaires indépendantes. Cette
structure sera fondamentale dans la Section 2.4.4.
2.4 Asymptotiques en le moment angulaire
Dans cette Section, on autorise le moment angulaire à prendre des valeurs complexes.
Comme dans la Section 4 de [DN11], nous allons alors obtenir des asymptotiques des
fonctions de Jost et de la matrice AˆL(λ, z) lorsque |z| → ∞, z ∈ C. Pour ce faire, nous
allons utiliser la décroissance exponentielle des potentiels a(x) et b(x) aux deux horizons
et ainsi la nature asymptotiquement hyperbolique de la géométrie. D’un point de vue
technique nous utiliserons pour obtenir les asymptotiques recherchées un changement de
variable de Liouville et un argument perturbatif.
2.4.1 Variable de Liouville et équations de Bessel
On suit ici la stratégie de [CKM92, CM69, DN11]. On considère les équations différentielles
données dans la Proposition 2.3.5 et on utilise une transformation de Liouville, i.e. un
changement de variable X = g(x), qui transforme ces équations en des équations de
Sturm-Liouville singulières dans lesquelles le moment angulaire complexe z est devenu le
paramètre spectral. Plus précisément la transformation de Liouville est définie par
X = g(x) =
∫ x
−∞
a(t) dt.
Il est clair que g = R→]0, A[ est un C1-difféomorphisme où
A =
∫
R
a(t) dt.
Dans un soucis de simplicité, on désigne par h = g−1 le difféomorphisme inverse de g et
on utilise les notations f ′(X) = ∂f∂X (X), FL(X,λ, z) = FL(h(X), λ, z) et FR(X,λ, z) =
FR(h(X), λ, z).
On commence par un Lemme élémentaire qui énonce que, dans la variable X, les fonctions
de Jost satisfont des équations de Sturm-Liouville avec des potentiels ayant des singularités
quadratiques aux bords.
Lemme 2.4.1. Pour i ∈ {1, 2} et (j, k) ∈ {(1, 3), (3, 1), (2, 4), (4, 2)} la composante FRi,j
de la fonction de Jost à droite et la composante FLi,j de la fonction de Jost à gauche
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vérifient l’équation différentielle couplée
u′′(X,λ, z) + q(X,λ)u(X,λ, z) = z2u(X,λ, z) + fi,j,k(X,λ, z)
a(X)2 ,
alors que pour i ∈ {3, 4} et (j, k) ∈ {(1, 3), (3, 1), (2, 4), (4, 2)} la composante FRi,j de la
fonction de Jost à droite et la composante FLi,j de la fonction de Jost à gauche vérifient
l’équation différentielle couplée
u′′(X,λ, z) + q(X,λ)u(X,λ, z) = z2u(X,λ, z) + fi,j,k(X,λ, z)
a(X)2 ,
où
q(X,λ) = i c
′(X)
a(X)2 +
(c(X)− λ)2
a(X)2 − i(c(X)− λ)
a′(X)
a(X)3 −
b(X)2
a(X)2 .
Ici les fonctions fi,j,k sont celles apparaissant dans la Proposition 2.3.5. De plus, lorsque
X → 0,
q(X,λ) = ω−
X2
+ q−(X,λ), avec ω− =
(c− − λ)2
κ2−
− i(c− − λ)
κ−
(2.4.1)
et
q−(X,λ) = O(1), X → 0.
De même, lorsque X → A,
q(X,λ) = ω+(A−X)2 + q+(X,λ), avec ω+ =
(c+ − λ)2
κ2+
− i(c+ − λ)
κ+
(2.4.2)
et
q+(X,λ) = O(1), X → A.
Remarque 2.4.2. Dans le cas b = c = 0 on obtient que les fonctions de Jost FRi,j(X,λ, z)
et FLi,j(X,λ, z), où i ∈ {1, 2} et j ∈ {1, 2, 3, 4}, vérifient l’équation de Sturm-Liouville
découplée
u′′(X,λ, z) +
(
λ2
a(X)2 + iλ
a′(X)
a(X)3
)
u(X,λ, z) = z2u(X,λ, z)
alors que FRi,j(X,λ, z) et FLi,j(X,λ, z), où i ∈ {3, 4} et j ∈ {1, 2, 3, 4}, vérifient l’équation
de Sturm-Liouville
u′′(X,λ, z) +
(
λ2
a(X)2 − iλ
a′(X)
a(X)3
)
u(X,λ, z) = z2u(X,λ, z).
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Ce sont les équations (4.5) et (4.6) obtenues dans le Lemme 4.1 de [DN11]. De plus, on
obtient que
ω− =
λ
κ2−
+ i λ
κ−
et
ω+ =
λ
κ2+
+ i λ
κ+
ce qui correspond aux Équations (4.7) et (4.8) de ce même Lemme.
Démonstration. Puisque les preuves sont les mêmes pour les autres composantes, on
prouve la Proposition 2.4.1 seulement pour FR1,1. En utilisant une transformation de
Liouville et les notations a(X) = a(h(X)), b(X) = b(h(X)) et c(X) = c(h(X)), on obtient
que FR1,1 satisfait l’équation de Sturm-Liouville :
u′′(X,λ, z) + q(X,λ)u(X,λ, z) = z2u(X,λ, z) + f1,1,3(X,λ, z)
a(X)2
où
q(X,λ) = i c
′(X)
a(X)2 +
(c(X)− λ)2
a(X)2 − i(c(X)− λ)
a′(X)
a(X)3 −
b(X)2
a(X)2
et (en omettant les variables pour les fonctions de Jost)
f1,1,3(X,λ, z) =
(
a(X)2b(X)b′(X)− a′(X)a(X)b(X)2
(z2a(X)2 + b(X)2)a(X)
)
F ′R1,1
+i(c(X)− λ)
(
a(X)2b(X)b′(X)− a′(X)a(X)b(X)2
(z2a(X)2 + b(X)2)a(X)2
)
FR1,1
− iz(−a(X)b
′(X) + a′(X)b(X))a(X)
z2a(X)2 + b(X)2 F
′
R1,3
+z(−a(X)b
′(X) + a′(X)b(X))
z2a(X)2 + b(X)2 (c(X)− λ)FR1,3.
Pour montrer que le potentiel q possède des singularités quadratiques données par (2.4.1)
on utilise le Lemme suivant :
Lemme 2.4.3. Lorsque X → 0, les potentiels vérifient :
a(X) = κ−X +O(X3), a′(X) = κ2−X +O(X3),
b(X) = b−κ−
a−
X +O(X3), b′(X) = b−κ
2−
a−
X +O(X3),
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c(X) = c− +
c′−κ−
a−
X2 +O(X4), c′(X) = c
′−κ2−
a−
X2 +O(X4).
Démonstration. On sait que
X =
∫ x
−∞
a(t) dt = a−
κ−
eκ−x +O(e3κ−x).
Ainsi, eκ−x = O(X) et d’après le Lemme 2.2.1, lorsque X → 0,
a(X) = κ−X +O(X3).
De même, on obtient
a′(X) = κ2−X +O(X3).
En utilisant ces asymptotiques et le Lemme 2.2.1, on obtient de même les résultats pour
les potentiels b et c.
Finalement, en utilisant le Lemme 2.4.3, on obtient facilement que, lorsque X → 0,
q(X,λ) = i c
′(X)
a(X)2 +
(c(X)− λ)2
a(X)2 − i(c(X)− λ)
a′(X)
a(X)3 −
b(X)2
a(X)2
= (c− − λ)
2 − i(c− − λ) +O(X2)
(κ−X +O(X2))2
= ω−
X2
+ q−(X,λ).
La preuve est la même lorsque X → A.
Dans ce qui suit, nous allons résoudre les équations données dans le Lemme 2.4.1 par
un argument perturbatif. On a d’abord besoin du Lemme suivant pour donner un sens
aux termes de reste et pour calculer les asymptotiques des fonctions de Jost à droite
(respectivement à gauche) lorsque X → 0 (respectivement X → A).
Lemme 2.4.4. Pour tout z ∈ C fixé, pour i ∈ {1, 2} et pour (j, k) ∈ {(1, 3), (2, 4), (3, 1),
(4, 2)},
hi,j,k(X,λ, z) =
fi,j,k(X,λ, z)
a(X)2 = O(1), lorsque X → 0 et X → A.
Démonstration. C’est une conséquence du Lemme 2.4.3 et du fait que les composantes
des fonctions de Jost sont bornées lorsque X → 0 et X → A.
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L’intérêt des équations différentielles obtenues dans le Lemme 2.4.1 réside dans le fait
que les parties homogènes de ces équations sont des équations de Bessel modifiées (voir
5.4.11 dans [Leb65])
u′′ + 1− 2α
X
u′ +
(
(βγXγ−1)2 + α
2 − ν2γ2
X2
)
u = 0.
En effet, dans notre cas les équations homogènes sont
u′′ + ω−
X2
u = z2u
et
u′′ + ω−
X2
u = z2u,
où
ω− =
(c− − λ)2
κ2−
− i(c− − λ)
κ−
.
Ainsi, on choisit α = 12 , γ = 1, β = iz et
ν− =
1
2 − i
(λ− c−)
κ−
, (ν− /∈ Z),
pour la première équation et
µ− = ν− =
1
2 + i
(λ− c−)
κ−
,
pour la seconde.
Remarque 2.4.5. Si b = c = 0 on obtient
ν− =
1
2 − i
λ
κ−
et
µ− =
1
2 + i
λ
κ−
qui sont les choix faits dans [DN11].
Comme nous allons le voir dans la Section suivante ces équations ont été largement
étudiées et en particulier les asymptotiques des solutions de ces équations sont bien
connues.
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2.4.2 Estimations du noyau de Green et des fonctions de Jost
Les équations de Sturm-Liouville singulières comme celles de la Proposition 2.4.1 ont été
étudiées dans [FY05] par Freiling et Yurko. On suit l’esprit de [DN11] mais, puisque l’on
n’a pas de développement en séries des fonctions de Jost, notre preuve est légèrement
différente. On utilise le fait que les fonctions de Bessel modifiées forment un système
fondamental de solutions de l’équation
u′′ + ω
X2
u = z2u,
les asymptotiques connues de ces fonctions données dans [Leb65] ainsi que de bonnes
estimations du noyau de Green pour obtenir les asymptotiques des fonctions de Jost
lorsque |z| → ∞. On rappelle la définition des fonctions de Bessel modifiées donnée dans
[Leb65] :
Iν(z) =
∞∑
k=0
(
z
2
)ν+2k
Γ(k + ν + 1)k! , |z| <∞, | arg(z)| < pi, ν ∈ C, (2.4.3)
Kν(z) =
pi
2
I−ν(z)− Iν(z)
sin νpi , | arg(z)| < pi, ν /∈ Z. (2.4.4)
Le but de cette Section est de démontrer le Théorème suivant :
Théoreme 2.4.6. On pose
αR(z) =
(
z
2
)ν− (κ−
a−
)i(λ−c−
κ−
)
Γ(1− ν−)
et
βR(z) =
(
z
2
)µ− (κ−
a−
)−i(λ−c−
κ−
)
Γ(1− µ−).
Pour z grand dans le plan complexe (voir la remarque suivante), les fonctions de Jost à
droite vérifient les asymptotiques suivantes, uniformément pour chaque sous-ensemble
compact de ]0, A[,∣∣∣∣∣
∣∣∣∣∣FR1(X,λ, z)− αR(z)√XI−ν−(zX)
(
1 0
0 1
)∣∣∣∣∣
∣∣∣∣∣ = O
(
e|Re(z)|X
|z|
)
,
∣∣∣∣∣
∣∣∣∣∣FR2(X,λ, z)− iβR(z)√XIν−(zX)
(
0 1
−1 0
)∣∣∣∣∣
∣∣∣∣∣ = O
(
e|Re(z)|X
|z|
)
,
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∣∣∣∣∣
∣∣∣∣∣FR3(X,λ, z)− iβR(z¯)√XIµ−(zX)
(
0 1
−1 0
)∣∣∣∣∣
∣∣∣∣∣ = O
(
e|Re(z)|X
|z|
)
,
∣∣∣∣∣
∣∣∣∣∣FR4(X,λ, z)− αR(z¯)√XI−µ−(zX)
(
1 0
0 1
)∣∣∣∣∣
∣∣∣∣∣ = O
(
e|Re(z)|X
|z|
)
.
Remarque 2.4.7. On doit être prudent dans la définition de nos asymptotiques sur tout
le plan complexe. On rappelle l’asymptotique donnée dans [Leb65] : pour z grand tel que
|arg(z)| ≤ pi − δ, δ > 0,
Iν−(z) =
ez
(2piz) 12
(
1 +O
(1
z
))
+ e
−z+sg(Im(z))ipi(ν−+ 12 )
(2piz) 12
(
1 +O
(1
z
))
. (2.4.5)
où sg est la fonction signe définie par sg(x) = 1 si x > 0, 0 si x = 0 et −1 si x < 0.
Ainsi, cette estimation est vraie sur le plan complexe excepté au voisinage de l’axe
R−. Cependant, puisque l’application z 7→ αR(z)
√
XI−ν−(zX) est entière et paire (voir
(2.4.3)) on peut étendre les asymptotiques à tout le plan complexe. Ceci est également
vrai pour FR2, FR3 et FR4.
On observe également que, dans les asymptotiques pour z grand dans le plan complexe,
on a
FR1(X,λ, z) ∼ FR4(X,λ, z)?
et
FR2(X,λ, z) ∼ FR3(X,λ, z)?.
Ce sont les symétries données dans [DN11] et qui ne sont pas vraies en général ici à
cause de la masse m des champs de Dirac. On s’attendait à trouver ces symétries pour z
grand puisque le terme le plus important dans le potentiel pour de tel z est za(x), et le
terme de masse b n’a donc pas d’influence dans ce régime.
En utilisant l’asymptotique (2.4.5), on peut prouver le Théorème suivant pour les
asymptotiques des fonctions de Jost pour z → +∞, z réel.
Théoreme 2.4.8. Les fonctions de Jost à droite vérifient les asymptotiques suivantes
pour z → +∞, z réel, uniformément sur chaque sous-ensemble compact de ]0, A[,
FR1(X,λ, z) =
2−ν−√
2pi
(
κ−
a−
)i (λ−c−)
κ− Γ(1− ν−)z−i
(λ−c−)
κ− ezX
 1 O (1z)
O
(
1
z
)
1
 [1]z,
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FR2(X,λ, z) = i
2−µ−√
2pi
(
κ−
a−
)−i (λ−c−)
κ− Γ(1− µ−)zi
(λ−c−)
κ− ezX
O (1z) 1
−1 O
(
1
z
) [1]z,
FR3(X,λ, z) = i
2−ν−√
2pi
(
κ−
a−
)i (λ−c−)
κ− Γ(1− ν−)z−i
(λ−c−)
κ− ezX
O (1z) 1
−1 O
(
1
z
) [1]z,
FR4(X,λ, z) =
2−µ−√
2pi
(
κ−
a−
)−i (λ−c−)
κ− Γ(1− µ−)zi
(λ−c−)
κ− ezX
 1 O (1z)
O
(
1
z
)
1
 [1]z,
où
[1]z = 1 +O
(1
z
)
.
Remarque 2.4.9. Les asymptotiques correspondantes sont également vraies pour z →
−∞ par parité/imparité.
On commence la preuve du Théorème 2.4.6 par une estimation des noyaux de Green
des équations homogènes associées aux équations satisfaites par les fonctions de Jost
données dans le Lemme 2.4.1. Celle-ci est obtenue à l’aide d’estimations des fonctions de
Bessel modifiées données dans [Leb65]. On sait, grâce au Lemme 2.4.1, que les composantes
des fonctions Jost FRi,j vérifient les équations différentielles couplées
u′′(X,λ, z) + q(X,λ)u(X,λ, z) = z2u(X,λ, z) + hi,j,k(X,λ, z), (2.4.6)
où lorsque X → 0,
q(X,λ) = ω−
X2
+ q−(X,λ), avec ω− =
(c− − λ)2
κ2−
− i(c− − λ)
κ−
,
et
q−(X,λ) = O(1).
De plus,
hi,j,k(X,λ, z) =
fi,j,k(X,λ, z)
a(X)2
satisfait
hi,j,k(X,λ, z) = O(1), quand X → 0.
On commence par étudier l’équation homogène
u′′ + ω−
X2
u = z2u (2.4.7)
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qui est une équation de Bessel. On choisit un système fondamental de solutions de (2.4.7)
dépendant du bloc que l’on étudie. Pour le bloc FR1 on choisit (I−ν− ,K−ν−) alors que
pour le bloc FR2 on choisit (Iν− ,Kν−). Ainsi, pour FR1,j , j ∈ {1, 2}, on pose
u0,1j(X) = α1j
√
XI−ν−(zX) + β1j
√
XK−ν−(zX), (2.4.8)
alors que pour FR2,j , j ∈ {1, 2}, on pose
u0,2j(X) = α2j
√
XIν−(zX) + β2j
√
XKν−(zX). (2.4.9)
On résout alors l’Équation (2.4.6) par perturbation. On réécrit cette équation sous la
forme
u′′ + ω−
X2
u− z2u = −q−(X,λ)u+ hi,j,k(X,λ, z).
Le noyau de Green pour le bloc FR1 est défini par
G1(t,X, z) =
√
tX(I−ν−(zt)K−ν−(zX)− I−ν−(zX)K−ν−(zt)),
alors que le noyau de Green pour le bloc FR2 est défini par
G2(t,X, z) =
√
tX(Iν−(zt)Kν−(zX)− Iν−(zX)Kν−(zt)).
La solution générale de (2.4.6) est alors
u(X,λ, z) = u0,ij(X,λ, z) +
∫ X
0
Gi(t,X, z)(q−(t, λ)u(t, λ, z) + hi,j,k(t, λ, z)) dt, (2.4.10)
où le terme intégral à un sens grâce au Lemme 2.4.4. Pour prouver le Théorème 2.4.6
on a besoin des estimations des noyaux de Green G1 et G2 suivantes. La preuve de ces
estimations est basée sur de bonnes estimations des fonctions de Bessel modifiées et
de leur dérivées (voir [Iso04] eq. (2.17) ou [DKN14] Proposition 3.1 pour une preuve
semblable).
Proposition 2.4.10. Si |z| ≥ 1, pour i ∈ {1, 2}, pour tout X ∈]0, A[ et pour tout
t ∈]0, X[,
|Gi(t,X, z)| ≤ Ce
|Re(z)|(X−t)
(1 + |zX| 12 )(1 + |zt| 12 )
.
Remarque 2.4.11. Il suffit de prouver la Proposition 2.4.10 pour les z tels que Re(z) ≥ 0.
En effet, en utilisant la définition des fonctions de Bessel modifiées (2.4.3) et (2.4.4) on
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sait que
G2(t,X, z) =
pi
√
tX
2 sin(ν−pi)
[Iν−(zt)(I−ν−(zX)− Iν−(zX))
−Iν−(zX)(I−ν−(zt)− Iν−(zt))]
= pi
√
tX
2 sin(ν−pi)
(Iν−(zt)I−ν−(zX)− Iν−(zX)I−ν−(zt)).
Ainsi, en utilisant la définition de Iν donnée précédemment dans (2.4.3), on obtient
que l’application z 7→ G2(t,X, z) est paire en la variable z ∈ C. De même, l’application
z 7→ G1(t,X, z) est paire en z ∈ C.
Démonstration. On prouve la Proposition 2.4.10 seulement pour G2 puisque la preuve
pour G1 est semblable. De plus, en utilisant la remarque précédente on a seulement
besoin de faire la preuve pour z tel que Re(z) ≥ 0. On rappelle que
G2(t,X, z) =
√
tX(Iν−(zt)Kν−(zX)− Iν−(zX)Kν−(zt)),
où
ν− =
1
2 − i
(λ− c−)
κ−
.
Pour obtenir l’estimation de la Proposition 2.4.10 on va utiliser les asymptotiques, données
dans [Leb65], (2.4.5) et
Kν−(ζ) =
(
pi
2ζ
) 1
2
e−ζ
(
1 +O
(1
ζ
))
, (2.4.11)
lorsque ζ →∞ et |Arg(ζ)| ≤ pi − δ, δ > 0. Pour prouver la Proposition 2.4.10 il suffit de
prouver le Lemme suivant (et d’échanger les rôles de t et X pour obtenir le second).
Lemme 2.4.12. Si Re(z) ≥ 0 et |z| ≥ 1, alors pour tout X ∈]0, A[ et pour tout t ∈]0, X[,
√
tX|Iν−(zt)Kν−(zX)| ≤
Ce−Re(z)(X−t)
(1 + |zX| 12 )(1 + |zt| 12 )
.
Lemme 2.4.13. Si Re(z) ≥ 0 et |z| ≥ 1, alors pour tout X ∈]0, A[ et pour tout t ∈]0, X[,
√
tX|Iν−(zX)Kν−(zt)| ≤
CeRe(z)(X−t)
(1 + |zX| 12 )(1 + |zt| 12 )
.
Démonstration. On prouve le Lemme 2.4.12 en découpant le plan en différents secteurs :
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• Si |zt| ≤ 1 et |zX| ≤ 1 :
√
tX|Iν−(zt)Kν−(zX)| =
1
|z| |tz|
1
2 |tX| 12 |Iν−(zt)Kν−(zX)|
≤ C|z|
car |Iν−(zt)Kν−(zX)| est borné sur un ensemble compact.
• Si |zt| > 1 et |zX| ≤ 1 : Ce secteur est interdit puisque t ≤ X.
• Si |zt| ≤ 1 et |zX| > 1 : On sait que |Iν−(zt)| ≤ C car on est sur un ensemble
compact et en utilisant l’estimation (2.4.11) on obtient
|Kν−(zX)| ≤
C
|zX| 12
e−Re(z)X .
Ainsi,
√
tX|Iν−(zt)Kν−(zX)| ≤ C
√
t|Iν−(zt)Kν−(zX)| car X ≤ A
≤ C|zt| 12 |Iν−(zt)|︸ ︷︷ ︸
≤C
|Kν−(zX)|
|z| 12
≤ Ce
−Re(z)X
|z| 12 |zX| 12
.
• Si |zt| > 1 et |zX| > 1 : En utilisant les estimations (2.4.5) et (2.4.11) on a
|Iν−(zt)| ≤
C
|zt| 12
eRe(z)t
et
|Kν−(zX)| ≤
C
|zX| 12
e−Re(z)X .
Ainsi,
√
tX|Iν−(zt)Kν−(zX)| ≤ C|Iν−(zt)Kν−(zX)|
≤ C e
−Re(z)(X−t)
|zt| 12 |zX| 12
.
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2.4.3 Asymptotiques des fonctions de Jost à droite lorsque X → 0
Pour prouver le Théorème 2.4.6 on a besoin des asymptotiques des fonctions de Jost à
droite lorsque la variable de Liouville X tend vers 0. Ces asymptotiques nous permettent
dans un second temps de trouver explicitement le terme principal des composantes
des fonctions de Jost en termes des fonctions de Bessel modifiées. Pour obtenir ces
asymptotiques on utilise le fait que l’on peut écrire les blocs de Faddeev comme des séries
et on utilise le lien entre les matrices de Faddeev et les fonctions de Jost. On procède
pour commencer à l’analyse du bloc FR1.
Lemme 2.4.14. Lorsque X → 0, pour tout z ∈ C fixé,
FR1(X,λ, z) =
(κ−
a−
)i(λ−c−
κ−
)
X
i
(
λ−c−
κ−
)
+O(X2)
( 1 O(X2)
O(X2) 1
)
.
Démonstration. Grâce à (2.3.15) on sait que
‖MˆR1(x, λ, z)− Mˆ0R1(x, λ, z)‖ = O
((∫ x
−∞
‖k(s, z)‖ ds
)2)
.
On rappelle que
k(x, z) = e2iC−(x)
(
−ib(x) za(x)
−za(x) ib(x)
)
.
De plus, d’après les asymptotiques données dans le Lemme 2.2.1, on a b(x) = O(a(x))
lorsque x→ −∞. Ainsi, ‖k(x)‖ ≤ Ca(x) pour x→ −∞. Donc, puisque Mˆ0R1(x, λ, z) = I2,
‖MˆR1(x, λ, z)− I2‖ = O(X2), X → 0.
Concernant FR1, on sait que
FR1(x, λ, z) = ei(λx−C
−(x))MˆR1(x, λ, z),
ainsi
‖FR1(x, λ, z)− F 0R1(x, λ, z)‖ = O(X2), X → 0, (2.4.12)
où
F 0R1(x, λ, z) = ei(λx−C
−(x))I2. (2.4.13)
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De plus,
eiλh(X) =
(
κ−
a−
) iλ
κ−
X
iλ
κ− +O(X2), X → 0. (2.4.14)
En effet, grâce aux asymptotiques du potentiel a, données dans le Lemme 2.2.1,
X = g(x) =
∫ x
−∞
a(t) dt = a−
κ−
eκ−x +O(e3κ−x), x→ −∞,
donc,
eiλh(X) = e
iλ
(
1
κ− ln
(
κ−
a−X
)
+O(X2)
)
=
(
κ−
a−
) iλ
κ−
X
iλ
κ− (1 +O(X2))
=
(
κ−
a−
) iλ
κ−
X
iλ
κ− +O(X2), X → 0.
De plus,
C−(x) =
∫ x
−∞
(c(s)− c−) ds+ c−x
=
∫ x
−∞
(c−e2κ−s +O(e4κ−s)) ds+ c−x
= c−x+O(X2), X → 0.
Ainsi,
ei(λh(X)−C
−(h(X))) = eih(X)(λ−c−) +O(X2)
=
(
κ−
a−
)i(λ−c−
κ−
)
X
i
(
λ−c−
κ−
)
+O(X2), X → 0.
Ceci achève notre preuve grâce aux égalités (2.4.12) et (2.4.13).
Grâce à ces estimations on peut trouver le terme principal des fonctions de Jost en termes
des fonctions de Bessel modifiées. Concernant le coefficient FR1,1, on doit d’abord trouver
les constantes α11 et β11 définies dans (2.4.8) pour que la solution u11 de l’Équation
(2.4.10)
u11(X,λ, z) = u0,11(X,λ, z) +
∫ X
0
G1(t,X, z)(q−(t, λ)u11(t, λ, z) + h1,1,3(t, λ, z)) dt
soit FR1,1. Concernant FR1,2 on doit trouver α12 et β12 pour que la solution u12 de
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(2.4.10)
u12(X,λ, z) = u0,12(X,λ, z) +
∫ X
0
G1(t,X, z)(q−(t, λ)u12(t, λ, z) + h1,2,4(t, λ, z)) dt
soit FR1,2. En utilisant les asymptotiques de FR1,1(X,λ, z) et FR1,2(X,λ, z) lorsqueX → 0
on prouve la Proposition suivante.
Proposition 2.4.15. Pour tout z fixé, pour tout X ∈]0, A[,
FR1,1(X,λ, z) = F−R1,1(X,λ, z)
+
∫ X
0
G1(t,X, z)(q−(t, λ)FR1,1(t, λ, z) + h1,1,3(t, λ, z)) dt,
où,
F−R1,1(X,λ, z) =
zν−
2ν−
(
κ−
a−
)i(λ−c−
κ−
)
Γ(1− ν−)
√
XI−ν−(zX).
De même,
FR1,2(X,λ, z) =
∫ X
0
G1(t,X, z)(q−(t, λ)FR1,2(t, λ, z) + h1,2,4(t, λ, z)) dt.
Démonstration. On cherche α11 et β11 tels que
FR1,1(X,λ, z) = F−R1,1(X,λ, z)
+
∫ X
0
G1(t,X, z)(q−(t, λ)FR1,1(t, λ, z) + h1,1,3(t, λ, z)) dt,
où
F−R1,1(X,λ, z) = α11
√
XI−ν−(zX) + β11
√
XK−ν−(zX).
On rappelle que (voir [Leb65] eqs (5.7.1) et (5.7.2)),
α
√
XI−ν−(zX) ∼
αz−ν−
Γ(1− ν−)2−ν−X
i
(
λ−c−
κ−
)
, X → 0, (2.4.15)
et
β
√
XK−ν−(zX) ∼
−βpi
2 sin(ν−pi)
zν−
Γ(1 + ν−)2ν−
X
1−i
(
λ−c−
κ−
)
, X → 0. (2.4.16)
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Ainsi, pour tout z ∈ C fixé, lorsque X → 0,
G1(t,X, z) =
√
tX(I−ν−(zt)K−ν−(zX)− I−ν−(zX)K−ν−(zt))
=
√
tI−ν−(zt)
√
XK−ν−(zX)−
√
XI−ν−(zX)
√
tK−ν−(zt)
∼ Cv−
(
t
i
(
λ−c−
κ−
)
X
1−i
(
λ−c−
κ−
)
−Xi
(
λ−c−
κ−
)
t
1−i
(
λ−c−
κ−
))
,
où
Cν− =
−pi
sin(ν−pi)Γ(1− ν−)Γ(1 + ν−) .
Finalement, grâce au Lemme 2.4.4,
∫ X
0
G1(t,X, z) (q−(t)FR1,1(t, λ, z) + h1,1,3(t, λ, z))︸ ︷︷ ︸
=O(1)
dt = O(X2), X → 0.
De plus, grâce au Lemme 2.4.14,
FR1,1(X,λ, z) =
(
κ−
a−
)i(λ−c−
κ−
)
X
i
(
λ−c−
κ−
)
+O(X2), X → 0.
Ceci nous permet de conclure, en utilisant à nouveau (2.4.15) et (2.4.16), que
α11 =
zν−
2ν−
(
κ−
a−
)i(λ−c−
κ−
)
Γ(1− ν−) et β11 = 0.
En utilisant le même argument on prouve également que
α12 = 0 et β12 = 0.
On procède à la même analyse pour le bloc FR2.
Lemme 2.4.16. Lorsque X → 0,
FR2,1(X,λ, z) =
b−
2a−ν−
(
κ−
a−
)−i(λ−c−
κ−
)
X
1−i
(
λ−c−
κ−
)
+O(X3)
et
FR2,2(X,λ, z) = iz
1
2ν−
(
κ−
a−
)−i(λ−c−
κ−
)
X
1−i
(
λ−c−
κ−
)
+O(X3).
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Démonstration. Comme dans le cas du bloc FR1, on obtient
‖FR2(x, λ, z)− F 0R2(x, λ, z)‖ = O(X3),
où
F 0R2(x, λ, z) = ie−i(λx+C
−(x))
∫ x
−∞
e2iλ(x−y)k(y, z) dy,
Ainsi, on sait que
FR2,1(x, λ, z) = ei(λx−C
−(x))
∫ x
−∞
e2i(C
−(y)−λy)b(y) dy +O(X3), X → 0.
Donc, en utilisant l’asymptotique (2.4.14), en la variable X, lorsque X → 0,
FR2,1(X,λ, z) = ei(λh(X)−C
−(h(X)))
∫ X
0
e2i(C
−(h(Y ))−λh(Y )) b(Y )
a(Y ) dY +O(X
3),
= b−
a−
(
1− 2iκ− (λ− c−)
) (κ−
a−
)−i(λ−c−
κ−
)
X
1−i
(
λ−c−
κ−
)
+O(X3).
De même, on obtient
FR2,2(x, λ, z) = izei(λx−C
−(x))
∫ x
−∞
e2i(C
−(y)−λy)a(y) dy +O(X3), X → 0.
Ainsi, en la variable X, lorsque X → 0,
FR2,2(X,λ, z) = izei(λh(X)−C
−(h(X)))
∫ X
0
e2i(C
−(h(Y ))−λh(Y )) dY +O(X3),
= iz 1
1− 2iκ− (λ− c−)
(
κ−
a−
)−i(λ−c−
κ−
)
X
1−i
(
λ−c−
κ−
)
+O(X3).
La méthode que l’on utilise maintenant est la même que celle utilisée précédemment
pour le bloc FR1. On commence donc par trouver α21 et β21 tels que la solution u21 de
l’Équation (2.4.10)
u21(X) = u0,21(X) +
∫ X
0
G2(t,X, z)(q−(t)u21(t) + h2,1(t, λ, z)) dt
soit FR2,1 et α22 et β22 tels que la solution u22 de l’Équation (2.4.10)
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u22(X) = u0,22(X) +
∫ X
0
G2(t,X, z)(q−(t)u22(t) + h2,2(t, λ, z)) dt
soit FR2,2. L’analogue de la Proposition 2.4.15 pour le second bloc est alors la Proposition
suivante.
Proposition 2.4.17. Pour tout z fixé et pour tout X ∈]0, A[,
FR2,1(X,λ, z) = F−R2,1(X,λ, z)
+
∫ X
0
G2(t,X, z)(q−(t, λ)FR2,1(t, λ, z) + h2,1,3(t, λ, z)) dt,
où
F−R2,1(X,λ, z) =
b−
2a−
(
z
2
)−ν− (κ−
a−
)−i(λ−c−
κ−
)
Γ(1− µ−)
√
XIν−(zX).
De même,
FR2,2(X,λ, z) = F−R2,2(X,λ, z)
+
∫ X
0
G2(t,X, z)(q−(t, λ)FR2,2(t, λ, z) + h2,2,4(t, λ, z)) dt,
où
F−R2,2(X,λ, z) = i
(
z
2
)µ− (κ−
a−
)−i(λ−c−
κ−
)
Γ(1− µ−)
√
XIν−(zX).
Démonstration. On commence par traiter FR2,1. Comme dans la preuve de la Proposition
2.4.15,
∫ X
0
G2(t,X, z)(q−(t)FR2,1(t, λ, z) + h2,1(t, λ, z)) dt = O(X2), X → 0.
Ainsi, en utilisant le Lemme 2.4.16 et les estimations,
α
√
XIν−(zX) ∼
αzν−
Γ(1 + ν−)2ν−
X
1−i
(
λ−c−
κ−
)
, X → 0,
et
β
√
XKν−(zX) ∼
βpi
2 sin(ν−pi)
z−ν−
Γ(1− ν−)2−ν−X
i
(
λ−c−
κ−
)
, X → 0,
on conclut que
α21 =
b−
2a−
(
z
2
)−ν− (κ−
a−
)−i(λ−c−
κ−
)
Γ(1 + ν−)
ν−
et β21 = 0.
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De même, on trouve que
α22 = i
(
z
2
)µ− (κ−
a−
)−i(λ−c−
κ−
)
Γ(1 + ν−)
ν−
et β22 = 0.
On achève finalement la preuve en utilisant la relation Γ(1 + ν−) = ν−Γ(ν−) et l’égalité
ν− = 1− µ−.
2.4.4 Amélioration des estimations des fonctions de Jost
Pour obtenir les asymptotiques des fonctions de Jost à droite (respectivement à gauche)
pour z grand dans le plan complexe (voir la partie suivante) on a besoin d’estimations
sur ces fonctions de la forme
|FRi,j(X,λ, z)| ≤ Ce|Re(z)|X , |FLi,j(X,λ, z)| ≤ Ce|Re(z)|(A−X),
pour tout (i, j) ∈ {1, 2, 3, 4}2 et pour tout z ∈ C uniformément pour X ∈]0, X1[ (respec-
tivement X ∈]X1, A[), X1 ∈]0, A[ étant fixé. Pour le moment, grâce au Lemme 2.3.2 et
au lien entre les matrices de Faddeev et les fonctions de Jost données par (2.3.17), on
sait que,
|FRi,j(X,λ, z)| ≤ Ce|z|X , |FLi,j(X,λ, z)| ≤ Ce|z|(A−X), ∀(i, j) ∈ {1, 2, 3, 4}2,
pour tout z ∈ C uniformément pour X ∈]0, X1[ (respectivement X ∈]X1, A[). Ces
estimations ne sont cependant pas suffisantes pour notre propos. En utilisant le Théorème
de Phragmén-Lindelöf, on observe qu’il est suffisant de montrer que les composantes des
fonctions de Jost sont bornées sur iR pour obtenir les estimations voulues à partir de
ces dernières. Nous allons maintenant prouver ce fait. On commence par noter que les
équations scalaires obtenues sur les composantes des fonctions de Jost en la variable X
dans le Lemme 2.4.1 sont couplées à cause de la forme du reste hi,j,k. On transforme
ainsi chacune de ces équations scalaires couplées en une équation vectorielle et on les
étudie par perturbation en utilisant une méthode itérative.
Lemme 2.4.18. Pour tout (i, j) ∈ {1, 2, 3, 4}2 et pour tout X1 ∈]0, A[ la fonction
z 7→ FRi,j(X,λ, z) est bornée sur iR uniformément pour X ∈]0, X1[ et la fonction
z 7→ FLi,j(X,λ, z) est bornée sur iR uniformément pour X ∈]X1, A[.
Démonstration. Puisque les preuves sont similaires dans les autres cas, on donne seulement
la preuve pour le couple (FR1,1, FR1,3). On part des équations scalaires d’ordre deux
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données dans le Lemme 2.4.1 :
F ′′R1,1(X,λ, z) + q(X,λ)FR1,1(x, λ, z) = z2FR1,1(X,λ, z) + h1,1,3(X,λ, z),
F ′′R1,3(X,λ, z) + q(X,λ)FR1,3(x, λ, z) = z2FR1,3(X,λ, z) + h1,3,1(X,λ, z),
où (voir les Lemmes 2.3.5 et 2.4.1, l’Équation (2.3.19) et le Lemme 2.4.4)
h1,1,3(X,λ, z) = c1(X,λ, z)F ′R1,1(X,λ, z) + c2(X,λ, z)F ′R1,3(X,λ, z)
+c3(X,λ, z)FR1,1(X,λ, z) + c4(X,λ, z)FR1,3(X,λ, z),
h1,3,1(X,λ, z) = c1(X,λ, z)F ′R1,3(X,λ, z) + c2(X,λ, z)F ′R1,1(X,λ, z)
+c3(X,λ, z)FR1,3(X,λ, z) + c4(X,λ, z)FR1,1(X,λ, z),
et les fonctions ci sont données dans la preuve du Lemme 2.3.5 (voir (2.3.20)). On sait
que, lorsque X → 0,
ci(X,λ, z) = O(X), ∀i ∈ {1, 2}, ci(X,λ, z) = O(1), ∀i ∈ {3, 4}, (2.4.17)
et lorsque z →∞ dans le plan complexe
ci(X,λ, z) = O
(1
z
)
, ∀i ∈ {1, 2, 3, 4}. (2.4.18)
On transforme à présent cette paire d’équations scalaires du second ordre en une équation
vectorielle du premier ordre. On pose,
U(X,λ, z) =

FR1,1(X,λ, z)
FR1,3(X,λ, z)
F ′R1,1(X,λ, z)
F ′R1,3(X,λ, z)
 ,
et on obtient
U ′(X,λ, z) = A(X,λ, z)U(X,λ, z) +B(X,λ, z)U(X,λ, z),
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où
A(X,λ, z) =

0 0 1 0
0 0 0 1
z2 − ω−
X2 0 0 0
0 z2 − ω−
X2 0 0

et
B(X,λ, z) =

0 0 0 0
0 0 0 0
c3 − q− c4 c1 c2
c4 c3 − q− c2 c1
 .
On utilise la notation
U(X,λ, z) =

U1(X,λ, z)
U2(X,λ, z)
U3(X,λ, z)
U4(X,λ, z)

et on commence par étudier l’équation homogène
U ′(X,λ, z) = A(X,λ, z)U(X,λ, z).
On note que cette équation est équivalente à la paire d’équations de Bessel modifiées
U ′′1 (X,λ, z) +
ω−
X2
U1(X,λ, z) = z2U1(X,λ, z),
U ′′3 (X,λ, z) +
ω−
X2
U3(X,λ, z) = z2U3(X,λ, z).
Comme base de l’espace de solutions de ces équations scalaires on choisit
(
√
XIν−(zX),
√
XI−ν−(zX)), (ν− /∈ Z).
Dans la suite de la preuve on pose, dans un soucis de clarté, fν =
√
XIν−(zX) et
gν =
√
XI−ν−(zX). On peut ainsi choisir la base formée des quatre vecteurs
V1 =

fν
0
f ′ν
0
 , V2 =

0
fν
0
f ′ν
 , V3 =

gν
0
g′ν
0
 , V2 =

0
gν
0
g′ν

et on désigne par C(X,λ, z) la matrice dont la i-ème colonne est Vi. En utilisant les
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propriétés du Wronskien de deux fonctions de Bessel modifiées (voir [Leb65]), on peut
prouver le Lemme suivant.
Lemme 2.4.19.
det(C(X,λ, z)) = W (fν , gν)2 =
4 sin(νpi)2
pi2
=: ∆.
On étudie maintenant l’équation inhomogène. On écrit la solution de l’équation homogène
sous la forme
U0(X,λ, z) =

α1fν + β1gν
α3fν + β3gν
α1f ′ν + β1g′ν
α3f ′ν + β3g′ν
 ,
où αi et βi, i ∈ {1, 3} sont choisis de telle sorte que les fonctions de Jost vérifient les
asymptotiques prescrites lorsque X → 0. On utilise à présente la formule de Duhamel
généralisée
U(X,λ, z) = U0(X,λ, z) +
∫ X
0
R(X, t, λ, z)B(t, λ, z)U(t, λ, z) dt,
où R(X, t, λ, z) est la résolvante du problème homogène pour t ∈]0, X[. On peut écrire
R(X, t, λ, z) = C(X,λ, z)C(t, λ, z)−1 et on obtient
U(X,λ, z) = U0(X,λ, z)
+C(X,λ, z)
∫ X
0
C(t, λ, z)−1B(t, λ, z)U(t, λ, z) dt. (2.4.19)
Le terme intégral a du sens grâce aux asymptotiques connues des fonctions de Jost à
droite et de leur dérivées lorsque X → 0, aux bonnes estimations des fonctions ci données
par (2.4.17) et à la formule (2.4.3). Nous allons utiliser une méthode itérative pour
résoudre cette équation intégrale. On définit
U0(X,λ, z) = U0(X,λ, z),
et, pour tout k ∈ N,
Uk+1(X,λ, z) = C(X,λ, z)
∫ X
0
C(t, λ, z)−1B(t, λ, z)Uk(t, λ, z) dt. (2.4.20)
Notre but est maintenant de prouver le Lemme suivant.
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Lemme 2.4.20. Pour tout X1 ∈]0, A[ il existe une constante C ∈ R telle que pour tout
X ∈]0, X1[ et pour de grands nombres complexes z imaginaires purs on a
|Uki (X,λ, z)| ≤ αk
5kC3k+1
|∆|k X
2k, i ∈ {1, 2},
|Uki (X,λ, z)| ≤ αk
5kC3k+1|z|
|∆|k X
2k−1, i ∈ {3, 4},
où
α0 = 1 et αk+1 =
( 1
2k + 1 +
1
2k + 2
)
αk, , ∀k ∈ N.
Démonstration. On commence la preuve par le cas k = 0. Grâce à l’estimation (2.4.5) et
à la formule (2.4.3) on sait que pour tout X0 ∈]0, A[ il existe une constante C ∈ R telle
que pour tout X ∈]0, X1[ et pour de grands z = iy, y ∈ R :
|fν(X,λ, z)| ≤ CX|z| 12
, |gν(X,λ, z)| ≤ C|z| 12
, (2.4.21)
|f ′ν(X,λ, z)| ≤ C|z|
1
2 , |g′ν(X,λ, z)| ≤
C|z| 12
X
. (2.4.22)
On rappelle que
U0(X,λ, z) =

α1fν + β1gν
α3fν + β3gν
α1f ′ν + β1g′ν
α3f ′ν + β3g′ν
 .
On sait que les constantes αi et βi ne dépendent pas de X mais dépendent de z. En effet,
grâce au Lemme 2.4.15, on a
α1 = α3 = β3 = 0, β1 =
(
z
2
)ν− (κ−
a−
)i(λ−c−
κ−
)
Γ(1− ν−).
Ainsi, en utilisant les estimations (2.4.21) et (2.4.22), on obtient la preuve du Lemme
2.4.20 dans le cas k = 0.
On suppose maintenant que le résultat est vrai pour un entier k et on prouve le Lemme
seulement pour les première et troisième composantes car l’étude est la même pour les
deux autres. Grâce à (2.4.20) on sait que (dans un soucis de simplicité on omet les
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paramètres des fonctions),
Uk+11 (X,λ, z)∆ = −fν
∫ X
0
gν((c3 − q−)Uk1 + c4Uk2 + c1Uk3 + c2Uk4 ) dt
+gν
∫ X
0
fν((c3 − q−)Uk1 + c4Uk2 + c1Uk3 + c2Uk4 ) dt
et
Uk+13 (X,λ, z)∆ = −f ′ν
∫ X
0
gν((c3 − q−)Uk1 + c4Uk2 + c1Uk3 + c2Uk4 ) dt
+g′ν
∫ X
0
fν((c3 − q−)Uk1 + c4Uk2 + c1Uk3 + c2Uk4 ) dt.
En utilisant l’hypothèse de récurrence, on peut estimer les termes intégrales. En effet,∣∣∣∣∣
∫ X
0
gν((c3 − q−)Uk1 + c4Uk2 + c1Uk3 + c2Uk4 ) dt
∣∣∣∣∣ ≤ 5C2αk 5kC3k+1|∆|k X
2k+1
2k + 1
et ∣∣∣∣∣
∫ X
0
fν((c3 − q−)Uk1 + c4Uk2 + c1Uk3 + c2Uk4 ) dt
∣∣∣∣∣ ≤ 5C2αk 5kC3k+1|∆|k X
2k+2
2k + 2 .
Ainsi, en utilisant les estimations (2.4.21) et (2.4.22), on obtient que :
|∆|Uk+11 (X,λ, z) ≤
5k+1C3(k+1)+1
|∆|k αk+1X
2(k+1)
et
|∆|Uk+13 (X,λ, z) ≤
5k+1C3(k+1)+1|z|
|∆|k αk+1X
2(k+1)−1.
Ceci achève la preuve du Lemme.
Pour utiliser une méthode itérative on doit obtenir un résultat de sommabilité sur le
terme
5kC3k+1
|∆|k αkX
2k,
qui est donné par le Lemme suivant.
Lemme 2.4.21.
αk ≤ 3
k
(2k − 1)!! ,
où (2k − 1)!! est le produit des entiers impairs inférieurs à 2k − 1.
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Démonstration. Il suffit de noter que
αk =
k∏
j=1
4j − 1
2j(2j − 1) ≤
k∏
j=1
( 2
2j − 1 +
1
(2j − 1)2
)
≤
k∏
j=1
3
2j − 1 =
3k
(2k − 1)!! .
Grâce aux Lemmes 2.4.20 et 2.4.21 on obtient que pour tout X1 ∈]0, A[, il existe une
constante C ∈ R telle que pour tout X ∈]0, X1[ et pour de grands nombres complexes
imaginaires purs z on a, pour i ∈ {1, 2},
∣∣∣∣∣∣
∑
k≥0
Uki (X,λ, z)
∣∣∣∣∣∣ ≤
∑
k≥0
αk
5kC3k+1
|∆|k X
2k ≤
∑
k≥0
(
15
|∆|
)k
C3k+1X2k
(2k − 1)!! < +∞
et, pour i ∈ {3, 4},
∣∣∣∣∣∣
∑
k≥0
Uki (X,λ, z)
∣∣∣∣∣∣ ≤
∑
k≥0
(
15
|∆|
)k
C3k+1|z|X2k−1
(2k − 1)!! < +∞.
On pose alors
U(X,λ, z) =
∑
k≥0
Uk(X,λ, z),
qui est la solution de l’équation intégrale. On rappelle que
U1(X,λ, z) = FR1,1(X,λ, z), U2(X,λ, z) = FR1,3(X,λ, z),
et on note que l’on a montré que pour tout X1 ∈]0, A[, les fonctions FR1,1 et FR1,3 sont
bornées pour z ∈ iR grand, uniformément en X ∈]0, X1[. Puisque les fonctions de Jost
sont continues en z, on conclut que FR1,1 et FR1,3 sont bornées sur iR uniformément en
X ∈]0, X1[.
Théoreme 2.4.22. Pour tout X1 ∈]0, A[, il existe une constante C telle que pour tout
X ∈]0, X1[ et pour tout z dans le plan complexe, pour tout (i, j) ∈ {1, 2, 3, 4}2,
|FRi,j(X,λ, z)| ≤ Ce|Re(z)|X , |F ′Ri,j(X,λ, z)| ≤
C|z|
X
e|Re(z)|X .
Pour tout X1 ∈]0, A[, il existe une constante C telle que pour tout X ∈]X1, A[ et pour
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tout z dans le plan complexe, pour tout (i, j) ∈ {1, 2, 3, 4}2,
|FLi,j(X,λ, z)| ≤ Ce|Re(z)|(A−X), |F ′Li,j(X,λ, z)| ≤
C|z|
A−Xe
|Re(z)|(A−X).
Démonstration. Concernant les fonctions de Jost à droite, grâce au Lemme 2.3.2, on sait
que
|FRi,j(X,λ, z)| ≤ Ce|z|X , ∀(i, j) ∈ {1, 2, 3, 4}2.
De plus, grâce au Lemme 2.4.18 on sait que
|FRi,j(X,λ, z)| ≤ C, ∀z ∈ iR, ∀(i, j) ∈ {1, 2, 3, 4}2.
Ainsi, les fonctions de Jost étant entières (voir Section 2.5), en utilisant le Théorème de
Phragmén-Lindelöf (voir [Boa54], Theorem 1.4.2) on conclut que la première estimation
du Théorème 2.4.22 est vérifiée. La même preuve est valide pour les fonctions de Jost à
gauche.
Pour prouver l’estimation sur les dérivées des fonctions de Jost on rappelle simplement
que ces fonctions vérifient l’Equation (2.3.3) et on conclut en utilisant les estimations
obtenues précédemment sur les fonctions de Jost.
Corollaire 2.4.23. Pour tout X1 ∈]0, A[, il existe une constante C telle que pour tout
X ∈]0, X1[ et pour tout z dans le plan complexe, pour tout i ∈ {1, 2, 3, 4},
|hi,j,k(X,λ, z)| ≤ Ce|Re(z)|X , ∀(j, k) ∈ {(1, 3), (2, 4), (3, 1), (4, 2)}.
Démonstration. On prouve seulement que h1,1,3(X,λ, z) vérifie l’estimation voulue
puisque les autres cas sont similaires. On rappelle que
h1,1,3(X,λ, z) = c1(X,λ, z)F ′R1,1(X,λ, z) + c2(X,λ, z)F ′R1,3(X,λ, z)
+c3(X,λ, z)FR1,1(X,λ, z) + c4(X,λ, z)FR1,3(X,λ, z),
où les fonctions ci satisfont (2.4.17) et (2.4.18). Donc, grâce au Théorème 2.4.22, on
obtient l’estimation voulue.
2.4.5 Asymptotiques des fonctions de Jost à droite pour z grand dans
le plan complexe
On commence par étudier le premier bloc. Puisque les autres coefficients peuvent être
traité en utilisant le même argument, on donne seulement la preuve du Théorème 2.4.6
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pour les coefficients FR1,1 et FR1,2. On prouve ainsi la Proposition suivante.
Proposition 2.4.24. Pour tout X1 ∈]0, A[, il existe une constante C telle que pour z
grand dans le plan complexe et pour tout X ∈]0, X1[,
|FR1,1(X,λ, z)− α11
√
XI−ν−(zX)| ≤ C
e|Re(z)|X
|z|
et
FR1,2(X,λ, z) = O
(
e|Re(z)|X
|z|
)
.
Remarque 2.4.25. Puisque
Iν(z) =
∞∑
k=0
(
z
2
)ν+2k
Γ(k + ν + 1)k! , |z| <∞, | arg(z)| < pi
et
α11 =
zν−
2ν−
(
κ−
a−
)i(λ−c−
κ−
)
Γ(1− ν−),
il n’y a pas de problème pour étendre la fonction z 7→ α11
√
XI−ν−(zX) à R− par symétrie
puisque cette fonction est paire. On s’attendait à obtenir ces symétries pour z grand
puisque dans le cas sans masse la première fonction de Jost à droite est paire.
Démonstration. Grâce à la Proposition 2.4.15, on sait que
FR1,1(X,λ, z) = α11
√
XI−ν−(zX)
+
∫ X
0
G1(t,X, z)(q−(t, λ)FR1,1(X,λ, z) + h1,1,3(t, λ, z)) dt,
où
α11 =
zν−
2ν−
(
κ−
a−
)i(λ−c−
κ−
)
Γ(1− ν−) et ν− = 12 − i
(λ− c−)
κ−
.
En utilisant la Proposition 2.4.10 et le Théorème 2.4.22 on obtient que pour toutX1 ∈]0, A[
il existe une constante C telle que pour z grand dans le plan complexe et pour tout
X ∈]0, X1[,∣∣∣∣∣
∫ X
0
G1(t,X, z)q−(t, λ)FR1,1(X,λ, z) dt
∣∣∣∣∣ ≤ C e|Re(z)|X1 + |zX| 12
∫ X
0
1
1 + |zt| 12
dt
≤ C e
|Re(z)|X
|z| .
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Ainsi, pour tout X1 ∈]0, A[ il existe une constante C telle que pour z grand dans le plan
complexe et pour tout X ∈]0, X1[,∣∣∣∣∣FR1,1(X,λ, z)− α11√XI−ν−(zX)−
∫ X
0
G1(t,X, z)h1,1,3(t, λ, z) dt
∣∣∣∣∣ ≤ C e|Re(z)|X|z| .
De plus, grâce à la Proposition 2.4.10 et au Corollaire 2.4.23 on sait que, pour z grand
dans le plan complexe∣∣∣∣∣
∫ X
0
G1(t,X, z)h1,1,3(t, λ, z) dt
∣∣∣∣∣ ≤ C e|Re(z)|X|z| , ∀X ∈]0, X1[.
On conclut alors que, pour tout X1 ∈]0, A[, il existe une constante C telle que pour z
grand dans le plan complexe,
|FR1,1(X,λ, z)− α11
√
XI−ν−(zX)| ≤ C
e|Re(z)|X
|z| , ∀X ∈]0, X1[.
Par le même argument on obtient que pour tout X1 ∈]0, A[ il existe une constante C
telle que pour z grand dans le plan complexe,
|FR1,2(X,λ, z)| ≤ C e
|Re(z)|X
|z| , ∀X ∈]0, X1[.
Concernant le second bloc on démontre la Proposition suivante.
Proposition 2.4.26. Pour tout X1 ∈]0, A[ il existe une constante C telle que pour z
grand dans le plan complexe
|FR2,1(X,λ, z)| = C e
|Re(z)|X
|z| , ∀X ∈]0, X1[
et
|FR2,2(X,λ, z)− α22
√
XIν−(zX)| ≤ C
e|Re(z)|X
|z| , ∀X ∈]0, X1[.
Remarque 2.4.27. Puisque
Iν(z) =
∞∑
k=0
(
z
2
)ν+2k
Γ(k + ν + 1)k! , |z| <∞, | arg(z)| < pi,
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α21 =
b−
2a−
(
z
2
)−ν− (κ−
a−
)−i(λ−c−
κ−
)
Γ(1 + ν−)
ν−
et
α22 = i
z
2
(
z
2
)−ν− (κ−
a−
)−i(λ−c−
κ−
)
Γ(1 + ν−)
ν−
.
il n’y a pas de problème pour étendre les fonctions z 7→ α21
√
XIν−(zX) et z 7→
α22
√
XIν−(zX) à R− par symétrie puisque ces fonctions ont des propriétés de pari-
tés. On note que la fonction z 7→ α22
√
XIν−(zX) est impaire. On pouvait s’attendre à
obtenir cette symétrie pour z grand puisque dans le cas sans masse, la seconde composante
de la fonction de Jost à droite est impaire.
Démonstration. Grâce à la Proposition 2.4.17 on sait que,
FR2,1(X,λ, z) = α21
√
XIν−(zX)
+
∫ X
0
G2(t,X, z)(q−(t)FR2,1(X,λ, z) + h2,1(t, λ, z)) dt,
où
α21 =
b−
2a−
(
z
2
)−ν− (κ−
a−
)−i(λ−c−
κ−
)
Γ(1− µ−) et ν− = 12 − i
(λ− c−)
κ−
.
En procédant comme dans la preuve de la Proposition 2.4.24, on obtient alors, grâce
à la Proposition 2.4.10, à l’asymptotique (2.4.5) et au Corollaire 2.4.23, que pour tout
X1 ∈]0, A[, il existe une constante C telle que pour z grand dans le plan complexe et
pour tout X ∈]0, X1[,
|FR2,1(X,λ, z)| ≤ C e
|Re(z)|X
|z| .
Concernant FR2,2, on sait, grâce à la Proposition 2.4.17, que
FR2,2(X,λ, z) = α22
√
XIν−(zX)
+
∫ X
0
G2(t,X, z)(q−(t)FR2,2(X,λ, z) + h2,2(t, λ, z)) dt,
où
α22 = i
(
z
2
)µ− (κ−
a−
)−i(λ−c−
κ−
)
Γ(1− µ−) et µ− = 12 + i
(λ− co)
κ−
.
Ainsi, toujours en suivant la même méthode, on obtient que pour tout X1 ∈]0, A[, il existe
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une constante C telle que pour z grand dans le plan complexe et pour tout X ∈]0, X1[,∣∣∣∣∣FR2,2(X,λ, z)− α22√XIν−(zX)−
∫ X
0
G2(t,X, z)h2,2(t, λ, z) dt
∣∣∣∣∣ ≤ C e|Re(z)|X|z| .
De plus, grâce au Corollaire 2.4.23, on sait que pour tout X1 ∈]0, A[ il existe une constante
C telle que, pour z grand dans le plan complexe et pour tout X ∈]0, X1[,∣∣∣∣∣
∫ X
0
G2(t,X, z)h2,2(t, λ, z) dt
∣∣∣∣∣ ≤ C e|Re(z)|X|z| .
On conclut ainsi que, pour tout X1 ∈]0, A[, il existe une constante C telle que pour z
grand dans le plan complexe
|FR2,2(X,λ, z)− α22
√
XIν−(zX)| ≤ C
e|Re(z)|X
|z| , ∀X ∈]0, X1[.
2.4.6 Asymptotiques des fonctions de Jost à gauche pour z grand dans
le plan complexe
Comme pour les fonctions de Jost à droite on peut prouver que les fonctions de Jost à
gauche vérifient les estimations suivantes.
Théoreme 2.4.28. On pose
αL(z) =
(
z
2
)ν+ (
−κ+
a+
)i(λ−c+
κ+
)
Γ(1− ν+)
et
βL(z) =
(
z
2
)µ+ (
−κ+
a+
)−i(λ−c+
κ+
)
Γ(1− µ+).
Pour z grand dans le plan complexe (voir la remarque suivante), les fonctions de Jost
à gauche vérifient les estimations suivantes uniformément sur chaque sous-ensemble
compact de ]0, A[,∣∣∣∣∣
∣∣∣∣∣FL1(X,λ, z)− αL(z)√A−XI−ν+(z(A−X))
(
1 0
0 1
)∣∣∣∣∣
∣∣∣∣∣ = O
(
e|Re(z)|(A−X)
|z|
)
,
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∣∣∣∣∣
∣∣∣∣∣FL2(X,λ, z) + iβL(z)√A−XIν+(z(A−X))
(
0 1
−1 0
)∣∣∣∣∣
∣∣∣∣∣ = O
(
e|Re(z)|(A−X)
|z|
)
,
∣∣∣∣∣
∣∣∣∣∣FL3(X,λ, z) + iβL(z¯)√A−XIµ+(z(A−X))
(
0 1
−1 0
)∣∣∣∣∣
∣∣∣∣∣ = O
(
e|Re(z)|(A−X)
|z|
)
,
∣∣∣∣∣
∣∣∣∣∣FL4(X,λ, z)− αL(z¯)√A−XI−µ+(z(A−X))
(
1 0
0 1
)∣∣∣∣∣
∣∣∣∣∣ = O
(
e|Re(z)|(A−X)
|z|
)
.
Remarque 2.4.29. Comme lors de l’étude de la fonction de Jost à droite on doit faire
attention car les asymptotiques des fonctions de Bessel modifiées sont données dans tout
le plan complexe excepté au voisinage de l’axe R−. Cependant, en utilisant des propriétés
de parité/imparité (provenant de la définition de αL(z) et βL(z)) on peut étendre les
asymptotiques à tout le plan complexe.
Par conséquent, en utilisant l’asymptotique (2.4.5), on obtient les asymptotiques suivantes
des fonctions de Jost à gauche pour z → +∞, z réel.
Théoreme 2.4.30. Les fonctions de Jost à gauche vérifient les asymptotiques suivantes
pour z → +∞, z réel, uniformément sur chaque sous-ensemble compact de ]0, A[,
FL1(X,λ, z) =
2−ν+√
2pi
(
−κ+
a+
)i (λ−c+)
κ+ Γ(1− ν+)z−i
(λ−c+)
κ+
×ez(A−X)
 1 O (1z)
O
(
1
z
)
1
 [1]z,
FL2(X,λ, z) = −i2
−µ+
√
2pi
(
−κ+
a+
)−i (λ−c+)
κ+ Γ(1− µ+)zi
(λ−c+)
κ+
×ez(A−X)
O (1z) 1
−1 O
(
1
z
) [1]z,
FL3(X,λ, z) = −i2
−ν+
√
2pi
(
−κ+
a+
)i (λ−c+)
κ+ Γ(1− ν+)z−i
(λ−c+)
κ+
×ez(A−X)
O (1z) 1
−1 O
(
1
z
) [1]z,
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FL4(X,λ, z) =
2−µ+√
2pi
(
−κ+
a+
)−i (λ−c+)
κ+ Γ(1− µ+)zi
(λ−c+)
κ+
×ez(A−X)
 1 O (1z)
O
(
1
z
)
1
 [1]z,
où
[1]z = 1 +O
(1
z
)
.
Remarque 2.4.31. Les asymptotiques correspondantes sont également vraies pour z →
−∞ par parité/imparité.
2.4.7 Asymptotiques de la matrice des données de diffusion
On rappelle que la matrice AˆL(λ, z) est définie par
FˆL(x, λ, z) = FˆR(x, λ, z)AˆL(λ, z),
et, grâce à l’Équation (2.3.4), on voit que
AˆL(λ, z) = Γ1FˆR(x, λ, z¯)?Γ1FˆL(x, λ, z).
De plus,
FR(x, λ, z) = e−iΓ
1C−(x)FˆR(x, λ, z) et FL(x, λ, z) = e−iΓ
1C−(x)FˆL(x, λ, z),
donc,
AˆL(λ, z) = Γ1FR(x, λ, z¯)?Γ1FL(x, λ, z).
Ainsi, les blocs de la matrice AˆL(λ, z) vérifient, pour tout X ∈]0, A[, les relations
AˆL1(λ, z) = FR1(X,λ, z¯)?FL1(X,λ, z)− FR3(X,λ, z¯)?FL3(X,λ, z)
AˆL2(λ, z) = FR1(X,λ, z¯)?FL2(X,λ, z)− FR3(X,λ, z¯)?FL4(X,λ, z)
AˆL3(λ, z) = −FR2(X,λ, z¯)?FL1(X,λ, z) + FR4(X,λ, z¯)?FL3(X,λ, z)
AˆL4(λ, z) = −FR2(X,λ, z¯)?FL2(X,λ, z) + FR4(X,λ, z¯)?FL4(X,λ, z)
.
Remarque 2.4.32. On voit immédiatement, grâce aux symétries des asymptotiques
des fonctions de Jost, que pour z assez grand dans le plan complexe on a AˆL1(λ, z) ∼
AˆL4(λ, z¯)? et AˆL2(λ, z) ∼ AˆL3(λ, z¯)?. Ce sont les symétries vraies pour tout z dans le cas
sans masse étudié dans [DN11].
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Grâce aux Théorèmes 2.4.6 et 2.4.28 on obtient que si l’on pose
α(z) =
(
κ−
a−
)−i(λ−c−
κ−
) (
−κ+
a+
)i(λ−c+
κ+
)
Γ(1− µ−)Γ(1− ν+)
(
z
2
)µ−+ν+
et
β(z) =
(
κ−
a−
)−i(λ−c−
κ−
) (
−κ+
a+
)−i(λ−c+
κ+
)
Γ(1− µ−)Γ(1− µ+)
(
z
2
)µ−+µ+
,
les blocs de la matrice AˆL vérifient les asymptotiques suivantes pour z grand dans le plan
complexe :∣∣∣∣∣∣AˆL1(λ, z)− α(z)√X(A−X)[I−µ−(zX)I−ν+(z(A−X))
+Iν−(zX)Iµ+(z(A−X))]
(
1 0
0 1
) ∣∣∣∣∣∣= O(e|Re(z)|A|z|
)
,
∣∣∣∣∣∣AˆL2(λ, z) + iβ(z)√X(A−X)[Iν−(zX)I−µ+(z(A−X))
+I−µ−(zX)Iν+(z(A−X))]
(
0 1
−1 0
) ∣∣∣∣∣∣= O(e|Re(z)|A|z|
)
,
∣∣∣∣∣∣AˆL3(λ, z) + iβ(z¯)√X(A−X)(Iµ−(zX)I−ν+(z(A−X))
+I−ν−(zX)Iµ+(z(A−X)))
(
0 1
−1 0
) ∣∣∣∣∣∣= O(e|Re(z)|A|z|
)
,
∣∣∣∣∣∣AˆL4(λ, z)− α(z¯)√X(A−X)(I−ν−(zX)I−µ+(z(A−X))
+Iµ−(zX)Iν+(z(A−X)))
(
1 0
0 1
) ∣∣∣∣∣∣= O(e|Re(z)|A|z|
)
.
À présent, en utilisant les asymptotiques des fonctions de Bessel modifiées données par
(2.4.5), on obtient les asymptotiques de la matrice AˆL(λ, z) pour z grand dans le plan
complexe (on peut étendre ces asymptotiques sur la demi-droite R− par parité).
Théoreme 2.4.33. Les blocs de la matrice AˆL vérifient les estimations suivantes pour z
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grand dans le plan complexe :
AˆL1(λ, z) = 12pi
(
−κ+a+
)i (λ−c+)
κ+
(
κ−
a−
)−i (λ−c−)
κ− Γ(1− ν+)Γ(1− µ−)
× ( z2)i
(
(λ−c−)
κ− −
(λ−c+)
κ+
) (
ezA + e−zAe
−sg(Im(z))pi
(
λ−c+
κ+
−λ−c−
κ−
))
Iz[1]z,
AˆL2(λ, z) = −i2pi
(
−κ+a+
)−i (λ−c+)
κ+
(
κ−
a−
)−i (λ−c−)
κ− Γ(1− µ+)Γ(1− µ−)
× ( z2)i
(
(λ−c−)
κ− +
(λ−c+)
κ+
) (
ezA − e−zAesg(Im(z))pi
(
λ−c+
κ+
−λ−c−
κ−
))
Jz[1]z,
AˆL3(λ, z) = −i2pi
(
−κ+a+
)i (λ−c+)
κ+
(
κ−
a−
)i (λ−c−)
κ− Γ(1− ν+)Γ(1− ν−)
× ( z2)−i
(
(λ−c−)
κ− +
(λ−c+)
κ+
) (
ezA − e−zAe−sg(Im(z))pi
(
λ−c+
κ+
+λ−c−
κ−
))
Jz[1]z,
AˆL4(λ, z) = 12pi
(
−κ+a+
)−i (λ−c+)
κ+
(
κ−
a−
)i (λ−c−)
κ− Γ(1− µ+)Γ(1− ν−)
× ( z2)−i
(
(λ−c−)
κ− −
(λ−c+)
κ+
) (
ezA + e−zAe
sg(Im(z))pi
(
λ−c+
κ+
−λ−c−
κ−
))
Iz[1]z,
où
Iz =
 1 O (1z)
O
(
1
z
)
1
 , Jz =
O (1z) 1
−1 O
(
1
z
) et [1]z = 1 +O(1
z
)
.
Remarque 2.4.34. Pour z grand dans R+ on obtient l’analogue des asymptotiques
données dans [DN11], Theorem 4.19, dans le cas sans masse.
Démonstration. On commence par rappeler que la matrice des données de diffusion AˆL
est définie par
FL(x, λ, z) = FR(x, λ, z)AˆL(λ, z).
Pour prouver le Théorème 2.4.33 on utilise notre connaissance des asymptotiques des
fonctions de Jost à droite et à gauche données par les Théorèmes 2.4.6 et 2.4.28. On pose
αR(z) =
(
z
2
)ν− (κ−
a−
)i (λ−c−)
κ− Γ(1− ν−)
√
XI−ν−(zX)
et
βR(z) =
(
z
2
)µ− (κ−
a−
)−i (λ−c−)
κ− Γ(1− µ−)
√
XIν−(zX).
Ainsi, par définition des fonctions de Bessel modifiées (2.4.3) on obtient facilement que
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la fonction z 7→ αR(z) est paire alors que la fonction z 7→ βR(z) est impaire sur le plan
complexe. De même, si l’on pose
αL(z) =
(
z
2
)ν+ (κ+
a+
)i (λ−c+)
κ+ Γ(1− ν+)
√
XI−ν+(zX)
et
βL(z) =
(
z
2
)µ+ (κ+
a+
)−i (λ−c+)
κ+ Γ(1− µ+)
√
XIν+(zX),
on obtient que la fonction z 7→ αL(z) est paire alors que la fonction z 7→ βL(z) est impaire
sur le plan complexe. Ainsi, il est suffisant de prouver le Théorème 2.4.33 pour z grand
tel que Re(z) ≥ 0.
De plus, pour de tels z, en utilisant l’asymptotique (2.4.5), on sait que pour z grand,
αR(z) =
2−ν−√
2pi
(
κ−
a−
)i (λ−c−)
κ− Γ(1− ν−)z−i
(λ−c−)
κ− ezX
(
1 +O
(1
z
))
,
βR(z) =
2−µ−√
2pi
(
κ−
a−
)−i (λ−c−)
κ− Γ(1− µ−)zi
(λ−c−)
κ− ezX
(
1 +O
(1
z
))
,
αL(z) =
2−ν+√
2pi
(
κ+
a+
)i (λ−c+)
κ+ Γ(1− ν+)z−i
(λ−c+)
κ+ ezX
(
1 +O
(1
z
))
,
et
βL(z) =
2−µ+√
2pi
(
κ+
a+
)−i (λ−c+)
κ+ Γ(1− µ+)zi
(λ−c+)
κ+ ezX
(
1 +O
(1
z
))
.
Ainsi, en posant
αR(z) = 2
−ν−
√
2pi
(
κ−
a−
)i (λ−c−)
κ− Γ(1− ν−)z−i
(λ−c−)
κ−
et
βR(z) = 2
−µ−
√
2pi
(
κ−
a−
)−i (λ−c−)
κ− Γ(1− µ−)zi
(λ−c−)
κ− ,
le Théorème 2.4.6 montre que, en utilisant les notations αR := αR(z), βR := βR(z),
αR := αR(z¯) et βR := βR(z¯), la matrice FR est équivalente pour z grand à la matrice
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R =

αR 0 0 iβR
0 αR −iβR 0
0 iβR αR 0
−iβR 0 0 αR
 ezX
dont l’inverse est (puisque det(R) = e4zX(|αR|2 + |βR|2)2 = 1 car det(FR) = 1) :
R−1 =

αR 0 0 −iβR
0 αR iβR 0
0 −iβR αR 0
iβR 0 0 αR
 ezX .
On note que l’on peut aussi utiliser la formule de l’inverse donnée dans [AKvdM00],
Equation (2.5), que l’on utilisera plus tard. De même, en posant
αL = 2
−ν+
√
2pi
(
−κ+
a+
)i (λ−c+)
κ+ Γ(1− ν+)z−i
(λ−c+)
κ+
et
βL = 2
−µ+
√
2pi
(
−κ+
a+
)−i (λ−c+)
κ+ Γ(1− µ+)zi
(λ−c+)
κ+ ,
le Théorème 2.4.28 montre que, en utilisant les notations correspondantes, la matrice FL
est équivalente, pour z grand dans le plan complexe tel que Re(z) ≥ 0, à la matrice
L =

αL 0 0 −iβL
0 αL iβL 0
0 −iβL αL 0
iβL 0 0 αL
 ez(A−X).
Ainsi, la matrice AˆL est équivalente, pour z grand dans le plan complexe, à la matrice
R−1L qui est donnée par
αRαL + βRβL 0 0 −iαRβL − iβRαL
0 αRαL + βRβL iαRβL + iβRαL 0
0 −iβRαL − iαRβL βRβL + αRαL 0
iβRαL + iαRβL 0 0 βRβL + αRαL
 ezA.
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De plus,
αRαL + βRβL = 12pi
(
−κ+
a+
)i (λ−c+)
κ+
(
κ−
a−
)−i (λ−c−)
κ− Γ(1− ν+)Γ(1− µ−)
×
(
z
2
)i( (λ−c−)
κ− −
(λ−c+)
κ+
)
et
αRβL + βRαL = 12pi
(
−κ+
a+
)−i (λ−c+)
κ+
(
κ−
a−
)−i (λ−c−)
κ− Γ(1− µ+)Γ(1− µ−)
×
(
z
2
)i( (λ−c−)
κ− +
(λ−c+)
κ+
)
.
Ceci achève la preuve du Théorème 2.4.33.
2.5 Complexification du Moment Angulaire
Dans cette Section, on suit la Section 3 de [DN11] et on utilise la méthode de Com-
plexification du Moment Angulaire. Pour commencer, on note que les fonctions de Jost
FL(x, λ, z) et FR(x, λ, z) sont analytiques en la variable z ∈ C puis on utilise les résultats
d’unicité mentionnés en introduction en se servant des asymptotiques trouvées dans la
Section 2.4.
2.5.1 Propriétés d’analyticité des fonctions de Jost et de la matrice
des données de diffusion
Le but de cette Section est de prouver l’analyticité des fonctions de Jost et des coefficients
de la matrice AˆL(λ, z) afin de pouvoir utiliser la classe de Nevanlinna par la suite.
Lemme 2.5.1. Les applications z 7→ FR(x, λ, z) et z 7→ FL(x, λ, z) sont analytiques sur
le plan complexe C.
Démonstration. On prouve ce Lemme pour les fonctions de Jost à droite puisque la
preuve est la même pour les fonctions de Jost à gauche. On rappelle que le lien entre la
fonction de Jost à droite du hamiltonien H et la matrice de Faddeev du hamiltonien A
est donné par
FR(x, λ, z) = e−iΓ
1C−(x)MˆR(x, λ, z)eiλΓ
1x.
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Ainsi, l’analyticité de la fonction de Jost à droite est équivalente à l’analyticité de la
matrice de Faddeev à droite. En utilisant (2.3.15) on obtient, par exemple, l’analyticité
du bloc MˆR1 puisque les termes de la série sont polynomiaux en la variable z. La preuve
est la même pour les blocs MˆR2, MˆR3 et MˆR4.
Lemme 2.5.2. L’application z 7→ AˆL(λ, z) est analytique sur le plan complexe C.
Démonstration. Par définition
FL(x, λ, z) = FR(x, λ, z)AˆL(λ, z).
Puisque det(FR) = 1, les coefficients de la matrice AˆL(λ, z) sont des combinaisons des
composantes des fonctions de Jost. Ainsi les coefficients sont analytiques en la variable z
d’après le Lemme précédent.
2.5.2 Classe de Nevanlinna et résultat d’unicité
On prouve maintenant que les coefficients AˆLi,j de la matrice AˆL appartiennent à la classe
de Nevanlinna lorsqu’on les restreint au demi-plan Π+ = {z ∈ C, Re(z) > 0}. Ceci nous
permettra d’utiliser les résultats d’unicité mentionnés en introduction. On commence
par rappeler que la classe de Nevanlinna N(Π+) est définie comme étant l’ensemble des
fonctions analytiques h sur Π+ satisfaisant l’estimation
sup
0<r<1
∫ pi
−pi
ln+
∣∣∣∣∣h
(
1− reiϕ
1 + reiϕ
)∣∣∣∣∣ dϕ <∞,
où ln+(x) = ln(x) si ln(x) ≥ 0 et 0 si ln(x) < 0. Nous allons utiliser le résultat suivant
prouvé dans [Ram99].
Lemme 2.5.3. Soit h ∈ H(Π+) une fonction holomorphe sur Π+ satisfaisant
|h(z)| ≤ CeARe(z), ∀z ∈ Π+,
où A et C sont deux constantes. Alors h ∈ N(Π+).
Démonstration. Sans perte de généralité, on peut supposer que C ≥ 1. Ainsi en utilisant
l’estimation sur h et le fait que ln+(ab) ≤ ln+(a) + ln+(b) pour a, b > 0, on a
ln+
∣∣∣∣∣h
(
1− reiϕ
1 + reiϕ
)∣∣∣∣∣ ≤ lnC +ARe
(
1− reiϕ
1 + reiϕ
)
≤ lnC +A 1− r
2
1 + r2 + 2r cos(ϕ) .
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On utilise alors la formule
∫ pi
−pi
1−r2
1+r2+2r cos(ϕ) dϕ = 2pi qui nous conduit au résultat.
Comme conséquence du Lemme 2.5.3 et du Théorème 2.4.33, on obtient ainsi le résultat
suivant.
Corollaire 2.5.4. Pour chaque λ ∈ R fixé, les applications z 7→ AˆLi,j(λ, z)|Π+ appar-
tiennent à N(Π+) pour (i, j) ∈ {1, 2, 3, 4}2.
On rappelle maintenant le résultat suivant prouvé dans [Ram99], Theorem 1.3.
Théoreme 2.5.5 ([Ram99], Thm. 1.3). Soit h ∈ N(Π+) satisfaisant h(n) = 0 pour tout
n ∈ L où L ⊂ N? avec ∑n∈L 1n =∞. Alors h ≡ 0 dans N(Π+).
On déduit alors du Corollaire 2.5.4 et du Théorème 2.5.5 le résultat suivant.
Corollaire 2.5.6. On considère deux trous noirs de type RN-dS et on désigne par AˆLi,j
et ˜ˆALi,j les coefficients correspondants des matrices AˆL et ˜ˆAL. Soit L ⊂ N? satisfaisant∑
n∈L
1
n =∞. Supposons que pour i ∈ {1, 2, 3, 4} et j ∈ {1, 2, 3, 4}
AˆLi,j(λ, n) = ˜ˆALi,j(λ, n), ∀n ∈ L.
Alors,
AˆLi,j(λ, z) = ˜ˆALi,j(λ, z), ∀z ∈ C.
Démonstration. On applique le Théorème 2.5.5 aux fonctions AˆLi,j(λ, z)− ˜ˆALi,j(λ, z) qui
appartiennent à N(Π+) d’après le Corollaire 2.5.4.
En d’autres termes, grâce au Corollaire 2.5.4 et au Théorème 2.5.5, les données de
diffusion AˆLi,j(λ, z) sont déterminées de façon unique en tant que fonctions de z ∈ C par
leur valeurs sur un sous-ensemble L de l’ensemble des entiers satisfaisant la condition
de Müntz ∑n∈L 1n = ∞. Dans notre preuve du Théorème principal on aura besoin du
résultat suivant.
Corollaire 2.5.7. On considère deux trous noirs de type RN-dS et on désigne par Lˆ, Rˆ et
˜ˆ
L, ˜ˆR les coefficients de réflexion correspondants. Soit L ⊂ N? satisfaisant ∑n∈L 1n =∞.
Supposons que
Lˆ(λ, n) = ˜ˆL(λ, n), ∀n ∈ L (respectivement Rˆ(λ, n) = ˜ˆR(λ, n), ∀n ∈ L).
Alors, si on désigne par P l’ensemble des poles de Lˆ (respectivement Q l’ensemble des
poles de Rˆ) on a,
Lˆ(λ, z) = ˜ˆL(λ, z), ∀z ∈ C \ P (respectivement Rˆ(λ, z) = ˜ˆR(λ, z), ∀z ∈ C \Q).
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Démonstration. Puisque la preuve est similaire pour Rˆ, on montre le résultat seulement
pour le coefficient de réflexion Lˆ. On rappelle (voir (2.1.18)) que
Lˆ(λ, n) = AˆL3(λ, n)AˆL1(λ, n)−1 = −AˆR4(λ, n)−1AˆR3(λ, n).
Ainsi, grâce à notre hypothèse, on obtient
˜ˆ
AR4(λ, n)AˆL3(λ, n) = − ˜ˆAR3(λ, n)AˆL1(λ, n), ∀n ∈ L.
En utilisant le Corollaire 2.5.4 et le Théorème 2.5.5, on déduit de cette égalité que
˜ˆ
AR4(λ, z)AˆL3(λ, z) = − ˜ˆAR3(λ, z)AˆL1(λ, z), ∀z ∈ C.
Finalement, pour tout z ∈ C \ P (on note que grâce à l’égalité précédente P = P˜ , où P˜
est l’ensemble des poles de ˜ˆL),
Lˆ(λ, z) = AˆL3(λ, z)AˆL1(λ, z)−1 = − ˜ˆAR4(λ, z)−1 ˜ˆAR3(λ, z) = ˜ˆL(λ, z).
2.6 Preuve du Théorème principal
Le but de cette Section est de prouver le Théorème 2.1.1. On commence par supposer que
l’assertion (i) est satisfaite. Nous devons alors prouver l’unicité des paramètres (M,Q,Λ)
d’un trou noir de type RN-dS à partir de la connaissance des coefficients de réflexion
L(λ, n) des matrices de diffusion partielles, pour une énergie fixée λ ∈ R et pour tout
n ∈ L ⊂ N? satisfaisant la condition de Müntz ∑n∈L 1n =∞.
Considérons donc deux trous noirs de type RN-dS ayant respectivement pour paramètres
(M,Q,Λ) et (M˜, Q˜, Λ˜). On désigne par a(x), b(x) et c(x) et a˜(x), b˜(x) et c˜(x) les potentiels
apparaissant dans l’équation de Dirac (2.1.6) correspondante et définis par (2.1.8). On
suppose que
L(λ, n) = L˜(λ, n), ∀n ∈ L.
Ainsi (voir Proposition 2.3.1),
Lˆ(λ, n) = ˜ˆL(λ, n), ∀n ∈ L.
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Lemme 2.6.1. Supposons que
Lˆ(λ, n) = ˜ˆL(λ, n), ∀n ∈ L.
Alors
A :=
∫
R
a(t) dt =
∫
R
a˜(t) dt =: A˜.
Démonstration. On rappelle que (voir (2.3.7) et (2.1.18)),
Lˆ(λ, n) = AˆL3(λ, n)AˆL1(λ, n)−1
et
AˆL1(λ, n)?AˆL1(λ, n) = I2 + AˆL3(λ, n)?AˆL3(λ, n).
On note que, grâce à leur asymptotiques données dans le Théorème 2.4.33, les blocs
AˆLi(λ, n), i ∈ {1, 2, 3, 4}, de la matrice AˆL(λ, n), sont inversibles pour n assez grand.
Ainsi, pour n assez grand,
AˆL1(λ, n)? = AˆL1(λ, n)−1 + AˆL3(λ, n)?Lˆ(λ, n)
= AˆL1(λ, n)−1 + AˆL3(λ, n)? ˜ˆL(λ, n)
= Aˆ−1L1 + Aˆ
?
L3
(
( ˜ˆA?L3)−1(
˜ˆ
A?L1
˜ˆ
AL1 − I2) ˜ˆA−1L1
)
= Aˆ−1L1 + Aˆ
?
L3
(
( ˜ˆA?L3)−1(
˜ˆ
A?L1 − ˜ˆA−1L1 )
)
.
Donc,
(Aˆ?L3)−1Aˆ?L1 − (Aˆ?L3)−1Aˆ−1L1 = ( ˜ˆA?L3)−1 ˜ˆA?L1 − ( ˜ˆA?L3)−1 ˜ˆA−1L1 .
De plus, l’hypothèse implique que,
(L(λ, n)?)−1 = (L˜(λ, n)?)−1,
i.e.
(Aˆ?L3)−1Aˆ?L1 = (
˜ˆ
A?L3)−1
˜ˆ
A?L1.
Ainsi,
(Aˆ?L3)−1Aˆ−1L1 = (
˜ˆ
A?L3)−1
˜ˆ
A−1L1 .
Finalement, en utilisant les asymptotiques données dans le Théorème 2.4.33, on obtient
que A = A˜.
Ainsi, on peut définir les difféomorphismes h, h˜ :]0, A[→ R comme étant respectivement
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les inverses des transformations de Liouville g et g˜ dans lesquelles on utilise respectivement
les potentiels a(x) et a˜(x). À présent, comme dans [DN11], on suit la stratégie inspirée
de [FY05]. On introduit ainsi, pour X ∈]0, A[, la matrice 4× 4
P (X,λ, z) =
(
P1(X,λ, z) P2(X,λ, z)
P3(X,λ, z) P4(X,λ, z)
)
, Pj(X,λ, z) ∈M2(C), j ∈ {1, 2, 3, 4},
définie par
P (X,λ, z)F˜R(h˜(X), λ, z) = FR(h(X), λ, z).
On commence par prouver que la matrice P (X,λ, z) est constante et égale à ±I4 en
utilisant le Théorème de Phragmén-Lindelöf et le Théorème de Liouville grâce à de bonnes
estimations sur les coefficients de la matrice P (X,λ, z) ainsi qu’à leur analyticité en la
variable z. Après ceci, on obtient deux égalités sur des fonctions scalaires dépendantes
des potentiels et on déduit de la forme explicite des potentiels l’unicité de M , Q et Λ.
2.6.1 Étude de la matrice P
On commence par rappeler que
FR(x, λ, z) = e−iΓ
1C−(x)FˆR(x, λ, z).
Ainsi,
P (X,λ, z) = FR(h(X), λ, z)F˜R(h˜(X), λ, z)−1
= e−iΓ1C−(h(X))FˆR(x, λ, z) ˜ˆFR(h˜(X), λ, z)−1eiΓ
1C˜−(h˜(X)).
On sait (voir (2.3.3)) que
˜ˆ
FR(h˜(X), λ, z)−1 = Γ1 ˜ˆFR(h˜(X), λ, z)?Γ1.
Ainsi,
P (X,λ, z) = e−iΓ1C−(h(X))FˆR(h(X), λ, z)Γ1 ˜ˆFR(h˜(X), λ, z)?Γ1eiΓ
1C˜−(h˜(X))
= e−iΓ1C−
FˆR1 ˜ˆF ?R1 − FˆR2 ˜ˆF ?R2 −FˆR1 ˜ˆF ?R3 + FˆR2 ˜ˆF ?R4
FˆR3
˜ˆ
F ?R1 − FˆR4 ˜ˆF ?R2 −FˆR3 ˜ˆF ?R3 + FˆR4 ˜ˆF ?R4
 eiΓ1C˜−
=
(
FR1F˜
?
R1 − FR2F˜ ?R2 −FR1F˜ ?R3 + FR2F˜ ?R4
FR3F˜
?
R1 − FR4F˜ ?R2 −FR3F˜ ?R3 + FR4F˜ ?R4
)
.
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Lemme 2.6.2. Pour tout (i, j) ∈ {1, 2, 3, 4}2, les applications z 7→ Pi,j(X,λ, z) sont
analytiques sur C et de type exponentiel (i.e. qu’il existe des constantes c et C telles que
|Pi,j(X,λ, z)| ≤ ceC|z|).
Démonstration. Puisque les fonctions de Jost sont analytiques sur le plan complexe, le
premier point du Lemme est une conséquence immédiate de l’égalité précédente. Le fait
que les composantes Pi,j(X,λ, z) soient de type exponentiel est une conséquence des
Théorèmes 2.4.6, 2.4.28 et 2.4.33.
On étudie seulement P1 et P2 puisque l’étude de P3 et P4 est similaire. On sait que
P1(X,λ, z) = FR1F˜ ?R1 − FR2F˜ ?R2
et
P2(X,λ, z) = −FR1F˜ ?R3 + FR2F˜ ?R4.
On utilise maintenant
FL(x, λ, z) = FR(x, λ, z)AˆL(λ, z)
=
(
FR1AˆL1 + FR2AˆL3 FR1AˆL2 + FR2AˆL4
FR3AˆL1 + FR4AˆL3 FR3AˆL2 + FR4AˆL4
)
.
Ainsi, puisque
FL1 = FR1AˆL1 + FR2AˆL3,
on obtient
FR1 = (FL1 − FR2AˆL3)Aˆ−1L1 = FL1Aˆ−1L1 − FR2Lˆ(λ, z)
et, grâce à
FL2 = FR1AˆL2 + FR2AˆL4,
on obtient également que
FR2 = (FL2 − FR1AˆL2)Aˆ−1L4 = FL2Aˆ−1L4 − FR1AˆL2Aˆ−1L4 .
On note que, grâce aux asymptotiques des matrices ALi et ARi, pour i ∈ {1, 2, 3, 4}, ces
matrices sont inversibles pour z réel assez grand. Ainsi, pour z assez grand,
F˜ ?R2 = (
˜ˆ
A−1L4 )
?F˜ ?L2 − ( ˜ˆA−1L4 )? ˜ˆA?L2F˜ ?R1.
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De plus, grâce aux Équations (2.3.5) et (2.3.6),
( ˜ˆA−1L4 )
? ˜ˆA?L2 = − ˜ˆA−1R4 ˜ˆAR3 = ˜ˆL.
Finalement,
P1(X,λ, z) = FR1F˜ ?R1 − FR2F˜ ?R2
= (FL1Aˆ−1L1 − FR2Lˆ(λ, z))F˜ ?R1 − FR2(( ˜ˆA−1L4 )?F˜ ?L2 − ˜ˆL(λ, z)F˜ ?R1)
= FL1Aˆ−1L1 F˜
?
R1 − FR2( ˜ˆA−1L4 )?F˜ ?L2 + FR2( ˜ˆL(λ, z)− Lˆ(λ, z))F˜ ?R1.
Or, puisque Lˆ et ˜ˆL n’ont pas de singularité sur R, le Corollaire 2.5.7 montre que
Lˆ(λ, z) = ˜ˆL(λ, z) pour tout z ∈ R. Ainsi, on obtient que pour tout z ∈ R et pour tout
X ∈]0, A[,
P1(X,λ, z) = FL1Aˆ−1L1 F˜
?
R1 − FR2( ˜ˆA−1L4 )?F˜ ?L2. (2.6.1)
Pour P2, on sait que
P2(X,λ, z) = −FR1F˜ ?R3 + FR2F˜ ?R4.
On a déjà vu que
FR1 = FL1Aˆ−1L1 − FR2L(λ, z).
De plus, comme dans le cas de FR2, on montre facilement que
F˜ ?R4 = (
˜ˆ
A−1L4 )
?F˜ ?L4 − ˜ˆL(λ, z)F˜ ?R3.
Ainsi,
P2(X,λ, z) = −(FL1Aˆ−1L1 − FR2Lˆ(λ, z))F˜ ?R3 + FR2(( ˜ˆA−1L4 )?F˜ ?L4 − ˜ˆL(λ, z)F˜ ?R3)
= −FL1Aˆ−1L1 F˜ ?R3 + FR2( ˜ˆA−1L4 )?F˜ ?L4 + FR2(Lˆ(λ, z)− ˜ˆL(λ, z))F˜ ?R3.
En utilisant à nouveau que L(λ, z) = L˜(λ, z) pour tout z ∈ R, on obtient finalement que
pour de tels z
P2(X,λ, z) = −FL1Aˆ−1L1 F˜ ?R3 + FR2( ˜ˆA−1L4 )?F˜ ?L4. (2.6.2)
Ainsi, les Théorèmes 2.4.6, 2.4.28 et 2.4.33 ainsi que la Section 2.4.4, montrent que
ces applications sont bornées sur R et iR. Finalement, en appliquant le Théorème de
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Phragmén-Lindelöf (voir [Boa54], Theorem 1.4.2) sur chaque cadran du plan complexe, on
en déduit que les applications z 7→ Pi,j(X,λ, z) sont bornées sur C. D’après le Théorème
de Liouville on obtient donc que ces applications sont constantes sur C. Contrairement
à [DN11] nous ne pouvons pas utiliser l’évaluation en z = 0 car on ne possède pas
de formule explicite pour P (X,λ, 0). Pour obtenir que P (X,λ, z) = ±I4 on utilise les
asymptotiques des fonctions de Jost. Pour commencer, par définition
P (X,λ)F˜R(h˜(X), λ, z) = FR(h(X), λ, z),
donc
P1(X,λ)F˜R1(h˜(X), λ, z) + P2(X,λ)F˜R3(h˜(X), λ, z) = FR1(h(X), λ, z) (2.6.3)
et
P1(X,λ)F˜R2(h˜(X), λ, z) + P2(X,λ)F˜R4(h˜(X), λ, z) = FR2(h(X), λ, z). (2.6.4)
Grâce au Théorème 2.4.8, on sait que pour tout X ∈]0, A[ fixé, pour z réel grand,
FR1(h(X), λ, z) =
2−ν−√
2pi
(
κ−
a−
)i (λ−c−)
κ− Γ(1− ν−)z−i
(λ−c−)
κ− ezX
 1 O (1z)
O
(
1
z
)
1
 [1]z
et
FR3(h(X), λ, z) = i
2−ν−√
2pi
(
κ−
a−
)i (λ−c−)
κ− Γ(1− ν−)z−i
(λ−c−)
κ− ezX
O (1z) 1
−1 O
(
1
z
) [1]z,
où
[1]z = 1 +O
(1
z
)
.
Ainsi, en posant
α = 2
−ν−
√
2pi
(
κ−
a−
)i (λ−c−)
κ− Γ(1− ν−) et α˜ = 2
−ν˜−
√
2pi
(
κ˜−
a˜−
)i (λ−c˜−)
κ˜− Γ(1− ν˜−),
on obtient, en utilisant (2.6.3) et en gardant seulement les termes principaux, que pour
tout X ∈]0, A[, pour z réel grand,
156
2.6. Preuve du Théorème principal
(
α˜P1(X,λ)I2 + iα˜P2(X,λ)
(
0 1
−1 0
))
z
i
(
λ−c−
κ− −
λ−c˜−
κ˜−
)
∼ αI2.
On en déduit que
λ− c−
κ−
= λ− c˜−
κ˜−
, (2.6.5)
et donc que
ν− = ν˜− et µ˜− = µ−. (2.6.6)
Ainsi,
α˜ = 2
−ν˜−
√
2pi
(
κ˜−
a˜−
)i (λ−c˜−)
κ˜− Γ(1− ν˜−)
= α
(
κ˜−
a˜−
a−
κ−
)i (λ−c˜−)
κ˜−
.
Alors, pour tout X ∈]0, A[,
(
P1(X,λ) + iP2(X,λ)
(
0 1
−1 0
))(
κ˜−
a˜−
a−
κ−
)i (λ−c−)
κ− = I2. (2.6.7)
De même, on rappelle que, grâce au Théorème 2.4.6, on sait que
FR2(h(X), λ, z) = i
2−µ−√
2pi
(
κ−
a−
)−i (λ−c−)
κ− Γ(1− µ−)zi
(λ−c−)
κ− ezX
O (1z) 1
−1 O
(
1
z
) [1]z,
et
FR4(h(X), λ, z) =
2−µ−√
2pi
(
κ−
a−
)−i (λ−c−)
κ− Γ(1− µ−)zi
(λ−c−)
κ− ezX
 1 O (1z)
O
(
1
z
)
1
 [1]z.
Ainsi, en posant
β = 2
−µ−
√
2pi
(
κ−
a−
)−i (λ−c−)
κ− Γ(1− µ−),
on obtient, en utilisant (2.6.4) et en gardant seulement les termes principaux, que pour
tout X ∈]0, A[ et pour z réel grand
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(
iβ˜P1(X,λ)
(
0 1
−1 0
)
+ β˜P2(X,λ)
)
z
i
(
λ−c−
κ− −
λ−c˜−
κ˜−
)
∼ iβ
(
0 1
−1 0
)
.
Comme pour α on a
β˜ = β
(
κ˜−
a˜−
a−
κ−
)−i (λ−c˜−)
κ˜−
.
Ainsi (
iP1(X,λ)
(
0 1
−1 0
)
+ P2(X,λ)
)(
κ˜−
a˜−
a−
κ−
)−i (λ−c−)
κ− = i
(
0 1
−1 0
)
donc (
P1(X,λ) + iP2(X,λ)
(
0 1
−1 0
))(
κ˜−
a˜−
a−
κ−
)−i (λ−c−)
κ− = I2. (2.6.8)
On en déduit, en utilisant les Équations (2.6.7) et (2.6.8), que
(
κ˜−
a˜−
a−
κ−
)−i (λ−c−)
κ− =
(
κ˜−
a˜−
a−
κ−
)i (λ−c−)
κ− = ±1. (2.6.9)
En utilisant (2.6.5), (2.6.6) et (2.6.9) ainsi que (2.6.1) et (2.6.2) on obtient alors grâce
aux asymptotiques des fonctions de Jost que
P1(X,λ, z) = ±I2 et P2(X,λ, z) = 0.
De même, on montre que
P3(X,λ, z) = 0 et P4(X,λ, z) = ±I2.
De plus,
P1(X,λ, z) =
(
κ˜−
a˜−
a−
κ−
)−i (λ−c−)
κ−
I2 = P4(X,λ, z).
Finalement, nous avons donc montré que pour tout z ∈ C et pour tout X ∈]0, A[,
P (X,λ, z) = ±I4.
2.6.2 Preuve du Théorème 2.1.1 sous l’hypothèse (i)
On rappelle que l’on travaille avec l’opérateur
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H = Γ1Dx + za(x)Γ2 + b(x)Γ0 + c(x).
Puisque l’on travaille avec la variable de Liouville X, on introduit l’opérateur
L = a(X)Γ1DX + za(X)Γ2 + b(X)Γ0 + c(X)
où on utilise les notations a(X) = a(h(X)), b(X) = b(h(X)) et c(X) = c(h(X)). On note
que
HF (x, λ, z) = λF (x, λ, z) ⇔ LF (h(X), λ, z) = λF (h(X), λ, z).
Ainsi, par définition des fonctions de Jost,
Γ1DX(FR(h(X), λ, z)) =
(
−zΓ2 − b(X)
a(X)Γ
0 − c(X)
a(X) +
λ
a(X)
)
FR(h(X), λ, z)
et de même
Γ1DX(F˜R(h˜(X), λ, z)) =
(
−zΓ2 − b˜(X)
a˜(X)Γ
0 − c˜(X)
a˜(X) +
λ
a˜(X)
)
F˜R(h˜(X), λ, z).
De plus, dans la Section 2.6.1, on a montré que
FR(h(X), λ, z) = ±F˜R(h˜(X), λ, z), ∀X ∈]0, A[.
Alors, pour tout X ∈]0, A[,((
b˜(X)
a˜(X) −
b(X)
a(X)
)
Γ0 +
(
c˜(X)
a˜(X) −
c(X)
a(X)
)
+ λ
( 1
a(X) −
1
a˜(X)
))
FR = 0.
Grâce à la définition de la matrice
Γ0 =
(
0 σ
σ? 0
)
avec σ =
(
−i 0
0 i
)
,
on obtient facilement que(( c˜a˜ − ca)+ λ ( 1a − 1a˜)) I2 ( b˜a˜ − ba)σ(
b˜
a˜ − ba
)
σ?
((
c˜
a˜ − ca
)
+ λ
(
1
a − 1a˜
))
I2
FR(h(X), λ, z) = 0.
Puisque la fonction de Jost à droite FR est inversible on en déduit que,
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c˜− λ
a˜
(h˜(X)) = c− λ
a
(h(X)), ∀X ∈]0, A[ (2.6.10)
et
b˜
a˜
(h˜(X)) = b
a
(h(X)), ∀X ∈]0, A[. (2.6.11)
Il s’agit de la première affirmation du Théorème 2.1.1. On utilise maintenant la forme
explicite des potentiels. On rappelle que, en utilisant la notation r = r(h(X)),
a(x) =
√
F (r)
r
, b(x) = m
√
F (r), c(x) = qQ
r
.
Ainsi, l’Équation (2.6.11) nous donne que
r˜(h˜(X)) = r(h(X)).
De plus, en utilisant l’Équation (2.6.10),
F (r(h(X)))
(qQ− λr(h(X)))2 =
F˜ (r(h(X)))
(qQ˜− λr(h(X)))2 .
Ainsi,
F (r)(qQ˜− λr)2 = F˜ (r)(qQ− λr)2.
Finalement, en utilisant la définition de F ,
F (r) = 1− 2M
r
+ Q
2
r2
− Λr
2
3
et en identifiant les coefficients de r6, r5 et r3 on obtient respectivement
λ2Λ
3 =
λ2Λ˜
3 ,
2λqQ˜Λ3 = 2λqQ
Λ˜
3
et
2λqQ˜+ 2Mλ2 = 2λqQ+ 2M˜λ2.
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Si λ 6= 0, ces égalités nous permettent de conclure que,
M = M˜, Q = Q˜, Λ = Λ˜.
Si λ = 0, q 6= 0, on a
F (r)Q˜2 = F˜ (r)Q2.
Ainsi, en utilisant la définition de F on obtient facilement que
M = M˜, Q2 = Q˜2, Λ = Λ˜.
Alors,
F (r) = F˜ (r),
et en utilisant (2.6.10) on obtient ainsi que Q = Q˜.
Ceci achève la preuve du Théorème 2.1.1. 
2.6.3 Preuve du Théorème 2.1.1 sous l’hypothèse (ii)
Le but de cette Section est de prouver le Théorème 2.1.1 si l’assertion (ii) est satisfaite,
i.e. de prouver l’unicité des paramètres (M,Q,Λ) d’un trou noir de type RN-dS à partir
de la connaissance des coefficients de réflexion R(λ, n) des matrices de diffusion partielles,
pour une énergie λ ∈ R fixée et pour tout n ∈ L ⊂ N? satisfaisant la condition de
Müntz ∑n∈L 1n =∞. La stratégie est exactement celle utilisée précédemment, la seule
différence venant du fait que l’égalité R(λ, n) = R˜(λ, n) n’implique pas exactement que
Rˆ(λ, n) = ˜ˆR(λ, n).
On considère ainsi deux trous noirs de type RN-dS ayant pour paramètres respectifs
(M,Q,Λ) et (M˜, Q˜, Λ˜). On suppose que
R(λ, n) = R˜(λ, n), ∀n ∈ L.
Ainsi, en utilisant le lien entre la matrice de diffusion S(λ) et la matrice de diffusion Sˆ(λ)
donné dans la Proposition 2.3.1 on déduit de cette égalité que
Rˆ(λ, n)e−2iβ = ˜ˆR(λ, n)e−2iβ˜, ∀n ∈ L,
où β est la constante définie dans (2.3.11).
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Lemme 2.6.3. Supposons que
Rˆ(λ, n)e−2iβ = ˜ˆR(λ, n)e−2iβ˜, ∀n ∈ L.
Alors
A :=
∫
R
a(t) dt =
∫
R
a˜(t) dt =: A˜.
Démonstration. La preuve de ce Lemme est la même que celle du Lemme 2.6.1. On
utilise les Équations (2.1.19), (2.3.5), (2.3.6) et (2.3.8) pour obtenir que
Rˆ(λ, n) = −AˆL1(λ, n)−1AˆL2(λ, n)
et
AˆL1(λ, n)AˆL1(λ, n)? − AˆL2(λ, n)AˆL2(λ, n)? = I2.
Ainsi,
AˆL1(λ, n)? = AˆL1(λ, n)−1 − Rˆ(λ, n)AˆL2(λ, n)?
= AˆL1(λ, n)−1 − e2i(β−β˜) ˜ˆR(λ, n)AˆL2(λ, n)?
= Aˆ−1L1 + e
2i(β−β˜) (( ˜ˆA?L1 − ˜ˆA−1L1 )( ˜ˆA?L2)−1) Aˆ?L2.
Donc,
Aˆ?L1(Aˆ?L2)−1 − Aˆ−1L1 (Aˆ?L2)−1 = e2i(β−β˜)
( ˜ˆ
A?L1(
˜ˆ
A?L2)−1 − ˜ˆA−1L1 ( ˜ˆA?L2)−1
)
.
De plus, l’hypothèse implique que,
(Rˆ(λ, n)?)−1 = e2i(β−β˜)( ˜ˆR(λ, n)?)−1,
i.e.
Aˆ?L1(Aˆ?L2)−1 = e2i(β−β˜)
˜ˆ
A?L1(
˜ˆ
A?L2)−1.
Ainsi,
Aˆ−1L1 (Aˆ
?
L2)−1 = e2i(β−β˜)
˜ˆ
A−1L1 (
˜ˆ
A?L2)−1.
Finalement, en utilisant les asymptotiques données dans le Théorème 2.4.33, on obtient
que A = A˜.
Ainsi, comme dans la partie précédente, on peut introduire la matrice P (X,λ, z) pour
X ∈]0, A[. Cependant, à cause de la présence du terme e2i(β−β˜), la définition de cette
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matrice est légèrement différente (mais est celle donnée dans la Section 5 de [DN11] si
l’on pose c = β − β˜). En effet, on définit P (X,λ, z) par
P (X,λ, z)F˜R(h˜(X), λ, z) = FR(h(X), λ, z)ei(β−β˜)Γ
1
.
La stratégie est à présent exactement la même que celle utilisée précédemment : on doit
montrer que la matrice P (X,λ, z) est constante égale à ±I4. Après quelques calculs on
obtient que
P1(X,λ, z) = ei(β−β˜)FR2Aˆ−1R2F˜
?
L1 − e−i(β−β˜)FL2( ˜ˆA−1R3)?F˜ ?R1
et
P2(X,λ, z) = −ei(β−β˜)FR2Aˆ−1R2F˜ ?L3 + e−i(β−β˜)FL2( ˜ˆA−1R3)?F˜ ?R3.
Grâce à ces égalités et aux asymptotiques données dans les Théorèmes 2.4.6, 2.4.28 et
2.4.33, on peut appliquer le Théorème de Phragmén-Lindelöf et le Théorème de Liouville
pour obtenir que z 7→ P (X,λ, z) est constante sur C. Ainsi, comme précédemment,
on utilise les asymptotiques des fonctions de Jost sur la droite réelle données dans les
Théorèmes 2.4.8, 2.4.30 et 2.4.33, pour obtenir que
P (X,λ, z) = ±I4.
Finalement, pour achever la preuve du Théorème 2.1.1 dans le cas (ii), on utilise la même
procédure que celle utilisée dans la Section 2.6.2. 
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3
Problème inverse à énergie fixée :
variétés de Stäckel
Dans ce chapitre reprenant l’article [Gob16] on étudie un problème de diffusion inverse
à énergie fixée sur des variétés de Stäckel de dimension trois ayant la topologie d’un
cylindre torique, satisfaisant la condition de Robertson et possédant une structure
asymptotiquement hyperbolique. Sur ces variétés l’équation de Helmholtz peut être
séparée en un système constitué d’une équation différentielle ordinaire radiale et de deux
équations différentielles ordinaires angulaires. On peut ainsi décomposer l’opérateur de
diffusion complet sur des harmoniques généralisées et les matrices de diffusion partielles
ainsi obtenues consistent alors en un ensemble dénombrable de matrices 2× 2 dont les
coefficients sont les célèbres coefficients de transmission et de réflexion. Nous montrerons
que ces coefficients de réflexion ne sont en réalité rien d’autres que des fonctions de
Weyl-Titchmarsh généralisées associées à l’EDO radiale. En utilisant une nouvelle version
multivariable de la méthode de Complexification du Moment Angulaire, on montre alors
que la connaissance de l’opérateur de diffusion à une énergie fixée non nulle est suffisante
pour déterminer de façon unique la métrique de la variété de Stäckel aux obstructions
naturelles près.
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3.1 Introduction et présentation du résultat
Dans ce travail on est intéressé par l’étude d’un problème de diffusion inverse à énergie
fixée pour l’équation de Helmholtz sur une variété de Stäckel de dimension trois satisfaisant
la condition de Robertson. Les variétés de Stäckel ont été introduites en 1891 par Stäckel
dans [Stä91] et sont d’un grand intérêt dans la théorie de séparation des variables. En
effet, il est connu que la séparabilité additive de l’équation de Hamilton-Jacobi pour
le flot géodésique sur une variété riemannienne est équivalente au fait que la métrique
soit sous forme de Stäckel. Cependant, pour obtenir la séparabilité multiplicative de
l’équation de Helmholtz on doit également supposer que la condition de Robertson est
satisfaite. Comme nous allons le voir dans un bref résumé de la théorie de séparation
des variables, il existe également des caractérisations intrinsèques de la séparabilité
des équations de Hamilton-Jacobi et de Helmholtz en termes de tenseurs de Killing
(qui correspondent à des symétries faibles) ou d’opérateurs de symétries. On renvoie à
[BCR02a, BCR02b, CR06, Eis34, Eis97, KM82, KM80, KM84, Stä93] pour d’importantes
contributions dans ce domaine et à [Ben15, Mil88] pour un état de l’art sur ces questions.
On insiste sur le fait que la description des variétés riemanniennes donnée par Stäckel est
locale. On obtient une description globale de ces variétés en choisissant un système de
coordonnées global ce qui justifie l’appellation “variétés de Stäckel” dans notre étude.
On choisit de travailler avec des variétés de Stäckel (M, g) ayant la topologie d’un
cylindre torique. Pour pouvoir définir l’opérateur de diffusion sur ces variétés, on ajoute
de plus une structure asymptotiquement hyperbolique, introduite dans [IK14] (voir aussi
[GSB09, JSB00, SB05]), aux deux bouts radiaux de notre cylindre. On peut alors définir
l’opérateur de diffusion Sg et ainsi la matrice de diffusion Sg(λ) à une énergie fixée λ 6= 0
associée à l’équation de Helmholtz sur (M, g) qui est l’objet principal de ce chapitre. La
question que nous posons est alors la suivante :
Est-ce-que la matrice de diffusion Sg(λ) à une énergie fixée λ 6= 0 détermine de façon
unique la métrique g de la variété de Stäckel ?
On rappelle que les problèmes de diffusion inverse à énergie fixée sur des varié-
tés asymptotiquement hyperboliques sont étroitement reliés au problème de Cal-
derón anisotrope pour des variétés riemanniennes compactes à bord. On renvoie à
[GT13, IK14, KKL01, KS14, Sal13, Uhl09] pour un état de l’art concernant cette ques-
tion. L’un des buts de ce chapitre est ainsi de donner des exemples de variétés pour
lesquelles nous sommes capables de résoudre le problème de diffusion inverse à énergie
fixée mais qui ne possèdent pas l’une des structures particulières pour lesquelles la ques-
tion de l’unicité pour le problème de Calderón anisotrope sur des variétés compactes à
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bord est résolue. On note que le résultat que nous prouvons ici est un résultat d’unicité.
Nous sommes également intéressé par l’obtention d’un résultat de stabilité c’est-à-dire
par l’étude de la continuité de l’application g 7→ Sg(λ). Cette question pourra faire l’objet
d’un travail futur.
L’outil principal de ce chapitre consiste à complexifier les moments angulaires cou-
plés apparaissant lors de la procédure de séparation des variables. En effet, grâce à la
séparation des variables, la matrice de diffusion à énergie fixée peut être décomposée
en un ensemble de coefficients de diffusion indexé par un ensemble discret formé de
deux moments angulaires qui correspondent aux deux constantes de séparation. Morale-
ment, le but de la méthode de Complexification du Moment Angulaire est le suivant :
à partir d’un ensemble discret d’informations (ici l’égalité des coefficients de réflexion
sur le spectre couplé) on veut obtenir un régime continu d’informations (ici l’égalité
de ces fonctions sur C2). Cette méthode est composée de trois étapes. On commence
par autoriser le moment angulaire à prendre des valeurs complexes. On utilise alors des
résultats d’unicité d’analyse complexe pour des fonctions appartenant à certaines classes
de fonctions holomorphes afin d’obtenir l’égalité des données correspondantes (qui n’ont
plus de sens physique) sur le plan complexe. Enfin, on utilise cette nouvelle informa-
tion pour résoudre notre problème inverse à l’aide du Théorème de Borg-Marchenko.
L’idée générale de considérer un moment angulaire complexe prend sa source dans un
travail de Regge (voir [Reg59]) concernant l’étude de la matrice de diffusion pour des
opérateurs de Schrödinger dans R3 ayant des potentiels à symétrie sphérique. On renvoie
également à [dAR65, New02] pour des ouvrages traitant de cette méthode. Cet outil
à déjà été utilisé dans le domaine des problèmes inverses pour un moment angulaire
dans [DGN13, DKN14, DKN15, DN13, DN11, DN15, Gob15, Ram99] et l’on note qu’il
est également utilisé en physique à hautes énergies (voir [Col77]). Dans ce travail on
utilise une nouvelle version (car multivariable) de la méthode de Complexification du
Moment Angulaire pour deux moments angulaires qui correspondent aux constantes de
séparation pour l’équation de Helmholtz. On note que l’on est obligé d’utiliser cette
version multivariable car ces deux moments angulaires (qui correspondent également
au spectre couplé d’opérateurs qui commutent) ne sont pas indépendant et ne peuvent
pas être considérés séparément. Ce travail est un prolongement de l’article [DKN14] de
Daudé, Kamran et Nicoleau dans lequel les auteurs traitent la même question pour les
surfaces de Liouville qui correspondent aux variétés de Stäckel en deux dimensions.
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3.1.1 Rappels sur la théorie de séparation des variables
Dans cette partie on propose un bref rappel de la théorie de séparation des variables
et des principaux résultats connus dans ce domaine. On renvoie à [Ben15, Mil88] et à
l’introduction de [BCR02a] pour un état de l’art concernant ce domaine. Soit (M, g) une
variété riemannienne de dimension n. Sur (M, g), nous sommes intéressés par l’équation
de Hamilton-Jacobi
∇W.∇W = E, (3.1.1)
où E est un paramètre constant et ∇ est l’opérateur gradient
(∇W )i = gij∂jW,
où l’on a utilisé la convention de sommation d’Einstein. On est également intéressé par
l’équation de Helmholtz
−∆gψ = Eψ. (3.1.2)
où ∆g est l’opérateur de Laplace-Beltrami
∆gψ = gij∇i∇jψ,
où ∇j désigne la dérivée covariante par rapport à la connexion de Levi-Civita. On note
que, comme ceci est montré dans [BCR02a], on peut ajouter un potentiel V satisfaisant
de bonnes conditions à ces équations sans plus de complications dans la théorie que
nous décrivons ici. Il est connu que, dans beaucoup de cas intéressants, ces équations
admettent des solutions locales séparées de la forme
W (x, c) =
n∑
i=1
Wi(xi, c),
pour l’équation de Hamilton-Jacobi et de la forme
ψ(x, c) =
n∏
i=1
ψi(xi, c),
pour l’équation de Helmholtz, où x = {xi} est un système de coordonnées adapté sur
M et c désigne un ensemble de paramètres constants dont le nombre dépend d’une
bonne définition de la séparation (voir ci-dessous). La raison pour laquelle nous sommes
intéressés par de telles solutions réside dans le fait qu’il arrive que pour des solutions de
ce type, les Équations (3.1.1)-(3.1.2) deviennent équivalentes à des systèmes d’équations
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différentielles ordinaires séparées, chacune agissant sur une seule coordonnée. Dans ce
travail nous étudions le cas particulier de la séparation orthogonale, i.e. lorsque gij = 0
pour i 6= j. On rappelle à présent la définition de la séparation des variables pour les
équations de Hamilton-Jacobi et de Helmholtz.
Définition 3.1.1 ([BCR02a]). L’équation de Hamilton-Jacobi est séparable dans les
coordonnées x = {xi} si elle admet une solution séparée complète, i.e. une solution du
type
W (x, c) =
n∑
i=1
Wi(xi, c),
dépendant de n paramètres c = (cj) satisfaisant la condition de complétude
det
(
∂pi
∂cj
)
6= 0, où pi = ∂iW.
Définition 3.1.2 ([BCR02a], Définition 4.1). L’équation de Helmholtz est séparable en
les coordonnées x = {xi} si elle admet une solution séparée complète, i.e. une solution
de la forme
ψ(x, c) =
n∏
i=1
ψi(xi, c),
dépendant de 2n paramètres c = (cj) satisfaisant la condition de complétude
det
∂ui∂cj
∂vi
∂cj
 6= 0, où ui = ψ′i
ψi
et vi =
ψ′′i
ψi
.
On rappelle maintenant les résultats prouvés par Stäckel, Robertson et Eisenhart à la fin
du dix-huitième siècle et au début du dix-neuvième siècle qui :
1. Caractérisent les variétés riemanniennes admettant une séparation des variables
orthogonale.
2. Font le lien entre la séparation des variables pour les équations de Hamilton-Jacobi
et de Helmholtz.
Définition 3.1.3 (Matrice de Stäckel). Une matrice de Stäckel est une matrice n× n
régulière S(x) = (sij(xi)) dont les composantes sij(xi) sont des fonctions dépendant
uniquement de la variable correspondant au numéro de ligne.
Théoreme 3.1.1 (Stäckel 1893, [Stä93]). L’équation de Hamilton-Jacobi est séparable
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dans des coordonnées orthogonales x si et seulement si la métrique g est de la forme
g = H21 (dx1)2 +H22 (dx2)2 +H23 (dx3)2,
où
H2i =
det(S)
si1
, ∀i ∈ {1, 2, 3},
où si1 est le mineur associé au coefficient si1, pour tout i ∈ {1, 2, 3}.
Théoreme 3.1.2 (Robertson 1927, [Rob28]). L’équation de Helmholtz est séparable dans
des coordonnées orthogonales x si et seulement si dans ces coordonnées l’équation de
Hamilton-Jacobi est séparable et de plus la condition suivante est satisfaite
det(S)2
|g| =
det(S)2∏n
i=1H
2
i
=
n∏
i=1
fi(xi), (3.1.3)
où les fi(xi) sont des fonctions arbitraires dépendant uniquement de la coordonnée
correspondante et |g| est le déterminant de la métrique g.
Grâce à cet énoncé on voit qu’une bonne compréhension du mécanisme de séparation des
variables pour l’équation de Helmholtz dépend d’une bonne compréhension du problème
correspondant pour l’équation de Hamilton-Jacobi et l’on note que la séparabilité de
l’Helmholtz est plus exigeante. La condition supplémentaire (3.1.3) dans le Théorème
3.1.2 est appelée condition de Robertson. Cette condition à un sens géométrique donnée
par la caractérisation suivante due à Einsenhart.
Théoreme 3.1.3 (Eisenhart 1934, [Eis34]). La condition de Robertson (3.1.3) est satis-
faite si et seulement si dans un système de coordonnées orthogonal x le tenseur de Ricci
est diagonal :
Rij = 0, ∀i 6= j.
Remarque 3.1.4. On note que la condition de Robertson est satisfaite par les variétés
de type Einstein. En effet, une variété de type Einstein est une variété riemannienne
dont le tenseur de Ricci est proportionnel au tenseur métrique qui est diagonal dans le
cas orthogonal que nous étudions.
Comme cela à été montré par Einsenhart dans [Eis34, Eis97] et par Kalnins et Miller
dans [KM80] la séparabilité de l’équation de Hamilton-Jacobi pour le flot géodésique est
reliée à l’existence de tenseurs de Killing d’ordre deux dont la présence traduit l’existence
de symétries cachées. On suit ainsi [Ben15, KM80] dans le but d’étudier cette relation.
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On utilise la structure symplectique naturelle sur le fibré cotangent T ?M de la variété
(M, g). Soit {xi} un système de coordonnées locales surM et {xi, pi} les coordonnées
associées sur T ?M. Soit
H = gijpipj ,
le hamiltonien géodésique sur T ?M. L’équation de Hamilton-Jacobi peut alors être écrite
comme
H(xi, ∂iW ) = E.
Grâce à ce formalisme, une autre condition nécessaire et suffisante pour la séparabilité
de l’équation de Hamilton-Jacobi à été obtenue par Levi-Civita. On énonce ici la version
donnée dans [Ben15].
Théoreme 3.1.5 (Levi-Civita 1904, [LC04]). L’équation de Hamilton-Jacobi
H(xi, ∂iW ) = E,
admet une solution séparée si et seulement si les équations différentielles suivantes,
connues comme étant les équations de séparabilité de Levi-Civita,
Lij(H) := ∂iH∂jH∂i∂jH + ∂iH∂j∂i∂jH − ∂iH∂jH∂i∂jH − ∂iH∂jH∂i∂jH = 0,
où ∂i = ∂∂xi et ∂
i = ∂∂pi , sont identiquement satisfaites.
Remarque 3.1.6. Ce Théorème nous donne une manière simple de tester si un système
de coordonnées est séparable ou non. De plus, il fournit également une base pour une
caractérisation géométrique (i.e. intrinsèque) de la séparation.
Puisque nous sommes intéressés par une caractérisation de la séparabilité de l’équation
de Hamilton-Jacobi utilisant des tenseurs de Killing, nous rappelons ici quelques propriétés
élémentaires de ces objets en suivant la deuxième Section de [Ben15]. On commence
par rappeler que les tenseurs symétriques contravariants K = (Ki...j) sur M sont en
correspondance biunivoque avec les polynômes homogènes sur T ?M par la relation,
PK = P (K) = Ki...jpi...pj .
Exemple 3.1.1. Le hamiltonien H correspond au tenseur métrique contravariant G.
L’espace de ces fonctions polynomiales est fermé par rapport au crochet de Poisson
canonique
{A,B} := ∂iA∂iB − ∂iB∂iA.
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On définit alors la structure d’algèbre de Lie [., .] sur l’espace des tenseurs symétriques
contravariants en posant,
P ([K1,K2]) = {P (K1), P (K2)}.
Définition 3.1.4. Soit G un tenseur métrique. On dit que K est un tenseur de Killing
si P (K) est en involution avec PG = P (G) = H, i.e.
{P (K), P (G)} = 0.
Cette équation est, par définition, équivalente à l’équation de Killing,
[K,G] = 0.
Remarque 3.1.7. 1. Ceci veut dire que si K est un tenseur de Killing, P (K) est
une intégrale première du flot géodésique.
2. Un champ de vecteurs X est un champ de Killing, i.e. [X,G] = 0, si et seulement
si son flot est préservé par la métrique.
On considère à présent le cas d’un 2-tenseur symétrique K. Grâce à la présence d’un
tenseur métrique, K peut être représenté en composantes comme étant un tenseur de
type (2, 0), (1, 1) ou (0, 2), et est alors respectivement noté K = (Kij) = (Kij) = (Kij).
En tant que tenseur symétrique de type (1, 1), K définit un endomorphisme de l’espace
χ(M) des champs de vecteurs surM ainsi qu’un endomorphisme de l’espace Φ1(M) des
1-formes surM. On désigne par KX le champ de vecteurs image de X ∈ χ(M) par K
et par Kφ la 1-forme image de φ ∈ Φ1(M) par K. En d’autres termes,
KX = KijXj∂i et Kφ = Kijφidxj .
Le 2-tenseur K possède alors des valeurs propres, des fonctions propres et des formes
propres définies par les équations KX = ρX et Kφ = ρφ. Finalement, on désigne par
K1K2 le produit des deux endomorphismes K1 et K2 dont l’expression en composantes
est (K1K2) = Kih1 K
j
2h. Le commutateur algébrique de deux tenseurs est alors défini par
[[K1,K2]] := K1K2 −K2K1.
La premier lien entre la séparation des variables pour l’équation de Hamilton-Jacobi
et l’existence de tenseurs de Killing est alors donné par la Proposition suivante.
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Proposition 3.1.8 ([BF80, KM80, Koo80]). À tout système de coordonnées orthogonal
{xi} permettant la séparation des variables pour l’équation de Hamilton-Jacobi, il corres-
pond n− 1 tenseurs de Killing d’ordre 2, K1,...,Kn−1, en involution, i.e. [Ki,Kj ] = 0,
et tels que {H,PK1 , ..., PKn−1} est linéairement indépendant. Les solutions séparables
W =
n∑
k=1
W (k)(xk)
sont caractérisées par les relations
H(xi, pi) = E et PKl(xi, pi) = λl, où l = 1, ..., n− 1 et pi = ∂xiW,
où λ1,...,λn−1 sont les constantes de séparation.
Remarque 3.1.9. Dans le langage de la mécanique hamiltonienne, les tenseurs de
Killing correspondent à des intégrales premières du système. Le lien mentionné dans la
Proposition précédente énonce donc que, si l’équation de Hamilton-Jacobi est séparable,
alors le système hamiltonien correspondant est complètement intégrable (voir [Arn13]).
Bien qu’à tout système séparable il corresponde une famille de n− 1 tenseurs de Killing
en involution, il existe également des familles de tenseurs de Killing en involution qui
ne sont pas liées à des systèmes séparables. On a donc besoin de trouver des conditions
supplémentaires pour caractériser les familles admissibles de tenseurs de Killing. De telles
conditions sont données par les deux Théorèmes suivants.
Théoreme 3.1.10 ([BCR02a] Théorème 7.15). L’équation de Hamilton-Jacobi est or-
thogonalement séparable si et seulement si il existe n tenseurs de Killing indépendants
(Ki) commutant deux à deux en tant qu’opérateurs linéaires, i.e. [[Ki,Kj ]] = 0, pour tout
i 6= j, et en involution, i.e. [Ki,Kj ] = 0, pour tout i 6= j.
Théoreme 3.1.11 ([BCR02a] Théorème 7.16). L’équation de Helmholtz est orthogo-
nalement séparable si et seulement si il existe n tenseurs de Killing indépendants (Ki)
commutant deux à deux en tant qu’opérateurs linéaires, en involution et commutant avec
le tenseur de Ricci (condition de Robertson).
Comme cela est montré dans [BCR02a, BCR02b, KM80] et rappelé dans [Ben15] il
existe des reformulations équivalentes du Théorème 3.1.10. On commence par rappeler la
définition d’un champ de vecteurs normal.
Définition 3.1.5. Un champ de vecteurs X sur une variété riemannienne M est dit
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normal s’il est orthogonalement intégrable, i.e. s’il est orthogonal à un feuilletage deM
par des hypersurfaces.
Théoreme 3.1.12 ([KM80, Ben93, Ben15]). L’équation géodésique de Hamilton-Jacobi
est séparable dans des coordonnées orthogonales si et seulement si il existe un 2-tenseur
de Killing ayant des valeurs propres simples et des vecteurs propres normaux.
Définition 3.1.6. Un tenseur de Killing possédant ces propriétés est dit tenseur de
Killing caractéristique.
On peut montrer qu’un tenseur de Killing caractéristique engendre un espace de Killing-
Stäckel, i.e. un espace vectoriel de dimension n de 2-tenseurs de Killing dont les éléments
commutent en tant qu’opérateurs linéaires et sont en involution. Ainsi, le Théorème
3.1.10 est une conséquence immédiate du Théorème 3.1.12.
On conclut cette Section par une caractérisation intrinsèque de la séparabilité de
l’équation de Helmholtz utilisant des opérateurs de symétries donnée dans [KM84]. On
commence par rappeler la correspondance biunivoque entre les opérateurs du second ordre
et les 2-tenseur de Killing. Nous avons déjà vu que les tenseurs symétriques contravariants
sont en correspondance biunivoque avec les polynômes homogènes sur T ?M. De plus,
l’opérateur PˆK correspondant à un polynôme homogène de degré deux
PK = Kijpipj
associé au 2-tenseur symétrique contravariant K surM est définie par
PˆKψ = −∆Kψ = −∇i(Kij∇jψ).
On note que, si K = G est le tenseur métrique contravariant, on obtient l’opérateur de
Laplace-Beltrami ∆g = PˆG.
Définition 3.1.7 ([KM84]). On dit qu’un opérateur de symétrie de second ordre Pˆ est
sous forme auto-adjointe s’il peut s’exprimer sous la forme
Pˆ = 1√|g|∑i,j ∂i
(√
|g|aij∂j
)
+ c,
où |g| est le déterminant de la métrique, aij = aji, pour tout (i, j) ∈ {1, ..., n}2, et c est
une constante réelle.
Remarque 3.1.13. Si Pˆ est un opérateur de second ordre autoadjoint on peut lui associer
une forme quadratique sur T ?M définie par P = aijpipj.
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Théoreme 3.1.14 ([KM84] Théorème 3). Il existe un système de coordonnées orthogonal
séparable {xi} pour l’équation de Helmholtz si et seulement si il existe un ensemble
linéairement indépendant {Pˆ1 = ∆g, Pˆ2, ..., Pˆn} d’opérateurs différentiels du second ordre
surM tel que :
1. [Pˆi, Pˆj ] := PˆiPˆj − PˆjPˆi = 0, pour tout 1 ≤ i, j ≤ n.
2. Chaque Pˆi est sous forme auto-adjointe.
3. Il existe une base {ω(j), 1 ≤ j ≤ n} de formes propres communes pour {Pi}.
4. (Condition de Robertson) Les 2-tenseurs de Killing associés (Ki) commutent avec
le tenseur de Ricci.
Si ces conditions sont satisfaites alors il existe des fonctions gi(x) telles que ω(j)gjdxj,
pour j = 1, ..., n.
Dans notre travail nous donnerons explicitement les opérateurs Pˆ1 = ∆g, Pˆ2 et Pˆ3
correspondant à notre étude. On note enfin qu’il existe une notion plus générale de
séparabilité appelée la R-séparation (voir par exemple [KM84, BCR02a, BCR02b]).
Notre notion de séparabilité correspond au cas R = 1. L’étude de la R-séparabilité dans
notre cadre de travail pourra faire l’objet d’un travail futur.
3.1.2 Description du modèle
Le but de cette Section est d’introduire le cadre de travail de ce chapitre. Plus précisément,
on donne la définition des variétés de Stäckel que l’on considère et on montre que l’on
peut faire, sans perte de généralité, certaines hypothèses sur les variétés de Stäckel que
l’on étudie.
On commence cette Section par la définition de la structure de Stäckel et la description
des variétés que l’on considère. On commence par rappeler que la description des variétés
riemanniennes donnée par Stäckel est locale. On obtient une description globale de
ces variétés en choisissant un système de coordonnées de Stäckel global ce qui justifie
l’appellation “variétés de Stäckel”. On considère ainsi des variétés ayant la topologie d’un
cylindre torique avec deux bouts munies d’une carte globale
M = (0, A)x1 × T 2x2,x3 ,
où T 2x2,x3 =: T 2 désigne le tore de dimension deux. La variable x1 est la variable radiale
alors que (x2, x3) désigne les variables angulaires. On insiste sur le fait que nous avons
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choisi de travailler avec des variables angulaires vivant dans le tore de dimension deux
mais il est également possible de choisir d’autres topologies. Par exemple, le cas de
variables angulaires vivant dans une 2-sphère pourra faire l’objet d’un travail futur. On
définit une matrice de Stäckel de taille 3× 3 de la forme
S =

s11(x1) s12(x1) s13(x1)
s21(x2) s22(x2) s23(x2)
s31(x3) s32(x3) s33(x3)
 ,
où les coefficients sij sont des fonctions lisses. On munitM de la métrique riemannienne
g = H21 (dx1)2 +H22 (dx2)2 +H23 (dx3)2, (3.1.4)
avec
H2i =
det(S)
si1
, ∀i ∈ {1, 2, 3},
où si1 est le mineur (avec signe) associé au coefficient si1 pour tout i ∈ {1, 2, 3}.
Remarque 3.1.15. La métrique g est riemannienne si et seulement si le déterminant
de la matrice de Stäckel S et les mineurs s11, s21 et s31 ont le même signe. De plus,
si l’on développe le déterminant par rapport à la première colonne, on note que si l’on
suppose que s11, s21 et s31 sont des fonctions positives et si les mineurs s11, s21 et s31
ont le même signe, alors le déterminant de S est nécessairement du même signe que ces
mineurs.
On insiste sur le fait que l’application S 7→ g n’est pas injective. En effet, on décrit ici
deux invariances de la métrique qui seront utiles dans la résolution de notre problème
inverse.
Proposition 3.1.16 (Invariances de la métrique). Soit S une matrice de Stäckel.
1. Soit G une matrice 2× 2 constante. La matrice de Stäckel
Sˆ =

s11(x1) sˆ12(x1) sˆ13(x1)
s21(x2) sˆ22(x2) sˆ23(x2)
s31(x3) sˆ32(x3) sˆ33(x3)
 ,
satisfaisant (
si2 si3
)
=
(
sˆi2 sˆi3
)
G, ∀i ∈ {1, 2, 3}.
possède la même métrique que S.
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2. La matrice de Stäckel
Sˆ =

sˆ11(x1) s12(x1) s13(x1)
sˆ21(x2) s22(x2) s23(x2)
sˆ31(x3) s32(x3) s33(x3)
 ,
avec, 
sˆ11(x1) = s11(x1) + C1s12(x1) + C2s13(x1)
sˆ21(x2) = s21(x2) + C1s22(x2) + C2s23(x2)
sˆ31(x3) = s31(x3) + C1s32(x3) + C2s33(x3)
, (3.1.5)
où C1 et C2 sont des constantes réelles, possède le même métrique que S.
Démonstration. On rappelle que
g =
3∑
i=1
H2i (dxi)2 avec H2i =
det(S)
si1
∀i ∈ {1, 2, 3}.
1. Le résultat est une conséquence immédiate des égalités,
si1 = det(G)sˆi1, ∀i ∈ {1, 2, 3}, et det(S) = det(G) det(Sˆ).
2. Le résultat provient des égalités,
si1 = sˆi1, ∀i ∈ {1, 2, 3}, et det(S) = det(Sˆ).
Puisque nous sommes seulement intéressés par la récupération de la métrique g de la
variété de Stäckel, on peut choisir n’importe quel représentant dans la classe d’équivalence
décrite par les invariances de la Proposition précédente. Ceci nous autorise à faire quelques
hypothèses sur la matrice de Stäckel que l’on considère comme nous pouvons le voir dans
la Proposition suivante.
Proposition 3.1.17. Soit S une matrice de Stäckel ayant pour métrique gS. Alors il
existe une matrice de Stäckel Sˆ telle que gSˆ = gS et
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
sˆ12(x1) > 0 et sˆ13(x1) > 0, ∀x1
sˆ22(x2) < 0 et sˆ23(x2) > 0, ∀x2
sˆ32(x3) > 0 et sˆ33(x3) < 0, ∀x3
lim
x1→0
s12(x1) = lim
x1→0
s13(x1) = 1
. (C)
Démonstration. Voir Section 3.6.1.
Remarque 3.1.18. La condition (C) possède des conséquences intéressantes qui seront
utiles pour notre analyse.
1. On note que si la condition (C) est satisfaite, s21 = s13s32 − s12s33 et s31 =
s12s23 − s13s22 sont strictement positifs. Ainsi, puisque la métrique g doit être
riemannienne on doit également avoir det(S) > 0 et s11 > 0.
2. On remarque que, puisque s22, s33 < 0 et s23, s32 > 0,
s11 > 0 ⇔ s22s33 > s23s32 ⇔ s22
s23
<
s32
s33
.
Nous utiliserons ces relations plus tard au cours de notre étude du spectre couplé des
opérateurs H et L qui correspondent aux opérateurs de symétries de ∆g introduit
dans la Section 3.1.1.
À partir de maintenant, et sans perte de généralité, nous supposons que la matrice de
Stäckel S satisfait la condition (C).
Sur la variété de Stäckel (M, g) on est intéressé par l’étude de l’équation de Helmholtz
−∆gf = λ2f.
Comme nous l’avons vu dans la Section 3.1.1 la structure de Stäckel n’est pas suffisante
pour obtenir la séparabilité multiplicative de l’équation de Helmholtz. En effet, nous
devons également supposer que la condition de Robertson est satisfaite. On rappelle que
cette condition peut être définie de la façon suivante.
Définition 3.1.8 (Condition de Robertson). Pour tout i ∈ {1, 2, 3}, il existe fi(xi),
fonction seulement de xi, telles que
s11s21s31
det(S) = f1f2f3. (3.1.6)
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On peut facilement reformuler cette condition sous la forme
det(S)2
H21H
2
2H
2
3
= f1f2f3. (3.1.7)
Remarque 3.1.19. On note que les fonctions fi, i ∈ {1, 2, 3}, sont définies à des
constantes multiplicatives de produit égal à 1 près. Dans la suite nous choisirons donc,
sans perte de généralité, ces constantes égales à 1.
3.1.3 Structure asymptotiquement hyperbolique et exemples
Le but de cette Section est de définir la structure asymptotiquement hyperbolique que
nous mettons sur les variétés de Stäckel définies précédemment et de donner trois exemples
qui illustrent la diversité des variétés que nous considérons.
On dit qu’une variété riemannienne (M, g) à bord ∂M est asymptotiquement hyper-
bolique si sa courbure sectionnelle tend vers −1 au bord. Dans ce travail, on ajoute une
structure asymptotiquement hyperbolique aux deux bouts radiaux de notre cylindre de
Stäckel dans le sens donné par Isozaki et Kurylev dans [IK14] (Section 3.2)1. On donne
maintenant la définition de cette structure pour notre cadre.
Définition 3.1.9 (Variétés de Stäckel asymptotiquement hyperboliques). Une variété
de Stäckel ayant la topologie d’un cylindre torique avec deux bouts asymptotiquement
hyperboliques est une variété de Stäckel (M, g) dont la matrice de Stäckel S satisfait la
condition (C), munie d’une carte globale
M = (0, A)x1 × T 2x2,x3 ,
où x1 ∈ (0, A)x1 est une fonction distance au bord pour les deux bouts asymptotiquement
hyperboliques {x1 = 0} et {x1 = A} et (x2, x3) ∈ [0, B]x2 × [0, C]x3 sont les variables
angulaires vivant dans le 2-tore T 2x2,x3, et satisfaisant les conditions suivantes.
1. La métrique de Stäckel g est de la forme (3.1.4).
2. Les fonctions sij, (i, j) ∈ {1, 2, 3}2, de la matrice de Stäckel sont lisses.
3. Les coefficients de la matrice de Stäckel satisfont :
(a) H2i > 0 pour i ∈ {1, 2, 3} (Métrique riemannienne).
1On note que la structure asymptotiquement hyperbolique introduite dans [IK14] est légèrement plus
générale que celle utilisée par Melrose, Guillarmou, Joshi et Sá Barreto dans [GSB09, JSB00, Mel04, SB05].
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(b) s2j(0) = s2j(B), s′2j(0) = s′2j(B), s3j(0) = s3j(C) et s′3j(0) = s′3j(C) pour
j ∈ {1, 2, 3} (Conditions périodiques en les variables angulaires).
(c) Structure asymptotiquement hyperbolique aux bouts {x1 = 0} et {x1 = A} :
i. En {x1 = 0} : il existe 0 > 0 et δ > 0 tels que ∀n ∈ N il existe Cn > 0
tel que : ∀x1 ∈ (0, A− δ),
‖(x1∂x1)n((x1)2s11(x1)− 1)‖ ≤ Cn[1]x1=0,
‖(x1∂x1)n(s12(x1)− 1)‖ ≤ Cn[1]x1=0,
‖(x1∂x1)n(s13(x1)− 1)‖ ≤ Cn[1]x1=0,
où
[1]x1=0 = (1 + | log(x1)|)−min(n,1)−1−0 .
ii. En {x1 = A} : il existe 1 > 0 et δ > 0 tels que ∀n ∈ N il existe Cn > 0
tel que : ∀x1 ∈ (δ, A),
‖((A− x1)∂x1)n((A− x1)2s11(x1)− 1)‖ ≤ Cn[1]x1=A,
‖((A− x1)∂x1)n(s12(x1)− 1)‖ ≤ Cn[1]x1=A,
‖((A− x1)∂x1)n(s13(x1)− 1)‖ ≤ Cn[1]x1=A,
où
[1]x1=A = (1 + | log((A− x1))|)−min(n,1)−1−1 .
Remarque 3.1.20. On sait que, grâce à la condition (C), s12 et s13 tendent vers 1
quand x1 tend vers 0. Cependant, au bout {x1 = A}, on peut seulement dire qu’il existe
deux constantes positives α et β telles que s12 et s13 tendent respectivement vers α et β.
Ainsi, au bout {x1 = A}, on devrait supposer que
(A− x1)2s11(x1) = [1]1 , s12(x1) = α[1]1 et s13(x1) = β[1]1 ,
où,
[1]1 = 1 +O((1 + | log(A− x1)|)−1−1).
Cependant, on peut montrer que (voir le dernier point de la Remarque 3.1.22), si s22 ou
s33 n’est pas une fonction constante, alors α = β = 1.
On se propose de donner une explication du sens de la structure asymptotiquement
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hyperbolique pour les variétés de Stäckel que l’on considère ici2. Puisque l’étude du bout
{x1 = A} est similaire on se contente d’étudier le bout {x1 = 0}. On commence par
écrire la métrique (3.1.4) dans un voisinage du bout {x1 = 0} sous la forme
g =
3∑
i=1
H2i (dxi)2 =
3∑
i=1
(x1)2H2i (dxi)2
(x1)2 .
Par définition,
(x1)2H21 = (x1)2s11 + (x1)2
(
s12
s12
s11 + s13
s13
s21
)
(x1)2H22 = (x1)2s11 s
11
s32s13−s33s12 + (x
1)2
(
s12
s12
s32s13−s33s12 + s13
s13
s32s13−s33s12
)
(x1)2H23 = (x1)2s11 s
11
s23s12−s22s13 + (x
1)2
(
s12
s23s12−s22s13 +
s13
s12
s13
s23s12−s22s13
) .
(3.1.8)
Comme ceci est montré dans [MM87], on sait qu’au bout {x1 = 0}, la courbure sectionnelle
de g tend vers −|dx1|h où
h =
3∑
i=1
(x1)2H2i (dxi)2.
En d’autres termes, l’opposé de la courbure sectionnelle au bout {x1 = 0} est équivalente
à
(x1)2H21 = (x1)2s11 + (x1)2
(
s12
s12
s11
+ s13
s13
s21
)
.
Ainsi, puisque la structure asymptotiquement hyperbolique correspond à une courbure
sectionnelle tendant vers −1, on veut que cette quantité tende vers 1. Ceci est assuré par
la troisième hypothèse de la Définition 3.1.9 qui entraîne que (pour n = 0) :
(x1)2s11(x1) = [1]0 , s12(x1) = [1]0 et s13(x1) = [1]0 , (3.1.9)
où
[1]0 = 1 +O((1 + | log(x1)|)−1−0).
On remarque également que, sous ces conditions on peut écrire, grâce à (3.1.8), la métrique
g dans un voisinage de {x1 = 0}, sous la forme
g =
(dx1)2 + dΩ2T 2 + P (x1, x2, x3, dx1, dx2, dx3)
(x1)2 , (3.1.10)
2On renvoie à [IK14], Section 3 p.99-101, pour une justification de l’appelation “asymptotiquement
hyperbolique”.
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où
dΩ2T 2 =
s11
s32 − s33 (dx
2)2 + s
11
s23 − s22 (dx
3)2,
est une métrique riemannienne sur le 2-tore T 2 (puisque s11, s21 et s31 ont le même
signe) et P est un terme de reste qui est, moralement, petit lorsque x1 → 0. Ainsi, à la
limite x1 → 0, on voit que
g ∼ (dx
1)2 + dΩ2T 2
(x1)2 ,
c’est-à-dire que g est une petite perturbation d’une métrique de type hyperbolique.
Remarque 3.1.21. 1. D’après la Définition précédente, on a également besoin des
conditions sur les dérivées des fonctions s1j, j ∈ {1, 2, 3}, pour être dans le cadre
de [IK14].
2. Par symétrie, on peut faire la même analyse au bout {x1 = A}.
À partir des conditions (3.1.9) et de la condition de Robertson (3.1.6) on peut obtenir
plus d’informations sur les fonctions f1, f2 et f3. On commence par remarquer que
f1f2f3 =
s11s21s31
det(S)
= s
11(s13s32 − s12s33)(s12s23 − s13s22)
s11s11 + s12s12 + s13s13
.
Ainsi, en utilisant les conditions (3.1.9), on obtient que
f1f2f3 ∼ (x1)2(s23 − s22)(s32 − s33), quand x1 → 0.
Par conséquent, on peut affirmer qu’il existe trois constantes positives c1, c2 et c3 telles
que c1c2c3 = 1 et
f1(x1) = c1(x1)2[1]0 , f2(x2) = c2(s23 − s22) et f3(x3) = c3(s32 − s33). (3.1.11)
On note que les fonctions fi, i ∈ {1, 2, 3}, sont définies à des constantes multiplicatives
c1, c2 et c3 telles que c1c2c3 = 1 près. Cependant, comme nous l’avons mentionné
précédemment, on peut choisir ces constantes égales à 1. Bien sûr, le résultat correspondant
sur f1 au bout {x1 = A} est également vrai.
Remarque 3.1.22. L’analyse précédente nous permet de simplifier la condition de
Robertson et ainsi l’expression de la métrique riemannienne sur le 2-tore.
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1. On commence par noter que, si l’on procède à un changement de variable de
Liouville en la i-ème variable,
Xi =
∫ xi
0
√
gi(s) ds, (3.1.12)
où gi est une fonction positive de la variable xi, le coefficient de la métrique
correspondant H2i est divisé par gi(xi). La même modification de la métrique a lieu
lorsque l’on divise la i-ème ligne de la matrice de Stäckel par la fonction gi. Ainsi,
procéder à un changement de variable de Liouville est équivalent à diviser la i-ème
ligne de la matrice de Stäckel par la fonction correspondante.
2. On note à présent que, si l’on divise la i-ème ligne de la matrice de Stäckel par
une fonction gi de la variable xi, la quantité
s11s21s31
det(S)
est divisée par gi. Ainsi, dans la condition de Robertson (3.1.6), on peut toujours
supposer que f2 = f3 = 1 en choisissant un système de coordonnées approprié
sur T 2. Cependant, on ne divise pas la première ligne par f1 car cela change la
description de la structure hyperbolique (i.e. la condition (3.1.9)). Néanmoins,
il reste un degré de liberté sur la première ligne. On peut par exemple diviser
la première ligne par s12 ou s13 et on obtient alors que la partie radiale dépend
uniquement des deux fonctions scalaires s11s13 et
s12
s13
. Comme nous allons le voir à la
fin de la Section 3.4, ces quotients sont en réalité exactement les fonctions scalaires
que l’on retrouve lors de notre étude de la partie radiale. Cependant, puisque cela
ne simplifie pas notre travail nous n’utilisons pas cette réduction.
3. À partir de maintenant, f2 = 1 et f3 = 1 et on peut ainsi réécrire (3.1.11) sous la
forme
s23 − s22 = 1 et s32 − s33 = 1.
Grâce à ces égalités, on peut également écrire
dΩ2T 2 = s11((dx2)2 + (dx3)2),
pour la métrique induite sur le bord compactifié {x1 = 0}.
4. En toute généralité, nous savons que s12 et s13 tendent vers 1 lorsque x1 tend vers
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0 mais on ne sait pas que ces limites sont encore valables lorsque x1 tend vers
A. Cependant, la structure de Stäckel nous permet de montrer que la structure
asymptotiquement hyperbolique doit être la même aux deux bouts (sous une légère
hypothèse supplémentaire). En effet, supposons que le comportement de la première
ligne aux deux bouts soit le suivant : au bout {x1 = 0}
(x1)2s11(x1) = [1]0 , s12(x1) = [1]0 et s13(x1) = [1]0 ,
et au bout {x1 = A}
(A− x1)2s11(x1) = [1]1 , s12(x1) = α[1]1 et s13(x1) = β[1]1 ,
où,
[1]0 = 1 +O((1 + | log(x1)|)−1−0) et [1]1 = 1 +O((1 + | log(A− x1)|)−1−1)
et α et β sont des constantes strictement positives. En utilisant la condition de
Robertson au bout {x1 = 0} et au bout {x1 = A} on obtient
1 = f2 = s23 − s22 = αs23 − βs22,
et
1 = f3 = s32 − s33 = βs32 − αs33.
Ainsi, en utilisant le fait que s23 = 1 + s22 et s32 = 1 + s33, on obtient que
(α− β)s22 = 1− α et (β − α)s33 = 1− β.
Par conséquent, si l’on suppose que s22 ou s33 ne sont pas des fonctions constantes,
on obtient que α = β = 1.
On achève cette Section par trois exemples de variétés de Stäckel.
Exemple 3.1.2. On donne ici trois exemples de variétés de Stäckel illustrant la diversité
des variétés que nous considérons.
1. On commence par choisir la matrice de Stäckel
S =

s11(x1) s12(x1) s13(x1)
a b c
d e f
 ,
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où s11, s12 et s13 sont des fonctions lisses de la variable x1 et a, b, c, d, e et f sont
des constantes réelles. La métrique g est alors donnée par
g =
3∑
i=1
H2i (dxi)2,
où les H2i , pour i ∈ {1, 2, 3}, sont des fonctions seulement de la variable x1. Elle
satisfait alors de façon triviale la condition de Robertson et on peut ajouter la
structure asymptotiquement hyperbolique donnée dans la Définition 3.1.9. On note
que, comme cela a été expliqué dans la Remarque précédente, g dépend uniquement
de deux fonctions arbitraires (après un changement de variable en la variable x1).
De plus, on peut montrer que ∂x2 et ∂x3 sont des champs de vecteurs de Killing.
L’existence de ces champs de Killing traduit la présence de symétries par rapport
aux translations en les variables x2 et x3.
2. On peut également choisir la matrice de Stäckel
S =

s11(x1) s12(x1) as12(x1)
0 s22(x2) s23(x2)
0 s32(x3) s33(x3)
 ,
où s11 et s12 sont des fonctions lisses de la variable x1, s22 et s23 sont des fonctions
lisses de la variable x2, s32 et s33 sont des fonctions lisses de la variable x3
et a est une constante réelle. On peut alors munir la variété d’une structure
asymptotiquement hyperbolique dans le sens donné dans la Définition 3.1.9 et la
métrique g peut être écrite sous la forme
g = s11(dx1)2 +
s11
s12
(
s11
as32 − s33 (dx
2)2 + s
11
s23 − as22 (dx
3)2
)
.
Elle satisfait alors la condition de Robertson. On note que, après avoir procédé
à des changements de variables de Liouville en les trois variables, la métrique g
dépend de trois fonctions arbitraires. De plus, grâce à la transformation de Liouville
X1 =
∫ x1
0
√
s11(s) ds,
on voit qu’il existe un système de coordonnées pour lequel la métrique g est de la
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forme
g = (dx1)2 + f(x1)g0,
où g0 est une métrique sur le 2-tore T 2. En d’autres termes g est un produit
tordu. En particulier, g est conforme à une métrique qui peut être écrite comme
la somme directe d’une direction euclidienne et d’une métrique sur une variété
compacte. On rappelle que dans ce cas, sous certaines hypothèses supplémentaires
sur la partie compacte, l’unicité pour le problème de Calderón anisotrope sur une
variété compacte à bord a été démontrée dans [DSFKSU09, DSFKLS13].
3. Enfin, on peut choisir la matrice de Stäckel
S =

s1(x1)2 −s1(x1) 1
−s2(x2)2 s2(x2) −1
s3(x3)2 −s3(x3) 1
 ,
où s1 est une fonction lisse en la variable x1, s2 est une fonction lisse en la
variable x2 et s3 est une fonction lisse en la variable x3. Ce modèle été étudié dans
[Ben15, BM15] et est d’un grand intérêt dans l’étude des variétés riemanniennes
géodésiquement équivalentes, i.e. des variétés qui partagent les mêmes géodésiques
(voir [BM15]). La métrique associée
g = (s1 − s2)(s1 − s3)(dx1)2 + (s2 − s3)(s1 − s2)(dx2)2 + (s3 − s2)(s3 − s1)(dx3)2,
satisfait la condition de Robertson et n’a, a priori, pas de symétrie, n’est pas un
produit tordu et dépend de trois fonctions arbitraires satisfaisant s1 > s2 > s3. Pour
munir cette variété d’une structure asymptotiquement hyperbolique dans le sens de
la Définition 3.1.9 on commence par multiplier les deuxième et troisième colonnes
de la matrice de Stäckel par la droite par la matrice inversible
G =
(
−1 −1
0 −1
)
,
puisque cette opération ne change pas la métrique. On obtient ainsi la nouvelle
matrice de Stäckel 
s1(x1)2 s1(x1) s1(x1)− 1
−s2(x2)2 −s2(x2) −s2(x1) + 1
s3(x3)2 s3(x3) s3(x1)− 1
 .
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Dans un second temps, on utilise un changement de variable de Liouville en la
première variable
X1 =
∫ x1
0
√
s1(s) ds,
et on obtient la matrice de Stäckel
S =

s1(X1) 1 1− 1s1(X1)
−s2(x2)2 −s2(x2) −s2(x1) + 1
s3(x3)2 s3(x3) s3(x1)− 1
 .
Finalement, on ajoute la structure asymptotiquement hyperbolique sur la première
ligne en supposant que
s1(X1) =
1
(X1)2 (1 +O((1 + | log(X
1)|)−1−0)), quand X1 → 0
et
s1(X1) =
1
(A1 −X1)2 (1 +O((1 + | log(A
1 −X1)|)−1−1)), quand X1 → A1,
où A1 =
∫ A
0
√
s1(s) ds.
3.1.4 Opérateur de diffusion et présentation du résultat
On rappelle ici la construction de l’opérateur de diffusion donnée dans [IK14, IKL14]
pour des variétés asymptotiquement hyperboliques. Cette construction a déjà été utilisée
dans [DKN14] dans le cas de surfaces de Liouville asymptotiquement hyperboliques.
Moralement, dans un voisinage d’un bout asymptotiquement hyperbolique on peut
comparer la dynamique globale avec une dynamique de comparaison plus simple, i.e. que
l’on peut établir l’existence et la complétude asymptotique des opérateurs d’ondes
W±k = s− lim eitHJke−itH
k
0 ,
où Jk est une fonction de troncature qui isole le k-ème bout asymptotiquement hyperbo-
lique et Hk0 est un hamiltonien plus simple qui gouverne la dynamique libre des ondes
dans ce bout. L’opérateur de diffusion Sg est alors défini par
Sg = (W+)?W−, où W± =
∑
k
W±k .
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Cet opérateur fait le lien entre les données asymptotiques (dites de diffusion) dans le
passé et les données asymptotiques dans le futur. La matrice de diffusion Sg(λ) est alors
la restriction de l’opérateur de diffusion Sg à un niveau d’énergie λ2. Ceci correspond
à l’approche dépendante du temps de la théorie de la diffusion. Il existe également une
définition stationnaire équivalente. Pour définir la matrice de diffusion par une approche
stationnaire, on applique la transformée de Fourier par rapport à t à l’équation des ondes
∂2t u−∆gu = 0, et au lieu d’étudier le comportement asymptotique de u(t, x) en temps
grand, on étudie le comportement asymptotique en espace des solutions de l’équation de
Helmholtz −∆gu = λ2u lorsque |x| → ∞. On obtient ainsi une définition équivalente de
la matrice de diffusion à l’énergie λ2 (voir le Théorème 3.1.24).
Notre modèle particulier possède deux bouts et on introduit donc deux fonctions de
troncature χ0 et χ1, lisses sur R, définies par
χ0 = 1 sur
(
0, A4
)
, χ1 = 1 sur
(3A
4 , A
)
, χ0 + χ1 = 1 sur (0, A),
(3.1.13)
pour pouvoir séparer les deux bouts. On considère l’équation de Helmholtz décalée
−(∆g + 1)f = λ2f,
où λ2 6= 0 est une énergie fixée, qui est étudiée de façon usuelle sur les variétés asymp-
totiquement hyperboliques (voir [Bor07, IK14, IKL14, JSB00]). En effet, il est connu
(voir [IKL14]) que le spectre essentiel de −∆g est [1,+∞) et on a ainsi décalé le bas du
spectre essentiel en 0. Il est connu que l’opérateur −∆g − 1 n’a pas de valeurs propres
plongées dans le spectre essentiel [0,+∞) (voir [Bou13, IK14, IKL14]). De plus, il est
montré dans [IKL14] que les solutions de l’équation stationnaire décalée
−(∆g + 1)f = λ2f,
sont uniques lorsque l’on impose sur f des conditions de radiations à l’infini. Plus
précisément, comme dans [DKN14], on définit des espaces de Besov qui encodent ces
conditions de radiations à l’infini comme suit. Pour motiver nos définitions, on rappelle
que les bords compactifiés {x1 = 0} et {x1 = A} sont munis de la métrique induite
dΩ2T 2 = s11((dx2)2 + (dx3)2).
Définition 3.1.10. Soit HT 2 = L2(T 2, s11dx2dx3). On décompose les intervalles (0,+∞)
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et (−∞, A) sous la forme
(0,+∞) = ∪k∈ZIk et (−∞, A) = ∪k∈ZJk,
où
Ik =

(exp(ek−1), exp(ek)] si k ≥ 1
(e−1, e] si k = 0
(exp(−e|k|), exp(−e|k|−1)] si k ≤ −1
et
Jk =

(A− exp(ek−1), A− exp(ek)] si k ≥ 1
(A− e−1, A− e] si k = 0
(A− exp(−e|k|), A− exp(−e|k|−1)] si k ≤ −1
.
On définit les espaces de Besov B0 = B0(HT 2) et B1 = B1(HT 2) comme étant les espaces
de Banach des fonctions à valeurs dans HT 2 satisfaisant respectivement
‖f‖B0 =
∑
k∈Z
e
|k|
2
(∫
Ik
‖f(x)‖2HT 2
dx
x2
) 1
2
<∞
et
‖f‖B1 =
∑
k∈Z
e
|k|
2
(∫
Jk
‖f(x)‖2HT 2
dx
(A− x)2
) 1
2
<∞.
Les espaces duaux B?0 et B?1 sont alors identifiés avec les espaces équipés des normes
‖f‖B?0 =
(
sup
R>e
1
log(R)
∫ R
1
R
‖f(x)‖2HT 2
dx
x2
) 1
2
<∞
et
‖f‖B?1 =
(
sup
R>e
1
log(R)
∫ A− 1
R
A−R
‖f(x)‖2HT 2
dx
(A− x)2
) 1
2
<∞.
Remarque 3.1.23. Comme ceci est montré dans [IK14], on peut comparer les espaces
de Besov B0 et B?0 à des espaces L2 à poids. En effet, si l’on définit L2,s0 ((0,+∞),HT 2),
pour s ∈ R, par
‖f‖s =
(∫ +∞
0
(1 + | log(x)|)2s‖f(x)‖2HT 2
dx
x2
) 1
2
<∞,
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alors pour s > 12 ,
L2,s0 ⊂ B0 ⊂ L
2, 12
0 ⊂ L20 ⊂ L
2,− 12
0 ⊂ B?0 ⊂ L2,−s0 .
Il existe un résultat similaire pour les espaces de Besov B1 et B?1.
Définition 3.1.11. On définit les espaces de Besov B et B? comme étant les espaces de
Banach de fonctions à valeurs dans HT 2 sur (0, A) munis des normes
‖f‖B = ‖χ0f‖B0 + ‖χ1f‖B1
et
‖f‖B? = ‖χ0f‖B?0 + ‖χ1f‖B?1 .
On définit également l’espace de Hilbert des données de diffusion
H∞ = HT 2 ⊗ C2 ' HT 2 ⊕HT 2 .
Dans [IK14] (voir Theorem 3.15) le résultat suivant est démontré.
Théoreme 3.1.24. On donne ici une construction stationnaire de la matrice de diffusion.
1. Pour toute solution f ∈ B? de l’équation de Helmholtz décalée à une énergie
non-nulle λ2
− (∆g + 1)f = λ2f, (3.1.14)
il existe un unique ψ(±) = (ψ(±)0 , ψ
(±)
1 ) ∈ H∞ tel que
f ' ω−(λ)
(
χ0 (x1)
1
2+iλψ
(−)
0 + χ1 (A− x1)
1
2+iλψ
(−)
1
)
− ω+(λ)
(
χ0 (x1)
1
2−iλψ(+)0 + χ1 (A− x1)
1
2−iλψ(+)1
)
, (3.1.15)
où
ω±(λ) =
pi
(2λ sinh(piλ)) 12Γ(1∓ iλ)
. (3.1.16)
2. Pour tout ψ(−) ∈ H∞, il existe un unique ψ(+) ∈ H∞ et f ∈ B? satisfaisant (3.1.14)
pour lesquels la décomposition (3.1.15) est valide. Ceci définit de façon unique la
matrice de diffusion Sg(λ) comme étant l’opérateur à valeurs dans H∞ tel que pour
tout ψ(−) ∈ H∞,
ψ(+) = Sg(λ)ψ(−). (3.1.17)
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3. La matrice de diffusion Sg(λ) est unitaire sur H∞.
On note que dans notre cadre avec deux bouts asymptotiquement hyperboliques la
matrice de diffusion à la structure d’une matrice 2 × 2 dont les composantes sont des
opérateurs à valeurs dans HT 2 . Plus précisément, on écrit
Sg(λ) =
(
L(λ) TR(λ)
TL(λ) R(λ)
)
,
où TL(λ) et TR(λ) sont des opérateurs de transmission alors que L(λ) et R(λ) sont des
opérateurs de réflexion respectivement à droite et à gauche. Les opérateurs de transmission
mesurent la partie du signal qui est transmise d’un bout à l’autre dans une expérience
de diffusion alors que les opérateurs de réflexion mesurent la partie du signal qui est
réfléchie d’un bout sur lui-même.
Le résultat principal de ce chapitre est le suivant :
Théoreme 3.1.25. Soient (M, g) et (M, g˜), où M = (0, A)x1 × T 2x2,x3, deux cylindre
torique de Stäckel, i.e. munit des métriques g et g˜ définies respectivement par (3.1.4). On
suppose que ces variétés satisfont la condition de Robertson et sont munies de structures
asymptotiquement hyperboliques aux deux bouts {x1 = 0} et {x1 = A} définies dans la
Définition 3.1.9. On désigne par Sg(λ) et Sg˜(λ) les matrices de diffusion correspondantes
à une énergie fixée λ 6= 0 définies par le Théorème 3.1.24. On suppose que
Sg(λ) = Sg˜(λ).
Alors il existe un difféomorphisme Ψ :M→M, égal à l’identité sur les bords compactifiés
{x1 = 0} et {x1 = A}, tel que g˜ soit le tiré en arrière de g par Ψ, i.e.
g˜ = Ψ?g.
Pour des Variétés Asymptotiquement Hyperboliques (notées VAH) sans symétries
particulières, des résultats de diffusion directe et inverse pour des ondes scalaires ont été
prouvés par Joshi et Sá Barreto dans [JSB00], par Sá Barreto dans [SB05], par Guillarmou
et Sá Barreto dans [GSB08, GSB09] et par Isozaki et Kurylev dans [IK14]. Dans [JSB00],
il est montré que les asymptotiques de la métrique d’une VAH sont déterminées de façon
unique (à isométrie près) par la matrice de diffusion S(λ) à une énergie fixée λ en dehors
d’un sous-ensemble discret de R. Dans [SB05], il est prouvé que la métrique d’une VAH
est déterminée de façon unique (à isométrie près) par la matrice de diffusion S(λ) pour
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tout λ ∈ R en dehors d’un certain sous-espace. Des résultats similaires ont été obtenus
récemment dans [IK14] pour une classe encore plus générale de VAH. Dans [GSB09] il
est prouvé que pour des variétés de type Einstein connexes conformément compactes
de dimension paire n + 1 la matrice de diffusion à l’énergie n sur un sous-ensemble
ouvert de son bord conforme détermine de façon unique la variété à isométrie près.
On mentionne également le travail [Mar09] de Marazzi dans lequel l’auteur étudie le
problème de diffusion inverse pour l’équation de Schrödinger stationnaire sur une variété
conformément compacte ayant pour courbure sectionnelle −α2 au bord avec un potentiel
régulier ne s’annulant pas sur ce bord. L’auteur montre alors que la connaissance de la
matrice de diffusion à deux énergies fixées λ1 et λ2, λ1 6= λ2, dans un bon sous-ensemble
de C, détermine de façon unique α ainsi que les séries de Taylor du potentiel et de la
métrique au bord. Enfin, mentionnons également [BP11] dans lequel un problème inverse
à partir des résonances est étudié dans une certaine sous-classe de VAH.
Ce travail doit également être mis en perspective avec le problème de Calderón
anisotrope sur des variétés riemanniennes compactes à bord. On rappelle ici la définition
de ce problème. Soit (M, g) une variété riemannienne compacte ayant un bord lisse ∂M.
On désigne par −∆g l’opérateur de Laplace-Beltrami sur (M, g) et on rappelle que cet
opérateur associé à des conditions de Dirichlet au bord est autoadjoint sur L2(M, dV olg)
et a un spectre purement ponctuel {λ2i }i≥1. On est intéressé par les solutions u de−∆gu = λ
2u, sur M,
u = ψ, sur ∂M.
(3.1.18)
Il est connu (voir par exemple [Sal13]) que pour tout ψ ∈ H 12 (∂M) il existe une
unique solution faible u ∈ H1(M) de (3.1.18) lorsque λ2 n’appartient pas au spectre de
Dirichlet {λ2i }i≥1 de −∆g. Ceci nous permet de définir l’opérateur de Dirichlet-Neumann
(DN) comme étant l’opérateur Λg(λ2) de H
1
2 (∂M) sur H− 12 (∂M) défini pour tout
ψ ∈ H 12 (∂M) par
Λg(λ2)(ψ) = (∂νu)|∂M,
où u est l’unique solution de (3.1.18) et (∂νu)|∂M désigne sa dérivée par rapport au
vecteur normal unitaire sortant ν sur ∂M. Le problème de Calderón peut alors être
énoncé de la façon suivante :
Est-ce-que la connaissance de l’opérateur de DN, Λg(λ2), à une fréquence λ2 détermine
de façon unique la métrique g ?
On renvoie par exemple à [DSFKSU09, DSFKLS13, GSB08, GT11, KS13, LTU03, LU01,
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LU89] pour d’importantes contributions dans ce domaine et à [GT13, KS14, Sal13, Uhl09]
pour un état de l’art sur cette question.
En dimension deux, le problème de Calderón anisotrope avec λ2 = 0 a été résolu
pour des surfaces riemanniennes connexes dans [LU01, LU89]. Une réponse positive a
été apportée pour la fréquence λ2 = 0 en dimension trois ou plus pour des variétés
riemanniennes compactes connexes avec une métrique analytique réelle d’abord dans
[LU89] sous certaines hypothèses topologiques relaxées plus tard dans [LTU03, LU01].
Une réponse positive a également été fournies pour des variétés de type Einstein compactes
et connexes à bord dans [GSB08]. Pour le reste, le problème de Calderón anisotrope
en dimension au moins trois reste un problème largement ouvert. Des résultats ont été
obtenus dans [DSFKSU09, DSFKLS13] pour certaines classes de variétés riemanniennes
compactes à bord qui sont conformément transversalement anisotrope, i.e. pour des
variétés riemanniennes telles que
M⊂⊂ R×M0, g = c(e⊕ g0),
où (M0, g0) est une variété riemannienne compacte lisse à bord de dimension n− 1, e est
la métrique euclidienne sur la droite réelle et c est une fonction positive sur le cylindre
R ×M0. Sous certaines hypothèses sur la variété transverse (M0, g0) (simplicité), la
variété riemannienne (M, g) est dite admissible. Dans ce cadre, les auteurs de [DSFKSU09,
DSFKLS13] arrivent à déterminer de façon unique le facteur conforme c à partir de la
connaissance de l’opérateur de DN à la fréquence λ2 = 0. L’un des buts de ce chapitre est
ainsi de donner un exemple de variétés sur lesquelles on arrive à résoudre le problème de
diffusion inverse à énergie fixée mais qui ne possèdent pas l’une des structures particulières
que l’on vient de décrire et pour lesquelles la question de l’unicité pour le problème de
Calderón anisotrope sur des variétés riemanniennes compactes à bord est résolue (voir
Exemple 3.1.2, 3)).
3.1.5 Aperçu de la preuve
La preuve du Théorème 3.1.25 se divise en quatre étapes que nous allons décrire ici.
Étape 1 : La première étape de la preuve consiste à étudier le problème de diffusion directe.
C’est ce que nous ferons dans la Section 3.2. Dans cette Section nous commencerons
par utiliser la structure de variété de Stäckel satisfaisant la condition de Robertson pour
procéder à la séparation des variables de l’équation de Helmholtz. On obtient ainsi que
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l’équation de Helmholtz décalée
−(∆g + 1)f = λ2f,
peut être réécrite sous la forme
A1f + s12Lf + s13Hf = 0,
où A1 est un opérateur différentiel seulement en la variable x1 et L et H sont des
opérateurs autoadjoints, elliptiques et semi-bornés qui commutent sur L2(T 2, s11dx2dx3)
dépendant uniquement des variables x2 et x3. Puisque les opérateurs L et H commutent
il existe une base hilbertienne commune de fonctions propres pour L et H. De plus,
l’ellipticité de ces opérateurs sur une variété compacte nous assure que le spectre est
discret et le caractère autoadjoint montre que le spectre est réel. On considère alors des
harmoniques généralisées {Ym}m≥1 formant une base hilbertienne de L2(T 2, s11dx2dx3)
associée au spectre joint (µ2m, ν2m) de (H,L). On décompose les solutions
f(x1, x2, x3) =
∑
m≥1
um(x1)Ym(x2, x3)
de l’équation de Helmholtz sur la base commune d’harmoniques {Ym}m≥1 et on obtient
alors que l’équation de Helmholtz se sépare en un système de trois équations différentielles
ordinaires :
−u′′m + 12(log(f1))′u′m + [−(λ2 + 1)s11 + µ2ms12 + ν2ms13]um = 0
−v′′m + [−(λ2 + 1)s21 + µ2ms22 + ν2ms23]vm = 0
−w′′m + [−(λ2 + 1)s31 + µ2ms32 + ν2ms33]wm = 0
,
où f1 est la fonction apparaissant dans la condition de Robertson et Ym(x2, x3) =
vm(x2)wm(x3). Dans ce système d’EDOs il y a une EDO radiale en la variable x1 et deux
EDOs angulaires en les variables x2 et x3. On insiste sur le fait que les deux moments
angulaires µ2m et ν2m qui sont les constantes de séparation correspondent également au
spectre couplé des deux opérateurs angulaires H et L. Le fait que les moments angulaires
(µ2m, ν2m) soient couplés a des conséquences importantes dans l’utilisation de la méthode
de Complexification du Moment Angulaire. En effet, on ne peut pas travailler séparément
avec un seul moment angulaire ce qui nous oblige à utiliser une version multivariable de
cette méthode.
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Dans un second temps, on définit la fonction caractéristique et la fonction de Weyl-
Titchmarsh en suivant la construction donnée dans [DKN14, FY05, KST12]. On rappelle
brièvement ici la définition de ces objets et la raison pour laquelle on les utilise. En utilisant
un changement de variable de Liouville X1 = g(x1), X1 ∈ (0, A1) où A1 = ∫ A0 g(x1)dx1,
on peut écrire l’équation radiale sous la forme
− U¨ + qν2mU = −µ2mU, (3.1.19)
où −µ2m est maintenant le paramètre spectral et qν2m satisfait au bout {X1 = 0},
qν2m(X
1, λ) = −λ
2 + 14
(X1)2 + q0,ν2m(X
1, λ),
où X1q0,ν2m(X
1, λ) est intégrable au bout {X1 = 0} (le potentiel qν2m possède également
les mêmes propriétés à l’autre bout). On est ainsi dans le cadre de [FY05]. On peut
donc définir la fonction caractéristique et la fonction de Weyl-Titchmarsh associées
à cette équation de Schrödinger non-autoadjointe singulière. Pour ce faire, on suit la
méthode donnée dans [DKN14]. On définit ainsi deux systèmes fondamentaux de solutions
{S10, S20} et {S11, S21} définis par :
1. Lorsque X1 → 0,
S10(X1, µ2, ν2) ∼ (X1) 12−iλ et S20(X1, µ2, ν2) ∼ 12iλ(X
1)
1
2+iλ
et lorsque X1 → A1,
S11(X1, µ2, ν2) ∼ (A1 −X1) 12−iλ et S21(X1, µ2, ν2) ∼ − 12iλ(A
1 −X1) 12+iλ.
2. W (S1n, S2n) = 1 pour n ∈ {0, 1}.
3. Pour tout X1 ∈ (0, A1), µ 7→ Sjn(X1, µ2, ν2) est une fonction entière pour j ∈ {1, 2}
et n ∈ {0, 1}.
On ajoute alors des conditions de bord singulières aux deux bouts (voir (3.2.24)) et on
considère la nouvelle équation radiale comme un problème aux valeurs propres. Enfin, on
définit les deux fonctions caractéristiques de cette équation radiale comme des Wronskiens
de fonctions des systèmes fondamentaux de solutions :
∆q
ν2m
(µ2m) = W (S11, S10)
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et
δq
ν2m
(µ2m) = W (S11, S20)
et on définit également la fonction de Weyl-Titchmarsh par :
Mq
ν2m
(µ2m) = −
δq
ν2m
(µ2m)
∆q
ν2m
(µ2m)
. (3.1.20)
La définition précédente généralise la définition usuelle des fonctions de Weyl-Titchmarsh
classiques pour des opérateurs différentiels de Sturm-Liouville réguliers. On renvoie à
[KST12] pour la théorie des opérateurs de Sturm-Liouville autoadjoints singuliers ainsi
que la définition et les principales propriétés des fonctions de Weyl-Titchmarsh. Dans notre
cas les conditions de bord rendent l’équation de Sturm-Liouville non-autoadjointe. La
fonction de Weyl-Titchmarsh généralisée peut malgré tout être définie en utilisant la même
recette comme cela a été montré dans [DKN14, FY05] et rappelé ci-dessus. Notre intérêt
dans le fait de considérer la fonction de Weyl-Titchmarsh généralisée Mq
ν2m
(µ2m) vient du
fait qu’il s’agit d’un outil puissant pour obtenir des résultats d’unicité dans le cadre des
problèmes inverses unidimensionnels. En effet, le Théorème de Borg-Marchenko énonce
(voir [KST12]) que si Mq et Mq˜ sont deux fonctions de Weyl-Titchmarsh généralisées
respectivement associées aux équations
−u′′ + q(x)u = −µ2u et − u′′ + q˜(x)u = −µ2u,
où q et q˜ ont les singularités quadratiques décrites précédemment aux deux bouts, alors si
Mq(µ2) = Mq˜(µ2), µ ∈ C \ {pôles}, (3.1.21)
alors
q = q˜. (3.1.22)
On renvoie à [Ben01, GS00, Tes09] pour des résultats dans le cas des fonctions de Weyl-
Titchmarsh régulières et aux résultats récents [FY05, KST12] dans le cas des fonctions
de Weyl-Titchmarsh singulières pour des équations éventuellement non-autoadjointes.
On note que les fonctions caractéristiques et les fonctions de Weyl-Titchmarsh géné-
ralisées définies pour chaque équation unidimensionnelle (3.1.19) peuvent être sommées
sur l’espace engendré par les harmoniques Ym, m ≥ 1, pour définir des opérateurs de
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L2(T 2, s11dx2dx3) sur lui-même. Plus précisément, en rappelant que
L2(T 2, s11dx2dx3) =
⊕
m≥1
〈Ym〉,
on définit :
Définition 3.1.12. Soit λ 6= 0 une énergie fixée. L’opérateur caractéristique ∆(λ) et
l’opérateur de Weyl-Titchmarsh généralisée M(λ) sont définis comme des opérateurs de
L2(T 2, s11dx2dx3) sur lui-même qui sont diagonalisables sur une base hilbertienne de
fonctions propres {Ym}m≥1 associées respectivement aux valeurs propres ∆q
ν2m
(µ2m) et
Mq
ν2m
(µ2m). Plus précisément, tout v ∈ L2(T 2, s11dx2dx3) peut être décomposé sous la
forme
v =
∑
m≥1
vmYm, vm ∈ C,
et
∆(λ)v =
∑
m≥1
∆q
ν2m
(µ2m)vmYm et M(λ)v =
∑
m≥1
Mq
ν2m
(µ2m)vmYm.
On insiste sur le fait que la séparation des variables nous permet de “diagonaliser” les
opérateurs de réflexion et de transmission en une famille dénombrable d’opérateurs de
multiplication par les scalaires Rg(λ, µ2m, ν2m), Lg(λ, µ2m, ν2m) et Tg(λ, µ2m, ν2m) appelés
respectivement les coefficients de réflexion et de transmission. On montrera (voir Équa-
tions (3.2.34)-(3.2.36)) que les fonctions caractéristiques et de Weyl-Titchmarsh ne sont
respectivement rien d’autres que les coefficients de transmission et de réflexion. Le but
de cette identification est d’utiliser le Théorème de Borg-Marchenko à partir de l’égalité
des matrices de diffusion à énergie fixée.
Étape 2 : La seconde étape de la preuve consiste à résoudre le problème inverse pour la
partie angulaire de la matrice de Stäckel. On commence notre preuve par une première
réduction du problème. En effet, notre hypothèse principale est
Sg(λ) = Sg˜(λ)
et ces opérateurs agissent respectivement sur L2(T 2, s11dx2dx3) et L2(T 2, s˜11dx2dx3).
On a donc
s11 = s˜11.
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Grâce à cette égalité et au choix de jauge f2 = f3 = 1, on montre facilement que(
s22 s23
s32 s33
)
=
(
s˜22 s˜23
s˜32 s˜33
)
G,
où G est une matrice constante de déterminant 1. Comme nous l’avons mentionné dans
l’Introduction, la présence de la matrice G est due à une invariance de la métrique g par
rapport à la définition de la matrice de Stäckel S. On peut donc supposer que G = I2 et
on obtient ainsi que (
s22 s23
s32 s33
)
=
(
s˜22 s˜23
s˜32 s˜33
)
. (3.1.23)
Dans un second temps on veut montrer que s21 = s˜21 et s31 = s˜31. En utilisant la
structure particulière des opérateurs H et L, on peut facilement montrer que(
∂22
∂23
)
= −
(
s23 s22
s33 s32
)(
H
L
)
+ (λ2 + 1)
(
s21
s31
)
. (3.1.24)
On applique alors l’Équation (3.1.24) à un vecteur d’harmoniques sphériques
(
Ym
Ym
)
.
On utilise la décomposition sur les harmoniques généralisées pour écrire Ym =
∑
p∈Em cpY˜p,
m ≥ 1, sur la base hilbertienne des harmoniques généralisées {Y˜m}m≥1 et on identifie
pour chaque p ∈ Em le coefficient de l’harmonique Y˜p. Ainsi, on obtient, grâce à (3.1.23),
que pour tout p ∈ Em
−
(
s23 s22
s33 s32
)(
µ2m
ν2m
)
+ (λ2 + 1)
(
s21
s31
)
= −
(
s23 s22
s33 s32
)(
µ˜2p
ν˜2p
)
+ (λ2 + 1)
(
s˜21
s˜31
)
.
On passe à gauche les termes constants par rapport aux variables x2 et x3 et à droite les
autres termes. On obtient ainsi ques21(x
2) = s˜21(x2)− C1s23(x2)− C2s22(x2)
s31(x3) = s˜31(x3)− C1s33(x3)− C2s32(x3)
,
où C1 et C2 sont des constantes réelles. On note que, comme nous l’avons déjà mentionné,
ces égalités décrivent une invariance de la métrique g par rapport à la définition de la
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matrice de Stäckel S et on peut donc choisir C1 = C2 = 0. Ainsi, on obtient(
s21
s31
)
=
(
s˜21
s˜31
)
.
On conclut la Section 3.3 en notant que, grâce à ces résultats, H = H˜ et L = L˜. Par
conséquent, puisque les harmoniques généralisées dépendent uniquement de H et L, on
peut choisir Ym = Y˜m et (
µ2m
ν2m
)
=
(
µ˜2m
ν˜2m
)
, ∀m ≥ 1.
On insiste sur le fait que le choix des harmoniques généralisées n’est pas définies de façon
unique dans chaque espace propre associé à une valeur propre de multiplicité au moins
deux. Cependant, la matrice de diffusion ne dépend pas du choix des Ym dans chaque
espace propre.
Étape 3 : Dans un troisième temps on résout dans la Section 3.4 le problème inverse pour
la partie radiale de la matrice de Stäckel. L’outil principal de cette Section est une version
multivariable de la méthode de Complexification du Moment Angulaire. L’hypothèse
principale du Théorème 3.1.25 implique que,
M(µ2m, ν2m) = M˜(µ2m, ν2m), ∀m ≥ 1.
Moralement, le but de la méthode de Complexification du Moment Angulaire est le
suivant : à partir d’un ensemble discret d’informations (ici l’égalité des fonctions de Weyl-
Titchmarsh sur le spectre couplé) on veut obtenir un régime continu d’informations (ici
l’égalité de ces fonctions sur C2). En d’autres termes, on veut étendre l’égalité précédente
sur C2, i.e. que l’on veut montrer que
M(µ2, ν2) = M˜(µ2, ν2), ∀(µ, ν) ∈ C2 \ P,
où P est l’ensemble des points (µ, ν) ∈ C2 tels que les fonctions de Weyl-Titchmarsh
n’existent pas en (µ2, ν2), i.e. tels que les dénominateurs s’annulent. On procède comme
suit. En rappelant que la fonction de Weyl-Titchmarsh est définie par (3.1.20), on
considère l’application
ψ : C2 → C
(µ, ν) 7→ ∆˜(µ2, ν2)δ(µ2, ν2)−∆(µ2, ν2)δ˜(µ2, ν2)
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et on veut montrer que ψ est identiquement nulle sur C2. Pour obtenir cette propriété
on utilise un résultat d’unicité pour des fonctions holomorphes multivariable donné
dans [Blo90] qui énonce, moralement, qu’une fonction holomorphe satisfaisant de bonnes
estimations dans un certain cône et qui possède suffisamment de zéros dans ce cône est
identiquement nulle. On commence ainsi par montrer que la fonction ψ est holomorphe
et de type exponentiel par rapport aux variables µ et ν, i.e. que l’on peut trouver trois
constantes positives A, B et C telles que |ψ(µ, ν)| soit inférieur à C exp(A|Re(µ)| +
B|Re(ν)|). À une correction exponentielle près, on obtient alors que ψ est holomorphe
et bornée dans un certain cône de (R+)2. Enfin, on quantifie le nombre de zéros de ψ
dans ce cône en utilisant la connaissance de la distribution du spectre joint (sur lequel la
fonction ψ s’annule) donnée par les travaux de Colin de Verdière [CdV79, CdV80]. On
peut alors conclure que ψ = 0, i.e.
M(µ2, ν2) = M˜(µ2, ν2), ∀(µ, ν) ∈ C2 \ P,
et par définition, on déduit de cette égalité que
Mqν2 (µ
2) = Mq˜ν2 (µ
2), ∀(µ, ν) ∈ C2 \ P.
Étape 4 : On utilise le célèbre Théorème de Borg-Marchenko (voir [DKN14, FY05]) pour
obtenir
qν2m = q˜ν2m , ∀m ≥ 1.
Puisque cette égalité est valable pour tout m ≥ 1, on peut “découpler” le potentiel
qν2m = −(λ2 + 1)
s11
s12
+ ν2m
s13
s12
+ 116
( ˙(
log
(
f1
s12
)))2
− 14
¨(
log
(
f1
s12
))
.
et on obtient ainsi l’unicité du quotient
s13
s12
ainsi qu’une EDO sur les quotients
f1
s12
,
f˜1
s˜12
et s11
s12
,
s˜11
s˜12
.
On réécrit alors cette dernière EDO comme une EDO non-linéaire sur la fonction
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u =
(
s12
f1
f˜1
s˜12
) 1
4
,
donnée par
u′′ + 12(log(h˜))
′u′ + (λ2 + 1)h˜(ls32 − s33)(s23 − ls22)(u5 − u) = 0, (3.1.25)
où
f = s11
s12
, h = s12
f1
et l = s13
s12
= l˜.
De plus, u satisfait les conditions de Cauchy aux bouts 0 et A donnée par
u(0) = u(A) = 1 et u′(0) = u′(A) = 0.
On note que u = 1 est une solution de ce système et par unicité du problème de Cauchy
on conclut que u = 1. On a donc montré que
f1
s12
= f˜1
s˜12
.
Enfin, en utilisant la condition de Robertson, on conclut que
s11
s12
= s˜11
s˜12
et s11
s13
= s˜11
s˜13
.
Ceci achève la preuve de la quatrième étape de notre preuve et ainsi, avec les étapes
précédentes, la preuve du Théorème 3.1.25. On insiste sur le fait que l’on a transformé
le problème non-linéaire implicite consistant à déterminer la métrique à partir de la
connaissance de la matrice de diffusion à une énergie fixée en un problème non-linéaire
explicite consistant à résoudre le problème de Cauchy associé à l’EDO non-linéaire
(3.1.25).
Ce chapitre est organisé comme suit. Dans la Section 3.2 on résout le problème direct.
Dans cette Section on étudie la séparation des variables pour l’équation de Helmholtz, on
définit la fonction caractéristique et la fonction de Weyl-Titchmarsh pour différents choix
de paramètres spectraux et on fait le lien entre ces différentes fonctions et les coefficients
de diffusion. Dans la Section 3.3 on résout le problème inverse pour la partie angulaire
de la matrice de Stäckel. Dans la Section 3.4 on résout le problème inverse pour la partie
radiale de la matrice de Stäckel en utilisant une version multivariable de la méthode de
Complexification du Moment Angulaire. Enfin, dans la Section 3.5, on achève la preuve
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de notre Théorème 3.1.25.
3.2 Problème direct
Dans cette Section nous allons étudier le problème de diffusion directe pour l’équation de
Helmholtz (3.2.1). On commence par procéder à la séparation des variables pour cette
équation. Dans un second temps on définit plusieurs fonctions caractéristiques et fonctions
de Weyl-Titchmarsh associées à des équations de Schrödinger unidimensionnelles en la
variable radiale correspondant à différents choix de paramètres spectraux et on étudie
le lien entre ces différentes fonctions et la matrice de diffusion associé à l’équation de
Helmholtz.
3.2.1 Séparation des variables pour l’équation de Helmholtz
On considère l’équation de Helmholtz stationnaire décalée
− (∆g + 1)f = λ2f, (3.2.1)
où λ 6= 0 est une énergie fixée, qui est étudiée de façon usuelle sur les variétés asymptoti-
quement hyperboliques (voir [Bor07, IK14, IKL14, JSB00]). En effet, il est connu (voir
[IKL14]) que le spectre essentiel de −∆g est [1,+∞) et on décale ainsi le bas du spectre
essentiel en 0. Il est connu que l’opérateur −∆g − 1 n’a pas de valeur propre plongée
dans le spectre essentiel [0,+∞) (voir [Bou13, IK14, IKL14]). On sait qu’il existe un
système de coordonnées séparable pour l’équation de Helmholtz (3.2.1) si et seulement si
la métrique (3.1.4) est sous forme de Stäckel et si de plus la condition de Robertson (3.1.6)
est satisfaite. On insiste d’ailleurs sur le fait que contrairement au cas de la dimension
deux étudié dans [DKN14], il est vraiment nécessaire en dimension trois que la condition
de Robertson soit satisfaite.
Lemme 3.2.1. L’équation de Helmholtz (3.2.1) peut être réécrite sous la forme
A1f + s12Lf + s13Hf = 0, (3.2.2)
où,
Ai = −∂2i +
1
2∂i (log(fi)) ∂i − (λ
2 + 1)si1, pour i ∈ {1, 2, 3}, (3.2.3)
et
L = −s33
s11
A2 +
s23
s11
A3 et H =
s32
s11
A2 − s22
s11
A3. (3.2.4)
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Démonstration. On rappelle que l’opérateur de Laplace-Beltrami est donné dans le
système de coordonnées global (xi)i=1,2,3 par
∆g =
1√|g|∂i(
√
|g|gij∂j),
où |g| est le déterminant de la métrique et (gij) est l’inverse de la métrique (gij). En
utilisant le fait que
gii = 1
H2i
,
√
|g| = H1H2H3,
et la condition de Robertson (3.1.7), on montre facilement que
∆g =
3∑
i=1
1
H2i
(
∂2i −
1
2∂i (log(fi)) ∂i
)
. (3.2.5)
Remarque 3.2.2. On note que la condition de Robertson est équivalente à l’existence
de trois fonctions fi = fi(xi) telles que
∂i log
(
H4i
H21H
2
2H
2
3
)
= ∂i log(fi), ∀i ∈ {1, 2, 3}.
Cette égalité est intéressante puisqu’elle nous donne une expression de la condition de
Robertson directement en termes des coefficients H2i de g.
Ainsi, de (3.2.5) on déduit immédiatement que l’équation de Helmholtz (3.2.1) peut être
écrite sous la forme
3∑
i=1
1
H2i
A0i f = (λ2 + 1)f, (3.2.6)
où
A0i = −∂2i +
1
2∂i (log(fi)) ∂i, pour i ∈ {1, 2, 3}. (3.2.7)
Si on multiplie l’Équation (3.2.6) par H21 et si on utilise que
H21 = s11 + s21
s21
s11
+ s31
s31
s11
,
H21
H22
= s
21
s11
et H
2
1
H23
= s
31
s11
,
on obtient
A1f +
s21
s11
A2f +
s31
s11
A3f = 0. (3.2.8)
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Enfin, en utilisant les égalités
s21
s11
= −s12 s33
s11
+ s13
s32
s11
et s
31
s11
= s12
s23
s11
− s13 s22
s11
,
on déduit de (3.2.8) l’équation
A1f + s12Lf + s13Hf = 0,
où les opérateurs H et L sont donnés par (3.2.4).
Remarque 3.2.3. Puisque l’on a supposé que f2 et f3 sont constantes égales à 1 (voir
la Remarque 3.1.22) on a
A02 = −∂22 et A03 = −∂23 .
Remarque 3.2.4. On peut faire le lien entre les opérateurs angulaires H et L et les
opérateurs Pˆ2 et Pˆ3 reliés à l’existence de 2-tenseurs de Killing vus dans le Théorème
3.1.14. Pour ce faire, on suit la construction donnée dans [KM84]. On considère ainsi,
d’après l’Équation (2.21) de [KM84], pour i ∈ {1, 2, 3}, les opérateurs
Pˆi =
3∑
j=1
sji
det(S)
(
∂2j −
1
2∂j log(fj)∂j
)
.
En d’autres termes, 
Pˆ1
Pˆ2
Pˆ3
 = −S−1

A01
A02
A03
 ,
où A0i a été défini dans (3.2.7). On note que
Pˆ1 =
3∑
j=1
sj1
det(S)
(
∂2j −
1
2∂j log(fj)∂j
)
=
3∑
j=1
1
H2j
(
∂2j −
1
2∂j log(fj)∂j
)
= ∆g.
Puisque, 
A01
A02
A03
 = −S

Pˆ1
Pˆ2
Pˆ3
 ,
on voit que (
A02
A03
)
= −
(
s22 s23
s32 s33
)(
Pˆ2
Pˆ3
)
−
(
s21Pˆ1
s31Pˆ1
)
.
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Appliqués à des solutions de l’équation de Helmholtz (3.2.1) ces opérateurs coïncident
avec (
A02 − (λ2 + 1)s21
A03 − (λ2 + 1)s31
)
= −
(
s22 s23
s32 s33
)(
Pˆ2
Pˆ3
)
.
Puisque (
A02 − (λ2 + 1)s21
A03 − (λ2 + 1)s31
)
=
(
A2
A3
)
,
il suit que (
Pˆ2
Pˆ3
)
= − 1
s11
(
s33 −s23
−s32 s22
)(
A2
A3
)
.
En d’autres termes, appliqués à des solutions de (3.2.1), on a
Pˆ2 = −s33
s11
A2 +
s23
s11
A3 et Pˆ3 =
s32
s11
A2 − s22
s11
A3,
ou
Pˆ2 = L et Pˆ3 = H.
On insiste sur le fait que les opérateurs L et H et les opérateurs Pˆ2 et Pˆ3 coïncident
respectivement seulement sur les solutions de l’équation de Helmholtz (3.2.1). De plus,
grâce à [KM84] on sait que [Pˆ2, Pˆ3] = 0. Ainsi, les opérateurs L et H commutent. Enfin,
les valeurs propres couplées des opérateurs L et H correspondent aux constantes de
séparation de l’équation de Helmholtz.
Les opérateurs L et H sont d’un grand intérêt dans notre étude. Nous allons en particulier
montrer qu’ils sont des opérateurs elliptiques dans le sens de la définition donnée dans
[KKL01] que l’on rappelle maintenant. Soit a(y,D) un opérateur différentiel donné en
coordonnées locales par
(a(y,D)f)(y) = −ajk(y)∂j∂kf(y)− bj(y)∂jf(y)− c(y)f(y),
où y = (x2, x3), ∂j = ∂∂xj , j ∈ {2, 3}, les coefficients sont réels et (ajk) est une matrice
symétrique. L’opérateur différentiel a(y,D) est alors dit elliptique si la matrice (ajk) est
définie positive. On démontre alors le Lemme suivant.
Lemme 3.2.5. Les opérateurs L et H satisfont les propriétés suivantes :
1. LH = HL.
2. L et H sont des opérateurs elliptiques.
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3. L et H sont des opérateurs autoadjoints sur l’espace L2(T 2, s11dx2dx3).
4. L et H sont des opérateurs semi-bornés.
Démonstration. 1. La preuve de la commutativité des opérateurs L et H est plutôt
simple puisque A2 et A3 sont des opérateurs qui commutent et s22 et s23 dépendent
uniquement de x2 alors que s32 et s33 dépendent uniquement de x3. On note que,
puisque Pˆ2 = L et Pˆ3 = H, on savait déjà que ces opérateurs commutent grâce à
[KM84].
2. D’après la définition des opérateurs L et H donnée dans (3.2.4), on sait que L est
un opérateur elliptique si et seulement si la matrice(
− s33
s11 0
0 s23
s11
)
est définie positive alors que H est un opérateur elliptique si et seulement si la
matrice (
s32
s11 0
0 − s22
s11
)
est définie positive. On rappelle que s22, s33 < 0 et s23, s32 > 0 (voir la condition
(C) dans la Proposition 3.1.17) et que s11 > 0 (voir la Remarque (3.1.18)). On peut
ainsi conclure que L et H sont des opérateurs elliptiques.
3. On étudie seulement l’opérateur L puisque la preuve est la même pour l’opérateur
H. On commence par noter que, pour trouver le poids s11 on peut utiliser l’exercice
2.19 de [KKL01] qui énonce qu’un opérateur A défini par
(Af)(y) = (a(y,D)f)(y) = −ajk(y)∂j∂kf(y) + bj(y)∂jf(y) + c(y)f(y),
est autoadjoint sur L2(T 2y ,mg
1
2dy) si et seulement si
a(y,D)f = − 1
mg
1
2
∂i
(
mg
1
2aij∂jf
)
+ qf.
On rappelle que
L = s33
s11
∂22 −
s23
s11
∂23 + q(x2, x3).
Ainsi,
〈Lu, v〉 =
〈
s33
s11
∂22u, v
〉
+
〈
−s23
s11
∂23u, v
〉
+ 〈qu, v〉 .
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De plus, 〈
s33
s11
∂22u, v
〉
=
∫
T 2
s33
(
∂22u
)
v dx2dx3 =
∫
T 2
s33u
(
∂22v
)
dx2dx3,
puisque les termes de bord s’annulent par périodicité et que la fonction s33 ne
dépend pas de x2. Ainsi, 〈
s33
s11
∂22u, v
〉
=
〈
u,
s33
s11
∂22v
〉
.
Les deuxième et troisième termes peuvent être traités en suivant la même procédure.
Finalement, on a bien montré que L est autoadjoint sur l’espace L2(T 2, s11dx2dx3).
4. Puisque la preuve est la même pour l’opérateur H on donne seulement la preuve
pour l’opérateur L.
〈Lu, u〉 =
〈(
−s33
s11
A2 +
s23
s11
A3
)
u, u
〉
=
〈
s33
s11
∂22u, u
〉
+
〈
−s23
s11
∂23u, u
〉
+ (λ2 + 1)
〈
s33s21 − s23s31
s11
u, u
〉
.
On étudie maintenant chacun de ces termes.〈
s33
s11
∂22u, u
〉
=
∫
T 2
s33
s11
(
∂22u
)
us11 dx2dx3
=
∫
T 2
s33
(
∂22u
)
u dx2dx3
= [s33 (∂2u)u]︸ ︷︷ ︸
=0 par périodicité
+
∫
T 2
(−s33)(∂2u)2 dx2dx3
≥ 0,
puisque s33 < 0. De même, 〈
−s23
s11
∂23u, u
〉
≥ 0.
Enfin, puisque sij ∈ C∞(T 2) pour i ∈ {2, 3} et j ∈ {1, 2, 3}, il existe m ∈ R tel que
(λ2 + 1)
〈
s33s21 − s23s31
s11
u, u
〉
≥ m〈u, u〉.
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Remarque 3.2.6. Puisque les opérateurs H et L commutent, il existe une base hilber-
tienne commune de fonctions propres de H et L. De plus, l’ellipticité sur une variété
compacte nous permet d’affirmer que le spectre est discret et le caractère autoadjoint
prouve que le spectre est réel. Les harmoniques généralisées {Ym}m≥1, associées au spectre
joint (µ2m, ν2m) pour (H,L), forment une base hilbertienne de L2(T 2, s11dx2dx3), i.e.
HYm = µ2mYm et LYm = ν2mYm, ∀m ≥ 1, (3.2.9)
et
L2(T 2, s11dx2dx3) =
⊕
m≥1
〈Ym〉.
On ordonne le spectre couplé (µ2m, ν2m) de la façon suivante
1. En comptant la multiplicité :
µ21 < µ
2
2 ≤ µ23 ≤ µ24 ≤ ... ≤ µ2n ≤ ...→∞.
2. En partant de n = 1 et par récurrence sur n, pour chaque n ≥ 1 tel que µ2n est
de multiplicité k, i.e. µ2n = µ2n+1 = ... = µ2n+k−1, on ordonne les (ν2j )n≤j≤n+k−1
correspondants de façon croissante, i.e., en comptant la multiplicité,
ν2n ≤ ν2n+1 ≤ ... ≤ ν2n+k−1.
La topologie de cylindre torique implique que les conditions de bord sont compatibles
avec la décomposition sur les harmoniques communes {Ym}m≥1 de H et L. On cherche
ainsi des solutions de (3.2.1) sous la forme
f(x1, x2, x3) =
∑
m≥1
um(x1)Ym(x2, x3). (3.2.10)
On utilise (3.2.10) dans (3.2.2) et on obtient que um satisfait, pour tout m ≥ 1,
−u′′ + 12(log(f1))
′u′ +
[
−(λ2 + 1)s11 + µ2ms12 + ν2ms13
]
u = 0.
Finalement, en inversant (3.2.9), on obtient
A2Ym = −(s22µ
2
m + s23ν2m)Ym
A3Ym = −(s32µ2m + s33ν2m)Ym
. (3.2.11)
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Remarque 3.2.7. Chaque harmonique Ym(x2, x3), m ≥ 1, peut être écrite comme un
produit d’une fonction de la variable x2 et d’une fonction de la variable x3. En effet, soient
(f2, g2) et (f3, g3) des systèmes fondamentaux périodiques de solutions respectivement
associés aux opérateurs A2 et A3. On peut ainsi écrire Ym(x2, x3) sous la forme
Ym(x2, x3) = a(x3)f2(x2) + b(x3)g2(x2).
On applique alors l’opérateur A3 à cette égalité et on obtient que
A3(Ym)(x2, x3) = A3(a)(x3)f2(x2) +A3(b)(x3)g2(x2).
Ainsi, en utilisant que A3Ym = −(s32µ2m+s33ν2m)Ym et le fait que (f2, g2) soit un système
fondamental de solutions on obtient que
Ym(x2, x3) = af2(x2)f3(x3) + bf2(x2)g3(x3) + cg2(x2)f3(x3) + dg2(x2)g3(x3),
où a, b, c et d sont des constantes réelles. Ainsi, pour chaque valeur propre couplée
(µ2m, ν2m), m ≥ 1, l’espace propre correspondant pour le couple d’opérateurs (H,L) est
au plus de dimension quatre. Cependant, la diagonalisation de la matrice de diffusion
Sg(λ) ne dépend pas du choix des harmoniques dans chaque espace propre associé à une
valeur propre du spectre couplé (µ2m, ν2m) et on peut ainsi choisir comme harmoniques
Ym = f2f3, Ym = f2g3, Ym = g2f3 et Ym = g2g3. On peut donc supposer que Ym(x2, x3)
est le produit d’une fonction de la variable x2 et d’une fonction de la variable x3.
Lemme 3.2.8. Toute solution u ∈ H1(M) de −(∆g + 1)u = λ2u, peut être écrite sous
la forme
u =
∑
m≥1
um(x1)Ym(x2, x3),
où Ym(x2, x3) = vm(x2)wm(x3) et
−u′′m + 12(log(f1))′u′m + [−(λ2 + 1)s11 + µ2ms12 + ν2ms13]um = 0
−v′′m + [−(λ2 + 1)s21 + µ2ms22 + ν2ms23]vm = 0
−w′′m + [−(λ2 + 1)s31 + µ2ms32 + ν2ms33]wm = 0
.
Du Lemme 3.2.8 on peut déduire des informations sur les valeurs propres (µ2m)m≥1 et
(ν2m)m≥1. En effet, on peut prouver le Lemme suivant qui sera utile par la suite.
Lemme 3.2.9. Il existe des constantes réelles C1, C2, D1 et D2 telles que pour tout
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m ≥ 1,
C1µ
2
m +D1 ≤ ν2m ≤ C2µ2m +D2,
où
C1 = min
(
−s32
s33
)
> 0 et C2 = −min
(
s22
s23
)
> 0.
Démonstration. On commence par rappeler les équations angulaires du Lemme 3.2.8 :
− v′′(x2) +
[
−(λ2 + 1)s21(x2) + µ2ms22(x2) + ν2ms23(x2)
]
v(x2) = 0 (3.2.12)
et
− w′′(x3) +
[
−(λ2 + 1)s31(x3) + µ2ms32(x3) + ν2ms33(x3)
]
w(x3) = 0. (3.2.13)
On utilise un changement de variable de Liouville dans (3.2.12) pour transformer cette
équation en une équation de Schrödinger dans laquelle −ν2m est le paramètre spectral.
Ainsi, on introduit le difféomorphisme
X2 = g2(x2) =
∫ x2
0
√
s23(t) dt
et on définit
v(X2, µ2m, ν2m) = v(h2(X2), µ2m, ν2m),
où h2 = g−12 est l’inverse de la fonction g2. On introduit également un poids pour faire
disparaître le terme d’ordre 1. On définit ainsi
V (X2, µ2m, ν2m) =
( 1
s23(h2(X2))
)− 14
v(h2(X2), µ2m, ν2m).
Après calculs, on obtient que V (X2, µ2m, ν2m) satisfait, en la variable X2, l’équation de
Schrödinger
− V¨ (X2, µ2m, ν2m) + pµ2m,2(X2, λ)V (X2, µ2m, ν2m) = −ν2mV (X2, µ2m, ν2m), (3.2.14)
où,
pµ2m,2(X
2, λ) = −(λ2 + 1)s21(X
2)
s23(X2)
+ µ2m
s22(X2)
s23(X2)
, (3.2.15)
avec s21(X2) := s21(h2(X2)), s22(X2) := s22(h2(X2)) et s23(X2) := s23(h2(X2)). On
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suit la même procédure pour (3.2.13) en posant
X3 = g3(x3) =
∫ x3
0
√
−s33(t) dt
et
W (X3, µ2m, ν2m) =
( 1
−s33(h3(X3))
)− 14
w(h3(X3), µ2m, ν2m)
et on obtient que W (X3) satisfait, en la variable X3, l’équation de Schrödinger
− W¨ (X3, µ2m, ν2m) + pµ2m,3(X3, λ)W (X3, µ2m, ν2m) = ν2mW (X3, µ2m, ν2m), (3.2.16)
où,
pµ2m,3(X
3, λ) = (λ2 + 1)s31(X
3)
s33(X3)
− µ2m
s32(X3)
s33(X3)
, (3.2.17)
avec s31(X3) := s31(h3(X3)), s32(X3) := s32(h3(X3)) et s33(X3) := s33(h3(X3)). On
suppose maintenant que µ2m est fixé et on regarde (3.2.14) et (3.2.16) comme des problèmes
aux valeurs propres en ±ν2m. On suppose que µ2m a pour multiplicité k ≥ 1 et on utilise
les notations données dans la Remarque 3.2.6, i.e. que l’on veut montrer que
C1µ
2
m +D2 ≤ ν2j ≤ C2µ2m +D2, ∀m ≤ j ≤ m+ k − 1,
où ν2j ≤ ν2j+1 pour tout j ∈ {m, ...,m+ k − 1}. On sait que le spectre des opérateurs
P2 = − d
2
(dX2)2 + pµ2m,2 et P3 = −
d2
(dX3)2 + pµ2m,3
sont respectivement inclus dans
[min(pµ2m,2),+∞) et [min(pµ2m,3),+∞).
La première condition nous donne que
−ν2j ≥ −C2µ2m −D2, où − C2 = min
(
s22
s23
)
et −D2 = (λ2 + 1) min
(
−s21
s23
)
alors que la seconde nous donne que
ν2j ≥ C1µ2m +D1, où C1 = min
(
−s32
s33
)
et D1 = (λ2 + 1) min
(
s31
s33
)
.
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Puisque (ν2j )m≤j≤m+k−1 est l’ensemble des valeurs propres de (3.2.12) et (3.2.13), pour
un µ2m fixé avec multiplicité k on obtient à partir de ces estimations que
C1µ
2
m +D1 ≤ ν2j ≤ C2µ2m +D2, ∀m ≤ j ≤ m+ k − 1.
En d’autres termes, grâce à notre numération du spectre joint expliquée dans la Remarque
3.2.6,
C1µ
2
m +D1 ≤ ν2m ≤ C2µ2m +D2, ∀m ≥ 1.
Remarque 3.2.10. 1. Grâce à la condition donnée dans la Remarque 3.1.18,
C1 = min
(
−s32
s33
)
< −min
(
s22
s23
)
= C2.
2. Le Lemme précédent affirme que le spectre joint {(µ2m, ν2m), m ≥ 1} appartient à un
cône contenu dans le quadrant (R+)2 (à un décalage éventuel près dû à la présence
des constantes D1 et D2). De plus, puisque la multiplicité de µ2m est finie pour tout
m ≥ 1, il existe un nombre fini de points du spectre joint sur chaque ligne verticale.
On peut résumer ces faits par la figure générique suivante :
Figure 3.1 – Spectre joint
3. La loi de Weyl (voir [KKL01] Theorem 2.21) qui affirme (en dimension deux) qu’il
existe une constante C telle que les valeurs propres soient équivalentes pour m
grand à Cm, est satisfaite par les valeurs propres {µ2m}m et {ν2m}m mais nous
devons ordonner ces suites de façon croissante pour pouvoir l’utiliser. Or, nous
avons ordonné le spectre joint de telle sorte que la suite (ν2m) n’est pas forcément
croissante.
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4. Une valeur propre du spectre joint (µ2m, ν2m) est de multiplicité au plus quatre comme
cela a été mentionné dans la Remarque 3.2.7.
Exemple 3.2.1. On peut illustrer la notion de spectre couplé sur les exemples donnés
dans l’Exemple 3.1.2.
1. On définit la matrice de Stäckel
S1 =

s11(x1) s12(x1) s13(x1)
0 1 0
0 0 1
 .
Dans ce cas H = −∂23 et L = −∂22 et on note que ces opérateurs peuvent
être obtenus par dérivation des champs de vecteurs de Killing ∂2 et ∂3. Le
spectre couplé de ces opérateurs est {(m2, n2), (m,n) ∈ Z2} et on peut dé-
composer l’espace L2(T 2, s11dx2dx3) sur la base des harmoniques généralisées
Ymn(x2, x3) = eimx
2+inx3. On note que le spectre couplé n’est pas inclus dans
un cône strictement contenu dans (R+)2 mais il n’y a pas de contradiction avec
le Lemme 3.2.9 puisque la matrice de Stäckel S1 ne satisfait pas la condition (C).
Cependant, on peut utiliser les invariances décrites dans la Proposition 3.1.16
pour se ramener à notre cadre de travail (cette transformation modifiant le spectre
couplé). En effet, on peut obtenir la matrice de Stäckel
S2

s11(x1) s12(x1) s13(x1)
a b c
d e f
 ,
où s11, s12 et s13 sont des fonctions lisses de x1 et a, b, c, d, e et f sont des
constantes réelles telles que b, f < 0 et c, e > 0. Dans le cas de la matrice S2 on a
H = −s32
s11
∂22 +
s22
s11
∂23 = −
e
bf − ce∂
2
2 +
b
bf − ce∂
2
3
et
L = s33
s11
∂22 −
s23
s11
∂23 =
f
bf − ce∂
2
2 −
c
bf − ce∂
2
3 .
Ainsi, le spectre couplé des opérateurs H et L peut être calculé en utilisant la même
procédure que celle utilisée pour S1.
On insiste sur le fait que dans le cas de la matrice de Stäckel S1 le spectre joint
est en réalité découplé. On peut ainsi geler un moment angulaire et laisser l’autre
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parcourir l’ensemble des entiers. Après l’utilisation de l’invariance pour se ramener
à notre cadre ces demi-droites verticales ou horizontales sont transformées en des
demi-droites contenues dans notre cône de (R+)2. Ceci nous permet d’utiliser la
méthode de Complexification du Moment Angulaire usuelle sur une demi-droite
contenue dans notre cône.
2. On définit la matrice de Stäckel
S =

s11(x1) s12(x1) as12(x1)
0 s22(x2) s23(x2)
0 s32(x3) s33(x3)
 ,
où s11 et s12 sont des fonctions lisses de la variable x1, s22 et s23 sont des fonctions
lisses de x2, s32 et s33 sont des fonctions lisses de x3 et a est une constante réelle.
Dans ce cas, l’équation de Helmholtz (3.2.1) peut être réécrite sous la forme
A1f + s12(L+ aH)f = 0.
Ainsi, la séparation des variables ne dépend que d’un seul opérateur angulaire
donné par L + aH dont les propriétés peuvent être facilement déduites de celles
démontrées pour H et L. En particulier, l’ensemble des moments angulaires est
donné par ω2m = µ2m+ν2m, m ≥ 1, et peut être utilisé pour appliquer une méthode de
Complexification du Moment Angulaire. On note que, même si les spectres (µ2m, ν2m)
sont couplés, seul le spectre ω2m apparaît dans l’équation radiale séparée.
3. Dans le cas de la matrice de Stäckel
S =

s1(x1)2 −s1(x1) 1
−s2(x2)2 s2(x2) −1
s3(x3)2 −s3(x3) 1
 ,
où s1 est une fonction lisse de la variable x1, s2 est une fonction lisse de x2 et s3
est une fonction lisse de x3, il n’y a pas de symétrie triviale. On est ainsi dans le
cas général et l’on est obligé d’utiliser la méthode générale décrite ici.
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3.2.2 Première construction de la fonction caractéristique et de la fonc-
tion de Weyl-Titchmarsh
Le but de cette Section est de définir la fonction caractéristique et la fonction de Weyl-
Titchmarsh associées à l’équation radiale en choisissant −µ2m comme paramètre spectral.
On rappelle que l’équation radiale est
− u′′ + 12(log(f1))
′u′ +
[
−(λ2 + 1)s11 + µ2ms12 + ν2ms13
]
u = 0, (3.2.18)
où les fonctions dépendent uniquement de la variable x1. On choisit −µ2 := −µ2m comme
paramètre spectral. Pour ce faire, comme nous l’avons mentionné dans l’introduction, on
utilise un changement de variable de Liouville :
X1 = g(x1) =
∫ x1
0
√
s12(t) dt
et on définit
u(X1, µ2, ν2) = u(h(X1), µ2, ν2),
où h = g−1 est l’inverse de la fonction g1 et ν2 := ν2m. Dans un second temps, pour
supprimer le terme d’ordre un résultant de cette transformation et ainsi obtenir une
équation de Schrödinger, on introduit un poids. Précisément, on définit
U(X1, µ2, ν2) =
(
f1
s12
(h(X1))
)− 14
u(h(X1), µ2, ν2). (3.2.19)
Après calculs, on obtient que U(X1, µ2, ν2) satisfait, en la variable X1, l’équation de
Schrödinger
− U¨(X1, µ2, ν2) + qν2(X1, λ)U(X1, µ2, ν2) = −µ2U(X1, µ2, ν2), (3.2.20)
où,
qν2(X1, λ) = −(λ2 + 1)
s11(X1)
s12(X1)
+ ν2 s13(X
1)
s12(X1)
+ 116
( ˙(
log
(
f1(X1)
s12(X1)
)))2
− 14
¨(
log
(
f1(X1)
s12(X1)
))
. (3.2.21)
avec f˙ = df
dX1 , f1(X
1) := f1(h1(X1)), s11(X1) := s11(h1(X1)), s12(X1) := s12(h1(X1))
et s13(X1) := s13(h1(X1)).
215
Chapitre 3. Problème inverse à énergie fixée : variétés de Stäckel
Lemme 3.2.11. Le potentiel qν2 satisfait, au bout {X1 = 0},
qν2(X1, λ) = −
λ2 + 14
(X1)2 + q0,ν2(X
1, λ),
où X1q0,ν2(X1, λ) ∈ L1
(
0, A12
)
avec A1 = g(A). De même, au bout {X1 = A1},
qν2(X1, λ) = −
λ2 + 14
(A1 −X1)2 + qA1,ν2(X
1, λ),
où (A1 −X1)qA1,ν2(X1, λ) ∈ L1
(
A1
2 , A
1
)
.
Démonstration. On commence par noter que puisque s12(x1) ∼ 1 lorsque x1 → 0 on
obtient par définition de X1 que X1 ∼ x1, lorsque x1 → 0. Ainsi, on peut utiliser les
conditions d’hyperbolicité (3.1.9) directement en la variable X1. Le Lemme est alors une
conséquence de ces conditions.
On suit maintenant le l’article [DKN14] afin de définir la fonction caractéristique et la
fonction de Weyl-Titchmarsh associées à l’Équation (3.2.20). Pour ce faire, on introduit
deux systèmes fondamentaux de solutions Sjn, j ∈ {1, 2} et n ∈ {0, 1}, définis par
1. Lorsque X1 → 0,
S10(X1, µ2, ν2) ∼ (X1) 12−iλ et S20(X1, µ2, ν2) ∼ 12iλ(X
1)
1
2+iλ (3.2.22)
et lorsque X1 → A1,
S11(X1, µ2, ν2) ∼ (A1 −X1) 12−iλ et S21(X1, µ2, ν2) ∼ − 12iλ(A
1 −X1) 12+iλ.
(3.2.23)
2. W (S1n, S2n) = 1 pour n ∈ {0, 1}.
3. Pour tout X1 ∈ (0, A1), µ 7→ Sjn(X1, µ2, ν2) est une fonction entière pour j ∈ {1, 2}
et n ∈ {0, 1}.
Comme dans [DKN14, FY05], on ajoute des conditions de bord singulières aux bouts
{X1 = 0} et {X1 = A1} et on considère (3.2.20) comme un problème aux valeurs propres.
Plus précisément, on considère les conditions
U(u) := W (S10, u)|X1=0 = 0 et V (u) := W (S11, u)|X1=A1 = 0, (3.2.24)
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où W (f, g) est le Wronskien de f et g. Finalement, on peut définir les fonctions caracté-
ristiques
∆qν2 (µ
2) = W (S11, S10) et δqν2 (µ
2) = W (S11, S20) (3.2.25)
et la fonction de Weyl-Titchmarsh
Mqν2 (µ
2) = −W (S11, S20)
W (S11, S10)
= − δqν2 (µ
2)
∆qν2 (µ2)
. (3.2.26)
Remarque 3.2.12. La fonction de Weyl-Titchmarsh est l’unique fonction telle que la
solution de (3.2.20) donnée par
Φ(X1, µ2, ν2) = S10(X1, µ2, ν2) +Mqν2 (µ
2)S10(X1, µ2, ν2),
satisfait la condition de bord au bout {X1 = A1}.
Une conséquence immédiate de la troisième condition de la définition des systèmes
fondamentaux de solutions est donnée par le Lemme suivant.
Lemme 3.2.13. Pour tout ν fixé, les applications
µ 7→ ∆qν2 (µ2) et µ 7→ δqν2 (µ2)
sont entières.
Dans la suite (voir les Sections 3.2.4 et 3.2.5), on définira d’autres fonctions carac-
téristiques et de Weyl-Titchmarsh qui correspondent à d’autres choix de paramètres
spectraux, à savoir −ν2m et −(µ2m + ν2m). On étudie ici l’influence de ces différents choix.
Proposition 3.2.14. Soient X˘1 = g˘(x1) un changement de variable et p˘ un poids, alors
U(X1, µ2, ν2) = p(h(X
1))
p˘(h˘(X˘1))
U˘((g˘ ◦ h)(X1), µ2, ν2)
et
V (X1, µ2, ν2) = p(h(X
1))
p˘(h˘(X˘1))
V˘ ((g˘ ◦ h)(X1), µ2, ν2),
où
p(h(X1)) =
(
f1
s12
(h(X1))
)− 14
,
U˘(X˘1, µ2, ν2) = p˘(h˘(X˘1))u(h˘(X˘1), µ2, ν2),
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et
V˘ (X˘1, µ2, ν2) = p˘(h˘(X˘1))v(h˘(X˘1), µ2, ν2).
De plus,
WX1(U, V ) =
(
p(h(X1))
p˘(h˘(X˘1))
)2
∂X1(g˘ ◦ h)(X1)WX˘1(U˘ , V˘ ).
Corollaire 3.2.15. Soient Xˆ1 et Xˇ1 deux changements de variable de Liouville définis
par
Xˆ1 = gˆ(x1) =
∫ x1
0
√
s13(t) dt et Xˇ1 = gˇ(x1) =
∫ x1
0
√
rµ2,ν2(t) dt,
où
rµ2,ν2(x1) :=
µ2s12(x1) + ν2s13(x1)
µ2 + ν2 ,
et soient pˆ et pˇ deux poids définis par
pˆ(hˆ(Xˆ1)) =
(
f1
s13
(hˆ(Xˆ1))
)− 14
et pˇ(hˇ(Xˇ1)) =
(
f1
rµ2,ν2
(hˇ(Xˇ1))
)− 14
.
Soient Uˆ et Vˆ définis par
Uˆ(Xˆ1, µ2, ν2) = pˆ(hˆ(Xˆ1))u(hˆ(Xˆ1), µ2, ν2),
Vˆ (Xˆ1, µ2, ν2) = pˆ(hˆ(Xˆ1))v(hˆ(Xˆ1), µ2, ν2),
et Uˇ et Vˇ définis par
Uˇ(Xˇ1, µ2, ν2) = pˇ(hˇ(Xˆ1))u(hˇ(Xˇ1), µ2, ν2),
Vˇ (Xˇ1, µ2, ν2) = pˇ(hˇ(Xˇ1))v(hˇ(Xˇ1), µ2, ν2).
Alors,
WX1(U, V ) = WXˆ1(Uˆ , Vˆ ) = WXˇ1(Uˇ , Vˇ ).
Remarque 3.2.16. On utilisera Xˆ1 et pˆ dans la Section 3.2.4 pour obtenir des propriétés
d’holomorphie ainsi que de bonnes estimations en la variable ν2. Dans un second temps,
on utilisera Xˇ1 et pˇ dans la Section 3.2.5 pour montrer que les fonctions caractéristiques
sont bornées pour (µ, ν) ∈ (iR)2.
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3.2.3 Lien entre les coefficients de diffusion et les fonctions caractéris-
tique et de Weyl-Titchmarsh
Dans cette Section, on suit [DKN14], Section 3.3, et on fait le lien entre les coefficients de
transmission et de réflexion, correspondant à la restriction des opérateurs de transmission
et de réflexion sur chaque harmonique généralisée, et les fonctions caractéristiques et
de Weyl-Titchmarsh définies dans la Section 3.2.2. Pour commencer on observe que
l’opérateur de diffusion défini dans le Théorème 3.1.24 laisse invariant chaque espace
engendré par les harmoniques généralisées Ym. Ainsi, il suffit de calculer la matrice de
diffusion sur chaque espace engendré par les Ym. Pour ce faire, on rappelle que, comme nous
l’avons vu dans le Théorème 3.1.24, étant donnée une solution f = um(x1)Ym(x2, x3) ∈ B?
de (3.2.1), il existe un unique vecteur ψ(±)m = (ψ±0m, ψ
(±)
1m ) ∈ C2 tel que
um(x1) ' ω−(λ)
(
χ0(x1)
1
2+iλψ
(−)
0m + χ1(A− x1)
1
2+iλψ
(−)
1m
)
− ω+(λ)
(
χ0(x1)
1
2−iλψ(+)0m + χ1(A− x1)
1
2−iλψ(+)1m
)
, (3.2.27)
où les ω± sont donnés par (3.1.16) et les fonctions troncatures χ0 et χ1 sont définies par
(3.1.13). Comme dans [DKN14], on veut appliquer ce résultat aux systèmes fondamentaux
de solutions {Sjn, j = 1, 2, n = 0, 1}. Cependant, on rappelle que les Sjn sont des
solutions de l’Équation (3.2.20) et cette équation de Schrödinger a été obtenue à partir
de l’équation de Helmholtz (3.2.1) par un changement de variable et l’introduction d’un
poids (voir (3.2.19)). On applique ainsi le résultat précédent aux fonctions
ujn(x1, µ2, ν2) =
(
f1
s12
(x1)
) 1
4
Sjn(g(x1), µ2, ν2), j ∈ {1, 2}, n ∈ {0, 1}. (3.2.28)
On commence par étudier le comportement du poids aux deux bouts dans le Lemme
suivant.
Lemme 3.2.17. Lorsque x1 → 0,
(
f1
s12
(x1)
) 1
4
=
√
x1[1]0 ,
où
[1]0 = 1 +O((1 + | log(x1)|)−1−0).
Le résultat correspondant au bout {x1 = A} est également vrai.
Démonstration. On commence par diviser la condition de Robertson (3.1.6) par s12 et
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on obtient que
f1
s12
=
(
det(S)
s12
)2
H21
s12
H22H
2
3
.
On utilise les conditions d’hyperbolicité données dans (3.1.8)-(3.1.9) et la Remarque
3.1.22 pour obtenir que 
det(S)
s12
= s11(x1)2 [1]0
H21
s12
= 1(x1)2 [1]0
H22 = s
11
(x1)2 [1]0
H23 = s
11
(x1)2 [1]0
.
Le Lemme est alors une conséquence directe de ces estimations.
Grâce à (3.2.22)-(3.2.23), (3.2.28) et au Lemme 3.2.17, on obtient que lorsque x1 → 0,
u10(x1, µ2, ν2) ∼ (x1)1−iλ et u20(x1, µ2, ν2) ∼ 12iλ(x
1)1+iλ,
et lorsque x1 → A,
u11(x1, µ2, ν2) ∼ (A− x1)1−iλ et u21(x1, µ2, ν2) ∼ − 12iλ(A− x
1)1+iλ. (3.2.29)
On désigne par ψ(−) = (ψ(−)0 , ψ
(−)
1 ) et ψ(+) = (ψ
(+)
0 , ψ
(+)
1 ) les constantes apparaissant
dans le Théorème 3.1.24 correspondant à u10. Puisque u10 ∼ (x1)1−iλ lorsque x1 → 0, on
obtient que
ψ
(−)
0 = 0 et ψ
(+)
0 = −
1
ω+(λ)
.
On écrit à présent S10 comme une combinaison linéaire de S11 et S21, i.e.
S10 = a1(µ2m, ν2m)S11 + b1(µ2m, ν2m)S21,
où
a1(µ2m, ν2m) = W (S10, S21) et b1(µ2m, ν2m) = W (S11, S10).
Ainsi, grâce à (3.2.28),
u10 = a1(µ2m, ν2m)u11 + b1(µ2m, ν2m)u21.
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On obtient alors, grâce à (3.2.29), que
ψ
(−)
1 = −
b1(µ2m, ν2m)
2iλω−(λ)
et ψ(+)1 = −
a1(µ2m, ν2m)
ω+(λ)
.
Finalement, on a montré que u10 satisfait la décomposition du Théorème 3.1.24 avec
ψ(−) =
 0
− b1(µ2m,ν2m)2iλω−(λ)
 et ψ(+) =
 − 1ω+(λ)
−a1(µ2m,ν2m)ω+(λ)
 . (3.2.30)
On suit la même procédure pour u11 et on obtient les vecteurs correspondants
φ(−) =
 b0(µ2m,ν2m)2iλω−(λ)
0
 et φ(+) =
−a0(µ2m,ν2m)ω+(λ)
− 1ω+(λ)
 , (3.2.31)
où a0(µ2m, ν2m) = W (S11, S20) et b0(µ2m, ν2m) = W (S10, S11). On rappelle maintenant que
pour tout ψ(−)m ∈ C2 il existe un unique vecteur ψ(+)m ∈ C2 et um(x)Ym ∈ B? satisfaisant
(3.2.1) pour lesquels le développement (3.1.15) est vérifié. Ceci définit la matrice de
diffusion Sg(λ, µ2m, ν2m) comme étant la matrice 2× 2 telle que pour tout ψ(−)m ∈ C2
ψ(+)m = Sg(λ, µ2m, ν2m)ψ(−)m . (3.2.32)
En utilisant la notation
Sg(λ, µ2m, ν2m) =
(
L(λ, µ2m, ν2m) TL(λ, µ2m, ν2m)
TR(λ, µ2m, ν2m) R(λ, µ2m, ν2m)
)
,
et, en utilisant la Définition (3.2.32) de la matrice de diffusion partielle ainsi que (3.2.30)-
(3.2.31), on obtient
Sg(λ, µ2m, ν2m) =
−2iλω−(λ)ω+(λ) a0(µ2m,ν2m)b0(µ2m,ν2m) 2iλω−(λ)ω+(λ) 1b1(µ2m,ν2m)
−2iλω−(λ)ω+(λ) 1b0(µ2m,ν2m)
2iλω−(λ)
ω+(λ)
a1(µ2m,ν2m)
b1(µ2m,ν2m)
 . (3.2.33)
Dans cette expression de la matrice de diffusion partielle, on reconnaît les coefficients
de transmission TL(λ, µ2m, ν2m) et TR(λ, µ2m, ν2m) ainsi que les coefficients de réflexion
L(λ, µ2m, ν2m) et R(λ, µ2m, ν2m) respectivement à gauche et à droite usuels. Puisqu’ils sont
écrits en termes de Wronskiens des Sjn, j = 1, 2, n = 0, 1, on peut faire le lien avec la
fonction caractéristique (3.2.25) et la fonction de Weyl-Titchmarsh généralisée (3.2.26)
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comme suit. En notant que,
∆q
ν2m
(µ2m) = b1(µ2m, ν2m) = −b0(µ2m, ν2m) et Mqν2m (µ
2
m) =
a0(µ2m, ν2m)
b0(µ2m, ν2m)
,
on obtient,
L(λ, µ2m, ν2m) = −
2iλω−(λ)
ω+(λ)
Mq
ν2m
(µ2m) (3.2.34)
et
T (λ, µ2m, ν2m) = TL(λ, µ2m, ν2m) = TR(λ, µ2m, ν2m) =
2iλω−(λ)
ω+(λ)
1
∆q
ν2m
(µ2m)
. (3.2.35)
Enfin, en utilisant le fait que la matrice de diffusion est unitaire (voir le Théorème 3.1.24)
on obtient comme dans [DKN14] l’égalité
R(λ, µ2m, ν2m) =
2iλω−(λ)
ω+(λ)
∆q
ν2m
(µ2m)
∆q
ν2m
(µ2m)
Mq
ν2m
(µ2m). (3.2.36)
3.2.4 Deuxième construction des fonctions caractéristique et de Weyl-
Titchmarsh
Dans la Section 3.2.2 on a défini les fonctions caractéristique et de Weyl-Titchmarsh
lorsque −µ2m est le paramètre spectral. On peut également définir ces fonctions lorsque l’on
choisit −ν2m comme paramètre spectral. On rappelle que l’équation radiale est donnée par
(3.2.18). Pour choisir −ν2 := −ν2m comme paramètre spectral on procède au changement
de variable de Liouville :
Xˆ1 = gˆ(x1) =
∫ x1
0
√
s13(t) dt
et on définit
uˆ(Xˆ1, µ2, ν2) = u(hˆ(Xˆ1), µ2, ν2),
où hˆ = gˆ−1 et µ2 := µ2m. Comme dans la Section 3.3.1 on introduit un poids et on définit
Uˆ(Xˆ1, µ2, ν2) =
(
f1
s13
(hˆ(Xˆ1))
)− 14
u(hˆ(Xˆ1), µ2, ν2).
Après calculs, on obtient que Uˆ(Xˆ1, µ2, ν2) satisfait, en la variable Xˆ1, l’équation de
Schrödinger
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− ¨ˆU(Xˆ1, µ2, ν2) + qˆµ2(Xˆ1, λ)U(Xˆ1, µ2, ν2) = −ν2U(Xˆ1, µ2, ν2), (3.2.37)
où,
qˆµ2(Xˆ1, λ) = −(λ2 + 1)
s11(Xˆ1)
s13(Xˆ1)
+ µ2 s12(Xˆ
1)
s13(Xˆ1)
+ 116
 ˙
log
 f1(Xˆ1)
s13(Xˆ
1)


2
−14
¨log
 f1(Xˆ1)
s13(Xˆ
1)
 . (3.2.38)
Comme dans la Section 3.2.2 on peut prouver le Lemme suivant.
Lemme 3.2.18. Le potentiel qˆµ2 satisfait, au bout {Xˆ1 = 0},
qˆµ2(Xˆ1, λ) = −
λ2 + 14
(Xˆ1)2
+ qˆ0,µ2(Xˆ1, λ),
où Xˆ1qˆ0,µ2(Xˆ1, λ) ∈ L1
(
0, Aˆ12
)
avec Aˆ1 = gˆ(A). De même, au bout {Xˆ1 = Aˆ1},
qˆµ2(Xˆ1, λ) = −
λ2 + 14
(Aˆ1 − Xˆ1)2 + qˆAˆ1,µ2(Xˆ
1, λ),
où (Aˆ1 − Xˆ1)qˆAˆ1,µ2(Xˆ1, λ) ∈ L1
(
Aˆ1
2 , Aˆ
1
)
.
On peut à présent suivre la procédure de la Section 3.2.2 pour définir les fonctions carac-
téristique et de Weyl-Titchmarsh correspondant à l’Équation (3.2.37) en utilisant deux
systèmes fondamentaux de solutions. Ainsi, on peut définir les fonctions caractéristiques
∆ˆqˆµ2 (ν
2) = W (Sˆ11, Sˆ10) et δˆqˆµ2 (ν
2) = W (Sˆ11, Sˆ20) (3.2.39)
ainsi que la fonction de Weyl-Titchmarsh
Mˆqˆµ2 (ν
2) = −W (Sˆ11, Sˆ20)
W (Sˆ11, Sˆ10)
= −
δˆqˆµ2 (ν
2)
∆ˆqˆµ2 (ν2)
. (3.2.40)
Grâce au Corollaire 3.2.15 on obtient immédiatement le Lemme suivant.
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Lemme 3.2.19.
∆q
ν2m
(µ2m) = ∆ˆqˆµ2m (ν
2
m) et Mqν2m (µ
2
m) = Mˆqˆµ2m (ν
2
m), ∀m ≥ 1.
Comme dans la Section 3.2.2 les fonctions caractéristiques satisfont le Lemme suivant.
Lemme 3.2.20. Pour tout µ fixé les applications
ν 7→ ∆ˆqˆµ2 (ν2) = ∆qν2 (µ2) et ν 7→ δˆqˆµ2 (ν2) = δqν2 (µ2)
sont entières.
3.2.5 Troisième construction des fonctions caractéristique et de Weyl-
Titchmarsh et application
Le but de cette Section est de montrer que, si l’on autorise les moments angulaires à
être complexe, les fonctions caractéristiques ∆ et δ sont bornées sur (iR)2. Ainsi, dans
cette Section µm et νm sont supposés appartenir à iR. Dans les Sections 3.2.2 et 3.2.4 on
a défini les fonctions caractéristique et de Weyl-Titchmarsh avec −µ2m et −ν2m comme
paramètres spectraux. On fait maintenant un troisième choix de paramètre spectral. On
rappelle que l’équation radiale est donnée par (3.2.18) et on la réécrit sous la forme
−u′′ + 12(log(f1))
′u′ − (λ2 + 1)s11u = −(µ2m + ν2m)
(
µ2ms12 + ν2ms13
µ2m + ν2m
)
u.
On pose, pour (y, y′) ∈ R2,
µ := µm = iy, ν := νm = iy′, ω2 := µ2 + ν2
et
rµ2,ν2(x1) :=
µ2s12(x1) + ν2s13(x1)
µ2 + ν2 .
Remarque 3.2.21. Il existe deux constantes positives c1 et c2 telles que pour tout
(µ, ν) ∈ (iR)2 et x1 ∈ (0, A),
0 < c1 ≤ rµ2,ν2(x1) ≤ c2 < +∞.
Pour choisir −ω2 comme paramètre spectral on procède à un changement de variable de
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Liouville (qui dépend de µ2 et ν2 et est une sorte de moyenne des deux précédents) :
Xˇ1µ2,ν2 = gˇµ2,ν2(x1) =
∫ x1
0
√
rµ2,ν2(t) dt.
Dans un soucis de simplicité, on pose
Xˇ1 := Xˇ1µ2,ν2 et gˇ(x1) := gˇµ2,ν2(x1).
On définit
uˇ(Xˇ1, µ2, ν2) = u(hˇ(Xˇ1), µ2, ν2),
où hˇ = gˇ−1. Comme dans la Section 3.3.1, on introduit un poids et on définit
Uˇ(Xˇ1, µ2, ν2) =
(
f1
rµ2,ν2
(hˇ(Xˇ1))
)− 14
u(hˇ(Xˇ1), µ2, ν2).
Après calculs, on obtient que Uˇ(Xˇ1, µ2, ν2) satisfait, en la variable Xˇ1, l’équation de
Schrödinger
− ¨ˇU(Xˇ1, µ2, ν2) + qˇµ2,ν2(Xˇ1, λ)Uˇ(Xˇ1, µ2, ν2) = −ω2Uˇ(Xˇ1, µ2, ν2), (3.2.41)
où,
qˇµ2,ν2(Xˇ1, λ) = −(λ2 + 1)
s11(Xˇ1)
rµ2,ν2(Xˇ1)
+ 116
 ˙
log
 f1(Xˇ1)
rµ2,ν2(Xˇ
1)


2
−14
¨log
 f1(Xˇ1)
rµ2,ν2(Xˇ
1)
 . (3.2.42)
Lemme 3.2.22. Le potentiel qˇµ2,ν2 satisfait, au bout {Xˇ1 = 0},
qˇµ2,ν2(Xˇ1, λ) = −
λ2 + 14
(Xˇ1)2
+ qˇ0,µ2,ν2(Xˇ1, λ),
où Xˇ1qˇ0,µ2,ν2(Xˇ1, λ) ∈ L1
(
0, Aˇ12
)
avec Aˇ1 = gˇ(A) et qˇ0,µ2,ν2 est uniformément borné
pour (µ, ν) ∈ (iR)2. De même, au bout {Xˇ1 = Aˇ1},
qˇµ2,ν2(Xˇ1, λ) = −
λ2 + 14
(Aˇ1 − Xˇ1)2 + qˇAˇ1,µ2,ν2(Xˇ
1, λ),
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où (Aˇ1−Xˇ1)qˇAˇ1,µ2,ν2(Xˇ1, λ) ∈ L1
(
Aˇ1
2 , Aˇ
1
)
avec Aˇ1 = gˇ(A) et qˇAˇ1,µ2,ν2 est uniformément
borné pour (µ, ν) ∈ (iR)2.
Remarque 3.2.23. Grâce à la Remarque 3.2.21, on obtient immédiatement qu’il existe
deux constantes positives A− et A+ telles que pour tout (µ, ν) ∈ (iR)2,
A− ≤ Aˇ1 =: Aˇ1µ2,ν2 ≤ A+.
Un fois de plus on suit la procédure de la Section 3.2.2 pour définir les fonctions carac-
téristique et de Weyl-Titchmarsh correspondant à l’Équation (3.2.41) en utilisant deux
systèmes fondamentaux de solutions {Sˇj0}j=1,2 et {Sˇj1}j=1,2 satisfaisant les asympto-
tiques (3.2.22)-(3.2.23). Ainsi, on définit la fonction caractéristique
∆ˇqˇµ2,ν2 (ω
2) = W (Sˇ11, Sˇ10), (3.2.43)
et la fonction de Weyl-Titchmarsh
Mˇqˇµ2,ν2 (ω
2) = −W (Sˇ11, Sˇ20)
W (Sˇ11, Sˇ10)
=: −
δˇqˇµ2,ν2 (ω
2)
∆ˇqˇµ2,ν2 (ω2)
. (3.2.44)
Comme dans la Section 3.2.4, Lemme 3.2.19, on peut utiliser le Corollaire 3.2.15 pour
prouver le Lemme suivant.
Lemme 3.2.24.
∆qν2 (µ
2) = ∆ˇqˇµ2,ν2 (ω
2) et Mqν2 (µ
2) = Mˇqˇµ2,ν2 (ω
2), ∀(µ, ν) ∈ (iR)2.
On achève cette Section en suivant la preuve de la Proposition 3.2 de [DKN14] et en
prouvant la Proposition suivante.
Proposition 3.2.25. Pour ω = iy, où ±y ≥ 0, lorsque |ω| → ∞,
∆ˇqˇµ2,ν2 (ω
2) = Γ(1− iλ)
2
pi22iλ ω
2iλe±λpi2 cosh
(
ωAˇ1 ∓ λpi
)
[1],
δˇqˇµ2,ν2 (ω
2) = Γ(1− iλ)Γ(1 + iλ)2iλpi 2 cosh
(
ωAˇ1
)
[1],
Mˇqˇµ2,ν2 (ω
2) = −Γ(1 + iλ)
2e∓λpi22iλ
2iλΓ(1− iλ) ω
−2iλ cosh
(
ωAˇ1
)
cosh
(
ωAˇ1 ∓ λpi
) [1],
où [1] = O
(
1
(log |ω|)
)
lorsque |ω| → ∞ avec  = min(0, 1).
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Démonstration. La seule différence avec la Proposition 3.2 de [DKN14] réside dans le
fait que le potentiel qµ2,ν2 dépend des moments angulaires µ2 et ν2. Cependant, puisque
qˇ0,µ2,ν2 est uniformément borné pour (µ, ν) ∈ (iR)2, on obtient la Proposition 3.2.25 sans
complications supplémentaires.
Corollaire 3.2.26. Il existe C > 0 telle que pour tout (µ, ν) ∈ (iR)2,
|∆qν2 (µ2)| = |∆ˇqˇµ2,ν2 (ω2)| ≤ C
et
|δqν2 (µ2)| = |δˇqˇµ2,ν2 (ω2)| ≤ C.
Démonstration. Ce Corollaire est une conséquence immédiate de la Proposition 3.2.25,
de la Remarque 3.2.23 et de la définition de ω2 = µ2 + ν2 ≤ 0 lorsque (µ, ν) ∈ (iR)2.
3.3 Problème inverse à énergie fixée pour les équations
angulaires
Le but de cette Section est de montrer l’unicité de la partie angulaire de la matrice de
Stäckel i.e. des deuxième et troisième lignes. On commence par prouver que le bloc(
s22 s23
s32 s33
)
est déterminé de façon unique par la connaissance de la matrice de diffusion à une énergie
fixée en utilisant le fait que les matrices de diffusion agissent sur le même espace et
la première invariance décrite dans la Proposition 3.1.16. Dans un second temps, on
utilise la décomposition sur les harmoniques généralisées et la seconde invariance de la
Proposition 3.1.16 pour prouver l’unicité des coefficients s21 et s31. On montre finalement
l’unicité du spectre joint qui sera utile dans notre étude de la partie radiale.
3.3.1 Première réduction et premier résultat d’unicité
On commence par rappeler que (voir (3.1.10)),
g =
(dx1)2 + dΩ2T 2 + P (x1, x2, x3, dx1, dx2, dx3)
(x1)2
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et
g˜ = (dx
1)2 + d˜Ω2T 2 + P˜ (x1, x2, x3, dx1, dx2, dx3)
(x1)2 .
Notre hypothèse principale est
Sg(λ) = Sg˜(λ),
en tant qu’opérateurs agissant sur L2(T 2, dV oldΩT 2 ;C2) avec
dV oldΩT 2 =
√
det(dΩ2T 2).
Ainsi, √
det(dΩ2T 2) =
√
det(d˜Ω2T 2),
puisque ces opérateurs doivent agir sur le même espace. Puisque,
dΩ2T 2 = s11((dx2)2 + (dx3)2) et d˜Ω
2
T 2 = s˜11((dx2)2 + (dx3)2),
cette égalité implique que
s11 = s˜11. (3.3.1)
En utilisant la Remarque 3.1.22, on peut obtenir plus d’informations à partir de cette
égalité. En effet, on commence par noter que,
s11 = s22s33 − s23s32
= s22s33 − (1 + s22)(1 + s33)
= −1− s22 − s33.
Ainsi, l’égalité (3.3.1), nous permet d’obtenir
s22 − s˜22 = s˜33 − s33.
Puisque le côté de gauche ne dépend que de la variable x2 et que le côté de droite ne
dépend que de la variable x3, on déduit de cette égalité qu’il existe une constante c ∈ R
telle que
s22 − s˜22 = c = s˜33 − s33.
En utilisant à nouveau la Remarque 3.1.22, on peut ainsi écrire
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(
s22 s23
s32 s33
)
=
(
s˜22 s˜23
s˜32 s˜33
)
+ c
(
1 1
−1 −1
)
,
ou de façon équivalente, (
s22 s23
s32 s33
)
=
(
s˜22 s˜23
s˜32 s˜33
)
G,
où
G =
(
1− c −c
c 1 + c
)
,
est une matrice constante de déterminant 1. De plus, comme ceci a été mentionné dans
la Proposition 3.1.16, si Sˆ est une seconde matrice de Stäckel telle que(
si2 si3
)
=
(
sˆi2 sˆi3
)
G, ∀i ∈ {1, 2, 3},
alors
g = gˆ,
puisque
si1 = sˆi1, ∀i ∈ {1, 2, 3}.
La présence de la matrice G est donc due à une invariance de la métrique g. On peut
ainsi supposer que G = I2. On conclut donc que(
s22 s23
s32 s33
)
=
(
s˜22 s˜23
s˜32 s˜33
)
. (3.3.2)
3.3.2 Fin du problème inverse pour la partie angulaire
Le but de cette Section est de montrer l’unicité des coefficients s21 et s31. Tout d’abord,
puisque {Y˜m}m≥1 est une base hilbertienne de L2(T 2, s11dx2dx3), on sait que, pour tout
m ∈ N \ {0}, il existe un sous-ensemble Em ⊂ N \ {0} tel que
Ym =
∑
p∈Em
cpY˜p.
On rappelle que, grâce à (3.2.4),
(
H
L
)
= 1
s11
(
s32 −s22
−s33 s23
)(
A2
A3
)
,
229
Chapitre 3. Problème inverse à énergie fixée : variétés de Stäckel
où les Aj , j ∈ {2, 3}, ont été définis dans (3.2.3). Il est clair que,(
A2
A3
)
= T
(
H
L
)
, (3.3.3)
où
T = −
(
s23 s22
s33 s32
)
.
On rappelle que
T˜ = −
(
s˜23 s˜22
s˜33 s˜32
)
= T.
On déduit finalement de (3.3.3) que
−
(
∂22
∂23
)
= T
(
H
L
)
+ (λ2 + 1)
(
s21
s31
)
et on obtient alors que
T
(
H
L
)
+ (λ2 + 1)
(
s21
s31
)
= T
(
H˜
L˜
)
+ (λ2 + 1)
(
s˜21
s˜31
)
. (3.3.4)
Lemme 3.3.1. Pour tout m ≥ 1,
H˜
 ∑
p∈Em
cpY˜p
 = ∑
p∈Em
cpH˜(Y˜p) et L˜
 ∑
p∈Em
cpY˜p
 = ∑
p∈Em
cpL˜(Y˜p).
Démonstration. On rappelle que H˜ est autoadjoint. Ainsi l’opérateur (H˜+ i)−1 est borné.
De même, l’opérateur (H˜ + i)−1H˜ est également borné. Ainsi,
(H˜ + i)−1H˜
 ∑
p∈Em
cpY˜p
 = ∑
p∈Em
cp(H˜ + i)−1H˜(Y˜p)
= (H˜ + i)−1
 ∑
p∈Em
cpH˜(Y˜p)
 .
En multipliant par (H˜ + i) à gauche on obtient le résultat de notre Lemme. On note que
la somme ∑p∈Em cpH˜(Y˜p) est finie car les coefficients cp sont suffisamment décroissants.
En effet, on note que cp = 〈Ym, Y˜p〉 et on peut utiliser des intégrations par partie à l’aide
de l’opérateur H et la loi de Weyl sur les valeurs propres pour obtenir la décroissance
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voulue.
Remarque 3.3.2. Si les Em, m ∈ N\{0}, sont finis alors le Lemme 3.3.1 est évident. En
réalité, en suivant l’idée de [DKN14] Proposition 4.1, on peut montrer que ces ensembles
sont finis en utilisant les asymptotiques de la fonction de Weyl-Titchmarsh.
En appliquant (3.3.4) au vecteur d’harmoniques généralisées
(
Ym
Ym
)
=
(∑
p∈Em cpY˜p∑
p∈Em cpY˜p
)
on obtient, grâce au Lemme 3.3.1 et à (3.2.9), que
(
T
(
H
L
)
+ (λ2 + 1)
(
s21
s31
))(
Ym
Ym
)
=
(
T
(
µ2m
ν2m
)
+ (λ2 + 1)
(
s21
s31
))(
Ym
Ym
)
=
∑
p∈Em
cp
(
T
(
µ2m
ν2m
)
+ (λ2 + 1)
(
s21
s31
))(
Y˜p
Y˜p
)
et(
T
(
H
L
)
+ (λ2 + 1)
(
s21
s31
))(
Ym
Ym
)
=
∑
p∈Em
cp
(
T
(
H˜
L˜
)
+ (λ2 + 1)
(
s˜21
s˜31
))(
Y˜p
Y˜p
)
=
∑
p∈Em
cp
(
T
(
µ˜2p
ν˜2p
)
+ (λ2 + 1)
(
s˜21
s˜31
))(
Y˜p
Y˜p
)
.
Ainsi,
∑
p∈Em
cp
(
T
(
µ2m
ν2m
)
+ (λ2 + 1)
(
s21
s31
))(
Y˜p
Y˜p
)
=
∑
p∈Em
cp
(
T
(
µ˜2p
ν˜2p
)
+ (λ2 + 1)
(
s˜21
s˜31
))(
Y˜p
Y˜p
)
.
Puisque {Y˜p}p≥1 est une base hilbertienne on déduit de cette égalité que pour tout m ≥ 1,
pour tout p ∈ Em,
T
(
µ2m
ν2m
)
+ (λ2 + 1)
(
s21
s31
)
= T
(
µ˜2p
ν˜2p
)
+ (λ2 + 1)
(
s˜21
s˜31
)
. (3.3.5)
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On déduit de (3.3.5) que
(
µ˜2p − µ2m
ν˜2p − ν2m
)
= (λ2 + 1)T−1
(
s21 − s˜21
s31 − s˜31
)
.
Puisque le côté de droite est indépendant de m et p, on peut déduire de cette égalité
qu’il existe un vecteur constant (
c1
c2
)
,
tel que (
µ˜2p
ν˜2p
)
=
(
µ2m
ν2m
)
+
(
c1
c2
)
,
et (
s21
s31
)
=
(
s˜21
s˜31
)
+ 1
λ2 + 1T
(
c1
c2
)
. (3.3.6)
De (3.3.6), on déduit immédiatement que
s21(x
2) = s˜21(x2)− C1s23(x2)− C2s22(x2)
s31(x3) = s˜31(x3)− C1s33(x3)− C2s32(x3)
, (3.3.7)
où Ci = ciλ2+1 pour i ∈ {1, 2}. On rappelle que
g =
3∑
i=1
H2i (dxi)2 avec H2i =
det(S)
si1
∀i ∈ {1, 2, 3}.
Puisque les mineurs si1 dépendent uniquement de la seconde et la troisième colonnes,
ils ne changent pas sous la transformation décrite par (3.3.7). Ainsi, comme mentionné
dans l’Introduction, Proposition 3.1.16, les égalités (3.3.7) décrivent une invariance de la
métrique g par rapport à la définition de la matrice de Stäckel S. On peut donc choisir
Ci = 0, i ∈ {1, 2}, i.e. c1 = c2 = 0. Finalement, on a montré que(
s21
s31
)
=
(
s˜21
s˜31
)
. (3.3.8)
De la définition des opérateurs L et H donnée par (3.2.4), on déduit de (3.3.2) et (3.3.8)
que
H = H˜ et L = L˜.
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Ces opérateurs ont donc les même fonctions propres, i.e. que l’on peut choisir
Ym = Y˜m, ∀m ≥ 1, (3.3.9)
et le même spectre joint (
µ2m
ν2m
)
=
(
µ˜2m
ν˜2m
)
, ∀m ≥ 1. (3.3.10)
3.4 Problème inverse à énergie fixée pour l’équation ra-
diale
Le but de cette Section est de montrer que la partie radiale de la matrice de Stäckel, i.e.
la première ligne est déterminée de façon unique par la connaissance de la matrice de
diffusion à une énergie fixée. On commence par utiliser une version multivariable de la
méthode de Complexification du Moment Angulaire pour étendre l’égalité des fonctions
de Weyl-Titchmarsh (valide sur le spectre couplé) aux moments angulaires complexes.
Dans un second temps on utilise le Théorème de Borg-Marchenko (voir par exemple
[FY05, KST12]) pour obtenir l’unicité des quotients
s11
s12
et s11
s13
.
3.4.1 Complexification des moments angulaires
On rappelle que, grâce à notre hypothèse dans le Théorème 3.1.25, (3.3.9)-(3.3.10) et
(3.2.34), on sait que,
M(µ2m, ν2m) = M˜(µ2m, ν2m), ∀m ≥ 1, (3.4.1)
où
M(µ2m, ν2m) = Mqν2m (µ
2
m) = Mqˆµ2m (ν
2
m)
et
M˜(µ2m, ν2m) = Mq˜ν2m (µ
2
m) = M˜ˆq
µ2m
(ν2m).
Le but de cette Section est de montrer que
M(µ2, ν2) = M˜(µ2, ν2), ∀(µ, ν) ∈ C2 \ P, (3.4.2)
où P est l’ensemble des points (µ, ν) ∈ C2 tel que (µ2, ν2) soit un pôle de M et M˜ , ou de
façon équivalente un zéro de ∆ et ∆˜. De façon usuelle, dans la méthode de Complexification
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du Moment Angulaire il n’y a qu’un moment angulaire que l’on complexifie. Dans [DKN15],
il y a deux moments angulaires indépendants et les auteurs peuvent utiliser une méthode
de Complexification du Moment Angulaire pour seulement un moment angulaire. Ici,
on ne peut pas fixer un moment angulaire et laisser l’autre parcourir C car ils ne sont
pas indépendants (voir le Lemme 3.2.9). On doit ainsi complexifier les deux moments
angulaires simultanément et on a donc besoin d’utiliser des résultats d’unicité pour des
fonctions holomorphes de plusieurs variables. Ainsi, pour obtenir (3.4.2) on va utiliser le
résultat suivant donné dans [Ber78, Blo90].
Théoreme 3.4.1. Soit K un cône ouvert dans R2 ayant pour sommet l’origine et
T (K) = {z ∈ C2, Re(z) ∈ K}. Supposons que f est une fonction bornée et analytique
sur T (K). Soit E un sous-ensemble discret de K tel qu’il existe une constante h > 0 tel
que |e1 − e2| ≥ h, pour tout (e1, e2) ∈ E. Soit n(r) = #E ∩ B(0, r). Supposons que f
s’annule sur E. Alors f est identiquement nulle si
lim n(r)
r2
> 0, r → +∞.
On commence par introduire la fonction
ψ : C2 → C
(µ, ν) 7→ ∆˜(µ2, ν2)δ(µ2, ν2)−∆(µ2, ν2)δ˜(µ2, ν2) ,
avec,
δ(µ2, ν2) = δqν2 (µ
2) = δqˆµ2 (ν
2),
où δqν2 (µ
2) et δqˆµ2 (ν
2) ont été définies dans (3.2.25) et
∆(µ2, ν2) = ∆qν2 (µ
2) = ∆qˆµ2 (ν
2),
où ∆qν2 (µ
2) et ∆qˆµ2 (ν
2) ont été définies dans (3.2.39). Notre objectif est donc de montrer
que ψ est identiquement nulle.
Lemme 3.4.2. L’application ψ est entière comme une fonction de deux variables com-
plexes.
Démonstration. On utilise le Théorème de Hartogs (voir par exemple [Hor73]) qui énonce
qu’une fonction de deux variables complexes est holomorphe si et seulement si elle est
holomorphe par rapport à chacune des variables séparément. En effet, grâce aux Lemmes
3.2.13 et 3.2.20, on peut alors conclure immédiatement.
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Pour utiliser le Théorème 3.4.1 on a besoin des estimations suivantes sur la fonction ψ.
Lemme 3.4.3. Il existe des constantes positives C, A et B telles que
|ψ(µ, ν)| ≤ CeA|Re(µ)|+B|Re(ν)|, ∀(µ, ν) ∈ C2.
Démonstration. La preuve du Lemme consiste en quatre étapes.
Étape 1 : On montre que pour tout ν ∈ C fixé il existe une constante C1(ν) telle que
pour tout µ ∈ C
|ψ(µ, ν)| ≤ C1(ν)eA|Re(µ)|.
Pour obtenir cette estimation on étudie les solutions Sj0 et Sj1 définies dans la Section
3.2.2. Pour commencer, on montre que pour tout j ∈ {1, 2},
|Sj0(X1, µ2, ν2)| ≤ C(ν)e
|Re(µ)|X1
|µ| 12
,
|S′j0(X1, µ2, ν2)| ≤ C(ν)|µ|
1
2 e|Re(µ)|X
1
,
|Sj1(X1, µ2, ν2)| ≤ C(ν)e
|Re(µ)|(A1−X1)
|µ| 12
,
|S′j1(X1, µ2, ν2)| ≤ C(ν)|µ|
1
2 e|Re(µ)|(A
1−X1).
Comme dans [DKN14], on peut montrer par récurrence que
|Sj0(X1, µ2, ν2)| ≤ C
(
X1
1 + |µ|X1
) 1
2
e|Re(µ)|X
1 exp
(∫ X1
0
t|q0,ν2(t)|
1 + |µ|t dt
)
. (3.4.3)
On rappelle maintenant que, grâce à la structure asymptotiquement hyperbolique, on a
pour tout X1 ∈ (0, X10 ), où X10 ∈ (0, A1) est fixé,
t|q0,ν2(t)| ≤
C(1 + ν2)
t(1 + | log(t)|)1+0 , ∀t ∈ (0, X).
Ainsi, comme cela est montré dans la Section 3.1 de [DKN14],
∫ X1
0
t|q0,ν2(t)|
1 + |µ|t dt ≤ (1 + ν
2)O
( 1
(log(|µ|))0
)
. (3.4.4)
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On peut alors conclure que
|Sj0(X1, µ2, ν2)| ≤ C(ν)e
|Re(µ)|X1
|µ| 12
.
Le résultat sur S′j0(X1, µ2, ν2) est obtenu de façon similaire en utilisant l’estimation sur la
dérivée du noyau de Green donnée dans la Proposition 3.1 de [DKN14]. Par symétrie, on
obtient également les estimations correspondantes sur Sj1(X1, µ2, ν2) et S′j1(X1, µ2, ν2).
On peut alors conclure que
∆(µ2, ν2) = ∆qν2 (µ
2) = W (S11, S10)
et
δ(µ2, ν2) = δqν2 (µ
2) = W (S11, S20),
satisfont
|∆(µ2, ν2)| ≤ C1(ν)eA|Re(µ)| et |δ(µ2, ν2)| ≤ C1(ν)eA|Re(µ)|, ∀(µ, ν) ∈ C2.
Finalement, on a montré que
|ψ(µ, ν)| ≤ C1(ν)eA|Re(µ)|, ∀(µ, ν) ∈ C2.
Étape 2 : On peut également montrer que pour tout µ ∈ C fixé il existe une constante
C2(µ) telle que pour tout ν ∈ C
|ψ(µ, ν)| ≤ C2(µ)eAˆ|Re(ν)|.
Pour obtenir cette estimation on utilise la stratégie de la première étape sur l’Équation
(3.2.37) avec le potentiel (3.2.38) introduit dans le Section 3.2.4.
Étape 3 : Grâce au Corollaire 3.2.26, il existe une constante C telle que pour tout
(y, y′) ∈ R2,
|ψ(iy, iy′)| ≤ C. (3.4.5)
Étape 4 : On achève la preuve du Lemme par l’utilisation du Théorème de Phragmén-
Lindelöf (voir [Boa54] Theorem 1.4.3). On commence par fixer ν ∈ iR. Alors, l’application
µ 7→ ψ(µ, ν) satisfait
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|ψ(µ, ν)| ≤ C1(ν)e
A|Re(µ)|, ∀µ ∈ C, (Étape 1)
|ψ(µ, ν)| ≤ C, ∀µ ∈ iR, (Étape 3)
.
Grâce au Théorème de Phragmén-Lindelöf, on déduit de ces égalités que
|ψ(µ, ν)| ≤ CeA|Re(µ)|, ∀(µ, ν) ∈ C× iR.
On fixe à présent µ ∈ C, alors l’application ν 7→ ψ(µ, ν) satisfait
|ψ(µ, ν)| ≤ C2(µ)e
B|Re(ν)|, ∀ν ∈ C, (Étape 1)
|ψ(µ, ν)| ≤ CeA|Re(µ)|, ∀ν ∈ iR
.
Ainsi, en utilisant le Théorème de Phragmén-Lindelöf, on obtient
|ψ(µ, ν)| ≤ CeA|Re(µ)|+B|Re(ν)|, ∀(µ, ν) ∈ C2.
On applique le Théorème 3.4.1 avec
K = (R+)2 et F (µ, ν) = ψ(µ, ν)e−Aµ−Bν .
Lemme 3.4.4. L’application F est bornée et holomorphe sur
T ((R+)2) = {(µ, ν) ∈ C2, (Re(µ),Re(ν)) ∈ R+ × R+}.
Démonstration. Ce Lemme est une conséquence immédiate des Lemmes 3.4.2 et 3.4.3.
On rappelle à présent que (µ2m, ν2m), m ≥ 1, désigne le spectre joint des opérateurs H et
L. On note que µ2m et ν2m tendent vers +∞, lorsque m→ +∞. Ainsi, il existe M ≥ 1 tel
que µ2m ≥ 0 et ν2m ≥ 0 pour tout m ≥M . On pose alors
EM = {(|µm|, |νm|), m ≥M}.
Grâce l’Équation (3.4.1), on note que l’application F satisfait
F (µm, νm) = 0, ∀m ≥M,
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puisque
ψ(µm, νm) = 0, ∀m ≥M. (3.4.6)
De plus, puisque les fonctions caractéristiques sont, par définition, paires par rapport à µ
et ν, on obtient que
F (|µm|, |νm|) = F (µm, νm) = 0, ∀m ≥M,
i.e. que F s’annule sur EM .
Remarque 3.4.5. On insiste sur le fait que EM désigne l’ensemble des valeurs propres
comptées avec multiplicité (qui est au plus 4). Puisque l’on a besoin d’une propriété de
séparation donnée dans le Lemme suivant pour pouvoir appliquer le Théorème de Bloom,
on doit en réalité considérer un nouvel ensemble, également noté EM , qui correspond à
l’ensemble précédent des valeurs propres mais cette fois comptées sans multiplicité. Pour
obtenir cette propriété de séparation sur le spectre nous devons également restreindre
notre analyse à un cône bien choisi donné dans le Lemme suivant.
Lemme 3.4.6. On pose
C = {(µ2, θ2µ2), c1 +  ≤ θ2 ≤ c2 − }, 0 <  << 1, (3.4.7)
où
c1 = max
(
−s32
s33
)
et c2 = min
(
−s22
s23
)
.
Alors, il existe h > 0 tel que |e1 − e2| ≥ h pour tout (e1, e2) ∈ (EM ∩ C)2, e1 6= e2.
Démonstration. Voir Section 3.6.2.
Remarque 3.4.7. On note que, comme nous l’avons montré dans le Lemme 3.2.9, on
sait qu’il existe des constantes réelles C1, C2, D1 et D2 telles que pour tout m ≥ 1,
C1µ
2
m +D1 ≤ ν2m ≤ C2µ2m +D2,
où
C1 = min
(
−s32
s33
)
> 0 et C2 = −min
(
s22
s23
)
> 0.
On obtient alors facilement que
0 < C1 ≤ c1 < c2 ≤ C2.
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Lemme 3.4.8. On pose
n(r) = #EM ∩B(0, r) ∩ C,
où C a été défini dans (3.4.7), alors
lim n(r)
r2
> 0, r → +∞.
Démonstration. Voir Section 3.6.3.
Remarque 3.4.9. On insiste sur le fait que le nombre de points du spectre couplé n(r)
que l’on utilise pour appliquer le Théorème de Bloom n’est pas exactement celui que l’on
calcule dans le cadre de Colin de Verdière. En effet, Colin de Verdière calcule le nombre
de points du spectre couplé en comptant la multiplicité alors que n(r) désigne le nombre
de points du spectre couplé sans compter la multiplicité. Cependant, comme nous l’avons
déjà vu (voir la Remarque 3.2.7) la multiplicité des valeurs propres couplées est au plus
4. Ainsi, n(r) est supérieur ou égal au quart du nombre calculé dans les travaux de Colin
de Verdière et est ainsi toujours d’ordre r2.
On peut alors utiliser le Théorème 3.4.1 pour conclure que
F (µ, ν) = 0, ∀(µ, ν) ∈ C2.
De cette égalité on déduit immédiatement que
M(µ2, ν2) = M˜(µ2, ν2), ∀(µ, ν) ∈ C2 \ P,
où P est l’ensemble des points (µ, ν) ∈ C2 tels que (µ2, ν2) est un zéro des fonctions
caractéristiques ∆ et ∆˜.
3.4.2 Problème inverse pour la partie radiale
À l’aide d’une version multivariable de la méthode de Complexification du Moment
Angulaire on a montré que
M(µ2, ν2) = M˜(µ2, ν2), ∀(µ, ν) ∈ C2 \ P,
où P est l’ensemble des points (µ, ν) ∈ C2 tels que (µ2, ν2) est un zéro de la fonction
caractéristique ∆. Par définition, ceci veut dire que
Mqν2 (µ
2) = Mq˜ν2 (µ
2), ∀(µ, ν) ∈ C2 \ P,
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où Mqν2 (µ
2) est définie dans (3.2.26). On peut ainsi utiliser le célèbre Théorème de Borg-
Marchenko sous sa forme donnée dans [DKN14, FY05] et rappelée dans l’Introduction
(voir (3.1.21)-(3.1.22)) pour obtenir que
qν2m(X
1, λ) = q˜ν2m(X
1, λ), ∀m ≥ 1, ∀X1 ∈ (0, A1).
Grâce à (3.2.21), et puisque l’égalité précédente est vraie pour tout m ≥ 1, on a alors,
pour tout X1 ∈ (0, A1),
s13(X1)
s12(X1)
= s˜13(X
1)
s˜12(X1)
(3.4.8)
et
−(λ2 + 1)s11(X
1)
s12(X1)
+ 116
( ˙(
log
(
f1(X1)
s12(X1)
)))2
− 14
¨(
log
(
f1(X1)
s12(X1)
))
(3.4.9)
=− (λ2 + 1) s˜11(X
1)
s˜12(X1)
+ 116
 ˙(log( f˜1(X1)
s˜12(X1)
))2 − 14
¨(
log
(
f˜1(X1)
s˜12(X1)
))
.
On souhaite réécrire cette équation sous forme d’un problème de Cauchy pour une
équation différentielle non-linéaire du second ordre avec des conditions de bord au bout
{X1 = 0}. Pour ce faire, on pose
f = s11
s12
, h = s12
f1
, l = s13
s12
= l˜ et u =
(
h
h˜
) 1
4
.
On peut alors réécrire (3.4.9) sous la forme
u′′ + 12(log(h˜))
′u′ + (λ2 + 1)(f˜ − f)u = 0. (3.4.10)
En utilisant la condition de Robertson (3.1.6), on peut écrire
s11
s12
= f = −s
12
s11
− l s
13
s11
+ h(ls32 − s33)(s23 − ls22). (3.4.11)
Remarque 3.4.10. Grâce à (3.4.11), on voit que l’on peut écrire s11s12 comme une fonction
de s13s12 et
f1
s12
, i.e.
s11
s12
= Φ
(
s13
s12
,
f1
s12
)
et s˜11
s˜12
= Φ
(
s13
s12
,
f˜1
s˜12
)
, (3.4.12)
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où
Φ(X,Y ) = −s
12
s11
−Xs
13
s11
+ 1
Y
(Xs32 − s33)(s23 −Xs22).
Ainsi, pour montrer que
s11
s12
= s˜11
s˜12
,
il est suffisant d’après (3.4.8) de montrer que
f1
s12
= f˜1
s˜12
.
De (3.4.11) on déduit que
f − f˜ = (h− h˜)(ls32 − s33)(s23 − ls22)
= h˜(u4 − 1)(ls32 − s33)(s23 − ls22).
Finalement, en utilisant cette dernière égalité, on peut réécrire (3.4.10) sous la forme
u′′ + 12(log(h˜))
′u′ + (λ2 + 1)h˜(ls32 − s33)(s23 − ls22)(u5 − u) = 0. (3.4.13)
Lemme 3.4.11. La fonction u définie par
u =
(
h
h˜
) 1
4
,
satisfait
u(0) = 1 et u′(0) = 0.
Démonstration. Il s’agit d’une conséquence du fait que la structure asymptotiquement
hyperbolique donnée par le troisième point de la Définition 3.1.9 est la même sur les deux
variétés.
On étudie ainsi le problème de Cauchyu
′′ + 12(log(h˜))′u′ + (λ2 + 1)h˜(ls32 − s33)(s23 − ls22)(u5 − u) = 0
u(0) = 1 et u′(0) = 0
. (3.4.14)
On note immédiatement que u = 1 est une solution de (3.4.14). Par unicité du problème
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de Cauchy pour l’EDO (3.4.14) on conclut donc que u = 1. On a donc montré que
f1
s12
= f˜1
s˜12
et, en utilisant (3.4.8) et (3.4.12), on peut conclure que
s11
s12
= s˜11
s˜12
et s11
s13
= s˜11
s˜13
. (3.4.15)
3.5 Résolution du problème inverse
On peut maintenant achever la résolution de notre problème inverse. On commence par
noter que
g =
3∑
i=1
H2i (dxi)2 = ψ?g′,
où
g′ = H
2
1
s12
(dX1)2 +H22 (dx2)2 +H23 (dx3)2,
où ψ est le difféomorphisme correspondant au changement de variable de Liouville en la
première variable
X1 =
∫ x1
0
√
s12(s) ds.
De même,
g˜ =
3∑
i=1
H˜2i (dxi)2 = ψ˜?g˜′,
où
g˜′ = H˜
2
1
s˜12
(dX˜1)2 + H˜22 (dx2)2 + H˜23 (dx3)2,
où ψ˜ est le difféomorphisme correspondant au même changement de variable de Liouville
en la première variable pour la seconde variété. On remarque que, grâce au Théorème de
Borg-Marchenko, on peut identifier
A1 = A˜1.
On note maintenant que, grâce à (3.4.15),
H21
s12
= det(S)
s12s11
= s11
s12
+ s
12
s11
+ s13
s12
s13
s11
= H˜
2
1
s˜12
,
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H22 =
det(S)
s21
=
s11
s12
s11 + s12 + s13s12 s
13
s13
s12
s32 − s33 = H˜
2
2
et
H23 =
det(S)
s31
=
s11
s12
s11 + s12 + s13s12 s
13
s23 − s13s12 s22
= H˜23 .
On peut alors déduire de ces égalités que
g′ = g˜′.
Finalement, on a montré qu’il existe un difféomorphisme Ψ := ψ−1ψ˜ tel que
g˜ = Ψ?g,
où Ψ est l’identité aux deux bouts (car A1 = A˜1).
3.6 Appendices
3.6.1 Preuve de la Proposition 3.1.17
Le but de cette Section est de prouver la Proposition 3.1.17 que l’on rappelle ici.
Proposition 3.6.1. Soit S une matrice de Stäckel ayant pour métrique gS. Alors il
existe une matrice de Stäckel Sˆ telle que gSˆ = gS et
sˆ12(x1) > 0 et sˆ13(x1) > 0, ∀x1
sˆ22(x2) < 0 et sˆ23(x2) > 0, ∀x2
sˆ32(x3) > 0 et sˆ33(x3) < 0, ∀x3
lim
x1→0
s12(x1) = lim
x1→0
s13(x1) = 1
. (C)
Démonstration. La preuve de cette Proposition consiste en trois étapes et utilise la
structure riemannienne et les invariances de la métrique décrites dans la Proposition
3.1.16. On commence par montrer que les coefficients des deuxième et troisième colonnes
sont supérieurs ou égaux à 0 ou inférieurs ou égaux à 0. Dans un second temps, on
montre que l’on peut supposer que ces coefficients sont strictement positifs ou strictement
négatifs. Enfin, on montre que l’on peut trouver une matrice de Stäckel ayant la même
métrique associée et satisfaisant la condition (C).
Étape 1 : On montre que, pour tout (i, j) ∈ {1, 2, 3} × {2, 3}, sij ≥ 0 ou sij ≤ 0. Puisque
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la preuve est similaire pour la troisième colonne on donne simplement la preuve pour la
deuxième. Pour commencer, si l’une des fonctions s12, s22 et s32 est identiquement nulle
les deux autres ne peuvent pas s’annuler sur leur intervalles de définition car les mineurs
s11, s21 et s31 ne peuvent pas s’annuler. Ainsi, dans ce cas on obtient immédiatement que
si2 ≥ 0 ou si2 ≤ 0 pour tout i ∈ {1, 2, 3}. On peut ainsi supposer qu’il existe un triplet
(x10, x20, x30) tel que s12(x10) 6= 0, s22(x20) 6= 0 et s32(x30) 6= 0. Sans perte de généralité, on
suppose que det(S) > 0 et si1 > 0 pour tout i ∈ {1, 2, 3}. De la positivité des mineurs on
peut déduire que, selon le signe des quantités s12(x10), s22(x20) et s32(x30), on a :
• Si s12(x10) > 0, s22(x20) > 0 et s32(x30) > 0 : Ce cas n’est pas possible puisque les
mineurs s11, s21 et s31 ne peuvent pas être tous positifs.
• Si s12(x10) > 0, s22(x20) < 0 et s32(x30) > 0 :
s33(x30)
s32(x30)
<
s23(x20)
s22(x20)
<
s13(x10)
s12(x10)
. (3.6.1)
• Si s12(x10) > 0, s22(x20) > 0 et s32(x30) < 0 :
s13(x10)
s12(x10)
<
s33(x30)
s32(x30)
<
s23(x20)
s22(x20)
. (3.6.2)
• Si s12(x10) > 0, s22(x20) < 0 et s32(x30) > 0 :
s23(x20)
s22(x20)
<
s13(x10)
s12(x10)
<
s33(x30)
s32(x30)
. (3.6.3)
Puisque les quatre cas correspondant à s12(x10) < 0 sont similaires, on traite seulement
les quatre cas précédents. Supposons, par exemple, qu’il existe α20 tel que s22(α20) = 0.
On veut montrer que s22 ne change pas de signe. On désigne par I l’intervalle maximal
(potentiellement réduit à α20) contenant α20 tel que s22(x2) = 0 pour tout x2 ∈ I. Puisque
les mineurs s11 et s31 ne s’annulent pas, les fonctions s12 et s32 ne peuvent pas s’annuler.
Ainsi, il existe deux constantes réelles c1 et c2 telles que
c1 ≤ s13
s12
≤ c2 et c1 ≤ s33
s32
≤ c2, (3.6.4)
i.e. que ces quotients sont bornés. De plus, s23(x2) 6= 0 pour tout x2 ∈ I et par continuité
il existe donc un intervalle J tel que I ( J et s23(x2) 6= 0 pour tout x2 ∈ J . Si on suppose
que s22 change de signe dans un voisinage de I on obtient que pour tout  > 0 il existe
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y20 ∈ J et y21 ∈ J tel que
0 < s22(y20) <  et −  < s22(y21) < 0.
Ainsi, pour tout M > 0 il existe y20 ∈ J et y21 ∈ J tels que
s23(y20)
s22(y20)
> M et s23(y
2
1)
s22(y21)
< −M.
On obtient donc une contradiction entre (3.6.4) et chacune des égalités (3.6.1), (3.6.2) et
(3.6.3). On peut alors conclure que s22(x2) ≥ 0 ou s22(x2) ≤ 0. La preuve est la même
pour s12 et s32.
Étape 2 : On montre, grâce à la première invariance donnée dans la Proposition 3.1.16,
qu’il existe une matrice de Stäckel ayant la même métrique associée que S et telle que
pour tout (i, j) ∈ {1, 2, 3} × {2, 3}, sij > 0 ou sij < 0. On rappelle qu’il y a au plus une
fonction sij , (i, j) ∈ {1, 2, 3} × {2, 3}, qui s’annule par colonne puisque les mineurs s11,
s21 et s31 sont des quantités ne s’annulant pas. On suppose qu’un des coefficients de la
deuxième colonne s’annule. Par symétrie, on peut supposer qu’il s’agit de s12, i.e. que
s12(x10) = 0 en un point x10. On commence par supposer que s23 et s33 ne s’annulent pas.
Dans ce cas, il existe un réel a ≥ 1 tel que
|s23| < a|s22| et |s33| < a|s32|
et un réel b ≥ 1 tel que
|s22| < b|s23| et |s32| < b|s33|.
On cherche à présent une matrice inversible constante 2× 2, G, telle que les coefficients
de la nouvelle matrice de Stäckel obtenue par la transformation donnée dans le premier
point de la Proposition 3.1.16, soient strictement positifs ou négatifs. Par exemple, si s12
et s13 ont le même signe, on pose
G =
(
a 1
1 b
)
et on obtient alors une nouvelle matrice de Stäckel dont les deuxième et troisième colonnes
sont 
as12 + s13 s12 + bs13
as22 + s23 s22 + bs23
as32 + s33 s32 + bs33
 .
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On peut facilement montrer que ces six composantes sont strictement positives ou
négatives (on rappelle que s12 et s13 ne peuvent pas s’annuler simultanément). En
revanche, si s12 et s13 ont des signes différents, on pose
G =
(
a −1
−1 b
)
et on obtient ainsi des composantes strictement positives ou négatives. Si s23 ou s33
s’annule on doit simplement choisir des constantes a et b adaptées en utilisant le fait
qu’il y a au plus une fonction s’annulant dans la troisième colonne.
Étape 3 : Finalement, on montre, grâce à la première invariance décrite dans la Proposition
3.1.16 et la structure riemannienne, qu’il existe une matrice de Stäckel ayant la même
métrique associée que S et satisfaisant la condition (C). On rappelle que grâce à la
deuxième étape on peut supposer que la matrice de Stäckel S satisfait sij > 0 ou
sij < 0 pour tout (i, j) ∈ {1, 2, 3} × {2, 3}. On rappelle également que la métrique g est
riemannienne si et seulement si det(S), s11, s21 et s31 ont le même signe. Sans perte de
généralité, on suppose que toutes ces quantités sont positives. On rappelle que selon
le signe des fonctions s12, s22 et s32 les inégalités (3.6.1)-(3.6.3) sont satisfaites. On
commence par obtenir les conditions de signe de (C). Puisque la preuve est similaire dans
les autres cas, on la donne seulement dans le cas
s12 > 0, s22 < 0 et s32 > 0.
On donne alors, dans chaque cas, la matrice G ∈ GL2(R) telle que la transformation
donnée dans la première invariance de la Proposition 3.1.16 nous fournisse les signes
voulus.
• Si s13 > 0, s23 < 0 et s33 > 0 : On pose
G =
(
1 −1
0 b
)
,
où
s13
s12
< b <
s23
s22
<
s33
s32
,
et on obtient les signes voulus. En effet, les deuxième et troisième colonnes de la
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nouvelle matrice de Stäckel sont données par
s12 −s12 + bs13
s22 −s22 + bs23
s32 −s32 + bs33

et les coefficients ont les signes voulus grâce à notre choix de la constante b.
• Si s13 > 0, s23 > 0 et s33 < 0 : On pose G = I2.
• Si s13 > 0, s23 < 0 et s33 < 0 : On pose
G =
(
1 −1
0 b
)
,
où
s33
s32
<
s13
s12
< b <
s23
s22
.
Comme précédemment, le cas s13 < 0 est similaire et on omet donc sa preuve. À ce stade
de la preuve on a montré que l’on peut supposer que
s12(x1) > 0 et s13(x1) > 0, ∀x1
s22(x2) < 0 et s23(x2) > 0, ∀x2
s32(x3) > 0 et s33(x3) < 0, ∀x3
. (3.6.5)
Finalement, on utilise juste une fois de plus l’invariance par rapport à la multiplication
des deuxième et troisième colonnes par une matrice constante inversible 2× 2, G, pour
obtenir que l’on peut supposer que
lim
x1→0
s12(x1) = lim
x1→0
s13(x1) = 1.
En effet, on a simplement à choisir
G =
 1α 0
0 1β
 ,
où,
α = lim
x1→0
s12(x1) > 0 et β = lim
x1→0
s13(x1) > 0.
Le résultat suit alors.
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3.6.2 Preuve du Lemme 3.4.6
Le but de cette Section est de démontrer le Lemme 3.4.6 que l’on rappelle ici.
Lemme 3.6.2. On pose
EM = {(|µm|, |νm|), m ≥M}
et
C = {(µ2, θ2µ2), c1 +  ≤ θ2 ≤ c2 + }, 0 <  << 1,
où
c1 = max
(
−s32
s33
)
et c2 = min
(
−s22
s23
)
.
Alors, il existe h > 0 tel que |e1 − e2| ≥ h pour tout (e1, e2) ∈ (EM ∩ C)2, e1 6= e2.
Démonstration. On rappelle que le spectre couplé a été défini dans la Remarque 3.2.6
par
HYm = µ2mYm et LYm = ν2mYm, ∀m ≥ 1, (3.6.6)
où H et L sont des opérateurs autoadjoints et elliptiques d’ordre deux qui commutent.
En écrivant Ym(x2, x3) = vm(x2)wm(x3), on obtient que (3.6.6) est équivalent à
− v′′m(x2) +
[
−(λ2 + 1)s21(x2) + µ2ms22(x2) + ν2ms23(x2)
]
vm(x2) = 0, (3.6.7)
et
− w′′m(x3) +
[
−(λ2 + 1)s31(x3) + µ2ms32(x3) + ν2ms33(x3)
]
wm(x3) = 0, (3.6.8)
où vm et wm sont des fonctions périodiques, i.e.vm(0) = vm(B) et v
′
m(0) = v′m(B)
wm(0) = wm(C) et w′m(0) = w′m(C)
. (3.6.9)
On commence par considérer l’Équation (3.6.7) qui peut être réécrite sous la forme
−v′′ − (λ2 + 1)s21v = µ2
[
−s22 − θ2s23
]
v,
où v := vm, µ2 := µ2m, ν2 := ν2m et
θ2 := ν
2
µ2
.
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Par la suite nous allons considérer des équations de Schrödinger associés aux Équations
(3.6.7)-(3.6.8) où le paramètre spectral qui est µ2 tend vers +∞. De plus, ces équations
dépendent du paramètre θ2 qui lui reste borné dans un cône adapté que l’on introduit
maintenant. On rappelle que, comme nous l’avons montré dans le Lemme 3.2.9, il existe
des constantes réelles C1, C2, D1 et D2 telles que pour tout m ≥ 1,
C1µ
2
m +D1 ≤ ν2m ≤ C2µ2m +D2,
où
C1 = min
(
−s32
s33
)
> 0 et C2 = −min
(
s22
s23
)
> 0.
Soit  > 0 fixé, on considère alors θ2 tel que
c1 +
D1
µ2
+  ≤ θ2 ≤ c2 + D2
µ2
− , (3.6.10)
où
c1 = max
(
−s32
s33
)
et c2 = min
(
−s22
s23
)
.
On note que
0 < C1 ≤ c1 < c2 ≤ C2.
Ceci implique que, pour µ2 suffisamment grand, il existe δ > 0 tel que
− s22 − θ2s23 ≥
(
− D2
µ2
)
s23 ≥ δ > 0 (3.6.11)
et
− s32 − θ2s33 ≥
(
+ D1
µ2
)
(−s33) ≥ δ > 0. (3.6.12)
Pour de tels que θ2, on peut procéder à un changement de variable de Liouville
X2 =
∫ x2
0
√
−s22(t)− θ2s23(t) dt,
dans l’Équation (3.6.7). Cette nouvelle variable satisfait X2 ∈ [0, B˜(θ2)], où
B˜(θ2) =
∫ B
0
√
−s22(t)− θ2s23(t) dt. (3.6.13)
249
Chapitre 3. Problème inverse à énergie fixée : variétés de Stäckel
Enfin, on pose
V (X2) =
[
−s22(x2(X2))− θ2s23(x2(X2))
] 1
4 v(x2(X2)).
Cette nouvelle fonction satisfait alors, en la variable X2, l’équation de Schrödinger
− V¨ 2(X2) +Qθ2(X2)V (X2) = µ2V (X2), (3.6.14)
où µ2 joue le rôle du paramètre spectral, Qθ2(X2) est uniformément borné par rapport
aux θ2 satisfaisant (3.6.10) et pour de tels θ2,
Qθ2(X2) = O(1).
On cherche à présent les couples (µ2, θ2) tels que (3.6.14) admette des solutions périodiques.
On définit les systèmes fondamentaux de solutions usuels {C0, S0} et {C1, S1} de (3.6.14),
i.e.
C0(0) = 1, C˙0(0) = 0, S0(0) = 0 et S˙0(0) = 1,
et
C1(B˜) = 1, C˙1(B˜) = 0, S1(B˜) = 0 et S˙1(B˜) = 1.
On rappelle que ces fonctions sont analytiques et paires par rapport à µ. On écrit les
solutions V de (3.6.14) sous la forme
V = αC0 + βS0 = γC1 + δS1,
où α, β, γ et δ sont des constantes réelles. Ainsi,
V (0) = α, V˙ (0) = 0, V (B˜) = γ et V˙ (B˜) = δ.
V est donc une fonction périodique si et seulement si
V (0) = V (B˜) ⇔ α = γ ⇔ W (V, S0) = W (V, S1)
et
V˙ (0) = V˙ (B˜) ⇔ β = δ ⇔ W (C0, V ) = W (C1, V ),
où W (f, g) = fg′ − f ′g désigne le Wronskien des deux fonctions f et g. En d’autres
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termes, V est une solution périodique de (3.6.14) si et seulement si
W (V, S0 − S1) = W (C0 − C1, V ) = 0. (3.6.15)
On ajoute ainsi à l’Équation (3.6.14) les conditions de bord (3.6.15) et on définit les
fonctions caractéristiques correspondantes. En d’autres termes, on définit
∆1(µ2, θ2) = W (C0 − C1, S0 − S1) = 2−W (C0, S1)−W (C1, S0).
On insiste sur le fait que ∆1(µ2, θ2) s’annule si et seulement si il existe une solution
périodique de (3.6.14) pour (µ2, θ2). Les asymptotiques de W (C0, S1) et W (C1, S0) sont
bien connues (voir par exemple [DKN15, FY01]). En effet, on sait que
W (C0, S1) = cos
(
µB˜(θ2)
)
×
(
1 +O
( 1
µ
))
(3.6.16)
et
W (C1, S0) = cos
(
µB˜(θ2)
)
×
(
1 +O
( 1
µ
))
, (3.6.17)
où µ =
√
µ2 (nous n’avons pas besoin de préciser le signe de µ puisque les fonctions
caractéristiques sont paires). On obtient ainsi que
∆1(µ2, θ2) = 0 ⇔ 2− 2 cos
(
µB˜(θ2)
)
+O
( 1
µ
)
= 0. (3.6.18)
En utilisant le Théorème de Rouché (voir par exemple [FY01]) on peut en déduire que
les couples (µ2, θ2) satisfaisant (3.6.18) sont proches pour µ grand des couples (µ2, θ2)
satisfaisant
2− 2 cos
(
µB˜(θ2)
)
= 0 ⇔ cos
(
µB˜(θ2)
)
= 1.
Les solutions de cette dernière équation sont
µ = 2mpi
B˜(θ2)
, m ∈ Z,
pour θ2 satisfaisant (3.6.10) et m suffisamment grand. Enfin, on rappelle que B˜(θ2) est
donné par (3.6.13). Ainsi, puisque s23 est une fonction strictement positive, la fonction
B˜ est strictement décroissante par rapport à θ2 ∈ [c1 + , c2 − ]. La fonction 1B˜(θ2) est
donc strictement croissante. On peut résumer ces propriétés sur la figure suivante :
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Figure 3.2 – Première approximation du spectre couplé
On procède à la même analyse sur l’Équation (3.6.8). On rappelle que si θ2 satisfait
(3.6.10) alors l’inégalité (3.6.12) est satisfaite pour µ2 suffisamment grand. On peut ainsi
poser
X3 =
∫ x3
0
√
−s32(t)− θ2s33(t) dt.
Cette nouvelle variable vérifie X3 ∈ [0, C˜(θ2)], où
C˜(θ2) =
∫ C
0
√
−s32(t)− θ2s33(t) dt. (3.6.19)
On pose
W (X3) =
[
−s32(x3(X3))− θ2s33(x3(X3))
] 1
4 w(x3(X3)).
Cette fonction satisfait alors, en la variable X3, l’équation de Schrödinger
− W¨ 2(X3) + Q˜θ2(X3)W (X3) = µ2W (X3), où Q˜θ2(X3) = O(1), (3.6.20)
pour θ2 satisfaisant (3.6.10) et µ2 suffisamment grand. Comme précédemment, on obtient
que (3.6.20) possède une solution périodique si et seulement si
∆2(µ2, θ2) := 2−W (C0, S1)−W (C1, S0) = 0.
Grâce aux asymptotiques (3.6.16)-(3.6.17) on obtient que
∆2(µ2, θ2) = 0 ⇔ 2− 2 cos
(
µC˜(θ2)
)
+O
( 1
µ
)
= 0.
En utilisant à nouveau le Théorème de Rouché, on obtient que les couples (µ2, θ2)
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satisfaisant l’égalité précédente sont proches pour µ grand des couples satisfaisant
cos
(
µC˜(θ2)
)
= 1, i.e. µ2 = 2pik
C˜(θ2)
, k ∈ Z,
où k est suffisamment grand et θ2 satisfait l’Équation (3.6.10). On rappelle que C˜(θ2) est
donné par (3.6.19). Ainsi, puisque s33 est une fonction strictement négative, la fonction C˜
est strictement croissante pour θ2 ∈ [c1 + , c2− ]. La fonction 1C˜(θ2) est donc strictement
décroissante. On peut résumer ces propriétés sur la figure suivante :
Figure 3.3 – Seconde approximation du spectre couplé
Le spectre couplé Λ = {(µ2m, ν2m), m ≥ 1}, ou de façon équivalente le spectre couplé
(µ2m, θ2m), est alors donné par
Λ = {∆1(µ2, θ2) = 0} ∩ {∆2(µ2, θ2) = 0},
puisque pour tout (µ2m, ν2m) ∈ Λ, il existe simultanément une solution périodique de
(3.6.14) et une solution périodique de (3.6.20). En utilisant les deux figures précédentes
on obtient la suivante sur laquelle le spectre couplé correspond aux intersections entre les
courbes précédentes :
Figure 3.4 – Spectre couplé
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On veut à présent utiliser cette structure particulière du spectre couplé pour prouver le
Lemme 3.4.6. On travaille sur le plan (µ, θ) et on pose ν = θµ, avec 0 < α1 ≤ θ ≤ α2, où
α1 =
√
c21 +  et α2 =
√
c22 − ,
avec  > 0. On rappelle que pour m grand µm peut être approché par
µm =
2mpi
B˜(θ2)
,
où
B˜(θ2) =
∫ B
0
√
−s22(t)− θ2s23(t) dt.
On commence par montrer que les courbes tracées sur la première figure sont séparées de
façon uniforme. En d’autres termes, on montre qu’il existe δ > 0 tel que la distance entre
deux courbes successives est toujours plus grande que δ. Précisément, on veut montrer
qu’il existe δ > 0 tel que pour m grand et pour tout (θ1, θ2) ∈ [α1, α2]2,
|µm+1(θ2)− µm(θ1)|+ |θ2µm+1(θ2)− θ1µm(θ1)| ≥ δ. (3.6.21)
Si on note,
d = |µm+1(θ2)− µm(θ1)|,
on obtient immédiatement que (3.6.21) est équivalent à
d+ |dθ2 + (θ2 − θ1)µm(θ1)| ≥ δ. (3.6.22)
On applique à présent le Théorème des accroissements finis à l’application 1
B˜(θ2) et on
obtient ainsi
1
B˜(θ22)
= 1
B˜(θ21)
+ e(ξ)(θ22 − θ21),
où
e(ξ) = − B˜
′(ξ2)
B˜(ξ2)2
> 0,
avec ξ ∈ (θ1, θ2). En réalité, on peut montrer qu’il existe deux constantes positives e1 et
e2 telles que
0 < e1 ≤ e(ξ) ≤ e2, ∀ξ ∈ [α1, α2].
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On obtient alors facilement que
d =
∣∣∣∣∣ 2piB˜(θ21) + 2(m+ 1)pie(ξ)(θ1 + θ2)(θ1 − θ2)
∣∣∣∣∣ .
En utilisant l’inégalité triangulaire on obtient ainsi que
2(m+ 1)pie(ξ)(θ1 + θ2)|θ1 − θ2| ≥ 2pi
B˜(θ21)
− d. (3.6.23)
On doit donc étudier différents cas.
Cas 1 : Si
d ≥ 2pi
B˜(θ21)
,
on obtient facilement
|µm+1(θ2)− µm(θ1)|+ |θ2µm+1(θ2)− θ1µm(θ1)| ≥ d ≥ 2pi
B˜(θ21)
.
Cas 2 : Si
d <
2pi
B˜(θ21)
,
alors (3.6.23) nous donne
|θ1 − θ2| > 2pi − dB˜(θ
2
1)
2(m+ 1)pie(ξ)(θ1 + θ2)B˜(θ21)
.
Ainsi,
µm(θ1)|θ1 − θ2| = 2mpi
B˜(θ21)
|θ1 − θ2|
>
m
m+ 1
2pi − dB˜(θ21)
e(ξ)(θ1 + θ2)B˜(θ21)2
>
2pi − dB˜(α21)
4e2α2B˜(α21)2
.
On note que
dθ2 <
2pi − dB˜(α21)
4e2α2B˜(α21)2
⇔ d < 2pi
(4θ2e2α2B˜(α21) + 1)B˜(α21)
.
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Si
d >
2pi
(4θ2e2α2B˜(α21) + 1)B˜(α21)
,
alors comme dans le premier cas, on obtient facilement
|µm+1(θ2)− µm(θ1)|+ |θ2µm+1(θ2)− θ1µm(θ1)| ≥ d ≥ δ.
Si
d <
2pi
(4θ2e2α2B˜(α21) + 1)B˜(α21)
,
on obtient alors
|µm+1(θ2)− µm(θ1)|+ |θ2µm+1(θ2)− θ1µm(θ1)|
= d+ |dθ2 + (θ2 − θ1)µm(θ1)|
= d+ |θ2 − θ1|µm(θ1)− dθ2
> d+ 2pi − dB˜(α
2
1)
4e2α2B˜(α21)2
− dθ2
= pi
2e2α2B˜(α21)2
+ d
(
1− 1
4e2α2B˜(α21)
− θ2
)
.
On note alors qu’il existe d0 > 0 tel que pour tout d < d0,
d
(
1− 1
4e2α2B˜(α21)
− θ2
)
> − pi
4e2α2B˜(α21)2
.
Ainsi, pour tout d < d0, on obtient immédiatement
|µm+1(θ2)− µm(θ1)|+ |θ2µm+1(θ2)− θ1µm(θ1)| ≥ pi4e2α2B˜(α21)2
≥ δ.
De plus, si d ≥ d0 on conclut comme dans le premier cas.
Nous avons ainsi montré que les courbes de la première figure sont uniformément séparées.
Puisque la même analyse est valide pour la deuxième figure nous avons donc démontrer
le Lemme 3.4.6.
3.6.3 Preuve du Lemme 3.4.8
Le but de cette Section est de prouver le Lemme 3.4.8 que nous rappelons ici.
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Lemme 3.6.3. On pose
n(r) = #EM ∩B(0, r) ∩ C,
où le cône C a été défini dans (3.4.7) et
EM = {(|µm|, |νm|), m ≥ 1},
Alors
lim n(r)
r2
> 0, r → +∞.
Démonstration. Pour prouver le Lemme on utilise les travaux de Colin de Verdière sur le
spectre joint d’opérateurs pseudodifférentiels qui commutent (voir [CdV79, CdV80]). On
rappelle que les opérateurs L et H sont définis par (3.2.4) et satisfont (3.2.9). Puisque
l’on a prouvé dans le Lemme 3.2.5 que H et L sont des opérateurs semi-bornés, on peut
affirmer qu’il existe M ∈ R tel que L+M et H +M soient des opérateurs positifs. On
pose alors
P1 =
√
L+M et P2 =
√
H +M.
Les opérateurs P1 et P2 sont des opérateurs pseudodifférentiels autoadjoints d’ordre 1
qui commutent tels que P 21 + P 22 soit un opérateur elliptique. Ces opérateurs entrent
donc dans le cadre de travail de [CdV79]. Les symboles principaux de P1 et P2 sont
respectivement donnés par
p1(x, ξ) =
√
−s33
s11
ξ22 +
s23
s11
ξ23 et p2(x, ξ) =
√
s32
s11
ξ22 −
s22
s11
ξ23 . (3.6.24)
On pose
p(x, ξ) = (p1(x, ξ), p2(x, ξ)),
où x := (x2, x3), ξ := (ξ2, ξ3) et (x, ξ) est un point du fibré cotangent de T 2, i.e. T ?T 2.
On va utiliser le Théorème 0.7 de [CdV79] à P1 et P2. On rappelle ici ce résultat adapté
à notre cadre.
Théoreme 3.6.4. Soit C un cône de R˙2 = R2 \ {(0, 0)}, à bord C1 tel que ∂C ∩W = ∅,
où ∂C est le bord de C et W est l’ensemble des valeurs critiques de p. On a alors
#{λ ∈ C ∩ Λ, |λ| ≤ r} = 14pi2 volΩ
(
p−1(C ∩B(0, r))
)
+O(r),
où Λ est le spectre joint de P1 et P2 et Ω = dx2 ∧ dx3 ∧ dξ2 ∧ dξ3.
Ainsi, pour utiliser le Théorème 3.6.4, on doit déterminer l’ensemble W des valeurs
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critiques de p. On doit donc commencer par déterminer les points critiques de p, i.e. les
points pour lesquels la différentielle de p n’est pas surjective. La différentielle Dp(x, ξ) de
p est donnée par (on omet les variables)
−1
4p1p2
 ∂2 ( s33s11) ξ22 − ∂2 ( s23s11) ξ23 ∂3 ( s33s11) ξ22 − ∂3 ( s23s11) ξ23 2 s33s11 ξ2 −2 s23s11 ξ3
−∂2
(
s32
s11
)
ξ22 + ∂2
(
s22
s11
)
ξ23 −∂3
(
s32
s11
)
ξ22 + ∂3
(
s22
s11
)
ξ23 −2 s32s11 ξ2 2 s22s11 ξ3
 .
On calcule les six mineurs 2 × 2 de cette matrice et on cherche les points (x, ξ) pour
lesquels tous ces mineurs s’annulent. Après calculs, on obtient que (x, ξ) est un point
critique de p si et seulement si les quatre conditions suivantes sont satisfaites :
ξ2ξ3 = 0
ξ3∂2(s22)(ξ22 + ξ23) = 0
ξ2∂3(s33)(ξ22 + ξ23) = 0
∂2(s22)∂3(s33)(ξ22 + ξ23)2 = 0
.
Ainsi, il y a quatre cas à étudier selon l’annulation de ∂2(s22) et ∂3(s33). On obtient
finalement que
W =

(0, 0) if ∂2(s22) 6= 0 et ∂3(s33) 6= 0
D1 si ∂2(s22) = 0 et ∂3(s33) 6= 0
D2 si ∂2(s22) 6= 0 et ∂3(s33) = 0
D1 ∪ D2 si ∂2(s22) = 0 et ∂3(s33) = 0
,
où
D1 = {t(√s23,
√−s22), t ≥ 0} et D2 = {t(
√−s33,√s32), t ≥ 0},
où s22, s23 = s22 + 1, s33 et s32 = s33 + 1 sont des fonctions constantes selon le cas que
l’on étudie. On rappelle maintenant que dans le Théorème 3.6.4, on doit choisir un cône
C tel que ∂C ∩W = ∅ et l’on veut étudier l’ensemble
p−1(C ∩B(0, r)) = p−1(C) ∩ p−1(B(0, r)).
Soit r > 0, on commence par étudier l’ensemble p−1(B(0, r)). On rappelle qu’il existe
une constante c1 > 0 telle que
max
(
−s33
s11
,
s23
s11
,
s32
s11
,−s22
s11
)
≤ c1.
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Ainsi, si (ξ2, ξ3) ∈ B
(
0, r√2c1
)
et (x2, x3) ∈ T 2, alors
‖p(x, ξ)‖ =
√
p1(x, ξ) + p2(x, ξ) ≤
√
2c1(ξ22 + ξ23) ≤ r.
On déduit de ceci que
T 2 ×B
(
0, r√2c1
)
⊂ p−1(B(0, r)). (3.6.25)
On étudie maintenant l’ensemble p−1(C). On doit séparer notre étude en quatre cas
comme nous l’avons vu précédemment.
Cas 1 : ∂2(s22) 6= 0 et ∂3(s33) 6= 0. Dans ce cas on doit seulement éviter le point {(0, 0)}.
On considère le cône
C = {(x, y) ∈ R2 tel que  ≤ x,  ≤ y},  > 0.
Figure 3.5 – Cas 1
Par définition
p−1(C) = {(x, ξ) ∈ T 2 × R2,  ≤ p1(x, ξ),  ≤ p2(x, ξ)}
et puisqu’il existe c2 > 0 tel que
c2 ≤ min
(
−s33
s11
,
s23
s11
,
s32
s11
,−s22
s11
)
,
il existe η > 0 tel que
T 2 × (R2 \B(0, η)) ⊂ p−1(C).
Cas 2 : ∂2(s22) = 0 et ∂3(s33) 6= 0. On doit éviter la demi-droite D1 qui a pour pente
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β1 =
√−s22
s23
. On considère le cône
C = {(x, y) ∈ R2 tel que  ≤ x,  ≤ y ≤ β1x− },  > 0.
Figure 3.6 – Cas 2
Comme dans le premier cas, il existe η > 0 tel que
p1(x, ξ) ≥ , ∀(x, ξ) ∈ T 2 × (R2 \B(0, η))
et
p2(x, ξ) ≥ , ∀(x, ξ) ∈ T 2 × (R2 \B(0, η)).
La dernière condition peut être réécrite sous la forme
p2(x, ξ) ≤ β1p1(x, ξ)−  ⇔
√
s32
s11
ξ22 −
s22
s11
ξ23 ≤
√
−s22
s23
√
−s33
s11
ξ22 +
s23
s11
ξ23 − 
⇔
√
s32
s11
ξ22 −
s22
s11
ξ23 ≤
√
s22s33
s23s11
ξ22 −
s22
s11
ξ23 − .
On rappelle que, grâce à la condition donnée dans la Remarque 3.1.18,
s22s33
s23
> s32.
Ainsi, il existe  > 0 assez petit tel que
p2(x, ξ) ≤ β1p1(x, ξ)− , ∀(x, ξ) ∈ T 2 × R2.
Finalement, on a montré que pour un tel , il existe η > 0 tel que
T 2 × (R2 \B(0, η)) ⊂ p−1(C).
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Cas 3 : ∂2(s22) 6= 0 et ∂3(s33) = 0. On doit dans ce cas éviter la demi-droite D2 qui a
pour pente β2 =
√
− s32s33 . On considère le cône
C = {(x, y) ∈ R2 tel que  ≤ x, β2x+  ≤ y},  > 0,
Figure 3.7 – Cas 3
et on montre, comme dans le deuxième cas, que pour  > 0 assez petit il existe η > 0 tel
que
T 2 × (R2 \B(0, η)) ⊂ p−1(C).
Cas 4 : ∂2(s22) = 0 et ∂3(s33) = 0. On doit alors éviter l’ensemble D1 ∪D2. On considère
le cône
C = {(x, y) ∈ R2 tel que  ≤ x, β2x+  ≤ y ≤ β1x− },  > 0.
Figure 3.8 – Cas 4
Comme dans le premier cas, il existe η > 0 tel que
p1(x, ξ) ≥ , ∀(x, ξ) ∈ T 2 × (R2 \B(0, η))
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et, comme dans les deuxième et troisième cas, il existe  > 0 assez petit tel que
p2(x, ξ) ≤ β1p1(x, ξ)− , ∀(x, ξ) ∈ T 2 × R2
et
β2p1(x, ξ) +  ≤ p2(x, ξ), ∀(x, ξ) ∈ T 2 × R2.
Ainsi, pour  > 0 assez petit, il existe η > 0 tel que
T 2 × (R2 \B(0, η)) ⊂ p−1(C).
En conclusion, on a montré que dans tous les cas il existe η > 0 tel que
T 2 × (R2 \B(0, η)) ⊂ p−1(C). (3.6.26)
De plus, dans chaque cas le cône C défini dans (3.4.7) est, par définition, inclu dans le
cône C que nous avons considéré. On peut ainsi appliquer le Théorème 3.6.4 à ce cône.
Ainsi, grâce à (3.6.25)-(3.6.26) on a ainsi montré que pour r > 0 suffisamment grand
T 2 ×
(
B
(
0, r√2c1
)
\B(0, η)
)
⊂ p−1(C) ∩ p−1(B(0, r)) = p−1(C ∩B(0, r)). (3.6.27)
De l’inclusion (3.6.27) on peut déduire qu’il existe une constante c > 0 telle que
cr2 ≤ 14pi2 volΩ
(
B
(
0, r√2c1
)
\B(0, η)
)
≤ 14pi2volΩ
(
p−1(C ∩B(0, r))
)
.
Grâce au Théorème 3.6.4, on peut alors conclure qu’il existe c > 0 tel que
#{λ ∈ C ∩ Λ, |λ| ≤ r} ≥ cr2.
Finalement, on rappelle que
Λ = {(
√
µ2m +M,
√
ν2m +M), m ≥ 1}
et on note que, puisque µ2m → +∞ et ν2m → +∞, lorsque m→ +∞,√
µ2m +M ∼ |µm| et
√
ν2m +M ∼ |νm|, m→∞.
On rappelle enfin que
n(r) = #{λ ∈ C ∩ EM , |λ| ≤ r},
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sans compter la multiplicité, alors que le résultat obtenu ici a été calculé en comptant la
multiplicité. Cependant, la multiplicité des valeurs propres couplées est au plus 4 (voir la
Remarque 3.2.7). Ainsi, quitte à diviser par 4, on peut bien conclure que
lim n(r)
r2
> 0, r → +∞.
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Thèse de Doctorat
Damien GOBIN
Étude de problèmes de diffusion inverse à énergie fixée pour des variétés
asymptotiquement hyperboliques
Inverse scattering problems at fixed energy in asymptotically hyperbolic
manifolds
Résumé
On étudie des problèmes de diffusion inverse à énergie fixée
pour différents types de géométries ayant plus ou moins de
symétries. On commence par obtenir un résultat de diffusion
inverse local à énergie fixée pour l’équation de Dirac sans
masse et sans charge sur des variétés asymptotiquement
hyperboliques et à symétrie sphérique. Dans un second
chapitre on s’intéresse aux trous noirs de type
Reissner-Nordström-de Sitter qui sont des solutions à
symétrie sphérique et électriquement chargées de l’équation
d’Einstein. On obtient alors un résultat de diffusion inverse à
énergie fixée pour l’équation de Dirac massive et chargée.
Enfin, on s’intéresse à des variétés de Stäckel de dimension
trois ayant la topologie d’un cylindre torique, satisfaisant la
condition de Robertson et munies d’une structure
asymptotiquement hyperbolique. Sur ces variétés on utilise
la théorie de séparation des variables pour l’équation de
Helmholtz et une version multivariable de la méthode de
Complexification du Moment Angulaire afin d’obtenir un
résultat de diffusion inverse à énergie fixée.
Abstract
We study inverse scattering problems at fixed energy for
different geometries with more or less symmetries. First, we
obtain a local inverse scattering result at fixed energy for the
massless and chargeless Dirac equation on asymptotically
hyperbolic manifolds with spherical symmetry. In a second
chapter, we are interested in Reissner-Nordström-de Sitter
black holes which are spherically symmetric and electrically
charged solutions of the Einstein equation. We then obtain
an inverse scattering result at fixed energy for the massive
and charged Dirac equation. Finally, we are interested in
Stäckel manifolds of dimension three with the topology of a
toric cylinder, satisfying the Robertson condition and
endowed with an asymptotically hyperbolic structure. On
these manifolds we use the variable separation theory for
the Helmholtz equation and a multivariable version of the
method of Complexification of the Angular Momentum in
order to obtain an inverse scattering result at fixed energy.
Mots clés
Diffusion inverse, méthode CMA, variétés
asymptotiquement hyperboliques, symétrie
sphérique, équation de Dirac, trous noirs, variétés
de Stäckel, équation de Helmholtz, séparation
des variables, fonction de Weyl-Titchmarsh,
Théorème de Borg-Marchenko, théorie spectrale.
Key Words
Inverse scattering, CAM method, asymptotically
hyperbolic manifolds, spherical symmetry, Dirac
equation, black holes, Stäckel manifolds,
Helmholtz equation, variable separation,
Weyl-Titchmarsh function, Borg-Marchenko
Theorem, spectral theory.
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