The importance of an adequate inner loop starting point (as opposed to a sufficient inner loop stopping rule) is discussed in the context of a numerical optimization algorithm consisting of nested primal-dual proximal-gradient iterations. While the number of inner iterations is fixed in advance, convergence of the whole algorithm is still guaranteed by virtue of a warm-start strategy for the inner loop, showing that inner loop "starting rules" can be just as effective as "stopping rules" for guaranteeing convergence. The algorithm itself is applicable to the numerical solution of convex optimization problems defined by the sum of a differentiable term and two possibly non-differentiable terms. One of the latter terms should take the form of the composition of a linear map and a proximable function, while the differentiable term needs an accessible gradient. The algorithm reduces to the classical proximal gradient algorithm in certain special cases and it also generalizes other existing algorithms. In addition, under some conditions of strong convexity, we show a linear rate of convergence.
Introduction
Iterative optimization algorithms are based on the availability of simple building blocks related to the cost function that needs minimization. These building blocks, e.g., gradients and hessians in case of smooth optimization, should be easy to compute as they are evaluated at every step of the iteration process.
In the framework of the numerical solution of constrained optimization problems of type min u∈C f (u) with f a real-valued, convex, differentiable function and C a non-empty closed convex set in R d , projections onto convex sets play a crucial role, such as in the projected gradient algorithm [1] :
(with u 0 arbitrary and α > 0 a step length parameter). More generally, the optimization problem min
(with h a convex proper lower semi-continuous function) can be tackled with the proximal-gradient algorithm (see, e.g., [2] and references therein)
Apart from the gradient of the differentiable part, here one also needs the proximal operator of the non-differentiable function h, which was introduced in [3] (see also Definition 2.2) and for which explicit (and easy to evaluate) expressions exist for several useful cases [2] . One convergence result among many states that the algorithm (3) will converge to a minimizer (if one exists) when 0 < α < 2/L where L is the Lipschitz constant of the gradient of f [2] . A large number of generalizations of the proximal gradient algorithm exist, e.g., versions with variable metrics [4, 5] that exchange the Euclidean distance in the definition of the proximal operator for other ones (e.g., scaled Euclidean distances), depending on the iteration step n (see also [6, 7] ).
In this paper, we are interested in an optimization problem defined by a cost function which consists of three parts instead of two:
where f and h are as before and where A is a linear map and g is a convex proper lower semi-continuous function. This type of problem arises naturally when modeling inverse problems, e.g., in image deblurring, the function f may represent a quadratic data misfit between blurry data and the unknown image u, the function h may be used to impose positivity of image pixels and the term g(Au) can be used to regularize the inversion by restricting, e.g., the total variation of the unknown image (see, e.g., [8] for applications of continuous optimization algorithms in imaging). Other applications can be found in the so-called fused lasso problem in statistics [9] or in model selection with grouped variables [10] .
If the proximal operator of αh + αg • A were available, then algorithm (3) could be used for solving problem (4) (replacing prox αh in (3) by prox αh+αg•A ) as follows:
(with u 0 arbitrary). However, we will assume that the proximal operator of αh+αg•A is not explicitly available, rendering algorithm (5) ineffective. Still, we will suppose that the proximal operators prox αh , prox αg , and the linear operator A separately are at our disposal (in many cases of practical interest, the latter proximal operators are easier to compute in closed form than the former one). Such a problem has been studied in [6, [11] [12] [13] [14] . Pertinent algorithms have also been deduced from more general splitting algorithms for monotone inclusions [15, 16] .
It is well known that the proximal operator appearing in (5) can itself be found using an iterative algorithm based on dual variables (see for, e.g., [17] [18] [19] for a special case in the area of mathematical imaging). Hence, a nested algorithm (i.e., combining an inner loop with an outer loop) can be a straightforward way of tackling the described problem. Such nested primal-dual algorithms have already been used in practice for solving large-scale optimization problem in mathematical imaging and signal processing [20] .
Using an inner loop for the calculation of the proximal operator invariably introduces numerical error in the outer loop. In general, convergence of the proximal gradient algorithm (5) is robust with respect to errors of the proximal operator, in as much as the sum of all errors is finite [2] . However, such a condition is hard to verify in practice. Other (verifiable) conditions have also been proposed [21, 22] . The effects of inexact computation on accelerated proximal algorithms have been studied in [23, 24] .
In this paper, we fix the number of inner iterations in advance (thereby completely avoiding the need to check a sufficient inner loop termination condition, while potentially losing control on the accuracy of the approximation of the proximal operator), but use a feedback procedure to guarantee the overall convergence. Therefore, the main goal of this paper is to provide a rigorous convergence analysis of a nested iterative algorithm under an a priori finite termination condition of the inner loop (i.e., number of inner iterations is fixed in advance) with inner loop starting point feedback.
A "warm start" strategy is any method which uses the numerical result of one optimization problem as a starting point for a different, but closely related or perturbed, one. Such strategies are often used (e.g., for computing the solutions of a whole parameter family of optimization problems such as in [25] ), but theoretical guarantees or results are lacking. For example, a warm start strategy is used in an inner loop in the proximal gradient-ordered subsets framework applied to computer tomography in [26] , but this is only briefly mentioned in an accompanying technical paper [27, Algorithm 4 and below]. Thus, nested algorithms have already been proposed in the context of proximal algorithms; however, the convergence analysis presented here is novel and puts the use of such algorithms on a firmer footing, bypassing a need to rely, e.g., on the summability of errors in intermediate computations.
In the following section, we will write a specific nested primal-dual algorithm applicable to the described problem. It uses only gradients of the differentiable term, the linear map A (and its transpose), and the proximal operators of g and h. In addition to its convergence, we also prove a geometric convergence rate (under the additional assumption of strong convexity). The nested primal-dual algorithm could be interpreted as a generalization of the algorithm proposed in [28] and further developed in [13, 29, 30] in the sense that it could be identified as corresponding to just a single inner iteration in the algorithm discussed below. In that case, there is no real inner "loop" and the issue of its starting and stopping rule is absent. In this weak sense, the present proof of convergence generalizes the ones found in [13, 28] .
Nested primal-dual proximal gradient algorithm
In the remainder of the paper, we assume that f : R d → R is convex, differentiable and that the gradient of f is Lipschitz continuous (constant L). We also assume that h : R d → R ∪ {+∞} and g : R d → R ∪ {+∞} are proper, convex, lower semicontinuous functions. Finally, A : R d → R d is a linear map, and A signifies the largest singular value of the matrix A.
We start by recalling a number of well-known definitions and properties which are necessary for the derivation of the algorithms and for proving their convergence. 
It is easy to see thatû is a minimizer of h if and only if 0 ∈ ∂h(û). Also, under mild conditions [31] , one can show that ∂(h 1 + h 2 )(u) = ∂h 1 (u) + ∂h 2 (u) and ∂(g • A)(u) = A T ∂g(Au) where A is a linear map. 
The proximal operator is a non-expansive map (Lipschitz continuous with constant 1) defined on all of R d [2, Lemma 2.4].
Definition 2.3 Let
It is again a convex proper lower semi-continuous function. In fact, on this class, the Fenchel transform is its own inverse:
Next, we present some of the classical results of [3] under the form of the following lemmas.
proper, lower semi-continuous function. The following are equivalent:
Furthermore, proximal operators of primal and dual functions h and h * are related by Moreau's decomposition:
and any α > 0. Therefore, it suffices to know prox h (a) in order to compute prox h * (a) and vice-versa.
Proof See [3] .
Finally, we will need some further results on the Moreau envelope of a function.
Lemma 2.2 The Moreau envelope admits the following properties:
1.ĥ α is convex, proper, and lower semi-continuous;
Our goal for the remainder of this section is to write an approximate version of the proximal gradient algorithm (5), for problem (4) . Informally, it takes the form:
In particular, we aim to approximate the proximal operator prox αh+αg•A using an iterative calculation using dual variables. This calculation will involve the proximal operators of αh and of βα −1 g * , and the linear map A.
Lemma 2.3
The proximal operator of αh+αg •A evaluated at some point a, defined as:â = prox αh+αg•A (a) = arg min
can be computed asâ = prox αh (a − αA Tv ) wherev is the limit of the sequence
for step size 0 < β < 2/ A 2 and arbitrary v 0 .
Proof Writing out the variational equations that determine the minimizerâ, one finds:â
Using Lemma 2.1, the latter inclusions can equivalently be written as (non-linear) equations:â
where β > 0 is an arbitrary parameter and g * is the Fenchel dual of g. In other words, a andv are determined by the equations:
for some β > 0. Now, the variableâ can be eliminated from the second equation,
This equation forv can be solved using the fixed point iteration (10) . Indeed, if we set
(a convex differentiable function according to Lemma 2.2, point 3) and
(also a convex differentiable function), we see that the gradient of ψ is (Lemma 2.2, point 2):
A Lipschitz constant of the gradient of ψ is A 2 . Hence, iteration (10) is just the proximal gradient algorithm (3) applied to the "dual problem":
and therefore converges for 0 < β < 2/ A 2 .
Introducing further auxiliary variables u k , it is also possible to write iteration (10) as:
for k : 0, 1 . . .
for step size 0 < β < 2/ A 2 and arbitrary v 0 . As the sequence (u k ) k∈N in (12) converges to prox αh+αg•A (a) (by continuity of prox αh ), so does the sequence of averages. One can therefore write the following algorithm for approximating prox αh+αg•A (a):
for some choice of v 0 and k max ∈ N.
Instead of imposing an implicit stopping rule on the iteration (13), e.g., requiring that v k+1 − v k 2 < , we opt to fix the number of iterations k max in advance. In general, this means that there is no guarantee as to the quality of the approximation (13) . Indeed, the starting point could be chosen unfavorably.
If A, A T , prox αh , and prox βα −1 g * are available, algorithm (13) can be used to compute (an approximation of) the proximal operator present in algorithm (9) . By replacing a in (13) by u n − α ∇ f (u n ), we arrive at Algorithm 1. We will systematically use subscripted n as outer iteration index, and superscripted k as inner iteration index.
Algorithm 1 Nested primal dual algorithm
It is important to note that, in the proposed nested algorithm, the inner loop starts with the outcome of the previous inner loop: v 0 n = v k max n−1 , and that the number of inner iterations k max is fixed in advance. It is the former choice, rather than a "sufficient" number of inner iterations, that will allow us to prove convergence of this nested algorithm.
We remark that all iterates u n (n ≥ 1) in Algorithm 1 are in the domain of h, but not necessarily in the domain of g • A. In the special case h = 0 and k max = 1 (just one inner iteration), Algorithm 1 reduces to
which was proposed in [28] and further studied in [13, 29] . It was also interpreted in [7] (see also [6, 33] ) as a special case of a novel scheme extending several classical ones, like the forward-backward and Douglas-Rachford methods, as well as the more recent algorithm of Chambolle and Pock [34] . Later, it was re-derived under the name "Proximal Alternating Predictor-Corrector" (PAPC) algorithm in [30] . If a minimizer to problem (4) exists, algorithm (15) converges for 0 < α < 2/L and 0 < β < 1/ A 2 [28, 29] . In the following section, we will prove convergence of Algorithm 1 under the same conditions. Algorithm 1 is very similar to the one used in [20] for the special case of so-called total variation image denoising and deblurring problems. The main difference lies in the absence (in [20] ) of a feedback strategy for the inner loop: the authors of [20] restart the inner iteration at v 0 n = 0 (for all n) and observe that this, in combination with a fixed number of inner iterations, may lead to non-convergence of the outer loop. The main contribution of this paper therefore is the convergence resulting from the feedback strategy v 0 n = v k max n−1 (for all n > 0).
Convergence results
Three further lemmas are needed for proving convergence of Algorithm 1.
Lemma 3.1 The minimizersû of problem (4) are characterized by the equations
for any α, β > 0.
Proof The minimizers of (4) are characterized by the inclusion 0
The two latter inclusions can also be written as (see Lemma 2.1):
where α, β > 0 are arbitrary parameter and g * is the Fenchel dual of g. One obtains (16) by using the first equation of (17) to eliminateŵ. + ) is equivalent to the inequality:
We are now ready to state and prove the main theorems. Let 0 < α < 2/L, 0 < β < 1/ A 2 and k max ∈ N 0 . If the optimization problem (4) admits a solution, the nested primal-dual Algorithm 1 will converge to one.
Proof Letû ∈ arg min u f (u) + g(Au) + h(u), i.e., there existsv such that (16) are satisfied.
We use Lemma 3.3 with x =û and the definition of u k max n in Algorithm 1:
on the definition of u k n in Algorithm 1 (and choosing x = u k+1 n ):
for k : 0 . . . k max − 1, and on the first line of (16) 
Applying Lemma 3.3 again to the definition of u k n in Algorithm 1 (now with x =û):
. . k max − 1 and to the first line of (16) 
for k : 1 . . . k max − 1.
Finally, we apply Lemma 3.3 to the definition of v k+1
and to the second equation in system (16) 
By adding β times the inequalities (19) , (20) over k : 0 . . . k max − 1, (21) and (22) over k : 1 . . . k max − 1 and α 2 times inequalities (23) over k : 0 . . . k max − 1, and after canceling some (but not yet all) terms, one has:
On the last three lines of inequality (24) , all terms proportional toû orv drop, and the remaining inner products expand to:
k=0 v k+1 n , Au k n which equals:
Hence, one obtains from expression (24):
On the second line of (25), one can use the following bound:
where we have used the fact that L −1 ∇ f is firmly non expansive (Lemma 3.2), while the scalar products on the last line of inequality (25) can be replaced by
Now, we use the convexity of u n+1 −û 2 2 (as a function of u n+1 ) and the last line of Algorithm 1 to write:
where γ = 1/k max . Together with inequality (27) , and using the relation v 0 n+1 = v k max n , we finally find:
where we have used the norm v 2
Relation (28) and assumption 0 < α < 2/L implies that the sequence (u n , v 0 n ) n∈N is bounded. Hence, a limit point exists:
By summing inequalities (28) from n = 0 until n = N, one deduces also that:
This in turn implies that
also. It follows from the continuity of the operations in the right-hand sides of Algorithm 1 that (u † , v † ) satisfies the (16) , which characterize the minimizers of problem (4). One can then replace (û,v) by (u † , v † ) in inequality (28) to obtain
This then implies the convergence of the whole sequence (u n , v 0 n ) to (u † , v † ).
As usual, one expects that better convergence results can be obtained when strong convexity of the objective function is assumed. In [31, Example 27.12] , the linear convergence rate (to the unique minimizerû of problem (2)) of the proximal-gradient algorithm (3) is proven, when f is strongly convex (parameter μ), ∇ f is Lipschitz continuous (parameter L) and 0 < α < 2/L:
In [36] , a linear convergence rate of the proximal gradient algorithm (3) is shown for strongly convex h (instead of f ). The following theorem thus complements the results of [13, 28, 29, 36] . In addition, we assume that f is strongly convex (parameter μ), that h = 0 and that A T is coercive (parameter σ > 0):
Then, the primal-dual Algorithm 1 converges to the minimizerû of problem (4) at a linear linear rate:
for some 0 ≤ < 1 and γ = 1/k max . Here,v is the dual variable of (16) .
Proof As f is strongly convex, problem (4) is guaranteed to have a (unique) solution u. Hence, there existsv such that (16) are satisfied. We start from inequality (25) derived in the proof of Theorem 3.1. We use the following bound:
where we have used the fact that L −1 ∇ f is firmly non expansive (Lemma 3.2), that ∇ f is strongly monotone ∇ f (u n ) − ∇ f (û), u n −û ≥ μ u n −û 2 2 , (a consequence of the strong convexity of f , [37, Theorem 5.24] ) and the assumption that αL − 2 < 0. The second term on the right-hand side can be written as:
on account of the assumption that h = 0 (in this case, prox αh is the identity), the definition of u k n in Algorithm 1, and the first line in (16) . We thus find from inequality (25):
The inner products on the last line can be bounded using the first two terms in the right-hand side of expression (26) , such that one finds:
The last term on the right-hand side is dropped and the definition u n+1 = γ k max −1 k=0 u k+1 n (with γ = k −1 max ) and the convexity of · −û 2 2 then imply that:
as v 0 n+1 = v k max n . By setting = max((1 + μα(αL − 2)), 1 − βσ 2 ), one finds the announced inequality.
In order to show that 0 ≤ < 1, one proceeds as follows. On the one hand, αL − 2 < 0 implies 1 + μα(αL − 2) < 1, while 1 + μα(αL − 2) reaches a minimum for α = 1/L. This minimum is 1 − μ/L ≥ 0 as μ ≤ L for strongly convex functions f (with parameter μ) with Lipschitz continuous gradient (parameter L). One sees that 0
The proof of Theorem 3.2 unfortunately requires the assumption that h = 0. When h = 0, the dual problem (11) reduces to a quadratic plus proximable term:
When A T is coercive, the first term is strongly convex. For general h, we conjecture that a linear convergence rate still holds for Algorithm 1 when one assumes, in addition to the strong convexity of f that the function ψ appearing in the dual problem (11) is strongly convex. In [13] , a linear convergence rate is shown for Algorithm 1 with k max = 1 and assuming that g * is strongly convex (in addition to some other assumptions on f and A).
Conclusions
A generalization of the proximal gradient algorithm (3) consisting of nested primal and dual iterations was discussed and convergence was shown. The iterative algorithm requires access to a gradient and two proximal operators, but not to the inverse of the linear operator appearing in problem (4) . Similar problems and related algorithms are also discussed in [7, 11] . Under some additional conditions (related to strong convexity of the cost function), a linear convergence rate was shown. Nested iterative algorithms are abundant in numerical and applied mathematics. The proposed algorithm is very similar to the one in [20] . The main novelty lies in the rigorous discussion of the inner loop starting and stopping criterion. One often encounters inner loop stopping criteria of the form v k n −v k+1 n 2 < , which may give satisfactory numerical results, but may not guarantee convergence of the outer loop.
In addition, such a condition may just indicate slow convergence of the inner loop. Additionally, the inner loop starting point is often neglected in theoretical descriptions. In practice, a feedback/warm start mechanism of type v 0 n = v k max n−1 is sometimes added to "speed up" convergence of the inner loop. Here, we have shown that such a small change can already be sufficient to guarantee convergence. Such a discussion has not been given before, and it is the main contribution of this paper: in the context of nested iterative algorithms, inner loop "starting rules" can be just as effective as "stopping rules" for guaranteeing convergence.
No numerical experiments are presented. In fact, the proposed Algorithm 1 cannot be expected to be state-of-the-art by itself (lack of variable step length or line-search strategies [5, 38] ). The point here is just to prove that the described mechanism is sufficient for convergence. More sophisticated algorithms, e.g., incorporating linesearch rules to speed up convergence, exist. In those cases too, one could investigate the role of the warm start mechanism on the convergence of nested iterations.
Another possible extension concerns the convergence of nested accelerated primal-dual algorithms of Nesterov type. The convergence of the iterates of accelerated projected-gradient [39] and proximal-gradient algorithms [40] was shown in [41] . Nested primal-dual versions were proposed in [20] , again without feedback. The proof of convergence of algorithms of that type is still an open problem.
Another generalization concerns the use of variable stepsizes (α n instead of α and β n instead of β) in Algorithm 1. Finally, the condition 0 < β < 1/ A 2 seems to be too restrictive in view of the step size condition in Lemma 2.3 (0 < β < 2/ A 2 ). A variation of Algorithm 1 with a different feedback strategy is described in [42] .
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