In a recent paper the notion of quantum perceptron has been introduced in connection with projection operators. Here we extend this idea, using these kind of operators to produce a clustering machine, i.e. a framework which generates different clusters from a set of input data. Also, we consider what happens when the orthonormal bases first used in the definition of the projectors are replaced by frames, and how these can be useful when trying to connect some noised signal to a given cluster.
give rise to several possible procedures which can be of some utility when trying to identify or collect objects (i.e. signals), that are vectors in some Hilbert space. In particular, we shall construct some projector operators which allows to introduce an extended concept of distance that can be used also in clustering procedure, i.e. in procedures where a generic input signal need to be classified according to some similarity properties characterizing the signals we are analyzing. We shall apply our theoretical framework to concrete cases like the XOR, the clustering of colors, the classification of the tones played by an instrument and the diagnosis of the celiac disease. All these cases can be essentially connected with the concept of clustering and classification of patterns (see [5] for an overview of pattern clustering methods). Moreover, we shall also discuss in this paper how the clustering procedure proposed can be improved with the aid of the finite unit norm tight frames ( [6, 8, 7, 9, 10, 11, 12] ) if we introduce some disturbances in the signals we are analyzing.
The paper is organized as follows: in the next section we introduce the general idea of how our clustering machine (CM) should work, and we propose some applications; in particular in Section 2.1 we consider the XOR and the OR gates, in Section 2.2 we apply our CM to the clustering of colors in the RGB framework, in Section 2.3 we deal with the recognition of tones played by some instruments, and in Section 2.4 we apply our methodology to the diagnosis of the celiac disease. In Section 3 we show how to extend the same settings by replacing orthonormal (o.n.) bases with frames, and how this opens the possibility of correctly recognizing the cluster of some given noised signal. Some explicit applications are also considered. Section 4 contains our conclusions, and in the Appendix we introduce some properties of the frames.
Stating the problem and first considerations
Suppose we have N possible inputs I j which correspond to M ≤ N different outputs O α . We would like to construct a CM which is able, performing a single simple operation, to tell us which are the possible inputs that have produced an observed result. We consider a Hilbert space H made of all the vectors representing all the possible inputs from which we can obtain the outputs O α . We introduce N orthogonal and normalized vectors which we write as e α,k , where α = 1, 2, . . . , M and k = 1, 2, . . . , N α , N α being the different inputs I j 's giving rise to the same output O α . Of course, we have M α=1 N α = N. We assume that the inputs I j , a priori, do not cover all the possibilities giving raise to O α and hence the set E = {e α,k } could not be an o.n. basis for H. What we know for sure is that E is an o.n. set. For each fixed α, let H α be the finite linear span of the e α,k 's, k = 1, 2, . . . , N α . Then dim(H α ) = N α . Of course E is complete in H if and only if ⊕ M α=1 H α = H. In general, however, we can only say that H ⊇ ⊕ M α=1 H α . Notice that every f ∈ H α is necessarily orthogonal to each g ∈ H β , if α = β: f , g = 0.
Let us now introduce first the N orthogonal projection operators P α,k = |e α,k e α,k | satisfying P α,k P β,n = δ α,β δ k,n P α,k and α,k P α,k f 2 ≤ f 2 , for all f ∈ H. Of course if E is complete in H, then the strict equality holds. Now, out of the P α,k 's, M orthogonal projection operators can be defined, one for each output O α : Q α = Nα k=1 P α,k . They satisfy Q α Q β = δ α,β Q α , α, β = 1, 2, . . . , M, and, if E is complete in H, then M α=1 Q α = 1 1. {Q 1 , . . . , Q M } is our CM, which we are going to use as we will explain in detail. Let f ∈ H be the signal we want to analyze, and let us construct the related set {q 1 (f ), . . . , q M (f )}, where
We obviously have M α=1 q α (f ) ≤ f 2 for all f ∈ H, and the equality holds only if E is complete in H.
To explain how the CM works concretely, we now consider what happens in several different cases. Also, we will assume here that the signal we want to analyze is normalized, f = 1. However, it is worth noticing that this is not always possible in concrete applications, as in the RGB example we will consider later, since, in that particular case, normalizing the original signal produces a change in the colors.
(1) We first consider the case in which q α 0 (f ) = 1, for some α 0 ∈ {1, 2, . . . , M}.
This implies that q β (f ) = 0 for all β = α 0 . Hence the interpretation is clear: f corresponds to the output O α 0 , and therefore it is necessarily some linear combination of the vectors of the o.n. basis of
Again the interpretation is clear, but has a certain alea: we are almost sure that f corresponds to the output O α 0 , even if there exists a small probability that this is not the case. Of course, the closer q α 0 (f ) is to one, the smaller the probability that the output is not O α 0 . (3) Suppose now that there exist more than one index such that q α (f ) = 0.
To simplify the situation, let us suppose that q 1 (f ) and q 2 (f ) are both non zero, and that q 3 (f ) = · · · = q M (f ) = 0. Then we may have two different situations: (a) the first case is when q 1 (f )+q 2 (f ) ≃ 1. In this case, we can essentially exclude all the outputs except the first two, O 1 and O 2 , and which one between these two is the most probable depends on the difference between q 1 (f ) and q 2 (f ): for instance, if q 1 (f ) > q 2 (f ), then f , corresponds to O 1 more probably than to O 2 . For sure, it does not correspond to the other O α . From this point of view, a sort of degree of membership, [13] , related to the values of the q α (t)'s, could be introduced in our treatment. (b) the second case is when q 1 (f ) + q 2 (f ) is significantly smaller than 1. This clearly implies also that M α=1 q α (f ) is less than one. But, since f = 1, the conclusion is that a new output O M+1 is missing in our original set, and must be taken into account. Then E cannot be complete in H: there is at least one unit vector, e M+1,1 , which is orthogonal to all the other vectors in E. Hence dim(H) ≥ N + 1.
The vector e M+1,1 can be constructed using a sort of Gram-Schmidt orthogonalization procedure: we put firstf := f − Q 1 (f ) − Q 2 (f ), and then we define e M+1,1 =f f . One can check that e M+1,1 has all the required properties: it is normalized, and is orthogonal to all the vectors in E. The related projection operator is Q M+1 = P M+1,1 = |e M+1,1 e M+1,1 |. Now, by construction, we have that q 1 (f )+q 2 (f )+ q M+1 (f ) = 1, where q M+1 (f ) is defined in analogy with the others:
It is important to stress that, as we will discuss again, we cannot be sure that the set E ∪{e M+1,1 } is complete in H. In other words, it could further happen that dim(H) > N + 1, and this is clearly the case if we find a new signal g such that q α (g) ≈ 0 ∀α = 1, . . . , M + 1 . (4) Suppose finally that q α (f ) = 0 for all α = 1, 2, . . . , M. Then we are back to a situation similar to the one just considered: it surely exists a new vector, e M+1,1 , which is such that q M+1,1 (f ) = 1. Actually, since f is already normalized and it is orthogonal to all the vectors in E, it is enough to put e M+1,1 = f . As before, we conclude that dim(H) is, at least, equal to N + 1. However, it might happen that for some other signal, g ∈ H, again with g = 1, we get again q j (g) = 0, for all j = 1, 2, . . . , M + 1. Then we are forced to conclude that E ∪ {e M+1,1 } is not yet complete in H, and a second vector e M+2,1 = g must be added to this set. Of course, this might happen several times. However, if for all the signals f r el which are relevant for us, it happens that M+2 α=1 q α (f r el ) ≃ 1, we can conclude that, at least for our purposes, the effective dimension of H is exactly N + 2. It is not difficult now generalize further these results.
An apparently different way to compare signals using tools coming from functional analysis is based on the following idea: confider two signals f 1 , f 2 ∈ H. Then, the Schwarz inequality implies that | f 1 , f 2 | ≤ f 1 f 2 . Let us now define the following non negative function on H × H: 
. Now, assuming for simplicity that f 1 , f 2 ∈ R + , which is always the case in our explicit applications, we deduce that
which is clearly expected to be small when
Summarizing, when We discuss first the easiest examples, i.e. the XOR gate and then the OR gate. This is useful to clarify the ideas. Later on the same ideas will be applied to more complicated examples, living in high-dimensional Hilbert spaces.
Following our procedure, since we know that there are exactly 4 inputs and 2 outputs, we associate each input I j with the vector e j of the canonical o.n. basis of H = R 4 . We recall that e j has three zero entries, while the j-th entry is equal to one. Then, P j = |e j e j | is a 4 × 4 matrix with all zero elements except the j-th one in the main diagonal, which is equal to one. Then
Suppose the signal f coincides with one of the vectors of E, for instance with e 1 . Then, it is clear that {q 1 (f ), q 2 (f )} = {1, 0}. Measuring the output of the CM we are able to deduce that the input of the XOR must correspond to either I 1 or to I 4 (or a certain linear combination of these two), since the related output is exactly O 1 . Analogously, if for some signal g ∈ H our CM produces the output {q 1 (g), q 2 (g)} = {0, 1}, we can deduce that g must be a linear combination of I 2 or I 3 , while it is surely neither I 1 nor I 4 . Suppose now that, for some non trivial signal h ∈ H, we find {q 1 (h), q 2 (h)} = {0, 0}. This means that h is orthogonal to e j , j = 1, 2, 3, 4. Hence dim(H) must necessarily be larger than four, and E cannot be a basis for H. Then we can introduce a fifth vector, e 5 := 1 h h, which is surely orthogonal to all the vectors in E, and a related projection operator Q 3 = P 5 := |e 5 e 5 |, defined as the ones above. Of course, this can not be the case for the XOR we are considering here, but it might be the case in other situations. In this case, we enlarge the set E by adding e 5 : E 1 = {e j , j = 1, 2, 3, 4, 5}, and we can now hope that E 1 is an o.n. basis for H. This fact, however, is again not guaranteed in general. Let us now consider a signal f which is a general, normalized unknown combination of the vectors in E. In this case, a natural way to relate f with some of the possible inputs, is to compare q 1 (f ) with q 2 (f ), and to interpret these values as probabilities, as already proposed: the closer q 1 (f ) to one, for instance, the higher the probability that f is either I 1 or I 4 . If, on the other hand, q 2 (f ) ≃ 1, f is most likely I 2 or I 3 . Finally, if q 1 (f ) and q 2 (f ) are of the same order, then we are not in a position to say much about f .
The OR gate works essentially in the same way. In this case the inputs are the same as before, but the correspondence with the outputs O 1 = 0 and O 2 = 1 is different. I 1 is associated to O 1 , while all the other inputs are associated to O 2 . Hence the relevant projection operators areQ 1 
Once again, the interpretation does not change.
We have further considered the possibility of having some (easy) map trans-forming the XOR into the OR gate. This could have interesting consequences in concrete applications, of course. More explicitly, we have asked ourselves whether an invertible operator U exists such thatQ j = UQ j U −1 , j = 1, 2. The answer is negative, as one can easily understand. In fact, this map preserves traces, while it is clear that trace(Q j ) = trace(Q j ). A direct computation also shows that, even if U is not necessarily invertible, the relationsQ j = UQ j andQ j = UQ j U † cannot be true either, for any possible choice of U. So we could conclude that the projectors associated to the XOR and those associated to the OR gates cannot be linked by simple operations as those proposed so far. However, we can set up a different strategy which produces, up to a bijection, the desired result. The idea is simple: we associate, via an invertible map Φ, the two Q j and the twoQ j operators, to four orthonormal vectors
Notice also that U is not invertible. Now, it is clear that U makes the job. Indeed we have Uϕ 3 = ϕ 1 , Uϕ 4 = ϕ 2 , Uϕ 2 = Uϕ 1 = 0, and
Then, for instance,
These equations show how to go from (Q 1 ,Q 2 ) to (Q 1 , Q 2 ). The inverse transformation is implemented by U † .
A second example: RGB colors
Color clustering technique has broad applications in many engineering, medical and computer science situations, see, for instance [14, 15] . We apply here the ideas introduced so far to the simple case in which we want associate an input color f to some given reference colors.
We first consider three different reference points, R (which stands for red), G (for green) and B, (for blue). In the standard RGB-notation, they correspond to the following three o.n. vectors of H RGB := R 3 : R = (1, 0, 0) = e 1 , G = (0, 1, 0) = e 2 and B = (0, 0, 1) = e 3 , which form a basis for H RGB . They clearly produce three different orthogonal projection operators Q j = P j = |e j e j |, j = 1, 2, 3, and each signal f ∈ H RGB (i.e. any other color) produces three different numbers q j (f ) = | e j , f | 2 . Needless to say, if for instance
then f is almost green. As an example, let f R = (0.95, 0.1, 0.1). Then q 1 (f R ) = 0.9025, while q 2 (f R ) = q 3 (f R ) = 0.01. In this way, choosing a suitable ǫ > 0, we can construct three different clusters of signals, each centered around a different reference point and of radius ǫ. For instance, a cluster K ǫ (R) centered in R contains all the signal f such that
. Notice that the inequality q j (f ) ≤ f 2 is automatically satisfied, for all j, because of the Schwarz inequality. Notice also that, if
and, according to our previous interpretation, f is really different from green and blue! It could be worth observing that, since in RGB we cannot require f to be normalized (otherwise we change the color!), we must pay attention to the fact that having, for instance, q 1 (f ) = 1 does not imply that f ∈ K ǫ (R). A simple counterexample is provided by the signal f = (1, 1, 1) . Of course we have q j (f ) = 1 for all j. However, if we take ǫ reasonably small, q j (f ) ≥ f 2 − ǫ ≥ 3 − ǫ is false. Then f does not belong to any (reasonably small) cluster centered in R, G or B.
It could be also useful to consider our procedure from a different perspective. In fact, it is easy to understand that if a signal f is close to be red, then
63. This allows to extend our CM to other reference points which do not belong to E = {e j , j = 1, 2, 3}. For instance, let us consider the following new reference points P 1 = (0.6, 0, 0.6) (which is purple) and P 2 = (0, 0.8, 0.2) (some sort of green). Let us now consider the following inputs, which we need to classify, with respect to P 1 and P 2 : f 1 = (0.8, 0.1, 1), f 2 = (0.3, 0.6, 0.1) and f 3 = (0.7, 0.8, 1). We easily find that
0.81, j = 3,
These results suggest that f 1 is closer to P 1 than the other inputs, and that f 2 is not very different from P 2 , while f 3 is really another color, neither purple nor green. This is in fact what one observes, since f 1 is a different purple, f 2 is a dark green, while f 3 is a pale blue.To these same conclusions we arrive considering, as in formula (1), the function F [f , g]. We find
These results suggest the same conclusions as above, but differences are made much more evident! Looking at these results we can safely say that f 1 belongs to a suitable cluster of P 1 , while f 2 and f 3 do not (if ǫ is not large enough). Also, f 2 belongs to a suitable cluster of P 2 , while f 1 and f 3 do not.
Recognition of tones
Let us now consider the practical case in which our input signal is a sound sample which reproduces a single defined tone and we want to recognize this tone. The input signal is a sound produced by any instrument (or by the human voice). As we shall better explain later, in some cases it is necessary to know which is the instrument used to play the sample.
Here we consider input signalsf that are in waveform audio file format (i.e. WAV files) with the common sampling frequency of 44.1 kHz. This roughly means that the audio is recorded by sampling it 44.100 times per second. Thereforef is a N dimensional vector of R N , where N depends on the time length t s of the sound in such a way that t s = N/44100. For simplicity we consider here only sounds that are 1 second long, so that N = 44100. Theñ f = (f 1 ,f 2 , ...f 44100 ) ∈ R 44100 . However we do not directly work on the signal f . In fact, to deal with audio signals in audio-processing engineering, one generally needs to evaluate the Time Discrete Fourier Transform
k=0f k e −ik2πn/N of the original signalf , and consider the resulting vector made by all modula of the Fourier modes |F D [f ](n)| (sometimes, in audioprocessing engineering, also the square modulus is used, see [16] ).
Hence our final input signal is f = 22050 n=1 |f n |e n , where e n is the n-th element of the canonical o.n basis E of H sound = R 22050 (as it is well known the algorithms computing the Fourier transform of a real input signal of length N, returns a complex vector of N/2 elements, and this is why our space has dimension 22050). We always consider our input signal f normalized 1 so that f = 1. Here . is the norm in H sound . Each component of f is related to a specific f r equency in the frequency domain. It is well known that if the signal f represents a specific tone t, then it has a fundamental frequency k t significantly excited (|f kt | ≫ 0) and in general, depending on the kind of instrument which produces this tone, some of the frequencies multiplies of k t are excited as well (|f j·kt | ≫ 0 for some j = 2, 3, 4, . . .). These latter frequencies are the so called harmonics, which sometimes have even bigger amplitudes than the fundamental frequency. On the other hand, the neighboring frequencies of the fundamental and of the harmonics all decay rapidly to zero. A typical input signal f A2 is shown in Fig.1 , where f A2 represent the tone A2 of an electric guitar playing the second open string (we consider here the standard guitar tuning EADGBE), and the fundamental frequency here is 110Hz. The tone A2 means that we are playing the tone A in the second octave: each octave contains all the 12 semitones, i.e. 
The difference between a tone on two different octaves is that the tone belonging to the higher octave plays sharper and its fundamental frequency is higher (for instance the tone A3 has the fundamental frequency 220Hz). We stress that the number of harmonics excited strictly depends on the instrument. For example we have noticed that a bass guitar can have two or three harmonics significantly excited, while some digital piano can have only one significant harmonic.
As we did before for RGB, we need here to build a set O of reference inputs (tones) to compare them with the unknown signal f . A generic element O t in O can be a vector in which the fundamental frequency k t and a finite number n h of its harmonics are excited, while the other frequencies can be set to zero. In this way O t is essentially a real input vector, and it represents a specific tone t depending on the value of k t : for instance, the vector O A2 representing the tone A2, has the components O (e kt + e 2kt + ...e (n h +1)kt ), k t ∈ F O . Once we have build the set of reference tones, we can apply our strategy to recognize the input signal f . Following the RGB example where the reference points were colors different from R,G and B, we have computed all the values
However, our ability to recognize the tone and the correct octave depends on the number n h of harmonics excited. By taking n h = 0 we obviously obtain O 0 = {e j , k j ∈ F O }, and hence the references tones are the element of the basis of H sound . But fixing n h = 0 we have to face with some drawbacks. In fact, suppose to have a very simple input sound f whose components follow the rule
This signal represents the tone A2, as it has the fundamental frequency k f = 110 and two harmonics excited. A straightforward computation shows that F [f , e 220 ] < F [f , e j ] and f − e 220 2 < f − e j 2 for all j = 220; this means that the signal f is wrongly recognized as a tone A3. This issue arises if we apply our strategy also to a real sound. In Tables 1-2 the results related to an input signal f A2 representing the tone A2 (see Fig.1 Table 2 :
It is evident how, once again, the procedure wrongly recognizes the signal as a tone A3 both with the square norm value and with the function F , and this is somewhat obvious as the first harmonic of f (220Hz) has amplitude greater than the amplitude of the fundamental (110Hz). Actually, with n h = 0, we have built a set or reference tones which are not really similar to an input signal given from the electric guitar.
However, it is worth noting that the case n h = 0 well recognizes the octave for input signals having only the fundamental frequency significantly excited (for instance sounds recorded from some digital piano). Generally, to avoid the misrecognition of the octave we should construct the set O n h so that the reference tones O t are closer to the kind of signal we are analyzing. As previously said the signals relative to a guitar/bass guitar have 2 or more harmonics excited. Therefore, it is more appropriate to take n h = 2. Hence the vectors in O 2 are no more vectors of the basis E of R 22050 . The results for n h = 2 are shown in Tables 3-4 : in this case we can well recognize both the tone and the octave. We have also checked (these results not shown here) if the recognition works for other input signals from an electric guitar/bass guitar, and we were always able to well recognize the correct tone when n h = 2.
We have also applied our procedure to other instruments (violin), and in that case we were able to recognize all the input signals by taking n h = 4 (this is due to the fact that a violin has more harmonics significantly excited than an electric guitar). Table 3 : Table 4 :
Celiac disease diagnosis
We now consider an application of a completely different kind, i.e. the case in which our inputs are vectors containing numerical values representing symptoms, signs and laboratory findings useful to diagnose the celiac disease. Our strategy is based on the idea that we can use a large set of patients with known diagnosis (celiac or not celiac), to determine if a new patient is celiac or not. To borrow a common word used in clustering procedures, we use a tr aining dataset S tr ain made of 300 input data I j , j = 1, 2, . . . , 300, for which the corresponding outputs (the diagnosis) are O 0 (no celiac) or O 1 (celiac , and each patient is seen as a vector f = (f 1 , ..., f 35 ) ∈ R 35 to which an output O j , j = 0, 1 is associated; the o.n. basis is the usual one, e j , j = 1, 2, . . . , 35. For simplicity we write S tr ain = S 0 S 1 , with S 0 S 1 = ∅, being S 0 the set of inputs having O 0 as output, and S 1 those having O 1 .
To check if a new patient f new is celiac or not, we compute
we mark the patient as not celiac, while he is marked celiac whether d 0 < d 1 ; this is somehow obvious to understand, because if d 0 > d 1 (resp. d 0 < d 1 ) means that the patient f new has similarities with a patient that is already marked as not celiac (resp. celiac). The case d 0 = d 1 , which however is quite unlikely and was never observed in our computations, represents a doubtful situation: this means that we have found two vectors f 0 ∈ S 0 , f 1 ∈ S 0 so that
In this case we could remove f 0 , f 1 from S 0 and S 1 and compute the new values of d 0 and d 1 to deduce our diagnosis; notice however that it is still possible, thought quite unluckily, to get again d 0 = d 1 . In this case, we have to repeat once more this procedure.
To test this idea we have considered a set S new containing 30 new patients, for which the diagnosis is known (otherwise it is impossible to check if the procedure works). By applying our procedure we have obtained that 26 over 30 diagnoses were correct. In particular the 4 wrong diagnosis contain 1 patient erroneously marked as not celiac , and 3 patients erroneously marked as celiac. It is worth noting that the same results, with the same wrong diagnoses, are obtained if we determine d 0 and
To compare these results with other classical method we have build a decision tree based on the C4.5 algorithm, [24] , which uses the concept of information entropy. The training dataset used is S tr ain and calculation are performed through W eka software, [25] . The application of the decision tree has determined 7 wrong diagnoses: what is relevant is that 4 of these erroneous diagnoses are the same of our procedure, but, worst than ours, the decision tree makes three more mistakes. Even if the test set is at the moment not too large, the results of our analysis already show that the efficiency of our method is at least comparable with other classical techniques.
We are willing to apply our strategy also to the diagnosis of the Kawasaki syndrome, but we are still completing the creation of a dataset sufficiently rich to train the system. Of course, still a different possibility would consists in comparing our results with those given by some artificial neural network (ANN). Indeed, for the celiac disease, this has been done, and our results suggest again that our CM works better than the ANN.
The role of the frames
In this section we replace o.n. bases of H with frames. Frame theory has been successfully used in many pure and applied mathematical contexts. This includes time-frequency analysis [17] , image processing/reconstruction [18] , quantum measurements [19] , sampling theory [20] , data recovering [21] and bioimaging [23] , to name a few. As we will explicitly show, frames are useful in our context since they allow our CM to work with noised signals and, in particular, they allows to recognize which is the relevant cluster for a signal f ∈ H to which some noise ν has been added. This could be important when, for instance, the signal is transmitted from a source to a receiver, or when some background noise is present, or in many other concrete situations. We stress that our transmission is subjected only to some noising effect, and we shall not deal in this case with data loss or corruption. However the latter cases are also typical settings in which frames are used. For instance in [6] a quantized frame expansion has been used to guarantee robustness to the transmission of packet network, while in [7] the authors give a complete classification of frames with respect to their robustness to erasures in the same setting (we also mention [22] where the authors introduced a measure for optimality of frames under erasures).
We now describe our mathematical setting based on frames. Let F Ψ = {Ψ j , j = 1, . . . , N} be an (A, B)-frame for the finite dimensional Hilbert space H, see [10, 11] and the Appendix, for few useful results. Then, calling FΨ = {Ψ j , j = 1, . . . , N} its (canonical) dual frame, any vector f in H can be written as
We introduce the dissimilar ity measur es ∆ and ∇:
and
It is clear that both ∆(f , g) and ∇(f , g) are non negative and that ∆(f , g)
It is possible to check that both ∆(f , g) and ∇(f , g) reduce essentially to the norm distance when F Ψ is an o.n. basis. In fact, if this is the case, it is well known thatΨ j = Ψ j for all j. Then ∆(f , g) = ∇(f , g) = sup j | Ψ j , f − g |, and the following proposition holds:
Proof: The first result follows from the Schwarz inequality:
To prove the second statement, we use the Perseval equality as follows
Here we have used the fact that, since by assumption
✷
Of course, since in this proposition F Ψ is assumed to be an o.n. basis for H, dim(H) = N. Finally, this result also proves that both ∆(f , g) and ∇(f , g) can be seen as a sort of extended distances, not very different from the distance defined by the norm in H. This conclusion is also true when F Ψ is a frame (and not necessarily an o.n. basis). In fact, in this case, we have
), for all f , g, h ∈ H. As for ∇(f , g), the analogous of (i) and (ii) are also satisfied, but the triangular inequality is not, in general. Hence ∇ is not a distance, but still can be used, to some extent, to measure the difference between two vectors f and g. In this case, if ∆(f , g) ≤ ǫ and if F Ψ is a frame, not necessarily an o.n. basis, we get
Again, if ∆(f , g) ≤ ǫ, and if both N j=1 Ψ j and N j=1
Ψ j are finite and independent of ǫ, f − g goes to zero with ǫ.
Remark:-if we again assume for a moment F Ψ to be an o.n. basis for H, then (4) is weaker than the one deduced in Proposition 1, since, whenever dim(H) > 1, dim(H) < dim(H).
We are now ready to use this framework for our original clustering problem. For that, let now P ∈ H be our reference point, f ∈ H and f noised = f + ν the signal we want to attach to P , with the noise added. We start defining three, in principle, different neighborings of P :
Of course, from what we have seen, there exist connections between these sets. For instance, since ∆(f , P ) ≥ ∇(f , P ) for all f ∈ H, we deduce that
Mǫ (P ). Other properties of this kind could also be deduced.
We will now see why frames could be more useful than o.n. bases in a clustering procedure involving noised signal.
An example in
We begin with a very simple example, living in a three-dimensional space. Let P = (1, 2, 3) be a point (or a vector) in H. Our aim is to construct, for this reference point, the clusters in (5) and we want to show, in particular, that using K . ǫ (P ) could be not a proper choice to recognize signals affected by noise.
In fact, it is very easy to construct an example: let us consider the following clean signal, f = (1.1, 2, 3), and a small noise ν = (0, 0.1, 0). Hence f noised = (1.1, 2.1, 3) . Now, f − P = (0.1, 0, 0) while f noised − P = (0.1, 0.1, 0). Let us now further fix ǫ = 0.1 as the size of the clusters. Then the original signal, f , belongs to K . ǫ (P ), while the noised signal does not. In fact we have f −P = 0.1 ≤ ǫ, while f noised − P = √ 0.02 ≥ ǫ.
This means that, when we send f to a receiver R, since along the way the original signal is noised and f noised is what it is received by R, the receiver could determine that f does not belong to K . ǫ (P ). This is a wrong conclusion, since f ∈ K . ǫ (P ). Let us now show that this can be avoided using frames rather than o.n. bases 2 .
Let us now consider the tight dual frame F Ψ introduced in the Appendix, and its dual frame. A straightforward computation shows first that ∆(f , P ) = max{0.1, 0.08} = 0.1 ≤ ǫ while ∇(f , P ) = min{0.1, 0.08} = 0.08
So f is close to P in any of the possible ways we have considered here. Now, let us see what happens for f noised . It is again very simple to check that ∆(f noised , P ) = max{0.1, 0.08} = 0.1 ≤ ǫ and that ∇(f noised , P ) = min{0.1, 0.08} = 0.08 ≤ ǫ. Therefore, also the noised signal belong to the same cluster as f , whichever choice we make. Then, in this case, both ∆ and ∇ work fine for our purposes.
Remark:-Of course, it is not difficult to adapt this example to RGB, since the Hilbert space is exactly the same, so that we can use the same frame. However, we will not do it here, since this explicit application is now absolutely straightforward. Rather than that, we prefer to focus now on recognition of noised tones, for which the Hilbert space is significantly bigger.
Recognition of tones, part 2
In this section we shall see how frames can be useful in the recognition of a tone in which some noise is added. Let us consider for instance the situation shown in Fig.2 . A noised signal g A2n is generated by adding some noise ν to the first 1000 components of an input signal g A2 representing some kind of digital sound reproducing the tone A2. Therefore, g A2n = g A2 + ν, where ν is a vector of R 22050 whose first 1000 components are random number ranging from 0 to 0.1, while the others are set to 0. Following what was proposed in Section II.3, to recognize the tone g A2n we first build the set of reference tones O 2 (n h = 2), and then we can evaluate the various squared norms g A2n is a noised A2 tone, we should expect that g A2n − O A2 2 < g A2n − O j 2 , for all O j = O A2 , but, on the contrary, the tone is not correctly recognized, as we have obtained that the minimum value is g A2n − O A3 2 = 3.792, while g A2n − O A2 2 = 3.927. Therefore the noised signal g A2n is wrongly recognized as a tone A3, and this is clearly due to the presence of the noise in the signal.
On the other hand, we can define Frames are therefore useful in this application as they can overcome the issues related to the presence of some noise to some given signal. However, it should also be observed that using the difference given by the norms sometimes work efficiently enough: in other words, most of the times the noised signals are recognized both using the norm of the difference, as in Section II, or using ∇ or ∆. Still sometimes, while ∇ or ∆ recognize the noised signal, the norm does not. This, in our opinion, makes frames important for this kind of applications.
Conclusions
In this paper we have used some ideas, very common in quantum mechanics, functional analysis and harmonic analysis, to construct what we have called clustering machines, i.e. strategies useful to classify some inputs dividing them in different clusters. Also, we have shown how frames can be used when the signals are affected by some noise, as when the signal is transferred from one place to another. We believe that frames is a more natural choice, with respect to o.n. bases, exactly because of their redundancies. This is not a surprise, since overcomplete sets are quite often used exactly for taking into account a possible loss of information.
We have applied successfully our strategy to logic gates, RGB colors, and recognition of tones, both for un-noised and for noised signals, and to the diagnosis of the celiac disease for which we have used a set of symptoms and signs as an un-noised signal, and we have compared our conclusions with those deduced adopting other clustering strategies. Concerning the next steps, we plan to compare our CMs also with other methods coming, for instance, from fuzzy logic.
Appendix: few facts on frames
Let A and B be such that 0 < A ≤ B < ∞, and let J ⊆ N.
Definition 2 A set of vectors F Ψ = {Ψ j ∈ H, j ∈ J } is an (A, B)−frame if,
If A = B, the frame is called tight.
It is well known that, while all o.n. bases are tight frames with A = 1, the converse is true only when Ψ j = 1 for all j ∈ J . The theory of frames is extremely rich and elegant. The only aspect we will discuss here, which is the one really useful for us, is how a resolution of the identity can be recovered out of F Ψ . For that, the first step consists in introducing the so called frame
