Abstract: We obtain a criterion for the convergence of the Mellin-Barnes integral representing the solution to a general system of algebraic equations. This yields a criterion for a nonnegative matrix to have positive principal minors. The proof rests on the Nilsson-Passare-Tsikh Theorem about the convergence domain of the general Mellin-Barnes integral, as well as some theorem of a linear algebra on a subdivision of the real space into polyhedral cones.
Introduction
In 1921 Mellin came up with the Mellin-Barnes integral [1] representing the solution y(x) to the reduced algebraic equation y n + x 1 y n−1 + · · · + x n−1 y − 1 = 0.
The nonempty convergence domain of this integral is determined by conditions on the arguments θ j = arg x j . Full description of the domain was recently obtained by Antipova [2, 3] . Moreover, the articles [4, 5] consider the systems of differential equations (Mellin systems) satisfied by solutions of algebraic equations. This article discusses similar objects in higher dimensions. Consider the system of algebraic equations of the form y
where Λ (j) ⊂ Z n . Denote by Λ := n j=1 Λ (j) the disjoint union of Λ (j) and by N , the cardinality of Λ. The set of coefficients of (1) runs over the vector space C Λ ∼ = C N x , in which the coordinates of the points x = (x λ ) are indexed by λ ∈ Λ. As a rule, we combine the group of coordinates corresponding to λ ∈ Λ (i) to x (i) λ and identify C Λ with the direct product C Λ (1) ×· · ·×C Λ (n) ; sometimes we write x λ for the elements of C Λ (i) emphasizing that λ ∈ Λ (i) .
We also regard Λ as the matrix
whose columns are the vectors λ k = λ k 1 , . . . , λ k n of exponents of the monomials of (1). Here we mean that the block Λ (i) of Λ corresponds to equation i of (1), while the indexing of the columns λ k inside each block of Λ (i) is arbitrary but fixed. Denote the rows of Λ by ϕ j for j = 1, . . . , n. We are interested in the branch of the solution y(x) = (y 1 (x), . . . , y n (x)) to (1) satisfying y(0) = (1, . . . , 1), which we call the principal solution. Following [6, 7] , associate to the monomial y μ = y μ 1 1 . . . y μn n of the principal solution y = y(x) the Mellin-Barnes integral
choosing the vector γ in the polyhedron u ∈ R N >0 : ϕ j , u < μ j , j = 1, . . . , n , where Q(u) is the polynomial expression for the determinant
Integral (2) results from a formal calculation of the Mellin transform of y μ (x) using a change of variables linearizing (1) (see [6, 7] ). Consider the collection of all matrices of the form ⎛ ⎜ ⎝
where each column vector
T runs over the corresponding set Λ (j) , i.e., the set of exponents of monomials with variable coefficients appearing in equation j of (1). Call a minor of the matrix a principal minor whenever the collections of indices of its rows and columns coincide. Thus, the class of systems with nonempty convergence domain of integral (2) is rather small. In the proof of Theorem 1 we use the result of Nilsson, Passare, and Tsikh, see [8] or [9, Subsection 4.4.1], on the convergence domain of the general Mellin-Barnes integral. Moreover, the theorem on subdividing R n into polyhedral cones (see [10] and also [11, Subsection 7.6] ) plays an important role in our proof.
This article studies only the situation when the convergence domain of (2) is nonempty. To calculate the domain itself is a laborious task. Since the singular points of the solution y(x) to (1) constitute the discriminant set of (1), see [12] , the description of the convergence domain is closely related to the concept of coamoeba of a discriminant set; recall that the coamoeba of an algebraic set is its image in the angular subspace. In the case n = 1 the locations of the coamoebas for the convergence domain and the discriminant set are illustrated in [2] ; see also [9, Subsection 4.4]). The case n = 2 of Theorem 1 was proved in [13] . 
