Three singlet states, namely a closed-shell ground state and two excited states with 1 ππ* and 1 nσ* character, have been suggested to be responsible for the radiationless decay or photochemical reaction of photoexcited thioanisole. The correct interpretation of the electronic spectrum is critical for understanding the character of these low-lying excited states, but the experimental spectrum is yet to be fully interpreted.
Low-lying excited electronic states of thioanisole are calculated by various wave function and density functional methods. Electronic absorption spectrum is simulated and interpreted.
Introduction
As discussed by Sobolewski, Domcke, and coworkers, 1,2,3,4 many organic molecules with aromatic rings and heteroatoms have photoinduced hydrogen detachment channels in the gas phase and proton transfer channels in protic solvents that are mediated by a repulsive 1 πσ* or 1 nσ* state. Among these, phenol and thiophenol, as well as their derivatives anisole and thioanisole, exhibit qualitatively similar potential energy profiles that may be considered prototypes of this behavior. 5, 6, 7, 8, 9, 10, 11, 12, 13 For thioanisole, the existence and nature of the 1 nσ* state has been identified and discussed in previous work. 13, 14 It was conjectured, based on complete active space self-consistent field (CASSCF) calculations and spectroscopic studies, that the dynamics of the photodissociation of thioanisole into thiophenoxyl and methyl radicals is facilitated by the coupling of the optically accessible 1 ππ* state to the dark 1 nσ* state. The detailed mechanism of the reaction is, however, still open to question.
Our ultimate goal is to use theory and computation to gain more insight into the mechanism, by constructing the potential energy surfaces of the relevant ground and excited states and performing dynamical simulation on the coupled surfaces. As the first step, in this work we study the ultraviolet absorption spectrum of thioanisole to obtain more information about the character of the electronic excited states in the Franck-Condon region and to validate electronic structure methods for calculating these states. A vapor-phase experimental spectrum was reported in a recent article 14 but has yet to be fully interpreted and understood. Instead of assigning states to the spectral bands simply according to their vertical excitation energies and transition probabilities, we attempt to simulate the spectrum using a normal-mode sampling strategy as detailed below so as to directly compare the simulated profile to the experimental spectrum.
The rest of this paper will proceed as follows. After describing the computational details in Sec. 2, we discuss in Sec. 3 the optimized geometries of S 0 and S 1 , the character of the excited We used five basis sets. In order of decreasing completeness, they are:
• augmented correlation-consistent polarized valence triple zeta with an additional tight d function for sulfur: aug-cc-pV(T+d)Z; 15, 16, 17 • minimally augmented, multiply polarized valence triple zeta: MG3S;
18
• minimally augmented, polarized valence triple zeta (multiply polarized for sulfur), denoted as MB hereafter: 6-311+G(d) 19, 20 for carbon and hydrogen and MG3S for sulfur;
• partially augmented, correlation-consistent polarized valence double zeta with an additional tight d function for sulfur: jun-cc-pV(D+d)Z; 15, 16, 17, 21 • minimally augmented, polarized valence double zeta: 6-31+G(d); 20, 22, 23, 24 We used both Kohn-Sham density functional theory (KS-DFT) and wave function theory (WFT) for electronic structure calculations. The levels of theory and their abbreviations are listed in Table 1 along with references 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42 that explain each level of theory.
We used the following software to perform various types of calculations: Gaussian 09, 43 44, 45 NWChem, 46 ANT (incorporating the MOPAC 5.021mn code), 47, 48 and Multiwfn. 49 The calculations done with each software package are listed in Table 2 .
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Coordinates and geometry optimization
The equilibrium geometry of both S 0 and S 1 has C s symmetry with the symmetry plane in the phenyl ring. The equilibrium geometry of S 0 is shown in Fig. 1 , which also illustrates our convention for numbering the carbon atoms. The molecular orientation is defined by putting the C2, C1, and S atoms in the xy plane with the C1-S bond pointing to the positive x direction.
The ground-state equilibrium geometry was optimized by M06-2X/MG3S and by CASSCF(12,11)/MB. 50 The equilibrium geometry of S 1 was also optimized by CASSCF(12,11)/MB. The 11 active orbitals used in the CASSCF (12, 11) calculations nominally correspond to three π and three π* on the phenyl ring, two σ C-S and two σ C-S * on the C1-S and S-C7 bonds, and n(p z ) on the sulfur. (See Fig. 2 .) All the active orbitals delocalize to some extent; for example, the two σ C-S have components on both the C1-S and S-C7 bonds, and the orbital we label as n(p z ) has both a component on S and a π component on the ring.
Excitation energies and simulation of the electronic absorption spectrum in the vapor phase
The vertical excitation energies (VEEs) to the two or three lowest singlet excited states in Our strategy to simulate the spectrum of the vapor-phase thioanisole at low pressure is to sample a certain number of representative geometries according to the ground-state vibrational distribution, calculate their contributions to the spectrum, and add the contributions. In particular,
we first optimized the ground-state geometry of thioanisole and performed normal mode analysis by the semiempirical PM3 method. We then sampled 200 geometries with a ground-state harmonic oscillator distribution along each Cartesian normal coordinate. For each sampled geometry, we calculated the VEEs and oscillator strengths of the four lowest excited states using TDA-τ-HCTHhyb/6-31+G(d). These VEEs and oscillator strengths from the sampled geometries were collected to generate a stick spectrum. This stick spectrum accounts for the broadening and peak shift of the spectrum due to the statistical distribution of geometries 3 Results and discussion
Optimized geometries of S 0 and S 1
The optimized geometry of S 0 has C s symmetry with phenyl, S, C7, and one H of the whether the C2-C1-S-C7 torsion at the ground-state equilibrium of thioanisole is zero or not, but recent experiments and electronic structure calculations support the former, 51, 52 with which our results are consistent. Since M06-2X is more reliable for geometries than CASSCF (because the latter lacks dynamic correlation), we use the M06-2X geometry as the equilibrium geometry for S 0 in the following calculations, except for the calculation of adiabatic excitation energy as will be discussed below.
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The optimized geometry of S 1 by CASSCF(12,11)/MB is similar to the S 0 equilibrium geometry optimized at the same level, with the C-C bonds in the phenyl ring lengthened by ~0.03 Å, the C1-S bond shortened by 0.03 Å, the S-C7 bond lengthened by 0.02 Å, and the C1-S-C7 bond angle increased by 1°, which is also consistent with previous work. 51 
Nature of the four lowest singlet states and electronic spectroscopy
For the photochemistry of thioanisole with the low excitation energies (~4.2-4.5 eV) used in the experiments, 13, 14 only the two lowest singlet electronically excited states (S 1 and S 2 ) are deemed to be important. However, the third excited singlet state (S 3 ) makes an important contribution to the spectrum, so in this section we consider the four lowest singlet states. At the equilibrium geometry of the ground state with C s symmetry, S 0 is a closed-shell state belonging to the A´ irreducible representation (irrep), S 1 and S 3 are 1 ππ* states (simply to be called ππ*)
belonging to the A´ irrep, and S 2 is a 1 nσ* state (simply to be called nσ*) belonging to the A"
irrep. The dominant configurations of the four states given by SA-CASSCF are listed in Table 3 . Table 3 actually shows that one of the dominant configurations of both S 1 and S 3 has nπ* character, but considering the facts that the other dominant configuration is ππ* and that the n orbital also has π character, we simply follow other authors 13, 14 and label S 1 and S 3 as ππ*.
The vertical excitation energies (VEEs) calculated by a variety of electronic structure methods are listed in Table 4 . There are several messages we can take from this table. Firstly, MC-QDPT and XMC-QDPT based on the same SA-CASSCF reference give essentially the same VEEs at the S 0 equilibrium geometry. Secondly, SA(3)-MC-QDPT(12,11) and CR-EOM-CCSD(T), which are very different kinds of high-level methods, give very similar VEEs when used with the extensive aug-cc-pV(T+d)Z basis set, which suggests that both should be quite accurate. Thirdly, TDA-τ-HCTHhyb with a small 6-31+G* basis set gives VEEs close to our best estimate values from CR-EOM-CCSD(T)/aug-cc-pV(T+d)Z. Because of the accuracy and To further validate the methods we use, we calculate the S 1 ← S 0 adiabatic excitation energy by using the following formula: The S 1 state is often called a "bright" state; 14 even though this description makes sense as compared to the dark nσ* state, some readers may think it corresponds to the bright band of the experimental vapor-phase UV absorption spectrum which peaks at 4.96 eV [see Fig. 3(a) ]. This view may be strengthened by our EOM-CCSD/aug-cc-pV(T+d)Z calculation, which gives the S 1 ← S 0 VEE equal to 4.84 eV (see Table 4 ). However, if we compare our best estimate of S 1 ← S 0 VEE by CR-EOM-CCSD(T) (4.53 eV) to the maximum of the experimental spectrum (4.96 eV), the discrepancy is as large as 0.4 eV. On the other hand, the experimental adiabatic excitation energy of 4.28 eV 13,14 also differs significantly from the maximum of the spectral band. These facts imply that the experimentally bright band may not correspond to the S 1 ← S 0 excitation.
There have been disagreements in the literature about the nature of states and the interpretation of the electronic spectrum. For instance, Lim et al. 13 and Roberts et al. 14 (Table 4 ) and oscillator strengths (Table 5) suggest the same assignment as Refs. 13 53 gave incorrect results is that the lack of diffuse functions in the 6-31G(d) basis set fails to properly describe the nσ* state because it has a significant amount of Rydberg character, which makes their calculated excitation energy for the first nσ* state (which should be S 2 ) higher than the second ππ* state (which should be S 3 ). We confirmed this explanation of the source of error in their calculation by performing a TD-B3LYP/6-31+G(d) calculation, which gives the first nσ* state lower than the second ππ* state.
To further clarify the nature of states and the interpretation of the electronic spectrum, we simulated the spectrum in the vapor phase using a normal-mode sampling approach as described in Sec. 2.3. The experimental spectrum shown in Fig. 3(a) , as a reproduction of eV) and 250 nm (4.96 eV) respectively. We aim to simulate the lower-energy peak at 250 nm only, in order to verify our understanding of the lowest excited states (but we will discuss the other peak later in this section). We are interested in the three lowest excitations because we expect that, according to our calculated vertical excitations, the second ππ* state (S 3 at the equilibrium geometry) may be responsible for the strong band at 250 nm. In practice we calculated the four lowest excitations because at some sampled geometries the second ππ* state is S 4 .
The simulated spectrum shown in Fig. 3(b) has a strong band peaked at 243 nm (5.10 eV) and a tail extending to longer wavelengths. Compared to Fig. 3(a), Fig. 3(b) has an overall shift to higher energy, but the profile reasonably resembles the experiment. Although the peak of the experimental spectrum is at 250 nm (4.96 eV), 0.14 eV is an acceptable error for this type of Fig. 3 (a) at higher energy does not appear in the simulation, which will be discussed further later. Despite the small quantitative differences, this simulation further supports our characterization of the excited states and our interpretation of the electronic spectrum.
Another important datum here is that the peak of the simulated spectrum (5.10 eV) shifts to longer wavelength compared to the VEE calculated at the same TDA-τ-HCTChyb/6-31+G* level (5.18 eV) by a non-negligible amount (0.08 eV). This result is computed with harmonic vibrations, and if anharmonicity were taken into account the shift could be even larger. 54 We also note that calculated transition moments can be hugely influenced by vibronic interaction, as illustrated in a recent theoretical study of the electronic absorption spectrum pyrrole. 55 It is therefore worthwhile to state, although it is not a new observation, that one should not take the wavelength of the peak of an unresolved electronic spectrum as a "benchmark" of VEE, a conclusion that has long been recognized but is still often ignored.
A noteworthy point is that our TDDFT (with B3LYP and τ-HCTHhyb) and SA-CASSCF calculations do not reveal another electronic state energetically near the bright ππ* state that has comparable transition probability to that state, at either the equilibrium geometry or nearby geometries in the Franck-Condon region. Accordingly the two peaks of the experimental spectrum at 239 and 250 nm may correspond to the same electronic state but be split vibronically, although the splitting is rather large (0.23 eV). More study will be needed to clarify why there are two peaks. We emphasize that the aim of the present simulation is to clarify the nature of the excited states and the spectrum-not to quantitatively reproduce the experimental band shape.
Achieving a quantitative simulation of the band shape, including reproducing the fine features at ~280-290 nm, may require more realistic sampling of the ground-state potential energy surface, explicitly taking into account the anharmonicity of the surfaces and hot bands, and accounting for the quantization of vibrations.
The transitions between the states can be further understood by examining their oscillator strengths and transition dipole moments. All of these transitions are allowed since in the C s
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symmetry the x and y components of the dipole operator transform as the A´ irrep and the z component as the A" irrep, and accordingly the x and y components of the dipole operator couple S 1 and S 3 (A´) to S 0 (A´) and the z component couples S 2 (A") to S 0 . As displayed in Table 5, SA-CASSCF, EOM-CCSD, and TDDFT qualitatively agree on the large oscillator strength of the S 3 ← S 0 transition. EOM-CCSD and TDDFT agree as well on the oscillator strengths of S 1 ← S 0 being one order of magnitude smaller than that of S 3 ← S 0 and on the oscillator strength of S 2 ← S 0 being negligible. The small oscillator strength of the S 2 ← S 0 transition may be attributed to the relatively small spatial overlap of the n(p z ) and σ* orbitals involved in the transition. SA-CASSCF predicts the oscillator strength of S 1 ← S 0 to be smaller than of S 2 ← S 0 , both two orders of magnitudes smaller than that of S 3 ← S 0 , which is inaccurate due to lack of dynamical correlation.
Concluding remarks
In this paper, we clarified the nature of the four lowest singlet states of thioanisole at the equilibrium geometry using various wave function and density functional methods. We simulated the electronic absorption spectrum using a normal mode sampling approach, and its good agreement with experiment confirms our understanding of the spectrum, which is as follows. The transitions from S 0 (closed-shell) to S 1 (ππ*) and to S 2 (nσ*) both have relatively small probability and contribute to the low-energy tail of the spectrum, whereas S 3 ← S 0 is mainly responsible for the bright band at 250 nm. We also confirmed that TDDFT, CR-EOMCCSD(T), MC-QDPT, and XMC-QDPT are all reasonably accurate for computing the excitation energies. For potential energy surfaces, however, MC-QDPT and XMC-QDPT are more desirable at the current stage of development. Since XMC-QDPT generates smoother potential energy surfaces near state intersections, 36 it appears suitable for future work of constructing the potential energy surfaces of thioanisole. d In these calculations, the 1s orbitals on H and C and the 1s, 2s, and 2p orbitals on S were not correlated. e All CR-EOM-CCSD(T) calculations were carried out with variant IA of the method for the so-called δ-corrected excitation energies which incorporates a noniterative connected triples correction to EOM-CCSD excitation energies rather than to state energies. 
