In this study, we investigate diversified recommendation problem by supervised learning, seeking significant improvement in diversity while maintaining accuracy. In particular, we regard each user as a training instance, and heuristically choose a subset of accurate and diverse items as groundtruth for each user. We then represent each user or item as a vector resulted from the factorization of the user-item rating matrix. In our paper, we try to discover a factorization for matching the following supervised learning task. In doing this, we define two coupled optimization problems, parameterized matrix factorization and structural learning, to formulate our task. And we propose a diversified collaborative filtering algorithm (DCF) to solve the coupled problems. We also introduce a new pairwise accuracy metric and a normalized topic coverage diversity metric to measure the performance of accuracy and diversity respectively. Extensive experiments on benchmark datasets show the performance gains of DCF in comparison with the state-of-the-art algorithms.
INTRODUCTION
In recent years, recommender systems have become a de facto standard and a must-own tool for e-commerce to promote business and help customers find products. As an effective technique addressing the information overload problem, recommender systems generate item recommendations from a large collection in favor of user preferences.
With accuracy being the primary concern in recommendation tasks, diversity has been increasingly recognized as a crucial issue [26, 32] . The recommender systems with poor diversity might narrow down the users' horizons and make * Both of the authors contributed equally to the paper. them frustrated. Actually, broadening users' horizons has become one of the important qualities for recommender systems [20] . A system with broad horizons may provide a win-win situation: users can find more interesting items and e-commerce enterprises can increase their sales and improve users' satisfaction [22] .
Recently, the diversity issue in recommender systems has received increasing attention [2, 4, 35] . Generally, these approaches use the heuristic strategy to re-rank the items for recommendation based on certain diversity metric, which mainly involves two steps: (1) generating a candidate set of favorable items based on the accuracy metric, and then (2) selecting k items from the candidates by maximizing the recommendation diversity metric. However, these algorithms either use a limited feature space or require extensive tuning for different parameter settings [33, 34] .
In this study, we investigate diversified recommendation problem by supervised learning, targeting significant improvement in recommendation diversity meanwhile maintaining accuracy. In particular, we regard each user associated with a set of rated items as a training instance. The users and items are represented based on the results of the matrix factorization with a given user-item rating matrix.
Theoretically, a matrix factorization process is a projection from a high-dimension space into a smaller one. Given a user-item rating matrix, there could be numerous possible results of the projections, each leading to a representation of the users and items. In our work, we attempt to discover a factorization for matching the structural learning task.
In doing this, we formulate two coupled optimization problems to guarantee that the factorization results can match the learning task: (1) With a set of parameters generated by structural support vector machine (SVM), we present parameterized matrix factorization, which can generate the representations of the users and items for structural SVM; (2) With the representations of the users and items generated by parameterized matrix factorization, we utilize structural SVM to output the recommendation model as well as the parameters for parameterized matrix factorization.
We propose a diversified collaborative filtering algorithm (DCF) to solve the coupled problems. In DCF, structural support vector machine (SVM) learns a recommendation model that can predict a set of items for each user, and a parameterized matrix factorization process is integrated in each iteration of the structural SVM for generating representations of users and items. We then adopt the cutting plane method to achieve the optimization results for recommendations. Extensive experiments on benchmark datasets demonstrate the significant performance gains of DCF in comparison with the state-of-the-art algorithms.
Contribution. Our main contributions are summarized as follows.
(1) We investigate learning-based diversified recommendation problem, targeting significant improvement in recommendation diversity meanwhile maintaining accuracy. Then we formulate two coupled optimization problems to discover a factorization for matching the learning task.
(2) We propose DCF, a diversified collaborative filtering algorithm to solve the coupled problems, where a parameterized matrix factorization process is integrated in each iteration of structural SVM for learning.
(3) We introduce a new pairwise accuracy metric and a normalized topic coverage diversity metric to measure the performance of accuracy and diversity respectively, and show the consistency with traditional measures.
Organization. The rest of the paper is organized as follows. Section 2 provides a brief survey of recent related work. Section 3 formulates the diversified recommendation problem. Section 4 proposes the DCF algorithm for simultaneous improvement in accuracy and diversity. Section 5 reports the experimental results. Section 6 concludes the paper.
RELATED WORK

Collaborative Filtering
Existing collaborative filtering (CF) algorithms mainly fall into two categories: memory-based CF and the modelbased CF [3] . In memory-based rating-oriented CF, userbased CF [13, 30] and item-based CF [19, 24] are two representatives, which make predictions by utilizing historical ratings associated with similar users or similar items.
In contrast to memory-based methods, model-based methods try to explain the ratings by characterizing both items and users with vectors of factors inferred from item rating pattern. Some of the most successful realization of latent factor models are based on matrix factorization [18] . Weimer et al. [31] propose CofiRank, which uses maximum margin matrix factorization to optimize ranking of items for collaborative filtering. Shi et al. [25] provide ListRank-MF, which generates features with matrix factorization, and then utilize a listwise learning to rank method to rank the items for recommendations.
Recommendation Diversity
The recommendation diversity can be viewed at either an aggregate level or an individual level.
Aggregate Diversity. The aggregate diversity of recommendations across all users can be evaluated by absolute long-tail metrics, relative long-tail metrics, and slope of the log-linear relationship between item popularity rank and recommendations [6, 21] . Adomavicius et al. [1, 2] utilize the total number of distinct items among the top-N items recommended across all users as the absolute long-tail metric to measure aggregate diversity. They firstly use a standard ranking approach to maximize the accuracy of recommendations. After the rating estimation is performed, they formulate the problem of diversity maximization as a well-known max-flow or maximum bipartite matching problem in graph theory for optimization.
Individual Diversity. The individual diversity is oriented to each individual user, which attempts to achieve a diverse recommendation result for each target user. A popular individual diversity measure is topic coverage [4, 28] , which measures the proportion of unique subtopics covered by a given rank or set. For example, Ashkan et al. [4] assume that topic coverage is equivalent to genre coverage for movies and maximize a modular function subject to a submodular constraint. In addition, Parambath et al. [23] define the genre coverage as the average ratio of relevant genres recommended to each user, which is used as the performance metrics for diversity.
Structural SVM
Structural support vector machine (SVM) generalizes the SVM classifier, which allows training a classifier for general structured output labels such as trees, sequences, or sets [27] .
For example, Cui et al. [9, 10] utilize the structure SVM to predict the annotations of the images, where the annotations of the target images are regarded as a set structure, differing from traditional methods that treat each annotation independently. Yue et al. [33] formulate the task of diversified retrieval as the problem of predicting diverse subsets, and adopt Structual SVM to train a diversified model for search engines.
Generally speaking, most conventional structural SVMbased algorithms use n cutting-plane models for optimization, which results in expensive or intractable computational costs in learning a function with complex outputs. To overcome this challenge, Joachims et al. [15] propose the "1-slack" formulations of the structural SVM, which use a single cutting plane model for the sum of the hinge-losses, demonstrating fast training for structural SVM.
PROBLEM FORMULATION
Existing diversified algorithms generally utilize diversity metrics for heuristically reranking of the items to make predictions. However, we address a learning-based diversified recommendation problem by treating the recommended items as a set structure, and utilize machine learning techniques to train a recommendation model for predictions.
Matrix factorization (MF) is a very common technique to represent users and items in recommendation tasks. Let U and I be the sets of users and items respectively, where the cardinalities |U | = m and |I| = n. R m×n is the user-item rating matrix, where each element r u,i ∈ N indicates that the item i has been rated by the user u and the rating score is r u,i , otherwise indicating that item i has not been rated by the user u yet. Resulting from the MF technique, two lowrank matrices U k×m and I k×n can be generated to approximate the rating matrix R, i.e., R m×n ≈ U k×m I k×n . Thus both users and items can be represented as k-dimensional vectors, which are the columns of U and I respectively.
Theoretically, a matrix factorization process is a projection from a n-dimension space into a k-dimension one. Given a user-item rating matrix, there could be numerous possible results of the projections, each leading to a representation of the users and items. In this paper, we introduce a vector of parameters σ into matrix factorization to represent these multiple possible factorization results, which is referred to as parameterized matrix factorization. Given a user-item matrix R and a set of parameters σ = {σ 1 , σ 2 , . . . , σ k }, parameterized matrix factorization generates two low-rank matrices U k×m and I k×n to represent the users and items.
Definition 1. (Parameterized Matrix Factorization).
Given a user-item rating matrix R and a set of parameters σ = {σ 1 , σ 2 , . . . , σ k }, parameterized matrix factorization generates two low-rank matrices U k×m and I k×n : arg min
so that
where Σ is a k-dimensional diagonal matrix, and the diagonal elements are σ 1 , σ 2 , . . . , σ k .
With the representations of the users and items, we formulate diversified recommendation as a learning task and regard each user as an instance. The diversified recommendation problem tries to discover a set of accurate and diverse items to recommend each user. Let Y be the set of labels for the training instances. In particular, each y u ∈ Y for user u is a set of vectors y u = {y 1 , y 2 , . . . , y l }, where y i ∈ I is the vector of the ith item that should be recommended to u. Given a user matrix U and the set of labels Y, learning-based diversified recommendation attempts to discover a factorization for matching the structural learning task.
Definition 2. (Learning-based Diversified Recommendation). Given a user matrix U where each column u ∈ U is the vector of user u, an item matrix I where each column i ∈ I is the vector of item i, a set of labels Y for users, and a set of possible recommendation functions H, where each h : U × I n → I l recommending l items to each user based on users' historically rated items, learningbased diversified recommendation attempts to discover a recommendation function h as well as a set of parameters σ for optimizing parameterized matrix factorization:
where L h(U, I n ), Σ; Y, U, I is the loss function with full consideration of the recommendation accuracy and diversity issues for each user u.
As shown in Definitions 1 and 2, we have two coupled optimization problems:
• With a set of parameters σ generated by Equation (2) in the learning task, parameterized matrix factorization generates the representations of the users U and items I for learning.
• With the representations of the users U and items I generated by Equation (1) in parameterized matrix factorization, the learning algorithm outputs the recommendation model as well as the parameters σ for parameterized matrix factorization.
THE DCF ALGORITHM
In this study, we propose DCF, a learning-based diversified collaborative filtering (CF) algorithm, targeting significant improvement in recommendation diversity while maintaining accuracy.
Ground-Truth For Training
Since our algorithm performs a supervised learning process, we should generate a label set Y, where each user u is labeled by a set of accurate and diverse items represented as a set of vectors y u ∈ Y as the ground-truth. However, it is too heavy to label the tremendous training instances manually. In this section, we present an automatic heuristic labeling method, which tries to maximize the trade-off between accuracy and diversity.
Our labeling method involves two steps: (I) Filter a set of high-rated items C for each user as a set of candidates, and (II) select a set of items from C by maximizing the diversity measure as the ground-truth of the target user. In Step (I), an item i is high-rated for user u if the rating score r u,i ≥ γ × r u holds, where r u is the average rating of u, and γ ≥ 0 controls the balance between accuracy and diversity. In particular, a large γ leads to a very small set of candidates, resulting in high accuracy but low diversity, whereas a small γ leads to a very large set of candidates, resulting in high diversity but low accuracy. For each target user u ∈ U with a set of candidate items C = {i 1 , i 2 , . . . , i c },
Step (II) greedily chooses l (l ≤ c) items from C as the ground-truth y u by maximizing the F-measure [5] between accuracy f (y u ) and diversity g(y u ):
arg max
We use measures that are defined and described in experimental section to obtain ground truth because the label process should be consistent with the evaluation process. It is reasonable to validate our model with consistent ground truth. In doing this, we can get a training set where each user is labeled by l items. Obviously, the complexity of the selection process is O(nc k ). The complexity is reduced to O(nck), and the approximation ratio is (1 − 1/e) [12] . Inapproximability results show that the greedy algorithm is essentially the best-possible polynomial time approximation algorithm for maximum coverage [11] .
Loss Functions
According to Definitions 1 and 2, there are two loss functions: S(U, I; Σ, R) in the parameterized matrix factorization (MF) task, and L h(U, I n ), Σ; Y, U, I in the learning task.
Parameterized MF loss. As Definitions 1 mentioned, the Parameterized MF loss function can be defined as follows:
F is the Frobenius 2-norm for avoiding overfitting, and the parameter λ balances the accuracy and the regularization terms.
Note that Equation (3) is very similar to the forms of the singular value decomposition (SVD). However, they are different: (1) The diagonal elements of Σ are not the singulars of R. Their values are given as the inputs of the algorithm. (2) U and I are not comprised of the left and right singular vectors, either. They are the outputs of the algorithm, which is similar to the optimization of the original MF loss function: arg min
Learning loss. In the learning process, we treat recommended items as a set structure, and utilize structural support vector machine (SVM) [15] to train a recommendation model. Let U be a user matrix, where each column u ∈ U represents the vector of user u. Let I u be the vectors of the items rated by u, and y u ∈ Y be the ground-truth of the user u. Structured SVM trains a classifier to predict a set of items for each user by optimizing the following loss function:
arg min
where w is the parameters for learning, C is a trade-off parameter, Ψ is the vector of the joint features representing the structure of instances, and ∆ is the error function quantifying the distance between a prediction y and the groundtruth y u for each user u. To apply the algorithm to a specific problem, we have to specify the joint features Ψ(x, y) and the loss function ∆(y u , y) in Equation (5).
Joint Features Ψ
Since the accuracy and diversity metrics have been unified into the same set level, the joint features can be represented straightforwardly with latent features generated by matrix factorization. Given a k-dimensional user vector u, a set of k-dimensional vectors I u of the items rated by u, a set of parameters σ = {σ 1 , σ 2 , . . . , σ k }, and a prediction y, the vector of the joint features Ψ(u, I u , σ, y) are shown as follows:
where z 1 , z 2 , z 3 and z 4 are normalization coefficients. Σ is a diagonal matrix, where the diagonal elements are σ 1 , σ 2 , . . . , σ k respectively.
There are totally 2k + 4 dimensions in the formulation of Ψ(u, I u , σ, y). The first dimension involves the information of the recommendation accuracy. The second dimension presents the recommendation diversity based on the average similarity between item pairs. The following two dimensions focus on the norms of the target user and the recommended items, and the rest 2k dimensions provide the general information of the target user and the recommended items,
Error Function ∆
In Equation (5), the error function ∆(y u , y) measures the distance between the ground-truth label y u and a prediction y, which is based on the definitions of the recommendation accuracy and the diversity metrics.
The accuracy metric. Since the recommender system is to recommend a list of accurate items to each user, each of the recommended items should be more preferred by users than those not recommended [29] . Thus, we choose a pairwise ranking-oriented metric to construct this objective. Let I u be the vectors of the items rated by user u, and the cardinality of the set |I u | = n u . Given a prediction y ⊆ I u , the accuracy metric is defined as follows:
where l is the number of the recommended items, and P (i j; u) is the preference function indicating that whether u prefers the item i to j or not:
Obviously, the range of f (y;
The diversity metric. In our study, we utilize the average dissimilarity metric to measure the diversity of a given prediction y for user u, where the items are represented with the results of the parameterized matrix factorization. Let y be a set of item vectors for predictions. The diversity g(y) is defined as the average dissimilarity of all pairs of items in y:
where d(i, j) is the dissimilarity between item vectors i and j, and the dissimilarity between item vectors i and j is defined based on the cosine similarity:
Easy to know that the range of g(y) is also [−1, 1].
The error function. The error function includes two parts: the accuracy error err acc (y u , y) and the diversity error err div (y u , y).
Given a user vector u, the vectors of the items I u rated by u, and a prediction y, the error function ∆(y u , y) can be defined as the trade-off between err acc (y u , y) and err div (y u , y) with the formulation of the F-measure:
The DCF Algorithm
Given a user-item rating matrix R, we firstly label the ground-truth for each user with the heuristic labeling method, which has been presented in Section 4.1. We then utilize structural SVM to train a recommendation model, where the parameterized matrix factorization process is integrated in each optimization iteration of the structural SVM to discover a factorization for matching the learning task.
In the rest of this section, we will provide the main processes of DCF respectively, including the optimization of the parameterized matrix factorization, the cutting plane method for optimizing structural SVM, and the update of the parameters for parameterized matrix factorization.
Parameterized matrix factorization. We use the gradient descent method to optimize Equation (3). The gradients of the user and item vectors are calculated as follows:
Given a learning rate η, the parameterized matrix factorization algorithm can be optimized iteratively based on the gradient descent method.
Note that the loss function of the parameterized matrix factorization (see Equation 3) can be considered as a weighted version of that of the original matrix factorization (see Equation 4 ). The constant weighting coefficient to each dimension of u i is generated from the given diagonal matrix Σ. Therefore, the existence of convergence of the parameterized matrix factorization is the same as those of the original matrix factorization algorithm.
Algorithm 1: Parameterized matrix factorization
Input : A user-item rating matrix R, a set of parameter σ, the trade-off parameter λ, and the learning rate η. Output: The low-rank user and item matrices U and I. 1 U, I ← Initialize(); 2 repeat 3 forall the r u,i ∈ R 0 do 4 u ← u − η∇ u S 5 i ← i − η∇ i S 6 end 7 until converge; 8 return: U, I
The pseudocodes of the parameterized matrix factorization algorithm are shown in Algorithm 1. After initialization (line 1), the user and item matrices U and I are updated iteratively until convergence based on the gradients of the user and item vectors (lines 2-7), which are calculated with Equation (10).
Structural SVM. In structural SVM, since each possible prediction yields a constraint for optimization, one of the most challenging issues for optimization is that the cardinality of the possible predictions Y for each training instance is exponential with respect to the dimension of instances. Let n be the total number of items, and l be the number of rec- constraints, which are too many to consider all of them in the optimization process.
In our study, we utilize the cutting plane algorithm [15, 16] to optimize the learning problem iteratively. Algorithm 2 shows one iteration of the cutting plane algorithm, which maintains a set of working constraints W to keep track of the selected constraints, each defining a current relaxation. w is optimized iteratively through all of the users (lines 1-9) for return (line 10). In particular, with each W generated in the previous iteration, the algorithm attempts to discover the cutting plane {ŷ u } u∈U (lines 1-4), based on which the most violated constraint for the target user is found (line 5). Then {ŷ u } u∈U is added into the working set W if the corresponding constraint exceeds the current value of ξ by more than . Once a constraint has been added, the solution is re-computed by optimizing Equation (5) with the new set of working constrains W (lines 6-9).
Algorithm 3: Finding cutting plane
Input : A vector of weights w, a user vector u for representing the user u, a set of vectors of items rated by u, the label y u for u Output: The most violated constraintsŷ u for u 1ŷ u ← ∅; 2 for l = 1 to k do 3 j ← arg max
4ŷ u ←ŷ u ∪ {j}; 5 end 6 return:ŷ u As we discussed above, the number of the constraints is too huge to exhaustively search the cutting planeŷ u in each iteration of the Algorithm 2, even for a very small value of k. As Algorithm 3 shows, we present a greedy algorithm for approximation, which can iteratively select a constraint y with the highest marginal gain. In the beginning,ŷ u is initialized as empty (line 1), indicating that none of the items is chosen. Then the algorithm iteratively selects the item with highest marginal gain for k times (lines [2] [3] [4] [5] . This procedure is a special case of the Budgeted Max Coverage problem [17] , which is known to have a (1 − 1/e) approximation bound.
Update of the diagonal matrix Σ. With the weights of the classifier w and the working constraints W generated by the cutting plane algorithm (Algorithm 2), we can reformulate Equation (5) as follows:
When max H(σ, y) > 0, L is a non-differentiable objective function. Our method utilizes the subgradient method in place of the gradient method for convex optimization problems.
where
Thus L becomes differentiable, and the gradient of L with respect to σ can be calculated.
The pseudocodes of the DCF algorithm. As we have already introduced the main processes of the DCF, we summarize the pseudocodes of the DCF in Algorithm 4, where the outer loop is guaranteed to halt within a polynomial number of iterations [33] (See [15] for the detailed proof).
In Algorithm 4, line 1 generates the recommendation groundtruth for each user. After initialization of the vector of the classifier parameters w and the diagonal matrix Σ (line 2), parameterized matrix factorization generates the low-rank user and item matrices U and I for learning (line 3). After initializing the set of the working constraints as ∅ (line 4), the structural SVM iteratively learns the recommendation model (lines 5-9) for return (line 10), where line 6 updates w by performing an optimization iteration of the cutting plane method, based on which line 7 updates the diagonal matrix Σ with gradient descent. Then line 8 generates the user and 
Generating Recommendations
Given the vector of the joint features Ψ(u, I u , σ, y), the ultimate goal of the structural SVM is to predict a hypothesis function h(w, u, I u , σ, y) to minimize Equation (5), where w is the vector of the weights in the structural model. Let w Ψ(u, I u , σ, y) be the discriminant function, which can be used to evaluate the prediction y, and the hypothesis function h(w, u, I u , σ, y) can be used to predict y by maximizing the discriminant function:
We may notice that the generation process of the recommendation results is very similar to the problem of finding the most violated constraint. It is too time-consuming for us to discover the best sets of the recommendations with m×n l constraints. In this study, we still utilize the greedy selection algorithm to generate recommendation lists:
Items in our recommendation list are ranked according to their selected orders in algorithm 3. The recommendation generation process is also a case of the Budgeted Max Coverage Problem [17] with the approximation bound of (1−1/e).
EXPERIMENTS
Datasets
Since we utilize topic coverage as the diversity metric, the chosen benchmark datasets have to satisfy a fundamental requirement: each item should be associated with topic information (e.g., genres of movies in movie recommendation tasks) for labelling training instances and evaluating our predictions.
In this study, we use two movie recommendation datasets in our experiments: MovieLens 100K (ML-100K) and MovieLens 1M (ML-1M) 1 . ML-100K consists of 100,000 ratings on 1,700 movies from 1,000 users, and ML-1M contains 1,000,000 ratings on 4,000 movies from 6,000 users. The rating scales are from 1 to 5, where 5 means the most favorite and 1 means the least favorite. Table 1 lists the statistics of the two datasets. 
Baselines
First of all, we choose MF-pop [2] as our main baseline, which is a diversified matrix factorization (MF) algorithm based on the heuristically re-ranking strategy. Besides, since DCF is a MF-based collaborative filtering algorithm, we also choose the basic MF algorithm (MF-basic) [18] and other MF-based algorithms as our comparison partners, including CofiRank [31] and ListRank-MF [25] .
Evaluation Measures
As our algorithm DCF aims to recommend accurate and diverse items to users, we evaluate DCF from the perspectives of accuracy and diversity to demonstrate its promising performance in our experiments. Furthermore, we also utilize the F -measure [5] to assess the trade-off performance with consideration of both accuracy and diversity.
Accuracy
In this study, we use the normalized discounted cumulative gain (N DCG) [14] , a listwise accuracy metric for evaluation. Besides, we also propose a normalized pairwise accuracy metric P A to measure the performance of our algorithm based on the accuracy function used in our learning process, as defined in Equation (6).
Listwise Accuracy Metric NDCG. N DCG is a standard metric for the document ranking problem in information retrieval, where documents are assigned graded values rather than binary relevance judgments. In recommender systems, item ratings assigned by users can naturally serve as graded relevance judgments. The N DCG at the k-th position with respect to the given user u is defined as follows:
For the set of users U with m users, the average N DCG at the k-th position is:
Pairwise Accuracy Metric PA. DCF is a set-oriented algorithm, and the order is just generated by the greedy selection algorithm. However, N DCG is very sensitive to the ranking, so we introduce a normalized pairwise accuracy metric P A which measures how accurate the recommended items are in comparison with the other items. Let I u be the vectors of the test items for user u, and the cardinality of the set |I u | = n u . Given a prediction y ⊆ I u , the pairwise accuracy metric is defined as follows:
where l is the number of the recommended items, and P (i j; u) is the preference function indicating that whether u prefers the item i to j or not, which is defined in Equation (7) . Let U be the set of users in the test dataset, and the cardinality is |U | = m. The average pairwise accuracy for all of the users can be evaluated as follows:
Obviously, the range of P A is [0, 1].
Diversity
We utilize α-N DCG to evaluate our algorithms, and introduce the normalized topic coverage N T C as a new diversity Metric.
α-NDCG. α-N DCG is an effective diversity evaluation measure for rewarding newly found topics meanwhile penalizing redundant ones [7, 8] , which is very similar to the definition of N DCG in Equation (13):
where G u @k is the gain at the k-th position with respect to the given user u. In particular, G u @k is defined as follows:
where c t,i is the number of times that topic t has appeared in the ranking of the recommendation list up to (and including) the ith position.
Normalized Topic Coverage Diversity Metric NTC. α-N DCG represents the improvement of diversity when a new item is added into recommendation, but we also need a set-oriented diversity metric N T C to show the topic coverage in the whole recommendation list. As discussed previously, topic coverage cov is defined as the ratio of the topics (categories) covered by the set of the predictions to the number of all possible topics. However, the maximum value of the topic coverage is generally far less than 1, especially when the number of recommendations k is far less than the number of the possible topics. Meanwhile, it is unreasonable for the recommendation list to cover none of the topics, because each item (movie) is associated with at least one topic(genre). Thus, we present a novel normalized topic coverage diversity metric N T C, which uses the Min-Max Normalization method to linearly map the values of topic coverages into [0, 1] . Formally, the normalized topic coverage for a target user u and a prediction y is defined as follows:
where cov u (y) is the ratio of topics(genres) covered by the recommendation list y for user u. maxcov u and mincov u are the possibly maximal and minimal topic coverages for user u in the test set. For the set of users U with m users, the normalized topic coverage for all users is defined as follows:
Obviously, the range of N T C is [0, 1].
F -Measure
In our study, we present two F-measures for validation: the first one F AC evaluates the trade-off between the mean pairwise accuracy P A and the normalized topic coverage diversity metric N T C, and the second one F N DCG evaluates the trade-off between N DCG and α-N DCG.
F-measure [5] for document retrieval problem is defined as the harmonic mean of precision and recall. Similarly, the accuracy and diversity have a similar correlation in our problem. Since the ranges of P A and N T C are both [0, 1] , and N DCG and α-N DCG are also in the same range, the F-measure can also be used to evaluate the trade-off performance of the recommendation algorithms:
where accuracy can be P A or N DCG and diversity can be N T C or α-N DCG. We consider the top-3 recommendation problem, where a list of 3 items is recommended for each user. It is because that each movie has almost 2 genres, but the total number of genres is less than 20 (See Table 1 ). If the recommendation list contains a large number of items, it is very easy for the recommendation list to cover a large number of topics for most users, which will make the diversity metric lose its significance. Figure 1 and 2 demonstrate the performance of DCF in accuracy, diversity and F-measures on the ML-100K and ML-1M datasets, and the significant difference with respect to DCF is shown in Table 2 and Table 3 . Statistical significance of observed differences between two comparisons is tested using a two-tailed paired t-test, and it is denoted using (or ) for strong significant differences for α = 0.01; or (or ) for weak significance for α = 0.05. From the table we can see that most of our performance gains on diversity and F-measures are strongly significant. From the figures and the tables we can see that:
Experimental Results
(1) The diversified recommendation algorithms can significantly improve recommendation diversity, but DCF and MF-pop cannot avoid loss of accuracy resulting from consideration of the diversity issue. In our experiments, DCF demonstrates significantly greater improvement with less accuracy loss. For example, DCF obtains 22.4% and 12.8% improvement on N T C for the two datasets respectively, with 1.9% and 0.9% loss on P A correspondingly, compared with the best performing traditional algorithm. Similarly, DCF achieves 14.4% and 5.3% improvement in α-N DCG while 1.7% and 0.7% reduction in N DCG with the same comparison as above.
(2) Our learning-based diversified algorithm beats the heuristically re-ranking based algorithm in both accuracy and diversity. For ML-100K, DCF outperforms MF-pop by 5.4% in terms of N T C and 2.4% in terms of α-N DCG, and the improvement of our method in P A and N DCG is 2.2% and 3.1% respectively. For ML-1M, our method obtains 7.6% (N T C), 1.9% (α-N DCG), 3.1% (P A) and 4.3% (N DCG) improvement, compared with MF-pop. 
The new metrics P A and N T C introduced in Section 5.3 are highly consistent with the traditional measures N DCG and α-N DCG respectively on both datasets. Table 4 and Table 5 show the Pearson correlation coefficienton between accuracy metrics and diversity metrics introduced in Section 5.3 with each method. The more gains a method gets in P A and N T C, the better it performs in N DCG and α-N DCG. For example, DCF outperforms other four baselines in both N T C and α-N DCG. On the other hand, MF-pop is the worst method in P A and N DCG.
CONCLUSION AND FUTURE WORK
In this study, we investigate the diversified recommendation problem, targeting significant improvement in recommendation diversity while maintaining accuracy. Different from existing algorithms which generally adopt a heuristic re-ranking strategy with certain diversity metric, we regard diversified recommendation as a supervised learning task, and define two coupled optimization problems to formulate the learning-based diversified recommendation task. We then propose a diversified collaborative filtering algorithm (DCF) to solve the problems, where the items recommended to each user are recognized as a set structure. Comprehensive experiments have validated the effectiveness of our algorithm.
There are several interesting directions for the future work. Firstly, more discriminants, loss functions and joint features can be used for further improvement in recommendation accuracy and diversity. Secondly, we plan to consider other important evaluation issues such as recommendation novelty in DCF to predict high quality results. Last but not least, it is essential to apply DCF to other application domains beyond recommendation for validation purposes.
