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Abstract 
Prey individuals must constantly make decisions regarding safety and resource 
acquisition to ensure that they acquire enough resources without being predated upon. 
These decisions result in a trade-off between resource acquisition behaviours (such as 
foraging and drinking) and safety behaviours (such as grouping and vigilance). This trade-
off is likely to be affected by the social and environmental factors that an individual 
experiences, including the individual’s location in the landscape. The overall objective of 
my PhD was to understand the decisions a migratory ungulate makes in order to acquire 
enough resources, while not becoming prey, and to understand how these decisions are 
influenced by social and environmental factors. In order to do this, I studied the behaviour 
of blue wildebeest (Connochaetes taurinus) in Etosha National Park, Namibia, between 
2013 and 2015. I studied wildebeests’ behaviour while they acquired food and water and 
moved within the landscape. Along with observational studies, I also used lion (Panthera 
leo) roar playbacks to experimentally manipulate perceived predator presence to test 
wildebeests’ responses to immediate predation risk. 
For Chapter 2 I studied the foraging-vigilance trade-off of wildebeest to determine how 
social and environmental factors, including the location within the landscape, were 
correlated with wildebeests’ time spent foraging and vigilant as well as their bite rate. I 
found that environmental variables were more important than social variables in predicting 
the foraging-vigilance trade-off of adult wildebeest. Food availability was the most 
important factor, with wildebeest increasing time spent foraging, at a cost to vigilance 
time, when food was more readily available. This result suggests that wildebeests’ 
behavioural decisions were more affected by forage availability than predation risk. 
The objective of Chapter 3 was to study the effects of individual characteristics, social 
variables and environmental variables on wildebeests’ behaviour during their approach 
to, time at, and retreat from, waterholes, to understand the water acquisition-safety trade-
off. I looked at time spent vigilant, moving and drinking as well as step rate. Wildebeests’ 
behaviour was associated with individual, social and environmental factors. Wildebeest 
approached with less caution when in larger groups and when more heterospecifics and 
non-focal group wildebeest were present. Wildebeest spent more time during the at-water 
and retreat phases vigilant in 2013 than in 2014 and spent more time during the at-water 
phase vigilant earlier in the year. These results suggest that prey species may consider 
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different factors when deciding how cautiously they should approach waterholes, how 
vigilant they should be at waterholes, and how quickly they should retreat from 
waterholes. 
For Chapter 4 I used lion roar playbacks to test the effects of immediate predation risk on 
the foraging-safety trade-off of wildebeest. I assessed the changes in times spent vigilant 
and foraging as well as the change in within-group density after wildebeest heard lion 
roars. I also looked at vigilance strategy by analysing the change in the type (social and 
antipredator) and intensity (exclusive and chewing) of vigilance used. After hearing lion 
roars, time spent vigilant (including excusive and antipredator vigilance) and within-group 
density increased, while time spent foraging decreased. The foraging-vigilance trade-off 
was not affected by any variable except playback type (lion or control). These findings 
suggest that wildebeests’ reactions to predator presence were not affected by the social 
or environmental variables that affected their feeding-safety trade-off when they are not 
under immediate predation risk. 
The objective of my final data chapter (Chapter 5) was to assess what factors affected 
wildebeests’ landscape use and to determine whether they altered their within-group 
density in response to social or environmental factors, including location within the 
landscape. The results suggest that when choosing their location in the landscape, 
wildebeest considered both landscape-scale predation risk factors (the landscape of fear) 
and forage competition factors. Wildebeests’ within-group density was associated with 
forage competition more than the landscape of fear. These findings suggest that 
wildebeests’ landscape-use and within-group density were altered in response to 
predator avoidance and resource acquisition.  
My thesis provides insights into how prey species trade-off between resource acquisition 
and safety. By assessing the social, environmental and landscape variables that affect 
the trade-off, this study showed that prey adapt their behaviour according to group 
dynamics, forage availability and predation risk and suggests that individuals may 
consider different aspects of their environmental and social surroundings when accessing 
different resources. Therefore, future studies should examine social, environmental and 
landscape variables together, rather than only considering a subset of these variables. 
My thesis also showed that different intensities and types of vigilance are used under 
different circumstances, suggesting the importance of considering both vigilance type and 
intensity in future studies to fully understand the behaviour and potential cost.   
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Chapter 1 
General Introduction 
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Herbivorous mammals, including grassland grazers, are required to spend much of their 
time searching for and consuming appropriate food as their habitats are often highly spatially 
heterogeneous (reviewed by Frank 2006). In order to survive, herbivores must also dedicate 
time to predator avoidance, which may come at the cost of resource acquisition. To avoid 
predation, prey species migrate (reviewed by Fryxell & Sinclair 1988), are vigilant (reviewed 
by Elgar 1989; Roberts 1996; Hunter & Skinner 1998), form aggregations (Hunter & Skinner 
1998; Kie 1999; Valeix et al. 2009b) and avoid risky areas in time (Fischhoff et al. 2007; 
Valeix et al. 2009b) and in space (Ripple & Beschta 2004; Valeix et al. 2009b; reviewed by 
Wirsing et al. 2010).  
Beyond the lethal effects of predation, predators can also have indirect (nonlethal) effects 
on their prey. At a population level, nonlethal effects may be more important than lethal 
effects (reviewed by Preisser et al. 2005). Many prey taxa make behavioural adjustments 
that appear to reduce their predation but these adjustments often have negative 
consequences (nonlethal effects) on foraging efficiency and reproductive success (Zanette 
et al. 2011). For example, when ungulates move to safer, less preferred habitats, they are 
often forced to forage in areas with inferior forage quality and quantity and spend more time 
moving, at the cost of foraging (Valeix et al. 2009b). Stronger intraspecific and interspecific 
competition for food often occurs when foragers form larger and denser aggregations (Smith 
& Cain III 2009). Another antipredatory strategy, vigilance, often requires a trade-off with 
foraging and therefore reduces the amount of time individuals can spend on resource 
acquisition (Lima & Bednekoff 1999). These behavioural changes not only affect the 
individual prey, but can also have large-scale effects on the ecosystem. Studies have shown 
that trophic cascades occur as a result of behavioural adjustments of prey items and that 
these cascades can lead to altered plant communities and changes in biodiversity richness 
within ecosystems (reviewed by Ford et al. 2014; Ripple et al. 2014; Ford & Goheen 2015). 
Despite the likely costs of these behaviours having been described, few studies have 
determined the actual strengths of nonlethal predation effects on the fitness of individuals 
and populations.  
Both predation (top-down forces) and resource availability (bottom-up forces) influence the 
fitness and behaviour of prey animals (reviewed by Hopcraft et al. 2010; Laundré et al. 
2014). However, the importance of top-down and bottom-up forces likely varies between 
species and between populations. For example, migratory populations are likely to be less 
restricted by predators as they can migrate away from resident predator populations, and 
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are thought to be bottom-up limited, while sedentary populations may not be able to avoid 
predation as easily and as such may be top-down limited (Hopcraft et al. 2010). As animals 
in different populations are likely to be limited by different forces, they are likely to show 
varying levels of response to predation risk and resource availability depending on what 
forces are limiting them. Understanding how animals respond to predation risk and resource 
availability will allow researchers to better understand the limiting factors acting on 
individuals within a population. 
A large body of work has been dedicated to understanding the trade-off that many species 
exhibit between the acquisition of resources and the avoidance of predation (reviewed by 
Lima & Dill 1990; also see Pays et al. 2012; Djagoun et al. 2013; Robinson & Merrill 2013; 
Lashley et al. 2014). Although there are numerous ways for animals to reduce their predation 
risk, the foraging-vigilance trade-off is the most commonly studied trade-off between 
remaining safe and foraging. A number of factors can influence this trade-off, including 
forage quality and quantity, predation pressure, group size, within-group density and the 
ability of animals to simultaneously process food by ruminating or chewing while performing 
vigilance. To study the importance of resource availability (top-down forces) and predator 
presence (bottom-up forces) on individuals’ fitness it is therefore vital to study vigilance and 
foraging and the variables that affect either or both behaviours. Another vital resource for 
herbivores, particularly in dry places and times, is drinking water (Thrash et al. 1995). Access 
to water is an inherently dangerous component of resource acquisition due to the localised 
nature of many water sources and the increased frequency of predation around them 
(Hopcraft et al. 2005; Steer & Doody 2009; Valeix et al. 2009a; de Boer et al. 2010). This is 
especially critical in arid areas, likely resulting in important trade-offs between drinking and 
avoiding predation (Valeix et al. 2009a; Périquet et al. 2010). This trade-off must be 
considered in resource acquisition studies. Such studies should also look at the effect of the 
“landscape of fear” in regulating individuals’ and groups’ movements as landscape elements 
might relate to predation risk at those place in the landscape. The term landscape of fear 
refers to the way in which predation risk varies across a landscape due to a number of 
landscape elements such as vegetation type and the location of water (Laundré et al. 2001). 
Understanding the effect of the landscape of fear on the landscape use decisions of 
individuals and populations would allow researchers to better understand how prey species 
respond to predation risk and whether top-down forces affect the fitness of populations.  
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My overall PhD objective was to study the resource acquisition-safety trade-off of grazers 
and assess the social and environmental variables, including location within the landscape, 
that affected this trade-off, using the blue wildebeest (Connochaetes taurinus) as my study 
species. The social and environmental variables that I tested allowed me to assess the 
effects of top-down and bottom-up forces on the behaviour of wildebeest. I had four overall 
aims: 1) to assess blue wildebeests’ foraging-vigilance trade-off and determine what social 
and environmental variables, including location within the landscape, were more important 
predictors of the trade-off; 2) to study the trade-off between drinking and safety by blue 
wildebeest and determine how the individual’s characteristics and their social and 
environmental surroundings affected their behaviour; 3) to experimentally test the factors 
that affected blue wildebeests’ responses to immediate predation risk while they were 
foraging; and 4) to determine how blue wildebeests’ landscape usage and within-group 
density were affected by predictors of top-down and bottom-up forces. 
 
Foraging behaviour 
Different species forage in different ways. Individuals must ensure that daily energy, protein 
and mineral demands are met and that behavioural shifts that appear to reduce predation 
risk do not result in individuals not meeting their energetic and nutritional requirements. For 
many years ecologists have focused on the foraging constraints acting on grazing species, 
particularly how a species’ digestive system and body size influence the quantity and quality 
requirements of forage. Non-ruminants require forage in high quantities to meet daily 
demands whereas ruminants can extract their daily demands from smaller quantities of 
forage (Demment & Van Soest 1985; Van Soest 1994; Owen-Smith 2002). Larger bodied 
animals are able to meet their nutritional requirements from large amounts of lower-quality 
forage as a result of their comparatively longer digestive tracts (Jarman 1974; Demment & 
Van Soest 1985; Wilmshurst et al. 2000). Despite studies focusing on foraging behaviour, 
including bite rates (Dalmau et al. 2010; Rieucau et al. 2012), step rates (Smith & Cain III 
2009), time devoted to foraging (Burger & Gochfeld 1994; Kie 1999), forage-patch selection 
(Ben-Shahar & Coe 1992) and daily intake demands (Berry & Louw 1982a, b; Primary 
Industries Standing Committee 2007), comprehensive studies that assess the causes of 
inter- and intraspecific variability in foraging behaviour have only been carried out relatively 
recently. These causes fit into four broad categories: environmental and ecological factors 
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(Groom & Harris 2010; Dupuch et al. 2014), predation pressure (Lima & Dill 1990; Eisenberg 
et al. 2014; Marchand et al. 2015), group dynamics (Smith & Cain III 2009) and individuals’ 
characteristics (Ruckstuhl 1999; Gélin et al. 2013).  
As a variety of environmental and ecological factors can affect foraging behaviours, they 
should be considered when studying foraging efficiency. Eland (Taurotragus oryx), Cape 
buffalo (Syncerus caffer) and zebu cattle (Bos indicus) all spend less time foraging when 
temperatures are higher, although the strength of this effect is reduced for species with 
shorter feeding times (Lewis 1977). The same study found that oryx (Oryx beisa callotis) are 
less susceptible to heat stress, and as a result, the time that oryx spend foraging is not 
affected by temperature. Ecological factors such as forage quantity and quality can also 
affect foraging behaviour. A theoretical model by Wilmshurst et al. (1999) found that blue 
wildebeests’ foraging efficiency (recorded as daily energy intake) should be maximised 
when they forage on swards 3 cm high, where access to green leafy biomass with high 
energy digestibility is the greatest. The level of heterogeneity in a patch also affects foraging 
efficiency. In high quality patches, a random (rather than aggregated) dispersion of food 
resources leads to a decrease in consumption by sheep (Ovis aries), whereas the opposite 
relationship occurs in low quality patches (Huang et al. 2012). The foraging intake and 
proportion of time spent foraging of mammalian herbivore species increases in patches of 
high quality and/or biomass within patchy environments (reviewed by Crawley 1983; also in 
Hodgson 1984; Langvatn & Hanley 1993; Huang et al. 2012). However, Fortin et al. (2004b) 
showed a reversal of this bite rate-biomass relationship; individual bison (Bison bison) and 
elk (Cervus canadensis) decrease bite rates in patches of high biomass, likely due to an 
increase in bite size that results in more time required for mastication. While the effects of a 
number of environmental factors on foraging behaviour have been studied, there remains a 
need to assess a suite of environmental predictors including forage quality and/or quantity 
and weather conditions within the one study. 
Predation pressure also plays a role in shaping the foraging behaviour of prey. There is often 
a trade-off between choosing a safe foraging patch and choosing a foraging patch with high 
quality forage. Individual Mediterranean mouflon (Ovis gmelini musimon x Ovis spp.) select 
for safe habitats when under the highest risk of predation, only selecting for high quality 
forage patches when predation risk decreases (Marchand et al. 2015). Safety can also affect 
how long an individual is willing to stay in a foraging patch. Nubian ibex (Capra nubiana) 
have higher giving-up densities when they are further from cliff edges (Iribarren & Kotler 
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2012) and northern brown bandicoots (Isoodon macrourus) have higher giving up densities 
when further from cover (Searle et al. 2008), presumably because cliff edges and cover 
provide escape options for Nubian ibex and northern brown bandicoots, respectively. These 
findings indicate that forage acquisition, both in terms of quality and quantity, can be 
impeded by predator avoidance behaviours. 
Individuals’ forage acquisition behaviour can also be affected by social factors. A number of 
ungulate taxa form groups to reduce predation risk (Sinclair 1985; Kie 1999; Creel et al. 
2014; Schmitt et al. 2014); however, grouping can have negative consequences on foraging 
(Jarman 1974; Smith & Cain III 2009). Both top-down and bottom-up forces can greatly 
affect grouping patterns, group size in particular, of fission-fusion societies. For example, 
African elephant (Loxodonta africana) groups fission as a result of bottom-up forces; social 
groups become smaller and less cohesive during the dry season, likely to reduce the effect 
of decreasing forage quantity on foraging efficiency (Wittemyer et al. 2005; Vance et al. 
2009). The same relationship between social cohesiveness and forage availability occurs in 
killer whales (Orcinus orca) (Foster et al. 2012). Studies across many taxa have also 
revealed a ‘group-size effect’ on vigilance whereby increased group size leads to a reduction 
in vigilance behaviour (reviewed by Elgar 1989; Roberts 1996; Beauchamp 2013). Research 
has also shown an effect of group cohesion on foraging behaviour. Prey individuals increase 
foraging effort when group cohesion is higher; impala (Aepyceros melampus) increase their 
step rate and reduce the ratio of time spent feeding per unit of distance moved in higher 
within-group densities (Smith & Cain III 2009) and teals (Anas crecca) invest more time in 
foraging when neighbours are closer (Pöysä 1994). As the concept of a group cohesion 
(within-group or neighbour density) effect on foraging and vigilance behaviours has been 
poorly studied, future studies should assess the effect of group cohesion on these 
behaviours, and on the trade-offs between these behaviours, across a range of taxa. Such 
studies would allow a better understanding of whether, and to what extent, individuals that 
live in stable or small groups can use social dynamics to reduce predation pressure. By 
understanding whether species can respond to varying levels of predation risk by increasing 
within-group density would allow researchers to better predict whether small or sparsely 
distributed populations would be able to mediate top-down forces using grouping behaviour. 
Along with the size and density of groups, group composition (age, species, and sex of 
individuals in a group) can also affect foraging behaviour. The presence of juveniles reduces 
foraging efficiency in Dall’s sheep (Ovis dalli) (Rachlow & Bowyer 1998). In other species, 
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when mature males are present in a group, there is often disruption leading to individuals 
leaving groups and changing associations (Darden & Croft 2008; Jacoby et al. 2010); it is 
likely that these disruptions also result in individuals being more vigilant at the cost of 
foraging. When heterospecifics (mule deer, Odocoileus hemionus) are present, the foraging 
rate and propensity of cattle (Bos taurus) to forage in high-quality patches increases 
(Kluever et al. 2009). In that study, the presence of mule deer was simulated using visual 
and olfactory cues. These findings all highlight the importance of considering social metrics 
when assessing foraging behaviour.  
An individual’s characteristics, including its reproductive state, body condition, body size, 
age and sex, can also influence its foraging behaviour. The effect of the reproductive state 
of females has been tested in eastern grey kangaroos (Macropus giganteus), showing that 
females increase their bite rate, and resultant food intake, when lactation demands are 
highest (Cripps et al. 2011; Gélin et al. 2013). Time spent foraging increases, at the expense 
of vigilance, when Belding’s ground squirrels (Spermophilus beldingi) are in poor body 
condition (Bachman 1993). Body size also affects an individual’s foraging, in particular its 
forage selectivity, as a result of two morphological traits. First, smaller bodied herbivores 
have narrower jaws that make it easier for them to select particular plant parts or species, 
and second, larger bodied individuals have larger digestive tracts and as a result can absorb 
more nutrition and energy from poorer quality forage and process larger quantities of such 
food than smaller individuals (Demment & Van Soest 1985; Van Soest 1994; Clauss et al. 
2003). As males are often larger than females in mammalian herbivores and adults are 
larger than juveniles, the selectivity and intake of forage can vary between the sexes and 
ages. Males and/or adults are required to consume larger quantities of forage and may be 
able to eat poorer quality forage than females and/or juveniles, often leading to segregation 
of age and sex classes (Lazo & Soriguer 1993; reviewed by Ruckstuhl & Neuhaus 2000; 
Blank et al. 2012). As well as this, the sexes are often differentially selected for by predators, 
likely leading to an increase in antipredator behaviour, and subsequent reduction in foraging, 
by a particular sex. For example, a male Cape buffalo’s predation risk is almost three times 
that of a female buffalo and the proportion of time that males spend vigilant is more than 
double that of females (Prins & Iason 1989). On the other hand, male Thomson’s gazelles 
(Gazella thomsoni), which cheetahs (Acinonyx jubatus) hunt preferentially over females, 
spend less time vigilant than females (FitzGibbon 1990). This increase in hunting pressure 
on males may be a result of their lower vigilance as well as their tendency to be solitary or 
in smaller groups than females (FitzGibbon 1990).  
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Drinking behaviour 
As with suitable forage, drinking water is a critical resource for grazing herbivores, yet 
accessing drinking water has inherent dangers when it is scarce and patchily distributed 
(Valeix et al. 2009a). Many prey species have a higher predation risk near water. Lions’ 
(Panthera leo) prey species experience higher predation risk near water as a result of 
reduced visibility and the prey species’ dependence on water (Valeix et al. 2009b; de Boer 
et al. 2010). Other prey species experience higher predation risk near water due to aquatic 
predators; for example, agile wallabies (Macropus agilis) experience increased predation 
risk by saltwater crocodiles (Crocodylus porosus) near water (Steer & Doody 2009). 
Predation risk can also be higher near water because water sources can impede escape; 
wolves (Canis lupus) hunt white-tailed deer (Odocoileus virginianus) more frequently in 
areas near water (Kunkel & Pletscher 2001), likely because deer have limited escape routes 
in these areas. In environments with increased predation risk near water, the trade-off 
between resource acquisition and safety is as critical for ungulates seeking drinking water 
as it is for foraging ungulates, and perhaps even more critical due to the localised nature of 
water sources. As a result, individuals must use antipredatory strategies to reduce their risk 
of predation at waterholes, including increased group sizes and increased vigilance. While 
studies have found that a number of species suffer higher predation rates near water, there 
is still a knowledge gap regarding how specific social and environmental factors affect the 
resource acquisition and safety behaviour of prey in these areas. Few comprehensive 
studies of such factors have been done. This type of research would provide land managers 
with information on how far apart water sources should be spaced and how important the 
environmental characteristics of a waterhole (e.g. trough versus open waterhole) and its 
surroundings (e.g. open plains versus closed woodland) are for the safety of prey, or the 
hunting success of predators. These are vital considerations for management that should 
be considered, along with other ecosystem-wide considerations (for example, potential loss 
of vegetation, or a change from one vegetation community to another), when choosing to 
install new water sources or to close down existing sources. 
Environmental variables such as location, season and weather are likely to impact an 
individual’s drinking-safety trade-off. In particular, the safety of individual waterholes can 
influence decisions by prey species on which waterhole to use; prey avoid waterholes with 
high predation pressure (Valeix et al. 2009a) and reduced visibility (van der Meer et al. 
2012). Grazers are also likely to be affected by season due to changing water requirements 
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throughout the year. There is a higher probability of arid zone herbivores drinking, once in 
the area of a waterhole, towards the end of the dry season, compared to the start of the dry 
season (Valeix et al. 2008). This is likely a response to reduced water gains through food. 
While the probability of drinking has been studied, there has been little attention paid to the 
frequency of drinking or the lengths of drinking bouts of herbivores and how these are 
affected by the time of year. Wind speed is also likely to affect drinking behaviour. High wind 
speeds are often perceived as risky because of the reduced ability of prey to detect 
predators in these conditions. As a result, some prey species increase time spent vigilant 
while foraging in such conditions (Carter & Goldizen 2003; Fairbanks & Dobson 2007). It is 
possible that prey individuals would spend less time at waterholes, or spend less of their 
time drinking and more time vigilant, in windy conditions. These knowledge gaps regarding 
the effects of season and weather on prey animals’ drinking behaviour should be studied so 
that researchers can better understand the trade-off between safety and drinking in water-
dependent prey. 
Another environmental condition that can affect water acquisition behaviour is time of day. 
Prey species make temporal adjustments to their visits to waterholes as a result of temporal 
variation in predation pressure. A number of prey species avoid waterholes between dusk 
and dawn as predators hunt more actively during the night (Steer & Doody 2009; Valeix et 
al. 2009a). This can lead to nonlethal effects on individuals’ fitness. For example, avoiding 
waterholes at night and near dusk and dawn may lead to heat stress as a result of animals 
being active at hotter times of the day (Cain et al. 2012). Although predators, such as lions, 
are less active during the day, there is still a risk of predation in the day by lions (Stander & 
Albon 1993) and by other predators, such as cheetahs, that are more active during the day. 
Thus, prey must still be cautious.  
As with foraging behaviour, it is likely that water acquisition behaviour is influenced by social 
dynamics. In foraging groups, the presence of heterospecific herds (Scheel 1993; Kluever 
et al. 2009) and an individual’s position in the group (Burger & Gochfeld 1994; Hunter & 
Skinner 1998; Matson et al. 2005; Dias 2006; Blanchard et al. 2008; Klose et al. 2009) can 
often reduce an individual’s vigilance. It is likely that the presence of conspecifics and 
heterospecifics reduces the predation risk of drinking animals too, making prey feel safer 
while accessing water. However, there have been comparatively few studies empirically 
assessing the drinking-safety trade-off (see exceptions: Valeix et al. 2009a; Périquet et al. 
2010; van der Meer et al. 2012). The effects of some social factors on drinking behaviour 
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have been assessed. The group-size effect occurs in coatis (Nasua narica) and white-faced 
capuchins (Cebus capucinus) (Burger 2001) as well as greater kudu (Tragelaphus 
strepsiceros) and impala (van der Meer et al. 2012). The presence of heterospecifics, as 
well as larger group sizes, cause greater kudu to reduce vigilance (Périquet et al. 2010). 
While the effect of an individual’s position in its group on the foraging-vigilance trade-off has 
been well studied, there remains a need to study the effect of position on drinking behaviour. 
As foraging animals spend less time foraging and more time vigilant when on the periphery 
of their group (Burger & Gochfeld 1994; Hunter & Skinner 1998; Matson et al. 2005; Dias 
2006; Blanchard et al. 2008; Klose et al. 2009), it is possible that a similar pattern occurs in 
the trade-off between drinking and vigilance, however this has yet to be studied. 
 
How animals utilise their landscape 
A number of factors can influence an individual’s decision to move around their landscape. 
Although individuals have to move to ensure they can acquire enough food and water, their 
landscape use decisions are likely influenced by the following three factors: the distribution 
of predators, the locations of food and water, and the cost of movement. While a large body 
of work has been dedicated to understanding the landscape of fear and has shown that 
measurable characteristics of the landscape can influence predator-prey interactions 
(reviewed by Graves et al. 2014), limited work has been done to quantify landscape 
characteristics and their effects on prey animal’s behaviour in studies on the resource-safety 
trade-off. Understanding the landscape-scale determinants of movement is an important 
challenge faced by managers of large herbivores, particularly in areas with increasing 
fragmentation and human intervention (Redfern et al. 2003). 
The presence of predators in an ecosystem often shapes the landscape use of prey. Prey 
move in response to encounters with predators and often move throughout the landscape 
to utilise areas where predation pressure is reduced and/or escape probability is improved. 
Particular areas of a landscape may have higher predation risk. For example, lions’ hunting 
success increases in areas that provide lions with the ability to get closer to prey without 
being detected, such as areas with greater grass heights, up to 0.8 m (Orsdol 1984), and 
around erosion embankments, rocky outcrops and woody vegetation (Hopcraft et al. 2005). 
A number of predators also have increased hunting rates around waterholes (Schaller 1972; 
Kunkel & Pletscher 2001; Hopcraft et al. 2005; Steer & Doody 2009), where there are likely 
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to be more prey and escape paths can be limited by vegetation, water-logged soils and/or 
unnavigable water bodies. Ravines and valleys are often used by wolves as they contain 
few escape options for prey (Kunkel & Pletscher 2001). As a result of varying predation 
pressure throughout a landscape, prey species’ landscape use decisions must not only 
consider forage availability but also predation pressure within a landscape.  
Waterholes are a vital part of the landscape for water-dependent grazers; however, there 
are predation and nutritional consequences of remaining near water. Near waterholes, the 
quality and quantity of forage is often limited due to the piosphere effect. Piospheres are 
areas of reduced biomass, cover and richness of perennial herbaceous plants surrounding 
waterholes, first noted in the literature by Van der Schjiff (1975; cited in Thrash 1998); these 
areas can have profound impacts on the forage-patch selection of herbivores. Since this first 
mention, research has gone on to show that there is an asymptotic relationship between the 
availability of herbaceous vegetation and the distance to waterholes. In Kruger National Park 
in South Africa, the sacrifice area, where perennial herbaceous plants could not survive, 
extended to between 50 m and 250 m from water (Thrash 1998) and the impacts of large 
herbivores on shrub density stretched as far as 2.8 km from waterholes (Brits et al. 2002). 
Another study in Kruger showed the effects of these piospheres on different species; grazers 
were forced to forage further from water sources in nutrient poor landscapes than in nutrient 
rich landscapes (Redfern et al. 2003). This trend was particularly true for smaller grazers, 
such as wildebeest, which rely on higher quality forage, and was not significant for larger 
grazers such as Cape buffalo, which rely on forage quantity more than forage quality 
(Redfern et al. 2003). Due to the costs of remaining near water, grazers must make 
decisions about when to, and where to, move in order to ensure adequate forage uptake 
and avoidance of predators.  
Despite the benefits of moving from dangerous or forage-poor areas, there are time and 
energy costs of movement (Leblond et al. 2010; Wilson et al. 2012). Individuals must 
consider the distance to preferred foraging and drinking locations to ensure that the costs of 
travel do not outweigh the gains from travelling to a particular location. In particular, water-
dependent individuals must ensure that when travelling to preferred forage patches they 
remain in range of water sources (Western 1975; Redfern et al. 2003). Energy use 
associated with movement across particular types of terrains and surface compositions can 
also influence an animal’s decision to traverse the area. For example, African elephants 
avoid steep terrains, with females and males preferring gentle and intermediate terrains, 
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respectively (Wall et al. 2006; de Knegt et al. 2011), blue wildebeest avoid water-logged 
soils (Talbot & Talbot 1963) and temperate-region ungulates often avoid snowy landscapes 
as a result of the increased energy required to traverse those areas (Parker et al. 1984; 
Leblond et al. 2010).  
 
Predator avoidance behaviour 
Predator avoidance is an important part of life for prey species. However, many predator 
avoidance behaviours come at the cost of resource acquisition. Prey must therefore trade 
off between these behaviours to ensure a balance between acquiring enough resources to 
survive and avoiding predation. In essence they need to decide how to eat without being 
eaten. There are three main predator avoidance strategies that prey use: vigilance, spatial 
adjustments and temporal adjustments. These strategies have been well studied in some 
taxa, however there remains a need to understand how social and environmental factors 
affect all of the possible antipredatory strategies of prey, and how the landscape of fear 
compounds these effects. By understanding the effects of these factors, researchers will be 
able to inform management decisions regarding the size and composition of groups needed 
to reduce predation risk, the environmental characteristics that will improve the viability of 
populations and how important particular landscape features are for predator avoidance and 
resource acquisition. This knowledge will be useful in instances where populations are being 
translocated as well as when parks are either being fenced off or having their land managed 
(e.g. through the provision of water).  
Vigilance, in which an individual scans its surroundings, allows prey to detect predators in 
order to reduce predation risk (reviewed by Elgar 1989; Roberts 1996). Vigilance often 
requires an animal to stop feeding (known as exclusive vigilance), although it can be 
performed while chewing or ruminating (known as vigilance while chewing) (Fortin et al. 
2004a; Périquet et al. 2010). Given that vigilance, particularly exclusive vigilance, usually 
involves a trade-off between feeding and safety (Houston et al. 1993; Brown 1999; Djagoun 
et al. 2013; Robinson & Merrill 2013), vigilance patterns have important fitness implications.  
Vigilance can be affected by environmental, social and individual variables. Environmental 
predictors of vigilance include distance to cover (Matson et al. 2005), wind speed (Carter & 
Goldizen 2003; Fairbanks & Dobson 2007) and temperature (Radford & Ridley 2007). It is 
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also possible that time of day affects vigilance as a result of varying predation pressure 
throughout the day (Stander 1992). Indeed, individual black-faced impala (Aepyceros 
melampus) increase their vigilance in the late afternoon compared to the early morning 
(Matson et al. 2005). Group size (Elgar 1989; Burger & Gochfeld 1994; Dalmau et al. 2010), 
group/neighbour density (Cowlishaw 1998; Treves 1998; Smith & Cain III 2009), group 
composition (Hunter & Skinner 1998) and position within the group (Burger & Gochfeld 1994; 
Hunter & Skinner 1998; Matson et al. 2005; Dias 2006; Blanchard et al. 2008; Klose et al. 
2009) are all social factors that can affect vigilance. An individual’s age (Burger & Gochfeld 
1994; Li et al. 2012a), sex and reproductive state (Hunter & Skinner 1998; Gélin et al. 2013) 
can also have an effect on vigilance. Although there is a wealth of knowledge on the 
predictors that affect vigilance, there have been few studies that have looked at more than 
once class of predictors (social, individual and/or environmental) to simultaneously assess 
their importance (see exceptions: Robinette & Ha 2001; Li et al. 2012b; Lashley et al. 2014). 
Species across a range of taxa use spatial adjustments, in addition to vigilance, to reduce 
predation risk. Indeed, zebras (Equus quagga) in Hwange National Park move 4 km after 
encountering a lion, but travel less than 1.5 km in the absence of an encounter (Courbin et 
al. 2016). African elephants increase group bunching after hearing predators’ vocalisations 
and these responses are more sensitive to risk level in groups with older matriarchs 
(McComb et al. 2011). Individuals may also move towards the source of an alarm call of a 
conspecific (Trefry & Hik 2009) or a heterospecific (Trefry & Hik 2009; Kitchen et al. 2010), 
although responses to heterospecifics’ alarm calls are often weaker than responses to those 
of conspecifics. It is suggested that moving towards an alarm call affords the listener a better 
ability to detect the cause for alarm. These studies have assessed spatial adjustments but 
have not assessed whether these adjustments are affected by social or environmental 
factors. Thus, it is important that future studies attempt to close this knowledge gap by 
assessing spatial adjustments in social and environmental contexts, as well as a predation 
risk context. Spatial adjustments as a result of predation risk can have impacts on foraging 
efficiency of prey, and their resulting resource intake, particularly as group bunching can 
lead to an increase in within-group foraging competition. 
Along with short-term behaviours, many animals select for particular habitat characteristics 
as a result of predation pressure (Heithaus et al. 2009; Thaker et al. 2010). A range of 
species seek habitats where predation pressure is lower or their escape probability is higher; 
for example, blue wildebeest avoid closed riparian habitats where visibility is reduced 
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(Thaker et al. 2010), female fallow deer (Dama dama) select habitats near cover to improve 
their escape chances (Ciuti et al. 2004), female Dall’s sheep seek terrain that is less 
associated with predators (Rachlow & Bowyer 1998), and cormorants (Phalacrocorax 
varius) use shallow seagrass beds where tiger shark (Galeocerdo cuvier) abundance is low 
(Heithaus et al. 2009). As utilising less preferred, but safer, areas can result in reduced 
forage availability and quality (Valeix et al. 2009b), prey must weigh up this cost against the 
benefits of reduced predation risk. 
As there is temporal as well as spatial variation in predation risk, prey can also reduce their 
risk by making temporal adjustments. This is evident by when assessing the times at which 
prey species access particular areas within the landscape. Plains zebra (Equus burchelli) 
make two predation risk-based temporal adjustments; they are less abundant on foraging 
patches on days when lions are observed within the patch and increase their preference for 
woodland habitats during the night when lions prefer grasslands (Fischhoff et al. 2007). The 
timing of prey species’ access to water is another example; lions’ prey species access water 
during times of the day when lions are least active (Valeix et al. 2009a). Temporal 
adjustments such as these can have effects on the efficiency of resource acquisition by 
individuals, as with spatial adjustments.  
Predator avoidance behaviours can have a variety of effects on the fitness of a population 
or a single prey individual. For example, when assessing over 150 studies, Preisser et al. 
(2005) found that the average impact of nonlethal (intimidation) effects on prey density was 
as strong as, or stronger than, lethal effects. A study looking at nonlethal predation effects 
on individuals found that zebras have a lower quality diet after encountering lions (Barnier 
et al. 2014). On the other hand, in Yellowstone National Park it has been found that the risk 
of predation from wolves does not affect the pregnancy rate or body fat of elks (Cervus 
elaphus) (Middleton et al. 2013). Instead, in this predator-prey relationship, lethal effects of 
predation were more important than nonlethal effects. Thus, both lethal and nonlethal effects 
can have fitness consequences for individuals. It is therefore important to consider both 
effects of predation, rather than focusing solely on lethal effects as has been the case in the 
majority of studies to date on the effects of predation. 
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Experimentally testing the responses of prey animals to predation risk  
A recent body of work has used playbacks of auditory stimuli to test the responses of focal 
animals to vocalisations of predators (Blumstein et al. 2008; McComb et al. 2011; Favreau 
et al. 2013), conspecifics (Martin & Martin 2001; Windfelder 2001; Trefry & Hik 2009; 
Favreau et al. 2013) and heterospecifics (Kirchhof & Hammerschmidt 2006; Bell et al. 2009; 
Kitchen et al. 2010). Vocalisations of predators have been used to assess the behavioural 
adjustments that prey make when under high predation risk. The results show that 
individuals often retreat from the sources of playbacks, increase listening and vigilance 
behaviours, and form denser aggregations (Blumstein et al. 2008; McComb et al. 2011; 
Webster et al. 2012). These results show that playback experiments are effective at 
simulating predator presence. Through simulating predator presence, researchers can 
experimentally test the responses of prey to predator presence and determine which factors 
affect the propensity of prey to respond and affect the types of responses that the use. 
Recent studies on mammalian taxa have shown that focal individuals increase antipredator 
behaviours after hearing vocalisations of their predators. African wild dogs (Lycaon pictus) 
retreat from lions’ roars but remain in the area or move in a random direction upon hearing 
spotted hyenas’ (Crocuta crocuta) whoops (Webster et al. 2012). Prolonged listening and 
group bunching is observed in African elephants, particularly in groups with older matriarchs, 
after hearing lion roars (McComb et al. 2011). Also, increased vigilance has been observed 
as a response to vocalisations of predators (in impala responding to lion roars, Favreau et 
al. 2013; and in yellow-bellied marmots (Marmota flavinentris) responding to howls of wolves 
and coyotes (Canis latrans), Blumstein et al. 2008). Cheetahs, which are both predated by 
and in competition with lions and spotted hyenas, are more vigilant and move away from an 
area after hearing predator vocalisations. They are also less likely to hunt soon after hearing 
such vocalizations, which translates into a reduced kill rate (Durant 2000a, b). These studies 
add to the growing body of work on antipredator strategies through experimentally 
controlling perceived predation pressure, but further work is required to assess prey animals’ 
foraging-vigilance trade-off decisions in order to understand the associated costs and their 
effects on the fitness of prey populations.  
While observational studies allow researchers to assess foraging and vigilance behaviour in 
a natural setting, it is imperative to be able to control and alter animals’ perception of 
predation risk or resource availability to separate the effects of top-down and bottom-up 
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forces. Recent work using playbacks of predator vocalisations has shown that playback 
experiments are effective at mimicking predator presence (Blumstein et al. 2008; McComb 
et al. 2011; Webster et al. 2012). As such, using playbacks of predator vocalisations should 
allow us to better understand the importance of, and factors that affect, perceived predation 
risk. Studies using playbacks of vocalisations have yet to simultaneously assess the effects 
of social and environmental factors, including landscape factors.  
 
Importance of the resource acquisition-safety trade-off 
Populations of ungulates have been declining rapidly across Africa. Numerous studies have 
revealed limiting factors acting on ungulate populations in Africa, for example, food quality 
and quantity (Gasaway et al. 1996; Hopcraft et al. 2010; Voeten et al. 2010), disease (Berry 
1981), rainfall (Ottichilo et al. 2001), forage competition (Sinclair 1974) and water quality 
(Gereta & Wolanski 1998). Spatial and temporal variation in these limiting factors causes 
many African ungulates to undertake annual migrations (Pennycuick 1975; Boone et al. 
2006; Holdo et al. 2009). However, increased human development is leading to migratory 
routes being blocked and ungulate populations being forced to reside within smaller areas 
than they did historically (Newmark 1996; IUCN SSC Antelope Specialist Group 2008). One 
part of human development that is having a significant effect on migration routes is the 
construction of fences, particularity around protected areas; fencing has dramatically 
reduced carrying capacity for migratory ungulates and has in turn caused large-scale 
population declines globally (reviewed by Ben-Shahar 1993; Berry 1997a; Harris et al. 
2009). Human intervention has also increased the number of permanent water sources 
available, and these areas are often associated with increased predation risk by lions (Valeix 
et al. 2009a; de Boer et al. 2010). Understanding the limiting factors for species is vital to 
help ensure population sustainability, particularly in closed systems. 
Predation pressure and resource availability are major determinants of landscape use and 
grouping behaviours. In some systems resource availability drives landscape use and 
grouping decisions; large herbivore migrations, involving large-scale seasonal movements 
and often increased group sizes and within-group densities, follow seasonal changes in 
resource availability (Fryxell & Sinclair 1988). In other systems, top-down forces are stronger 
determinants or can act simultaneously with resource availability to shape the fitness of 
populations (Sinclair 1985; Hopcraft et al. 2010; Thaker et al. 2010). Top-down and bottom-
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up forces can also have varying impacts on different species in the same community; for 
example smaller herbivores are limited by forage quality whereas larger herbivores are 
limited by forage quantity (reviewed by Jarman 1974) and smaller species can be affected 
by the presence of all predators, whereas larger prey species are only affected by larger 
predators (reviewed by Hopcraft et al. 2010). These forces can also oppose each other, 
requiring individuals to place higher importance on resource acquisition or predator 
avoidance depending on the limiting factors within their landscape. For example, the 
preferred foraging patches of Cape buffalo are those with high grass biomass; however, 
these areas often coincide with woody vegetation, which presents an increased predation 
risk. Cape buffalo select for areas with lower grass biomass, likely in an effort to avoid 
heavily wooded areas (Burkepile et al. 2013). Thus, it is important to understand what forces 
(top-down or bottom-up) are having a greater impact on declining populations. 
 
Study species  
This study focused on the resource acquisition and predator avoidance behaviours of blue 
wildebeest and assessed how these behaviours are affected by environmental, including 
location, and social factors. Wildebeest are keystone grazers, affecting fire regimes and the 
conversion of grass plains into tall grass communities (Sinclair et al. 2007), and are found 
in savanna ecosystems across sub-Saharan Africa. There are two extant species of 
wildebeest, the blue wildebeest and the black wildebeest (Connochaetes gnou). This study 
focused on the blue wildebeest (hereinafter termed ‘wildebeest’), a species found throughout 
sub-Saharan Africa. This species of wildebeest has undergone significant decline in parts 
of its region; over 80 percent of the wildebeest population in the western regions of southern 
Africa was lost between 1926 and 1975, primarily as a result of fencing which limited the 
ability of wildebeest to migrate to foraging patches (Berry 1997a). This population historically 
occurred throughout Namibia and into Botswana and Angola; however, construction of 
fences has largely limited it to Etosha National Park in Namibia (Berry 1997a). 
Wildebeest are group-living, water-dependent, grazing ruminants (Berry 1980; Estes 1991). 
Grasses comprise over 98 percent of the diet of wildebeest (studied in the Kajiado district of 
Kenya, Owaga 1975). As a water-dependent species (Western 1975), wildebeest must 
travel to water sources, natural or man-made, daily to fulfil their water requirements. The 
social system of wildebeest is characterised by groups that vary in size from single 
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individuals, usually solitary bulls, to groups of over 100 individuals (Estes 1991), often 
containing heterospecifics (Sinclair 1985). Although there are different types of herds, little 
is understood about the permanence of these groups and how they interact. It has been 
suggested that mixed herds (that contain male, female and juvenile wildebeest) in resident 
populations are relatively stable (Ripple et al. 2014) but that herd size may be larger during 
the calving season (Talbot & Talbot 1963; Attwell 1982). Migratory populations merge 
together during migration events (Ripple et al. 2014). Despite some work being carried out 
on the social systems of wildebeest, this work has primarily been carried out on populations 
in East Africa where wildebeest are able to migrate over large areas, rather than being 
confined within fenced national parks (see exception: Attwell 1982). 
Wildebeest use a number of methods to reduce predation. As a group living animal they 
exist in large, dense aggregations (except for territorial bulls), which is thought to be a 
strategy to reduce a predator’s ability to pick off a single prey item (Scheel 1993; reviewed 
by Ripple et al. 2014). Indeed, Hunter and Skinner (1998) found that wildebeest existed in 
larger group sizes when they were under high predation risk, compared to low predation 
risk. The other main strategy of wildebeest, when being approached by a predator, is to flee 
to a safe distance (reviewed by Ripple et al. 2014). However, wildebeest also use alarm 
snorts to warn their group members of a nearby predator (Ripple et al. 2014) and adult 
wildebeest have been observed attacking spotted hyenas (Estes 1966; reviewed by Ripple 
et al. 2014) and wild dogs (reviewed by Ripple et al. 2014) to defend themselves and other 
group members, particularly calves that are not yet old enough to flee from a predator. 
Wildebeest are an ideal species for studying the trade-off between resource acquisition and 
safety as they are a preferred prey species for lions, the apex predator in their distribution 
range (Berry 1981; Mills & Shenk 1992; Stander & Albon 1993; reviewed by Hayward & 
Kerley 2005; de Boer et al. 2010), and group with conspecifics as well as heterospecifics. 
As wildebeest (particularly the populations outside of East Africa) reside in arid and semi-
arid environments with varying topography, soil characteristics and rainfall, their forage is 
highly spatially and seasonally heterogeneous (Illius & O'Connor 2000). Species that forage 
on heterogeneous resources are ideal species for the study of foraging, drinking, grouping 
and landscape use behaviours and how these are affected by varying resource availability 
and predation pressure. These species are required to make landscape-scale movements 
to access resources throughout their landscape and must trade-off between using areas 
with high forage availability and using areas with low predation risk. The requirement for 
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wildebeest to drink every day means that the drinking-safety trade-off is more critical for 
them than other species. Predator avoidance is particularly important for wildebeest; they 
are not only a preferred prey species of lions but also cheetah and spotted hyena in Etosha 
(Berry 1981). Finally, by studying a species that exhibits a spectrum of group types it is 
possible to assess the predation and resource acquisition pressures faced and how these 
are impacted upon by group composition, including the presence of heterospecific prey 
species. 
 
Study area 
Etosha National Park is a prime study location for determining the limiting factors for 
ungulates as it is a completely fenced but large (22,270 km2) national park with a number of 
natural and man-made water sources (Figure 1). The park is home to a large number of 
resident ungulates that once migrated over longer distances, such as the populations of 
wildebeest and plains zebra. The park’s characteristics allow an assessment of the biology 
of these animals in a confined environment. Understanding the behaviour of animals in 
confined populations is the first step in understanding the differences in behaviour between 
resident populations and migratory populations, such as those in East Africa, and 
determining the effect of confinement on the fitness of populations.  
 
Figure 1: Map of Etosha National Park, Namibia, overlayed with study transects. 
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There are a number of large predator species in the park including lions, spotted hyena, 
brown hyena (Hyaena brunnea), cheetahs and leopards (Panthera pardus). Despite having 
natural perennial water sources, Etosha has no large aquatic predators. Although Etosha 
has a suite of large predators, lions are thought to account for almost 85% of wildebeest 
predation and stalking predators (lions and cheetahs) account for 92% of wildebeest 
predation (Berry 1981). Thus, it is likely that wildebeest in Etosha make antipredator 
adjustments based primarily on stalking predators, particularly lions as cheetahs in Etosha 
predate primarily on springbok (Antidorcas marsupialis) (Berry 1981). During my data 
collection period there were at least eight prides of lions within my study area. Each of these 
prides had a home range that centred around one of the waterholes in that area. While lion 
distribution did change throughout the study period, this change was due to the prides using 
their home ranges differently, rather than moving away from their home ranges (W. Kilian 
personal communication).  
Vegetation in the park is categorised as an arid savanna ecosystem (Huntley 1982). There 
are 12 separate major habitat types and the park is surrounded by game fencing; Etosha 
was progressively fenced from 1961 with essentially complete enclosure achieved by 1973 
(Berry 1997b). Etosha has three main seasons, although the timing of each season is highly 
variable: (1) the hot-wet season, January to April; (2) the cold-dry season, May to August; 
and (3) the hot-dry season, September to December (Berry 1980). The park has a highly 
variable annual rainfall averaging 397 mm, approximately 80 percent of which falls in the 
wet season (Gasaway et al. 1996). In Etosha, prey species concentrate around perennial 
water sources during the dry season, and are more dispersed during the wet season (du 
Preez & Grobler 1977). 
Most grazers forage on resources that are spatially homogenous at the forage patch-scale 
(Jarman 1974). However, the grass plains in Etosha are mainly found around the edge of 
the Etosha pan and are relatively small (Sannier et al. 2002). These plains are surrounded 
by woody vegetation that do not provide adequate forage for wildebeest. Wildebeest prefer 
grass plains as they provide short green grass (Holdo et al. 2009). The presence of these 
wooded areas, therefore, creates a spatially heterogeneous landscape for wildebeest to 
graze in at the landscape-level. As such, wildebeest in Etosha must move between foraging 
patches and between foraging areas and waterholes in order to acquire sufficient resources.  
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Thesis aims and objectives 
The overall objective of this project was to understand the decisions a grazer makes in order 
to acquire enough resources, while not becoming prey. Individual herbivores trade off 
between antipredator and foraging behaviour (reviewed by Lima & Dill 1990), a trade-off 
greatly affected by external factors. As such, research focusing on foraging or vigilance must 
take into account both antipredator and resource acquisition behaviours, and the related 
trade-offs, as well as the forces that are acting on the population being studied. To 
understand the forces acting on this population, the project focused on foraging, drinking, 
and moving wildebeest to assess how group dynamics, predation risk, distance to water, 
forage availability, and distance to cover affected these behaviours. This thesis is comprised 
of a general introduction chapter, four data chapters (Chapters 2-5, Figure 2) and a final 
conclusions chapter. Each of the four data chapters have been written for publication in peer 
reviewed journals. As the data chapters have been written for publication, there is a degree 
of overlap between the Introduction sections of these chapters. 
 
 
 
 
 
 
 
 
Landscape 
Figure 2: Visual representation of the position of each data chapter (Ch.) of this thesis within 
the resource acquisition-safety trade-off context.  
Chapter 2  
This chapter explores the foraging-vigilance trade-off of blue wildebeest. I analysed the 
foraging, vigilance and movement behaviours of foraging wildebeest to assess whether 
Water
SafetyFood
Ch. 5 
Ch. 2 
Ch. 4 
Ch. 3 
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environmental, including location, or social factors were more important predictors of the 
foraging-vigilance trade-off. I intend to submit this chapter to Animal Behaviour. 
Chapter 3 
Chapter 3 studies the effect of environmental and social variables on a prey species’ 
behaviour during waterhole access. To determine wildebeests' behaviour while accessing 
water I conducted focal sampling on wildebeest as they approached towards, drank at, and 
retreated from, waterholes. The manuscript of Chapter 3 has been prepared with the 
intention of submitting it to Behavioural Ecology and Sociobiology. 
Chapter 4 
This chapter experimentally tests the behavioural responses of wildebeest to predation risk 
and tests how social and environmental factors, including landscape metrics, affect the 
magnitude of the response. We assessed wildebeests’ baseline behaviour, played lion roar 
vocalisations (playbacks) and then assessed wildebeests’ post-playback behaviour using 
focal sampling. I intend to submit this chapter to Behavioural Ecology. 
Chapter 5 
Chapter 5 seeks to understand the factors that affect wildebeests’ landscape usage and 
examines how wildebeests’ within-group density is affected by factors related to predation 
risk and forage competition. We assessed the within-group density and location (distance to 
water and cover) of wildebeest groups against a number of environmental, including 
locational, and social, factors. Chapter 5 has been prepared with the intention of submitting 
it to PLoS ONE. 
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Chapter 2 
Eating without being eaten: factors that influence the foraging-
safety trade-off by blue wildebeest 
 
Abstract 
In order for individuals of prey species to eat without being eaten, they must constantly make 
decisions regarding safety and resource acquisition. The environmental and social factors 
an individual experiences, as well as the individual’s location in the landscape, can all affect 
the trade-off between foraging and safety, but have previously been rarely studied 
simultaneously. We explored how environmental and social factors affected blue 
wildebeests’ behavioural focus on food acquisition versus safety by examining how these 
factors affected wildebeests’ trade-offs between foraging and vigilance. We conducted five-
minute focal samples, in the 2013 and 2014 dry seasons in Etosha National Park in Namibia, 
to determine the proportions of time wildebeest spent in vigilance and foraging, as well as 
the bite rates of focal individuals. Model averaging was used to determine which 
environmental and social variables were most strongly linked to behavioural variation. 
Environmental and landscape predictors, namely forage availability and distance to cover, 
were more important predictors of the foraging-vigilance trade-off than were social 
predictors. Contrary to our expectations, wildebeest increased foraging time, at the cost of 
vigilance, in times of high food availability. This is further evidence that pasture management 
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may be particularly important for ensuring the sustainability of wildebeest populations in 
fenced, arid areas.  
 
Keywords: Antipredator vigilance, Connochaetes taurinus, landscape context, resource 
acquisition, social vigilance, vigilance intensity 
 
Introduction 
Prey species must constantly make decisions regarding safety and the acquisition of 
resources in order to eat without being eaten. These decisions are affected by social and 
environmental factors, including an individual’s location in the landscape. The sum total of 
environmental factors that affect prey animals’ perceived risk of predation creates a 
“landscape of fear” for prey species (Iribarren & Kotler 2012; Coleman & Hill 2014), which 
affects their foraging behaviour (Kie 1999; Altendorf et al. 2001; Fortin et al. 2003; Searle et 
al. 2008). To better understand the foraging strategies of grazers, studies have looked at 
variation in foraging behaviours, including bite rates (Dalmau et al. 2010), step rates 
(Marchand et al. 2015) and time devoted to foraging (Kie 1999; Creel et al. 2014). This 
expanding field of study has described three main causes of variability in foraging behaviour: 
environmental factors (Wilmshurst et al. 1999; Groom & Harris 2010), predation pressure 
(reviewed by Verdolin 2006) and social factors (Smith & Cain III 2009). However, few studies 
have simultaneously assessed the effects of environmental and social factors on both food 
acquisition and antipredator behaviour (see exceptions: Robinette & Ha 2001; Li et al. 2012; 
Lashley et al. 2014) and few have explicitly considered these effects in a landscape context.  
Whilst foraging optimally is vital to all animals, prey species must also expend time on 
antipredator strategies, particularly vigilance. Vigilance, the act of visually scanning the 
surroundings, is generally considered an antipredator behaviour (reviewed by Elgar 1989; 
Roberts 1996). However, more recent studies have found that not all vigilance is 
antipredator vigilance; some is aimed at gathering information about neighbours and food 
availability (social vigilance; Fernández-Juricic et al. 2005; Favreau et al. 2015). Although 
vigilance yields vital information, there are fitness implications as vigilance often comes at 
the cost of foraging (eg. Brown 1999; Djagoun et al. 2013; Robinson & Merrill 2013; Creel 
et al. 2014). The cost of vigilance is difficult to quantify, though, because the effect of the 
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foraging-vigilance trade-off can be reduced if a species is able to handle food whilst 
performing vigilance (Fortin et al. 2004a; Fortin et al. 2004b; Benhaiem et al. 2008; Pays et 
al. 2012; Favreau et al. 2015). However, it is possible that such ‘low-intensity’ vigilance may 
provide poorer-quality information than high-intensity vigilance (vigilance without chewing) 
due to increased head movement and noise associated with chewing (Blanchard & Fritz 
2007). Because of the trade-off between foraging and vigilance, it is important to understand 
what influences the amount of effort animals invest in vigilance. 
As safety and forage availability vary with environmental conditions, the environment can 
affect the trade-off between foraging and vigilance. For example, cover can either obstruct 
a prey animal’s view of a predator, or provide escape or hiding opportunities. Prey whose 
predators use cover for concealment during hunts are likely to associate cover with risk, and 
increase vigilance near cover (Underwood 1982; Matson et al. 2005; Thaker et al. 2010). 
The opposite can be true when a predator’s movement is impeded by cover or when prey 
can use cover for escape (Ciuti et al. 2004; Searle et al. 2008; Heithaus et al. 2009; Iribarren 
& Kotler 2012). Wind too can increase an animal’s perception of risk; some prey species 
increase vigilance (Carter & Goldizen 2003) and decrease foraging (Fairbanks & Dobson 
2007) with increasing wind speeds. Foraging choices are also affected by the quality and 
quantity of forage present. In patchy environments, mammalian herbivores increase 
foraging effort in high quality and/or high biomass patches (reviewed by Crawley 1983; also 
in Hodgson 1984; Langvatn & Hanley 1993; Huang et al. 2012). As foraging effort changes 
when forage quality and quantity vary across a landscape, foraging effort is also likely to 
change when the quality and quantity of forage vary across time, for instance between 
seasons and/or years.  
The ways in which environmental factors affect how prey animals prioritize foraging and 
safety are likely to vary with an individual’s location within a landscape. Surface water and 
forage patches are the key landscape elements for most water-dependent prey species. As 
important as these resources are, there are costs related to being close to resources such 
as preferred forage or water (Leblond et al. 2010; Wilson et al. 2012). For example, the 
availability of herbaceous vegetation decreases near water, due to higher concentrations of 
prey (Thrash 1998; Brits et al. 2002). Predation pressure is often higher near water; for 
example, the number of kills by lions (Panthera leo) increases around waterholes (Schaller 
1972; Hopcraft et al. 2005). The combined effects of reduced forage availability and 
increased predation pressure at waterholes are therefore likely to force grazers away from 
DANNOCK Rebecca   38 
 
water when foraging. Nonetheless, individuals must ensure that the cost of travelling to 
optimal resource patches does not outweigh the benefits. In particular, water-dependent 
individuals must remain within range of water when travelling to preferred forage patches 
(Western 1975; Redfern et al. 2003). In order to better understand the effects of predator 
populations and forage availability on the behaviour of herbivores, it is important to 
understand how these costs and benefits affect individual animals’ landscape use decisions.  
Social factors, such as group size and density, the presence of dependent young and an 
individual’s location in the group, can also influence foraging and vigilance behaviour. 
Studies of many taxa have revealed a ‘group-size effect’ whereby increased group size 
leads to a reduction in individuals’ vigilance (reviewed by Beauchamp 2013). Aggregating in 
larger groups dilutes the chance of a single prey individual being targeted for predation 
(Hamilton 1971) and the individual is likely to experience an increased probability of predator 
detection as a result of vigilance by its group members (‘many eyes hypothesis’) (Pulliam 
1973; Lima 1990). However, there are also costs to being in larger groups, including most 
importantly, competition for resources (Krause & Ruxton 2002).  
Studies have recently focused on the effect of group density, as opposed to group size, on 
foraging behaviour. Higher group density can reduce foraging efficiency more strongly than 
can group size (Smith & Cain III 2009). This suggests that group density may be a more 
reliable indicator of resource competition, while group size may more reliably indicate 
predation risk. An individual’s location within its group can also affect its foraging-vigilance 
trade-off; individuals in the centre of groups often spend less time vigilant and more time 
foraging than do peripheral individuals (Burger & Gochfeld 1994; Hunter & Skinner 1998; 
Matson et al. 2005). Neighbour distance can also affect the trade-off; Treves (1998) found 
that adult male red colobus (Procolobus badius tephrosceles) and adult female redtail 
monkeys (Cercopithecus ascanius schmidtii) spent less time vigilant when they had more 
neighbours within 2 m, suggesting shared vigilance. Individuals of species that form 
aggregations that vary in size therefore would be expected to consider their group size and 
composition when making behavioural decisions to optimally balance predator avoidance 
and resource acquisition.  
We explored how environmental and social factors affected the use of forage acquisition 
and safety behaviours by blue wildebeest (Connochaetes taurinus, hereinafter ‘wildebeest’) 
in a landscape context. Wildebeest are an ideal species for studying the trade-off between 
resource acquisition and predator avoidance behaviours, as they are a preferred prey 
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species for lions (Berry 1981), move across large areas to access food and water, and occur 
in varied group sizes and compositions. Small ruminants can extract their daily forage 
requirements from smaller quantities of forage than non-ruminants of a similar size; however 
they require high-quality forage (Jarman 1974; Demment & Van Soest 1985; Van Soest 
1994; Wilmshurst et al. 2000). Wildebeests’ foraging strategies vary with scale and season. 
One study found that wildebeest selected grass with short and medium heights at the 
landscape scale but that at the local scale their selectivity varied seasonally (Wilmshurst et 
al. 1999). In the wet season, wildebeest selected for high grass quality (indicated by grass 
greenness) over quantity (grass height), whilst during the dry season, they selected forage 
based on both quantity (medium grass height) and quality (moderate greenness). This 
suggests a preference for forage quality when green flushes are present and selectivity 
based on quantity when quality is limiting. These decisions would ensure wildebeest 
maintain an adequate energy intake without exceeding their digestive capabilities.  
Given that the presence of forage and predators varies throughout a landscape, an 
individual wildebeest’s location in the landscape (distance to cover and distance to water) is 
likely to affect its foraging-vigilance trade-off. Our hypothesis was that wildebeests’ foraging 
and vigilance behaviour would be correlated with social, environmental and location-based 
factors. We tested the following four predictions:  
1) that wildebeest would spend more time vigilant (and less time foraging) when a) in smaller 
and sparser groups, b) forage was abundant, and c) in riskier weather conditions (higher 
wind speeds) and locations (closer to water and cover);  
2) that wildebeest would spend more time in high-intensity vigilance when a) in smaller and 
sparser groups, and b) in riskier weather conditions and locations;  
3) that wildebeest would spend more time in antipredator vigilance when in a) smaller and 
sparser groups, and b) in riskier weather conditions and locations; and 
4) that wildebeest would have higher bite rates when a) in larger and denser groups, b) 
forage was less abundant, and c) in riskier weather conditions and locations. 
We considered high and low-intensity vigilance, as well as social and antipredator vigilance, 
to determine what factors led to wildebeest investing more time and effort in vigilance 
behaviours. 
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Materials and methods 
Study area and population 
The study was conducted in central Etosha National Park in Namibia (19°10'48.61"S, 
15°55'6.98"E), in the dry seasons between March and November of 2013 and 2014. In the 
2012-2013 wet season there were 221.8 mm of rainfall in Okaukuejo (central Etosha) 
compared to 397.2 mm in the 2013-2014 wet season (W Versfeld, personal communication). 
This led to higher grass biomass in 2014 than in 2013 (personal observation). Approximately 
2500 wildebeest reside in Etosha (M Kasaona, personal communication). Etosha is a 22,270 
km2 closed system, surrounded by game fencing, and is categorized as a savannah 
ecosystem (Huntley 1982). Within the park there are high densities of predators, including 
approximately 500 lions (Bauer et al. 2015). There are three main seasons in Etosha, 
although their timing is variable: (1) the hot-wet season, approximately January to April; (2) 
the cold-dry season, May to August; and (3) the hot-dry season, September to December 
(Berry 1980). Most mammals in the park concentrate around perennial water sources in the 
dry season, and are more dispersed in the wet season (du Preez & Grobler 1977).  
 
Field data collection 
Data were collected along five road transects that ran through the most frequently-used 
grazing areas in central Etosha. These transects covered approximately 200 km of road; the 
shortest transect was 23 km and the longest transect was 53 km. While these transects 
travelled through all major vegetation types in central Etosha (namely grassy plains, Acacia 
thickets and woodland areas), data were only recorded in grassy plains areas as this is 
where the large majority of foraging wildebeest were located. Approximately three-hour 
sampling sessions, in which a single transect was driven, were conducted twice daily: (1) 
commencing at sunrise and (2) concluding at sunset. Each sampling session was assigned 
a number. 
Upon encountering a wildebeest group, the date, sampling session, time, GPS coordinates, 
distance to cover (areas of dense vegetation, ridges and artificial objects that could hide a 
predator), wind speed, group size, area covered by the group (group length in metres 
multiplied by group width in meters) and number of group members at rest (lying down) were 
recorded. A ‘group’ was defined as one or more wildebeest in a single or mixed species 
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aggregation with nearest neighbour distances less than 100 m. The group size only included 
the number of wildebeest. Distance to cover was recorded as either 1-100 m, 101-500 m or 
> 500 m. The wind speed, in kilometres per hour, was recorded directly prior to each sample 
(Kestrel 1000 Pocket Weather Meter, Nielsen-Kellerman, U.S.A.).  
The first adult individual encountered in the group that was foraging and whose head, neck 
and front feet were visible was selected as the focal individual for sampling. The focal 
individual’s sex, reproductive state (if female), body condition and location in the group were 
recorded. Body condition was ranked from one (very poor) to five (excellent) (Figure 1) using 
Berry and Louw’s (1982) criteria. Position in the group was noted in the field as peripheral 
(199 focal samples) or central (124 focal samples); individuals with no group-mates in a 
continuous 1800 arc of them were noted as peripheral, while other individuals were noted as 
central (Alados 1986). The focal individual was then video recorded for five minutes 
(Altmann 1974). During this period the local density (number of wildebeest within 3 body 
lengths of the focal individual) and the distance from the focal animal to its nearest neighbour 
were recorded at one-minute intervals. The focal animal’s local density and nearest 
neighbour distance data were averaged across the sample.  
 
 
Figure 1: Diagram representing the body condition classes of wildebeest from very poor to 
excellent. 
Video recorded samples were analysed to quantify the response variables: proportion of 
time spent vigilant, intensity and direction of vigilance bouts, proportion of time spent 
grazing, and bite rate. We collected 323 focal samples from which we could analyse 
vigilance behaviour. Of the 323 focal samples there were 54 samples in which video quality 
impacted our ability to count bites, and therefore only 269 focal samples were used in our 
bite rate analysis. Vigilance was defined as when an individual lifted its head above grass 
height whilst not moving and was classified as being either towards a group member, or 
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away from the group. When vigilance direction was not apparent within the video frame it 
was noted verbally during video recording. Vigilance intensity was noted as high-intensity 
(exclusive vigilance) or low-intensity (vigilance whilst chewing or ruminating). Number of 
bites was converted to bite rate per minute of grazing time. Group density was determined 
as the number of wildebeest per square meter using the data on group size and area 
collected in field. 
The straight-line distance to water was determined for each group in ArcMap 10.3 using the 
proximity tool. Vegetation productivity at each focal sample was estimated by acquiring 
within-pixel Normalized Difference Vegetation Index (NDVI) satellite data from 16-day 
MODIS composites (www.usgs.gov). The closest composite taken to each focal sampling 
date and location was selected for use and the vegetation productivity (NDVI) value was 
used in analyses. 
 
Statistical analyses 
There were no effects of day of year, temperature or minutes from sunrise on any of the 
behavioural responses (r2 < 0.05) and therefore these were not included as covariates in 
the models. A sex/reproductive state variable was created with the following categories: 
male, lactating female, pregnant female and non-reproductive female. Predictor variable 
data were standardized to z-scores prior to modelling to allow for comparison of the 
coefficient values. Behavioural responses with proportional data were arcsine square root 
transformed prior to modelling.  
To determine the effects of social and environmental factors on each behavioural response 
variable we used general linear modelling with a model averaging approach (Burnham & 
Anderson 2002) in R (R Development Core Team 2009). Each of the response variables 
was modelled as a function of 12 predictor variables: group size, group density, distance to 
nearest neighbour, proportion of group at rest, position, year, distance to cover, distance to 
water, wind speed, vegetation productivity, body condition and sex/reproductive state. Due 
to the relatively large study population and large area over which we collected data it is 
unlikely that there was a significant effect of pseudoreplication as a result of our sampling 
protocols. However, to control for possible pseudoreplication from collecting multiple 
samples within one sampling session, we included sampling session as a random factor in 
our models. We examined a Pearson’s correlation matrix containing all of our fixed effects 
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to ensure that there was no collinearity in any pair of fixed effects greater than 0.5. Local 
density and group size were highly correlated (r = 0.66), it was for this reason that we did 
not include local density in our models. Modelling was performed using the nlme package 
(Pinheiro et al. 2015) and model averaging was done using the MuMIn package (Barton 
2009). To compare models and calculate averaged coefficient estimates we used Akaike’s 
information criterion adjusted for small sample sizes (AICc). We conducted averaging and 
calculated summed Akaike weights for individual predictors across all models within four Δ 
AIC values of the best model (Anderson 2008). Variables with a relative variable importance 
(sum of Akaike weights) of  0.90 were considered important predictors (Symonds & 
Moussalli 2011). Least-square means were calculated for the categorical variables to 
estimate the within-category effect variation at the mean of the covariate using the lsmeans 
package (Lenth & Hervé 2015). All means are reported with standard errors. 
 
Results 
Wildebeest spent 84% of their active time grazing (?̅? = 84.4 ± 0.8) and 7% of their active 
time vigilant (?̅? = 7.4% ± 0.5%). The rest of their active time was spent moving, urinating and 
defecating. As the proportions of time spent grazing and vigilant were highly correlated (r = 
-0.68) we did not model time spent grazing and vigilance as separate models, but rather we 
use our proportion of time spent vigilant model to make inferences about grazing behaviour. 
Wildebeest were found between 0.08 km and 12.39 km from waterholes (Supp. Figure 1). 
The Akaike weights for each of the best-supported models were below 0.08, indicating that 
support for any one model was quite low. Nevertheless, particular variables had high relative 
variable importance (Σωi  0.9) when averaging across models within four Δ AIC values of 
the best model for all of our behavioural response models. 
 
Proportion of time spent vigilant (prediction 1) 
Year and group density were the most reliable predictors of vigilance (Σωi > 0.9, N = 323, 
Figure 2a). Animals spent more time vigilant, and less time foraging, when in lower group 
densities (prediction 1a) and spent less time vigilant at times of high forage availability 
(contradicting prediction 1b) as seen by an increase in vigilance time in 2014, compared to 
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2013 (Table 1). Wildebeest’s vigilance was reliably predicted by wind speed, or distance to 
cover and water (contradicting prediction 3c). 
 
Figure 2: Relative variable importance (Σωi) of predictors for each response variable. (a) 
Proportion of time spent vigilant, (b) proportion of vigilance time spent in high-intensity 
vigilance, (c) proportion of vigilance time spent facing away from the group, and (d) bite 
rate. Dark bars indicate the predictors deemed important (RVI ≥ 0.90) for each response 
variable. 
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Table 1: Model-averaged coefficient estimates (β) and standard errors (SE) of continuous 
predictor variables and least-square means (LSM) and standard errors (SE) of categorical 
predictor variables against the behavioural response models. Bold text denotes important 
predictor variables; predictor variables with relative variable importance equal to or greater 
than 0.9. 
 
Proportion of time 
spent vigilant 
Proportion of 
vigilance time in 
high-intensity 
Proportion of 
vigilance time 
facing away 
Bite rate per 
minute  
Grazing 
 β/ LSM SE β / LSM SE β / LSM SE 
β / 
LSM 
SE 
Group density -0.023 0.012 0.022 0.037 -0.050 0.040 0.007 0.030 
Group size -0.019 0.022 0.003 0.021 -0.125 0.050 0.015 0.055 
Nearest 
neighbour 
distance 
0.004 0.010 0.012 0.027 0.001 0.012 0.075 0.078 
Proportion of 
group at rest 
<-0.001 0.003 -0.0006 0.009 0.009 0.020 -0.006 0.027 
Distance to water -0.005 0.009 -0.00005 0.010 -0.020 0.030 -0.003 0.024 
Wind -0.017 0.013 -0.003 -0.015 <-0.001 0.011 0.003 0.025 
Position 
Central 
Peripheral 
 
0.220 
0.178 
 
0.020 
0.014 
 
0.455 
0.468 
 
0.068 
0.051 
 
1.156 
1.112 
 
0.056 
0.042 
 
-0.065 
-0.142 
 
0.114 
0.088 
Body condition -0.007 0.010 -0.003 0.015 0.002 0.013 0.032 0.054 
Vegetation 
productivity 
<0.001 0.003 -0.058 0.038 -0.050 0.033 <0.001 0.020 
Year 
2013 
2014 
 
0.243 
0.156 
 
0.014 
0.022 
 
0.664 
0.258 
 
0.046 
0.080 
 
1.380 
0.887 
 
0.040 
0.066 
 
0.155 
-0.363 
 
0.091 
0.126 
Distance to Cover 
1-100 m 
101-500 m 
501 m + 
 
0.221 
0.189 
0.188 
 
0.022 
0.017 
0.021 
 
0.560 
0.687 
0.437 
 
0.077 
0.058 
0.075 
 
0.992 
1.193 
1.216 
 
0.064 
0.048 
0.062 
 
-0.050 
-0.058 
-0.203 
 
0.132 
0.100 
0.135 
Sex/Repro 
Non-repro ♀ 
Lactating ♀ 
Pregnant ♀ 
♂ 
 
0.213 
0.246 
0.181 
0.157 
 
0.020 
0.025 
0.023 
0.025 
 
0.503 
0.574 
0.303 
0.465 
 
0.070 
0.083 
0.082 
0.088 
 
1.251 
1.207 
1.042 
1.035 
 
0.057 
0.069 
0.068 
0.072 
 
-0.095 
-0.054 
-0.154 
-0.111 
 
0.124 
0.152 
0.141 
0.152 
 
  
DANNOCK Rebecca   46 
 
Proportion of vigilance time spent in high-intensity vigilance (prediction 2) 
On average, wildebeest spent 37% of their vigilance time in high-intensity vigilance and the 
remaining 63% in low-intensity vigilance (?̅? = 36.9% and 63.0%, respectively, ± 9.1%, N = 
323). Year was the only important predictor of the proportion of vigilance that was high-
intensity (Σωi = 1.0; Figure 2b). Wildebeest reduced their effort spent in vigilance behaviour, 
by increasingly chewing whilst vigilant, in times of high food availability; the proportion of 
vigilance time that was high-intensity was lower in 2014 than in 2013 (Table 1). Contrary to 
our second prediction, group size and density as well as predation risk factors (high wind 
speeds, close to cover and close to water) were not reliable predictors of vigilance time 
spent in high-intensity vigilance.  
 
Proportion of vigilance time spent facing away from the group (prediction 3) 
Eighty-three percent of a wildebeest’s vigilance time was spent facing away from the group 
(antipredator vigilance) with the remaining 17% of vigilance time spent facing towards a 
group member (?̅? = 82.7% and 17.2%, respectively, ± 1.6, N = 323). Group size, year, 
distance to cover and sex/reproductive state were all important predictors of vigilance time 
spent facing away from group mates (Σωi = 1.0; Figure 2c). Wildebeest spent more of their 
vigilance time facing away when in smaller groups, agreeing with prediction 3a (Table 1). 
They increased social vigilance, at a cost to antipredator vigilance, when closer to cover 
(contrary to prediction 3b, Table 1). Reduced antipredator vigilance in 2014 compared to 
2013 showed that wildebeest spent more time focused on food acquisition than safety when 
forage availability was higher. Non-reproductive females spent the most time facing away 
from the group, followed by lactating females, pregnant females and males, respectively 
(Table 1). 
 
Bite rate per minute of grazing time (prediction 4) 
On average, wildebeest took 26 bites per minute of grazing time (?̅? = 25.9 ± 0.5, N = 269). 
Only year was a reliable indicator of bite rate (Σωi = 1.0; Figure 2d). As expected in prediction 
4b, individuals had a higher bite rate during 2013 than in 2014 (Table 1). The size and 
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density groups, and predation risk factors and did not reliably predict bite rate (predictions 
4a and 4b, respectively). 
 
Discussion 
Year was the most important predictor of the foraging-vigilance trade-off of wildebeest in 
Etosha National Park while other environmental and social factors were of less importance 
than expected. We found that wildebeest increased their focus on foraging, at the cost of 
safety, in times of higher forage availability. This is a surprising result given the large number 
of predators residing in Etosha; however, it highlights the impact of food scarcity on 
wildebeests’ behaviour in this arid environment. Grazers in Etosha, and other arid 
environments, probably need to focus on resource acquisition more than safety, particularly 
when resources are plentiful, to help them endure periods of food scarcity in harsher 
seasons. Impala (Aepyceros melampus) also increase their focus on foraging and reduce 
their vigilance behaviour in high quality patches (Pays et al. 2012), but ours is the first 
evidence that such a foraging-centric approach by grazers can vary seasonally as forage 
quality changes.  
 
Environmental predictors of foraging and vigilance 
Wildebeest spent less time vigilant (including less antipredator and exclusive vigilance) and 
more time foraging in 2014, when food was more available, compared to 2013. The relatively 
low proportion of time spent foraging in 2013, compared to 2014, could be explained by 
longer digestion times for poor quality grass (Illius & Gordon 1992) rather than reduced 
foraging effort. The slower bite rates in 2014 were likely a reflection of increased forage 
availability. Bite sizes and processing times increase in patches with high biomass, leading 
to slower bite rates (Bradbury et al. 1996).  
Year may have been a better proxy for changes in forage availability over time in this study 
than NDVI. As NDVI measures productivity, and this research was conducted in the dry 
season, much of the available forage would not have been measurable using NDVI. As there 
was higher rainfall before the 2014 data collection, compared to 2013, we were able to use 
year as a proxy for forage availability in the absence of meaningful NDVI data. The strong 
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influence of year on time spent in vigilance, the type and intensity of vigilance employed and 
individuals’ bite rates suggests that landscape-scale forage availability may be the most 
important factor in wildebeests’ decisions regarding the foraging-vigilance trade-off in this 
arid environment. If our study had included data from all seasons, not just the dry season, 
there may have also been a correlation between day of year and behaviour due to seasonal 
differences in predators’ diets; for example, wildebeest in Kruger National park are more 
heavily predated in the wet season (Owen-Smith 2008) and may alter their behaviour 
accordingly. 
Contrary to our expectations, distance to water and wind speed was not correlated with the 
foraging vigilance trade-off. The risk of predation by lions is higher near water (Schaller 
1972; Hopcraft et al. 2005); therefore, we had expected that wildebeest would increase 
vigilance behaviour, at the cost of foraging, near water. Although few studies have 
considered the effect of wind on the foraging-vigilance trade-off, these studies found that 
vigilance time increased (Carter & Goldizen 2003) and foraging time decreased (Fairbanks 
& Dobson 2007) with increasing wind speeds. The lack of effects of wind or distance to water 
effect is further evidence that wildebeest may have been making vigilance and foraging 
decisions as a result of foraging pressures rather than predation pressure. 
 
Social predictors of foraging and vigilance 
While environmental factors seemed to affect foraging and vigilance behaviour, grouping 
parameters had effects on vigilance patterns only. As expected, the proportion of vigilance 
time in antipredator vigilance decreased in larger groups, consistent with the ‘group-size 
effect’ (reviewed by Beauchamp 2013) and time spent vigilant decreased in higher group 
densities. This shows that wildebeest alter their vigilance behaviours as a result of group 
density as well as group size, but that these group metrics affected different elements of 
vigilance. Because of this, it is important that future studies consider both the size and 
density of groups when determining the effect of group metrics on behaviour, as considering 
only one metric may reduce the study’s ability to detect an effect of group metrics. While the 
group-size effect is well established across taxa, the effect of group density has been 
infrequently assessed in empirical studies. Theoretical studies have suggested that an 
increase in group or neighbour density would reduce predation risk and/or predation success 
(Kunkel & Pletscher 2001; Fernández-Juricic et al. 2004; Fox et al. 2015). Empirical studies, 
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mostly of birds, support this, with increased group or neighbour density leading to an 
increase in time spent foraging and decrease in time spent in vigilance (Pöysä 1994; 
Fernandez-Juricic et al. 2007; Steer & Doody 2009).  
Year, as a proxy for forage availability, distance to cover, group size and group density were 
the most important factors associated with the trade-off between resource acquisition and 
safety for wildebeest. Overall, wildebeest focused more strongly on forage consumption than 
vigilance, particularly when food was more readily available compared to when food was 
scarce. Considering the high predator concentrations in the park, and that this forage-centric 
behaviour occurred in good forage conditions, it appears that wildebeest were more 
concerned with eating than with being eaten. This indicates the importance of pasture 
management in ensuring the sustainability of populations of grazers in fragmented, arid 
habitats and suggests that forage availability is where managers of these areas should focus 
their efforts.  
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Supplementary Material 
 
Supplementary Figure 1: Distribution of focal individuals in relation to distance to water (N 
= 323). 
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Chapter 3 
Friends can lead wildebeest to water but thirst makes them 
drink: the factors affecting blue wildebeests’ drinking 
behaviour 
 
Abstract 
Water is a crucial resource for herbivores; however, accessing water often comes at the 
cost of safety as many herbivores have a higher risk of predation near water. Many studies 
have shown that variables including environmental elements, social factors and individuals’ 
characteristics can all affect prey animals’ foraging-vigilance trade-off, but few studies have 
focused on the drinking-safety trade-off, despite this potentially being a critical trade-off for 
water-dependent grazers. During the dry seasons of 2013 and 2014 we focal-sampled 164 
groups of wildebeest as they approached to, spent time at, and retreated from, waterholes 
in Etosha National Park, Namibia. Using general and generalised linear mixed effects 
models, we described the effects of individuals’ characteristics, as well as social and 
environmental factors, on the proportion of time wildebeest spent vigilant, the amount of time 
they spent at the waterhole and their step rates. Individual, social and environmental factors 
were all correlated with wildebeests’ behaviour, but different factors were more important for 
some behaviours and/or some phases of wildebeests’ waterhole visits. Wildebeest 
approached faster when in larger groups (less time vigilant and higher step rates) and when 
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more heterospecifics and wildebeest from outside of the focal group were present (higher 
step rates). Vigilance during the at-water and retreat phases was correlated with year; 
individuals spent more time vigilant in the drier year (2013 compared to 2014). Wildebeest 
also spent a higher proportion of time vigilant during the at-water phase earlier in the year. 
As drinking behaviour appeared to be affected by forage availability, our findings suggest a 
link between foraging and drinking behaviours. Thus, studies of foraging-vigilance trade-offs 
cannot be used to explain all resource acquisition-safety trade-off decisions. We suggest 
that continued research into water acquisition behaviour is vital to our understanding of how 
prey species trade-off between resource acquisition and predation avoidance. 
 
Keywords: Connochaetes taurinus, heterospecifics, lactating female, predation risk, 
reproductive state, step rate, vigilance, water acquisition, waterhole 
 
Introduction 
Predator avoidance is an important part of life for all prey species. However, avoiding 
predation often comes at the cost of resource acquisition and thus there is a vital trade-off 
between the two. The trade-off between food acquisition and safety has been well studied 
(reviewed by Lima & Dill 1990; also in Pays et al. 2012; Djagoun et al. 2013; Robinson & 
Merrill 2013). However, despite drinking water being a critical resource for many grazers 
(Redfern et al. 2003) and waterhole areas often being associated with higher predation risk 
than foraging patches (Valeix et al. 2009a; de Boer et al. 2010), relatively few studies have 
focused on the drinking-safety trade-off (see exceptions: Valeix et al. 2009a; Périquet et al. 
2010; van der Meer et al. 2012). This gap in understanding is important because the trade-
off between accessing water and staying safe is equally, if not more, critical than that 
between foraging and safety for water-dependent grazers. Acquiring enough water is 
particularly critical considering dehydration can cause some species’ food intake to be 
significantly reduced (Maloiy et al. 2008) and these species often suffer high predation near 
and at water sources.  
One way that prey can reduce their risk of predation, while still acquiring water, is to time 
their drinking to avoid times of high predator activity. A number of lions’ (Panthera leo) prey 
species avoid waterholes during the night and during dawn and dusk periods when the risk 
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of encountering predators is high (Valeix et al. 2009a). Agile wallabies (Macropus agilis) are 
also more likely to drink during the day than at night and those that do drink during the night 
are more likely to drink from less risky areas (Steer & Doody 2009). This is despite agile 
wallabies largely being active, to forage, during the night. Higher predation risk by saltwater 
crocodiles (Crocodylus porosus) at night is likely the reason for these behavioural 
adjustments. Despite their benefits, temporal adjustments such as these can have negative 
effects; avoidance of waterholes at night and near dawn and dusk can mean being active in 
the hottest part of the day, which can result in heat stress (Cain et al. 2012). Also, while 
accessing water in the daytime may reduce an individual’s predation risk, the risk is not 
entirely eliminated; ambush predators, whilst more successful at night, still hunt during the 
day, albeit less than at other times (Webb & Manolis 1989; Stander & Albon 1993; Sinclair 
& Arcese 1995). Thus, accessing water can be inherently dangerous, even during the 
daytime.  
In addition to making temporal adjustments to their activities, prey species can also perform 
vigilance to reduce predation risk. Vigilance, the act of visually scanning the surroundings, 
allows animals to detect predators to reduce their chance of predation (reviewed by Elgar 
1989; Roberts 1996). As prey species’ vigilance is impeded whilst drinking, due to the head-
down posture required, there is a clear trade-off between drinking and vigilance. Indeed, 
prey animals take longer to approach waterholes and spend longer at waterholes when 
predation risk is high (Valeix et al. 2009a), likely owing to increased time spent vigilant. This 
trade-off is possibly influenced by social and environmental factors as well as an individual’s 
sex and reproductive state. 
Individual characteristics and social factors influence vigilance behaviour, at least while 
animals forage. For instance, both impala (Aepyceros melampus) and blue wildebeest 
(Connochaetes taurinus) females with young are more vigilant whilst foraging than their 
male and female without young counterparts (Hunter & Skinner 1998). However, the effects 
of sex and reproductive status on vigilance whilst drinking have yet to be studied. Along with 
the widely reported group-size effect, where vigilance decreases as group size increases 
(Elgar 1989; Burger & Gochfeld 1994; Dalmau et al. 2010), social factors including the 
presence of heterospecific prey animals and an individual’s position within its group can also 
influence vigilance behaviour. The presence of heterospecific herds sometimes reduces the 
time prey animals spend vigilant while foraging (Scheel 1993; Kluever et al. 2009) and 
individuals on the periphery of a foraging group are often more vigilant than central 
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individuals (Burger & Gochfeld 1994; Hunter & Skinner 1998; Matson et al. 2005; Dias 2006; 
Blanchard et al. 2008; Klose et al. 2009). It is likely that these relationships between social 
factors and vigilance are similar for animals accessing water. Indeed, du Preez & Grobler 
(1977) noted that the presence of heterospecifics reduces the caution of grazers as they 
approach waterholes and Burger (2001) showed the group-size effect in drinking coatis 
(Nasua narica) and white-faced capuchins (Cebus capucinus). Another study found that 
greater kudu (Tragelaphus strepsiceros) spend less time vigilant when in larger groups and 
when heterospecifics are present, but that giraffe (Giraffa camelopardalis) and plains zebra 
(Equus quagga) are not affected by social factors (Périquet et al. 2010). These studies, 
however, did not consider an individual’s position in its group or the sex and reproductive 
state of the individual. 
Studying the behaviour of prey species at waterholes is an ideal way to understand the 
trade-offs that these species make between acquiring enough water and avoiding predation. 
The practice of water provision, via man-made waterholes, is becoming increasingly 
common, particularly in Africa where increased fencing is confining populations to smaller 
than historical ranges (e.g. in Etosha National Park in Namibia, Berry 1997; and in Kruger 
National Park in South Africa, Smit et al. 2007). These waterholes provide animals with year-
round access while many natural water sources are ephemeral. As many animals are reliant 
on perennial waterholes, both natural and man-made, it is important to understand the 
behaviour of animals at these sites and what affects their behaviour. For example, the safety 
of a particular waterhole is likely to affect an individual’s behaviour at that waterhole. 
Whether lions are present at a waterhole influences prey animals’ use of that waterhole 
(Valeix et al. 2009a). It is also likely that waterholes with increased cover are seen by prey 
as more risky; areas with protective cover are often riskier than those without cover, at least 
for prey with ambush predators (Wirsing et al. 2010).  
The effects of top-down and bottom-up forces on prey species’ behaviour at waterholes is 
likely to vary in response to temporal variations in predation risk and resource availability. 
For instance, foraging prey species respond to predation risk differently throughout the year. 
Wildebeests’ within-group density response to immediate predation risk is stronger earlier 
in the year when more juveniles are present (Chapter 4) and female Dall’s sheep (Ovis dalli) 
choose foraging areas based on safety, rather than forage availability, during the calving 
season but the opposite occurs at other times of the year (Rachlow & Bowyer 1998). 
Herbivores are also likely to be affected by season because of varying water content in the 
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available forage. A number of large herbivores in Hwange National Park in Zimbabwe had 
a higher probability of drinking, once in the waterhole area, later in the dry season (Valeix et 
al. 2008). Behaviour at waterholes may also be affected by varying predation risk throughout 
the day. Indeed, van der Meer (2012) found that greater kudu spend less time drinking and 
more time vigilant at riskier times of the day. However, despite the potential for seasonal 
variation in the strength of top-down and bottom-up forces, few studies have assessed the 
effects of temporal factors on drinking behaviour.  
We studied the effects of individual, social and environmental variables on a prey species’ 
behaviour during individuals’ approach to, time at, and retreat from, waterholes. Blue 
wildebeest are a water-dependent species but have not been observed drinking more than 
once per day; in Etosha and East Africa wildebeest drink daily (Talbot & Talbot 1963; Berry 
1980), but under severe drought conditions they can go without water for 2 days or longer 
(Talbot & Talbot 1963). As a result of wildebeest’s water requirements, and because they 
are a preferred prey of lions (Berry 1981), the apex predator in wildebeests’ range, they an 
ideal species for studying the drinking-safety trade-off. Our study of foraging wildebeest in 
Etosha found that vigilance behaviour was affected by individuals’ characteristics as well as 
social and environmental factors (Chapter 2). Non-reproductive females spent the highest 
proportion of vigilance time in antipredator vigilance, followed by mothers (lactating 
females), pregnant females and males, and levels of individuals’ antipredator vigilance 
decreased in increasing group sizes. It is important to test for similar effects of sex-
reproductive state and group size on individuals’ vigilance when predation risk is high (such 
as near or at water). Our study (Chapter 2) also found that vigilance behaviour was affected 
by the year of sampling; the time spent vigilant was higher in the year with lower rainfall and 
lower forage availability as a result of the low rainfall. We hypothesised that wildebeests’ 
behaviour while accessing water would be affected by social, environmental and individual 
factors. We tested six predictions:  
1) that wildebeest would approach a waterhole using less vigilance when a) group size was 
larger, b) there were larger numbers of other prey animals present, c) the individual was 
near the back of the approaching progression, d) it was later in the sampling session (during 
times of lower activity by lions), and e) the individual was a male or non-reproductive female;  
2) that wildebeest would have higher step rates when approaching a waterhole when a) in 
larger group sizes, b) there were more other prey animals present, c) the individual was near 
the back of the approaching progression, and d) it was later in the sampling session;  
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3) that wildebeest would spend less at-water time vigilant (and more time drinking) when a) 
in larger groups, b) larger numbers of other prey were present, c) later in the sampling 
session, and d) the individual was a male or non-reproductive female;  
4) that wildebeest would spend less time at the water when a) in larger groups, b) larger 
numbers of other prey were present, c) later in the sampling session, and d) later in the year 
when water requirements were higher, as a result of lower vigilance;  
5) that wildebeest would retreat from a waterhole using less vigilance when a) group size 
was larger, b) in the presence of a larger number of other prey animals, and c) the individual 
was a male or non-reproductive female; and  
6) that wildebeest would retreat from a waterhole with higher step rates when a) group size 
was larger, and b) in the presence of a larger number of other prey animals. 
 
Materials and methods 
Study area and population 
Our study was conducted at seven perennial waterholes in central Etosha National Park in 
Namibia (19°10'48.61"S, 15°55'6.98"E). Observations were carried out in the dry season 
between March and November of 2013 and 2014 as wildebeest in Etosha are largely 
restricted to perennial water sources during these periods. High densities of predators reside 
within the 22,270 km2 area of Etosha, including approximately 500 lions (Bauer et al. 2015). 
Throughout the central area of Etosha there are numerous natural and man-made water 
sources providing year-round drinking water to game species. The distribution of mammals 
in the park is heavily concentrated around these perennial water sources in the dry season 
(du Preez & Grobler 1977).  
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Figure 1: Map showing the locations of surveyed waterholes within Etosha National Park, 
Namibia. 
Field data collection 
Sampling sessions occurred for approximately four hours around midday, when most 
wildebeest access water (Berry et al. 1982). A focal adult from each wildebeest group 
approaching to, drinking at and retreating from the waterhole was video recorded (Canon 
Legria HF R38, Japan). Focal individuals were chosen haphazardly. The waterhole area 
was defined as the area within a 100 m radius of the waterhole (Valeix et al. 2009b). Each 
sample started when a focal individual entered the waterhole area during its approach and 
continued until the individual left the waterhole area during its retreat, where possible.  
Non-behavioural data were recorded in the field including time, date, waterhole identity, the 
focal wildebeest’s group size (including only the number of wildebeest), number of other 
prey animals, wind speed, and the individual’s position in the progression of its group 
towards the waterhole. The number of other prey individuals included the number of 
wildebeest present that were not part of the focal group and the number of all heterospecifics 
that shared predators with wildebeest (such heterospecifics present in the study area 
included zebra, Equus burchellii, springbok, Antidorcas marsupialis, oryx, Oryx gazella, 
giraffe, kudu and red hartebeest, Acelaphus buselaphus caama), that were within the 
waterhole area. We determined the average wind speed in kilometres per hour over a one-
minute period using a handheld anemometer during or directly after each sample (Kestrel 
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1000 Pocket Weather Meter, Nielsen-Kellerman, U.S.A.). Position in the progression was 
standardised using a rank between zero (front of the group) and one (back of the group) to 
account for varying group sizes. The individual’s sex and reproductive state (if female) were 
also recorded. We developed a sex-reproductive state variable with four categories: male, 
non-reproductive female, lactating female and pregnant female. 
The videotaped samples were analysed to gather behavioural data on the focal individual 
for all three phases: approach, at-water, and retreat. Samples only included phases that 
were complete. If an individual was not visible for a full phase, that phase was omitted from 
the sample. During the approach and retreat phases of the samples the number of steps 
was recorded as well as time spent moving and time spent vigilant. Wildebeest were not 
observed resting during the approach or at-water phases. When they rested during the 
retreat phase, before leaving the 100 m waterhole area, the sample was terminated and the 
retreat phase was not analysed. The at-water phase commenced when the focal individual 
arrived at the waterhole and started drinking for the first time and finished at the end of the 
focal individual’s final drinking bout. The time spent at the water, in seconds, was recorded. 
During the at-water phase, the time spent drinking and time spent vigilant were recorded. 
Vigilance was defined as when the individual stood still with its head above shoulder height, 
scanning or looking at its surroundings, at conspecifics or at heterospecifics.  
 
Statistical analyses 
Data from 146 approach phases, 126 at-water phases and 125 retreat phases of focal 
samples were analysed. Prior to modelling, we applied arcsine square root transformations 
to behavioural responses with proportional data (Gotelli & Ellison 2004).  
We assessed Pearson’s correlation matrices to determine whether there was any strong 
collinearity between the response variables in each phase in R (R Development Core Team 
2009). As there was strong collinearity between the proportion of time spent vigilant and the 
proportion of time spent moving in the approach (r = -0.998) and retreat (r = -0.963) phases 
and between the proportion of time spent vigilant and the proportion of time spent drinking 
in the at-water phase (r = -0.845), we only analysed the proportions of time spent vigilant 
and not the proportions of time spent moving or drinking. To determine the effects of 
individual, social and environmental factors on the proportion of time spent vigilant in each 
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phase and on step rates (in the approach and retreat phases only), we performed general 
linear mixed-effects modelling in the lmerTest package (Kuznetsova et al. 2015). We ran 
five general linear mixed-effects models: 1) approach phase vigilance (prediction 1), 2) 
approach phase step rate (prediction 2), 3) at-water phase vigilance (prediction 3), 4) retreat 
phase vigilance (prediction 5) and 5) retreat phase step rate (prediction 6). To assess the 
amount of time individuals spent at the water we used a gamma generalised linear mixed-
effects model (model 6). The time spent at the water model (model 6, prediction 4) also 
included the proportion of time spent vigilant as a fixed effect. We included the waterhole 
identity as a random effect in all models. Day of year, year (2013 or 2014), minutes from 
sunrise, wind speed, group size, number of other prey animals and the individual’s sex-
reproductive state were included as fixed effects in all models. The individual’s position in 
the progression was included as a fixed effect in the approach phase models (models 1 and 
2). The individual’s position was not included in retreat models as, unlike approaching 
wildebeest groups, retreating wildebeest groups were not observed moving in single file 
progressions. This model included the same fixed effects and random effects as the other 
at-water and retreat phase models and also included the proportion of time spent vigilant as 
a fixed effect. We visually assessed residual plots and normal probability plots of residuals 
to check for model fit for all six models and our models fit the assumptions of normality.  
 
Results 
Approach phase (predictions 1 and 2) 
Group size was the only tested variable to be significantly correlated with the proportion of 
time spent vigilant during the approach phase (Table 1, P = 0.050); in larger groups 
wildebeest spent a lower proportion of time vigilant (agreeing with prediction 1a) and thus a 
greater proportion of time moving (Figure 2). The number of other prey animals present (P 
= <0.001, Table 2), the individual’s sex-reproductive state (P = 0.026, Table 2) and group 
size (P = 0.029, Table 2) were all significantly correlated with step rate during the approach 
phase (Table 2). Wildebeest approached faster (higher step rate per minute of moving time) 
when there were more prey animals of other species in the waterhole area (prediction 2b) 
and when group sizes were larger (prediction 2a) (Figure 3). Non-reproductive females had 
the highest step rates, followed by males, lactating females and pregnant females, 
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respectively. None of the tested environmental factors were significantly correlated with the 
proportion of time spent vigilant or step rates during the approach phase. 
 
Table 1: Factors associated with the proportion of time spent vigilant during the approach 
phase. Baseline categories: 2013 (year) and non-reproductive female (sex-reproductive 
state). 
 Estimate SE Num. df Den. df F P 
Day of Year 0.027 0.021 1 140 1.658 0.200 
Wind Speed -0.005 0.020 1 102 0.077 0.782 
Group Size -0.047 0.025 1 146 3.914 0.050 
Minutes from Sunrise 0.001 0.021 1 122 0.005 0.944 
Number of Other Prey Animals -0.015 0.019 1 139 0.690 0.408 
Position in Progression 0.004 0.019 1 146 0.005 0.946 
Year  
 2014 
 
-0.059 
 
0.044 
1 137 1.848 0.176 
Sex-reproductive state 
 Lactating female 
 
-0.093 
 
0.077 
3 143 1.480 0.223 
 Male -0.064 0.054     
 Pregnant female 0.049 0.085     
 
 
Figure 2: Effect of group size on proportion of time spent vigilant during the approach phase 
(N = 146). Group size data have been standardised; group size ranged from 1 wildebeest 
to 185 wildebeest. Shading indicates 95% confidence intervals. 
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Table 2: Factors associated with wildebeests’ step rates per minute of moving time during 
the approach phase. Baseline categories: 2013 (year) and non-reproductive female (sex-
reproductive state). 
 Estimate SE Num. df Den. df F P 
Day of Year -4.326 2.853 1 141 2.401 0.124 
Wind Speed -1.285 2.740 1 108 0.351 0.555 
Group Size 7.274 3.353 1 146 4.885 0.029 
Minutes from Sunrise 0.878 2.817 1 127 0.060 0.806 
Number of Other Prey Animals 9.426 2.616 1 140 14.393 <0.001 
Position in Progression 3.047 2.547 1 146 1.774 0.185 
Year  
 2014 
 
-3.797 
 
5.886 
1 139 0.410 0.523 
Sex-reproductive state 
 Lactating female 
 
-20.118 
 
10.339 
3 144 3.170 0.026 
 Male -18.530 7.342     
 Pregnant female -25.863 11.408     
 
 
Figure 3: Effects of group size, number of prey animals of other species present and sex-
reproductive state on step rate per minute of moving time during the approach phase (N = 
146). (f) Indicates a female and (m) indicates a male focal animal while nil refers to females 
that are not visibly pregnant or lactating. Continuous data have been standardised; group 
size ranged from 1 wildebeest to 185 wildebeests, while the number of other prey animals 
ranged from 3 individuals to 385 individuals. Shading on continuous variable plots, and error 
bars on categorical variable plot, indicate 95% confidence intervals. 
 
At-water phase (predictions 3 and 4) 
Vigilance during the at-water phase was significantly correlated with day of year (P = 0.001, 
Table 3) and year (P = 0.048, Table 3). Wildebeest spent more time vigilant during the at-
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water phase earlier in the year and in 2013 compared to 2014 (Figure 4). There were no 
significant correlations between any tested social variables and behaviour at the waterhole, 
contradiction prediction 3a and 3b. When assessing the amount of time spent at the 
waterhole, the proportion of time spent vigilant (P = <0.001, Table 4) and the time of day (P 
= 0.044, Table 4) were significantly correlated with time spent at water. Wildebeest spent 
longer at the waterhole during visits when they spent a higher proportion of time vigilant 
(agreeing with prediction 4e) and when they were at the waterhole later in the sampling 
session (contradicting prediction 4c) (Figure 5).  
Table 3: Factors associated with the proportion of time spent vigilant during the at-water 
phase. Baseline categories: 2013 (year), non-reproductive female (sex-reproductive state). 
 Estimate SE Num. df Den. df F P 
Day of Year -0.062 0.020 1 145 10.537 0.001 
Wind Speed -0.003 0.018 1 145 0.188 0.666 
Group Size 0.004 0.021 1 145 0.001 0.973 
Minutes from Sunrise 0.002 0.019 1 145 0.024 0.877 
Number of Other Prey Animals 0.016 0.018 1 145 0.727 0.395 
Year  
  2014 
 
-0.085 
 
0.041 
1 145 3.985 0.048 
Sex-reproductive state 
 Lactating female 
 
-0.081 
 
0.070 
3 145 0.606 0.612 
 Male -0.004 0.051     
 Pregnant female  -0.009 0.082    
 
 
Figure 4: Effects of day of year and year on the proportion of time spent vigilant during the 
at-water phase (N = 126). Day of year data have been standardised; day of year ranged 
from day 131 to day 309. Shading on continuous variable plot, and error bars on categorical 
variable plot, indicate 95% confidence intervals. 
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Table 4: Factors associated with time spent at the waterhole. Baseline categories: 2013 
(year), non-reproductive female (sex-reproductive state). 
 Estimate SE t P 
Intercept 4.959 0.099 50.33 < 0.001 
Proportion of Time Spent Vigilant 0.238 0.050 4.74 <0.001 
Day of Year 0.027 0.048 0.56 0.578 
Wind Speed 0.064 0.047 1.61 0.107 
Group Size 0.056 0.047 1.19 0.233 
Minutes from Sunrise 0.085 0.042 2.01 0.044 
Number of Other Prey Animals -0.005 0.040 0.12 0.908 
Year  
 2014 
 
0.007 
 
0.094 
 
0.08 
 
0.940 
Sex-reproductive state 
 Lactating female 
 
-0.093 
 
0.160 
 
-0.58 
 
0.560 
 Male -0.027 0.117 -0.23 0.820 
 Pregnant female 0.083 0.185 0.45 0.655 
 
 
Figure 5: Effects of proportion of time spent vigilant and minutes from sunrise on time at-
water (N = 126). Continuous data have been standardised; proportion of time spent vigilant 
ranged from 0 to 0.60 and minutes from sunrise ranged from 52 to 394 minutes. Shading 
indicates 95% confidence intervals. 
 
Retreat phase (predictions 5 and 6) 
There was a significant correlation between year and the proportion of time spent vigilant (P 
= <0.001, Table 5) during the retreat phase; wildebeest spent more time vigilant in 2013 
than in 2014 Figure 6). Only the sex-reproductive state of the focal individual was found to 
be significantly correlated with the individual’s step rate during this phase, contradicting 
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prediction 6 (P = 0.008, Table 6). Lactating females had the highest step rate, followed by 
non-reproductive females, males and pregnant females, respectively (Figure 7). No social 
variables that were tested had a significant correlation with either variable during the retreat 
phase (contradicting prediction 5a, 5b, 6a, 6b).  
Table 5: Factors associated with the proportion of time spent vigilant during the retreat 
phase. Baseline categories: 2013 (year), non-reproductive female (sex-reproductive state). 
 Estimate SE Num. df Den. df F P 
Day of Year 0.003 0.029 1 125 0.012 0.913 
Wind Speed 0.018 0.026 1 125 0.489 0.486 
Group Size 0.012 0.031 1 125 0.154 0.696 
Minutes from Sunrise 0.027 0.027 1 125 0.996 0.320 
Number of Other Prey Animals 0.010 0.025 1 125 0.166 0.684 
Year  
 2014 
 
-0.206 
 
0.055 
1 125 13.758 <0.001 
Sex-reproductive state 
 Lactating female 
 
-0.042 
 
0.108 
3 125 0.557 0.645 
 Male -0.074 0.072     
 Pregnant female -0.125 0.108     
 
 
Figure 6: Effect of year on the proportion of time spent vigilant during the retreat phase (N 
= 125). Error bars indicate 95% confidence intervals. 
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Table 6: Factors associated with wildebeests’ step rates per minute of moving time during 
the retreat phase. Baseline categories: 2013 (year), non-reproductive female (sex-
reproductive state). 
 Estimate SE Num. df Den. df F P 
Day of Year 2.321 2.491 1 119 0.868 0.353 
Wind Speed -4.377 2.480 1 119 3.115 0.080 
Group Size -2.690 2.718 1 124 0.980 0.324 
Minutes from Sunrise -3.876 2.453 1 125 3.899 0.051 
Number of Other Prey Animals 4.364 2.210 1 124 2.498 0.117 
Year  
 2014 
 
8.501 
 
4.968 
1 125 2.929 0.089 
Sex-reproductive state 
 Lactating female 
 
17.218 
 
9.243 
3 120 4.175 0.008 
 Male -5.871 6.114     
 Pregnant female -20.575 9.310     
 
 
Figure 7: Effect of sex-reproductive state on step rate during the retreat phase (N = 125). 
(f) Indicates a female and (m) indicates a male focal animal while nil refers to focal animals 
that are not visibly pregnant or lactating. Error bars indicate 95% confidence intervals. 
 
Discussion 
Our findings suggest that prey species consider different factors when deciding how quickly 
they should approach a waterhole, how nervous they should be at waterholes, and how 
quickly they should leave the waterhole area, but that social dynamics, environmental 
factors and individual characteristics likely effect some of their behaviour during visits to 
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waterholes. Individuals’ characteristics were correlated with wildebeests’ step rates during 
the approach and retreat phases, social factors were correlated with vigilance and step rate 
during the approach phase, and environmental factors was correlated with vigilance 
behaviour during the at-water and retreat phases, as well as the amount of time spent at the 
water.  
Wildebeests’ appeared to use social cues of predation risk to shape their behaviour when 
approaching waterholes, however, these social cues did not appear to be important to 
wildebeest when they were at the waterhole or retreating from it. Increased group size and 
increased numbers of other prey animals reduce predation risk through risk dilution and 
increased detection ability (Pulliam 1973). This would explain wildebeests’ less cautious 
approach, less vigilance and faster step rates, when they were in larger groups and when 
more non-group conspecifics and heterospecifics were present. Greater kudu similarly 
reduce vigilance as a response to group size and the presence of heterospecifics, however, 
this is only during the drinking phase of waterhole visits (Périquet et al. 2010). The phase 
during which prey animals are at the water can be particularly perilous due to having to stand 
on water-logged soils that may reduce escape success. Indeed, wildebeest avoid water-
logged soils when grazing (Talbot & Talbot 1963). This danger may result in some prey 
employing the most efficient drinking-safety trade-off when at the water and could explain 
why wildebeest did not consider social factors while at the water.  
The vast majority of literature on foraging animals shows significant relationships between 
position in the group and vigilance behaviour (e.g. Colagross & Cockburn 1993; Burger & 
Gochfeld 1994; Robinson & Merrill 2013), however we did not find a significant relationship 
between position in the group and vigilance behaviour during animals’ approaches to the 
water. In foraging groups, peripheral individuals spend more time vigilant than central 
animals (reviewed by Elgar 1989), owing to the increased risk of predation that comes from 
being the first to be encountered by a predator (Hamilton 1971). Position may not influence 
vigilance during movement, despite the position-based variation in risk, as there would likely 
be an effect of time spent vigilant on movement speed. If animals that were not at the front 
of the progression spent less time vigilant than those at the front (likely more risky), they 
might overtake the forward individuals. This would put them at increased risk. However, the 
riskiness of being in the front of progressions may also be complicated by the possibility of 
predators approaching from the rear of the progression. As such, the position within the 
group may be less indicative of risk when groups are moving, and particularly when doing 
DANNOCK Rebecca   73 
 
so in single file, than it is for groups that are foraging in more two-dimensional configurations. 
This may be because central animals are only protected from the front and back by other 
animals in single file progressions but can be protected on all sides by other animals, in 
more two-dimensional groups. While position in the group was not correlated with approach 
behaviour, it was important to include this predictor in our analyses in order to account for 
the potential bias in the selection of focal individuals. Although we were not able to record 
the position during the at-water and retreat phases, because of the changing nature of 
wildebeest groups during these phases, there should have been limited selection bias. This 
is because the position of individuals within the group often changed between, and 
throughout, the phases (personal observation). 
Environmental factors were significantly correlated with at-water and retreat phase 
behaviour but were not important predictors of approach behaviour. Thus, it appears that 
wildebeest considered social indicators of predation risk during the approach phase but 
considered environmental conditions during the at-water and retreat phases. Wildebeest 
spent more time vigilant during the at-water and retreat phases during 2013 than during 
2014. This mirrors the relationship found between time spent vigilant and year in foraging 
wildebeest (Chapter 2). However, in foraging wildebeest, that relationship can be explained 
by forage availability. In 2013 wildebeest were foraging in patches with little to almost no 
forage available while in 2014 they had more forage; the increase in their foraging in 2014 
likely occurred to make up for the reduced intake in the previous year. It is possible that in 
times of reduced forage availability, prey animals are weaker and thus they perceive their 
predation risk to be greater than when they are fully fit. If so, wildebeests’ increased vigilance 
during the at-water and retreat phases in 2013 could have been a result of reduced fitness. 
Our findings suggest that forage availability may not only affect prey animals’ foraging-safety 
trade-offs but also their drinking-safety trade-offs. This, as well as the fact that dehydrated 
animals have reduced forage intakes (Maloiy et al. 2008), highlights the importance of 
assessing both forage and water intake when attempting to understand the effects of top-
down and bottom-up forces on a population’s fitness. 
Wildebeest also responded to the environmental variable of day of year, spending more time 
vigilant and less time drinking during the at-water phase earlier in the year. As this study 
commenced at the start of the dry season and continued until the end of the dry season in 
each year, day of year can be seen as a proxy for dryness. Herbivores have higher water 
requirements in drier conditions, and thus would be expected to adjust their drinking 
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behaviours accordingly. Indeed, ungulates are more likely to drink when visiting a waterhole 
later in the dry season and in drier years (Valeix et al. 2008). As lions use waterhole areas 
consistently throughout the year (Valeix et al. 2010), these findings suggest that prey 
animals’ propensity to drink and the proportion of time they spend drinking are likely to be 
resource related, not predation related. Wildebeest also spent more time at waterholes later 
in the day. Unlike time spent drinking, this is likely a response to predation pressure as well 
as a response to thirst. Wildebeests’ main predators, lions, are more active closer to dawn 
and dusk than in the middle of the day (Stander 1992). As our data were recorded in the 
morning and early afternoon, predation risk was likely lower at later times, allowing 
wildebeest to spend longer in high risk environments, such as waterhole areas, later in the 
day. These findings show the importance of understanding the effects of environmental 
variables on prey species’ behaviour as these variables can describe the top-down and 
bottom-up forces affecting a population. 
During the wet season, wildebeest and other large herbivores in Etosha disperse away from 
perennial water sources. While wildebeest still drink daily during the wet season, this is done 
more often at other water sources, including puddles and manmade structures such as 
gravel pits and dams. These water sources are likely to be less risky for wildebeest as 
predators would be less able to predict wildebeests’ locations when they access a variety of 
temporary water sources. As such, although the study was only carried out during the dry 
season, this study captured data during the most critical time for wildebeest, when predation 
risk is highest and water availability is lowest. 
We also found an effect of sex-reproductive state on behaviour; step rates were different for 
individuals of different sexes and reproductive states. Pregnant females approached and 
retreated more slowly than other individuals. Wildebeest only become noticeably pregnant 
in the last three months of their nine-month pregnancy, and before this point are still lactating 
(Talbot & Talbot 1963). Noticeably pregnant females probably have a reduced ability to keep 
up with their herd due to increased weight and also do not have the same predation risk as 
mothers with dependent young whose juveniles face higher predation risk than adults. 
Mothers (lactating females) approached slowly and retreated quickly. High predation rates 
associated with juveniles are likely the cause; mothers may be more cautious when entering 
a risky area, and have a stronger desire to leave risky areas than non-mothers. Wildebeest 
mothers with dependent offspring are more vigilant than non-mothers when foraging (Hunter 
& Skinner 1998). In our study, the foraging-safety trade-off was not significantly correlated 
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with the sex-reproductive state, however, mothers spent less of their vigilance time in 
antipredator vigilance than non-mothers, but more than pregnant females and males 
(Chapter 2). This is likely in an effort to balance the need to watch over their offspring while 
being vigilant for predators. These findings show that it is important to understand the 
resource needs and predation risks specific to individual prey animals when assessing the 
resource acquisition-safety trade-off.  
By excluding the retreat phase of groups that rested within 100 m of the water, it is possible 
that our study was slightly biased towards less relaxed individuals. We excluded these 
samples as we believed that they were too short for meaningful analysis. However, we don’t 
believe these exclusions would have led to any significant bias. This is because we noted 
many groups resting just outside of the 100 m radius and those groups were included in the 
analyses. These groups were not likely to be significantly less relaxed as their resting 
location was still likely to be high risk. Their resting location may have been even riskier than 
those within the 100 m radius, as those further away from water were generally observed to 
be nearer to cover. 
Our findings suggest that wildebeest perceive greater safety when entering a waterhole area 
in the presence of more conspecifics and heterospecifics, but that their need to acquire 
enough water, particularly later in the dry season, is more important than predation risk in 
affecting their behaviour while at the water. Overall, we found evidence that the drinking-
safety trade-off is significantly correlated with different factors, depending on the phase of 
water acquisition. Our finding that drinking behaviour may be affected by forage availability 
is further evidence that to understand the resource acquisition behaviour of prey species it 
is vital to assess both drinking and foraging behaviours as well as the top-down and bottom-
up forces that may affect these behaviours. This will improve our understanding of the trade-
offs that prey species make between acquiring enough resources and staying safe and in 
particular, how species can adapt to living in confined areas with man-made waterholes. 
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Chapter 4 
Using lion roar playbacks to assess the effects of predation 
risk on blue wildebeests' vigilance, grouping and foraging 
 
Abstract 
Prey species must make decisions in order to both acquire sufficient resources and avoid 
being predated. These decisions reflect a trade-off that is likely to be affected by a number 
of variables beyond predation risk, yet few experimental studies of behavioural responses 
to predation risk have considered social and environmental factors. We tested how 
wildebeest responded to the simulated presence of predators and how these responses 
were affected by social and environmental conditions, by playing recordings of lion roars 
and of a control sound (car). We conducted these playback experiments on female 
wildebeest in Etosha National Park to determine the change in wildebeest behaviour from 
pre-playback (five-minute pre-playback period) to post-playback (five-minute post-playback 
period). We assessed time spent vigilant, time spent foraging and group density as well as 
the different intensities (vigilance whilst chewing and exclusive vigilance when wildebeest 
did not chew) and directions (towards or away from the group) of vigilance. Wildebeest 
increased their time spent vigilant at the cost of time spent foraging when presented with 
lion roars. This increase was the result of increased time spent in exclusive vigilance while 
facing away from the group. There was no significant change in time spent vigilant whilst 
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chewing or facing towards the group. Wildebeest also increased their within-group density 
after hearing lion roars. We found no evidence that any social or environmental factors 
significantly affected the foraging and vigilance response of wildebeest to playbacks. Only 
the type of playback (lion roar or control) affected wildebeests’ foraging-vigilance trade-off. 
Our findings suggest that wildebeests’ behavioural decisions when reacting to the presence 
of a predator are made with little consideration of social or environmental variables. 
 
Keywords: Aggregation, antipredator vigilance, bite rate, Connochaetes taurinus, 
landscape location, predator stimulus, social vigilance  
 
Introduction 
Predator avoidance is an important behavioural driver for prey species. Predators can have 
both lethal and nonlethal effects on their prey, with nonlethal effects of predation sometimes 
more important than lethal effects at the population level (reviewed by Preisser et al. 2005). 
For example, nonlethal tropic cascades, stemming from prey behavioural changes can have 
effects on plant abundance and species distributions (reviewed by Ford et al. 2014; Ford & 
Goheen 2015), and can affect biodiversity richness within an ecosystem (reviewed by Ripple 
et al. 2014). Many species use both proactive and reactive adjustments in response to 
predation risk (Creel et al. 2014). An example of a proactive adjustment is forming 
aggregations (Hunter & Skinner 1998; Kie 1999; Valeix et al. 2009). Moving to less risky 
areas (reviewed by Wirsing et al. 2010; Courbin et al. 2016) and scanning for danger 
(antipredator vigilance) can used as either reactive adjustments (in response to auditory or 
olfactory stimuli) or proactive adjustments (reviewed by Elgar 1989; Roberts 1996). Such 
antipredator behaviours can reduce foraging efficiency (Fortin et al. 2004) and possibly affect 
survival and reproductive success of prey animals (Zanette et al. 2011). Therefore, it is 
important to understand the constraints such behaviours impose on resource acquisition and 
how social and environmental factors affect the magnitudes of these behaviours. 
Vigilance is usually a major component of the trade-off between food and safety, with 
individuals having to trade off between vigilance and foraging (Houston et al. 1993; Brown 
1999; Djagoun et al. 2013; Robinson & Merrill 2013). The trade-off shifts towards foraging 
when group size and density increase (Smith & Cain III 2009; reviewed by Beauchamp 
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2013), heterospecific prey animals are present (Scheel 1993; Kluever et al. 2009) and in 
high quality foraging patches (Pays et al. 2012). There is a shift towards vigilance in high 
predation risk situations, when perception of predation risk increases (e.g. for mothers with 
young, Hunter & Skinner 1998; and when predator cues are present, van der Meer et al. 
2012) and in risky conditions (in high wind speeds, Carter & Goldizen 2003; and close to 
cover, Matson et al. 2005). Despite the large amount of literature that focuses on vigilance 
as an antipredator strategy, vigilance can also be used to gather social information. Social 
vigilance (vigilance facing towards conspecifics) can be used to locate and assess resources 
by picking up cues from group members (Fernandez-Juricic et al. 2005; Favreau et al. 2015) 
and may also be used to detect threats by using cues about predation (such as heightened 
alertness and flight initiation) from conspecifics. 
The foraging-vigilance trade-off is further complicated by some species’ ability to 
simultaneously handle food and perform vigilance, thus reducing the cost of vigilance 
(Blanchard & Fritz 2007; Pays et al. 2012; Favreau et al. 2015). For example, vigilance whilst 
chewing can reduce the cost of vigilance on foraging time by up to 35% in elk (Cervus 
canadensis) and bison (Bison bison) (Fortin et al. 2004). However, as noise associated with 
chewing can be louder than background noise (Amft et al. 2005), it likely reduces vigilance 
quality (Blanchard & Fritz 2007). Thus, the cost of vigilance can be better understood by 
investigating whether animals interrupt foraging for vigilance or do both simultaneously 
(Favreau et al. 2015). Despite this, studies on vigilance have rarely assessed vigilance 
intensity (exclusive or chewing) and type (antipredator or social) simultaneously (but see 
Favreau et al. 2015) or included other antipredator behaviours.  
Prey animals also form large and dense groups to reduce predation risk (Jarman 1974). The 
main benefit of aggregation, beyond collective vigilance and the dilution effect, is that it can 
confuse predators by reducing the predator’s ability to distinguish a target individual from its 
group (Landeau & Terborgh 1986; reviewed by Caro 2005). By grouping more densely, 
individuals can reduce other antipredator behaviours such as vigilance (Treves 1998); 
however, there are costs. Stronger resource competition often occurs in denser 
aggregations; for example, impala (Aepyceros melampus) increase step rates while foraging 
in denser groupings, likely responding to increased intraspecific competition (Smith & Cain 
III 2009). There have been few studies focusing on aggregation as an antipredator 
behaviour, particularly experimentally (see exception: McComb et al. 2011). 
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Behavioural responses by prey to predators are affected by the ‘landscape of fear’ (Laundré 
et al. 2010); when individuals are in areas they perceive to be risky, their responses are 
likely to be magnified. Our study species, the blue wildebeest (Connochaetes taurinus), is 
the preferred prey species of lions (Panthera leo) in our study area (Berry 1981). Lions hunt 
more often near waterholes (Schaller 1972; Hopcraft et al. 2005) and near cover (Schaller 
1972) than further from water and cover. While the idea that prey species will respond to the 
presence of predators is not new, there has been little work done to test how the risks 
associated with an individual’s surroundings (the landscape of fear) affect its response. We 
hypothesised that wildebeest would respond to lion roars but not to car playbacks and that 
the response would be affected by social and environmental factors. There were three 
responses to predation risk (simulated using recorded lion vocalisations) that we predicted 
wildebeest would make: 1) to increase vigilance and reduce time spent foraging, 2) to 
increase group density by bunching, and 3) to increase exclusive and antipredator vigilance 
rather than social vigilance or vigilance whilst chewing. 
 
Materials and methods 
Study area and population 
This experiment was conducted in central Etosha National Park in Namibia (19°10'48.61"S, 
15°55'6.98"E), along a network of over 200 km of road transects, during the 2014 dry season 
(March to November). Etosha, a fully fenced national park spanning 22,270 km2, has high 
predator densities including approximately 500 lions (Bauer et al. 2015) that preferentially 
hunt for wildebeest (Berry 1981). During the dry season, most herbivores concentrate 
around permanent water sources (du Preez & Grobler 1977). Waterholes are areas of high 
prey vulnerability, particularly to lions (Schaller 1972; Hopcraft et al. 2005). While lions are 
most active during the night, they do roar and hunt during the day in this area, albeit to a 
lesser extent (personal observation).  
 
Playback catalogue 
We observed the effects of recorded lion roars on adult female wildebeest during foraging 
periods. We developed a catalogue of recordings of five lions’ roars to reduce 
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pseudoreplication. Two recordings were obtained from Natural History Media archives 
(www.naturalhistorymedia.com) and three recordings were obtained from a commercial 
online catalogue (www.sounddogs.com). Each recording included a single male lion from 
southern Africa vocalising through deep repetitive roars. All playbacks were standardised to 
25 seconds. As a control stimulus, we used recordings of car noise. Each of the five car 
recordings was sourced from a commercial sound catalogue (www.sounddogs.com) and 
consisted of a single car driving along a dirt road. We standardised each car recording to 25 
seconds. The sound of cars driving on dirt roads is common in Etosha and likely to be non-
threatening to wildebeest, whilst still allowing for a consistent sound level between the lion 
and control playbacks. All ten playbacks, in WAV format, were loaded onto an iPhone 4 
(Apple Inc, U.S.A.) and played through two 180 W speakers (Auto Gear, South Africa) and 
a 700 WRMS amplifier (Jaycar, Australia) powered by a 12 V battery (Midas Style 
Powerbooster, U.S.A.). All playbacks were calibrated to natural sound pressures of 115 dB 
± 1 dB at one metre (Dick Smith Digital Sound Level Meter Q1362, Australia) (Durant 2000; 
Webster et al. 2012). One of the five lion recordings or five car recordings was chosen at 
random to be played during each sample and the recording code (L1, L2, L3, L4, L5, C1, 
C2, C3, C4 or C5) was noted. 
 
Field data collection 
Experiments were performed in sampling sessions twice daily: (1) beginning at dawn and 
lasting up to three hours and (2) up to three hours in the afternoon ending at dusk. Roads 
were driven twice weekly during sampling sessions to locate and sample wildebeest. These 
are the periods when wildebeest spend the most time foraging (Berry et al. 1982). A herd of 
wildebeest containing two or more individuals with nearest neighbour distances less than 
100 m was defined as a ‘group’. Group size varied from 4 wildebeest to 187 wildebeest 
(31.94 ± 32.06). Females were selected for as they are likely to have a stronger need to 
trade-off between foraging and vigilance due to the resources demands of pregnancy and 
lactation and the predation risks attributed with having dependent offspring. Upon 
encountering a wildebeest group containing females the observer stopped the vehicle, 
placed the speaker, amplifier, audio player, and battery on the ground between 100 m and 
300 m from the focal group, and then drove approximately 100 m from the speaker prior to 
sampling. The recording was set to start playing 10 minutes after the observer had moved 
DANNOCK Rebecca   85 
 
away to ensure that the observer was in place and had collected baseline observations prior 
to the playback. Prior to the baseline observations, the date, time, GPS coordinates, 
distance to cover (areas of dense vegetation, ridges and artificial structures), wind speed, 
group size, pre-playback group area, number of group members at rest (lying down), 
presence or absence of heterospecifics within 50 m of the wildebeest group, grass height 
and the recording code assigned to the recording that was played back were noted. The 
time was transformed into a minutes from sunrise or to sunset variable. For focal groups 
observed closer to sunrise than sunset we recorded the number of minutes from sunrise 
and for the other groups we recorded the number of minutes to sunset. This was because 
the risk of predation was likely higher at sunrise and sunset; lions in Etosha hunt more 
actively during these times (Stander 1992). Grass height was estimated visually in the field 
by recording which anatomical part of the wildebeest (base of hoof, ankle, shin, knee or 
stomach) the grass was nearest to in height. There was no grass above the wildebeests’ 
stomachs. The height above ground for each of the anatomical parts was calculated using 
a photograph of an adult female wildebeest at a known distance from the camera and known 
focal length: base of hoof (1 cm), ankle (11 cm), shin (20 cm), knee (42 cm) or stomach (75 
cm). 
Group area was estimated in metres squared as the length times the width of the group. We 
only recorded the presence of heterospecifics that compete with wildebeest for food or are 
depredated by lions (zebra, Equus quagga burchellii; springbok, Antidorcas marsupialis; 
oryx, Oryx gazella; and red hartebeest, Alcelaphus buselaphus caama). Average wind 
speed in kilometres per hour was measured over the course of one minute using a handheld 
anemometer (Kestrel 1000 Pocket Weather Meter, Nielsen-Kellerman, U.S.A.). 
Temperature data were collected at 30 minute intervals at a weather station located on the 
southern edge of the field site; the temperature recorded nearest in time to the sample was 
used. 
The first foraging adult female wildebeest encountered was selected as the focal individual. 
The focal individual’s reproductive state and body condition were recorded. Reproductive 
state was classed as nil, pregnant or lactating and body condition was ranked using Berry 
and Louw’s (1982) criteria from one (very poor) to five (excellent). Individuals moved 
throughout the focal sample, and therefore it was not possible to control for the individual’s 
location in the group. Each focal sample consisted of pre- and post-playback periods: five 
minutes of baseline (pre-playback) observations, then 25 seconds of lion or control playback, 
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followed by five minutes of short-term response (post-playback) observations. The entire 
focal sample was video recorded (Canon Legria HFR38, Japan). The distance between the 
speaker and the focal group was noted; samples were only conducted on groups that were 
between 100 m and 300 m from the speaker at the start of the playback. At the end of the 
sample the post-playback group area was estimated and the playback equipment was 
retrieved. To control for habituation, no playbacks occurred within five kilometres of another 
playback on the same day. 
Videorecorded samples were analysed to quantify the following response variables during 
the five minute pre- and post-playback periods of each sample: seconds spent vigilant, 
seconds spent grazing and bite rate. An individual with its head raised was considered 
vigilant. Vigilance strategy was recorded into four categories: exclusive vigilance, vigilance 
whilst chewing, antipredator vigilance (facing away from the group, including facing towards 
the speaker) and social vigilance (facing towards a group member). Exclusive vigilance and 
vigilance whilst chewing (vigilance intensities) were mutually exclusive, as were antipredator 
and social vigilance (vigilance types). However, an individual always exhibited one of the 
vigilance intensities at the same time as exhibiting one of the vigilance types (i.e. exclusive 
antipredator vigilance). The individual’s bite rate was calculated as bites per minute of 
foraging time. Within-group densities (pre- and post-playback) were determined as the 
number of wildebeest per square metre using the sample’s group size and group area data 
collected pre- and post-playback. ArcMap 10.3’s proximity tool was used to calculate the 
straight-line distance to the nearest waterhole from each sample.  
We collected 101 focal samples including 59 lion playback samples and 42 car playback 
samples. 
 
Statistical analyses  
We analysed the change (c) in behaviour from the pre-playback period (pre) to the post-
playback period (post) of the sample (c = post - pre) for all behavioural responses. By 
assessing how the response variables changed, rather than assessing the response 
variables in the pre- and post-playback periods separately, we were able to consider how 
each individual’s behaviour changed in our procedure. We ran principal component analyses 
(PCAs) to generate composite response variables that captured changes across correlated 
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behavioural response variables. The response variables were split between two PCAs to 
separate the foraging-safety trade-off responses (PCA A) from the fine-scale vigilance 
strategy responses (PCA B). PCA A included three response variables, all standardised to 
z-scores prior to analysis: change in time spent foraging, change in time spent vigilant and 
change in within-group density. PCA B included the four vigilance behaviours that form 
overall vigilance, measured as the changes in time spent in the following behaviours, 
represented by z-scores: exclusive vigilance, vigilance whilst chewing, antipredator vigilance 
and social vigilance. Conducting PCAs allowed us to (1) study the relationships among the 
vigilance, foraging and aggregation responses (PCA A) and among the vigilance type and 
intensity responses (PCA B) to better understand the wildebeests’ responses in a holistic 
manner, (2) capture the global antipredator strategies using the principal components from 
each PCA, and (3) run models using these scores to assess the behavioural responses and 
the effects of social and environmental factors on these responses. For both response 
variable PCAs, we limited analyses to the first two principal components as they accounted 
for a significant proportion of the variance in each response variable (cumulative proportion 
of variance in both PCAs >90%). PCAs were performed in R (R Development Core Team 
2009) using the ade4 package (Dray et al. 2015). 
To limit the number of predictor variables relating to the environmental conditions, we 
conducted a principal component analysis on six climatic and locational variables, called the 
Environmental Conditions PCA (PCA C): minutes from sunrise or to sunset, wind speed, 
temperature, day of year, distance to cover and distance to water. All variables were 
standardized to z-scores prior to inclusion in the PCA C. We limited this PCA to the first two 
components for modelling as the cumulative proportion of variance was over 60%. 
The four behavioural principal components (components 1 and 2 of PCA A and B) were used 
as the response variables for four linear mixed-effects models. These models assessed the 
effects of the playbacks, social variables, environmental variables and the focal individual’s 
characteristics on the vigilance and foraging responses, and the within-group density 
response, of female wildebeest. We included playback type (car or lion), scores from 
components 1 and 2 of PCA C, group size, presence/absence of heterospecifics, grass 
height, body condition, reproductive state and distance to the speaker as independent 
factors. To control for the potential confounding effect of habituation over the data collection 
season, we also included a date-based categorical variable characterised by three levels in 
each of our models: 1) the first third of data collection time, 2) the second third, and 3) the 
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final third. We included the recording code assigned to each lion or car recording that was 
played back as a random factor in all models. We visually checked that residuals fulfilled the 
assumptions of linear modelling by showing a normal distribution, linear relationships 
between the response variable and predictors variables, independence of errors, and 
homoscedasticity. Models were run with lme function from the nlme package (Pinheiro et al. 
2015) in R (R Development Core Team 2009). 
Finally, to determine whether wildebeest used bite rate to compensate for a possible 
decrease in foraging time we assessed whether the change in bite rate per minute of 
foraging time was correlated with the change in time spent foraging in samples when a lion 
roar was played back. To do this we ran a Spearman’s rank correlation test between bite 
rate and foraging time using the stats package in R.  
 
Results 
Environmental conditions  
The first and second principal components of the PCA C explained 60.3% of the variance of 
the six environmental conditions (37.9% and 22.3%, respectively, Supp. Table 1). Distance 
to water, distance to cover, temperature and minutes from sunrise or to sunset were the 
main drivers of component 1 of PCA C (Location, Time and Temperature Component); 
temperature and minutes from sunrise or to sunset increased while distance to water and 
distance to cover decreased as the Location, Time and Temperature Component increased. 
This makes biological sense as temperatures were warmer further from sunrise and sunset 
and wildebeest foraged closer to water near midday than they did near sunrise and sunset 
(RD, personal observation). Component 2 of PCA C was driven by day of year (Day of Year 
Component); day of year decreased as the Day of Year Component increased (Supp. Table 
1 shows the strength of the contribution of each variable). Thus including the Location, Time 
and Temperature Component and the Day of Year Component in our four behavioural 
response models allowed us to capture variation in environmental conditions among focal 
samples. 
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Vigilance, foraging and within-group density responses 
The majority (67.9%) of the variance in the vigilance, foraging and aggregation response 
PCA A was explained by the first principal component (Vigilance and Foraging Component). 
Change in time spent vigilant (post- minus pre-playback measures) increased and change 
in time spent foraging decreased as the Vigilance and Foraging Component of PCA A 
increased (Table 1 and Figure 1). The second principal component of PCA A was largely 
described by the change in within-group density (Density Component); the change in within-
group density increased with this component (28.6% of explained variance, Table 1 and 
Figure 1).  
Table 1: The standard deviations, proportions of variance explained and loadings of the first 
and second principal component axes of the vigilance, foraging and within-group density 
responses in PCA A (N = 101). Bold text denotes the main driver variables for each 
component. 
 Vigilance and 
Foraging Component 
Density 
Component 
Standard deviation 1.469 0.952 
Proportion of variance 0.679 0.286 
Cumulative proportion of variance 0.679 0.965 
Loadings   
Change in time spent foraging -0.656  0.222 
Change in time spent vigilant  0.656 -0.305 
Change in within-group density  0.373  0.926 
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Figure 1: Principal component analysis conducted on vigilance, foraging and aggregation 
responses in PCA A. Each circle represents a single data point (N = 101). Arrows show the 
strength and direction of the correlation between each behaviour and the PCA A axes. 
Playback type was the only significant variable predicting the changes in foraging and 
vigilance time (F1, 8 = 69.051, P < 0.001, Vigilance and Foraging Component, Supp. Table 
2). When wildebeest were exposed to a lion roar, they decreased time spent foraging and 
increased time spent vigilant (agreeing with prediction 1; Figure 2). Although within-group 
density contributed only a small amount to the Vigilance and Foraging Component (PCA A), 
the results suggested that wildebeest increased their within-group density in response to 
lion roars (in line with prediction 2; Figure 3), albeit to a lesser extent than they changed 
their vigilance and foraging, which contributed more to the Vigilance and Foraging 
Component (Table 1). Bite rate (bites per minute of foraging time) and the reduction in time 
spent foraging by female wildebeest exposed to lions’ roars were not correlated (Spearman 
rank correlation: rs = -0.22, N = 59, P = 0.13), thus individuals were not biting faster to make 
up for the reduction in foraging time. There was not a significant effect of playback type on 
the second principal component, the Density Component, of PCA A (F1, 8 = 0.161, P = 0.699, 
Supp. Table 2); the only effect of playback type on within-group density could be seen in the 
Vigilance and Foraging Component. The presence of heterospecifics (F1, 59 = 4.807, P = 
0.032) and the Day of Year Component of PCA C (F1, 59 = 7.759, P = 0.007) were significantly 
positively correlated with the Density Component (PCA A). When the sample was taken 
earlier in the year and when heterospecifics were present there was a larger increase in 
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within-group density from pre- to post-playback. However, these findings were not affected 
by the playback type. Our analyses suggested there was more variability in behavioural 
change when wildebeest were exposed to a lion roar than to a car playback (Figs 2 and 3). 
Habituation was not significant in either model (F1, 59 = 0.699, P = 0.407 and F1, 59 = 3.129, 
P = 0.082, respectively).  
 
 
Figure 2: Effects of playbacks on changes in time spent vigilant and foraging. Mean (±SE) 
change, from pre- to post-playback, in the time spent foraging and time spent vigilant of 
female wildebeest exposed to car and lion roar playbacks. Plot shows the medians (bold 
line in boxes), the upper quartiles (25% percentile, the bottom lines of the boxes), the lower 
quartiles (75% percentile, the top lines of the boxes), the minimum and maximum values 
within 1.5 X inter-quartile range (bottom and top whisker) and any outliers falling outside of 
the whisker range (circles). 
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Figure 3: Effects of playbacks on change in within-group density. Mean (±SE) change, pre- 
to post-playback, in within-group density (wildebeest per m2), for wildebeest groups exposed 
to car and lion roar playbacks. Plot shows the medians (bold line in boxes), the upper 
quartiles (25% percentile, the bottom lines of the boxes), the lower quartiles (75% percentile, 
the top lines of the boxes), the minimum and maximum values within 1.5 X inter-quartile 
range (bottom and top whisker) and any outliers falling outside of the whisker range (circles). 
 
Vigilance strategy  
91% of the variance in the vigilance strategy (PCA B) was explained by the first two principal 
components (Table 2). The changes in time spent in exclusive vigilance and antipredator 
vigilance mainly explained principal component 1 of PCA B (Exclusive and Antipredator 
Vigilance Component), while chewing and social vigilance mainly explained principal 
component 2 (Chewing and Social Vigilance Component, Table 2). The Exclusive and 
Antipredator Vigilance Component was positively correlated with exclusive and antipredator 
vigilance and the Chewing and Social Vigilance Component was positively correlated with 
chewing and social vigilance (Figure 4).  
 
 
 
DANNOCK Rebecca   93 
 
Table 2: The standard deviation, proportion of variance explained and loadings of the first 
and second principal component axes of the vigilance strategy responses in PCA B (N = 
101). Bold text denotes the main driver variables for each component. 
 Exclusive and 
Antipredator 
Component 
Chewing  
and Social 
Component 
Standard deviation 1.417 1.263 
Proportion of variance 0.507 0.403 
Cumulative proportion of variance 0.507 0.910 
Loadings   
 Change in time spent in exclusive vigilance 0.679 0.193 
 Change in time spent in chewing vigilance -0.271 0.651 
 Change in time spent in antipredator vigilance 0.671 0.199 
 Change in time spent in social vigilance -0.125 0.707 
 
 
Figure 4: Principal component analysis conducted on the four vigilance strategy responses 
in PCA B. Each circle represents a single data point (N =101). Arrows show the strength 
and direction of the correlation between each behaviour and the PCA B axes. 
When analysing how vigilance strategy was affected by the playbacks we saw a change in 
the time spent in the Exclusive and Antipredator Vigilance Component, but no significant 
change in the Chewing and Social Vigilance Component (Figure 5). This was in line with our 
third prediction that exclusive and antipredator vigilance would increase, but that social and 
chewing vigilance would not. Analysis of the Exclusive and Antipredator Vigilance 
Component revealed significant effects of playback type (F1, 8 = 47.083, P < 0.001) and the 
presence of heterospecifics (F1, 8 = 4.446, P = 0.039). These results suggest that wildebeest 
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significantly increased time in both exclusive and antipredator vigilance after exposure to 
lion roars compared with car playbacks and that these vigilance behaviours increased more 
when heterospecifics were present compared to when they were absent (Supp. Table 3). 
There was no significant effect of any independent variable, including playback type, on the 
Chewing and Social Vigilance Component, suggesting that chewing and social vigilance 
were not used differently depending on the type of playback. There was no effect of 
habitation on either the Exclusive and Antipredator Vigilance Component or the Chewing 
and Social Vigilance Component of PCA B (F1, 59 = 0.794, P = 0.377 and F1, 59 = 0.512, P = 
0.477, respectively). 
 
 
Figure 5: Effect of playbacks on vigilance strategy. Mean (±S.E.) changes, from pre- to post-
playback, in time spent in exclusive, chewing, antipredator and social vigilance of female 
wildebeest exposed to control and lion roar playbacks. Plot shows the medians (bold line in 
boxes), the upper quartiles (25% percentile, the bottom lines of the boxes), the lower 
quartiles (75% percentile, the top lines of the boxes), the minimum and maximum values 
within 1.5 × inter-quartile range (bottom and top whisker) and any outliers falling outside of 
the whisker range (circles). 
 
Discussion 
Wildebeest foraged less and were more vigilant after being presented with lion roars but not 
after being presented with control recordings. The increase in vigilance was due to an 
increase in both exclusive and antipredator vigilance. Wildebeest also increased their within-
group density after hearing lion roars; however, there was less support for this finding than 
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for the vigilance and foraging changes. Unexpectedly, whether wildebeest were subjected 
to lion or control recordings was the only variable to significantly affect the foraging-vigilance 
trade-off. This finding suggests that although wildebeest exhibited reactive responses to 
predator presence, these responses were not significantly affected by social, environmental 
or locational variables. 
There was a clear reduction in the foraging time budget of wildebeest after they heard lion 
roars. Wildebeests’ time spent foraging decreased but their bite rate and time spent vigilant 
whilst chewing did not increase to make up for this foraging deficit. These results are 
consistent with findings in impala (Favreau et al. 2013) and yellow-bellied marmots 
(Marmota flaviventris) (Blumstein et al. 2008). This suggests that there is a potential short-
term cost to their response to immediate predation risk that wildebeest might need to 
compensate for when predators are not present. That wildebeests’ social vigilance did not 
decrease after hearing lion roars, to compensate for increased antipredator vigilance, seems 
to be a novel finding. This could be a result of the antipredator benefits gained from socially 
directed vigilance, including a greater ability to maintain, or even increase, group cohesion 
during potential predation events. Indeed, Sirot (2006) found bird flocks could depart in 
synchrony as a result of socially directed vigilance. We found a strong correlation between 
vigilance facing away from the group (considered to be antipredator vigilance) and exclusive 
vigilance, and these behaviours increased significantly after lion roars. This suggests that 
exclusive vigilance is the main form of vigilance used in response to predation risk and that 
the direction of vigilance is a strong indicator of vigilance purpose. Although this relationship 
has been speculated before, this has been rarely studied, particularly using predator 
simulation. 
Although there was less support for the within-group density response compared to the 
foraging and vigilance responses, we found some evidence that wildebeests’ within-group 
density increased after hearing lion roars. This response may be a response to predators’ 
greater ability to select a single prey item than one in a tight group. Predators can be 
disoriented by dense groupings, reducing their predation success (Landeau & Terborgh 
1986). As FitzGibbon (1990) showed, cheetahs (Acinonyx jubatus) preferentially hunt 
Thomson’s gazelles (Gazella thomsoni) that are peripheral and have neighbours further 
away. Therefore, the increase in within-group density is likely to be a result of wildebeest 
moving to more central areas of the group to reduce their predation risk. That wildebeest 
responded more strongly when heterospecifics were present could be evidence that 
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increasing density is also designed to reduce predation risk through the confusion effect. 
The confusion effect only occurs when animals are morphologically similar (reviewed by 
Caro 2005); thus, wildebeest may need to cluster more closely with others of their own 
species when heterospecifics are present in order to not stand out amongst individuals of 
other species. 
Wildebeests’ within-group density response was also stronger earlier in the year. This is 
when wildebeest groups had more, and younger, juveniles present. As juvenile wildebeest 
are more susceptible to predation than adults, it makes sense that groups would be more 
responsive to predation risk earlier in the year. African elephants (Loxodonta africana) 
showed a similar response to lion roars; elephants increased their density after hearing lion 
roars (McComb et al. 2011). However, the strength of elephants’ responses was affected by 
the matriarch’s age, rather than the presence of juveniles.  
Contrary to our predictions, our findings show that the landscape of fear had no significant 
effect on wildebeests’ responses to lion roars. We found that when wildebeest heard a lion 
roar, they increased their antipredator behaviour without significant regard for social or 
environment conditions, or their location within the landscape. The lack of effects of 
locational and environmental factors on responses could be due to the fact that the 
landscape of fear characterises the risk of encountering a predator (reviewed by Laundré et 
al. 2010). Thus, if a predator is present and detected (e.g. a lion roar is heard), there is no 
need for prey to consider the elements of the landscape of fear when responding. That there 
were no significant correlations between environmental factors and behavioural responses 
suggests that only collecting data throughout the dry season did not significantly affect our 
results. 
The lack of significant effect of social factors, such as group size and the presence of 
heterospecifics, on the foraging-vigilance trade-off response was also unexpected. Kitchen 
et al. (2010), using baboon alarm calls, also found no group-size effect on the behavioural 
responses of ungulates, including wildebeest. The effects of social factors, particularly group 
size, on foraging and vigilance have been well studied in many species; an increase in group 
size leads to increased foraging time and reduced vigilance through the group-size effect 
(reviewed by Beauchamp 2013). That we did not find a significant effect of group size 
suggests that social variables may only be considered when making behavioural decisions 
prior to predator detection rather than having a significant effect in the presence of a 
predator.  
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Our study addresses a gap in the literature by experimentally testing a prey species’ within-
group density response to immediate predation risk and shows that wildebeests’ within-
group density increases after detecting a predator. While the foraging and vigilance 
responses to lion roars were predicted, we did not predict to find that these responses would 
be independent of environmental factors and the individual’s location within the landscape. 
Our findings also indicate that in the presence of predators, wildebeests’ reduction in 
foraging behaviour is not compensated for by increased foraging efficiency (bite rate) or 
increased vigilance whilst chewing. Future studies would benefit from assessing prey 
species’ behavioural responses over longer post-playback periods and assessing these 
against daily intake requirements to determine the cost of such responses on resource 
acquisition.  
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Supplementary Material  
Supplementary Table 1: The standard deviation, proportion of variance and loadings of the 
first and second principal component axes of the environmental conditions in PCA C (N = 
101). Bold text denotes the main driver variables for each component.  
 Location, Time 
and Temperature 
Component 
Day of Year 
Component 
Standard deviation 1.389 1.065 
Proportion of variance 0.379 0.223 
Cumulative proportion of variance 0.379 0.603 
Loadings   
 Distance to water -0.425 0.025 
 Distance to cover -0.421 0.448 
 Wind speed 0.231 0.350 
 Temperature 0.479 0.014 
 Day of year 0.119 -0.748 
 Minutes from sunrise or to sunset 0.588 0.342 
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Supplementary Table 2: Factors affecting the vigilance, foraging and aggregation 
responses. 
 Num. 
df 
Den. 
df 
F P Coefficient ± S.E. 
Foraging and Vigilance Component (positive correlation with change in time spent vigilant, negative 
correlation with change in time spent foraging) 
Intercept 1 59 0.045 0.833 -0.235 ± 1.300 
Playback type 1 8 69.051 <0.001 Lion: 2.330 ± 0.267 
Distance to speaker 1 59 2.228 0.141 -0.003 ± 0.002 
Location, Time and Temperature 
Component (PCA C) 
1 59 1.275 0.263 0.126 ± 0.098 
Day of Year Component (PCA 
C) 
1 59 0.151 0.699 -0.186 ± 0.196 
Group size 1 59 0.438 0.511 -0.002 ± 0.004 
Heterospecifics 1 59 1.369 0.247 Present: -0.285 ± 0.271 
Grass Height 1 59 1.499 0.226 0.008 ± 0.009 
Habituation 1 59 0.699 0.407 0.004 ± 0.283 
Body condition 1 59 0.017 0.896 0.030 ± 0.229 
Reproductive state 2 59 1.848 0.167 Nil: -0.542 ± 0.327 (P = 0.103) 
Pregnant: -0.777 ± 0.473 (P = 
0.106) 
Density Component (positive correlation with density) 
Intercept 1 59 0.187 0.667 -0.300 ± 1.534 
Playback type 1 8 0.161 0.699 Lion: 0.288 ± 0.237  
Distance to speaker 1 59 0.098 0.756 -0.00005 ± 0.002 
Location, Time and Temperature 
Component (PCA C) 
1 59 0.110 0.741 0.058 ± 0.087 
Day of Year Component (PCA 
C) 
1 59 7.759 0.007 0.051 ± 0.174 
Group size 1 59 2.170 0.146 -0.004 ± 0.004 
Heterospecifics 1 59 4.807 0.032 Present: 0.572 ± 0.240  
Grass Height 1 59 0.232 0.632 0.009 ± 0.008 
Habituation 1 59 3.129 0.082 -0.223 ± 0.251 
Body condition 1 59 0.639 0.523 0.163 ± 0.203 
Reproductive state 2 59 0.656 0.427 Nil: -0.224 ± 0.290 (P = 0.443)  
Pregnant: -0.498 ± 0.420 (P = 
0.241) 
The recording code was included as a random factor and contributed to the estimate error (intercept). 
Playback type (car, lion), heterospecifics (absent, present) and reproductive state (lactating, nil, pregnant) 
were categorical variables. 
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Supplementary Table 3: Factors affecting the vigilance strategy response. 
 Num. 
df 
Den. 
df 
F P Coefficient ± SE 
Exclusive and Antipredator Component (positive correlation with change in time spent in exclusive 
and antipredator vigilance) 
Intercept 1 59 0.024 0.877 -0.230 ± 1.362 
Playback type 1 8 47.083 <0.001 Lion: 1.983 ± 0.280 
Distance to speaker 1 59 0.445 0.507 -0.002 ± 0.002 
Location, Time and Temperature 
Component (PCA C) 
1 59 0.028 0.868 0.044 ± 0.102 
Day of Year Component (PCA 
C) 
1 59 0.012 0.915 -0.138 ± 0.205 
Group size 1 59 <0.001 0.991 0.001 ± 0.004 
Heterospecifics 1 59 4.446 0.039 Present: -0.557 ± 0.284 
Grass Height 1 59 0.604 0.440 0.004 ± 0.010 
Habituation 1 59 0.794 0.377 -0.071 ± 0.296 
Body condition 1 59 0.029 0.866 0.041 ± 0.240 
Reproductive state 2 59 1.213 0.305 Nil: -0.509 ± 0.343 (P = 0.143)  
Pregnant: -0.561 ± 0.496 (P = 
0.262)  
      
Chewing and Social Component (positive correlation with change in time spent in chewing and social 
vigilance) 
Intercept 1 59 0.002 0.968 0.029 ± 1.579 
Playback type 1 8 0.794 0.399 Lion: 0.233 ± 0.324 
Distance to speaker 1 59 0.172 0.679 -0.001 ± 0.003 
Location, Time and Temperature 
Component (PCA C) 
1 59 1.189 0.280 
0.083 ± 0.119 
Day of Year Component (PCA 
C) 
1 59 3.277 0.075 
-0.091 ± 0.238 
Group size 1 59 0.255 0.615 -0.002 ± 0.005 
Heterospecifics 1 59 0.990 0.324 Present: 0.306 ± 0.329 
Grass Height 1 59 0.795 0.376 -0.009 ± 0.011 
Habituation 1 59 0.512 0.477 0.166 ± 0.343 
Body condition 1 59 0.058 0.811 -0.071 ± 0.397 
Reproductive state 2 59 0.095 0.909 Nil: -0.071 ± 0.397 (P = 0.859) 
Pregnant: 0.443 ± 0.575 (P = 
0.804) 
The recording code was included as a random factor and contributed to the estimate error (intercept). 
Playback type (car, lion), heterospecifics (absent, present) and reproductive state (lactating, nil, pregnant) 
were categorical variables. 
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Supplementary Figure 1: Scores of each data sample from the principal component 
analysis PCA C conducted on six environmental variables. Each circle represents a single 
data point (N = 101). Arrows show the strength and direction of the correlation between each 
environmental variable and the PCA axes. 
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Chapter 5 
Who, where and when? Blue wildebeest groups respond to 
top-down and bottom-up forces when making landscape use 
and grouping decisions 
 
Abstract 
Prey species must constantly consider top-down (predation) and bottom-up (resources) 
factors when making landscape use decisions and considering how to group. There are 
a number of social, environmental and landscape-based factors that can affect the 
predation risk and resource availability that prey animals face. We studied the effects of 
predation risk and forage competition on wildebeest group distribution and density. 
During 2014 and 2015 we sampled wildebeest groups that were foraging, moving and 
resting in Etosha National Park in Namibia. We evaluated their locations in relation to 
landscape-scale risk factors including distance to water and distance to cover, as lions 
hunt more often near waterholes and in obscuring cover. Wildebeest groups were closer 
to water in 2015 and at safer times of the day, which we believe were related to lower 
forage availability and lower predation risk, respectively. The distance from cover at 
which groups were found was correlated with year and distance to water. Groups 
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occurred closer to cover during 2014 and when they were in areas within closer proximity 
to water. Thus, wildebeest used areas closer to cover when forage availability was 
higher (in 2014, compared to 2013) and when in risky areas (there is higher predation 
from lions when closer to water). Finally, groups were denser in times of higher forage 
availability (in 2014 and earlier in the year) and when predation risk was higher (when 
groups were closer to water). In confined areas, such as Etosha, herbivores are less 
able to move to areas of high forage availability. They are therefore likely to face larger 
costs associated with high within-group densities, such as increased forage competition. 
Our findings highlight the importance of including populations’ full ranges in protected 
areas in order to ensure animals are able to access sufficient resources. 
 
Keywords: Connochaetes taurinus, group density, grouping behaviour, landscape of fear, 
landscape use, predation risk 
 
Introduction 
While acquiring enough resources for survival is vital to all animals, prey animals must 
balance resource acquisition against the risk of predation in order to survive. Predation risk 
generates costs not only through mortality (lethal effects), but also through nonlethal effects 
(reviewed by Preisser et al. 2005). Nonlethal effects result from prey making behavioural 
adjustments to avoid predation. There are a number of adjustments that prey can make in 
response to predation risk, all of which can come at a cost to resource acquisition. Animals 
can use vigilance (reviewed by Roberts 1996), make landscape-scale spatial adjustments 
(reviewed by Wirsing et al. 2010; Courbin et al. 2016) and group in larger and/or denser 
aggregations (reviewed by Pulliam 1973). While prey can move within the landscape in 
response to risk, they often need to utilise risky areas to some extent as a result of localised 
or patchy resources such as water (Redfern et al. 2003). As such, there remains a need to 
understand what factors affect how prey utilise their landscape and how they alter their 
behaviour when accessing riskier areas in the landscape.  
Prey animals often make decisions about landscape use in response to the variation in 
predation risk across a landscape. This variation in risk across a landscape is termed the 
‘landscape of fear’ (reviewed by Laundré et al. 2001; Laundré et al. 2010). The landscape 
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of fear can reflect a number of landscape elements that influence predators’ presence and 
hunting success, including terrain, vegetation type, cover, and the location of water. These 
factors vary depending on the prey and predators interacting in the landscape. For example, 
Dall’s sheep (Ovis dalli dalli) remain near steep cliffs when predation risk is higher (during 
the lambing season) as these areas allow easier escape from predators (Rachlow & Bowyer 
1998). Pied cormorants (Phalacrocorax varius) avoid foraging amongst shallow sea-grass, 
as tiger sharks (Galeocerdo cuvier) are more abundant in these areas (Heithaus et al. 2009). 
Cover is a landscape element that can either be risky for prey or provide refuge; species 
whose predators rely on ambush from behind cover should consider areas with cover to be 
risky, while those that can use cover to escape should prefer remaining near cover. Blue 
wildebeest (Connochaetes taurinus) avoid riparian areas as these areas can conceal 
hunting lions (Panthera leo) (Thaker et al. 2010), while northern brown bandicoots (Isoodon 
macrourus) prefer areas with cover as they can use it to hide from their predators (Searle et 
al. 2008). The location of water is also important for many prey species; predation risk is 
often higher near water due to the increased density and predation efforts of many predators 
near waterhole areas and the presence of aquatic predators (Schaller 1972; Robinson 1994; 
Hopcraft et al. 2005; Steer & Doody 2009). 
While prey animals are expected to make landscape use decisions at least partially based 
on predation risk, they must also consider resource availability, as both top-down (predation) 
and bottom-up (resource) forces can affect the fitness and survival of prey animals and 
populations (reviewed by Hopcraft et al. 2010; Laundré et al. 2014). The populations of prey 
animals that migrate over large distances are not expected to be as restricted by top-down 
forces as they are able to migrate away from the home ranges of predators, while resident 
prey populations, which move on smaller scales, are more likely to be top-down regulated 
(Hopcraft et al. 2010). When making long-term and short-term landscape use decisions 
animals must consider the energetic costs of movement to ensure that the cost of moving 
to an area does not outweigh the benefit gained by moving there. The cost of movement 
and the benefits gained are likely to change between populations residing in different areas 
as environmental factors that affect locomotion, such as hills or water-logged soils, can 
greatly impact the cost of movement (Wall et al. 2006; Brosh et al. 2010). 
It is probable that the effects of top-down and bottom-up forces do not just differ between 
populations, but also vary within populations temporally. For example, the habitat selection 
of Dall’s sheep changes with temporal shifts in forage availability; when forage availability is 
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high, Dall’s sheep choose foraging patches based on predation risk, however when forage 
availability is low they chose patches based on forage characteristics (Rachlow & Bowyer 
1998). Resident zebra (Equus quagga) respond to temporal variation in predation risk; they 
select foraging sites based on forage availability during the day, but base their decisions on 
predation risk at night, when predation risk is higher (Burkepile et al. 2013). Thus, it is 
important that studies assessing the effects of the landscape of fear (top-down forces) on 
landscape use also test the effects of bottom-up forces. Indeed, wildebeests’ foraging-safety 
time-budgets are more significantly affected by forage availability factors than by the 
landscape of fear (Chapter 2), which demonstrates the importance of understanding the 
effects of forage availability and forage competition on herbivores, as well as the effects of 
predation risk. Determining the costs that herbivores incur as a result of landscape use 
decisions is an important step in understanding the costs of predation beyond mortality. To 
fully understand these costs, it is vital that researchers consider the costs that result from 
both avoidance and escape behaviours, not just avoidance behaviour (Sih 1987). 
To understand the nonlethal costs associated with predation risk, it is also vital to understand 
how the landscape of fear changes prey animals’ behaviour and whether the changes in 
behaviour affect their forage consumption. One shorter-term behavioural adjustment that 
prey can make to reduce their risk of predation is to aggregate more densely in high 
predation risk situations. Experimental studies have shown that some species react to 
immediate predation risk by altering their within-group density. For example, after hearing 
playbacks of lion roars, blue wildebeest (Chapter 4) and African elephants (Loxodonta 
africana) (McComb et al. 2011) increased their within-group density. This is likely because 
when prey are in more dense groups, the ability of predators to single out an individual prey 
animal from its group is reduced (reviewed in Caro 2005). Indeed, peripheral individuals are 
often selected for by predators (FitzGibbon 1990) so there is a benefit to prey of being more 
central and in denser aggregations. Individuals perceive less risk when they are in higher 
densities with their group or neighbours, and this allows them to increase foraging behaviour 
by spending less time vigilant (Treves 1998; Chapter 2). Studies have shown that this 
perception is matched by an actual increase in predation risk; cheetahs preferentially hunt 
individuals that are further from their neighbours (FitzGibbon 1990). Despite literature on 
within-group density as a reactive behaviour, little work has been done to understand 
whether prey alter their within-group density proactively in response to predation risk. 
Understanding whether, when, and how prey animals proactively increase their group 
density is vital to our understanding of how prey balance predator avoidance and forage 
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acquisition, as increased within-group density is likely to result in increased foraging 
competition (Smith & Cain III 2009). 
As well as increasing their within-group density, some prey species can increase the size of 
their groups in response to predation risk. Increased group sizes allow prey to improve 
predator detection, and therefore reduce predation risk, which requires less time being 
vigilant and affords animals more time to acquire food (reviewed by Lima & Dill 1990; 
Roberts 1996; Chapter 3). However, species have diverse social systems resulting in 
interspecific differences in the abilities of individuals to alter their group size over time or 
space. Species that exhibit a fission-fusion social system can change their group 
membership frequently over time, although the complexity of fission-fusion social systems 
varies greatly (reviewed by Aureli et al. 2008). Impala (Aepyceros melampus) and zebra are 
two species that increase group sizes when predators are present (Creel et al. 2014). While 
baboons (Papio cynocephalus spp.) live in relatively stable group sizes, the minimum size 
of each group is related to the level of predation risk acting on the population (Bettridge & 
Dunbar 2012). Species that are unable to substantially alter their group size in response to 
varying predation risk may be more likely to change their within-group density proactively 
than species that experience high levels of fissions and fusions.  
We assessed what factors were related to blue wildebeests’ locations in the landscape in 
Etosha National Park in Namibia and whether wildebeest grouped more densely when they 
were in riskier areas of the landscape. The social dynamics of wildebeest have been poorly 
studied, particularly for resident herds. Little is known about how groups interact with one 
another or whether there are frequent group fission and fusion events in resident 
populations. Thus, it is unknown whether resident wildebeest are able to effectively alter 
their group size in response to changing predation risk, particularly when low population 
densities result in groups often being spaced far apart from one another. If they cannot 
effectively alter their group size, then changes in within-group density may be more 
important for the moderation of predation risk for resident wildebeest than for migratory 
wildebeest and for other species that undergo frequent fissions and fusions. For wildebeest, 
the distances to water and to cover are likely the major elements of the landscape of fear, 
at least in Etosha National Park. As lions hunt more often near water and in or at the edge 
of cover (Schaller 1972), and wildebeest are a preferred prey species of lions in Etosha 
(Berry 1981), wildebeest are likely to associate these areas with high predation risk and 
respond accordingly. However, as wildebeest require water daily (Western 1975) they must 
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use waterhole areas despite the risk. We hypothesised that wildebeests’ use of the 
landscape and within-group densities would be affected by predation risk throughout the 
landscape. First, we studied wildebeests’ use of their landscape by assessing whether social 
and environmental factors affected wildebeests’ propensity to be near water and near cover. 
Second, we tested whether wildebeests’ within-group density was related more to factors 
that are associated with the landscape of fear, or to other factors, for instance those that 
might relate to forage availability or levels of food competition.  
 
Methods and materials 
Study area and population 
Etosha National Park (19°10'48.61"S, 15°55'6.98"E) is a 22,270 km2 closed system that is 
surrounded by game fencing and is categorised as a savannah ecosystem (Huntley 1982). 
Recent aerial surveys have found that there are approximately 2500 wildebeest in the park 
(M Kasaona, personal communication). Etosha has a high predator density, with 
approximately 500 lions (Bauer et al. 2015). There are three main seasons in Etosha, 
although their timing is variable: (1) the hot-wet season, approximately January to April; (2) 
the cold-dry season, May to August; and (3) the hot-dry season, September to December 
(Berry 1980). The highest concentrations of mammals in the park are centred around 
perennial water sources, particularly in the dry season (du Preez & Grobler 1977). Data 
collection occurred in two successive years (2014 and 2015) during the dry seasons, 
between March and November. During this time, wildebeest were restricted to using 
perennial water sources. On average, 397 mm of rainfall is recorded annually in Etosha 
(recorded between 1 July and 30 June each year Gasaway et al. 1996), however rainfall 
differs significantly between the years; 397.2 mm of rainfall was recorded in 2013-2014 and 
256.8 mm was recorded in 2014-2015 (W. Versfeld, personal communication). 
 
Data collection 
Data were collected along all roads in central Etosha that ran through the areas where 
wildebeest most frequently grazed. These roads ran through acacia veld, woodland and 
plains areas as well as near waterholes. These areas sampled were representative of 
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central Etosha. Sampling occurred between sunrise and sunset each day. All sampling 
sessions were conducted from a vehicle. When we encountered a wildebeest group we 
noted the following: date, time, GPS coordinates, distance to the group, bearing to the group, 
distance to cover (areas that could hide a predator including ridges, dense vegetation and 
man-made structures), group type, group activity, group size, group area (the group’s length 
in metres multiplied by the group’s width in meters) and number of heterospecifics. A ‘group’ 
was defined as one or more wildebeest in a single or mixed species aggregation with nearest 
neighbour distances less than 100 m. The distance to cover was recorded as follows: 
distance to cover less than 500 m away was determined by using a rangefinder (Bushnell 
Yardage Pro Compact 800, U.S.A.), cover that was over 500 m away was determined by 
mapping the group’s location and determining the straight line distance to cover using 
Google Earth. For cover over 500 m away, the direction to the nearest tree line, ridge or 
human structure was noted in the field to assist when mapping the distance. Group type was 
recorded as a bachelor herd (male-only herd), a mixed herd (males, females and juveniles 
present), or a solitary bull. There were no female-only herds. The activity of the group was 
noted as one of the following three activities: grazing, moving or resting (lying down). A 
group was considered to be performing an activity when over 50% of the group was engaged 
in that activity. When the most commonly performed activity of a group was performed by 
less than 50% of the group, the group was not sampled, however this was infrequent. 
Number of heterospecifics was the number of heterospecifics within 50 m of the group that 
shared a predator or competed for food with wildebeest (zebra, springbok, Antidorcas 
marsupialis, oryx, Oryx gazella, giraffe, Giraffa camelopardalis and red hartebeest, 
Acelaphus buselaphus caama). All heterospecifics observed grouping with wildebeest both 
shared a predator, and competed for food, with wildebeest. Heterospecifics were not 
included in the group size.  
After the data described above were collected we also recorded how dense the group was, 
the group’s distance to water and the temperature (in degrees Celsius). We recorded within-
group density as the number of wildebeest per square meter (using the group area and 
group size data collected in the field). The focal group’s position was determined using the 
vehicle’s GPS coordinates and the distance and bearing to the group. We used ArcMap 
10.3’s proximity tool to calculate the straight-line distance from each focal group to the 
closest water source. We gathered temperature data from a nearby weather station that 
recorded the temperature every half hour, using the temperature that was recorded closest 
to the time at which the focal group was sampled. The risk of predation for wildebeest was 
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likely higher at sunrise and sunset, compared to other times of day that we sampled, as lions 
in Etosha actively hunt more during these times (Stander 1992). Therefore, we also created 
a minutes from sunrise or to sunset variable. For focal groups observed closer to sunrise 
than sunset we recorded the number of minutes from sunrise and for the other groups we 
recorded the number of minutes to sunset. 
 
Statistical analyses 
To determine (1) the relationship between social and environmental factors and wildebeests’ 
use of risky landscape areas (close to water and close to cover) and (2) whether wildebeests’ 
within-group density was related to the landscape of fear or to other factors that might relate 
to forage availability and competition, we used generalized linear modelling with a model 
averaging approach (Burnham & Anderson 2002) in R (R Development Core Team 2009). 
We conducted three general linear models using the following response variables: 1) 
distance to water, Aim1a; 2) distance to cover, Aim 1b; and 3) within-group density, Aim 2. 
To ensure that there was no collinearity greater than 0.5 between our predictor variables or 
our response variables we examined a Pearson’s correlation matrix containing all of our 
fixed effects prior to modelling.  
Our Aim 1a model (N = 449) included distance to water as the dependent variable, 
observation period as a random factor and day of year, year, minutes from sunrise/to sunset, 
temperature and group type as fixed factors. Group size, activity and presence of 
heterospecifics could either be affected by distance to water or could affect a group’s 
willingness to be close to water. Because the relationship between these group dynamics 
and distance to water may have been causal in either direction, we did not include these 
factors in this model. The model for Aim 1b (N = 449) had distance to cover as the dependent 
variable, observation period as a random factor and the following variables were fixed 
effects: day of year, year, minutes from sunrise/to sunset, temperature, group type and 
distance to water. We excluded the same social factors as in Aim 1a as the relationships 
between these factors and distance to cover may have also been causal in both directions. 
The distance to cover model also included an interaction between distance to water and 
minutes from sunrise/to sunset. Finally, our model for Aim 2 (N = 321) used within-group 
density as the dependent variable, observation period as a random factor and the following 
variables were included as fixed effects: day of year, year, minutes from sunrise/to sunset, 
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temperature, group size, group activity, group type, presence of heterospecifics, distance to 
water and distance to cover. The within-group density model included interactions between 
the following three sets of variables: distance to water and distance to cover, distance to 
water and minutes from sunrise/to sunset and distance to cover and minutes from sunrise/to 
sunset. This model did not include data from solitary bulls as there was no way to measure 
within-group density in groups of only one individual. To achieve normality, we log-
transformed the following variables: distance to water, distance to cover, within-group 
density, group size and number of heterospecifics. All continuous fixed effects were 
standardised prior to modelling to allow for easier comparison of the effect sizes. 
We used the nlme package (Pinheiro et al. 2015) to perform modelling and the MuMIn 
package (Barton 2009) to conduct model averaging in R. We performed model averaging, 
using Akaike’s information criterion adjusted for small sample sizes (AICc) to calculate 
model averaged coefficient estimates. For each of our fixed effects, we calculated summed 
Akaike weights (relative variable importance) across all models within the 95% model 
confidence set. Fixed effects with a relative variable importance of  0.90 were considered 
to be important predictors (Symonds & Moussalli 2011). We calculated the least-square 
means using the lsmeans package (Lenth & Hervé 2015) for each categorical variable to 
estimate the within-category effect variation at the mean of the covariate. 
 
Results 
Factors relating to the distance to water at which wildebeest groups were observed 
(Aim 1a) 
Group type, year, minutes from sunrise/to sunset and temperature were all important 
predictors of wildebeest groups’ use of areas near water (Σωi =  0.90, Table 1). The 
predictors of distance to water with the largest effect sizes were group type and minutes 
from sunrise/to sunset. Mixed herds were seen closer to water than bachelor herds and 
solitary bulls, respectively, and all groups were observed closer to water at safer times of 
the day (Figure 1). Wildebeest groups were also found closer to water in higher 
temperatures and in 2015 compared to 2014 (Figure 1, Supp. Figure 1).  
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Table 1: Relative variable importance (Σωi) and model-averaged coefficients of fixed effects 
correlated with the distance to water at which wildebeest groups were observed. Baseline 
categories: bachelor herd (group type) and 2014 (year). Averaging was performed across 
all models within the 95% confidence set. 
 Σωi Estimate S.E. z-value P 
Intercept - 7.913 0.118 66.622 <0.001 
Group Type 
 Mixed Herd 
 Solitary Bull 
1.00  
-0.379 
0.023 
 
0.109 
0.122 
 
3.467 
0.189 
 
<0.001 
0.850 
Minutes from sunrise/to sunset 1.00 -0.192 0.060 3.189 0.001 
Day of year 0.77 -0.116 0.090 1.289 0.197 
Year 
 2015 
0.92  
-0.396 
 
0.198 
 
1.999 
  
0.046 
Temperature 0.90 -0.145 0.081 1.789 0.074 
 
 
Figure 1: Effects of important factors that relate to forage competition and predation risk 
(year, group type, minutes from sunrise/to sunset, temperature) on the distance to water at 
which wildebeest groups were observed. Continuous variable data have been standardised; 
minutes from sunrise/to sunset varied between 0 and 253 minutes and temperature varied 
between 2.6oC and 36.8oC. Shading on continuous variable plots, and error bars on 
categorical variable plots, indicate 95% confidence intervals (N = 449).  
 
Factors relating to the distance to cover at which wildebeest groups were observed 
(Aim 1b)  
Wildebeests’ use of areas near cover was only reliably predicted by distance to water and 
year, both predictors had comparable effect sizes (Σωi = 1.00, Table 2). Wildebeest groups 
were found closer to cover when they were closer to water and in 2014 compared with 2015, 
respectively (Figure 2, Supp. Figure 2). No other fixed effects, or interactions, were important 
predictors of distance to cover. 
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Table 2: Relative variable importance (Σωi) and model-averaged coefficients of fixed effects 
correlated with the distance to cover at which wildebeest groups were observed. Baseline 
categories: bachelor herd (group type) and 2014 (year). Averaging was performed across 
all models within the 95% confidence set. 
 Σωi Estimate S.E. z-value P 
Intercept - 2.265 0.056 40.389 <0.001 
Group type 
 Mixed herd 
 Solitary bull 
0.56 
 
 
0.056 
0.058 
0.063 
0.066 
0.889 
0.864 
0.374 
0.388 
Year 
 2015 
1.00 
 0.201 0.057 3.523 <0.001 
Distance to water 1.00 0.136 0.022 6.080 <0.001 
Minutes from sunrise/to sunset 0.50 0.015 0.022 0.672 0.501 
Temperature 0.25 0.003 0.013 0.200 0.842 
Day of year 0.24 <0.001 0.012 0.027 0.978 
Distance to water x Minutes from sunrise/to sunset 0.13 0.001 0.008 0.174 0.862 
 
 
Figure 2: Effects of important factors that relate to forage competition and predation risk 
(distance to water and year) on the distance to cover at which wildebeest groups were 
observed. Continuous variable data have been standardised; distance to water varied 
between 0.04 km and 15.25 km. Shading on continuous variable plot, and error bars on 
categorical variable plot, indicate 95% confidence intervals (N = 449). 
 
Factors relating to within-group density (Aim 2) 
Group size, group activity, distance to water, day of year and year were important predictors 
of within-group density (Σωi = 1.00, Table 3). Groups were denser when group sizes were 
smaller, when a group’s main activity was resting compared to moving and foraging, when 
groups were closer to water, earlier in the year and in 2014 compared to 2015 (Figure 3, 
Supp. Figure 3). The effect size of the relationship between within-group density and year 
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was the strongest of all important predictors (Table 3). No interactions were important in 
predicting within-group density. 
Table 3: Relative variable importance (Σωi) and model-averaged coefficients of fixed effects 
correlated with within-group density. Baseline categories: foraging (group activity), 2014 
(year) and bachelor herd (group type). Averaging was performed across all models within 
the 95% confidence set. 
 Σωi Estimate S.E. z-value P 
Intercept - -1.784 0.057 31.432 <0.001 
Day of year 1.00 -0.280 0.035 7.906 <0.001 
Group activity  
 Moving  
 Resting 
1.00 
0.296 
0.486 
0.077 
0.102 
3.838 
4.745 
<0.001 
<0.001 
Year 
 2015 
1.00 
-0.612 0.081 7.549 <0.001 
Distance to water 1.00 -0.114 0.033 3.395 0.001 
Group size 1.00 -0.178 0.033 5.376 <0.001 
Temperature 0.41 -0.019 0.032 0.579 0.562 
Number of heterospecifics 0.44 0.017 0.027 0.618 0.537 
Minutes from sunrise/to sunset 0.48 -0.016 0.028 0.558 0.577 
Distance to cover 0.42 -0.010 0.023 0.426 0.670 
Group type  
 Mixed herd 
0.30 
0.019 0.054 0.352 0.725 
Distance to water x Minutes from sunrise/to sunset 0.12 0.002 0.011 0.185 0.853 
Distance to cover x Distance to water 0.12 0.003 0.015 0.219 0.827 
Distance to cover x Minutes from sunrise/to sunset 0.06 0.002 0.010 0.164 0.870 
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Figure 3: Effects of important factors that relate to forage competition and predation risk 
(group activity, group size, day of year, year and distance to water) on within-group density. 
Continuous variable data have been standardised, group size varied between 2 and 218 
individuals, day of year varied between day 76 and day 318 and distance to water varied 
between 0.04 km and 12.05 km. Shading on continuous variable plots, and error bars on 
categorical variable plots, indicate 95% confidence intervals (N = 321).  
 
Discussion  
We found that wildebeest made landscape use decisions in response to environmental and 
social factors. Wildebeests’ location in the landscape was related to two variables that we 
believe reflected their predation risk; their distance to water was related to the time of day, 
while their distance to cover was related to distance to water. However, the relationships 
between location in the landscape and predation risk had smaller effect sizes than the 
relationships between location and year, which we believe reflected food availability. We 
found similar results in our analysis of within-group density. Within-group density was most 
reliably predicted by factors that we assume related to levels of forage competition, and 
predicted to a lesser extent by variables thought to relate to predation risk. These findings 
suggest that wildebeests’ propensity to be in riskier areas of their landscape, and their 
DANNOCK Rebecca   119 
 
within-group density behaviour, may be more related to forage availability than to predation 
risk, at least in Etosha, despite the high predator densities.  
Our findings suggest that wildebeest considered forage availability and predation risk factors 
when deciding which areas of their landscape they should use. Groups used areas further 
from water in risky times (near dawn and dusk) compared to other times in the day. This 
may reduce their risk of predation. Their propensity to drink in the middle of the day could 
also be a result of choosing to drink once they have consumed enough forage, but this is 
unlikely given the extra energetic costs associated with moving across the landscape during 
hotter periods and also given wildebeests’ ability to forage throughout the day and night 
(Berry et al. 1982). Sable (Hippotragus niger) and zebra in Kruger National Park in South 
Africa also access water in the hottest parts of the day, likely in response to reduced 
predation risk at those times (Cain et al. 2012).  
Wildebeest were observed in safer areas of the landscape when forage availability was 
higher. Groups were observed further from water in 2014, when forage was more readily 
available, compared to 2015. Wildebeest must access water daily, despite the water content 
of forage (Western 1975); thus, the variability in rainfall between years would not have 
affected their need to visit waterholes every day. As their distance to water was impacted 
by year, this suggests that their ability to utilise safer areas in the landscape (further from 
water) may be affected by seasonal forage availability. Their tendency to stay closer to risky 
areas during times of poor forage availability suggests that in such times they may be less 
able to incur the energetic costs of movement between waterholes and distant, safer, 
foraging patches. This suggests that wildebeests’ ability to respond to top-down forces may 
have been limited by bottom-up forces. These findings are similar to findings on other 
foraging animals; individual Nubian ibex (Capra nubiana) and brown bandicoots are less 
willing to spend time foraging in risky areas when food is abundant (Searle et al. 2008; 
Iribarren & Kotler 2012). 
Wildebeests’ distance to cover was also related to both top-down and bottom up forces: 
distance to water and year, respectively. That time of day was not related to distance to 
cover, and that groups chose to be closer to cover in times of higher forage availability (2014 
compared to 2015), suggest that they may not consider the predation risk associated with 
being close to cover when making landscape use decisions. Similar results were reported 
in Chapter 2; wildebeest spent less of their vigilance time in antipredator vigilance when 
close to cover. This is surprising given that lions and cheetahs (Acinonyx jubatus) are 
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stalking predators and thus have higher success rates when they are concealed during 
hunts (Smuts 1978; Thaker et al. 2010). Wildebeests’ other major predators, spotted hyenas 
(Crocuta crocuta), are coursing predators and thus do not rely on cover to assist in hunting. 
However, findings from a study in the 1970s suggested that spotted hyenas account for less 
than 10% of wildebeests’ depredation in Etosha (Berry 1981) and so their impact on 
wildebeest may be minimal in comparison to the effect of stalking predators. That 
wildebeests’ distance to cover was not reliably predicted by predation risk factors suggests 
that they may not see distance to cover as a reliable predictor of predation risk. As water is 
a widely-spaced, localised resource, wildebeest have less ability to control their location in 
relation to other landscape elements, such as cover, when accessing water. This may 
explain why groups were closer to cover when in areas closer to water. The finding that 
factors relating to high predation risk, including being close to water and times closer to 
sunrise and sunset, did not lead to wildebeest groups using areas further from cover could 
also be a result of wildebeest prioritising food acquisition over safety.  
Within-group density was related to both top-down and bottom-up forces, however bottom-
up forces again appeared to be more important than top-down forces. Groups were denser 
when resources were plentiful (e.g. earlier in the year and in 2014 compared to 2015), 
suggesting that the tendency of wildebeest to increase their within-group density proactively 
was constrained by higher levels of foraging competition. When forage is more readily 
available, forage competition costs would be smaller, or even non-existent, as there would 
be more food available per individual (Owen-Smith 1990). That wildebeest groups were 
denser when foraging competition was reduced (in smaller groups) or was not an issue (in 
resting and moving groups), further supports the idea that their within-group density was 
affected by forage competition.  
The correlation between group size and within-group density may have also been a result 
of the relationship between group size and predation risk; while larger groups result in 
increased competition (Bednekoff & Lima 2004), they also reduce predation risk for the 
individuals (Elgar 1989). Our findings suggest that there was a cost to being in denser 
groups, particularly in resource-poor times, and that wildebeest altered their within-group 
density in response to these costs. Indeed, studies have previously reported forage 
competition costs of higher group and neighbour density (Altmann 1974; reviewed by 
Janson 1988; Smith & Cain III 2009) and suggest that individuals may benefit from spreading 
out in times of low resource availability.  
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Despite the costs of increased within-group density, there are also benefits. When animals 
are in denser groups, or are closer to their neighbours, they perceive reduced predation 
pressure and are thus able to reduce the amount of time spent vigilant (Treves 1998; Chaper 
2). This could explain the relationship between distance to water and within-group density, 
and perhaps also the relationship with group size. As such, our findings show that prey 
animals may group more densely in response to factors likely related to predation risk, 
including some elements of the landscape of fear. It appears that when they are not under 
immediate predation risk, wildebeest alter within-group density to reduce the effects of both 
top-down and bottom-up forces. This is not the first evidence of within-group density being 
used in response to top-down forces. Under immediate predation risk, wildebeest in Etosha 
increase within-group density, but this response is not significantly affected by the landscape 
of fear (Chapter 4).  
Further research should be conducted on the occurrence of proactive changes in within-
group density across different taxa. Studies have shown that prey species’ reduce the time 
they spend vigilant and increase the time they spend foraging when they are in denser 
groups or are closer to their neighbours (Treves 1998; Chapter 2). This shows that within-
group density may be related to animals’ perception of predation risk. Thus, it may be 
common that prey increase their within-group density in risky areas, as was the case in our 
study. However, further assessment is needed across a spectrum of social organisations 
within and between species, from stable groups to groups that experience high group flux, 
to assess whether the ability of groups to fission and fuse alters their propensity to use 
within-group density as a proactive adjustment. This will lead to better understanding of how 
animals use group dynamics, beyond group size, to respond to variation in predation risk 
and resource availability. 
Our findings have shown that while the landscape use and grouping decisions made by 
wildebeest in Etosha are correlated with both top-down and bottom-up forces, the effect of 
bottom-up forces are stronger. This contradicts the findings from a study in Etosha in the 
1970s that suggested that predation and disease were responsible for wildebeests’ decline, 
rather than nutrition (Berry 1981; Berry & Louw 1982b). However, it is worth noting that the 
previous study was conducted in a period of higher than average rainfall, whereas our study 
was conducted in a dry cycle, possibly resulting in differing pressures. Indeed, Berry and 
Louw (1982a) suggested that protein could become a critical factor for herbivores in Etosha 
in a dry cycle. Other wildebeest studies have shown bottom-up forces regulate wildebeest 
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in East Africa (Sinclair et al. 1985; Simon et al. 1999; Ottichilo et al. 2001) but that top-down 
forces also regulate the Serengeti population (Sinclair & Arcese 1995). To fully understand 
wildebeest’s landscape use decisions in Etosha it would be necessary to use GPS collars. 
During the wet season in Etosha, wildebeest disperse to the west and north where there are 
few roads from which to observe wildebeest. Data from GPS collars would provide 
researchers with the locations of wildebeest even when they are out of range of the road 
network to which researchers are restricted in Etosha 
Overall, our findings show the importance of understanding the balance between top-down 
and bottom-up forces acting on a population. Wildebeests’ landscape use decisions are 
largely correlated with forage competition factors, but predation risk also appears to be 
considered by wildebeest when choosing which areas of the landscape to use and how to 
behave when in riskier areas of the landscape. In confined areas such as Etosha, animals 
have a reduced ability to utilise more productive areas when forage availability declines and 
are therefore forced to remain in risky environments when they are under food stress. In 
these situations, not only can they not reduce their predation risk and increase forage 
consumption by using safer, more productive areas, but they are also likely to suffer 
increased foraging costs as a result of increased within-group density. These findings 
provide further evidence of the importance of maintaining connections between species’ wet 
season and dry season ranges in fenced or otherwise fragmented areas to ensure adequate 
forage availability. 
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Supplementary Material 
 
Supplementary Figure 1: Raw data relationships between important factors that relate to 
forage competition and predation risk (year, group type, minutes from sunrise and 
temperature) and the distance to water at which wildebeest groups were found. Boxplots 
show the medians (bold line in boxes), the upper quartiles (25% percentile, the bottom lines 
of the boxes), the lower quartiles (75% percentile, the top lines of the boxes), the minimum 
and maximum values within 1.5 X inter-quartile range (bottom and top whisker) and any 
outliers falling outside of the whisker range (circles). (N = 449). 
 
 
Supplementary Figure 2: Raw data relationships between important factors that relate to 
predation risk and forage competition (distance to water, year) and the distance to cover at 
which wildebeest groups were found. Boxplot shows the medians (bold line in boxes), the 
upper quartiles (25% percentile, the bottom lines of the boxes), the lower quartiles (75% 
percentile, the top lines of the boxes), the minimum and maximum values within 1.5 X inter-
quartile range (bottom and top whisker) and any outliers falling outside of the whisker range 
(circles). (N = 449). 
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Supplementary Figure 3: Raw data relationships between important factors that relate to 
forage competition and predation risk (group activity, group size, day of year, year, distance 
to water) and within-group density of wildebeest groups. Boxplots show the medians (bold 
line in boxes), the upper quartiles (25% percentile, the bottom lines of the boxes), the lower 
quartiles (75% percentile, the top lines of the boxes), the minimum and maximum values 
within 1.5 X inter-quartile range (bottom and top whisker) and any outliers falling outside of 
the whisker range (circles). (N = 321). 
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Chapter 6 
General Discussion 
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Overview 
Many of the decisions that prey species make are affected by predation (top-down forces) 
and resource availability (bottom-up forces) (reviewed by Hopcraft et al. 2010). It is therefore 
important to understand how all factors associated with resource availability and predation 
risk influence prey animals’ resource acquisition behaviour and how prey animals respond 
to predation risk. By studying wildebeest during foraging, drinking and moving I was able to 
assess how the resource-safety trade-off changed depending on the level of risk associated 
with the activity and the location of the animals within the landscape.  
First, an observational study of individuals’ foraging behaviour allowed me to identify the 
factors that were associated with the food-safety trade-off. Second, studying wildebeest at 
waterholes made it possible for me to determine whether the factors correlated with the 
water-safety trade-off were similar to, or different to, those correlated with the foraging-safety 
trade-off. Third, I experimentally tested the effect of immediate predation risk on wildebeests’ 
food-safety trade-off and whether wildebeest changed their within-group density (‘bunching’) 
as a reactive response to predation risk. Finally, I assessed whether a range of landscape 
factors shaped wildebeests’ landscape use and whether their within-group density was more 
related to elements of the landscape of fear or non-landscape factors. My research 
quantified the effects of the landscape of fear on the foraging-vigilance trade-off and led to 
the novel finding that wildebeest change their within-group density as a reactive response 
to predation risk. As the previous four chapters have included discussions of my individual 
findings, I use this section to draw generalisations from across my chapters and discuss 
how my findings may be useful in informing future research and management decisions. 
 
The behaviour of prey animals and the effect of the landscape of fear 
Understanding the effects of top-down and bottom-up forces is vital as there are likely to be 
large differences in the effects of these forces between species and between populations of 
the same species, and animals need to respond to these forces by adapting their behaviour 
(Hopcraft et al. 2010). The population that I studied is thought to be severely limited by both 
food and predators as a result of being confined within a national park with boundary fencing 
(reviewed by Berry 1997). This confinement has greatly reduced the population’s ability to 
migrate. However, studies have not assessed the factors that have limited wildebeest in this 
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area since the period directly following the completion of the boundary fence in 1973. 
Historically, wildebeest occurred throughout Namibia and into Angola and Botswana, 
however, due to human interventions these wildebeest populations are now largely limited 
to Etosha National Park, an area less than 23,000 km2 (Berry 1997). Human interventions, 
including erecting boundary fencing and exterminating wildebeest to reduce the 
transmission of rinderpest from wildebeest to livestock, were responsible for reducing 
wildebeest numbers in this area by over 80% between 1926 and 1975 (reviewed by Berry 
1997). The area that wildebeest are now confined to has high densities of predators (Bauer 
et al. 2015), which are thought to have increased as a result of the construction of man-
made waterholes (Berry 1997). In addition to the limiting effect of predation, the park’s 
grazers are thought to be forage limited due to the arid climate and poor forage availability 
(Berry 1997). This is in direct contrast to East Africa where wildebeest populations are 
largely able to travel along historical migratory routes, without being obstructed by fencing, 
which allows them to search for new forage growth across a broad area (Boone et al. 2006; 
Anderson et al. 2010) while moving away from the home ranges of predators (Fryxell & 
Sinclair 1988; Anderson et al. 2010). Thus, it is likely that the factors that affect wildebeests’ 
resource-safety trade-off and their landscape use decisions in Etosha vary greatly from the 
factors affecting the behaviour of the East African populations. 
Studying the behaviour of wildebeest that were engaged in foraging, drinking and moving 
allowed me to assess whether different behaviours were affected by different social and 
environmental factors, including aspects of the landscape of fear. I found that the behaviour 
of foraging wildebeest was mostly related to factors associated with forage availability 
(Chapter 2), while the behaviour of drinking wildebeest was related to a combination of 
individual, social, and environmental factors (Chapter 3). That they spent more time vigilant 
and less time drinking (Chapter 3) and foraging (Chapter 2) in 2013, when forage availability 
was lower, compared to 2014, suggests that forage availability may affect water acquisition. 
This could be because animals in poorer condition may more susceptible to predation and 
may consequently spend more time vigilant, including while drinking. As populations of lions, 
the main predator of wildebeest in Etosha (Berry 1981), were relatively stable throughout 
this study (W. Kilian personal communication), it is unlikely that predation levels were 
responsible for wildebeests’ behavioural shift between the years. This, along with the 
deleterious effect of dehydration on forage intake (Maloiy et al. 2008), highlights the 
importance of assessing all resource acquisition behaviour (e.g. Laundré et al. 2001; Searle 
et al. 2008; Iribarren & Kotler 2012), not just foraging behaviour, when assessing prey 
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animals’ resource acquisition-safety trade-off. This is particularly true for water-dependent 
prey, such as wildebeest (Western 1975).  
By studying wildebeest under varying levels of perceived predation risk, I was able to assess 
the nonlethal effects of predation on their behaviour. Prey animals can respond to predation 
risk in two ways: proactively and reactively. Proactive adjustments are based on the 
perception of predation risk by prey and the spatial (reviewed by Gorini et al. 2012; also in 
Creel et al. 2014) and/or temporal (reviewed by Lima & Dill 1990) variation in this risk, and 
reactive adjustments are made after becoming aware of a predator nearby (McComb et al. 
2011; van der Meer et al. 2012; Creel et al. 2014; Favreau et al. 2015). Few studies looking 
at the effects of social and environmental factors on these trade-offs have also considered 
the effect of spatial variation in predation risk, except for the effect of distance to cover (e.g. 
Matson et al. 2005; Searle et al. 2008; reviewed by Wirsing et al. 2010; Iribarren & Kotler 
2012). In this study I was able to simultaneously assess the effects of both spatial variation, 
including the distance to water and cover, and temporal variation in predation risk on the 
proactive and reactive adjustments made by a herbivore. These adjustments include time 
budget shifts, landscape use decisions and changes in grouping patterns.  
 
Prey animals’ time budgets 
Prey animals may use vigilance to avoid predation though predator detection (reviewed by 
Elgar 1989; Roberts 1996). However, as performing vigilance often decreases the amount 
of time an individual has to spend foraging, and subsequently the amount of forage acquired, 
there are likely to be costs associated (Fritz et al. 2002; Fortin et al. 2004; reviewed by 
Verdolin 2006). I found that wildebeest used vigilance behaviour proactively, in response to 
factors that likely predicted their perception of predation risk (Chapters 2 and 3), and 
reactively, in response to a lion roar (Chapter 4). Factors associated with the landscape of 
fear were related to the use of proactive antipredator vigilance; in Chapter 2, I found that 
wildebeest were more socially vigilant, and exhibited less antipredator vigilance, when they 
were close to cover. This was a surprising result given that cover is an area traditionally 
associated with higher predation risk for prey of stalk-and-ambush predators (Smuts 1978). 
Although the landscape of fear factors had an effect on some behaviours of foraging 
wildebeest, forage availability factors were generally more important than the landscape of 
fear (Chapter 2). Unlike proactive vigilance, the landscape of fear did not have any 
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significantly effect on wildebeests’ reactive vigilance (Chapter 4). They responded strongly 
to immediate predation risk, by increasing time spent vigilant, regardless of their position in 
the landscape (Chapter 4). These findings were likely due to the low forage quality and 
quantity in Etosha and indicate that wildebeest generally based their behavioural decisions 
on the constraints of foraging in Etosha more than elements associated with the landscape 
of fear. 
The cost of vigilance depends on the length of time over which individuals increase their 
vigilance behaviour (Favreau et al. 2013). Increased levels of vigilance could be particularly 
costly if individuals do not compensate for lost foraging time through increasing their bite 
rates (Chapter 4). Individuals are also expected to acquire less food and/or acquire food at 
a lower rate as a result of increased intraspecific competition when in higher density groups 
(Smith & Cain III 2009). Due to this, it would be beneficial to study the effects of immediate 
predation risk over larger time scales (hours after a playback, rather than minutes) to 
determine for how long prey animals respond to predator stimulus. Understanding the length 
and magnitude of the response would allow researchers to better understand the cost 
incurred by prey when encountering a predator. 
 
Prey animals’ landscape use decisions 
Large herbivores often have to forage in landscapes with food that is widely dispersed and 
highly spatially and temporally heterogeneous (Senft et al. 1987). For example, plains areas, 
where grazers forage, are relatively small in Etosha and are surrounded by woodland areas 
(Sannier et al. 2002) where less suitable forage is available for grazers. Added to the 
complexity of finding suitable forage, herbivores must also remain within reach of drinking 
water. Water access is particularly limiting for water-dependent herbivores as they are 
required to access water every day, which can involve long journeys in arid areas as water 
is scarce. In some areas of southern Africa almost all large water-dependent herbivores are 
restricted to within 15 km of water (Western 1975), while in other southern African areas, 
herbivores’ locations in relation to water are related to the species’ water dependence (Smit 
et al. 2007). Herbivores are therefore required to make decisions about where to, and when 
to, eat, drink and rest within the landscape and must balance their resource requirements 
with the cost of predation when making these decisions. Indeed, a study in East Africa 
determined that both top-down and bottom-up forces were responsible for the spatial 
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distributions of herbivores in this area; herbivore hotspots occurred in areas associated with 
lower predation risk and higher forage quality (Anderson et al. 2010), which highlights the 
importance of assessing these forces simultaneously. 
Another factor that herbivores need to consider when deciding when to, and where to, eat 
drink and rest is their ability to move between areas. ‘Landscape resistance’ is a term used 
to describe not only the willingness of individuals to move through a particular area, but also 
the survival and movement costs associated with moving through that area (reviewed by 
Zeller et al. 2012; Graves et al. 2014). To understand the landscape resistance of an area it 
is important to understand the environmental and anthropogenic factors that may affect 
movement behaviour. Environmental factors including steep terrains, heavy snow and 
water-logged soils can result in increased costs of movements and consequently species 
often avoid areas with such features (Talbot & Talbot 1963; Wall et al. 2006; Leblond et al. 
2010; de Knegt et al. 2011). Locations with high predation pressure may also be avoided to 
reduce the risk of mortality during movement. Migrating zebra (Equus burchelli) and 
wildebeest in African savannas both show altered movement behaviour in response to 
predation risk, however the relationship between movement behaviour and predation risk is 
complicated by forage availability and the presence of humans (Hopcraft et al. 2014). 
Anthropogenic land-use changes can have varying effects on migratory species. For 
example, mule deers’ (Odocoileus hemionus) movement behaviour is not significantly 
affected when the density of human development is low, however when the density of 
human development increases, mule deer change their migratory routes and reduce time 
spent in developed areas by reducing stopping behaviour and increasing movement speeds 
(Sawyer et al. 2013). Human developments, like settlements, agricultural land use, and 
roads, can also cause bottlenecks in migratory paths by creating barriers on multiple sides 
of animals’ migration routes and thereby restricting movement. These bottlenecks may result 
in population declines and migratory populations becoming sedentary (Morrison & Bolger 
2014). For example, multiple ungulate populations in North America are now largely 
confined to the Greater Yellowstone region (Berger 2004). Species confinement as a result 
of fencing is another issue for migratory populations and can result in large-scale population 
declines (reviewed by Ben-Shahar 1993; Berry 1997). It is important to understand the 
effects of natural and man-made areas of resistance on prey populations so that we can 
reduce the effects of them, or compensate for them when populations are in decline. 
DANNOCK Rebecca   136 
 
Despite the importance of both top-down and bottom-up forces in limiting populations, few 
studies of migratory ungulates have simultaneously assessed the effects of these forces on 
the landscape-use decisions made by ungulates. Numerous studies, both observational and 
modelling studies, have looked at the movement behaviour of migratory populations and 
determined that the migratory animals are responding to forage availability, both in terms of 
quality and quantity, in order to make migratory decisions (e.g. Wilmshurst et al. 1999; 
Boone et al. 2006; Bischof et al. 2012). However, these studies have rarely assessed the 
effects of top-down forces on ungulate movement or landscape use decisions, despite 
predators having strong effects on other aspects of the behaviour of ungulates (Sinclair 
1985; Roberts 1996; Fryxell et al. 2007; Hebblewhite & Merrill 2011).  
Studies of short-term behaviour show that a number of prey avoid (Valeix et al. 2009; Thaker 
et al. 2010), or spend less time in (Searle et al. 2008; Iribarren & Kotler 2012), risky areas. 
My study showed that wildebeests’ propensity to use particular locations in the landscape 
was partially related to the danger of the locations (Chapter 5). Moving and foraging 
wildebeest avoided locations near water at times of the day when lions were more likely to 
be active (Chapter 5). Waterholes are risky for wildebeest as lions hunt more frequently 
within two kilometres of water (Valeix et al. 2009). However, wildebeest are unable to 
completely avoid these areas as they must drink every day (Berry 1997). They were also 
further from water when forage was more readily available which suggests that they are 
better able to use less risky areas when forage is more abundant (Chapter 5). This shows 
that in Etosha, wildebeests’ ability to respond to variation in predation risk across the 
landscape may be reduced by bottom-up forces. The effect of the landscape of fear on 
landscape use decisions has also been shown in avian taxa. For example, experimentally 
manipulating predator presence by flying trained peregrines (Falco peregrinus) reduces 
dunlins’ (Calidris alpina) use of the peregrine flight area despite the area previously having 
been used by dunlins seeking refuge from inclement weather (Bradbeer et al. 2016). 
However, despite allowing prey animals to avoid predation, these landscape use decisions 
may be costly. Prey may have a reduced ability to meet nutrient and energy demands when 
foraging in safer areas as these areas may have reduced forage quality and quantity 
(Heithaus et al. 2009) or may experience reduced forage intake when leaving risky, but 
higher quality, patches sooner (Morris & Davidson 2000; Searle et al. 2008). An estimation 
of these costs under different levels of predation is vital to our understanding of the nonlethal 
effects of predation on individuals, populations and ecosystems. 
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Unlike the location of water, wildebeests’ location in relation to cover, the other potentially 
risky area of their landscape, did not appear to be related to risk in my study. Rather, they 
were further from cover in the year with lower forage availability. The findings of Chapter 5 
showed that wildebeests’ decisions regarding landscape use were somewhat related to the 
danger associated with particular locations within their landscape, but that these decisions 
were more significantly related to the year of sampling. Wildebeest were found in riskier 
areas in the year with lower forage availability. This suggests that their landscape use 
decisions may have been affected by temporal variability in resources and that they were 
more likely to make landscape use decisions based on predation risk during times of high 
forage availability. Similarly, blackbuck (Antilope cervicapra) are more risk averse in their 
choice of location when food availability is high than when it is low (Krishna et al. 2016). 
 
Prey animals’ grouping behaviour 
Prey species can also use within-group density to reduce their predation risk. A number of 
studies have shown that prey animals’ antipredator behaviour changes as a result of group 
or neighbour density. Prey spend less time vigilant when they are closer to their neighbours 
(Treves 1998). Indeed, I found that wildebeest spent less time vigilant when in higher within-
group densities (Chapter 2). However, prior to my study, little work had been done to 
determine whether prey change their within-group density in response to predation risk (see 
exception: McComb et al. 2011) or only use their within-group density as a determinant of 
how to trade off between vigilance and foraging. I found that wildebeest did use within-group 
density as a reactive response to predation risk (Chapter 4). They increased their within-
group density after hearing a lion roar, suggesting that wildebeest perceived being in higher 
within-group densities as safer. This is likely due to the increased safety of being within the 
centre of the group (Hamilton 1971; FitzGibbon 1990) and the confusion effect, whereby 
predators are less able to pick out a single prey animal from within a dense group of similar 
looking animals than they are from within a sparse group (Landeau & Terborgh 1986; 
reviewed by Caro 2005). These findings are novel as they show that within-group density 
does not just affect wildebeests’ response to predation, but that it can itself be used as a 
response to predation risk.  
Although wildebeest used within-group density reactively, I found less evidence that their 
within-group density was used to proactively reduce the risks associated with dangerous 
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locations in their landscape. While wildebeests’ within-group density was somewhat related 
to the danger of particular landscape locations, it was more related to forage availability and 
factors that related to feeding competition in the absence of immediate predation risk 
(Chapter 5). Within-group density did increase closer to water, where predation risk was 
likely higher. However, this effect was not as strong as the effect of day of year, year and 
group activity, which all likely related to forage availability and competition. Within-group 
density was also related to group size, which could be seen as a response to either predation 
risk or forage competition. If similar research were to be conducted on animals in areas with 
higher forage availability or at different times of the year, it is likely that there would be a 
stronger link between within-group density and the danger of particular locations within the 
landscape. However, in my study area, the behavioural decisions of wildebeest seem to be 
more affected more by forage availability than predation risk, likely due to the arid nature of 
Etosha (Chapter 2). As prey must balance the costs (increased forage competition) and 
benefits (reduced predation risk) of within-group density, it is important to understand how 
they use within-group density as a response to predation and to quantify the costs incurred 
by individuals when foraging in dense groups.  
 
Future research directions and conservation implications 
While avoiding activities and developments that dissect migratory corridors, and recreating 
historic migratory corridors, are the best ways to ensure populations of migratory animals 
are sustainable, there are often situations where this is not practicable. In these situations, 
managers must make decisions on the best way to conserve species within confined areas. 
If managers of conservation areas are able to determine the capacity of migratory 
populations to adapt to life in confined areas, and recognise the factors that will potentially 
limit confined populations, they will be better able to make appropriate management 
decisions. For example, if a population is predation-limited, managers may be able to take 
measures to control predator numbers. Predator control in the form of harvests of predators 
(e.g. Martin et al. 2010; Mitchell et al. 2015) or isolating prey from predators using islands 
or fences (e.g. Iles & Kelly 2014) have proven effective across a number of taxa in the past. 
However, for bottom-up (forage) limited populations, pasture control measures may be more 
effective in sustaining populations. Both human-managed fire regimes (reviewed by Du Toit 
2003; also in Van Wilgen et al. 2004) and the closing of man-made waterholes (reviewed by 
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Du Toit 2003; also in Fensham & Fairfax 2008) have been proven effective at increasing the 
amount of forage available to herbivores. However, when making pasture control decisions 
such as these, the negative effects (loss of wildlife during fires and increased dependence 
on remaining water sources, respectively) must be considered. In areas where populations 
are not forage limited, but are water limited, the idea of increasing the number of man-made 
waterholes is a more suitable management decision than closing man-made waterholes. As 
there are a number of management options, with varying benefits and drawbacks depending 
on the population’s limitations, it is essential that managers have a strong understanding of 
what factors are limiting the population. Unquestionably, it is highly important that 
management decisions are multifaceted in that they consider the area’s full biodiversity, 
including threatened species and ecosystem functioning. Management decisions should not 
be made based on the consideration of a single species or population alone. 
My thesis has built on previous studies and advanced our understanding of the trade-offs 
that individuals of a herbivorous species make in confined areas in order to acquire enough 
resources whilst avoiding predation. By assessing the behavioural adjustments that 
herbivores make and how these are affected by varying top-down and bottom-up forces 
throughout the landscape, my study has improved our understanding of the potential costs 
associated with avoiding predation and seeking out resources. However, to better quantify 
the costs associated with top-down and bottom-up forces, future studies must 
simultaneously consider all limiting factors acting on herbivore populations and the costs 
associated with behavioural adjustments made in response to these factors. By 
understanding the time budgets, social dynamics and movement behaviour of herbivores, 
researchers will be able to assess how these animals might adapt to increasingly 
fragmented landscapes and understand how these adaptations will affect the fitness of 
individuals and the viability of populations. 
To determine how herbivores react to predation and resource constraints, it is vital to study 
their social systems and assess whether these systems allow for group fissions during times 
of low resource availability and fusions in high predation risk situations. The large majority 
of wildebeest occur in migratory populations in East Africa. As a result, much of the work on 
wildebeest behaviour and sociality has focussed on these populations (e.g. Talbot & Talbot 
1963; Boone et al. 2006; Ripple et al. 2014). However, with growing human activity, 
migratory paths even in these regions are being constrained. For this reason, it is becoming 
increasingly important to understand the factors that limit populations after migration routes 
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have been blocked or reduced. Wildebeest in Etosha are an ideal population for a study of 
the limiting factors on a confined population. While studying a population after confinement, 
instead of both before and after confinement, does not allow a direct comparison, it does 
allow improved understanding of the forces that are limiting the population in a confined area 
without the ethical dilemma of experimentally confining a population in order to study their 
behavioural plasticity.  
One way for animals to respond to changing pressures without altering their time budgets is 
to adjust their grouping patterns to either improve antipredator benefits or reduce resource 
competition. However, further research is required on the social dynamics of many prey 
species to properly understand the plasticity of their grouping patterns. While migratory 
populations of wildebeest in East Africa are known to exhibit group fusions to increase their 
group size at the start of the migration season and group fissions to return to smaller group 
sizes when groups have reached their destination (Ripple et al. 2014), the social dynamics 
of resident populations is unknown. Whether resident populations, whose individuals remain 
in a single area and only migrate over relatively short distances, fuse in times of good forage 
or high predation risk and fission in alternate conditions has not been studied. The ability to 
fission and fuse may be a vital way for prey groups to reduce the effects of top-down and 
bottom-up forces.  
As I was unable to individually identify the wildebeest in my study area, I was unable to 
determine whether they were in stable groups or if groups fused with other groups in 
particular times or areas. It would be particularly beneficial to assess whether traditionally 
migratory populations that are now confined within smaller ranges, are able to alter their 
social environment to reduce the effects of limited resources and predation. This would allow 
managers a better understanding of how confined populations may be able to adapt to 
confinement and whether this ability is reduced when populations are below a certain size 
or density. In order to understand how resident wildebeest groups respond to external 
forces, future studies should use individually identifiable or collared individuals to determine 
whether group structure is stable or involves fissions and fusions. If groups experience high 
levels of fissions and fusions, assessing the factors that affect these events would improve 
our understanding of how populations balance their resource acquisition needs with safety. 
A good example of bottom-up forces affecting a herbivore’s social dynamics can be found 
in African elephants (Loxodonta africana). African elephant groups become smaller and less 
cohesive when forage quality and quantity decline (Wittemyer et al. 2005). However, in 
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populations that are under higher predation pressure there would be costs associated with 
splitting into smaller groups and therefore, in areas with high predation pressure, groups 
may be less able to use group flux to reduce the constraints of low forage availability without 
incurring predation costs. 
I was unable to effectively quantify the amount and quality of forage available to wildebeest 
as there was often very little forage available. Very low levels of grass biomass reduce the 
efficacy of in-field sampling methods such as disc pasture meters, which reduces the ability 
to calibrate satellite imagery data such as the Normalised Difference Vegetation Index 
(NDVI) with data from in-field sampling (Sannier et al. 2002). Indeed, this was the case in 
my study. I attempted to determine forage availability in-field by conducting monthly grass 
sampling across the various areas where I sampled wildebeest behaviour. I conducted 
visual assessments to estimate grass height and percentage grass cover, and used a disc 
pasture metre and grass clipping to determine biomass. However, in the sampling plots, that 
were situated in the grass plains that were most commonly grazed in by wildebeest, there 
was minimal grass. Because of the minimal grass, clipping often only yielded a couple 
blades of grass and the disc pasture metre measurements were affected by undulations in 
the soil more than by grass abundance. Thus, I was unable to effectively calibrate forage in-
field measurements with NDVI data. The difficulties in determining forage availability were 
compounded by Etosha’s climate as there was no rainfall during my field seasons. Without 
rainfall, NDVI data is less accurate as it measures forage productivity but grasslands require 
rainfall for productivity. Future studies, including large-scale movement studies, need to 
determine the best way to quantify forage availability in arid grass plains so that the effect 
of bottom-up forces can be adequately assessed. 
Furthermore, we need to understand how traditionally migratory populations are able to 
utilise areas to which they are now confined by making short-term and long-term 
movements. Migratory wildebeests’ movements in East Africa show that different movement 
scales are used in response to different aspects of food availability. Large-scale movements 
are used to seek out areas based on grass height, but local (short-term) movements are 
used to move to areas with the highest quality of grass (Wilmshurst et al. 1999). However, 
as that study only considered bottom-up factors there may also have been effects of 
predation that were not assessed. Studies of migratory animals in closed areas may also be 
able to inform management about areas of landscape resistance. If animals are unwilling to 
move to a particular area, particularly if moving to that area would provide forage and/or 
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safety benefits, then their unwillingness to move there may be due to landscape resistance. 
In Etosha, for example, the most likely cause of landscape resistance would be lack of water. 
However, resistance based on distance to water may be stronger in daily movements, 
whereby animals are required to complete a return, rather than one-way, journey between 
visits to water, than in long-term movements. As water-dependent animals are rarely found 
more than 15 km from water it is possible that any area further than 15 km from water would 
be avoided during daily movements. However, an area may only be resistant to long-term 
movement when it is 30 km from water as prey would only be required to make the journey 
one-way between drinking bouts. With further understanding, landscape resistance metrics 
may be useful in informing land management decisions. 
Further work is needed to understand when herbivores move, where they move and what 
factors affect these movement decisions. A particularly interesting avenue for future 
research would be a large-scale herbivore movement study in Etosha National Park. This 
type of study would require GPS collaring a representative portion of each of the major 
herbivore species in Etosha to assess when they move, and where they move, during both 
short-term and long-term movements. Data on the seasonal and temporal variations in 
predator presence as well as forage quality and quantity would be vital in order to understand 
the mechanisms behind these movements. By comparing animals’ locations in their 
landscape with areas of low predator density or high forage availability researchers would 
get a better understanding of the strength of top-down and bottom-up forces in influencing 
movements. This would also highlight areas of potential landscape resistance; researchers 
would be able to locate areas with low predation risk and/or high forage quality and quantity 
that are underutilised by herbivores. Knowledge of underutilised areas could inform 
management of potential areas of landscape resistance. This knowledge would allow 
managers to make management decisions, for instance relating to the provision of water, 
that would improve utilisation of those areas. 
 
Conclusion 
Prey species can be limited by top-down and/or bottom-up forces. To balance the effects of 
predation and resource acquisition, prey must make behavioural adjustments to either 
maximise resource intake or reduce predation risk. Understanding what forces affect prey 
animals’ behaviour is vital to understanding what external forces are limiting a population’s 
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fitness. This project has built on previous work to better understand the trade-offs that a prey 
species within a confined range makes in order to acquire enough resources without 
becoming prey and assess how these trade-offs are affected by top-down and bottom-up 
forces. The findings from this study, and future studies looking at the social dynamics and 
long-term movement behaviours of these species, will allow managers to better understand 
the population dynamics of confined populations. With this understanding, managers will be 
able to make more informed decisions about how to manage natural lands to conserve prey 
populations. 
 
References 
Anderson, T. M., Hopcraft, J. G. C., Eby, S., Ritchie, M., Grace, J. B. & Olff, H. 2010. 
Landscape-scale analyses suggest both nutrient and antipredator advantages to Serengeti 
herbivore hotspots. Ecology, 91, 1519-1529. 
Bauer, H., Chapron, G., Nowell, K., Henschel, P., Funston, P., Hunter, L. T. B., 
Macdonald, D. W. & Packer, C. 2015. Lion (Panthera leo) populations are declining rapidly 
across Africa, except in intensively managed areas. Proceedings of the National Academy 
of Sciences, 112, 14894-14899. 
Ben-Shahar, R. 1993. Does fencing reduce the carrying capacity for populations of large 
herbivores? Journal of Tropical Ecology, 9, 249-253. 
Berger, J. 2004. The Last Mile: How to Sustain Long-Distance Migration in Mammals. 
Conservation Biology, 18, 320-331. 
Berry, H. H. 1981. Abnormal levels of disease and predation as limiting factors for 
wildebeest in the Etosha National Park. Madoqua, 12, 241-253. 
Berry, H. H. 1997. Aspects of wildebeest Connochaetes taurinus ecology in the Etosha 
National Park- a synthesis for future management. Madoqua, 20, 137-148. 
Bischof, R., Loe, L. E., Meisingset, E. L., Zimmermann, B., Moorter, B. V. & Mysterud, 
A. 2012. A migratory northern ungulate in the pursuit of spring: jumping or surfing the green 
wave? The American Naturalist, 180, 407-424. 
Boone, R. B., Simon, J. T. & Hopcraft, J. G. C. 2006. Serengeti wildebeest migratory 
patterns modeled from rainfall and new vegetation growth. Ecology, 87, 1987-1994. 
Bradbeer, D., Kirkby, K. & Radcliffe, G. 2016. Avian management at Vancouver 
International Airport: Painting a landscape of fear with trained raptors. PeerJ Preprints, 
4:e1940. 
DANNOCK Rebecca   144 
 
Caro, T. 2005. Antipredator Defenses in Birds and Mammals: University of Chicago Press. 
Creel, S., Schuette, P. & Christianson, D. 2014. Effects of predation risk on group size, 
vigilance, and foraging behavior in an African ungulate community. Behavioral Ecology. 
de Knegt, H. J., van Langevelde, F., Skidmore, A. K., Delsink, A., Slotow, R., Henley, 
S., Bucini, G., de Boer, W. F., Coughenour, M. B., Grant, C. C., Heitkönig, I. M. A., 
Henley, M., Knox, N. M., Kohi, E. M., Mwakiwa, E., Page, B. R., Peel, M., Pretorius, Y., 
van Wieren, S. E. & Prins, H. H. T. 2011. The spatial scaling of habitat selection by African 
elephants. Journal of Animal Ecology, 80, 270-281. 
Du Toit, J. T. 2003. The Kruger experience: ecology and management of savanna 
heterogeneity. Washington, D.C: Island Press. 
Elgar, M. A. 1989. Predator vigilance and group size in mammals and birds: a critical review 
of the empirical evidence. Biological Reviews, 64, 13-33. 
Favreau, F.-R., Pays, H., Frtiz, H. & Goulard, M. 2015. Predators, food and social context 
shape the types of vigilance exhibited by kangaroos. Animal Behaviour, 99, 109. 
Favreau, F.-R., Pays, O., Goldizen, A. W. & Fritz, H. 2013. Short-Term Behavioural 
Responses of Impalas in Simulated Antipredator and Social Contexts. PLoS ONE, 8, 
e84970. 
Fensham, R. J. & Fairfax, R. J. 2008. Water-remoteness for grazing relief in Australian 
arid-lands. Biological Conservation, 141, 1447-1460. 
FitzGibbon, C. D. 1990. Why do hunting cheetahs prefer male gazelles? Animal Behaviour, 
40, 837-845. 
Fortin, D., Boyce, M. S., Merrill, E. H. & Fryxell, J. M. 2004. Foraging costs of vigilance in 
large mammalian herbivores. Oikos, 107, 172-180. 
Fritz, H., Guillemain, M. & Durant, D. 2002. The cost of vigilance for intake rate in the 
mallard (Anas platyrhynchos): an approach through foraging experiments. Ethology Ecology 
& Evolution, 14, 91-97. 
Fryxell, J. M., Mosser, A., Sinclair, A. R. E. & Packer, C. 2007. Group formation stabilizes 
predator–prey dynamics. Nature, 449, 1041-1043. 
Fryxell, J. M. & Sinclair, A. R. E. 1988. Causes and consequences of migration by large 
herbivores. Trends in Ecology & Evolution, 3, 237-241. 
Gorini, L., Linnell, J. D. C., May, R., Panzacchi, M., Boitani, L., Odden, M. & Nilsen, E. 
B. 2012. Habitat heterogeneity and mammalian predator–prey interactions. Mammal 
Review, 42, 55-77. 
DANNOCK Rebecca   145 
 
Graves, T., Chandler, R. B., Royle, J. A., Beier, P. & Kendall, K. C. 2014. Estimating 
landscape resistance to dispersal. Landscape Ecology, 29, 1201-1211. 
Hamilton, W. D. 1971. Geometry for the selfish herd. Journal of Theoretical Biology, 31, 
295-311. 
Hebblewhite, M. & Merrill, E. H. 2011. Demographic balancing of migrant and resident elk 
in a partially migratory population through forage–predation tradeoffs. Oikos, 120, 1860-
1870. 
Heithaus, M. R., Wirsin, A. J., Burkholder, D., Thomson, J. & Dill, L., M. 2009. Towards 
a predictive framework for predator risk effects: the interaction of landscape features and 
prey escapetactics. Journal of Animal Ecology, 78, 556-562. 
Hopcraft, J. G. C., Morales, J. M., Beyer, H. L., Borner, M., Mwangomo, E., Sinclair, A. 
R. E., Olff, H. & Haydon, D. T. 2014. Competition, predation, and migration: individual 
choice patterns of Serengeti migrants captured by hierarchical models. Ecological 
Monographs, 84, 355-372. 
Hopcraft, J. G. C., Olff, H. & Sinclair, A. R. E. 2010. Herbivores, resources and risks: 
alternating regulation along primary environmental gradients in savannas. Trends in Ecology 
& Evolution, 25, 119-128. 
Iles, J. M. & Kelly, D. 2014. Restoring bird pollination of Fuchsia excorticata by mammalian 
predator control. New Zealand Journal of Ecology, 38, 297-306. 
Iribarren, C. & Kotler, B. P. 2012. Foraging patterns of habitat use reveal landscape of fear 
of Nubian ibex Capra nubiana. Wildlife Biology, 18, 194-201. 
Krishna, Y. C., Kumar, A. & Isvaran, K. 2016. Wild Ungulate Decision-Making and the 
Role of Tiny Refuges in Human-Dominated Landscapes. PLoS ONE, 11, e0151748. 
Landeau, L. & Terborgh, J. 1986. Oddity and the ‘confusion effect’ in predation. Animal 
Behaviour, 34, 1372-1380. 
Laundré, J. W., Hernández, L. & Altendorf, K. B. 2001. Wolves, elk, and bison: 
reestablishing the "landscape of fear" in Yellowstone National Park, U.S.A. Canadian 
Journal of Zoology, 79, 1401-1409. 
Leblond, M., Dussault, C. & Ouellet, J.-P. 2010. What drives fine-scale movements of 
large herbivores? A case study using moose. Ecography, 33, 1102-1112. 
Lima, S. L. & Dill, L. M. 1990. Behavioral decisions made under the risk of predation: a 
review and prospectus. Canadian Journal of Zoology, 68, 619-640. 
Maloiy, G. M. O., Kanui, T. I., Towett, P. K., Wambugu, S. N., Miaron, J. O. & Wanyoike, 
M. M. 2008. Effects of dehydration and heat stress on food intake and dry matter digestibility 
DANNOCK Rebecca   146 
 
in East African ruminants. Comparative Biochemistry and Physiology - Part A: Molecular & 
Integrative Physiology, 151, 185-190. 
Martin, J., O’Connell Jr, A. F., Kendall, W. L., Runge, M. C., Simons, T. R., Waldstein, 
A. H., Schulte, S. A., Converse, S. J., Smith, G. W., Pinion, T., Rikard, M. & Zipkin, E. 
F. 2010. Optimal control of native predators. Biological Conservation, 143, 1751-1758. 
Matson, T. K., Goldizen, A. W. & Putland, D. A. 2005. Factors affecting the vigilance and 
flight behaviour of impalas. South African Journal of Wildlife Research, 35, 1-11. 
McComb, K., Shannon, G., Durant, S. M., Sayialel, K., Slotow, R., Poole, J. & Moss, C. 
2011. Leadership in elephants: the adaptive value of age. Proceedings of the Royal Society 
B: Biological Sciences, 278, 3270-3276. 
Mitchell, C. D., Mitchell, C. D., Chaney, R., Aho, K. & Kie, J. G. 2015. Population density 
of Dall's sheep in Alaska: effects of predator harvest? Mammal Research, 60, 21-28. 
Morris, D. W. & Davidson, D. L. 2000. Optimally foraging mice match patch use with habitat 
differences in fitness. Ecology, 81, 2061-2066. 
Morrison, T. A. & Bolger, D. T. 2014. Connectivity and bottlenecks in a migratory 
wildebeest Connochaetes taurinus population. Oryx, 48, 613-621. 
Ripple, W. J., Estes, J. A., Beschta, R. L., Wilmers, C. C., Ritchie, E. G., Hebblewhite, 
M., Berger, J., Elmhagen, B., Letnic, M., Nelson, M. P., Schmitz, O. J., Smith, D. W., 
Wallach, A. D. & Wirsing, A. J. 2014. Status and Ecological Effects of the World’s Largest 
Carnivores. Science, 343. 
Roberts, G. 1996. Why individual vigilance declines as group size increases. Animal 
Behaviour, 51, 1077-1086. 
Sannier, C. A. D., Taylor, J. C. & Plessis, W. D. 2002. Real-time monitoring of vegetation 
biomass with NOAA-AVHRR in Etosha National Park, Namibia, for fire risk assessment. 
International Journal of Remote Sensing, 23, 71-89. 
Sawyer, H., Kauffman, M. J., Middleton, A. D., Morrison, T. A., Nielson, R. M. & 
Wyckoff, T. B. 2013. A framework for understanding semi-permeable barrier effects on 
migratory ungulates. Journal of Applied Ecology, 50, 68-78. 
Searle, K. R., Stokes, C. J. & Gordon, I. J. 2008. When foraging and fear meet: using 
foraging hierarchies to inform assessments of landscapes of fear. Behavioral Ecology, 19, 
475-482. 
Senft, R. L., Coughenour, M. B., Bailey, D. W., Rittenhouse, L. R., Sala, O. E. & Swift, 
D. M. 1987. Large herbivore foraging and ecological hierarchies. BioScience, 37, 789-799. 
DANNOCK Rebecca   147 
 
Sinclair, A. R. E. 1985. Does interspecific competition or predation shape the African 
ungulate community? Journal of Animal Ecology, 54, 899-918. 
Smit, I. P. J., Grant, C. C. & Devereux, B. J. 2007. Do artificial waterholes influence the 
way herbivores use the landscape? Herbivore distribution patterns around rivers and 
artificial surface water sources in a large African savanna park. Biological Conservation, 
136, 85-99. 
Smith, S. M. & Cain III, J. W. 2009. Foraging efficiency and vigilance behaviour of impala: 
the influence of herd size and neighbour density. African Journal of Ecology, 47, 109-118. 
Smuts, G. L. 1978. Interrelations Between Predators, Prey, and Their Environment. 
BioScience, 28, 316-320. 
Talbot, L. M. & Talbot, M. H. 1963. The wildebeest in western Masailand, East Africa. 
Wildlife Monographs, 3-88. 
Thaker, M., Vanak, A. T., Owen, C. R., Ogden, M. B., Niemann, S. M. & Slotow, R. 2010. 
Minimizing predation risk in a landscape of multiple predators: effects on the spatial 
distribution of African ungulates. Ecology, 92, 398-407. 
Treves, A. 1998. The influence of group size and neighbors on vigilance in two species of 
arboreal monkeys. Behaviour, 135, 453-481. 
Valeix, M., Fritz, H., Loveridge, A. J., Davidson, Z., Hunt, J. E., Murindagomo, F. & 
Macdonald, D. W. 2009. Does the risk of encountering lions influence African herbivore 
behaviour at waterholes? Behavioral ecology and sociobiology, 63, 1483. 
van der Meer, E., Pays, O. & Fritz, H. 2012. The effect of simulated African wild dog 
presence on anti-predator behaviour of kudu and impala. Ethology, 118, 1018-1027. 
Van Wilgen, B. W., Govender, N., Biggs, H. C., Ntsala, D. & Funda, X. N. 2004. Response 
of Savanna Fire Regimes to Changing Fire-Management Policies in a Large African National 
Park. Conservation Biology, 18, 1533-1540. 
Verdolin, J. L. 2006. Meta-analysis of foraging and predation risk trade-offs in terrestrial 
systems. Behavioral ecology and sociobiology, 60, 457-464. 
Wall, J., Douglas-Hamilton, I. & Vollrath, F. 2006. Elephants avoid costly mountaineering. 
Current biology, 16, R527-R529. 
Western, D. 1975. Water availability and its influence on the structure and dynamics of a 
savannah large mammal community. African Journal of Ecology, 13, 265-286. 
Wilmshurst, J. F., Fryxell, J. M., Farm, B. P., Sinclair, A. R. E. & Henschel, C. P. 1999. 
Spatial distribution of Serengeti wildebeest in relation to resources. Canadian Journal of 
Zoology, 77, 1223-1232. 
DANNOCK Rebecca   148 
 
Wirsing, A. J., Cameron, K. E. & Heithaus, M. R. 2010. Spatial responses to predators 
vary with prey escape mode. Animal Behaviour, 79, 531-537. 
Wittemyer, G., Douglas-Hamilton, I. & Getz, W. M. 2005. The socioecology of elephants: 
analysis of the processes creating multitiered social structures. Animal Behaviour, 69, 1357-
1371. 
Zeller, K. A., McGarigal, K. & Whiteley, A. R. 2012. Estimating landscape resistance to 
movement: a review. Landscape Ecology, 27, 777-797. 
 
