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ABSTRACT
We propose a framework for surveillance video indexing and
retrieval using objects features and semantic events. In this
paper, we focus on the following features: (1) combine recog-
nized video contents (at higher level and output from a video
analysis module) with visual words (at low level computed
over all the raw video frames) to enrich the video indexation
in a complimentary way; using this scheme user can make
queries about objects of interest even when the video analy-
sis output is not available; (2) support an interactive module
that allows users to formulate easily their queries by differ-
ent ways (existing indexed objects, subimage example, fea-
ture generation); more specifically, interactive feature genera-
tion (currently color histogram and trajectory) gives a facility
for users to make queries at different levels according to the
a priori available information and the expected results from
retrieval; (3) develop a relevance feedback module adapted
to the proposed indexing scheme (recognized video content
and visual words) and the specific properties of surveillance
videos for the video surveillance context. Results emphasing
these three aspects proves a good integration of video analysis
for video surveillance and interactive indexing and retrieval.
1. INTRODUCTION
The increasing number of cameras provides a huge amount
of video data. Associating to these video data retrieval facili-
ties become very useful for many purposes and many kinds of
staff. While some approaches have been proposed for video
retrieval in meetings, movies, broadcast news, and sports [1],
very few work has been done for surveillance video retrieval [2],
[3], [4]. Current achievements on automatic video under-
standing [5] such as object detection, object tracking and event
recognition, though not perfect, are reliable enough to build
efficient surveillance video indexing and retrieval systems. To
solve the surveillance video indexing and retrieval problem,
we need to have both a rich indexing and a flexible retrieval
enabling various kinds of user queries.
We have proposed [6] a framework for surveillance video
indexing and retrieval. This framework is based on a video
analysis engine and a query language. The proposed frame-
work enables users to express their queries by the proposed
query language and to retrieve the recognized video contents
provided by a video analysis module event with the imprecise
and incomplete indexing. In this paper, we extend the existent
framework for the surveillance video indexing and retrieval:
(1) enrich the indexing by combining the recognized video
contents (at higher level and output from a video analysis
module) with visual words (at low level computed over all the
raw video frames); (2) support an interactive module that al-
lows users to formulate easily their queries by different ways
(existing indexed objects, subimage example, feature genera-
tion); (3) develop a relevance feedback module adapted to the
proposed indexing scheme (recognized video content and vi-
sual words) and the specific properties of surveillance videos
for the video surveillance context.
The organization of the paper is as follows. Section 2
presents the proposed approach that consists of the index-
ing phase and the retrieval phase. The indexing phase and
the retrieval phase are described in the section 3 and sec-
tion 4 respectively. The results of the proposed approach
with video coming from the CARETAKER project (Content
Analysis and REtrieval Technology to Apply Extraction to
massive Recording) are presented in the section 5. Finally
we present a conclusion and future work in section 6.
2. THE PROPOSED APPROACH
Figure 1 shows the global architecture of the proposed ap-
proach. This approach is based on an externalVideo Analy-
sis moduleand on two internal phases: anindexing phase
and aretrieval phase.
The external Video Analysis module performs tasks such
as mobile object detection, mobile object tracking and event
recognition. The results of this module are some Recognized
Video Contents. These Recognized Video Contents can be
Fig. 1. The global architecture of the proposed approach.
This approach is based on an external Video Analysis module
and on two internal phases: an indexing phase and a retrieval
phase.
physical objects, trajectories, events, scenarios, etc.
For the indexing phase, we already have proposed [6] an
indexing approach based on two types of Recognized Video
Contents. In this paper, we extend this approach to take into
account the missing video contents (i.e. not detected or recog-
nized by the Video Analysis module). We add a generic in-
dexing based on the visual words. Therefore, the new index-
ing scheme is a combination of the specialized recognized
video contents and the generic visual words indexing. Out-
puts of the indexing phase (Indexation database) become in-
puts of the retrieval phase.
In the retrieval phase, in order to support a means for re-
trieving the data, we have proposed a query language called
SVSQL (Surveillance Video Structured Query Language)[6].
Users formulate their queries by using the proposed language.
They can also feed into the query their example images that
they have. In this paper, we enrich the variety of query by
allowing users to generate the features (currently color his-
togram and trajectory). The feature generation is suitable
for the scenario in which users do not have example images.
However, they have some ideas about the feature. For exam-
ple, they want to know whether a red car appears in the video
but they do not have any example image containing the red
car. In the previous work, as the retrieved results are returned
to users, no user interaction is allowed. In this work, we at-
tempt to put users in the retrieval loop so that the retrieved
results can be improved based on the users’ feedback.
3. INDEXING
The indexing phase (Fig. 2) takes either results from the Video
Analysis module (the Recognized Video Content) or the raw
frames as input data. The indexing phase has two main tasks:
feature extraction and data indexing. It performs feature
extraction to complete the input data by computing missing
features and data indexing using a data model. According
to the input (physical objects or frames), the feature extrac-
tion task computes the low level features such as color his-
togram,... for physical objects or build visual words for frames.
Fig. 2. The indexing phase of the proposed approach. Archi-
tecture of the indexing phase is the same as that in [6]. How-
ever, the feature extraction, data indexing tasks are extended
to work with frames.
3.1. Data model
The data model contains two main types of components:Recog-
nized Video Content(Physical objects, Events) andFrames.
The physical objects are all the objects of the real world in the
scene observed by the camera. One physical object can be a
contextual object or a mobile object. We are recently inter-
ested in mobile objects. In video surveillance, different kinds
of states and events can be defined. In order to facilitate the
query making, we group them all into one sole ’Events’ con-
cept. The frames are the raw frames extracted from video.
Without losing information, we take one frame per second
from the video. In the following data model, an attribute writ-
ten into brackets mean that it is optional, i.e. it may be used
according to application needs.
3.1.1. Recognized Video Content
Currently, Physicalobjects is defined as follows:
Physical objects(ID, Class, [Name], 2Dpositions,
3D positions, MBRs, Time interval, Features)
where ID is the label, Class is the class that the physical
object belongs to, 2Dpositions and 3Dpositions are posi-
tions in 2D and 3D of the physical object, MBRs are the min-
imum bounding box, Timeinterval indicates frames in which
the physical object exists. The Features is currently defined as
Histograms, Trajectory. Other features are certainly possible
to add. We describe briefly these features as follows:
• Color histogram: Color histogram[7] is a common
feature used for image and video indexing and retrieval
based on color information.
• Object’s trajectory : Two methods of trajectory rep-
resentation are employed in our approach. One is in-
terested in the starting point and the ending point of
the object’s trajectory. In [8] Patino et al. shows that
the starting point and the ending point can cluster ob-
jects’ trajectories in several meaningful classes. While
the first method is not interested in trajectory’s form,
the second method do. The second method enable to
retrieve trajectories by their forms. Currently, we use
the LSCF (Least Square Curve Fitting) and Symbolic
representation [9] to analyze the form of trajectory.
The Events are the recognized events in the video data-
base and are defined as follows:
Events(ID, Name, Confidencevalue,
Involved Physical objects, [Subevents], Timeinterval)
where ID is the label of the event, Name is the name of
the event, Confidencevalue is the confidence degree of event
recognition, InvolvedPhysicalobjects is the physical objects
involved in the event, Subevents is the sub events of the
event, Timeinterval indicated frames in which the event is
recognized.
3.1.2. Frames
The Frames are the frames extracted from the Video. This
component is a complementary component for Recognized
Video Content. It assures that the approach is able to answer
users queries about objects of interest even the Video Analysis
module is not perfect. Frames is defined as follows:
Frames(ID, Features)
where ID is the label of the frame. The Features is cur-
rently defined as a list of visual words, though other fea-
tures are certainly added. In the context of video surveillance,
cameras are fixed however objects are mobile objects. They
change therefore their appearances and occlude other objects.
The visual words proposed in [10] prove that they are able
to retrieve objects successfully despite changes in viewpoint,
illumination, and partial occlusion. Moreover, an efficient re-
trieval is archived by employing the methods from statistical
text retrieval on the visual words, including inverted file sys-
tems, and text and document weightings.
The visual words are computed exactly as presented in
[10]. After computing the visual words, a frame is repre-
sented as follows:
vd = (t1, ..., ti, ..., tV )T . (1)
of weighted word frequencies with components:
ti =
nid
nd
log
N
ni
(2)
whereV is the number of visual words,nid is the number of
occurrences of word i in frame d,nd is the total number of
words in the frame d,ni is the number of frames containing
term i and N is the number of frames in the whole database.
The weighting is a product of two terms: the word frequency
nid
nd
, and the inverted document frequencylogN/ni.
4. RETRIEVAL
Figure 3 presents the retrieval phase of the proposed approach.
The retrieval phase has 7 tasks:query formulation , query
parsing, query matching, result ranking , result display-
ing, feature extraction, andSubImage selectionas presented
in [6] and two new tasks:feature generationandrelevance
feedback.
Users submit queries by using the query language (query
formulation task). They can also feed an example image by
using SubImage selection task. The feature extraction task
aims at computing the same features as the indexing phase.
The query parsing tasks analyzes the syntax of query while
the query matching task compares the query with the indexed
information in the database. The goal of the result ranking
and result displaying tasks is to rank results based on their
similarity and to display the retrieved results to users.
Thefeature generationandrelevance feedbackare new
tasks. The feature generation aims at creating query with the
generated features as input. The relevance feedback task al-
lows the system to learn from the user’s feedback in order to
improve retrieval results. Our preliminary work for relevance
feedback based on MIL (Multiple Instance Learning) is pre-
sented in this paper.
Fig. 3. The retrieval phase of the proposed approach. The
feature generation and relevance feedback are new tasks. The
feature extraction task is extended in order to compute the
visual words for a generic indexing
4.1. Query language
We have proposed [6] a query language for retrieving the sur-
veillance video. The syntax of a query expressed by this query
language is the following:
SELECT<Select list> FROM< Database> WHERE
<Conditions>
Where:SELECT, FROM , WHERE are keywords for a query
and they are mandatory :
• Select listspecifies the returned results. It may be ei-
ther whole Physicalobjects (or attributes) or whole Events
(or attributes) or Frames. We have implemented an ag-
gregate operator COUNT that counts the number of the
returned results.
• Databasespecifies which parts of the video database
are used to check the<Condition>. It can be either
* for the whole video database or a list of named sub-
parts. This is interesting for the surveillance video re-
trieval because the video database can be divided into
several parts according to time or to location. It en-
ables to accelerate the retrieval phase in the case that
the users know which parts of the video database they
are interested in.
• Conditions specifies the conditions that the retrieved
results must satisfy. The users express their require-
ments by defining this component.
We give here some examples of queries expressed in this lan-
guage. For more detail about this query language, please
read our paper [6]. An example expressed by this language
returns the Event type of Recognized Video Content: Find
Closeto Gates events occurring in videos from all databases.
SELECTe FROM * WHERE ((e: Events) AND (e’s Name
= ”Close to Gates”))
wheree is a variable of Events,e′s Name is an access
function that gets attributeName of e.
Another example expressed by this language returns the
Physical object type of Recognized Video Content based on
relationship between the Event and the Physical object types:
Find the Physicalobjects in the database named VideoDatabase
that are close to gates.
SELECTp FROM * WHERE ((e: Events) AND (p: Per-
son) AND (e’s Name = ”Closeto Gates”) AND (p involvedin
e))
wherep is a variable of Person and the involvedin predi-
cate determines whetherp involves ine.
4.2. Recognized Video Content retrieval
4.2.1. Recognized Video Content retrieval from Subimage
In the previous section, the queries that return the Recognized
Video Contents based on known information of these contents
are described. However, if users have an example image con-
taining the object of interest and they are interested in the
Recognized Video Contents that are similar to the example
image in some way. The SubImage type is supported in the
proposed query language. In the following example, users
want to retrieve the physical objects in database that named
Video Database that are similar to a given image.
SELECTp FROM VideoDatabase WHERE ((p: Physi-
cal objects) AND (i: SubImage) AND (i keypointsmatching
p))
wherep is a variable of Physicalobjects,i is a variable
that will be set by an image example,keypoints matching
is a non temporal predicate.
4.2.2. Feature generation
The example images in the previous section are not always
available. In that case, users do not have any example image.
However, they know some characteristics about the contents
they search. Therefore, the feature generation task is devel-
oped in our framework to help users to submit their queries.
Currently, the feature generation task enables to generate color
histogram and trajectory. Because these two characteristics
are the most interesting characteristics of objects for users
when they retrieve a video database. Moreover, the color his-
togram and trajectory are already computed in the Features
attribute for physical objects in the data model, the generated
characteristics are compatible with that in Indexation Data-
base. The matching task does not need to change when work-
ing with this type of query.
Color histogram generation: Users can choose one or
more colors they want from a color palette. The chosen color
is represented by 3 color components (r,g,b). Three Gaussian
distributions withµr = r, µg = g, µb = b, σr = σg = σb are
generated. Figure 4 illustrates this process. In the experiment,
we fix theσ = 20 parameter. The choice ofσ does not change
much the retrieval results because for the retrieval, we are in-
terested in the rank of the retrieved results (not exact value of
distance). With change ofσ, the distance will be changed, but
the rank does not change. As persons move in the scene, their
colors may be changed. However, these persons are indexed
in a number frames and the importance is not to retrieve all
of frames but can retrieve a frame in these frames. In this
paper, we use the Gaussian distribution for each color com-
ponent because users can not provide a precis color so the
Gaussian distribution allows to take into account the colors
neighbor of the chosen color. The advantage of this allows to
generate easily color histograms with an interface. Users can
choose many colors as they want, the manner to generate the
histogram and to do matching between histograms does not
need to change. Instead of using machine learning algorithm
to learn the color concepts (that can loose the information),
with this approach the query is made with semantic concepts
of users while the matching is done at the low level. An ex-
ample of query using color histogram generation is given as
follows:
SELECTo FROM CARE2 WHERE ((c: SubImage) AND
(o: Physicalobjects) AND (c colorsimilarity o))
User defines a color of interest, the feature generation task
create a color histogram based on the algorithm in Fig. 4. The
query matching task compare the generated histogram with
histograms of physical objects.
Fig. 4. Color histogram generation process. Users can choose
one or more colors they want from a color palette. Three
Gaussian distributions are created for the chosen color.
Trajectory generation: Corresponding to two trajectory
representations, there are two ways for creating a trajectory
(as illustrated in Fig. 5). In the first way (a), users spec-
ify two points in an image of scene of video (for each video,
we will display the image of scene so that users can define
object positions in this image). The generated trajectory is
represented by its starting and ending points. The matching is
done by computing the Euclidean distance between the gen-
erated starting and ending points and those of physical ob-
jects in database. In the second way (b), the designed form
of trajectory is analyzed by the Least square curve fitting and
the Symbolic representation. The results of this analysis are
matched with trajectories in database. A query using the gen-
erated trajectory is described as follows:
SELECTo FROM CARE2 WHERE ((o: Physicalobjects)
AND (i: SubImage) AND (o trajectorysimilarity start end
p))
For this query, user specifies a query trajectory by its start-
ing point and ending point. Retrieved results of this query are
physical objects whose trajectories are similar to the query
trajectory. The trajectorysimilarity start end predicate de-
termines the similarity between two trajectories based on the
starting and ending points.
4.3. Retrieval of non recognized objects
When working with the Recognized Video Contents, we sup-
pose that they are already recognized by the Video Analysis
Module. However, the Video Analysis Module is not perfect.
In order to allow users to retrieve their objects of interest, a
generic indexing is computed over video frames. In the sur-
veillance video context, the objects (persons) are moving ob-
jects. They change their appearance in the time. The generic
Fig. 5. There are two ways to create a trajectory (a) trajectory
is represented by its starting point and ending point. Users
specify two points in an image of scene of video (b) trajectory
is represented by its form. Users designs a trajectory form.
indexing must be able to find objects of interest in frames with
an instance of their appearance (in an example image). In or-
der to cope with this problem, we extend the indexing and
r trieval capacity by using the visual word technique in [10].
The process presented in the section 3.1.2 is applied on the
example SubImage. This SubImage is represented as a vector
vq (Eq. 1). The appearin predicate is determined according
to the distance between two vectorsvd andvq. This distance
is defined as follows:
fd =
vTq vd√
vTq vq
√
vTd vd
(3)
The process to determine appearin predicate is illustrated in
Fig. 6. Note that visual detection in this figure belongs to
the feature extraction task. The query presented as follows
retrieves frames containing object of interest that is specified
in an example SubImage.
SELECTf FROM CARE2 WHERE ((f: Frames) AND (i:
SubImage) AND (i appearin f))
4.4. Relevance feedback on the visual words
The combining of indexing based on the recognized video
contents with a generic indexing based on the visual word
technique allows to answer request of users in various condi-
tions (the Video Analysis module is perfect or not perfect or
not available). This combining enriches the indexing by the
bottom-up approach. A top-down approach that takes user
feedback in order to improve the retrieval results (short term)
and to complete the indexation database (long term) must be
considered. Currently, we concentrate on the relevance feed-
back for the generic indexing because this indexing retrieve
object of interest in the case that the Video Analysis module
is not perfect or not available to detect objects. It can cause ir-
relevant results and is necessary to do the relevance feedback.
As previously presented, the generic indexing is based on
the visual word matching. The result (is frame) is judged pos-
itive or negative result. However, there are not information
Fig. 6. The process for determining the appearin predicate.
The visual detection box belongs to the feature extraction
task. The object of the query was not previously detected
by the video analysis module but can still be retrieved by the
retrieval module.
about visual words (users are not able to judge whether a vi-
sual words is positive or negative). Therefore, each returned
frame can be considered as a bag of visual words and the rel-
evance feedback on these frames become MIL problem. This
problem becomes Multi-Instance Learning problem that is de-
fined below:
Definition: Given a set of training examplesT < B,L >
whereB = Bi(i = 1, ..., n) is a set of n bags andL = Li(i =
1, ..., n) is a set of labels of the corresponding bags.Li ∈
1(Positive), 0(Negative). The goal of MIL is to identify the
label of a given instance in a given bag.
In the scenario of MIL, the labels of individual instances
are not available, instead the bags are labeled. If the bag label
is positive, there exists at least one positive instance in that
bag. If the bag label if negative, all instances in that bag are
negative. In this paper, we use the MILL toolkit1 o do the
relevance feedback.
5. EXPERIMENTAL RESULTS
5.1. Databases
We use the 2 hours-video from the CARETAKER2 (Content
Analysis and REtrieval Technology to Apply Extraction to
massive Recording) project. The Video Analysis module (ob-
ject detection and object tracking) developed by ORION team
is applied on this video. The 71 objects are detected from this
video. Note that the event recognition is not applied in this
1Jun Yang, MILL: A Multiple Instance Learning Library,
http://www.cs.cmu.edu/ juny/MILL.
2http://www.ist-caretaker.org/
video and the results of Video Analysis module are used only
for color histogram and trajectory evaluation. In the frame re-
trieval and relevance feedback, we employ the raw frames of
video (corresponding the case that the Video Analysis module
is not available).
Table 1. Four experiments: color histogram, trajectory, frame
retrieval and relevance feedback with their test queries and the
size of database.
Name of test Nbqueries Size’s database Results
Color histogram 7 5597(frames) Fig. 7
Trajectory 7 71 (trajectories) Fig. 9
Frame retrieval 8 298 (frames) Fig. 11
Relevance feedback
5.2. Evaluation
5.2.1. Color histogram evaluation
In order to evaluate the queries based on color information,
we create 7 queries for 7 colors Black, White, Red, Blue,
Green, Yellow, Violet. In the ground truth, among blobs of the
Physicalobjects, we decide the blob whose color is similar to
the color specified in the query. The performance is evaluated
by the precision/recall graph. The obtained precision/recall
graphs for these 7 queries are shown in Fig. 7. This obtained
result shows that this approach supports for users a possibil-
ity to submit a query based on color information with a good
result even they do not have any example at their hands.
Fig. 7. Recall/precision for query with 7 main colors: Black,
White, Red, Blue, Green, Yellow, Violet.
5.2.2. Trajectory evaluation
Users can submit a query by defining a starting point and an
ending point. In order to evaluate the proposed approach, we
generate several trajectory queries by choosing the starting
and ending points from the scene’s image. These queries are
shown in Fig. 8. We make manually the ground truth in which
we specify which trajectories in the database are similar to
the query (basing on the starting point and the ending point)
Fig. 9 presents the obtained results of the trajectory retrieval
based on the starting point and the ending point. The good
results show that users can retrieve successfully objects based
on their changes of zone.
Fig. 8. Some trajectory queries based on the starting point
and ending point. Users define these points on scene’s image.
Fig. 9. The obtained recall and precision graphs for the
queries in Fig. 8.
5.2.3. Non recognized video content retrieval and relevance
feedback evaluation
In this section, we evaluate non recognized video content re-
trieval performance over the entire video. The object of in-
terest is specified by the user as a sub part of frame (is rep-
resented by SubImage type). We submit 8 times the query.
At each time, we decide a different object of interest as pre-
sented in Fig. 10. The pairs of queries (1,3), (4,7) and (5,8)
indicate the same person with different appearances (front’s
appearance and back’s appearance). A visual dictionary is
Fig. 10. Query frames with outlined query regions for the
eight test queries.
built from the detected affine covariant regions on the frames.
The number of visual words is 500. We apply the stop list al-
gorithm like [10] in order to remove the most frequent visual
words that occur in almost all frames. The top 5% and bot-
tom 5% are removed. These words correspond to the objects
in the empty scene. The acceptable results are obtained (Fig.
Fig. 11. The obtained recall/precision graphs for the 8 test
queries in Fig. 10.
11) even though objects change noticeably their appearance
in the scene. Moreover, users are often interested in the first
results that are successful retrieved (high value of precision
when the corresponding recall is from 0 to 20). Figure 12
presents the obtained results of relevance feedback after one
loop of relevance feedback. Frames are judged as relevant
and irrelevant results. The results are improved after one loop
of relevance feedback.
Fig. 12. The obtained results after one loop of relevance feed-
back for query 1 in Fig. 10.
6. CONCLUSION AND FUTURE WORK
In this paper, we have presented a mixed framework from the
pure retrieval approach and the pure recognition approach.
According to the types of queries and desirable results, the
pure retrieval approach (list of ranked results) or the pure
recognition approach (list of non ranked, fixed results) or a
mixed approach is used (list of ranked, fixed results). This
allows to take advantage of retrieval approach to deal with
errors of recognition technique. A combining indexing that
employs both the recognized video contents and frames (with
visual words) gives a good retrieval performance. Because,
the recognized video content provides a high level and richer
semantic information about the videos. Indexation by visual
words is done at low level but provides a complementary way
to retrieve missed objects by the video analysis module. We
have presented in section 5 separate results of two indexing
approach aspects (one is based on the recognized video con-
tent and the other is based on the visual words). Results of
the combination of two aspects must be provided. Moreover,
a preliminary work for the relevance feedback is presented.
A complete relevance feedback module and experimental re-
sults will be available in the future.
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