Abstract. For any normal commutative Hopf subalgebra K = k G of a semisimple Hopf algebra we describe the ring inside kG obtained by the restriction of H-modules. If G = Z p this ring determines a fusion ring and we give a complete description for it. The case G = Z p n and some other applications are presented.
Introduction
The character theory for normal Hopf subalgebras developed in [3] shows that the restriction functor from a semisimple Hopf algebra to a normal Hopf subalgebra has properties similar to that of a restriction from a group to a normal subgroup. Using this similarity we construct a Z + -based ring attached to any normal commutative Hopf subalgebra. These rings are obtained as the image of the restriction map from the character ring of the larger Hopf algebra into the character ring of the normal Hopf subalgebra. If the normal Hopf subalgebra is of type k G where G is a finite group group they determine special partitions on the group elements of G that we called unital partitions. If G is cyclic with a prime number p of elements we complete classify these unital partitions and therefore their associated rings which in this case become fusion rings. We use our results to the study of certain fusion categories determined by the finite dimensional representations of a semisimple Hopf algebra.
Semisimple Hopf algebras of certain small dimensions were studied extensively in the literature and numerous classification results and non-trivial examples of Hopf algebras were obtained (see for example [15] , [12] , [5] , [8] , [18] , [20] , [19] , [16] , [11] ). Recently group-theoretical fusion categories were introduced in [7] and [6] . It was conjectured for several years that any Hopf algebra is group theoretical. A class of Hopf algebras that are not group theoretical was described in [23] . Their representation categories are described as equivariantization of certain group theoretical fusion categories. This brought up to the study a larger class of categories called weakly group theoretical [6] . The results from [4] and [6] enabled to classify up to a twist a larger class of Hopf algebras especially those of dimension pq 2 (see also [9] ) and dimension pqr. Despite of that, a precise correspondence between the Hopf algebras classified up to isomorphism and the corresponding class of fusion categories is missing from the actual literature. We show that our methods are very useful in this direction. As an illustration, we completely describe the Grothendieck group of the unique semisimple Hopf algebra of dimension 2p 2 with p 2 grouplike elements [12] . From here we easily obtain the Grothendieck group of the class of non group theoretical Hopf algebras of dimension 4p 2 constructed in [23] . We work over an algebraically closed field k of characteristic zero. For a vector space V by |V | is denoted the dimension of V . All the modules are supposed to be left modules. The comultiplication, counit and antipode of a Hopf algebra are denoted by ∆, ǫ and S, respectively. We use Sweedler's notation ∆(x) = x 1 ⊗ x 2 for all x ∈ H. All the other notations for Hopf algebras are those used in [13] .
Normal Hopf subalgebras
Throughout this paper H will be a semisimple (hence finite dimensional) Hopf algebra over an algebraically closed field k of characteristic zero. Then H is also cosemisimple and S 2 = Id [10] . The notation Λ H ∈ H is used for the idempotent integral of H ( ǫ(Λ H ) = 1) and t H ∈ H * for the idempotent integral of H * (t H (1) = 1). Denote by Irr(H) the set of irreducible characters of H and let C(H) be the character ring of H. Then C(H) is a semisimple subalgebra of H * [25] and C(H) = Cocom(H * ), the space of cocommutative elements of H * . If M is an H-module with character χ then M * is also an H-module with character χ * = χ • S. This induces an involution "
If Irr(H) is the set of irreducible H-modules then from [13] it follows that the regular character of H is given by the formula
There is an associative nondegenerate bilinear form on C(H) given by
It follows that (χ, µ) = m H (χ, µ * ) where m H is the multiplicity form on C(H). For two modules M and N of H one has m H (χ M , χ N ) = dim k Hom H (M, N). The pairs {χ} χ∈Irr(H) and {χ * } χ∈Irr(H) form dual bases with respect to ( , ).
The following properties of m H will be used later:
for all χ, µ, ν ∈ C(H) (see Theorem 10 of [21] ). This show that the Z-module spanned by the irreducible characters is a fusion ring by the definition given below.
2.1. Fusion rings. Let R + be the semi-ring of non-negative real numbers. We follow the definition from [24] but allowing the structure constants to be any non-negative numbers. Let R be a ring with identity which is a finite rank Z-module. A R + -basis of R is a ba-
An element of B will be called basic. Define a non-degenerate symmetric Z-valued inner product m R on R as follows. For all elements
A fusion ring or (a unital based ring) is a pair (R, B) consisting of a ring R with a R + -basis B = {X i } i=1,l satisfying the following properties:
(1) There exists i 0 ∈ I such that 1 = X i 0 .
(2) There is an involution i → i * of R such that the induced map
The second condition is equivalent to
Normal Hopf subalgebras. Let K be a Hopf subalgebra of H. Then K is also semisimple and cosemisimple [13] . The Hopf subalgebra K is called normal if h 1 xSh 2 ∈ K for all h ∈ H and x ∈ K. The restriction functor from H-modules to K-modules induces an algebra map res : 
Remark 2.1. Formula 2.2 shows that b i (1) divides χ(1) in the case that all the characters in α ∈ B i have degree one.
On the other hand since the regular character of H restricts to the regular character of K multiplied by the index of K in H it follows that (2.3)
In particular a i (1) = |H| |K| b i (1) for all i. From the definition of the equivalence relation it follows that the set {χ * | χ ∈ A i } is also a class of equivalence on Irr(H). Therefore there is an involution i → i * on the index set of the equivalence classes such that A i * = {χ * | χ ∈ A i }. Since restriction of characters commutes with taking the dual it follows that the same involution gives B i * = {α * | α ∈ B i }. Thus a * i = a i * and b * i = b i * . It was proven in [3] that the trivial character of K forms by itself an equivalence class. Without loss of generality we will assume for the rest of the paper that B 0 = ǫ K and therefore b 0 = ǫ K .
Theorem 2.4. Let K be a normal Hopf subalgebra of H. With the above notations it follows that
it follows that a i form a basis for the eigenspace of the operator of left multiplication with t L on C(H) corresponding to the FrobeniusPerron eigenvalue |L|. Since a i a j is also eigenvector for this operator it follows that a i a j is a linear combination of the basis a k . Comparing the multiplicities of irreducible characters in this product it follows that all the number N k ij are rational. The second formula follows form the fact that m H (a k , a i a j ) = m H (a i * , a j a k * ) and the obvious equality m H (a i , a j ) = δ ij a i (1). In the next section we will characterize these fusion rings for G = Z p . It will be shown that the above assumption on the cardinality of the sets B i is automatically satisfied. We will also consider the case G = µ p n . We also consider the case G = µ p n .
Corollary 2.2. With the above notations it follows that
b i b j = s k=1 N k ij l b k where l is the index of K in H. 2.3. K = k G . Suppose now that K is commutative, thus K = k G is for some finite group G. Since Irr(k G ) = G it
Fusion partitions
We start by defining the fusion partitions.
Definition 2. Let G be a (commutative) group. A partition G = I A 0 . . . A s of G is called a unital partition if the following conditions are satisfied:
(
. Then, the Z-module generated by
. A unital partition is called fusion partition if the following additional conditions are satisfied:
(1) For all A i ∈ P, there exists i * such that
G is a normal Hopf subalgebra of A then as in the previous section restriction of simple A-modules to k G determines a fusion partition on G. The last identity from the definition follows from Proposition 2.4.
We call a fusion partition trivial if any of its sets has a single element. Note that in the above settings one gets the trivial fusion partition if and only if k G is central in A.
Definition 3. Let G = µ m be the cyclic group with m elements and let d|m be a divisor of m. For a partition P = {A 0 , . . . , A s } of G, let P d to be the subset of P formed by the sets A i which contain a primitive d th root.
We have the following important lemma: 
Proof. Let A ∈ P d such that |A| is minimal. Since (n, m) = 1 we have that |A| = |A n |. Our assertion is therefore equivalent to the fact that
Therefore it is enough to prove our lemma for the particular case when n is a prime number not dividing m.
In this case, we use the well known formula ( x∈A x) n ≡ x∈A x n mod n, which means that in Z/nZ [G] we have a n = a(n), where a = x∈A x and a(n) := y∈A n y. On the other hand, our hypothesis shows that a n = i N i a i . Reducing mod n we get that a(n) = i N i a i in Z/nZ [G] . Hence, there exists at least one i such that N i = 0 in Z/nZ[G] (in fact there exists an i such that N i = 1 mod n. This means that in the equality a n = i N i a i taken in Z/nZ [G] , in the left hand side we have exactly |A| elements whose coefficients are 1 and in the right hand side we have at least |A i | ≥ |A| elements whose coefficients are 1. This proves that in fact |A i | = |A| and there exists only one such i. Since every element in A n has to be in some A i , this proves that in fact A n = A i .
The fact that every P d is generated in the above sense by any single contained set gives us the following:
Corollary 3.2. With the above notations,
We consider in this subsection the case of unital partitions for G = µ p n , the cyclic group with p n elements, where p is an odd prime. In this case, (Z/p n Z) × is cyclic also. Let α be a natural number such that its class is a generator for (Z/p n Z) × . Also, for the sake of short notations, we will change a little bit our previous notations:
(1) -For 0 ≤ k ≤ n, we denote by B k := {x p k | x a generator f or G}. (2) -We denote by P k := {A ∈ P | A ∩ B k = ∅}. In the old notations this is P p n−k . (3) -We define the positive integer u k by the following: Let A ∈ P k and y ∈ A ∩ B k . Then u k is the smallest positive integer such that y
It is easy to see that this definition doesn't depend on the choice of A, y or even α and always u k ≤ φ(p n−k ).
We have the following lemmata:
Lemma 3.3. With the above notations, we have that
for all integers t.
Proof. This is obvious from our previous lemma by induction. It is true for t = 0, 1. Assume that y
Proof. Indeed, let u k = v·s with v = (u k , φ(p n−k )) and (s, φ(p n−k )) =
Lemma 3.5.
Proof. The first part is clear by the definition of A i,k and B i,k and by the previous lemmata. Now, let y
The reverse assertion is obvious. Proof. Assume that B j,k ⊆ A i,k , where i < j < i + u k (we can always rearrange the notation to have this condition). In this case,
We have therefore that y α j−i ∈ A 0,k and 0 < j − i < u k . This contradicts the minimality of u k .
Corollary 3.7. Let P be a unital partition of G = µ p n and suppose that P k P l = ∅ for l = k. Then B i,k = A i,k for all i and k.
3.2.
The case G = µ p . In this subsection we will describe the fusion partitions of G = µ p . Note that in this case B 0 = G\{1} and B 1 = {1}. We denote by u the number u 0 corresponding to P 0 . Let also r := r 0 and β := β 0 .
We will prove the following result:
Theorem 3.8. Let G = µ p and let α be a generator for (Z/pZ) × . Fix u|(p − 1) and x ∈ G a generator. Then P = {I, A 0 , . . . , A u } is a unital partition and any unital partition is obtained in this way. Here:
• r + 1 = (p − 1)/u is the order of α u =: β.
. . , x α i ·β r }, for all i = 0, u − 1 and I = {1}. Moreover, any unital partition is fusion partition.
Proof. The fact that any unital partition of G = µ p has to be of the form described in the theorem follows from the previous corollary. Next we will show that any such partition is a fusion partition. It is clear from the definition of A i that A i = A i+u , i.e. the index depends only modulo u.
Let's observe that in Z/pZ, we have that −1 = α (p−1)/2 so by the definition of A i * we have that i * = i + . We compute a i · a j :
where
To prove that the partitions described in the theorem are unital is enough to prove that n by (m, n) −→ (m + 1, n + 1) To prove the remaining fusion condition, we need to prove that n
The equation inside the set becomes:
m n The bijection of the two sets is immediate by the fact that the matrix involved is invertible.
3.3. The case G = µ p n with some additional assumptions. Definition 4. Let G be a group and P a partition of G. Then the set A ∈ P is called singular if A consists of a single element, i.e. |A| = 1.
In this section we will study another case of fusion partitions and that is the case G = µ p n such that P has an additional condition:
Suppose that A is a Hopf algebra of dimension p n and k G with G = µ p n is a normal Hopf subalgebra of A. By [14] it follows that A is of Frobenius type. Then Remark 2.1 implies that the cardinality of any set of the partition P is a power of p. Therefore P satisfies the assumption (p). We have the following: Lemma 3.9. With the above notations, assuming (p), we have that
Proof. Suppose that P k 1 = P k 2 = . . . = P ks . Let also v := |P k i | be the number of sets contained in them. Each set A ∈ P k i contains exactly φ(p n−k i )/v elements which are of the form x p k i with x a primitive p n −th root. Therefore, each set A contains exactly
We may and will assume that k 1 < k 2 < . . . < k s . Condition (p) reads:
The numerator of the fraction in the left hand side is relatively prime with p, therefore the fraction has to be a non-positive power of p. In particular (p − 1)
One easily gets a contradiction if s > 1. The second part is immediate.
Recall the sets B i,k and A i,k defined in Lemma 3.5. Corollary 3.7 implies that under the assumption (p) one has B i,k = A i,k for all i and k.
Lemma 3.10. For any i ∈ Z/u k Z it follows that
Proof. It is enough to show that the sets {α i + sp
clearly the second set is a subset of the first one. Having the same number of elements the two sets must coincide.
Using the previous lemma we will give a different indexation for the partition sets in P k . Note that α i is coprime to p b k . Let j ≥ 1 be any integer coprime with p. Write B j,k := {x
. Thus B j,k = A i,k and any set A i,k can be written in this form.
Let
Let also c k := r k + 1 = p n−k−b k be the cardinality of a set in P k .
Remark 3.11. 1)Note that x
2)It is not hard to verify that B i, k = B j, k if and only if i = j(mod p b k ). This also follows from Lemma 3.5.
Lemma 3.12. If the partition P as above with property (p) is fusion then b k + k is an increasing sequence, i.e.
Proof. The above inequality is true for k = n − 1 since b n−1 + n − 1 = 1 + n − 1 = n ≤ n = n + b n (we actually have equality). So we may assume that 0 ≤ k ≤ n − 1. We may also assume that b k ≥ 2, otherwise the inequality is automatically satisfied. We look at the following product
Remark that all the terms in the sums are in B k+1 and therefore the product has to be a linear combination of terms of type b i,k+1 for some appropriate values of i.
If b k+1 < b k − 1 then all the terms of the sum are in B 1,k+1 . On the other hand since 1 + p
we see that not all the terms of B 1,k+1 can appear, since the coefficient of p
in the above expression is divisible by p. Thus b k+1 ≥ b k − 1.
Lemma 3.13. Assume that P satisfies the conditions of the previous lemma. Then:
It can be checked that the elements s + p l−k+b l −b k t cover all the elements of Z c k (each of them c l times) when s and t run as in the sum.
2) If i + j = p s m then
First note that m + p b k −s t is prime with p since s < b k . Each element of the set B m+p b k −s t,k+s appears in the above product. Indeed any element of this set is of the form y = x p k+s (m+p b k −s t+p b k+s u) for some integer u and then it follows that y = x
Next we show that each element of G that appears in the product
has multiplicity c k . Indeed any such element is of the form y = x p k+s (m+p b k −s (t+t ′ )) for some 0 ≤ t, t ′ ≤ c k − 1. Item 1 of Remark 3.11 implies that y depends on the class of t+t ′ modulo c k and therefore it appears c k times.
In order to finish the proof it is enough to check that the equality B m+p b k −s t,k+s = B m+p b k −s t ′ ,k+s with t and t ′ elements of Z c k holds if and
By the second item of Remark 3.11 one has that B m+p b k −s t,k+s = B m+p b k −s t ′ ,k+s if and only if
It is clear that m + t + t ′ covers each residue modulo p n−k−b k exactly c k times as t and t ′ runs through all the residues modulo c k = p n−k−b k . Since the identity element 1 ∈ G appears in the above product it follows that B * i,k = B j,k . We prove now the following theorem which is a characterization for the fusion partition with property (p):
Theorem 3.14. Fix n ≥ 1 a natural number and let {b k } k be a sequence of numbers which satisfy the conditions:
(1) b n = 0 and
Fix x a primitive p n −th root of unity and α a natural number such that α mod p n is a generator of (Z/p n Z)
Put P k := {A i,k | i ∈ Z/u k Z} and put P := k P k . Then P is a fusion partition for G = µ p n which satisfies property (p) and every fusion partition of G = µ p n which satisfies property (p) is obtained in this way.
Proof. By the above lemmata, we know that every fusion partition of G = µ p n which satisfies property (p) has to be of the form described in the theorem. Note that a i,k · a j,l is a linear combination of a q,m by the previous Lemma which shows that the partition is unital. By the same lemma is straightforward to verify that
Non-group theoretical Hopf algebras of dimension 4p
2 Consider H p the non group theoretical Hopf algebra of dimension 4p 2 constructed in [23] . Using the above methods we will compute the Grothendieck group of H p . In order to do this we need to study fusion partition for G = µ p × µ p which have p singularities and each nonsingular set has two elements. 4.1. Some fusion partitions on G = µ p × µ p . We will prove the following: Theorem 4.1. In the case mentioned above, there exist α, β ∈ G such that each singular set is of the form A i := {α i } and each nonsingular set is of the form B i,j := {α i β j , α i β −j } with i ∈ 0, p − 1 and j ∈ 1, p − 1.
Proof. The elements of P sing form a group with p elements which we will denote by G 0 . Let α ∈ G be its generator. If A = {β, β ′ } is a set of cardinality two from the fusion partition then it can be shown as above A m := {β m , β ′m } is also a set of the given fusion partition. Suppose β ′ = γβ i for some γ ∈ G 0 and 1 ≤ i ≤ p − 1. It follows that γA i := {γβ i , γ i+1 β i 2 } is also a set of the fusion partition. Therefore γA i = A which gives that β = γ i+1 β i 2 . This implies i 2 = 1(mod p). If i = 1(mod p) then β = γ 2 β which gives γ = 1 since p is odd. But then A = {β, β} which is impossible. It follows that i = −1(mod p) and A = {β, γβ −1 }. Suppose γ = 1, thus γ = α s for some 1 ≤ s ≤ p − 1. Choose i such that 2i = −s(mod p). Then λ i A = {α i β, α i+s β −1 } and the inverse of the first element of the set is the other element of the set. Replacing β by α i β the theorem follows. 2 with exactly p 2 group-like elements (see [12] ). Thus H p fits into a short exact sequence of Hopf algebras
As algebras one has that
4.3. The Grothendieck group of A p . First we compute the Grothendieck group of A p . By [12] there is a short exact sequence of Hopf algebras
From the same paper it follows that
Zp×Zp is normal in A p since it is of index 2 [17]. Therefore it determines a fusion partition on G = Z p × Z p . Since the length of each subset of the fusion partition divides the degree of an irreducible character of A p it follows that this length can be at most two. The trivial character induced from K to A has degree two so it is the sum of the trivial character and other one dimensional character of A. By Corollary 2.5 from [1] the irreducible constituents of ǫ K ↑ Ap form a fusion subcategory of Rep(A p ). Thus the other one dimensional character has order two in G(A * p ) and therefore it should be ψ p . It follows that the fusion partition on Z p × Z p has singularities (since not all one dimensional representations) restrict to the trivial representation. Clearly K is not central in A p . Therefore the fusion partition has exactly p singularities and the results from the previous subsection can be applied.
Let α be the character generating the group of the singularities of the above fusion partition and β another character of K. One may assume that ψ ↓ K = α. Since ψ p+r ↓ K = ψ r ↓ K one has that ψ p+r χ = ψ r χ for any irreducible character χ of degree 2. The description of the fusion partitions from the previous subsection implies that for any 1 ≤ s ≤ p−1 2
there is a two dimensional characters χ s of A p such that χ s ↓ K = β s + β −s . Since the restriction map is an algebra map it follows that χ s χ t ↓ K = ǫ + β s+t + β −(s+t) + β s−t + β −(s−t) .
Looking at possible constituents of the product χ s χ t with the above restriction to K it follows that χ s χ t = χ s+t +χ s−t for s = t and χ ψIn order to complete the description of the Grothendieck group of H p one needs to describe η 1 η 2 and η Similarly one gets the same formula for η 2 2 . This completes the description of the Grothendieck group of H p .
Remark 4.2.
The above computations show that the Grothendieck group of H p is commutative. Moreover, completely similarly one can obtain the the Grothendieck group of H * p . Thus H p and H * p have the same Grothendieck group which implies that one is a twist of the other [22] .
