Abstract-Network coding has recently received increasing attention to improve performance and increase capacity in both wired and wireless communication networks. In this paper, we focus on inter-session network coding, where multiple unicast sessions jointly participate in network coding. Wireless links are often unreliable because of varying channel conditions. We consider multi-hop unicast sessions over unreliable links and propose a distributed end-to-end transmission rate adjustment mechanism to maximize the aggregate network utility by taking into account the wireless link reliability information. This includes an elaborate modeling of end-to-end reliability. Simulation results show that by taking into account the reliability information, we can increase the network throughput by up to 100% for some network topologies. We can also increase the aggregate network utility significantly for various choices of utility functions.
Unlike intra-session network coding, there is no dominant coding scheme for inter-session network coding. Our intersession network coding scheme is similar to the scheme by Khreishah et al. in [6] for wired networks. However, we extend that model in [6] to the wireless networking case by representing wireless capacity using the contention graph. Furthermore, we take reliability information into consideration. In this regard, the system model in [6] can be considered as a special case of our inter-session network coding model. Our proposed approach is based on cooperation among all network users. Game theoretic analysis of inter-session network coding with non-cooperative users is also studied in [11] .
The rest of this paper is organized as follows. The system model is described in Section II. Our algorithm to calculate end-to-end reliability is presented in Section III. We solve the considered network utility maximization problem in Section IV using a distributed algorithm. Simulation results are presented in Section V. Conclusions are given in Section VI. II. SYSTEM MODEL Consider a wireless network modeled as a directed acyclic graph G(V, E), where V is the set of all nodes in the network and E is the set of all wireless links. We denote e = (u, v) ∈ E if and only if d(u, v) ≤ d T , where d (u, v) is the Euclidean distance between nodes u and v, and d T denotes the maximum transmission range. Let S = {1, 2, . . . , S} denote the set of all unicast sessions in the network. Each session i ∈ S is denoted by a tuple (s i , t i ), where s i and t i denote the source node and the destination node of session i, respectively.
A. Pair-wise Inter-session Network Coding
Following the inter-session network coding model in [2] , we model the network graph G(V, E) as a superposition of S routing subgraphs G r includes all routing paths from source node s i to destination node t i . We define P (i) r as the set of all routing paths P siti in graph G (i) r , where P siti denotes a path from source s i to destination t i . We also define N Consider the network in Fig. 1(a) , where V = {s 1 , s 2 , v 1 , v 2 , t 1 , t 2 } and E = {e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 }. This network topology is sometimes referred to as the butterfly network [2] - [6] . We can see that there is only one routing path from s 1 to t 1 in Fig. 1(a 
To implement network coding, node v 1 jointly encodes packets it receives from source nodes s 1 and s 2 . The encoded packets are then transmitted to receiver nodes t 1 and t 2 via node v 2 . Node t 1 can decode the received packets using the remedy data it receives from node s 2 over side link e 5 . Similarly, node t 2 can decode the received packets using the remedy data it receives from node s 1 over side link e 3 . Notice that encoding packets at node v 1 reduces the required bandwidth on links e 4 , e 6 and e 7 , leading to an increase in network throughput.
In a general network, the network coding scheme can be constructed by using the add-up and reset scheme [2] . Here, we assume that the network coding graphs are predetermined. 
B. Rate Allocation
Notice that since the wireless links are prone to error, the effective receiving rate at the destination node t i can be different from the above sending rate at source node s i . We will investigate this issue in detail in Sections II-D and III. Given the sending rates, we can also model the aggregate traffic load on each wireless link e ∈ E as [6] : 
C. Interference
In a wireless network, where some of the links can interfere with each other, mutual interference can be modeled using a contention graph G (V , E ). In a contention graph G , the set of vertices V represents the set of all wireless links E in the network graph G. There exists an edge between any two vertices in set V if the wireless links corresponding to the two vertices mutually interfere with each other. That is, if the receiver of one link is within the interference range of the sender of the other link. Given the contention graph, each complete subgraph, i.e., a subgraph in which all vertices are connected, is called a clique. A maximal clique is defined as a clique which is not a subgraph of any other clique. We denote the set of all maximal cliques in contention graph G by Q. Each maximal clique is denoted by Q n ∈ Q for n = 1, . . . , |Q|. Only one link among all the links corresponding to the vertices of a maximal clique can be active at a time.
Let c e denote the nominal data rate of link e ∈ E. The ratio ue ce denotes the portion of time that each link e ∈ E would be
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active. It is required that
where γ ∈ (0, 1] is called the clique capacity. It is common practice to select γ = 2 3 [12] . For the network in Fig. 1(a) , the corresponding contention graph is shown in Fig. 1(b) . We can see that the contention graph includes three maximal cliques. They impose three constraints. For instance, clique Q 1 = {e 1 , e 2 , e 4 , e 6 , e 7 } requires that
In practice, since the wireless channel between any two neighboring nodes u and v is not perfect due to environmental obstacles and background noise, each link e = (u, v) may have a probability of failure p e ∈ [0, 1] with which packets sent by node u are corrupted and not received by receiver node v correctly. We model the wireless channels as binary erasure channels (BEC) [13, p. 187] and assume that data packets transmitted on link e are received successfully at the receiver node with probability 1 − p e . The failure probability vector of all links in the network p = (p e , e ∈ E) is assumed to be known through measurements (e.g., by probe transmissions).
Given the link failure probability vector p, we can further obtain the end-to-end failure probability for each routed or network coded packet. For each session i ∈ S, let P k i denote the end-to-end reliability (i.e., 1 minus failure probability) for a packet that is routed over the k th routing path, where
r . Furthermore, for each pair of sessions i, j ∈ S, let P lm ij denote the end-to-end reliability for a network coded packet that is transmitted over network coding subgraph G lm ij . The aggregate receiving rate at destination t i is obtained as
We will discuss in detail how the end-to-end reliability can be calculated in Section III.
E. Network Utility Maximization Formulation
Let us concatenate all sending rates α
nc , and all m = 1, . . . , N (j,i) nc and denote the resulting vector as α. The network utility maximization problem for unreliable wireless networks with inter-session network coding among multiple unicast sessions can be formulated as
where denotes coordinate-wise inequality, u e for each e ∈ E is as in (2), and for each session i ∈ S, U i (·) denotes a strictly concave and increasing utility function. For example, utility functions can be logarithmic. In that case, the utility maximization problem (5) becomes a proportionally fair resource allocation problem. Also notice that if U i (x) = x, then problem (5) reduces to a throughput maximization problem.
III. END-TO-END RELIABILITY Recall from Section II-D that the aggregate receiving rate of data at receiver node t i for each i ∈ S is as in (4), where P k i and P lm ij are end-to-end reliabilities for all routing and network coding paths for session i. In this section, we develop an algorithm to obtain these end-to-end reliability measures.
For each session i ∈ S, consider the k th routing path in graph G
r . The probability that data is transmitted successfully along this path can be obtained as
For the network in Fig. 1(a) , we have P
Obtaining the end-to-end reliability of pairwise inter-session network coding paths is more complex due to the overlapping among different paths and the fact that an encoded packet is successfully received only if the corresponding remedy data is also received successfully. To explain our model, let us consider the example network in Fig. 1(a) . Node t 1 can successfully receive some data in a network coding setting if and only if all of the following three conditions hold: (a) Intermediate node v 1 successfully receives the data packets from both source nodes s 1 and s 2 over links e 1 and e 2 , respectively. This happens with probability
The encoded packet is successfully received by node t 1 over links e 4 and e 7 . This happens with probability
(c) The remedy packet, corresponding to the data packet, is successfully received by node t 1 over link e 5 . This happens with probability (1 − p e5 ) . Therefore, we have
Similarly, we can show that nc . Given G lm ij , let ϕ v denote the probability that node v ∈V lm ij receives an original/encoded/remedy packet correctly. For the simplicity of exposition, we define ϕ si = ϕ sj = 1, since the source nodes s i and s j have the correct data with probability one. For the network in Fig. 1(a) , For each node u ∈ in(v), the directed wireless link from node u to node v is denoted by e = (u, v). In this case,
Algorithm 1 can be used to obtain end-to-end reliability for any arbitrary inter-session network coding subgraph.
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Algorithm 1
End-to-end reliability calculation for intersession network coding between sessions i ∈S and j ∈S\{i}, executed for
4:
Set ϕ v = u∈in(v) ( 1 − p e=(u,v) )ϕ u . 5: end while 6 : P lm ij = ϕ ti
IV. RELIABILITY-BASED RATE ALLOCATION
In this section, we propose a distributed rate allocation algorithm to solve the network utility maximization problem in (5 
(10) Next, we notice that although the objective function in problem (5) is concave, it is not strictly concave due to the linear terms inside each utility function. Thus, problem (5) may have multiple optimal solutions. This can pose some difficulties if we require a distributed scheme to solve the optimization problem. To overcome this problem, we use the proximal method [14] : we add some extra terms to the objective function to make it strictly concave. Then, problem (5) becomes max α,β 0 i∈S
where β To solve the modified problem (11) via a distributed scheme, we first obtain the dual Lagrangian function [15] 
where B i (α, λ, ν, β) 
where Γ(λ, ν) = max α 0 L(α, λ, ν, β). In dual problem (13), the variables are the Lagrange multipliers. Problem (13) can be solved using the gradient projection method [15] . Notice that since primal problem (11) is convex and its constraints are linear, strong duality holds [15, p. 226] . Thus, by solving the dual problem (13), the optimal solution of the primal problem (11) is readily obtained. However, we want to solve the original network utility maximization problem (5) . We now explain how the solution to the problem (5) can be obtained. Our proposed distributed algorithm to identify the optimal data rates includes two sub-algorithms which are executed iteratively and alternatively. The first iterative sub-algorithm is based on the gradient method which is executed in shorter intervals. This sub-algorithm is used to update the dual variables λ and ν and the primal variables α. On the other hand, the second iterative sub-algorithm is based on the proximal method which is executed in larger intervals. This sub-algorithm is used to update the auxiliary variables β. In our iterative distributed algorithm, the first sub-algorithm forms the inner loop, while the second sub-algorithm forms the outer loop.
1) First Sub-algorithm: At each time t = 1, . . . , T , where T denotes the network operation time, source node s i for each session i ∈ S updates its data rates individually as
where α i denotes the vector of all transmission rates of session i. Given the new data rates, then for each n such that Q n ∈ Q, for n = 1, . . . , |Q|, dual variable λ n is updated as (15) and (16) are based on applying the gradient method to convex problem (13) . The convergence of (14) in our first sub-algorithm follows from the descent lemma [16, p. 639] . In particular, we can show that the first sub-algorithm converges if the following sufficient condition holds:
(17) The key idea is to show that our proposed (joint) distributed algorithm forms a pseudo-contraction mapping [16, p. 182] . Details are omitted here for brevity. We notice that for any arbitrary network topology and any arbitrary choice of system parameters, we can always select step sizes δ n and σ lm ij small enough such that the strict inequality in (17) holds.
2) Second Sub-algorithm: At larger intervals, i.e., large enough such that the first sub-algorithm converges within each interval, the second sub-algorithm simply sets
After that, the first sub-algorithm is triggered again based on the new values of β. We continue alternate operation of the two sub-algorithms until the joint algorithm converges. The convergence is always guaranteed [16, p.232] . Next, we show that the joint algorithm formed by update equations (14)- (18) results in optimal rate allocation. In this regard, we notice that after convergence of the algorithm, we would have β = α. In that case, the objective value in problem (11) reduces to the objective value in problem (5) as all the additional terms will become zero. Thus, the obtained data rates, which form the optimal solution to the primal problem (11) , are also the optimal data rates with respect to the original network utility maximization problem (5) . Similar to some other distributed algorithms to solve a convex problem via decomposition, our approach also needs message passing among different nodes. 
V. PERFORMANCE EVALUATION
In this section, we assess the performance of our proposed reliability-based rate allocation algorithm and compare it with the rate allocation algorithm in [6] which does not consider link reliability. In particular, we evaluate how the performance improves if we take into account reliability information. In this regard, we simulate ten different randomly generated wireless topologies. Each topology is randomly selected to include between 10 to 15 wireless nodes.
In the first experiment, we assume that the utility functions are selected to maximize the network throughput. That is, U i (x) = x, ∀ i ∈ S. In each topology, one or two links are selected randomly as unreliable links. The failure probability of unreliable links is chosen to be 0.5. This implies that half of the packets transmitted over the unreliable links experience transmission errors and are not received correctly. Simulation results are shown in Fig. 2 . We can see that reliability considerations can significantly increase the network throughput. Notice that the exact performance gain differs among the topologies. This particularly depends on which link is selected as unreliable link in each topology. For example, the performance is improved by more than 100% for the case of topology 8 while the performance gain is negligible for topology 7. For the latter case, the low performance gain is due to the fact that the selected unreliable link does not carry any significant traffic load in an optimal design, even if it is assumed to be reliable. Therefore, its unreliability does not affect the network performance significantly. On average, among all 10 simulated topologies, accounting for reliability information increases the throughput by 36.2%.
Next, we study the impact of changes in the link failure probability. We assume that the failure probability of the unreliable links vary from 0 to 0.5. The former case indicates having reliable links, while the latter case indicates having unreliable links which lose half of the packets. Regarding the choice of utility functions, we consider the two important cases of maximizing the throughput and achieving proportional fairness. For the latter case, the utility functions are selected to be logarithmic. Simulation results for the case of topology number 1 are shown in Fig. 3 . Results for other topologies are
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Finally, we assess the impact of the choice of utility function on the achieved performance gain. To this end, we consider the utility function U i (x) to be equal to x 1−ψ 1−ψ if ψ = 1, and log x if ψ = 1, where ψ >0 is a utility parameter. Simulation results for the case of the first topology when ψ varies from 0 to 10, and the link failure probability is chosen to be 0.5, are shown in Fig. 4 . Results for the remaining topologies are similar. We can see that reliability consideration always improves the performance for any choice of utility parameter ψ.
VI. CONCLUSIONS
In this paper, we considered the problem of allocating data rates for all sources in a wireless inter-session network coding system. We focused on a scenario where some of the wireless links are not reliable, i.e., have non-zero failure probability. Using a simple algorithm, we calculated the endto-end reliability measures of all network coding paths in the network. We then formulated a network utility maximization problem, where the objective function is the sum of the utility functions of all data sessions. We also proposed a distributed iterative algorithm to solve the formulated optimization problem. Simulation results show that it is essential to consider link reliability to achieve high throughput. In our evaluations, the network throughput increased by 36.2% on average with up to 100% performance gain for some scenarios. The proposed scheme also significantly improves aggregate network utility for various choices of utility functions.
