ABSTRACT Since the last few years, computers have become a prominent part of the court of law. Courts generate an enormous amount of unstructured text on a daily basis. Extraction of the desired information from this unstructured legal text is one of the major issues. So, there is a need to develop an intelligent system that can automatically find useful and critical information from the available text. Such a system will help judges and lawyers in their judgments and case preparations, common people in understanding law, and finding appropriate lawyer for their legal issues. Therefore, in this research, Punjab University Legal Mining System (PULMS) is developed using three different supervised machine learning algorithms; conditional random field (CRF), maximum entropy (MaxEnt), and trigram N tag (TNT). To train the system, 304 criminal miscellaneous judgments of the Lahore High Court (LHC) of Pakistan are manually tagged for nine named entities (NE). After training, among three machine learning algorithms, the system achieved significant precision, recall, and f-measure using CRF which are 0.97, 0.87, and 0.89, respectively.
I. INTRODUCTION
The judiciary, of any country, is one of the most important body of the governmental organization, where the judges are free to take decisions in just and rational ways, according to the existing laws. 1 Courts of any country are intended to interpret the laid-out laws for settling quarrels and other decision-making tasks. The decisions made by the judges are written down in the form of ''judgments''. ''A judgment is the expression of the opinion of the judge or magistrate arrived at after due consideration of the evidence and arguments, if any, advanced before him''. 2 A legal judgments or proceedings in general, contains brief heading, lawyers and judge information, facts of the case, a reference to some legal text, final decision, date of the decision, and similar related information.
Every year in Pakistan many lawsuits are filed in the courts 3 and the courts of Pakistan made judgments on filed
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cases. The Lahore High Court (LHC), Lahore, Pakistan is the oldest court of the country with the highest number of filed petitions. Figure 1 shows one of the judgments by the LHC of Pakistan.
These legal judgments are long and complex, which are difficult for a human being to examine, understand and acquire information from. Particularly, it becomes more tiresome and error-prone when one deals with more than one judgment to prepare a case. Therefore, there is a need for an intelligent system which can extract the useful information from these judgments. For this purpose, the process of Named Entity Recognition (NER) can be used.
NER is the process of extracting named entities (NEs) which are generally proper nouns from natural language text and then categorizing these entities into some pre-defined classes [1] , [9] . (Case No.), First Investigation Report number (FIR No.), and miscellaneous name (Misc. name). The purpose is to develop a good information extraction (IE) system which works well on the judgments. Figure 2 shows named entities marked on a criminal miscellaneous judgment during the judgment tagging process. The main contributions of the work are listed below:
• A corpus of 292,502 tokens from 304 criminal miscellaneous judgments is tagged for nine NEs and verified using multi annotator agreement. To date, no such work has been done on the legal proceedings ofPakistan.
• Three different machine learning algorithms namely CRF, MaxEnt and TNT are trained and tested on the corpus.
• Comparison of the results generated from three learning algorithms are reported. The rest of the paper is organized as follows; Section II describes the related work and background required to understand NER extraction from legal documents. Section III explains the process of data acquisition and data annotation. In Section IV and Section V the methodology used for the experiments is explained and the experimental results are illustrated. Finally, Section VI provides discussion, and Section VII concludes the paper with future research directions.
II. BACKGROUND AND RELATED WORK
Since last few years, computers have become a prominent part in the court workings. As a result, an enormous amount of unstructured text is generated day by day by each court. These unstructured texts are valuable sources of information. Automatic extraction of desired and useful information from these unstructured legal text documents is a very significant and open problem. So, there is a need to develop a software tool that finds out useful and critical information from available data to help lawyers, judges, and common people.
In [2] - [6] , information such as the name of the lawyer or the judge, city, court, law firms, state etc. were extracted from unstructured text of different legal judgments, proceedings, case law, court dockets, law reviews, Medline abstracts, and legal briefs. The process of extraction of these entities was done by locating the representative paragraphs (i.e. a paragraph in the legal text containing the required information) in the document. After locating the representative paragraphs, the desired information was extracted using different approaches such as lookup, contextual, statistical model or regular expression parsing. The extracted information was then stored in a structured form [4] . After the creation of structured data, it was used in creating the profile of lawyers, judges, and experts which resulted in 95% precision 4 and 60% recall 5 [5] . The extracted individual names such as attorney and judge name were then matched to the personal biography (i.e. personal profile containing information like person name, address, phone number etc.) records by using the Naïve Bayesian Network. The proposed approach linked the biographic profile to the specific person name in the text by hyperlinks, which resulted in average 98.5% precision and 91% recall [3] .
Dozier and Zielund [6] used the information such as court, judge, lawyer, document type and title for the creation of repository of expert witnesses, lawyers, and judges. The repository was created to show the summaries exhibiting the relationships among individual entities based on their document co-occurrence and cross-document co-references e.g. relationship summary can show that which expert witnesses were hired by which lawyer, and which lawyers have appeared before which judges etc. Information in the database can also help in trend analysis. It resulted in 95% precision and 60% recall. Information was also extracted for the creation of litigation history database which can help in a different type of trend analysis [2] .
Poudyal et al. [7] present the results of eight different machine learning algorithms for automatic recognition and extraction of different NEs such as person, organization, date, and regulation laws. Algorithms were evaluated to identify the best algorithm for each entity and to compare the number of manually tagged entities to the number of entities tagged by the machine. Thus, the algorithm with highest f-score was selected against each entity. Hidden Semi-Markov Models algorithm gave highest f-measure of 0.910 for a date, Support Vector Machine (SVM) gave f-measure of 0.538 for Organization and 0.865 for Person and CRF has highest f-measure of 0.853 for Regulation Law.
Dernoncourt et al. [8] have developed a tool named ''NeuroNER'' by using Artificial Neural Network (ANN). The proposed tool was able to identify four NEs such as Person, Organization, Location and Miscellaneous names from freely and publically available data sets of CoNLL 2003 and i2b2 2014.
In Table 2 different techniques applied for the extraction of information from different type of documents have been represented. The results of these techniques in terms of precision and recall have also been shown in Table 2 . 
III. DATA ACQUISITION
There are different types of legal judgments such as civil, revenue, writ petition, criminal judgments etc. A particular type of legal judgments can further be divided into subclasses. For example, criminal judgments are of different sub-types such as criminal appeal, criminal miscellaneous, criminal revision etc. In year 2016, around 116,347 criminal miscellaneous cases were registered in the Punjab province of Pakistan. 6 This huge number has led to the selection of criminal miscellaneous judgments for this research. As in these judgments the name of the police station where FIR has been registered is mentioned. This information can help to find the type of cases occurring in different geographical areas and thus provide information to take related safety measures.
The judgments used in this research are available on LHC's website. 7 First a scrapper for the extraction of judgments from LHC is developed. In total 3,503 judgments were extracted. From this large collection, criminal miscellaneous judgments were separated which resulted in 304 judgments. These judgments have 292,502 tokens. The length of each judgment varies from 2 to 30 pages. Each judgment can be partitioned into header, body and footer which contains some specific information. • The header of the judgment contains information about the lawyer, date of hearing, petitioner and respondent's name.
• The body contains brief facts of the case, reference considered, and the decision of the case.
• The footer of the judgment gives information of judge and the minute taker. These partitioning helped in identification of particular information e.g. if one wants to know about the lawyers involved in the case this information can be found in judgment header, or for the name of judge only footer is required to get the desired information. The partitions of the judgment into header, body and footer is shown in Figure 3 . In this research, task of NER is applied on whole judgment without any partition whose example was shown in Figure 2 . Annotation guidelines are used for manual annotation of the judgment, so that quality tagged data can be produced.
A. ANNOTATION GUIDELINE
The corpus for the training of NER classifiers consists of 292,502 tokens from 304 criminal miscellaneous judgments. After the removal of stop words from 292,502 tokens the top 5 most representative tokens along with their frequencies are shown in Table 3 . After consulting with law specialists, the tokens were manually tagged using a software tool as shown in Figure 4 . The tool is similar to work mentioned in [9] . Each token is assigned one of nine NEs, and if, a token is not an NE otherwise O (others) tag is assigned. In Table 4 , the total number of each NE in both training and testing data set is shown.
While annotating the tokens, three things were taken under consideration that is what should be annotated? Which token should not be annotated as NE? and how much sequence to be annotated? Considered NEs along with their examples are described in Table 5 . Following guidelines have been considered while doing manual annotation of NEs.
• Person Name: (Per) includes the name of a person e.g. • Money tag: (Money) includes all the tokens referring to amount of money either in the form of numbers or words along with currency.
• the word FIR doesn't specify any FIR No. and thus was not marked. As for how much to annotate, it was taken under consideration that NE tags assigned to single words are not appropriate as in some cases NE may consist of more than one token, for example, Malik Nadeem Awan is a name of a single person consisting of three tokens and it should be assigned a single tag as <Malik Nadeem Awan--per> instead of assigning separate entity tag for each single token i.e. <Malik--per> <Nadeem--per> <Awan--per>.
In addition to this problem, single tokens such as ''station'' cannot be classified to any entity tag whereas ''police station Faisal Town, Lahore'' will be assigned to location class, in the same way any tag cannot be assigned to the token ''Allah'' as it does not belong to any of the considered class, whereas a sequence of token ''Allah Dita'' is a person's name. In Figure 5 , a judgment tagged with considered annotation guideline is shown.
IV. METHODOLOGY
For the Named Entity Recognition, a dataset of the criminal miscellaneous judgments was used to train three different classifiers with specific features. Three classifiers were used so that in future voting technique can be applied to get tag/class of each token, so that better results can be achieved. Following are the classifiers used in this research:
• Conditional Random Field (CRF), an implementation of Stanford NLP Group [10] . • Maximum Entropy classifier (MaxEnt), an implementation of Stanford NLP Group [11] .
• Trigrams 'N' Tags (TNT) [12] . NER is a sequence labelling task which can be modelled by a sequence model. All three classifiers selected for this study are suitable for sequence labelling problem [13] , [14] . These classifiers have been widely used for NER [15] , [16] , [17] and have provided promising results. The process flow of the whole work is shown in Figure 6 .
A. CLASSIFIERS DATA SET
The total 304 Criminal miscellaneous judgments were divided into 80% (i.e. 244 judgments) and 20% (i.e. 60 judgments) ratio for training and testing datasets respectively. Training dataset comprises of 244,290 tokens and testing dataset contains 48,211 tokens. To train model using CRF and TNT, the data is prepared in a format where first word is token and second word is NE as shown in Figure 7 a) and for MaxEnt, first word represents NE and second word represents token as shown in Figure 7 b.
B. CLASSIFIERS TRAINING
Datasets created in previous section is used to train and test three selected classifiers. Different features used for the training of CRF, MaxEnt and TNT are described in Table 6,  Table 7 and Table 8 respectively. Figure 8 , shows the screen shot for the CRF tool trained for NER.
V. RESULTS
For the training of classifiers, combination of various features such as useWordPairs, useTags and wordShape were tried. Among those combination of feature, the combination of features which showed promising results in terms of precision, recall and f-measure are presented in Table 6, Table 7 and  Table 8 .
For the evaluation of trained models precision, recall, and f-measure for each NE is calculated. In the following sections results of various experiments have been discussed briefly.
A. RESULT OF CRF CLASSIFIER
During the testing phase, CRF tagged 48,211 words of 60 randomly selected documents in 7.7 seconds. Table 9 represents the confusion matrix for nine NEs and the O (Others) tag. In the Table 9 , rows represent the predicted entity and columns represent the actual entity. Table 10 represents the precision, recall, and f-measure of the CRF classifier. From Table 10 , is could be seen that the FIR number resulted in highest f-measure of 1.00 and location resulted in lowest f-measure of 0.901. The average precision, recall, and f-measure of the CRF classifier are 0.97, 0.95 and 0.96 respectively.
B. RESULT OF MAXENT CLASSIFIER
In Table 11 , confusion matrix is shown, which illustrates the result of MaxEnt classifier which has tagged 48,211 words 60 randomly selected criminal miscellaneous judgments in 2.3 seconds. In the Table 11 , rows represent the predicted entity and columns represent the actual entity. 
C. RESULT OF TNT CLASSIFIER
To test TNT trained classifier, a labeled data set of 60 judgments comprising of 48,211 tokens have been used. The result of the testing phase is shown in Table 13 . Table 14 , shows the precision, recall and f-measure of TNT model. According to which the entity ''date'' resulted in highest f-measure of 0.950 and entity ''location'' resulted in lowest f-measure of 0.858. The average precision, recall, and f-measure of trained TNT model are 0.89, 0.94 and 0.91 respectively. VOLUME 7, 2019 
VI. DISCUSSION
In this part, the behavior of all trained classifiers according to their results have been summarized. In Figure 9 , bar chart of f-measure of each entity according to the CRF, MaxEnt and TNT have been presented. From this figure it could be observed that, the person name has the highest value in the TNT with f-measure of 0.98. For location, organization, date, reference, money, case number, FIR number and Misc. name the CRF gave the highest f-measure value which are 0.901, 0.907, 0.971, 0.981, 0.991, 0.98, 1.00 and 0.975 respectively. For most of the entities, results of the CRF classifier are better than the other two classifiers in comparison.
Out of the different types of judgments of LHC of Pakistan, such as civil petition, criminal revision, criminal appeal, etc., currently in this research, classifiers have been trained to NE's from criminal miscellaneous judgments. The approach proposed in this research can be applied on other types of judgments too as well as the extraction of entities other than the nine mentioned in this research.
VII. CONCLUSION
Computers and computing are becoming ubiquitous in all spheres of life and so as in courts. Courts are producing an enormous amount of text data in the form of legal proceedings for public awareness and guidance. Processing of this huge amount of data is practically impossible for human. Hence, various machine learning techniques could be applied on this data to make it human consumable. In order to achieve this task, first the legal data should be tagged to apply machine learning algorithms and later the trained machine learning models could be used for extracting meaningful information from the legal data. In comparison to various reported results in literature on different datasets, these initial results seem promising. As current results are obtained on only ''criminal miscellaneous judgments'', hence, to increase confidence on reported results, more experiments on different types of judgments are needed. In future, other type of judgments including civil, bail etc. of the Lahore High Court would also be tagged and used in training as well as testing of algorithms. Incorporation of different judgment types in the dataset will require to introduce new NEs which will increase the NE count. Hence, preparation of a comprehensive dataset, carrying variety of court judgments is a prospective future work. Besides revisiting dataset, as recently deep learning frameworks have generated state-of-the-art results on NER, it is also planned to apply various deep learning algorithms for NER on legal text. Furthermore, pre-trained word embeddings are being widely employed for application of deep learning algorithms on textual data. Hence, preparation of specialized pre-trained word embedding for legal text is also a prospective research activity.
Once the desirable results of NER from legal text are achieved, variety of applications could be built for its effective utilization. For example, extracted NEs can help in the creation of a question-answer system where questions could be answered through extracted NEs and their relationships. These NEs can also be used in the creation of various bibliographic profiles. Hence provision of a variety of applications on extracted NEs is also future work.
