ABSTRACT
INTRODUCTION
The Internet, and its growth through the proliferation of resources being made available through the various linked networks, are documented daily in the press and the specialist information technology literature. There are many documents dealing with the history and development of the Internet, and there are many that give guidance on its use. These documents appear in print form a , on the Internet itself, or in both print and computer form 1, 2, 4 .
The huge amount of information available, together with the principle of linking documents together using hypertext markup, means that the matter of finding one's way to required material can present significant challenges. The process is generally known as navigation (or perhaps surfing if the discoveries are serendipity).
Various approaches have been adopted to assist navigation. These may be categorised in three ways:
1. The development of browsing software that provides a friendly interface to resources on the network through the World Wide Web (WWW) 2, 3 and per medium of links via other communication protocols, to information via file transfer, news servers and remote login to interactive sites; 2. The development of specific WWW sites that provide structured guidance to users by use of classified or categorised approaches to information resources;
3. The provision of information retrieval support through a combination of:
a. creating public databases that are surrogates of WWW home pages through use of automatic web searching software known as worms or robots, and b. building search functions into information retrieval software to improve the precision and recall of searches of Web sites, or of Web databases using such facilities as Wide Area Information Service (WAIS).
These approaches provide a combination of manual and automatic content analysis of Web sites, and therefore represent indexes to the Internet. They are increasingly being used in combination in order to assist users to navigate the Internet. 
BROWSING SOFTWARE
A variety of software has been developed to provide users with structured entry to Internet information resources. A typical example is the gopher developed at the University of Minnesota that enables compatible resources to structured in such a way that a menu-based approach guides entry to information of various types ranging from text files to encoded software for file transfer to remote online connection using telnet protocol.
The development of the WWW protocols that permit interlinking of hyperlinked documents has been accompanied by development of graphically-oriented browsers. Among the most heavily used of these initially was Mosaic from The National Center for Superconducting Applications at the University of Illinois. It provides a point and click interface to hypertext documents, and has been much copied.
There are now many similar browsers on the market or available for free. There is an expectation that browsers incorporate such features as:
-The ability to retain bookmarks or hotlists.
This is a facility that enables the user to record network addresses so that these addresses may be joined automatically on a point and click basis at a later date. In some cases these hotlist or bookmark facilities have been developed to enable selfcategorisation of addresses by the user. The Netscape browser for example, permits the user to store, structure and label addresses, in effect providing structured classification support.
-Provide forms support.
This means that creators of home pages may set them up in such a way that they enable viewers to enter information into boxes. The entered information is then used by the server machine for such purposes as searching a database for matches to an information retrieval query.
-Provide page cache and history log facilities.
This means that the local client machine may retain for some time large amounts of data coming from remote pages, so that if the user refers back to earlier pages, the browser is able to reproduce them by reference to its history record from their local location, rather than reverting to a reload from a remote site.
A more detailed idea of the features that browsers are expected to have, is shown in Appendix 1, which is an extract from PC Magazine that shows part of a comparison.
STRUCTURED GUIDANCE
The HTML itself may be used so that controllers of particular sites may set up pages at the sites to provide guidance to the network as a whole.
There are many examples of such sites ranging from that of CERN (originator of much WWW software), to facilities such as Global Network Navigator and EINet.
At a local level there are Australian sites such as the Australian National University's and the National Library's, and at specific subject level many individuals make their own Home Pages to act as pointers to subject material.
In some of our units at QUT we require students who are undertaking an information management or information systems course to act as information intermediaries by building subject-specific pages linked to their own home page. Some examples of these can be found at 'Examples of Student Assignments' on one of the QUT pages b .
The better examples of structured guidance embody a combined classification and index term approach. This type of approach can be seen utilised on CD-ROM software such as that used with Microsoft's Encarta. Guidance to the required material is assisted by broad classification categories that may be use in conjunction with keyword searching. Although some Internet sites are providing guidance through both categorisation and through keyword searching, they are not to my knowledge combining the two in such a way that keyword searching may be conducted within categories.
A combination of ready-build categories together with WAIS searching would make this possible.
INFORMATION RETRIEVAL
The most developed type of support for information retrieval is provided by software that provides keyword searching of contents of client machines making material available to the Internet. For example the Veronica search facility that enables searches of indexed Gopher clients permitted searches of a database of approximately 15 million items in December 1994 in the following resource categories: Certain types of data NOT served directly by gopher servers are also included in the index if the resources are referenced on menus of indexed gopher servers. These types are: telnet sessions, CSO sessions, HTML files served by WWW servers, and type-7 searches. These items are included in the index even though they reside on non-gopher servers.
Many examples of software that perform the same type of function as Veronica, often called robots, exist for WWW as opposed to gopher sites. This software based at a particular site automatically moves around the Web searching publicly available HTML-encoded documents. Robots are set to examine particular parts of documents. From document information they produce a database that essentially is an index to pages on the WWW. At present robots do not provide indexes to graphic or multimedia objects that are referenced by pages unless there is a corresponding textual representation.
Robots consume significant resources and there is a robot developers etiquette that recommends automatic database building to be carried out in certain ways. This is so as not to tie up information servers from which information is being obtained to construct the index databases.
The following Robots present a number of problems in terms of their search performance:
-Robot updates are carried out periodically so there is no indication in the database created if an indexed site has been withdrawn from service; -all sites are indexed which means that there is no differentiation between high quality edited resources and ephemeral material such as the personal interests of undergraduates;
-robots obtaining information from servers may place heavy loads on servers;
-there is no controlled vocabulary contained in the many sites that are indexed. The index terms are therefore subject to the vagaries of free-text indexing.
Hodge 9 has reviewed automatic indexing support for large database production and notes that there is a continuum from no support... to clerical activity support... to quality control support... to intellectual support... to automatic, and notes the considerable vocabulary control that goes with it. Although there is automatic indexing using robots, there is not thesaurus application for quality control of Web pages at this stage.
However there have been calls for greater structuring of documents to permit keyword inclusion of fields. For example Desai 10 has proposed a semantic header for documents that among other things includes subject keywords within documents as part of HTML. This principle is one that has been under consideration for Standard Generalized Markup Language (SGML) of which HTML is a subset. In Desai's discussion document a generalised approach to HTML structure incorporating indexing is proposed as in the following figure: It may be seen that provision is made within the markup language for keywords to be supplied within HTML documents. This is a precursor of self-cataloguing and presages identifier tags along the lines of Machine-readable Cataloguing (MARC) tags that have been in use for about 20 years for print document and other library materials cataloguing. HTML self-cataloguing, if adopted by the publishing community, may be used by robots to build reference databases that refer to the full text of WWW pages.
This type of development with HTML may be contrasted with approaches suggested, not for WWW pages, but for hypertext documents being created using PC authoring software for publishing on compact disk. Liebscher 11 , for example sees self-indexing being part of the document creation process, permitting different conceptual representations of the same document, with links that are really embedded index terms deriving their meaning from their relationship to expanded concepts in the hypertext. The degree of functionality of retrieval software for searching databases that have been constructed by robots is generally quite limited. Although standard boolean facilities are usually available, they are not supported by the ability to put interim results into sets for recombinationa facility that is de rigeur in online retrieval software.
Among the more developed software in use is the WAIS 14 software which in addition to provision of Boolean combinations, facilitates: -Ability to limit searches to fields.
For data collections whose documents are structured in a semi-regular format, the regular portions of the documents can be tagged by the WAIS parser as fields. A client can then ask a WAIS server to limit its search to those documents containing a user-specified value of a particular field.
-Right hand truncation or wild card searching.
-Nesting of linked boolean terms.
-Relevance ranking.
Each document is scored based on its relevance to a user's question, where the most relevant document has the highest score, or rank --1000 being the highest, 1 being the lowest. A document receives a higher score if the words in the question are in the headline, or if the words appear many times, or if phrases occur as in the question. A document's score is derived using techniques such as word weighting, term weighting, proximity relationships, and word density. Questions made up of natural language, relevant documents, and boolean expressions are all weighted using these techniques.
-Weighting A variety of weighting techniques is used. These include word weighting that takes account of where in a document the search word is found, term weighting that takes account of how frequently a term is used in a database, proximity relationships that weight conjoint terms according to their relative proximity and word density that relates the frequency of term occurrence to the size of the document that contains it. 13 in reviewing the state of indexing of the Web, has referred to the absence of indexation within the Web infrastructure, and the hermeneutics problem which he characterises as having the following types of interpretation issues:
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-Explaining specialised knowledge in ordinary language for citizen access; -Explaining across belief systems: ideological, religious, cultural; -Interdisciplinary explanation across scientific disciplines; -Cross paradigmatic access across incommensurate schools of thought in developing fields of knowledge;
-Transnational access across language and ethnic divides.
Familiar retrieval techniques such as use of boolean retrieval, and of statistical retrieval that permits a ranking of items retrieved, have been applied to WWW robots, and for software that will search WWW pages interactively. These retrieval facilities are also available on WAIS databases, to which access must first be obtained from the Web. More advanced retrieval facilities such as natural language processing and semantic indexing for knowledge databases have yet to be applied. Mallery anticipates the development of software that will use basic retrieval procedures to carry out a detection search or first stage filtering for retrieved items, followed by an extraction phase that may semantically index items locally.
My view is that client software will be developed to provide combined classified and indexed navigation entry to databases and page-based information resources that will enable users to evolve personalised views of the Internet. This will require a local controlled vocabulary, particular to the discipline of the user, that may be installed and subsequently developed by the user. The vocabulary with its semantic relationships can then be used to parse Web pages for relevant material and assign pointers to these from a local database. This may be provided dynamically within the purview of a broad classification system, which for retrieval purposes may be used on a pull-down menu basis to set the scope of, or limit index term approaches.
The state of image-based retrieval is such that the controlled vocabularies may contain images synonymous with text (or with hierarchies of text). An example has been implemented with the NASA-JSC archives 15 . This approach requires the controlled textual description of images. However access by utilisation of icons to represent images and text is still very much in the research area and has not been implemented beyond very limited variations of images.
For those of you who have access to WWW, you will find Indexing the Web 16 is a page that is a useful entry point to keep abreast of indexing principles on the Web. 
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