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Abstract
We study Eisenstein series Ek with k ≥ 3 odd. These are not
modular forms and Ek(−1/τ) − τkEk(τ) does not vanish identically.
We obtain an explicit formula for the limit of Ek(−1/τ)−τkEk(τ) as τ
approaches a positive rational, generalizing recent work of Kurokawa.
Keywords: Eisenstein series, Lipschitz summation, Dirichlet series
MSC: 11M06, 11M41, 11F11
Kurokawa [3] defines for positive integer k,
Ek(τ) =
ζ(1− k)
2
+
∞∑
n=1
σk−1(n)e2piinτ
where τ lies in the upper half-plane and
σk−1(n) =
∑
d|n
dk−1.
Kurokawa calculates the limits of Ek(−1/τ) − τ kEk(τ) as τ → x for x ∈
{1, 2, 1/2}. When k ≥ 4 is even, Ek is a modular form of weight k for
SL2(Z) [4] and this expression vanishes identically. Thus the formulas are
only nontrivial when k = 2 or k is odd. In this paper we deal with the case
where k ≥ 3 is odd, and prove a more general limit theorem by means of a
more elementary argument.
1
Theorem 1 Let k be an odd integer with k ≥ 3. Then for each real number
x > 0
lim
τ→x
(
Ek
(
−1
τ
)
− τ kEk(τ)
)
=
(k − 1)!
(2pii)k
(
ζ(k)(1 + xk) + 2xk
∞∑
m=1
∞∑
n=1
1
(mx+ n)k
)
where ζ denotes the Riemann zeta function.
Proof Since k is an odd number with k ≥ 2, 1 − k is a negative even
number and so ζ(1− k) = 0. Thus
Ek(τ) =
∞∑
n=1
σk−1(n)e2piinτ =
∞∑
m,n=1
nk−1e2piimnτ .
A special case of the Lipschitz summation formula [1] states that
∞∑
n=1
nk−1e2piinτ = (−1)k (k − 1)!
(2pii)k
∞∑
n=−∞
(τ + n)−k.
Hence
Ek(τ) = −(k − 1)!
(2pii)k
∞∑
m=1
∞∑
n=−∞
(mτ + n)−k. (1)
Since k ≥ 3 this series is absolutely convergent. (This is the part of the
argument that breaks down when k < 3).
Replacing τ by −1/τ in (1) gives
τ−kEk(−1/τ) = −(k − 1)!
(2pii)k
∞∑
m=1
∞∑
n=−∞
(−m+ nτ)−k
= −(k − 1)!
(2pii)k
∞∑
m=−∞
−1∑
n=−∞
(mτ + n)−k
where we have reversed the order of summation (by absolute convergence)
and relabelled the variables. Subtracting from (1) gives
(2pii)k
(k − 1)!
(
Ek(τ)− τ−kEk(−1/τ)
)
=
∞∑
m=−∞
−1∑
n=−∞
(mτ + n)−k −
∞∑
m=1
∞∑
n=−∞
(mτ + n)−k
=
0∑
m=−∞
−1∑
n=−∞
(mτ + n)−k −
∞∑
m=1
∞∑
n=0
(mτ + n)−k
= −ζ(k)(1 + τ−k)− 2
∞∑
m,n=1
(mτ + n)−k.
2
Define
Fk(τ) =
∞∑
m,n=1
(mτ + n)−k. (2)
The series in (2) converges uniformly for Re τ ≥ δ for each δ > 0. It follows
that if x > 0 then
lim
τ→xFk(τ) =
∞∑
m,n=1
(mx+ n)−k.
Consequently
(2pii)k
(k − 1)! limτ→x
(
τ kEk(τ)− Ek(−1/τ)
)
= −ζ(k)(xk + 1)− 2xk
∞∑
m,n=1
(mx+ n)
and the proof is complete. 2
We remark that the Lipschitz summation formula was used in in a similar
fashion in [2] to deal with multiple Eisenstein series.
The disadvantage with Theorem 1 is that the right side is a complicated
infinite sum. We shall provide a closed form for this sum whenever x is
a positive rational number. Theorem 1 in [3] treats the cases where x ∈
{1, 2, 1/2}.
Set
Gk(x) = ζ(k)(x
k + 1) + 2xk
∞∑
m,n=1
(mx+ n)−k
for x > 0 and k ≥ 3.
Lemma 2 Let x > 0. Then
Gk(1/x) = x
−kGk(x).
Proof We simply calculate
Gk(1/x) = ζ(k)(1 + x
−k) + 2x−k
∞∑
m,n=1
(m+ n/x)−k
= ζ(k)(1 + x−k) + 2
∞∑
m,n=1
(mx+ n)−k = x−kGk(x).
2
3
Theorem 3 Let a and b be coprime positive integers. and k ≥ 3 be an odd
integer. Then
a−kGk(a/b) =
(−1)(k+1)/2(2pi)k−1
(ab)(k − 1)! Bk−1
+
(−1)(k+1)/2(2pi)k
(2a)k!
a−1∑
j=1
cot(pibj/a)Bk(j/a)
+
(−1)(k+1)/2(2pi)k
(2b)k!
b−1∑
j=1
cot(piaj/b)Bk(j/b)
where Bm(x) is the m-th Bernoulli polynomial defined by
∞∑
n=0
Bm(x)
tn
m!
=
text
et − 1
and Bm = Bm(0) is the m-th Bernoulli number.
Proof First of all,
a−kGk(a/b) = ζ(k)(a−k + b−k) + 2
∞∑
m,n=1
(ma+ nb)−k
=
∞∑
n=1
((na)−k + (nb)−k) + 2
∞∑
m,n=1
(ma+ nb)−k
=
∞∑
n=1
cnn
−k
where cn is the coefficient of X
n in the generating function
Φ(X) =
∞∑
n=1
(Xna +Xnb) + 2
∞∑
m,n=1
Xma+nb
=
Xa
1−Xa +
Xb
1−Xb +
2Xa+b
(1−Xa)(1−Xb)
=
Xa +Xb
(1−Xa)(1−Xb) .
We express Φ(X) in partial fractions. Write ωa = e
2pii/a and ωb = e
2pii/b.
As a and b are coprime, the only repeated linear factor of the denominator
is 1−X. Hence
Φ(X) =
r
(1−X)2 +
s
(1−X) +
a−1∑
j=1
tj
1− ωjaX +
b−1∑
j=1
uj
1− ωjbX
4
for suitable r, s, tj and uj. To find r and s expand Φ(X) as a Laurent series
in Y = 1−X:
Φ(X) =
(1− Y )a + (1− Y )b
(1− (1− Y )a)(1− (1− Y )b)
=
2− (a+ b)Y +O(Y 2)
(aY − a(a− 1)Y 2/2 +O(Y 3))(bY − b(b− 1)Y 2/2 +O(Y 3))
=
2− (a+ b)Y +O(Y 2)
abY 2(1− (a− 1)Y/2 +O(Y 2))(1− (b− 1)Y/2 +O(Y 2))
=
2− (a+ b)Y +O(Y 2)
abY 2(1− (a+ b− 2)Y/2 +O(Y 2))
=
2− 2Y +O(Y 2)
abY 2
.
Hence r = 2/ab and s = −2/ab. Also
tj = lim
X→ω−ja
(1− ωjaX)Φ(X) =
1 + ω−ba
a(1− ω−ba )
=
1
ai
cot(pibj/a).
Similarly
uj =
1
bi
cot(piaj/b).
Thus
cn =
2n
ab
+
1
ai
a−1∑
j=1
cot(pibj/a)ωjna +
1
bi
b−1∑
j=1
cot(piaj/b)ωjnb
and so
a−kGk(a/b) =
2ζ(k − 1)
ab
+
1
ai
a−1∑
j=1
cot(pibj/a)
∞∑
n=1
ωjna
nk
+
1
bi
b−1∑
j=1
cot(piaj/b)
∞∑
n=1
ωjnb
nk
.
Define the Hurwitz zeta function
ζ(s, x) =
∞∑
n=0
(n+ x)−s
(where 0 < x ≤ 1) and the ‘periodized zeta function’
H(s, x) =
∞∑
n=1
e2piinx
ns
both initially for Re s > 1 and then by analytic continuation. Then a formula
of Hurwitz [1] states that
ζ(1− s, x) = Γ(s)
(2pi)s
(
e−piis/2H(s, x) + epiis/2H(s,−x)
)
(3)
5
for 0 < x ≤ 1. Then
a−kGk(a/b) =
2ζ(k − 1)
ab
+
1
ai
a−1∑
j=1
cot(pibj/a)H(k, j/a)+
1
bi
b−1∑
j=1
cot(piaj/b)H(k, j/b).
As
1
ai
a−1∑
j=1
cot(pibj/a)H(k, j/a) = − 1
ai
a−1∑
j=1
cot(pibj/a)H(k,−j/a)
then
1
ai
a−1∑
j=1
cot(pibj/a)H(k, j/a) =
1
2ai
a−1∑
j=1
cot(pibj/a)(H(k, j/a)−H(k,−j/a)).
By (3)
H(k, x)−H(k,−x) = ik (2pi)
k
(k − 1)!ζ(1− k, x)
when 0 < x < 1 and so
1
ai
a−1∑
j=1
cot(pibj/a)H(k, j/a) =
(−1)(k−1)/2(2pi)k
(2a)(k − 1)!
a−1∑
j=1
cot(pibj/a)ζ(1− k, j/a).
A similar formula applies to the other sum. As [5, Theorem 4.2]
ζ(1− k, x) = −Bk(x)
k
for 0 < x ≤ 1 then
a−kGk(a/b) =
(−1)(k+1)/2(2pi)k−1
(ab)(k − 1)! Bk−1
+
(−1)(k+1)/2(2pi)k
(2a)k!
a−1∑
j=1
cot(pibj/a)Bk(j/a)
+
(−1)(k+1)/2(2pi)k
(2b)k!
b−1∑
j=1
cot(piaj/b)Bk(j/b)
on using the familiar formula for the evaluating the Riemann zeta function
at positive even integers. 2
We give some examples illustrating Theorem 3. The examples implicit in
[3] are
Gk(1) = (−1)(k+1)/2 (2pi)
k−1
(k − 1)!Bk−1
6
and
Gk(1/2) = (−1)(k+1)/2 (2pi)
k−1
2(k − 1)!Bk−1
together with Gk(2) = 2
kGk(1/2) by Lemma 2. For a less trivial example
consider Gk(1/3). We get
Gk(1/3) = (−1)(k+1)/2 (2pi)
k−1
3(k − 1)!Bk−1 + (−1)
(k+1)/2 (2pi)
k
6(k!)
(B(1/3)−B(2/3))√
3
.
Similarly
Gk(1/4) = (−1)(k+1)/2 (2pi)
k−1
4(k − 1)!Bk−1 + (−1)
(k+1)/2 (2pi)
k
8(k!)
(B(1/4)−B(3/4)).
We conclude with some remarks concerning the values k = 1 and k = 2.
While E2 is not a modular form, its well-known transformation formula
E2
(
−1
τ
)
= τ 2E2(τ)− τ
4pii
leads immediately to an analogue for k = 2 of Theorem 1. The case k = 1
is more subtle. The methods of the present paper which rely on absolute
convergence do not apply in this case. The author suspects that an analogue
of Theorem 1 should hold, at least for rational x, but that some method of
regularizing divergent series, such as that used in [3], need to be employed.
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