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Abstract
Extreme phenotype sampling is a selective genotyping design for genetic association studies
where only individuals with extreme values of a continuous trait are genotyped for a set of
genetic variants. Under financial or other limitations, this design is assumed to improve the
power to detect associations between genetic variants and the trait, compared to randomly
selecting the same number of individuals for genotyping. Here we present extensions of like-
lihood models that can be used for inference when the data are sampled according to the
extreme phenotype sampling design. Computational methods for parameter estimation and
hypothesis testing are provided. We consider methods for common variant genetic effects and
gene-environment interaction effects in linear regression models with a normally distributed
trait. We use simulated and real data to show that extreme phenotype sampling can be pow-
erful compared to random sampling, but that this does not hold for all extreme sampling
methods and situations.
Key words: GWAS, gene-environment interactions, extreme phenotype sampling, outcome-
dependent sampling, selective genotyping, the HUNT study
1 Introduction
Extreme phenotype sampling (EPS) is an outcome-dependent sampling design for genetic asso-
ciation studies. For this design, individuals with high or low values of a particular continuously
measurable phenotype (trait) are genotyped. When the number of individuals that can be geno-
typed is limited, such samples are assumed to give good power to detect associations between
genetic variants and the trait. Random sampling is the most relevant competing design. Extreme
samples must be analyzed with statistical methods that properly account for the sampling bias,
and these methods are not trivial. Random samples can be analyzed with readily available stan-
dard methods and are therefore preferable when it comes to data analysis. However, low statical
power is an important issue in genetic association studies (Sham and Purcell [2014], Hirschhorn
et al. [2002]). Here we attempt to answer whether, when and to what degree extreme sampling
is more powerful than random sampling in genetic association studies. For this purpose we have
extended relevant likelihood methods for parameter estimation and hypothesis testing.
We consider genetic association studies where the aim is to detect common genetic variants
that are associated with some trait, and also to quantify associations. We consider biallelic single-
nucleotide polymorphism (SNP) data. For a particular SNP, the observed genotype for an indi-
vidual is either aa, aA or AA, where A represents the minor-allele in the population. We consider
additive genetic models so that the genotype is coded as 0, 1 or 2 according to the number of copies
of the minor-allele. In a genome-wide association study (GWAS) the observed genotypes of selected
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SNPs along the genome, so-called genetic markers, are tested for association with a phenotype in
a sample of individuals. The number of SNPs is large (∼ 106). The purpose of such studies is
to detect regions in the genome that are associated with the phenotype. In what we will refer to
as a candidate SNP study, a small collection SNPs are analyzed. These SNPs can for example be
chosen based on results from studies in other populations, or from studies of related traits and
diseases. Then the focus is on replication and effect size estimation rather than detection.
Due to high genotyping costs and low statistical power to detect significant associations be-
tween genetic variants and complex traits, selective genotyping has been proposed as a strategy
for achieving good statistical power under sample size limitations. Genotyping only the phenotyp-
ically extreme individuals was proposed for mapping quantitative trait loci (QTL) in experimental
organisms (Lebowitz et al. [1987], Lander and Botstein [1989]). The methodology was further
developed for linkage disequilibrium mapping of QTLs by Darvasi and Soller [1992], Slatkin [1999],
Chen et al. [2005], Wallace et al. [2006], among others. Power studies have been performed by
Van Gestel et al. [2000] and Xing and Xing [2009]. Most methods were not fully efficient because
they involved discretizing the continous trait, discarding individuals who were homozygous for the
minor-allele or not accounting for the biased sampling. To that effect Huang and Lin [2007] pro-
posed likelihood methods that made full use of the data and accounted for the selective genotyping
design. Recently, likelihood methods for multivariate trait-dependent sampling has also been con-
sidered (Lin et al. [2013], Tao et al. [2015]). Selective genotyping has also recently been proposed
in studies of rare genetic variants (Li et al. [2011], Guey et al. [2011], Barnett et al. [2013]). The
extreme phenotype sampling design can be considered a special case of the outcome-dependent
sampling design described by Zhou et al. [2002] and Weaver and Zhou [2005].
The power, limitations and practical utility of extreme phenotype sampling as compared to
random sampling in modern GWAS and candidate SNP studies has in our opinion not been suffi-
ciently characterized, and this might explain why the design has not been much used. Huang and
Lin [2007] considered regression models for continuous phenotypes and developed likelihood mod-
els for extreme sampling data for the special case where only one covariate (the genetic variant)
was included in the regression model. The power of two different extreme sampling designs was
estimated, but not compared to random sampling. Using the asymptotic distribution of the score
test statistic under the alternative hypothesis Tang [2010] showed that the methods by Huang
and Lin [2007] theoretically can give better power than a random sampling design in the special
case with no non-genetic covariates. Zhou et al. [2002] showed that their likelihood method for
the outcome-dependent sampling design yielded more efficient parameter estimates than would
be obtained using a simple random sample of the same size. We extend the likelihood methods
for the EPS-design to include non-genetic (environmental) explanatory variables as well as gene-
environment interaction terms. As experienced by us in a study of gene-environment interactions
and obesity using an extreme sampling design this additional model complexity is necessary for
application purposes [Bjørnland et al., 2016]. We assess the statistical power and other proper-
ties of our methods using both simulated and real data. The data set is from the HUNT study
(Helseundersøkelsen i Nord-Trøndelag) which comprises health information on the population of
Nord-Trøndelag county, Norway [Krokstad et al., 2013]. We use data from a GWAS on the trait
maximum oxygen uptake based on the HUNT Fitness study [Aspenes et al., 2011]. All our com-
putational methods for parameter estimation and hypothesis testing under the EPS-design are
available in our R-package.
2 Models and methods
We consider complex traits that are continuously measurable and can be assumed to be normally
distributed in the population. Let the ith individual in a population (or large random sample)
of size N have observed trait value yi, environmental variables x
T
ei = (xei1, . . . , xeid), and SNP
genotypes xTgi = (xgi1, . . . , xgim). Assume that the continuous trait Yi can be modeled by the
linear regression model
Yi = α+ x
T
eiβe + x
T
giβg + (xeixgi)
Tβeg + εi, εi i.i.d N (0, σ2), i = 1, . . . , N, (1)
where xeixgi represents a vector of interactions between some environmental and genetic covariates,
e.g. (xeixgi)
T = (xeijxgik, xeijxgil) for some j ∈ {1, . . . d} and k, l ∈ {1, . . . ,m}, k 6= l.
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We consider GWAS and candidate-SNP studies. In genome-wide studies we analyze a large
number of SNPs, and each SNP is tested separately for association with the phenotype (H0 : βgk =
0 against H1 : βgk 6= 0, k = 1, . . . ,m) without any interaction effects. P -values are compared to a
significance threshold that is determined by the multiple testing burden. In candidate-SNP studies,
a few selected SNPs are studied, and the aim is to test for associations between the phenotype
and all or some of the genetic variables (H0 : βg = 0 against H1 : βg 6= 0, or H0 : βgk = 0 against
H1 : βgk 6= 0, k = 1, . . . ,m), and to obtain parameter estimates and confidence intervals for the
genetic effects. Furthermore, it is also of interest to study gene-environment interaction effects
(H0 : βeg = 0 vs H1 : βeg 6= 0).
Assume that due to financial or other limitations, only n < N individuals can be genotyped.
We define extreme phenotypes as observations by yi < cl and yi > cu, for some cut-off values
cl and cu such that cl < cu. In the sample of size N , the cut-offs can be chosen such that we
sample the n most extreme individuals (e.g. n/2 from each tail), or we could choose less extreme
cut-offs and thereafter draw n individuals from the extremes. The methods presented here apply
to both situations. Our main analysis concerns two different extreme sampling designs which we
refer to as the EPS-only and the EPS-full sampling designs. These are extensions of the designs
discussed by Huang and Lin [2007]. In the EPS-only design, observations of any variable (yi, xei or
xgi) are available only for extreme phenotype individuals. In the EPS-full design, observations of
the phenotype (yi) and environmental covariates (xei) are available for the full population, while
genetic variants (xgi) are only observed for the extremes. Let C denote the set of indexes of the n
extreme phenotype individuals.
2.1 EPS-only
For the EPS-only sampling design the observations (yi,xei,xgi) are available for all individuals
i ∈ C, i.e. all extreme-phenotype individuals. We consider two different statistical methods for
this design; the EPS-only binary method and the EPS-only (continuous) method.
The first method treats the lower and upper extremes as binary responses and we refer to this
method as the EPS-only binary method. The second method takes the continuity of the trait into
account, and we refer to this as the EPS-only (continuous) method.
2.1.1 EPS-only binary
Were we treat the lower and upper phenotypic extremes as a binary response. One method for
analysis of EPS-only data is to test whether allele frequencies are significantly different between
the two extreme tails, for example by using contingency tables. We use a logistic regression model
in order to include environmental covariates and gene-environment interaction terms. Define the
variable Ydi such that Ydi = 0 if Yi < cl, Ydi = 1 if Yi > cu. Let pii denote the probability
P (Ydi = 1; xei,xgi|Yi < cl ∪ Yi > cu), such that 1 − pii = P (Ydi = 0; xei,xgi|Yi < cl ∪ Yi > cu). A
logistic regression model
logit(pii) = a+ x
T
eibe + x
T
gibg + (xeixgi)
Tbeg, (2)
can be fitted to the dichotomized extreme sample data. Under the two-sided hypothesis H0 : βg = 0
in the linear regression model (1), there is no difference between allele frequencies in the lower and
upper extremes, which in the dichotomized sample can be tested by the two-sided hypothesis
H0 : bg = 0, and similarly for gene-environment interactions. Hypothesis tests for this model can
be done using standard methods for logistic regression. Note that the parameters of the logistic
regression model (2) are directly dependent upon the choice of cl and cu and comparison of results
between studies must be done cautiously.
2.1.2 EPS-only (continuous)
A likelihood model for EPS-only samples with a continuous response was proposed by Huang
and Lin [2007], then called the conditional likelihood. Here, we extend this likelihood to include
environmental covariates and gene-environment interactions and develop the score test. Let Yci
denote a random variable from the extremes of the distribution of Yi. Then FYci(y) = P (Yi ≤
3
y|Yi < cl ∪Yi > cu) and the probability density can be derived accordingly (see Appendix A). The
likelihood for the EPS-only sample is
L =
∏
i∈C
1
σφ
(
yi−µ(xei,xgi;α,βe,βg,βeg)
σ
)
1− Φ
(
cu−µ(xei,xgi;α,βe,βg,βeg)
σ
)
+ Φ
(
cl−µ(xei,xgi;α,βe,βg,βeg)
σ
) , (3)
where Φ() is the cumulative probability distribution and φ() is the density function of the standard
normal distribution, and µ(xei,xgi;α,βe,βg,βeg) = α+ x
T
eiβe + x
T
giβg + (xeixgi)
Tβeg.
We have implemented a quasi-Newton numerical optimization method to obtain likelihood
estimates. We obtain approximate (1 − α)100% confidence intervals for some parameter βj by[
βˆj − zα/2
√
(I−1o )βj ,βj , βˆj + zα/2
√
(I−1o )βj ,βj
]
, where βˆj is the maximum likelihood estimate and
zα/2 is such that Φ(zα/2) = 1 − α/2. The observed information matrix Io is estimated in the
optimization.
We are interested in the two-sided hypothesis tests H0 : βg = 0, H0 : βgk = 0 for k = 1, . . . ,m,
and H0 : βeg = 0. In the GWAS setting we strongly prefer a computationally efficient test due
to the large number of tests. Using the score test, the null model can be fitted once and for
GWAS in particular, the test is then computationally fast compared to the likelihood ratio test
which requires model fitting under all m alternative hypotheses. For the EPS-only likelihood
(3), we have derived a closed form expression for the score test statistic (see Appendix A.1).
The expression is mathematically complex and requires some tedious algebra, but the reward is
significant computational efficiency. Tang [2010] showed that in the most simple model (y =
α + xgβg + ε) the score test statistic for H0 : βg = 0 derived from the continuous EPS-only
likelihood is equivalent to the the score test statistic derived from the likelihood for a normal
linear regression model. In Appendix A.1, we show that this also holds for testing the two-sided
hypothesis H0 : βg = 0 in the model y = α + x
T
g βg + ε, but not when other covariates (xe) are
included in the null model.
2.2 EPS-full
The EPS-full sample consists of observations (yi,xei,xgi) for all i ∈ C, and observations (yi,xei)
for all i 6∈ C. In other words, xgi is missing for all individuals i 6∈ C. The missing observations are
missing at random (MAR) because the observations are not missing due to the unobserved xgi,
but rather due to the observed value of the phenotype yi. We consider both a likelihood based
method and multiple imputation for this sample.
2.2.1 EPS-full likelihood
Under MAR the likelihood that ignores the missing-mechanism is valid for likelihood inference
from the frequentist perspective [Little and Rubin, 2002, page 120]. It is necessary to specify or
estimate the distribution of the variables that are missing. We assume in the most general case
that Xg is dependent upon some (or all) of the covariates in Xe, denoted by X. We assume that
the sample space of X is discrete with elements xj , j = 1, . . . , J . We let xgk, k = 1, . . . ,K denote
elements of the sample space of Xg and we assume that Xg|X = xj can take any value in this
sample space for all j, albeit with different probabilities. The likelihood for the EPS-full sample is
an extension of the so-called full likelihood by Huang and Lin [2007] and is derived in Appendix
B. The EPS-full likelihood is
L =
∏
i∈C
1
σ
φ
(
yi − µ(xei,xgi;α,βe,βg,βeg)
σ
) J∑
j=1
fXg|X=xj (xgi)I(xi = xj)·
∏
i6∈C
K∑
k=1
1
σ
φ
(
yi − µ(xei,xgk;α,βe,βg,βeg)
σ
) J∑
j=1
fXg|X=xj (xgk)I(xi = xj), (4)
where φ() is the density function of the standard normal distribution and fXg|X=x(xg) is the
probability mass function of the SNPs. Note that xei to all intents and purposes is a constant
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vector in the EPS-full model, while Yi and Xgi are random. The missing-structure is determined
by the choice of cu and cl. These parameters may be chosen such that the distinctness condition
for the ignorability principle [Little and Rubin, 2002, page 119] does not hold (e.g. choosing as
cut-offs the quantiles of the empirical distribution of Y ). Then the likelihood that ignores the
missing mechanism (4) is still valid, but not fully efficient (e.g. there is some information about
the distribution of Y in the empirical quantiles). We prefer to ignore the missing-mechanism so
that the likelihood can be used for various trait-dependent sampling designs.
In some models, the distribution of the genotypes of the SNPs does not depend on the value of
the non-genetic covariates and fXg|X=xj (xg) = fXg(xg). However, in the presence of confounding
effects (e.g. population stratification), the distribution of the genotypes will differ in subsets of the
sample, and the assumed genotype distribution must account for this. The sample space for each
SNP is {0, 1, 2}, and we assume that P (Xgk = 0|X = xj) = p0kj , P (Xgk = 1|X = xj) = p1kj and
P (Xgk = 2|X = xj) = 1 − p0kj − p1kj . A more general distribution of the missing covariate in a
similar likelihood model has been considered in the literature (Lawless et al. [1999], Ibrahim et al.
[2005]) but we have used this simple SNP property for computational purposes. If Hardy-Weinberg
equilibrium is assumed [Ziegler et al., 2010, page 39], then we have P (Xgk = 0|X = xj) = (1−qkj)2,
P (Xgk = 1|X = xj) = 2qkj(1 − qkj) and P (Xgk = 2|X = xj) = q2kj , where qkj is the minor allele
frequency. In GWA studies where SNPs are tested one at a time a joint distribution of the genetic
variants is not relevant. In candidate-SNP studies, the SNPs that are considered are typically such
that the genotype distributions can be assumed to be statistically independent (e.g. SNPs from
different genes or chromosomes), and one can define the joint distribution as the product of the
marginal distributions. Otherwise, a multivariate multinomial distribution can be used.
As for the EPS-only likelihood, we have implemented a quasi-Newton numerical optimization
method to obtain maximum likelihood estimates and confidence intervals. Kenward and Molen-
berghs [1998] showed that the observed information matrix can be used as an estimate of the true
information matrix for likelihoods that ignore the missing-mechanism.
The EPS-full likelihood (4) is valid for direct-likelihood inference [Rubin, 1976], which ensures
validity of the likelihood ratio test. For the score test, the asymptotic variance of the score vector
depends on the missing-mechanism. We therefore derived the score test by using the observed
information matrix under the null to approximate the asymptotic variance of the score vector,
which is a valid estimate of the true information matrix [Kenward and Molenberghs, 1998]. See
Appendix B.1 for the derivation of the EPS-full score test for H0 : βg = 0. Again, the derivation
is complex, but the test is computationally efficient. We used the result of Derkach et al. [2015]
to obtain the simplest closed form expression for the score test statistic. If covariates with a
missing-structure are present in the null model, for example when testing H0 : βeg = 0, a similar
(relatively) simple closed form expression for the score test statistic cannot be attained, and we
have implemented the likelihood ratio test for this purpose.
2.2.2 EPS-full with multiple imputation
Multiple imputation (MI) is a tool that can be used for parameter estimation and hypothesis testing
for the linear model (1) when covariates are MAR. We use the method of multivariate imputation
by chained equations (MICE), also known as fully conditional specification [van Buuren, 2007].
Broadly speaking, the method imputes the missing genotypes by sampling from an empirical
conditional distribution of the genetic variant for individual i, given all other observations in the
sample. This is repeated to create mMI different data sets in which model inference is performed.
Lastly, parameter estimates or test statistics are pooled into one estimate. The MICE method is
readily available in many statistical softwares, and we have used the R-package mice [Buuren and
Groothuis-Oudshoorn, 2011]. Our aim is not to develop a specific multiple imputation method
for extreme sampling in genetic association studies, but rather to compare our proposed EPS-full
likelihood method to an existing inference method for missing data problems. We refer to this
method as the EPS-full MI method.
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3 Simulation study
Using simulated data, we compare the performance of the EPS methods (EPS-only binary, EPS-
only, EPS-full, EPS-full MI), with results from the full sample and a random sample. We generated
a full data set of size N , and selected n < N individuals for genotyping under extreme and random
sampling. We set cl and cu such that the set C consisted of the n/2 lowest and n/2 highest extremes
of the empirical phenotype distribution. For the EPS-only design we then discarded all information
on non-extremes (i 6∈ C). For the EPS-full design, we discarded the genotype information for all
individuals i 6∈ C. We considered the following simulations models;
Y = α+ βe1xe1 + βe2xe2 + βgxg + ε, (5)
Y = α+ βe1xe1 + βe2xe2 + βgxg + βe1gxe1xg + ε, (6)
Y = α+ βe1xe1 + βe2xe2 + βgxg + βe2gxe2xg + ε. (7)
The non-genetic covariate xe1 is a Bernoulli(0.4) random variable, xe2 is a N(2, 1) random variable
and the genetic marker xg is a multinomially distributed random variable taking values (0, 1, 2) with
probabilities (0.49, 0.42, 0.09). These probabilities were generated by assuming Hardy-Weinberg
equilibrium and a minor allele frequency q = 0.3. For multiple imputation we set mMI = 10. The
parameter values that we used are given in Table 1. With these parameter choices, the environ-
mental covariates xe1 and xe2 were much more important than the genetic covariate for describing
the response (R2 from fitting the regression model with and without the genetic covariates varied
minimally). This choice was motivated by the assumption that environmental variables are more
important for predicting a complex trait, compared to the genotype of a common genetic variant
(Darvasi and Soller [1992], Manolio et al. [2009]).
Parameter Value
N 5000
n N/2
α 50
βe1 10
βe2 5
βg 0.5
βe1g 1
βe2g 0.5
σ 6
q 0.3
Table 1: Specification of parameters used in simulated data sets for simulation models (5), (6) and
(7).
3.1 Main effects model
3.1.1 Parameter estimation
We generated R = 10 000 data sets using simulation model (5) and obtained the maximum like-
lihood estimate βˆg for the different designs and methods. We estimated the mean squared error
(MSE) by
∑R
r=1(βˆgr−βg)2
R . For the full and random sample we used the function lm() in R to
obtain parameter estimates. For the EPS-only and EPS-full likelihood methods we used functions
provided in our R-package, and for the EPS-full MI method we used the R-package mice [Buuren
and Groothuis-Oudshoorn, 2011]. Results for different sample sizes N and genotyped sample size
n = N/2 are presented in Table 2. Compared to results from the full sample, the EPS-full likelihood
method gave the lowest MSE, while the random sample, the EPS-only sample and the EPS-full MI
method had similar and slightly higher MSE. This relationship was the same for increasing values
of the full sample size N , and the MSE decreased as N increased for all methods.
6
N Full Random EPS-only EPS-full EPS-full
continuous likelihood MI
1000 0.085 0.170 0.163 0.128 0.162
3000 0.028 0.056 0.055 0.043 0.057
5000 0.017 0.034 0.034 0.027 0.034
7000 0.012 0.024 0.023 0.018 0.022
Table 2: Estimated mean squared error for the coefficient of the genetic variant (βg) in simulation
model (5) for different sample sizes N with all other parameters held fixed at the values described
in Table 1.
3.1.2 Power
We estimated the power to detect a non-zero genetic effect (βg 6= 0) in simulation model (5). We
generated R = 10 000 data sets under the alternative hypothesis, and tested H0 : βg = 0 against
H1 : βg 6= 0 for all designs and methods. For the full, random and EPS-only binary models we used
the score test provided in the R-package statmod [Dunn and Smyth, 1996]. Power was estimated
at a 5% significance level by
∑R
r=1 I(0,0.05)(pr)
R , where I(0,0.05)(pr) is the indicator function and pr is
the p-value in the rth simulated data set.
Power estimates for different values of βg, σ, the minor allele frequency q and the full sample
size N are presented in Table 3. Expectedly, all methods had highest power when the variance σ2
was low, the parameter βg was large, the minor allele frequency q was high and the sample size
N was large. For all values of βg, the EPS-only binary model had lowest power. The EPS-full
likelihood method had higher estimated power than all the alternatives. The EPS-only continuous
model was the second most powerful but only slightly better than random sampling. The EPS-full
MI method was slightly less powerful than random sampling. When the variance was high all EPS-
models performed better than random sampling. For low variance, the random sample was more
powerful than the EPS-only binary and EPS-full MI methods. For all q the EPS-only binary model
performed worst, the random sample, EPS-full MI and EPS-only method were similar, while the
EPS-full likelihood method was most powerful. We observe similar results for different values of N .
Overall, the EPS-full likelihood model performed notably better than all alternatives. This is in
contrast to the results by Huang and Lin [2007] who found that in models with no environmental
covariates the EPS-full and EPS-only likelihood methods performed similarly.
We also considered power as a function of n - the number of genotyped individuals. We
set the parameters of the simulation model (5) such that the power to detect non-zero βg was
approximately 80% in the full sample (N = 5000). All parameters were as in Table 1 except that
we set σ = 8. In R = 10 000 simulated data sets we considered n ranging from 1000 to 5000 in
increments of 500. Power simulation results are presented in Figure 1. If we for example wanted
to design a study with 70% power, we see that we would have to genotype approximately 3000
individuals for the EPS-full likelihood method, 3500 for EPS-only likelihood method and 4000
for a random sample and the EPS-full MI method. The EPS-only binary model never achieves
70% power in this scenario. In EPS-only binary we test whether the genotype frequencies are
significantly different between the upper and lower extreme groups. As n increases, these two
groups become more similar. Therefore, the power of the EPS-only binary model does not converge
towards the power of the full sample as n increases.
3.1.3 Computational efficiency
The computational time for testing H0 : βg = 0 in 100 simulated data sets was 1.7 seconds for full
samples, 1.1 seconds for random samples, 2.1 seconds for the EPS-only sample with the binary
method, 18.37 seconds for the EPS-only continuous method, 1.7 seconds for the EPS-full likelihood
method and 14 minutes for the EPS-full MI method. All computations were performed using R
version 3.3.1 [R Core Team, 2016] on a personal computer (MacBook Air (13”, Early 2014) with
1.7 GHz Intel Core i7-4650U with 4 MB cache). The score test for the EPS-full likelihood method
is computationally efficient because under the null hypothesis we fit a linear model to the full
sample (no missing variables). The score test for EPS-only is slower because model fitting under
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Full Random EPS-only EPS-only EPS-full EPS-full
binary continuous likelihood MI
βg 0.3 62.47 36.86 24.37 37.67 46.09 30.25
0.5 96.97 76.76 57.16 78.36 87.36 71.72
0.7 99.95 96.39 84.86 96.95 99.03 95.26
σ 4 99.99 98.25 55.17 94.72 98.99 94.48
6 96.97 77.42 57.94 79.77 87.81 73.53
8 81.30 52.89 47.29 60.85 68.34 51.61
10 63.20 36.60 38.42 47.60 52.83 38.97
q 0.1 70.76 42.85 30.13 44.89 54.51 37.63
0.2 91.80 65.61 47.27 68.42 77.85 60.92
0.3 96.47 76.60 56.91 78.69 87.42 72.83
N 1000 39.48 22.09 17.05 24.18 28.06 20.12
3000 83.98 55.68 39.14 57.37 67.49 51.28
5000 96.79 77.09 58.30 79.17 87.66 73.62
7000 99.53 88.96 72.26 90.32 96.03 86.41
Table 3: Estimated power to detect a non-null genetic effect (H0 : βg = 0) in simulation model (5)
for different values of βg, σ, minor allele frequency q and full sample size N . For each parameter
that varied, all other parameters were held fixed at the values described in Table 1.
Figure 1: Estimated power to detect a non-null genetic effect (H0 : βg = 0) in simulation model
(5) for increasing number of genotyped individuals (n), compared to the power for the full sample
where n = N = 5000.
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the null requires numerical optimization of the EPS-only likelihood. We observe that the EPS-full
MI method that we have used is computationally slow.
3.2 Gene-environment interaction models
For simulation models (6) and (7) we estimated power for the two-sided tests of H0 : βe1g = 0 and
H0 : βe2g = 0 at a 5% significance level, for different values of βe1g and βe2g. Model parameters
were as in Table 1. For the EPS-full MI method with interactions, we imputed using the passive
method described in Buuren and Groothuis-Oudshoorn [2011] (Section 3.4). In simulation model
(6) there is an interaction between a genetic variant and a binary environmental variable. From the
power estimates for increasing values of βe1g (Table 4) we see that the EPS-only binary method
and EPS-full MI method performed poorly in this setting, and furthermore that the EPS-only
continuous method was similar to a random sample. The EPS-full likelihood method had the
highest estimated power. In simulation model (7) there is an interaction between a genetic variant
and continuous environmental variable. Also here, the EPS-full method performed the best in our
simulations, while the EPS-only method was slightly better than a random sample. The EPS-only
binary and EPS-full MI methods again had the lowest estimated power.
Full Random EPS-only EPS-only EPS-full EPS-full
continuous binary likelihood MI
βe1g 0.8 84.13 56.45 55.95 33.21 62.25 18.51
1.0 96.21 75.45 75.07 47.32 81.21 33.00
1.2 99.34 89.45 88.13 62.44 93.00 52.73
βe2g 0.4 85.54 63.57 57.72 27.95 69.46 29.97
0.6 99.51 92.96 89.73 50.66 96.14 73.08
0.8 100.0 99.74 99.16 77.04 99.94 97.57
Table 4: Estimated power to detect a non-null gene-environment interaction effect in simulation
model (6) (H0 : βe1g = 0) and in simulation model (7) (H0 : βe2g = 0). All parameters other than
βe1g and βe2g were held fixed at the values described in Table 1.
4 Application to data from the HUNT study
We assessed the extreme sampling methods by application in a relevant data set. Our data set
comes from the HUNT Fitness study [Aspenes et al., 2011]. A genome-wide association study
for maximum volume uptake of oxygen (VO2) has been performed by co-authors Anja Bye, Einar
Ryeng and Ulrik Wisløff. The participants in this study represent a full sample (all participants
were genotyped) and the trait VO2 can be assumed normally distributed in the population. In the
original study, the regression model
VO2 = α+ βe2xage + βe1xsex + βe3xPA + βgkxgk + ε
was used to test H0 : βgk = 0 against H1 : βgk 6= 0 for k = 1, . . . ,m. The non-genetic covariates
were age, sex and physical activity (PA). In the original study, the main associations between
genetic variants and oxygen uptake was found in chromosome 1. We therefore used this chromosome
to illustrate our methods and the number of SNPs to test was then m = 11098. We here excluded
all participants with missing non-genetic covariates (age, sex, physical activity). The full sample
size was then N = 2802.
We considered the fictitious situation where we could only afford to genotype half of the full
sample. We performed tests for association across chromosome 1 using the full data set, a random
sample of sizeN/2 and extreme samples (lower and upper quartiles). The full data set also had some
missing genotype observations, as is common in genetic association studies. For the full, random
and EPS-only samples, we imputed the mean genotype. For the EPS-full model we assume that
the sample space of each genetic variant is {0, 1, 2} and mean imputation would be at odds with
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this assumption. However, when genotypes are missing at random (MAR) or missing completely
at random (MCAR), the EPS-full likelihood (4) is valid. We assumed MCAR for the initially
missing genotypes, and MAR for the genotypes that were missing due to extreme sampling, and
then no imputation was necessary. For the EPS-full MI method we considered one SNP at a time
and imputation was then based only on VO2, sex, age and physical activity.
The Manhattan plot for each sampling method is shown in Figure 2. A Manhattan plot is a
plot of − log10(p), p being the p-value from the two-sided test of H0 : βg = 0, against the position
of the SNP on the genome. Such plots are typical for GWAS, and regions on the genome where
there is a peak in − log10(p)-values are considered to be of further interest. In the Manhattan plot
of the full sample we see that such a peak appears in chromosome 1. Furthermore, we see a very
similar result for the EPS-full sample for both the likelihood and MI methods. The peak can also
be distinguished in the EPS-only model, but not when using the EPS-only binary method, nor in
the random sample. Genotyping only n = N/2 extreme phenotype individuals in this study could
have been sufficient to detect the same region that was found when genotyping all N individuals.
We note that the performance of EPS-full MI method was much better here than using simulated
data. We also note that the extreme sample as analyzed by the EPS-only (continuous) method is
clearly better than the ”unlucky” random sample drawn here.
For the top finding in the full sample we also estimated βg in the full, random sample and
extreme samples. Parameter estimates were 2.21 (95% CI = (1.24, 3.17), p = 7.9 · 10−6) in the full
sample, 1.23 (95% CI = (−0.16, 2.98), p = 0.08) in the random sample, 2.85 (95% CI = (1.51, 4.19),
p = 3.4 · 10−5) in the EPS-only sample, 2.74 (95% CI = (1.55, 3.92), p = 3.0 · 10−6) in the EPS-full
sample with the maximum likelihood method, and 3.02 (95% CI = (1.57, 4.47), p = 4.0 · 10−5) in
the EPS-full sample using multiple imputation. The results from the EPS-full likelihood method
was closest to the results of the full sample. All EPS-methods were slightly biased upwards.
Figure 2: Manhattan-plot for testing each SNP in chromosome 1 against VO2 for the full model
(all N study participants analyzed), a random sample (n = N/2 randomly drawn participants
analyzed), an EPS-only sample (n = N/2 most extreme participants analyzed) using the EPS-
only binary method and the EPS-only continous method, and an EPS-full sample (N participants
analyzed of which only n = N/2 most extreme participants had observed genotypes) using the
EPS-full likelihood and EPS-full MI method.
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5 Other extreme sampling methods and designs
5.1 Gene-environment interactions by an extreme exposure sampling
design
With the purpose to study gene-environment interactions, Boks et al. [2007] proposed an extreme-
exposure sampling (EES) design. In this design, individuals with extreme values of the relevant
environmental covariate are sampled for genotyping. We refer to the EES-only design as a sample
where we only observe individuals with extreme exposure values, as considered by Boks et al. [2007].
Furthermore, we considered an EES-full design where extreme exposure individuals are genotyped
but where non-genetic information is also available for all other individuals. EES-only data can
be analyzed using standard linear regression methods, while EES-full data can be analyzed with
the EPS-full likelihood (4). The missing-mechanism is MCAR since xei is a not a random variable
in these models. We set up a simulation study to compare the performance of the EES designs to
the EPS designs for gene-environment interaction effects. We consider the simulation model (7),
which has an interaction between a continuous environmental covariate and a genetic covariate.
Parameter values were as in Table 1 and we simulated R = 10 000 data sets. For different values
of βe2g, the estimated power of the different models are presented in Table 5. We see that the
EES-only and EES-full samples had almost identical estimated power in our simulations, and both
performed better than the EPS-only and EPS-full samples. A discussion on why EES-only and
EES-full have almost identical power under the MCAR criterion is given in Appendix D. For
the specific purpose of studying an interaction between a continuously measurable environmental
exposure and genetic variants, the extreme exposure design seems powerful and the data set is
simple to analyze.
βe2g Full EPS-only EPS-full EES-only EES-full
0.3 51.78 32.41 35.98 48.95 49.12
0.4 76.70 52.12 57.55 73.91 74.04
0.5 91.94 71.95 78.06 89.67 89.93
Table 5: Estimated power to detect a non-null gene-environment interaction effect in simulation
model (7) (H0 : βe2g = 0) for extreme phenotype sampling (EPS) and extreme exposure sampling
(EES). All parameters other than βe2g were held fixed at the values described in Table 1.
5.2 Combining extreme and random sampling
The outcome-dependent sampling design (Zhou et al. [2002], Weaver and Zhou [2005]) is a gener-
alization of extreme phenotype sampling. The range of the trait Y is divided into segments, and
individuals from each segment are sampled with different probabilities. These probabilities can be
set so that we sample for example only from the extremes. Additionally, Zhou et al. [2002] pro-
posed to include a random sample of size n0. Motivated by this design, we consider a design where
we first select a random sample of size n0 to be genotyped, and thereafter sample ne extreme-
phenotype individuals. We assume an EPS-full sampling design so that non-genetic information
is available in the full sample. We consider a full data set of size N , and a genotyped sample of
size n0 + ne = n. We consider different sample sizes for the genotyped sample; n ranging from
1000 to 5000, and for each n we consider different sizes of the random and the extreme sample (n0
and ne). The parameter values were set as in Table 1 but with σ = 8 so that the power in the
full sample was approximately 80% at the 5% significance level. We simulated R = 10 000 data
sets. We used the EPS-full likelihood method to test H0 : βg = 0 against H1 : βg 6= 0 in each
sample. The results of the simulation study is presented in Figure 3. We observe that the design
with n0 = n and ne = 0 (a random sample of size n) performs poorly, while all sampling methods
that combine extreme and random samples have almost the same power as the EPS-full sample
(n0 = 0 and ne = n).
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Figure 3: Estimated power to detect a non-null genetic effect (H0 : βg = 0) for outcome-dependent
sampling in simulation model (5) for increasing number of genotyped individuals (n = n0 + ne,
where n0 is the size of the random sample and ne is the size of the extreme sample), compared to
the power for the full sample where n = N = 5000.
6 Discussion
We have here considered a sampling design for genetic association studies that has been proposed
to increase power of genetic association studies with limited sample sizes. Under the EPS design,
individuals with an extreme phenotype are selected for genotyping. If a true association exists
between the trait and a genetic variant, the extreme sample will be enriched with homozygous
individuals, i.e. individuals with none or two copies of the minor-allele (assuming an additive
effect). We have presented relevant statistical methods for this design; some methods are currently
used (EPS-only binary) and some methods have to a lesser extent been used in practice (EPS-only
continuous and EPS-full). The EPS-only binary method is a valid choice for extreme phenotype
samples, and it is also simple to use. However, we have shown that the dichotomization of the
continuous trait eliminates any potential gain in power due to extreme sampling, as compared to
random sampling. The EPS-only continuous method is a likelihood method that takes into account
the continuous probability distribution of the extremes. For this method, we have shown how to
obtain parameter estimates and perform hypothesis tests for parameters of a linear regression
model that is assumed to hold in the full population. Using the EPS-only likelihood method, we
have seen that extreme samples can be more powerful than random samples. In some studies non-
genetic variables will be known for the full population (or large sample) while only the extreme
phenotype individuals are genotyped. We then have a missing covariate sample where the missing-
mechanism is MAR. The EPS-full likelihood was derived based on this principle. We have shown
through simulations and real data applications that the power of the EPS-full design can be
similar to analyzing the full population. The EPS-full sample can also be analyzed using a multiple
imputation approach. In our simulated data the EPS-full MI method had low power, while the then
correctly specified EPS-full likelihood model performed significantly better. In the application to
real data the multiple imputation method performed similarly to the likelihood method. Multiple
imputation could be a useful method for analysis of extreme sampling data, but methodological
improvements towards computational efficiency should be considered.
We have extended current statistical methods for EPS-data to include both genetic and non-
genetic (environmental) covariates in order to comply with practical situations. Derivation of the
score test for the EPS-only and EPS-full design is algebraically tedious and details are therefore only
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given in the appendix. We consider the computational efficiency of the score test to be important for
genome-wide analysis where thousands of tests are performed. We also derived likelihood methods
for estimating and testing gene-environment interaction effects. This was based on relevance for
genetic association studies, as previously experienced by us [Bjørnland et al., 2016]. We showed
that extreme phenotype sampling can be more powerful than random sampling when testing for
gene-environment interaction effects. For specific gene-environment interaction situations we also
showed that the extreme exposure design can be more powerful than both random and extreme
phenotype sampling.
Some limitations of extreme sampling for genetic association studies also need to be discussed.
First of all, extreme phenotype sampling is a complicated procedure compared to random sampling
and requires sophisticated statistical methods. Second, we base our methods on the assumption of
normality. This assumption can be difficult to check when one only has extreme data. Thirdly, the
data could be difficult to include in larger studies (consortia, meta-analysis) due to the non-standard
design. Furthermore, the issue of confounding (for example due to population stratification) is of
relevance and the EPS-full method is particularly sensitive to unobserved confounding effects (see
Appendix C for an illustration of this issue in the HUNT data). Lastly, for genetic association
studies and GWAS in particular there are several quality control procedures that are done prior to
data analysis. In an extreme sample it is not clear that all QC methods apply directly. Therefore,
we advocate to supplement the extreme sample with a random sample so that the random sample
can be used for checking model assumptions, confounding, etc. We showed in the last Section of
this paper that a mixture of a random sample and an EPS-full sample can be almost as powerful
as an EPS-full sample.
In conclusion, we have presented methods for extreme phenotype sampling and shown that
the design can give better power than random sampling in genetic association studies where the
sample size for genotyping is limited. However, only one method (EPS-full) was here found to be
clearly better, while other methods were slightly better (EPS-only continuous) or often worse (EPS-
only binary) than random sampling. We have extended methods towards testing and modeling
of gene-environment interaction effects and shown that also for this purpose, extreme phenotype
sampling can be useful. If the appropriate statistical methods are used, it is possible to achieve
significantly improved power in genetic association studies with continuous traits by genotyping
extreme-phenotype individuals instead of a random sample.
Software
Software is available as an R-package at https://github.com/theabjorn/extremesampling.
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A The EPS-only likelihood and tests
The linear regression model we have studied is given by
Yi = α+ x
T
eiβe + x
T
giβg + (xeixgi)
Tβeg + εi, εi i.i.d N (0, σ2). (8)
Here, Yi is the phenotype of individual i, xei is a vector of environmental (non-genetic) co-
variates, while xgi is a vector of genetic covariates (SNP genotypes for a set of SNPs). The
term xeixgi is a vector of interactions between relevant environmental and genetic covariates,
e.g. xeixgi = (xeijxgik, xeijxgil) for some j ∈ {1, . . . d} and k, l ∈ {1, . . . ,m}, k 6= l. For the
EPS-only design, the observations (yi,xei,xgi) are available for all individuals i ∈ C for which
yi < cl or yi > cu. Let Yci denote a random variable from the extremes of the distribution of
Yi. We derive the probability distribution of Yci for known xei and xgi. For simplicity, we denote
FYc(y; xe,xg, α,βe,βg,βeg, σ, cl, cu) by FYc(y), etc. The distribution of Yc is then;
FYc(y) = P (Yc ≤ y)
= P (Y ≤ y|(Y < cl) ∪ (Y > cu))
=
P (Y ≤ y ∩ ((Y < cl) ∪ (Y > cu)))
P ((Y < cl) ∪ (Y > cu))
=
P (((Y ≤ y) ∩ (Y < cl)) ∪ ((Y ≤ y) ∩ (Y > cu)))
P ((Y < cl) ∪ (Y > cu))
=
P ((Y ≤ y) ∩ (Y < cl)) + P ((Y ≤ y) ∩ (Y > cu))− P ((Y ≤ y) ∩ (Y < cl) ∩ (Y > cu))
P ((Y < cl) ∪ (Y > cu))
=
P ((Y ≤ y) ∩ (Y < cl)) + P ((Y ≤ y) ∩ (Y > cu))
P ((Y < cl) ∪ (Y > cu))
=

P (Y ≤ y)
P ((Y < cl) ∪ (Y > cu)) if y < cl
0 if cl < y < cu
P (Y < cl) + P (Y ≤ y)− P (Y ≤ cu)
P ((Y < cl) ∪ (Y > cu)) if y > cu
We have defined Y to be normally distributed with mean µ(xe,xg;α,βe,βg,βeg, σ) = α+ x
T
e βe +
xTg βg + (xexg)
Tβeg and variance σ
2. We write
P (Y ≤ y) = Φ
(
y − µ(xe,xg;α,βe,βg,βeg)
σ
)
where Φ() represents the cumulative probability distribution of the standard normal distribution.
Let φ() denote the density function of the standard normal distribution. The probability density
function for Yc is given by
fYc(y) =
∂
∂y
FYc(y)
=

1
σφ
(
y−µ(xe,xg;α,βe,βg,βeg)
σ
)
1− Φ
(
cu−µ(xe,xg;α,βe,βg,βeg)
σ
)
+ Φ
(
cl−µ(xe,xg;α,βe,βg,βeg)
σ
) if y < cl or y > cu,
0 otherwise.
The likelihood for the continuous EPS-only design is then
L =
∏
i∈C
1
σφ
(
yi−µ(xei,xgi;α,βe,βg,βeg)
σ
)
1− Φ
(
cu−µ(xei,xgi;α,βe,βg,βeg)
σ
)
+ Φ
(
cl−µ(xei,xgi;α,βe,βg,βeg)
σ
) ,
and the log-likelihood is
l =
∑
i∈C
log
(
1
σ
φ
(
yi − µ(xei,xgi;α,βe,βg,βeg)
σ
))
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−
∑
i∈C
log
(
1− Φ
(
cu − µ(xei,xgi;α,βe,βg,βeg)
σ
)
+ Φ
(
cl − µ(xei,xgi;α,βe,βg,βeg)
σ
))
For simpler notation, define Φu,i = Φ
(
cu−µ(xei,xgi;α,βe,βg,βeg)
σ
)
, and similarly for Φl,i. Then
l ∝ −n log(σ)− 1
2σ2
∑
i∈C
(yi − α− xTeiβe − xTgiβg − (xeixgi)Tβeg)2 −
∑
i∈C
log (1− Φu,i + Φl,i)
For hypothesis testing it is not necessary to distinguish between non-genetic covariates, genetic
covariates and second-order interactions and we rewrite the linear model as
Yi = α+ x
T
0iβ0 + x
T
1iβ1 + εi,
where under the null hypothesis β0 = 0, while β1, α and σ are nuisance parameters. Thus x0 is a
vector of covariates that we want to test for association with Y (e.g. xg), while x1 is a vector of
all other covariates (e.g. xe). The log-likelihood can then be written as
l ∝ −n log(σ)− 1
2σ2
∑
i∈C
(yi − α− xT0iβ0 − xT1iβ1)2 −
∑
i∈C
log (1− Φu,i + Φl,i) . (9)
A.1 The score test
We derive the score test statistic for the two-sided null hypothesis H0 : β0 = 0 vs H1 : β0 6= 0.
Let θ0 denote all the parameters in the null model, α, β1 and σ, and let θˆ0 denote maximum
likelihood estimators under the null hypothesis. The score vector is given by the first derivative of
the log-likelihood with respect to β0, evaluated in β0 = 0 and θˆ0;
S =
∂l
∂β1
(θˆ0,β0 = 0).
The variance of the score vector is given by
Σ = Iβ0,β0(θˆ0,β0 = 0)− Iβ0,θ0(θˆ0,β0 = 0)Iθ0,θ0(θˆ0,β0 = 0)−1Iθ0,β0(θˆ0,β0 = 0),
where Iβ0,β0 is the element of the information matrix corresponding to β0, etc. The score test
statistic,
T = STΣ−1S
is asymptotically χ2-distributed under the null hypothesis, with degrees of freedom equal to the
number of parameters that we test (i.e. the length of β0).
In order to derive the score test statistic for the EPS-only likelihood we need the first and second
derivatives of the log-likelihood (9). For simpler notation, we write fi = yi − α − xT0iβ0 − xT1iβ1
and we define the following functions (extensions of similar functions defined by Tang [2010]):
hij =
−φu,i ·
(
cu−µ(x0i,x1i;α,β0,β1)
σ
)j
+ φl,i ·
(
cl−µ(x0i,x1i;α,β0,β1)
σ
)j
1− Φu,i + Φl,i ,
for j = 0, 1, 2, 3, and furthermore
ai = 1− hi1 − h2i0
bi = hi0 − hi2 − hi0hi1
ci = −1 + 2hi1 − hi3 − h2i1
di = 2 + 2hi1 − hi3 − h2i1.
The first derivatives are
∂l
∂α
=
1
σ2
n∑
i=1
fi +
1
σ
n∑
i=1
hi0,
15
∂l
∂β0
=
1
σ2
n∑
i=1
fix
T
0i +
1
σ
n∑
i=1
hi0x
T
0i,
∂l
∂β1
=
1
σ2
n∑
i=1
fix
T
1i +
1
σ
n∑
i=1
hi0x
T
1i,
∂l
∂σ
= −n
σ
+
1
σ3
n∑
i=1
f2i +
1
σ
n∑
i=1
hi1,
and score vector can now be written as
S =
1
σ2
n∑
i=1
fi(θˆ0,β0 = 0)x
T
0i +
1
σ
n∑
i=1
hi0(θˆ0,β0 = 0)x
T
0i.
The second derivatives of the log likelihood are
∂2l
∂α2
=
1
σ2
n∑
i=1
(−1 + hi1 + h2i0) = −
1
σ2
n∑
i=1
ai,
∂2l
∂α∂β0
=
1
σ2
n∑
i=1
(−1 + hi1 + h2i0)xT0i = −
1
σ2
n∑
i=1
aix
T
0i,
∂2l
∂α∂β1
=
1
σ2
n∑
i=1
(−1 + hi1 + h2i0)xT1i = −
1
σ2
n∑
i=1
aix
T
1i,
∂2l
∂α∂σ
= − 2
σ3
n∑
i=1
fi +
1
σ2
n∑
i=1
(−hi0 + h2i + hi0hi1) = − 2
σ3
n∑
i=1
fi − 1
σ2
n∑
i=1
bi,
∂2l
∂βT0 β0
=
1
σ2
n∑
i=1
(−1 + hi1 + h2i0)x0ixT0i = −
1
σ2
n∑
i=1
aix0ix
T
0i,
∂2l
∂βT0 ∂β1
=
1
σ2
n∑
i=1
(−1 + hi1 + h2i0)x0ixT1i = −
1
σ2
n∑
i=1
aix0ix
T
1i,
∂2l
∂βT1 β1
=
1
σ2
n∑
i=1
(−1 + hi1 + h2i0)x1ixT1i = −
1
σ2
n∑
i=1
aix1ix
T
1i,
∂2l
∂β0∂σ
= − 2
σ3
n∑
i=1
fix
T
0i +
1
σ2
n∑
i=1
(−hi0 + h2i + hi0hi1)xT0i = −
2
σ3
n∑
i=1
fix
T
0i −
1
σ2
n∑
i=1
bix
T
0i,
∂2l
∂β1∂σ
= − 2
σ3
n∑
i=1
fix
T
1i +
1
σ2
n∑
i=1
(−hi0 + h2i + hi0hi1)xT1i = −
2
σ3
n∑
i=1
fix
T
1i −
1
σ2
n∑
i=1
bix
T
1i,
∂2l
∂σ2
=
n
σ2
− 3
σ4
n∑
i=1
f2i +
1
σ2
n∑
i=1
(−2hi1 − hi2 + h2i1) = −
3
σ4
n∑
i=1
f2i −
1
σ2
n∑
i=1
ci.
For simplicity, let ai(θ0,β0 = 0) be denoted by a
0
i , etc. Then,
Iβ0,β0(θ0,β0 = 0) = −E
(
∂2l
∂βT0 β0
) ∣∣∣∣
(θ0,β0=0)
=
1
σ2
n∑
i=1
a0ix0ix
T
0i,
Iθ0,β0(θ0,β0 = 0) = −

E
(
∂2l
∂αβ0
)
E
(
∂2l
∂βT1 β0
)
E
(
∂2l
∂σβ0
)

(θ0,β0=0)
=
1
σ2
 ∑ni=1 a0ixT0i∑n
i=1 a
0
ix1ix
T
0i∑n
i=1 b
0
ix
T
0i
 ,
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Iβ0,θ0(θ0,β0 = 0) = Iθ0,β0(θ0,β0 = 0)
T, and
Iθ0,θ0(θ0,β0 = 0) = −

E
(
∂2l
∂α2
)
E
(
∂2l
∂α∂β1
)
E
(
∂2l
∂α∂σ
)
E
(
∂2l
∂α∂β1
)T
E
(
∂2l
∂βT1 β1
)
E
(
∂2l
∂β1∂σ
)T
E
(
∂2l
∂α∂σ
)
E
(
∂2l
∂β1∂σ
)
E
(
∂2l
∂σ2
)

(θ0,β0=0)
=
1
σ2
 ∑ni=1 a0i ∑ni=1 a0ixT1i ∑ni=1 b0i∑n
i=1 a
0
ix1i
∑n
i=1 a
0
ix1ix
T
1i
∑n
i=1 b
0
ix1i∑n
i=1 b
0
i
∑n
i=1 b
0
ix
T
1i
∑n
i=1 d
0
i
 .
In the last expression we have used the fact that E(fi) = 0 and E(f
2
i ) = σ
2, for example to derive
−E
(
∂2l
∂σ2
)
= −E(− 3σ4
∑n
i=1 f
2
i − 1σ2
∑n
i=1 c
0
i ) =
1
σ2
∑n
i=1 3 + c
0
i =
1
σ2
∑n
i=1 d
0
i . The variance Σ of
the score vector can be obtained by evaluating these expression in θˆ0, the maximum likelihood
estimates under the null.
For the special case when no other covariates than x0 are included in the model, then hij , ai,
bi, ci and di evaluated in xg = 0 does not depend on the index i. Furthermore, the maximum
likelihood estimators αˆ and σˆ2 under the null hypothesis can be found by solving
0 =
1
σ2
n∑
i=1
(yi − α) + 1
σ
nh0
0 = −n
σ
+
1
σ3
n∑
i=1
(yi − α)2 + 1
σ
nh1,
which yields
σˆ2 =
1
n
∑n
i=1(yi − y¯)2
a
,
αˆ = y¯ + σˆh0.
The score vector is given by
S =
1
σˆ2
n∑
i=1
(yi − αˆ)xT0i +
1
σˆ
h0
n∑
i=1
xT0i = a
∑n
i=1(yi − y¯)xT0i
1
n
∑n
i=1(yi − y¯)2
= aS∗,
where S∗ is the score vector derived from a linear regression model for a random sample. Further-
more, the variance of the score vector becomes
Σ =
a
σˆ2
n∑
i=1
x0ix
T
0i −
1
σˆ2
n∑
i=1
x0i
[
a a
] [na nb
nb nd
]−1 n∑
i=1
xT0i
[
a
a
]
=
a2
1
n
∑n
i=1(yi − y¯)2
n∑
i=1
(x0i − x¯0)(x0i − x¯0)T = a2Σ∗,
where Σ∗ is the variance of the score vector derived from a linear regression model for a random
sample. Then T = STΣ−1S = (aS∗)T(a2Σ∗)−1aS∗ = (S∗)T(Σ∗)−1S∗ = T ∗, i.e. equivalent to the
score test statistic derived under the assumption that the we have a random sample and not an
EPS-only sample. This confirms the finding of Tang [2010].
B The EPS-full likelihood and tests
We consider a regression model as in (8). In the EPS-full design we have observed the variables
(Yi,Xei,Xgi) for all individuals i ∈ C and (Yi,Xei) for all individuals i 6∈ C. The genetic covariate
Xg is missing at random (MAR) and we therefore derive the likelihood that ignores the missing-
mechanism [Little and Rubin, 2002]. The joint density of Yi, Xei and Xgi is fYi,Xei,Xgi(yi,xei,xgi).
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The marginal distribution of the observed data is defined by integrating out missing data. In our
case, we have a discrete missing covariate Xgi. For i 6∈ C the variable Xgi is missing such that the
marginal distribution of the observed variables is fYi,Xei(yi,xei; θ) =
∑
xg
fYi,Xei,Xgi(yi,xei,xg).
The likelihood that ignores the missing-mechanism is then
Lign =
∏
i∈C
fYi,Xei,Xgi(yi,xei,xgi)
∏
i 6∈C
∑
xg
fYi,Xei,Xgi(yi,xei,xg)
=
∏
i∈C
fYi|Xei=xei,Xgi=xgi(yi)fXgi|Xei=xei(xgi)fXei(xei)∏
i6∈C
∑
xg
fYi|Xei=xei,Xgi=xg(yi)fXgi|Xei=xei(xg)fXei(xei).
We write fYi|Xei=xei,Xgi=xgi(yi) =
1
σφi, where φi = φ
(
yi−µ(xei,xgi;α,βe,βg,βeg)
σ
)
and φ() is the
standard normal density function. For individuals i 6∈ C, we write φi(xg) to denote
φ
(
yi−µ(xei,xg;α,βe,βg,βeg)
σ
)
. We assume that the distribution of Xg depends on a subset of Xe,
denoted X, and that the sample space of X is discrete and of size J . Furthermore, we assume
that fXgi|Xi=xj (xg) = fXg|X=xj (xg), i.e. that the distribution of genotypes is the same for all
individuals with equal value of X. We assume that the sample space of Xg is discrete and of size
K. The likelihood is then
L ∝
∏
i∈C
1
σ
φi
J∑
j=1
fXg|X=xj (xgi)I(xi = xj)
∏
i 6∈C
K∑
k=1
1
σ
φi(xgk)
J∑
j=1
fXg|X=xj (xgk)I(xi = xj)
The log-likelihood for the EPS-full model can then be written as
l ∝−N log(σ) +
∑
i∈C
log (φi) + J∑
j=1
log
(
fXg|X=xj (xgi)
)
I(xi = xj)

+
∑
i 6∈C
log
 J∑
j=1
K∑
k=1
φi(xgk)fXg|X=xj (xgk)I(xi = xj)

B.1 The score test
We derive the score test for the two-sided null hypothesis H0 : βg = 0 in the model y = α+x
T
e βe+
xTg βg + ε. In this case, the model under the null is simply a linear regression model that can be
fitted with standard methods due to the complete sampling of (yi,xei). In our work with common
genetic variants, we consider genetic variants that can take three possible values (0, 1 or 2). To
obtain a more general result we consider a discrete sample space of Xg of size K. We then have
P (Xg = xgk|X = xj) = pjk for k = 1, . . . ,K − 1 and P (Xg = xgK |X = xj) = 1 −
∑K−1
k=1 pjk,
for j = 1, . . . , J . Let θ0 denote all parameters in the null model (α, βe, σ, and pjk, j = 1, . . . , J ,
k = 1, . . . ,K − 1). For simplified notation, we write fi = yi − α − xTeiβe − xTgiβg and fi(xg) =
yi − α− xTeiβe − xTg βg. We write φi(xg) to denote φ(fi(xg)/σ). We define
hiab =
∑
j
∑
k fi(xgk)
aφi(xgk)fXg|X=xj (xgk)x
b
gkI(xi = xj)∑
j
∑
k φi(xgk)fXg|X=xj (xgk)I(xi = xj)
,
where x0gk = 1, x
1
gk = x
T
gk and x
2
gk = xgkx
T
gk. We also define
h
(j′k′)
iab =
(
fi(xgk′)
aφi(xgk′)x
b
gk′ − fi(xgK)aφi(xgK)xbgK
)
I(xi = xj′)∑
j
∑
k φi(xgk)fXg|X=xj (xgk)I(xi = xj)
.
Note that hi00 = 1. Furthermore, we will use that
hiab(βg = 0) =
∑
j
∑
k fi(βg = 0)
aφi(βg = 0)fXg|X=xj (xgk)x
b
gkI(xi = xj)∑
j
∑
k φi(βg = 0)fXg|X=xj (xgk)I(xi = xj)
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=
∑
j
fi(βg = 0)
a
(∑
k
fXg|X=xj (xgk)x
b
gk
)
I(xi = xj)
=
∑
j
fi(βg = 0)
aE(Xbg|X = xj)I(xi = xj)
Let njk denote the number of individuals i ∈ C for which xi = xj and xgi = xgk.
The first derivatives of the log-likelihood are
∂l
∂α
=
1
σ2
∑
i∈C
fi +
1
σ2
∑
i 6∈C
hi10,
∂l
∂βe
=
1
σ2
∑
i∈C
fix
T
ei +
1
σ2
∑
i 6∈C
hi10x
T
ei,
∂l
∂βg
=
1
σ2
∑
i∈C
fix
T
gi +
1
σ2
∑
i 6∈C
hi11,
∂l
∂σ
= −N
σ
+
1
σ3
∑
i∈C
f2i +
1
σ3
∑
i 6∈C
hi20,
∂l
∂pj′k′
=
nj′k′
pj′k′
− nj′K
1−∑K−1k=1 pj′k +
∑
i 6∈C
hj
′k′
i00 , for j
′ = 1, . . . , J , k′ = 1, . . . ,K − 1,
and the score vector is then given by
S =
∂l
∂βg
(θˆ0,βg = 0)
=
1
σ2
∑
i∈C
fi(θˆ0,βg = 0)x
T
gi +
1
σ2
∑
i6∈C
hi11(θˆ0,βg = 0)
=
1
σ2
∑
i∈C
fi(θˆ0,βg = 0)x
T
gi +
1
σ2
∑
i6∈C
fi(θˆ0,βg = 0)
J∑
j=1
E(Xg|X = xj)I(xi = xj).
Below we have calculated the second derivatives of the log-likelihood and evaluated these under
the null hypothesis (βg = 0). The second derivatives are
∂2l
∂α2
=
1
σ2
∑
i∈C
(−1) + 1
σ2
∑
i 6∈C
(
−hi00 + 1
σ2
hi20 − 1
σ2
h2i10
)
= −N
σ2
+
1
σ4
∑
i 6∈C
(hi20 − h2i10)
βg=0
===== −N
σ2
∂2l
∂α∂βe
=
1
σ2
∑
i∈C
(−xTei) +
1
σ2
∑
i 6∈C
(
−hi00xTei +
1
σ2
hi20x
T
ei −
1
σ2
h2i10x
T
ei
)
= − 1
σ2
N∑
i=1
xTei +
1
σ4
∑
i6∈C
(hi20 − h2i10)xTei
βg=0
===== − 1
σ2
N∑
i=1
xTei
∂2l
∂α∂βg
=
1
σ2
∑
i∈C
(−xTgi) +
1
σ2
∑
i 6∈C
(
−hi01 + 1
σ2
hi21 − 1
σ2
hi10hi11
)
= − 1
σ2
∑
i∈C
xTgi +
1
σ2
∑
i 6∈C
−hi01 + 1
σ4
∑
i 6∈C
(hi21 − hi10hi11)
βg=0
===== − 1
σ2
∑
i∈C
xTgi −
1
σ2
∑
i∈C
J∑
j=1
E(Xg|Xe = xej)TI(xi = xj)
∂2l
∂α∂σ
= − 2
σ3
∑
i∈C
fi − 2 1
σ3
∑
i 6∈C
hi10 +
1
σ5
∑
i 6∈C
(
1
σ3
hi30 − hi20hi10
)
βg=0
===== − 2
σ3
N∑
i=1
fi(0)
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∂2l
∂α∂pj′k′
=
1
σ2
∑
i6∈C
(
h
(j′k′)
i10 − h(j
′k′)
i00 hi10
)
βg=0
===== 0
∂2l
∂βTe βe
=
1
σ2
∑
i∈C
(−xeixTei) +
1
σ2
∑
i6∈C
xei
(
−hi00xTei +
1
σ2
hi20x
T
ei −
1
σ2
h2i10x
T
ei
)
= − 1
σ2
N∑
i=1
xeix
T
ei +
1
σ4
∑
i 6∈C
(
hi20 − h2i10
)
xeix
T
ei
βg=0
===== − 1
σ2
N∑
i=1
xeix
T
ei
∂2l
∂βTe βg
=
1
σ2
∑
i∈C
(−xeixTgi) +
1
σ2
∑
i6∈C
xei
(
−hi01 + 1
σ2
hi21 − 1
σ2
hi10hi11
)
= − 1
σ2
∑
i∈C
xeix
T
gi −
1
σ2
∑
i 6∈C
xeihi01 +
1
σ4
∑
i 6∈C
xei (hi21 − hi10hi11)
βg=0
===== − 1
σ2
∑
i∈C
xeix
T
gi −
1
σ2
∑
i6∈C
xei
J∑
j=1
E(Xg|Xe = xej)TI(xi = xj)
∂2l
∂βTe σ
= − 2
σ3
∑
i∈C
fix
T
ei −
2
σ3
∑
i 6∈C
hi10x
T
ei +
1
σ5
∑
i6∈C
(
hi30x
T
ei − hi20hi10xTei
)
βg=0
===== − 2
σ3
N∑
i=1
fi(0)x
T
ei
∂2l
∂βepj′k′
=
1
σ2
∑
i6∈C
hj
′k′
i10 x
T
ei − hj
′k′
i00 hi10x
T
ei
βg=0
===== 01×|xe|
∂2l
∂βTg βg
=
1
σ2
∑
i∈C
(−xgixTgi) +
1
σ2
∑
i6∈C
(
−hi02 + 1
σ2
hi22 − 1
σ2
hTi11hi11
)
= − 1
σ2
∑
i∈C
xgix
T
gi −
1
σ2
∑
i 6∈C
hi02 +
1
σ4
∑
i 6∈C
(
hi22 − hTi11hi11
)
βg=0
===== − 1
σ2
∑
i∈C
xgix
T
gi −
1
σ2
∑
i6∈C
J∑
j=1
E(XgX
T
g |X = xj)I(xi = xj)
+
1
σ4
∑
i6∈C
fi(0)
2
J∑
j=1
(
E(XgX
T
g |X = xj)− E(Xg|X = xj)E(Xg|X = xj)T
)
I(xi = xj)
= − 1
σ2
∑
i∈C
xgix
T
gi −
1
σ2
∑
i 6∈C
J∑
j=1
E(XgX
T
g |X = xj)I(xi = xj)
+
1
σ4
∑
i6∈C
J∑
j=1
fi(0)
2Var(Xg|X = xj)I(xi = xj)
∂2l
∂βgσ
= − 2
σ3
∑
i∈C
fix
T
gi −
2
σ3
∑
i 6∈C
hi11 +
1
σ5
∑
i6∈C
(hi31 − hi20hi11)
βg=0
===== − 2
σ3
∑
i∈C
fi(0)x
T
gi −
2
σ3
∑
i 6∈C
fi(0)
J∑
j=1
E(Xg|Xe = xej)TI(xi = xj)
∂2l
∂βgpj′k′
=
1
σ2
∑
i6∈C
hj
′k′
i11 − hj
′k′
i00 hi11
βg=0
=====
1
σ2
∑
i 6∈C
fi(0)(x
T
gk′ − xTgK)I(xi = xj′)
∂2l
∂σ2
=
N
σ2
− 3
σ4
∑
i∈C
f2i −
3
σ4
∑
i 6∈C
hi20 +
1
σ6
∑
i 6∈C
(
hi40 − h2i20
) βg=0
=====
N
σ2
− 3
σ4
N∑
i=1
fi(0)
2
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∂2l
∂σpj′k′
=
1
σ3
∑
i6∈C
hj
′k′
i20 − hj
′k′
i00 hi20
βg=0
===== 0
∂2l
∂p2j′k′
= −nj′k′
p2j′k′
+
nj′K(
1−∑K−1k=1 pj′k)2 −
∑
i 6∈C
(hj
′k′
i00 )
2 βg=0===== −nj′k′
p2j′k′
+
nj′K(
1−∑K−1k=1 pj′k)2
∂2l
∂pj′k′′pj′k′
=
nj′K(
1−∑K−1k=1 pj′k)2 −
∑
i 6∈C
hj
′k′
i00 h
j′k′′
i00
βg=0
=====
nj′K(
1−∑K−1k=1 pj′k)2
∂2l
∂pj′′k′pj′k′
=
∂2l
∂pj′′k′′pj′k′
= 0.
To simplify notation, let pj = (pj1, . . . , pjK−1), j = 1, . . . , J , and let p = (p1, . . . ,pJ) be a
vector of length J(K − 1). We then write
∂2l
∂βTg p
=
[
∂2l
∂βTg p1
. . . ∂
2l
∂βTg pJ
]
,
and similarly for other derivatives with respect to pjk. We let θ
′
0 denote the parameters (α,βe, σ).
We use the observed information matrix (evaluated in θˆ0 and βg = 0) as an estimate for the true
information matrix under the null, i.e Iˆ = Io(θˆ0,βg = 0). An estimate of the variance of S is then
given by
Σˆ = Iˆβg,βg − Iˆβg,θ0 Iˆ−1θ0,θ0 Iˆθ0,βg ,
where
Iˆβg,βg = −
∂2l
∂βTg βg
∣∣∣∣
(θˆ0,βg=0)
Iˆθ0,βg = −

∂2l
∂αβg
∂2l
∂βTe βg
∂2l
∂σβg
∂2l
∂pTβg

(θˆ0,βg=0)
=
[
Iˆθ′0,βg
Iˆp,βg
]
,
Iˆθ0,θ0 = −

∂2l
∂α2
∂2l
∂α∂βe
∂2l
∂α∂σ
∂2l
∂α∂p
∂2l
∂βTe ∂α
∂2l
∂βTe βe
∂2l
∂βTe ∂σ
∂2l
∂βTe ∂p
∂2l
∂α∂σ
∂2l
∂σ∂βe
∂2l
∂σ2
∂2l
∂σ∂p
∂2l
∂pT∂α
∂2l
∂pT∂βe
∂2l
∂pT∂σ
∂2l
∂pTp

(θˆ0,βg=0)
=
[
Iˆθ′0,θ′0 0
0 Iˆp,p
]
.
The variance estimate Σˆ can then be written as
Σˆ = Iˆβg,βg − Iˆβg,θ′0 Iˆ−1θ′0,θ′0 Iˆθ′0,βg − Iˆβg,pIˆ
−1
p,pIˆp,βg ,
Under the null, the estimates of pjk are simply pˆjk = njk/Nj where Nj is the number of
individuals with xi = xj , and estimates of θ
′
0 can be found by fitting a linear regression model to
the completely observed data (Y = α + xTe βe + ε) using standard methods. A recent paper by
Derkach et al. [2015] presents a further simplified expression for Σˆ. We present the calculations
used to come to their expression here. We have
Iˆp,p = Diag(A1, . . . , AJ),
where each block matrix Aj , j = 1, . . . , J is a (K − 1)× (K − 1) matrix with diagonal elements
(Aj)kk =
njk
pˆ2jk
− njK(
1−∑K−1k′=1 pˆjk′)2
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and off-diagonal elements
(Aj)kk′ = − njK(
1−∑K−1k=1 pˆjk)2 , k 6= k
′, and k, k′ = 1, . . . ,K − 1.
Note that Aj equals the observed information matrix for the multinomially distributed variable
Xg|X = xj ∼ (pj1, . . . , pjK ;Nj), where pjK = 1 −
∑K−1
k=1 pjk. The inverse of this matrix (A
−1
j )
is then the estimated covariance matrix for the maximum likelihood estimators of the parameters
pj1, . . . , pj(K−1). The MLE for pjk is pˆjk = Njk/Nj , where Njk is the number of outcomes of type
k of Nj trials. Then,
(A−1j )kk = Var(pˆjk) =
1
N2j
Var(Njk) =
1
Nj
pjk(1− pjk)
(A−1j )kk′ = Covar(pˆjk, pˆjk′) =
1
N2j
Covar(Njk, Njk′) =
1
Nj
pjkpjk′
for k 6= k′ and k, k′ = 1, . . . ,K − 1. Then
Iˆβg,pIˆ
−1
p,pIˆp,βg =
[
∂2l
∂βTg p1βg
· · · ∂2l∂βTg pJβg
]
(θˆ0,βg=0)
Diag(A−11 , . . . , A
−1
J )

∂2l
∂pT1 βg
...
∂2l
∂pTJβg

(θˆ0,βg=0)
=
J∑
j=1
∑
i 6∈C
fi(θˆ0,βg = 0)I(xi = xj)
2αTj A−1j αj
=
J∑
j=1
∑
i 6∈C
fi(θˆ0,βg = 0)I(xi = xj)
2 Var(Xg|X = xj)
where (αj)k = −(xTgk − xTgK), k = 1, . . . ,K − 1, and we have used the fact that αTj A−1j αj =
Var(Xg|X = xj). Under H0, Var(Xg|X = xj) can be estimated by the sample variance of complete
observations i ∈ C.
B.2 The likelihood ratio test
For the EPS-full design, we use the likelihood ratio test for testing for gene-environment interactions
H0 : βeg = 0. Let θˆ denote the maximum likelihood estimator of the parameters α,βe,βg,βeg, σ
under the alternative hypothesis, and let θˆ0 denote the corresponding maximum likelihood estima-
tor under the null model (βeg = 0). Note that under both the null and the alternative, the MLEs
must be found by optimizing the EPS-full log-likelihood. The likelihood ratio test statistic is then
given by
λ = 2(l(θˆ)− l(θˆ0)),
and under the null hypothesis λ is χ2-distributed.
C Confounding effects in the HUNT data
We use the VO2 data to illustrate the issue of confounding effects in the EPS-full likelihood
specifically, and association studies in general. This also highlights the importance of developing
models and tests for genetic effects where non-genetic environmental covariates xe are included.
In the VO2 data, we observed confounding effects between genotypes of some SNPs, sex and VO2.
Some of the SNPs in the data have genotypes that are highly correlated with sex. Sex has a strong
effect on VO2, so that spurious results were found when sex was not included as a covariate in
the regression model. The effect of sex on oxygen uptake was then mediated through the genetic
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variants. We have illustrated this in Figure 4. The plot Full 1 shows the − log10(p)-values for the
full sample when the covariate xsex was not included in the model, while the plot Full 2 shows the
results when xsex was included. The 30 smallest p-values for the first model are marked red in both
plots. We see that including sex as a covariate removed the false positives due to confounding. In
Figure 4 we have also presented results for the EPS-full model when xsex was not included as a
covariate and Xg was not assumed dependent upon xsex (EPS-full 1), the EPS-full model when
xsex was included as a covariate but Xg was not assumed dependent upon xsex (EPS-full 2) and
finally when confounding effects were accounted for by including xsex as a covariate and letting
the distribution of Xg be different between men and women (EPS-full 3). The top 30 findings
in the first EPS-full model are marked blue in all three plots. We see that the EPS-full model
is more sensitive to false positives due to confounding, compared to the full model. In EPS-full
confounding must be accounted for both as a covariate in the linear model, as well as in the
(unknown) distribution of the genetic variants.
Figure 4: Manhattan-plots for testing each SNP in chromosome 1 against VO2 for the full model (all
N study participants analyzed) without including sex as a covariate in the regression model (Full
1) and when including sex as a covariate in the regression model (Full 2). Red points illustrate top
30 findings in Full 1. Manhattan-plots for the same test in the EPS-full setting (N participants
analyzed of which only n = N/2 most extreme participants had observed genotypes) without
including sex as a covariate in the regression model or accounting for sex in models of genotype
distributions (EPS-full 1), including sex as a covariate in the regression model but not accounting
for sex in models of genotype distributions (EPS-full 2), and including sex as a covariate in the
regression model and accounting for sex in models of genotype distributions (EPS-full 3). Blue
points illustrate top 30 findings in EPS-full 1.
D Power estimates under MCAR
Under the assumption that n out of N individuals in a population can be genotyped, a reasonable
alternative to extreme sampling is random sampling. Throughout this paper, we compared the
power of different tests for both extreme and random samples with equally many genotyped indi-
viduals. We considered random samples of size n where no information was known for the N − n
individuals that were not sampled for genotyping. However, as with extreme samples, random
samples (RS) can also come in two types. We refer to these as RS-only and RS-full. The RS-
only sample consists of observations (yi,xei,xgi) for the genotyped individuals that were randomly
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βg RS-only RS-complete σ RS-only RS-complete q RS-only RS-complete
0.3 36.18 36.26 6 76.43 76.51 0.1 42.16 42.28
0.5 76.03 76.08 8 51.82 51.92 0.2 65.61 65.73
0.7 96.34 96.37 10 36.16 36.20 0.3 76.09 76.14
Table 6: Estimated power to detect a non-null genetic effect (H0 : βg = 0) in simulation model (5)
for different values of βg, σ and minor allele frequency q.
Figure 5: Manhattan-plot for testing each SNP in chromosome 1 against VO2 in two random
sampling models; RS-only (n = N/2 randomly drawn participants analyzed), and RS-full (N par-
ticipants analyzed of which only n = N/2 randomly drawn participants had observed genotypes).
chosen, as used in our analysis. This sample can be analyzed with standard methods for linear
regression due to the MCAR (missing completely at random) criterion. The RS-complete sample
consists of observations (yi,xei,xgi) for the randomly chosen genotyped individuals, as well as
observations (yi,xei) for the remaining individuals. For this sample the EPS-full likelihood can be
used for model inference.
In section 5.1 of the main paper we considered extreme exposure sampling. Then the interest
was on the interaction term xe2xg and n individuals were genotyped due to extreme values of xe2.
Since xe2 can be regarded as a constant for the models considered here, the missing-mechanism
is also here MCAR. Therefore, the following discussion can explain why the EES-full design was
found to be only slightly better than the EES-only design.
White and Carlin [2010] considered a regression model with several covariates, where one co-
variate (X1) had a MCAR structure. They considered the difference between a complete case (CC)
approach (only individuals with observations of X1 were analyzed) and a maximum likelihood (ML)
approach that took into account all available information. They showed that for estimating the
coefficient β1 of X1, the variance in the estimate βˆ1 was lower in the ML setting than in the CC
setting, when the partial correlation of Y and X1 given all other covariates was nonzero, i.e. when
the covariate X1 was independently associated with Y . Then the power to detect a non-zero effect
of some SNP should be greater in an RS-full sample than in an RS-only sample. We evaluated
this in our main-effects simulation model (5). Using the same simulation set-ups as in the main
paper, the power estimates for RS-only and RS-complete were almost identical, as shown in Table
6. The RS-full method was only marginally more powerful than the RS-only method. Recall that
the genetic effect size (βg) was chosen to be very low in our simulations. For a particular data set
simulated from model (5), the partial correlation of y and xg, given xe1 and xe2 was 0.05, while
the partial correlation of y and xe1, given xg and xe2 was 0.64. Because the partial correlation of
the genetic variant and the response is close to zero, by the results of White and Carlin [2010] the
difference between a method that only includes the complete cases (RS-only) and a method that
includes all cases (RS-complete) is negligible. To check this results in real data, we test the VO2-
data using the RS-only and RS-full methods. The corresponding Manhattan plots are presented
in Figure 5. We see that the results from RS-full method are very similar to the RS-only method.
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