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Sum m ary
Our objective in this thesis is to develop a method for establishing an object recognition 
system based on the matching of image regions. A region is segmented from image 
based on colour homogeneity of pixels. The method can be applied to a number of 
computer vision applications such as object recognition(in general) and image retrieval. 
The motivation for using regions as image primitives is that they can be represented 
invariantly to a group of geometric transformations and regions are stable under scaling.
We model each object of interest in our database using a single frontal image. The 
recognition task is to determine the presence of object(s) of interest in scene images. 
We propose a novel method for affine invariant representation of image regions in the 
form of Attributed Relational Graph (ARG). To make image regions comparable for 
matching, we project each region to an affine invariant space and describe it using a set 
of unary measurements. The distinctiveness of these features is enhanced by describing 
the relation between the region and its neighbours. We limit ourselves to the low order 
relations, binary relations, to minimise the combinatorial complexity of both feature 
extraction and model matching, and to maximise the probability of the features being 
observed. We propose two sets of binary measurements: geometric relations between 
pair of regions, and colour profile on the line connecting the centroids of regions. We 
demonstrate that the former measurements are very discriminative when the shape 
of segmented regions is informative. However, they are susceptible to distortion of 
regions boundaries as a result of severe geometric transformations. In contrast, the 
colour profile binary measurements are very robust.
Using this representation we construct a graph to represent the regions in the scene 
image and refer to it as the scene graph. Similarly a graph containing the regions of 
all object models is constructed and referred to as the model graph. We consider the 
object recognition as the problem of matching the scene graph and model graphs. We 
adopt the probabilistic relaxation labelling technique for our problem. The method is 
modified to cope better with image segmentation errors. The implemented algorithm 
is evaluated under affine transformation, occlusion, illumination change and cluttered 
scene. Good performance for recognition even under severe scaling and in cluttered 
scenes is reported.
K ey  words; Region Matching, Object Recognition, Relaxation Labelling, Affine In­
variant
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Chapter 1
Introduction
Every day we recognise a multitude of familiar and novel objects. We do this with 
little effort, despite the fact that these objects may vary somewhat in form, colour, 
texture, etc. Objects are recognised from many different vantage points (from the 
front, side, or back), in many different places, and in different sizes. Objects can even 
be recognised when they are partially obstructed from view. Nevertheless, although 
object recognition has been one of the prime goals in the computer vision, a generic 
solution has not yet been found.
The object recognition problem is inherently difficult not only because of the om­
nipresent noise but also due to a host of other factors which are intrinsic to the process 
of object sensing using imaging techniques. These factors include geometric transfor­
mation of the measurements as a result of changing view point, geometric distortion 
due to the imperfection of the imaging optics, occlusion and clutter, 3D nature of ob­
jects and last but not least, the lack of object specificity. In this thesis we shall not 
be concerned with the last issue which raises the question how generic classes of ob­
jects, for example a chair, should be represented so that any member of a class can 
be easily recognised even if it has never been seen by the vision system before. This 
is the subject of research in the domain of syntactic, structural and functional object 
modelling[43][65]. Instead our objective is to recognise each specific object using its 
model in the database. In the object recognition literature this approach is called the 
model-based recognition[18].
Chapter 1. Introduction
1.1 M odel-based  ob ject recognition
A model-based object recognition method involves two main problems: object repre­
sentation and matching[75][14]. The first problem raises two questions: How do we 
represent a 3D object? (oôjeci modelling) and what features should be extracted from 
object in the scene image to characterise it!{image representation). The way that 
an object is modelled and its image is represented must be closely related, otherwise 
establishing a correspondence between scene features and object models becomes a 
challenging problem. The second problem is concerned with matching^ i.e. methods 
for establishing a correspondence between scene features and object models.
In early model-based methods an object is modelled based on its 3D nature[59] (using 
a 3D model). The main advantage of this class of representations is that it provides an 
exact description of the object. But there are two main drawbacks for this approach. 
First matching of 3D models to 2D observed images is a challenging task and always 
very expensive. Second it is very difficult to obtain such 3D model for a real object 
automatically.
In recent years, there has been growing interest in modelling 3D objects with informa­
tion derived from a set of 2D views[68][71]. In this approach instead of representing 
an object by a 3D model, the system is trained to learn appearance of object using a 
large number of object images. This object modelling obviates the need for the con­
struction of a 3D model. As a result, a wide class of objects can be modelled by this 
approach[70]. More importantly, the matching task in these methods does not involve 
the projection of features from 3D model to 2D image. Despite these advantages, there 
is one drawback to this object modelling approach, namely the need for a relatively 
large number of object images. In fact to model an object properly any source of varia­
tion (pose, illumination etc) has to be learnt by the system through relevant examples 
of object views[68][7I]. Apart from a large memory space required for storing this form 
of information, in many applications, access to objects for grabbing the set of images 
is not possible.
An elegant solution to these problems, which allows the representation of an object 
using a single or a few object views, is offered by invariant features[81][60]. In the
1.1. Model-based object recognition
(a) (b)
(c) (d)
Figure 1.1: (a,b) Frontal views of two objects for modelling. (c,d) Two images of the 
objects given for test.
methods using this approach an object image, whether used as the object model or taken 
from scene, is often represented in a similar way. In this regard, the object recognition 
becomes the problem of finding a correspondence between features extracted from an 
object in a scene image and those of a model in the database. The invariants make the 
process of matching manageable for these methods. We adopt this approach for object 
representation in this thesis.
In our method each object of interest is modelled using only an image of its frontal 
view. We assume that an object of interest in the scene is viewed so that at least a 
part of the object face used for modelling is visible. Fig 1.1 shows example images of 
two objects. In our work we assume that objects might be occluded or surrounded by 
clutter. We consider object recognition as the problem of establishing a correspondence 
between the object in a scene image and its model in the database.
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In process of image formation, we assume that the dimensions of an object are relatively 
small compared with the distance between the imaging system and the object. This 
allow us to approximate the transformation between two images of an object by affine. 
In our representation an image of object is considered as a collection of its surface 
patches which are segmented based on colour homogeneity of pixels. These segmented 
regions play the role of image primitives for our method.
Two factors motivated us to use regions for image matching. First the image regions can 
be invariantly represented to a group of geometric transformations. This is a challenging 
task for other existing methods which attempt to represent an object image using affine 
invariant neighbourhoods[91][10j. Second, regions segmented from an object are robust 
to image scaling.
We take the view that objects can be represented as a union of planar surfaces. This 
modelling is completely appropriate for the recognition of polyhedral objects as well as 
objects which include some planar patches in their surfaces. Furthermore, the method 
is applicable to non-planar objects in the cases when the deviation from planarity of an 
object face can be absorbed into other geometric distortions. This is the assumption on 
which the invariance to affine transformations in the existing methods is based[10][91]. 
Unlike these methods, we apply affine constraints to image primitives (regions) locally. 
This enables our method to better tolerate deviations from the planarity of object 
surfaces.
In this thesis we propose a novel method for representing an image using its constituents 
regions. The novelty of this representation lies in the way that image regions are 
normalised and the relations between pair of regions are described. To make regions 
comparable in different images of an object we project each image region into an affine 
invariant space. For an affine invariant representation of a  region we employ its low 
order moments to reduce the reliance on salient points on the region boundary as the 
extraction of such points is subject to errors.
In contrast to methods which attem pt to establish the correspondence between indi­
vidual image primitives, we involve the context conveyed by neighbourhoods of two 
regions being matched. Accordingly we describe each region individually using a set
1.2. Contributions
of features referred to as unary measurements. The relations between each region and 
oiie of its neighbours are captured by a set of binary measurements. Finally we rep­
resent this structural data, the normalised regions and their relation, in the form of 
Attributed Relational Graph. Using this image representation we construct a graph to 
represent scene content referred to as the scene graph. For representing object models, 
we introduce the idea of accumulation of all models in the form of a single graph called 
the model graph. Our objective in the matching stage is to find the object model(s) 
which best match part(s) of the scene image. This will result in identifying the objects 
present in the scene.
In conventional methods, the matching between the scene and one of the model candi­
dates is considered at a time. There are a number of problems with such an approach, 
for instance when objects with similar appearance are present in the database a scene 
region is likely to match regions from more than one object model. This problem is 
prevented by matching scene against all object models simultaneously. In this case 
each scene region matches at most one region of the whole model database.
Having provided the graphs associated with the scene and the object models, to inter­
pret the scene content, we match these two graphs using the probabilistic relaxation 
labelling technique. We use the method of Christmas et al[21] and adapt it to our 
problem. This adaptation is needed because of the structures in the scene and model 
graph which are not supported by the original technique (Chapter 4).
To increase the robustness of our representation to more challenging affine transfor­
mations ( significant scaling and/or viewing from the sides) the reliance on shape in­
formation is reduced. Instead we define new binary measurements which describe the 
relation between a pair of regions by characterising image along the line connecting the 
centroids of the pair of regions.
1.2 C ontributions
The main contribution of the thesis are as follows.
• We propose a novel affine invariant normalisation for image regions. The trans-
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formation enables us to describe image regions in terms of a set of affine invariant 
unary and binary measurements. In this representation the entire set of nor­
malised regions in an image is represented in the form of Attributed Relational 
Graph.
• We introduce the idea of accumulation of object models in one graph. This is 
unlike in conventional matching methods which perform the matching between 
the scene and one of the model candidates at a time. This representation enables 
us to reduce the ambiguity caused by the presence of similar objects in the scene.
• We propose two matching techniques which are applicable to graphs with multi­
ply represented nodes [3] [7] [2]. We experimentally demonstrate that unlike the 
methods using the global constraints, our matching method prevents the propa­
gation of errors throughout the image [49].
• We introduce the idea of label pruning to reduce the complexity of matching.
In our proposal the label pruning is performed both before the relaxation la­
belling process and after each iteration [7]. A further gain in speed is achieved 
by performing the label pruning at a higher level so called model pruning. For 
this purpose we consider the colour structure as a criterion to prune out object 
models dissimilar to the scene image from the hypothesised list [4] [8].
• We recorded a databases of colour objects, SOIL47, many of them with planar 
surfaces. This is a requirement of many methods which extract affine invariant 
descriptors from the image. Using this database an object recognition method can 
be evaluated for a wide range of affine transformations, occlusion and illumination 
changes.
• An extensive experimental evaluation of our method on a wide range of affine 
transformations, occlusion, illumination change and in cluttered scene is carried 
out [7].
• We introduce binary measurements which are robust to segmentation problems [5] [6].
• We define an affine invariant neighbourhood for each region using its second order 
moments.
1.3. . Outline o f the thesis
1.3 O utline o f th e thesis
Now, we sketch the content of the thesis and of each of the individual chapters.
In Chapter 2 we overview a number of object recognition methods which are most 
relevant to our approach. The view-based object recognition methods are broadly 
classified into three classes. The drawbacks and advantages for each class from both 
representation and matching points of views are discussed. Finally some solutions for 
the addressed problems are suggested.
The object representation used in our method is proposed in Chapter 3. Two main 
motivations for using regions as image primitives are stated. The desired characteristics 
of an image segmentation method for our purposes are postulated. Accordingly, the 
region growing method which satisfies these characteristics is adopted. We propose a 
method for projecting an image region into an affine invariant space. The objective of 
this method is to reduce reliance on salient points extracted from the region boundary. 
Using this method we normalise regions of an image and then represent them in the form 
of Attributed Relational Graph(ARG). A number of unary and binary measurements 
are defined by which each region individually and in connection with its neighbours 
is described. Using the above method, two graphs(scene and model graph) associated 
with scene image and object models are constructed.
For recognising objects in the scene, the problem of matching the scene graph against 
the model graph is addressed. In Chapter 4 we start with overviewing the most repre­
sentative approaches to graph matching. Among them the probabilistic relaxation la­
belling method [21] is adopted. We address the shortcomings of the original method [21] 
in the context of our matching problem. Accordingly two modifications of the proba­
bilistic relaxation labelling method are proposed. In the first approach we adapt the 
relaxation labelling technique to the problem in which nodes in one of two graphs under 
match are multiply represented. In the second, we introduce a distance measure for 
detecting the best representation for nodes in the scene graph. Accordingly the match­
ing problem is divided into two sub-problems: detecting the best representation of each 
scene node and using the relaxation technique to update the labelling probabilities. In 
this method we also introduce label pruning to reduce the complexity of the matching
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problem. Finally, these two matching approaches are tested in a real scenario.
We present an object recognition system based on the representation proposed in Chap­
ter 3 and matching using the Best Representation In LabeUing(J5iîJL). In Chapter 5 we 
evaluate the performance of BRIL under affine transformations, occlusion, illumination 
change and in the presence of clutter. In order to reflect the assumptions behind the 
method, a database, called SOIL47^ consisting of coloured objects with planar surfaces 
is constructed for the test. We design three experiments on SOIL47 to test BRIL under 
affine transformation, occlusion and illumination change separately. Finally in another 
experiment we test BRIL for cluttered scenes using the Traffic Sign database.
The philosophy behind representation and matching proposed in this research is to fo­
cus on local consistency of interpretation rather than the global constraints. In Chapter 
6 we experimentally demonstrate that for inexact matching, in the presence of clutter 
or segmentation imperfections, relying on local constraints gives better matching re­
sults than when the global consistency is imposed. For this purpose we compare our 
matching method with the alignment and geometric hashing. We test these methods 
on SOIL47 and Traffic Sign databases. The superiority of BRIL in these experiments 
is demonstrated.
In Chapter! we investigate the enhancement of BRIL from two respects: robustness 
to boundary distortions and speed. In the first part two problems for recognition 
using BRIL under significant scaling and/or viewpoint changes are addressed: the 
distortion of region boundaries and the changes of neighbourhood size. To cope with 
the first problem we proposed a new representation in which the reliance on shape 
of regions is reduced. For this purpose we introduce two Loose Affine Constraints as 
binary relations between a pair of regions, so the method is called LAC. For the second 
problem we define an affine invariant neighbourhood at each image region by measuring 
the Mahalanobis distance from its centroid to the centroids of neighbouring regions. We 
experimentally demonstrate that this new neighbourhood is much more stable than the 
k-nearest neighbourhood used in BRIL, particularly under scaling. Two experiments 
are conducted to evaluate the performance of the new recognition method (LAC) on 
SOIL47 and the Traffic Sign.
1.4. Conclusion
In the second part of Chapter 7 we investigate how model pruning can improve the 
speed in our recognition method. Accordingly a new object recognition system based 
on LAG and the Multimodal Neighbourhood Signature (MNS) method is proposed, so 
called MNS-LAC. We test MNS-LAC on the SOIL47 database. Using the experimental 
results we demonstrate that a considerable gain in matching speed is achieved.
Chapters contains two parts. In the first part we investigate how the distinctiveness of 
the binary measurements in LAG can be increased. For this purpose we introduce a bi­
nary measurement which characterises the image along the line connecting the centroid 
of a pair of regions. Using the proposed measurement we implemented a recognition 
system referred to as Profile-based Attributed Relational Graph {P-ARGOR). We de­
sign two experiments to compare the performance of P-ARGOR with our previous 
methods(-SjR/L and LAC). These experiments are carried out on the SOIL47 and the 
GOILIOO databases. Through these experiments we show the superiority of P-ARGOR 
to the other two methods particularly for severe scaling and when an object is viewed 
from the sides.
In the second part of this chapter we compare this new representation (P-ARGOR) with 
the image representation in the method of Tuytelaars et al[95j referred to as AIFOR 
(Affine Invariant Feature Object Recognition). To make this comparison meaningful the 
same source of information for both methods is provided. We design two experiments to 
compare these two methods. The experiments are carried out on SOIL47 and GOIL20. 
We show that P-ARGOR is superior to AIFOR, particularly under significant scaling. 
The test on the GOIL20 database shows that P-ARGOR is less sensitive than the 
AIFOR to deviations from surface planarity.
1.4 C onclusion
The objective of a model-based object recognition method was defined. We classified 
the methods in this class into three categories: 3D modelling, appearance learning 
and representation based on invariant features. The motivation for using regions for 
image matching was discussed. We introduced our object recognition approach based
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on affine invariant representation of image regions. The main contributions of our work 
were listed. Finally we summarized the contents of the thesis.
Chapter 2
The literature review
2.1 In troduction
In this chapter we briefly overview the most relevant object recognition approaches 
reported in the literature. In this overview we specifically consider the approaches, 
which aim to model a 3D object using its 2D view(s), referred to as view-based methods. 
The view-based methods are classified into three categories: feature-based, appearance- 
based and local descriptor methods. The main advantages and disadvantages of each 
approach from the representation and matching points of view will be discussed. In 
Section 2.7 we will draw the chapter to conclusion.
2.2 O bject recogn ition  in com puter vision
Recognising objects has been the principal goal of computer vision since its inception. 
The problem of object recognition can be addressed in different ways. A group of 
methods have been developed to recognise generic classes of objects. An object in these 
methods should be represented so that any member of its class could easily be recognised 
even if it has never been seen by the vision system before. This is the subject of research 
in the domain of syntactic, structural and functional object modelling[43][65]. Here we 
are not concerned with this recognition problem.
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Another group of recognition methods model an object using its 3D nature[15][14]. The 
problem of object recognition lies in matching the content of an object image and 3D 
model of the object. The matching can be performed by the projection of features 
from the 3D model ( lines, circular segments etc.) to the 2D image of object[59]. As an 
alternative solution to the problem, the model of object can be represented using 3D 
volumetric primitives the projections of which are sought in the object image[26j. The 
construction of 3D models is restricted to the class of simple objects and consequently 
the methods in this category are not applicable to recognising general objects which 
may have the same shape but different surface texture.
In this research we focus on the problem of object recognition using 2D views referred 
to as the view-based approach. Methods in this category model a 3D object using its 
2D images. At a first glance it may seem surprising that a small number of object views 
are enough to represent 3D objects. But both psychological evidence and theoretical 
considerations support this hypothesis. In particular, Ullman and Basri in their seminal 
paper[97] proved that any view of a 3D object can be synthesised as a linear combination 
of a small number of object views.
A view-based object recognition involves two major problems, namely that of object 
representation and the closely related problem of object matching[18j. The represen­
tation involves two problems: modelling of objects and modelling the content of an 
image given for analysis. The two representations should be closely related to facilitate 
the matching process. One of the objectives of object modelling is to minimise the 
number of views required to represent an object. This depends on the complexity of 
the object and the methodology used for modelling. In [97], the authors showed that 
by interpolating three views of a rigid object whose contours are defined by tangent 
surface discontinuity, a fourth view can be composed. They showed that even for a 
smooth object collection, six object views are sufficient for interpolation. The view- 
based object recognition methods can be broadly classified into two categories[75]: 
feature based[I05] and appearance based[68] methods. In the next two sections we 
briefly review recognition methods in these two classes.
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2.3 Feature based m ethod s
The feature based methods represent an image of an object, using local features. These 
features are often chosen among relatively simple image primitives (e.g interest points, 
lines), as such features can be reliably detected in complex images. The objective in 
these methods is to find correspondence between two images of an object: the object 
model and the object in a scene, by finding the transformation which maps features from 
model image to the scene plane. The geometric transformation between the two image 
planes is determined by establishing the correspondence between a minimum number of 
image primitives detected in the images. For instance by assuming that the geometric 
transformation is affine, the correspondence of three points suffices to determine the 
parameters for this transformation. The minimum set of image primitives required for 
determining the transformation between the planes is called the basis.
In the so-called alignment technique[46] [47], for each candidate object in the scene, 
all possible transformations between the scene and the object model are hypothesised 
by considering all the bases extracted from one image and pairing them with those 
extracted the other image. In the verification process, the transformation which gives 
the best match between features from the scene and the model determines the identity 
and the pose of the object in the scene. The main drawback of the alignment method is 
that the verification process is time consuming as there are many hypotheses to check.
In the Hough transform[40] and geometric hashing[106] a considerable number of hy­
potheses are rejected before the verification process. The representation stage in the 
Hough transform[40] is similar to the alignment technique except that each hypothe­
sised transformation between the scene and an object model is mapped into a para­
metric space. A peak in the space is indicative of a coherent support for a particular 
hypothesis[40]. Geometric hashing[106] offers an alternative technique which benefits 
from off-line model processing. For model representation, using each image basis (three 
points) taken from an object model in the database, an affine coordinate system is con­
structed and then all other points in the image are expressed in this coordinate system. 
The new coordinates are then used as entry keys to a hash table and in the correspond­
ing bin the identity of the model and basis from which the coordinate is computed are
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recorded. During the recognition, each basis in the scene is considered as an affine 
frame and the coordinates of other points respecting this basis are computed. For each 
new coordinate the appropriate entry in the hash table is checked and for every record 
(model, basis) appearing there, a vote is given. A model-basis with a high number of 
votes in the hash table is used to find a candidate transformation between the scene 
and the candidate model.
Similarly to the two previous approaches, candidate transformations have to pass a 
verification stage. Considering the filtering stages in both the Hough transform and ge­
ometric hashing, these methods are faster than the alignment method. However the suc­
cess of the Hough transform and geometric hashing is largely dependent on the ability 
to extract features accurately [36]. In a more recent work, Rigoutsos and Hummel[79] 
used a probabilistic voting scheme to reduce the noise sensitivity of the early geo­
metric hashing method. In [105], Wolfson et al proposed the use of more distinctive 
features as such lines and concavity entrance points. Procter and Illingworth[76] used 
triplets of connected edges instead of triplets of points used in the original method[106]. 
Although using more discriminative features reduces the rate of false positives, such 
features are only detectable in images of specific classes of objects[76]. Their method 
is only applicable for the recognition of polyhedral objects.
In summary, the feature-based methods have two major advantages. First the use 
of geometric constraints enables these methods to recognise an object using a single 
image or its few dominant views. Second the reliance on local features makes them 
robust to occlusion and scene clutter. From the negative side, a common criticism of 
these matching approaches is that a small error in the extraction of the transforma­
tion parameters may result in a considerable misalignment between the corresponding 
features[36]. Thus the success of these methods depends on the accuracy of features 
extracted from the images. As the extraction of reliable features is very difficult, these 
methods are applicable only to a limited class of objects.
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2.4 A ppearance based m ethod s
In contrast to the feature-based recognition paradigm, the appearance-based approach 
models an object using its appearance as manifest in the associated image intensity 
function. In contrast to the feature-based approach, the focus of these techniques is on 
raw image data, so they do not need to detect local features from an image. In the sem­
inal paper of Murase and Nayar [68], an object is learnt using many of its views. Each 
view of the object is regarded as a point in a high dimensional space. Exploiting the 
correlation between the respective views, the set of object images are then compressed 
into a low-dimensional eigenspace. Each object is thus represented by a manifold in 
this space. At the test time, the incoming image of an object is considered as a point 
and then projected to the low-dimensional eigenspace. The object associated with the 
surface that is nearest to the point determines the identity of the object in the given 
image. Neer and Nayar[72] proposed an efficient algorithm for nearest neighbour search 
in high dimensional space. Despite the remarkable success achieved in modelling real 
objects, the sensitivity to outliers( occlusion and changing background) were consid­
ered as one of the major drawbacks of this method [68]. However a significant progress 
towards solving the occlusion problem has recently been made[55][45][71]. For instance 
Leonardis and Bischof[55] instead of using all image data to determine the coefficients 
of the eigenimages, proposed to extract them by a hypothesise-and-test paradigm using 
subsets of image points. The authors used the Minimum Description Length (MDL) 
principle to select the most appropriate subset of points for determining the coefficients 
of the eigenimages. The approach has been tested only under rotation and translation. 
A different approach is advocated by Huang et al[45] who first divide the image into 
its constituent parts, and each part then individually and in associated with its adja­
cent parts is represented in eigenspace. The success of this method highly depends on 
reliable segmentation of object parts in image.
Another drawback of the original eigenspace representation[68] is that each source of 
variation like illumination change should be learnt by the recognition system through 
the relative examples. In a recent work, Bischof et al[16] achieved some successes to­
ward illumination-invariant representation in eigenspace. The major idea behind their
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method is to incorporate a gradient-based filter bank into the eigenspace recognition 
framework. Among other things, the authors showed that the eigenimage coefficients 
are invariant to linear filtering[l 6]. A very successful recognition under severe illumina­
tion changes was reported. However the method was only evaluated on small databases 
(five and ten objects).
In the cubist approach of Nelson and Sehnger[71] an object view is represented using 
boundary fragments, instead of using raw image values[68]. Each fragment, together 
with its neighbouring curves, is captured in a local context patch. At the training 
stage an object is modelled using local context patches extracted from a number of 
object views (20 degree spanning space). A similar procedure during the recognition 
phase delivers local context patches from the test image which are then compared with 
the local context patches in the database memory. A good recognition performance 
on database of 24 3D objects was reported. The results of experiments in a clutter 
situation was also promising. But the success of the methods highly depends on the 
extraction of edges from images which becomes problematic for instance under poor 
illumination condition or scaling transformation.
In spite of these advances the fundamental problem of the appearance-based approach, 
namely the need for a large number of object views, remains a serious drawback. One 
feasible suggestion for reducing the number of object images required for training is 
to find an appearance representation which is invariant to the largest number of pose 
parameters. For affine invariant representation of an object appearance, Ben-Arie and 
Wang [13] employed frequency domain techniques. The authors proposed an affine- 
invariant representation by sampling the frequency domain representation in a novel log- 
log configuration. Among the other things they showed that the log-log configuration 
is invariant to translation, slant and scale[13]. Invariance to the remaining degrees of 
freedom ( tilt and swing) was attained by a union of swung log-log configurations. A 
very promising results from an experiment on the database of 26 isolated objects over 
a wide range of affine transformations was reported[13]. However the criticism with 
the representation in the frequency domain, namely the need for object segmentation, 
is the main drawback of this approach. In an alternative approach object appearance 
can be represented using statistic of image features. Image colour is a well known
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example of features employed in this approach. In the colour based recognition method 
of Swain and Ballard[91] an object image is represented using a colour histogram of 
image data. Two images are matched by comparing their associated colour histograms. 
To cope with the main drawbacks of the original method, namely the sensitivity to 
background and illumination change, several variations have been developed[33][32]. 
Still, many object classes cannot be described or recognised by colour alone. That is why 
colour histograms have been combined with geometric information, shape and texture 
in different ways[66] [89]. The fast matching process makes these methods suitable for 
image retrieval applications but the lack of correspondence between image primitives 
in object images restricts the applicability of these methods for object recognition.
2.5 R ep resen tation  using local descriptors
In an attempt to combine the advantages of feature and appearance based approaches, 
methods based on the matching of characteristic local descriptors have emerged. In 
contrast to local features, a local descriptor is able to characterise a part of an image 
more uniquely. This allows a direct matching of model and scene descriptors rather than 
relying on geometric configuration of low level features. Unlike many appearance based 
approaches, using local descriptors invariant to geometric transformations obviates the 
need for the large number of object views for training. Furthermore, defining an image 
in terms of local parts enables these methods to deal with recognition of occluded object 
and in clutter. The proponents of this approach, Schmid and Mohr[81] represent an 
object image around each detected corner of the image. Thus they assume that image 
corners are extracted reliably under geometric transformations. Each interest point is 
described by a nine-dimensional rotation invariant vector of local characteristics based 
on Gaussian derivations, as originally proposed by Koendrink and Van Doorn[52]. Fur­
ther invariance to scaling transformation is handled by computing the same feature 
vector over several circular neighbourhoods of different sizes. A successful recognition 
results under similarity transformation (for limited scaling factor 2.0) have been re­
ported. Lowe[60] instead of using image corners detects local intensity extrema of an 
image at multi-scales referred to as key locations. Furthermore, an explicit scale and
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canonical orientation are determined at each location which specifies a local neighbour­
hood at the location. This allows for use of more distinctive image descriptors than the 
rotation-invariant ones used by Schmid and Mohr[81]. The image in the neighbourhood 
of each key location is described using gradients in scale space. Although it was at­
tempted to make the descriptors robust to partial geometric distortion[60], the utilised 
descriptors are far from affine invariant. In [88], Shokoufandeh et al represent an object 
view in terms of the salient regions extracted at multiple scales using a wavelet trans­
form. Like the two previous approaches multi-scale representation of images enables 
the method to handle scaling transformation. Through the experiments, the authors 
demonstrated that the salient regions are invariant to translation, image plane rotation 
and also a limited rotation in depth. These examples illustrate that, for a proper so­
lution to defining an invariant descriptor with respect to a particular transformation, 
it is necessary first to find invariant neighbourhoods at some stable points cross the 
image. This would obviate the need for multi scale or viewpoint representation of an 
object image.
In a recent work, Baumberg[ll] used the shape adaptation approach proposed in [57] to 
construct an affine invariant elliptic region at the neighbourhood of each image corner. 
The image corners are detected using Harris features[39] in scale space. An iterative 
procedure for affine scale adaptation is performed. The result of the process defines the 
parameters for an ellipse region at each corner point[ll]. The author describes each 
formed region using the set of differential features (local je ts[52]) applied to the three 
image colour bands. The method was tested on a stereo matching problem with limited 
change of viewpoints without scaling[ll]. Tuytelaars et al proposed two methods for 
the extraction of affine invariant regions[94] [95]. In the first method they construct 
a parallelogram region around each corner point in the image[94]. The extraction of 
these regions requires two well-defined strings of edges around each corner point which is 
somewhat limiting in practical situations. In the second method they construct elliptic 
regions around the points of local intensity extrema[95] which is a much more realistic 
proposition. Tuytelaars and Van Gool[95] form an elliptic region at each such point 
by detecting the pixels exhibiting significant changes in intensity along rays emanating 
from the point. Each extracted region [95][94] is described using moment-invariant
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features proposed in [67] for each of the three colour bands. The method was applied 
for stereo vision problem without much scaling[95]. Although object recognition was 
mentioned as one application for this method[93], the method for this application was 
not evaluated. As can be seen, finding affine invariant neighbourhoods from an image 
is still an open problem which is not properly solved yet.
The process of image matching using local descriptors is much more efficient and easier 
than for both feature and appearance based methods. The distinctiveness of features 
enables a method in this class to establish correspondence between the image primi­
tives directly based on the similarity of their descriptors[81]. The lack of discriminative 
features in a feature based method and ignoring global representation in an appear­
ance based method makes the matching procedure inefficient for these two classes of 
approaches. In [81] each local descriptor in the scene image is individually matched 
against the descriptors of all object models. The model with the highest matching score 
determines the identity of the object in the scene[81].
It should be accepted that although having the correspondence of individual descriptors 
(regardless of any constraint) speeds up matching process, the presence of false positive 
matches among the correspondences is unavoidable. The number of false matches tends 
to be high particularly once the model database includes objects with similar appear­
ance. For this reason the consistency of matching for the candidate local descriptors 
has to be checked at some stage. Lowe[60] used the local descriptors to identify candi­
date matches. The final verification of each match is achieved by finding a low residual 
least squares solution for the unknown model parameters. Tuytelaars et al[95] check 
for a consistent epipolar geometry based on the RANSAC[29] method. In[88], the au­
thors suggested the use of topological and geometrical constraints for the matching of 
salient regions. The geometric constraints employed in the above methods[60] [95][88] 
are only applicable if the descriptors are extracted from a planar surface. The devia­
tion from planarity would be more tolerable for descriptors in a local neighbourhood, 
so an elegant alternative way to impose geometric constraints is to apply them on local 
neighbourhoods across the image.
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2.6 U sing segm ented  regions as local descriptors for rep­
resentation
Regions introduce an attractive alternative to existing global and local features, since, 
unlike global features they can handle occlusion and segmentation errors, and unlike 
local features they are not as sensitive to sensor errors. Furthermore, there are normally 
fewer regions than low level features in an image. This reduction in the number of 
features, along with the region’s higher discriminating capability reduce the number of 
false matches in the methods that exploit region matching. A segmented region is a local 
descriptor which characterises a part of the image by homogeneous colour/ intensity. In 
comparison with other local neighbourhoods reviewed earlier[81][ll][95], affine invariant 
representation of a segmented region is relatively easy. These attractive properties are 
the motivating factors for using regions as image primitives for matching.
Region matching has been applied mainly to the stereo matching problem [62] [92] [100] [58]. 
Nevertheless there are a few methods in which the region matching is used for image 
retrieval application[35] [51]. Basri and Jacobs[10] proposed a method for the alignment 
of planar objects undergoing projective transformation by means of region correspon­
dence. Their goal is to determine the parameters of the projective transformation by 
which regions from one image are matched to another image. For this purpose a set 
of geometric constraints based on forward and backward projection of regions are for­
mulated from which the transformation parameters between the two image planes are 
determined[10]. Good results for the alignment of pair of images containing well-defined 
regions have been reported. However, the method was not tested in real situations 
with illumination and background changes or under scaling transformation. Ma and 
Ahuja[62] establish correspondence between regions in two images by applying match­
ing at two stages. After selecting stable regions from multi-scale segmentation trees 
[92], these regions are matched by enforcing global configuration constraints. In the 
second stage these matches are used to guide the matching of the remaining unmatched 
regions in the intervening space. The assumptions made for global constraints are only 
valid for similarity transformations. The proposed algorithm was tested on stereo and 
motion images with slight viewpoint changes.
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Wang and Abe[100] represent image regions using Region Adjacency Graph. In this 
representation each graph node represents a region and the relation between two ad­
jacent regions is represented by an edge which connects the associated nodes in the 
graph. The graph matching is performed by minimising the dissimilarity between the 
structure of two graphs. The goal is to change two original RAGs (constructed from 
two images) into isomorphic graphs by performing the graph transforming operations 
with minimal cost. The method was applied to a stereo matching problem where the 
scene is viewed from two close viewpoints[100]. The main criticism for the proposed 
matching approach is its complexity in time which is a common drawback of the meth­
ods using graph isomorphism approach. We postpone the review of the graph matching 
approaches to Chapter 4 where our matching approach is introduced.
The problem considered in the above methods is the matching of regions in images 
of a scene taken from close viewpoints. Both constraints used, global and topolog­
ical constraints, become problematic for the object recognition problem. The global 
constraints[62] are valid only if regions in an image are segmented from a planar object. 
On other hand, reliance on the topology of image regions for matching[100] is applicable 
only under controlled imaging conditions. In [83], Shao and Kittler match two images 
using fragments extracted from the boundary of image regions. A different strategy 
for matching image primitives was proposed. In their approach geometric constraints 
are locally imposed on the image features. For ease of applying the local constraints, 
boundary h'agments in the image are represented in a Attributed Relational Graph 
where each node of the graph represents a boundary fragment and is described using 
unary measurements. Furthermore the geometric relation between each fragment and 
the fragments in its neighbourhood are captured by binary measurements which are 
embodied in the edges of the graph. The chosen unary and binary relations are invari­
ant to any pertinent geometric transformation group. For graph matching the evidence 
combining method of relaxation labelling is adopted [83].
The actual implementation of the method used, as features, interest points found on 
the region boundaries. Although the features utilised in[83] are just corner points, 
as they are extracted from a region boundary they have more uniquely defined iden­
tity. Moreover they are used to set up an afiine-invariant frame for each region which
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facilitates invariant region shape characterisation and in this sense the method of rep­
resentation is similar to that of local discriminative descriptors. In contrast with other 
methods, the key strength of the approach lies in the use of local geometric relations 
between descriptors rather than a global consistency check. This makes the method 
more robust to measurement errors [46] [103]. The method was shown to work well in 
experiments involving both synthetic 2D and real 3D objects in cluttered backgrounds. 
However, it was found that the recognition performance of the system decreased for 
complex scenes where the size of objects becomes inevitably small. The main reason 
for the degradation was the failure to reliably extract interest points from boundary 
fragments.
2.7 C onclusion
The view-based object recognition methods were broadly classified into three categories: 
feature-based, appearance-based and the methods based on matching local descriptors. 
The methods in the feature based approach can favourably handle the problem of 
occlusion and scene clutter. The use of geometric constraints enable them to model 
an object using only a few of its views. The negative sides of these methods are the 
sensitivity to errors in the extracted features and the failure to represent real objects. 
In contrast, appearance based methods are able to represent a wide range of objects. 
However, for object modelling, many views of each object are required. Moreover 
the use of global features for object representation makes the methods vulnerable to 
occlusion and clutter.
The representation using local descriptors allows the methods in the third category 
to take advantage of the two former approaches and avoid their drawbacks. In other 
words, these methods can handle recognition of real objects under occlusion and back­
ground changes. Moreover the use of invariant descriptors enables them to model an 
object using a few of its views. However, an elegant solution for extracting invari­
ant neighbourhoods from an image has not been suggested yet. In comparison with 
other local neighbourhoods reviewed in this chapter, it is easier to adopt an affine in­
variant representation for a segmented region. Furthermore as we will demonstrate in
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Chapter 8, under scaling, segmented regions remain more stable than for instance local 
neighbourhoods formed in[95].
Apart from the problem with invariant representation of local descriptors, in the ex­
isting methods, the matching of descriptors is performed either without involving any 
constraints on feature correspondences or the constraints are imposed globally. The 
matching of individual descriptors based on only their similarity results in many false 
positive matches. On the other hand, the use of global constraints in matching causes 
under detection of many feature correspondences mainly because of the 3D nature of 
surfaces from which the descriptors are computed.
An alternative strategy for matching of local descriptors is to apply geometric con­
straints locally. In this regard, the representation of image primitives in the form 
of a graph is a proper way to represent the relation between each primitive with its 
neighbours [83].
W ith this motivation, in this paper we represent an object image using its constituent 
regions which are segmented based on colour of the image pixels. In our representa­
tion, each image region is transformed to an affine invariant space. The transformation 
which maps a region to such a normalised space is determined using an invariant frame 
based on regional features. In this regard, we reduce the sensitivity of our normali­
sation to noise present in the region boundary by employing low order moments from 
regions instead of using pure interest points from region boundary[83]. This approach 
is particularly beneficial under severe scaling. This distinguishes our affine invariant 
representation from other methods which utilise interest points as a basis[103][83]. To 
achieve a consistent matching between the scene and model descriptors[3], we adopt 
a measure of consistency involving neighbouring descriptors. To this end, we repre­
sent image regions in the form of Attributed Relational Graph (ARG) in which each 
node represents an image region and an edge connects a pair of regions in a prede­
fined neighbourhood. The graph nodes and edges are characterised using unary and 
binary measurements respectively. The relational information utilised in our method 
differs from topological relations [19] [24] which are preserved under limited geometric 
transformations or their applicability is limited to specific class of objects. For binary
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measurements, we measure relational appearance (colour) as well as geometrical con­
straints between pair of regions. These measurements are defined in an affine invariant 
manner.
Chapter 3
O bject representation using  
affine bases
3.1 Introduction
In this chapter we introduce our method for representing 3D objects using their 2D 
images. We consider image of an object as a collection of patches on the object sur­
face which are segmented from the image based on colour homogeneity of the pixels. 
Assuming that each patch is planar, it can be transformed to an affine invariant space. 
This geometric normalisation renders the image regions comparable for matching pur-^  
poses. For affine invariant representation of a region we employ its low order moments 
to reduce the reliance on salient points extracted from the region boundary as the ex­
traction of such points is subject to errors. After transforming image regions to affine 
invariant space we represent the normalised regions of an image in a structural form by 
means of an Attributed Relational Graph (ARG). Each node of this graph represents a 
normalised region and the link between a pair of nodes represents the relation between 
the associated regions. Each individual node in the graph is described using a unary 
measurement vector and edge between a pair of connected nodes is described using a 
binary measurement vector. These measurements are defined in terms of colour and 
geometrical properties of image regions, in an affine invariant manner. We refer to this 
graph as the scene graph,
25
26 Chapter 3. Object Representation
Similarly the model of each object in the database is represented in the form of ARG. 
The constructed ARGs from aU objects in the database are then accumulated in one 
composite graph referred to as the model graph. As we will discuss in Section 3.6.2, 
representing all model images in one graph enables us to interpret the scene content 
unambiguously.
The outline of this chapter is as follows. In the next section we state the main advan­
tages of image regions as primitives for matching. In Section 3.3 the desired character­
istics of an image segmentation method for our purposes are postulated. In Section 3.4 
we present the proposed normalisation method for representing image regions in an 
affine invariant space. The unary and binary measurements used as region descriptors 
will be introduced in Section 3.5. In Section 3.6 we propose the representation of image 
regions in the form of Attributed Relational Graph(ARG). Finally in Section 3.7 we 
summarise the chapter.
3.2 T he segm ented  regions as im age prim itives
In many view-based object recognition methods we are concerned with establishing a 
correspondence between image primitives extracted from a test image and those from 
the object model. Various types of image primitives have been proposed in the computer 
vision literature. We classify them based on their complexity into three categories: 
low level, mid-level and high level primitives. An image primitive in the first category 
cannot provide any transformation invariant information on its own. A typical example 
of this category are image corners[I04]. The correspondence between two images of an 
object can be established by verifying the geometric constraints between the primitives 
extracted from the images. This is the way two images of an object are matched in 
many feature-based methods [104] [97] [40]. Apart from the combinatorial complexity, 
the success of these methods depends on how reliably and accurately the image features 
are extracted [36].
The mid-level primitives are not as simple as the former primitives but they are still 
insufficient for the matching of individual features. Lines and ellipses are two well- 
known examples from this group. They are mostly useful for representing mechanical
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parts[24][76]. The use of additional information such as direction or length for a line and 
geometric parameters of an ellipse reduce the number of hypotheses for correspondence. 
However the applicability of these methods is subject to such primitives being present 
in the image of an object.
Unlike in the former categories, the primitives in the last group are described using 
discriminative features. This property allows the matching of individual primitives 
from one image to another. In principle a high level primitive characterises a part of 
image in terms of image intensity or its colour bands. Basically the methods using these 
primitives differ in the way that they define local neighbourhoods in an image as well 
as the way that they describe the image within a neighbourhood[81][95][ll]. Among 
neighbourhoods utilised we opt for image regions for two reasons. First because the 
image regions can be represented invariantly to a group of geometric transformations. 
This is a challenging task for other existing methods which attempt to represent an 
object image using affine invariant neighbourhoods[95][ll]. Second, the robustness of 
regions to scaling motivated us to use them as image primitives for matching.
In Chapter 8 we will demonstrate experimentally the superiority of our representation 
to the representation which is based on the elliptic neighbourhoods[95] under scaling. 
We select the method of Tuytelaars et al[95] for comparison with our approach because 
it is an extension of the object recognition method of Schmid et al [81], an acknowl­
edged benchmark against which the performance of other methods is measured. Our 
choice of regions is also more stable than boundary fragments utilised in the related 
work of Shao and Kittler[83], particularly under scaling deformation. In their method 
the boundary of each segmented region is split at vertices and inflection points. The 
authors considered the boundary fragments as the image primitives by which the match­
ing between two images of an object is achieved. However, a boundary fragment is less 
discriminative than the whole region which can be described in many ways using shape, 
colour, area, moments etc. Apart from this, under scaling and viewpoint changes the 
segmented regions are more robust than the boundary fragments. As an example, in 
Figs 3.1(a) and 3.1(b) we consider two images of an object in different scales where 
the object in the right image is scaled by a factor of 0.25 in each axis. The results 
of image segmentation of these images are shown in Fig 3.2. Despite the severe seal-
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(b)
Figure 3.1: An object under scaling a)full size b)scaled by factor 0.25 in each axis
ing which causes a significant difference between the configuration of the segmented 
regions in the two images, still one can establish correspondence between a number of 
regions (Figure 3.2(c)). This correspondence can be established by considering various 
features such as region colour, coarse shape information, geometrical and topological 
relation between regions etc. In contrast, the boundary of regions in the scaled im­
age ( Fig 3.2(d)) are severely distorted so that it is almost impossible to extract the 
fragments from the boundaries of two corresponding regions in a way used in [83].
Even if we assume that such fragments are available, the need for detecting sufficient 
interest points on each fragment to represent it in a transformation invariant space is 
a challenge. For instance to have an affine invariant representation for each boundary 
fragment at least three reference points are required. The difficulty of satisfying this 
requirement motivated us to use the correspondence between image regions for image 
matching. We consider an image of object as a collection of its surface patches. 
These patches, which are segmented from the image as regions, play the role of image 
primitives in our representation. We take the view that objects can be represented as a 
union of planar surfaces. This modelling is completely appropriate for the recognition 
of polyhedral objects as well as objects which include some planar patches in their 
surfaces. Furthermore, the method is applicable to non-planar objects in the cases when 
the deviation from planarity of an object face can be absorbed into other geometric
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(a) full size image
(c) some regions in (a) which are com­
parable to the regions in (b)
(b) scaled image
(d) the regions boundaries in (c)
Figure 3.2: The regions segmented from the images of an object under scaling
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distortions. This is the assumption on which the invariance to affine transformations 
in the existing methods is based[ll][95][93]. Unlike in these methods, we apply affine 
constraints to image primitives ( regions) locally. This enables our method to tolerate 
deviations from planarity of object surfaces better.
3.3 Im age Segm entation
The role of the preliminary stages in our recognition system is to decompose each 
model and test image into their constituent regions. For this purpose we segment 
an image into regions based on colour homogeneity of the pixels. Many approaches 
to this problem have been reported in computer vision hterature. The techniques 
range from clustering [48] and region-based[l] approaches to more recent advances in 
which pixel grouping is performed by using graphs [87] [73]. There are two main factors 
which makes selecting an optimum method for image segmentation difficult. First, 
segmentation is a very data-dependent task, and second the lack of a comprehensive 
comparative study of the existing methods makes it almost impossible to assess their 
abilities reliably. We appreciate that the quality of extracted regions directly affects 
our ultimate task of object recognition, but a study of an efficient algorithm for this 
purpose is outside the scope of this research. Nevertheless, the main characteristics 
which an image segmentation method should possess are:
1. Insensitivity to illumination and view point changes, as model and test images 
may be taken in different conditions.
2. Robustness to smooth colour \^iations and texture content.
3. Since we use the region boundary information, the boundary of each segmented 
region should be simple(not ragged), and spatially accurate.
These properties are needed to keep the dissimilarity between the regions segmented 
from different images of an object at a tolerable level. There are three main methods 
of image segmentation[38] : clustering, region growing and split-merge.
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The clustering method uses the image histogram to assign image pixels into distinct 
clusters. Each cluster identifies pixels which have the same property in the measurement 
space ( gray value or colour component values). The spatially connected pixels in a 
cluster form a region in the image. The accuracy of this method depends directly on 
how well the patches of interest on the image are separated into distinct measurement 
space clusters. In many applications the number of clusters is known in advance. In 
our application this information is not available and one has to partition the image 
histogram into distinct clusters. For image of real objects with close coloured patches 
this is a difiicult task. One major problem which we experienced is that the colour 
vector assigned to a segmented region may considerably deviate from the mean of the 
pixels belonging to that region. This may happen because the pixels with relatively 
similar colour vectors fall in the same cluster and take the mean vector from the related 
cluster.
The region growing starts with a set of seed points and from these, regions are grown. 
First the neighbouring pixels of each seed point which have similar properties to that 
of the seed are appended to constitute an initial region. The initial regions are grown 
gradually in the same manner. The growing of a region will terminate when there are 
no more pixels satisfying the criterion for inclusion in that region. This method is more 
robust than clustering methods particularly when the number of segmented regions is 
unknown and the clusters in colour space are not well separated. Furthermore since 
the grouping in the region growing method is accomplished in the spatial domain, the 
sensitivity to slight shifts in regions colour is minimised.
An alternative approach to segmentation is offered by the spht and merge method. In 
this method an image is initially subdivided into a set of arbitrary disjointed regions 
which are then merged or split in an attem pt to satisfy the condition of region homo­
geneity, This method is not subject to the excessive region merge error, but it suffers 
from a large memory usage and unacceptable blockiness of region boundaries. Since we 
rely on the boundary of a region as one of its features used for matching, this approach 
does not suit our application.
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Among the reviewed approaches we opt for region growing as it can better fulfil the 
conditions required by our application. Nevertheless there are two general concerns 
with this approach, namely
1. Seed point detection
2. Texture region segmentation
The first problem is specific to region growing methods and the second problem is gen­
eral for all segmentation methods. In the next section these problems will be addressed.
3.3.1 Dealing with the segmentation problems
In order to solve the first problem we grow image regions in a sequential manner. We 
begin from the pixel at top-left corner of image and grow the first region. Once the 
first region is grown we start from the most top-left pixel of the remaining pixels in 
the image to grow the next region. This process is continued until all image pixels are 
grouped into the segmented regions.
A solution for the second problem lies in smoothing the image before segmentation. 
A conventional approach to image smoothing is to filter it using a Gaussian kernel. 
As a side effect of this process, the discontinuity in the image is not preserved. This 
results in under-segmentation of colour patches between which there is no strong edge. 
To cope with this problem we opt for the smoothing method proposed by Comaniciu 
and Meer [22] and apply it in the RG B  domain. The method is referred to as the 
mean s h i f t  algorithm and it is defined as follows:
For each pixel in an image the mode of the colour density function is estimated based 
on the pixels in a neighbourhood, which belong to the same cluster in colour space. 
This value is then substituted for the original pixel colour value. To find the mode of 
colour density function Comaniciu and Meer [22] used the mean shift algorithm. The 
estimate of a multivariate density function f{x)  at a point xq in a d-dimensional data 
space is given by:
=  (3.1)
2=1
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where X{,i = 1 • • • n are the sample data points. In our case the data points are the 
RGB colour vectors of pixels within the neighbourhood of the pixel for which the mode 
of density is estimated. K  is the kernel function with kernel width h. An  efficient 
algorithm for locating the maximum density points was proposed by Fukunaga[31] 
when the kernel function in Eq 3.1 is the Epanechnikov kernel[90]:
I 0 otherwise
where cj is the volume of unit d-dimensional sphere. Substituting the Epanechnikov 
kernel into Eq 3.1 the estimate of the density gradient is given by:
^  E  %-z])
. XiGShix
(3.3)
i=l
In this formula, region Sh(x) is a hyper-sphere of radius h having the volume h^Cd, 
centred on x, and containing data points. The quantity nlhfcd) kernel density
estimate f{x )  computed from Eq 3.1 if the kernel is the uniform function. Based on 
this estimation, the last term in Eq 3.3 can be written as:
Function Mh{x) is called the sample mean shift[22]. As revealed by the above formula 
the mean shift vector always points towards the direction of the maximum increase in 
the density. Thus the mode of density function is obtained using the following iterative 
procedure:
1. Compute the mean shift vector Mh{x)
2. Translate the window Sh,{x) by Mh{x)
The mode estimation process terminates when the magnitude of the mean shift vector 
falls below a predefined threshold.
For image filtering the colour value of each image pixel is replaced by the mode 
of colour density function estimated using the above algorithm. Let {xt}i=i...n and
{^t}t=i - n denote the 3-dimensional original and filtered image points in the RG B
domain. The mean shift filtering is performed using following procedure:
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(a) (b) (c)
Figure 3.3: The image smoothing on image (a) using b) the Gaussian filter and c)the 
Mean shift algorithm
Algorithm 1: M ean Shift Filtering
For each data point xj (j =  1 • • • n)
Initialise iteration parameters 
k <- 1 (iteration counter) 
ÿ*. Xj (ÿfc is the data point at kth iteration)
do {
Vk+l ^  ÿ* +  ^hiVk) =  i t  I ï^i€Si(ÿfc) 
k i— t  4-1
} while( \\ÿfc+i -  ÿjfcll > predefined threshold)
^  Vk
As an example in Fig 3.3 we plot an object image before smoothing and also after 
applying the Gaussian filter or the mean shift algorithm. From Fig 3.3(b) it is clear
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(a) (b)
Figure 3.4: The result of image segmentation using the region growing on the image 
smoothed by a)the Gaussian filter b) the Mean shift algorithm
that as a result of the filtering using the Gaussian kernel the edges between the image 
patches disappear. For instance consider the word “Nestle” at top-left of the image 
which is considerably blurred. As Fig 3.3(c) reveals the mean shift algorithm exhibits 
better smoothing on the texture patches while it favourably preserves the image edges. 
Fig 3.4 shows the result of region growing on the smoothed images in Fig 3.3.
3.4 R egion  norm alisation
An ultimate objective of a model-based object recognition system is to establish a 
correspondence between object(s) in an image of a scene and the model object(s). 
Consider that T  denotes the geometric transformation between two images of the same 
object. In order to match the regions segmented from the scene image to corresponding 
regions in the model image we have to represent each region in a transformation- 
invariant manner. For this purpose we transform each region segmented from an image 
to a normalised space where the corresponding regions of model and scene should 
have identical appearance subject to noise. Consider a pair of corresponding regions
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R, R' which have been segmented from two images of an object, X and X', where 
transformation T maps R  to R' {R' =  RT ).  Let assume that, associated with regions 
R, R \  matrices B,B' with the following properties can be found:
1. B and B' are non-singular matrices.
2. Matrices B and B' are related as B' =  BT.
They are called the basis matrices. Using the basis matrix, B, barycentric coordinates 
of an arbitrary point P  of region R  can be defined as :
Cb (P) =  P B - i  (3.5)
The defined coordinate system is transformation group invariant since an arbitrary 
point P  of region R  and the corresponding point P' of region R' have the same barycen­
tric coordinates:
Cb'(P') =  Cb t [PT)  =  (P T )(B T )-‘ =  Cb {P) (3.6)
The barycentric coordinates can be used as unary measurements of region P. Similarly, 
a binary relation matrix By associated with a pair of regions Ri and Rj can be defined 
as Bjj =  BiB~^. Let By be a binary relation matrix for regions R\ and P' in the scene 
which correspond to regions P* and Rj respectively of a model. Using the properties 
of the basis matrices the relation between By and By can be shown to hold:
B'y = B ;B ]-i =  (BiT)(BjT)-* =  B iTT-^Bj-‘ =  By (3.7)
This means that the binary relation matrices are transformation group invariant. This 
property of binary relation matrices allows us to describe a relation between a pair of 
regions in an invariant manner. Interestingly for the extraction of this binary relation, 
no information about the relation between the region pairs is required. In the next 
section we assume that the transformation between two object images is modelled by 
a similarity transformation and introduce our method for finding basis matrices for 
regions. In Section 3.4.2 this method will be extended to affine transformation.
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3.4.1 Basis m atrix for sim ilarity transformation
Assume that the transformation between two corresponding regions be modelled by 
similarity transformation Tg. For an arbitrary region R  we define the basis matrix B 
using two references points (xo,yo) and (x i,y i) extracted from the region. First let us 
find the similarity transformation Tg which maps the two reference points from R to 
the pre-selected coordinates (0,0) and (1,0) in the invariant space. The transformation 
parameters are simply found by solving the equation system Eq 3.9:
 ^ a —b 0 ^
T . = a 0
ty V
æo 2/0 1
Xi 2/1 1
X T .
(3.8)
(3.9)
/
\
(3.10)
- a ; o  2/0 -  2/i
2/1 “ 2/0 ^1 “  ®o
V ^ 0  +  2/0 ~  2/02/1 -  ® o ^ i x o p i  -  p o ^ i  K 
where kn = (æi — æo)  ^+  (2/1 — 2/0)  ^ is the square of the Euclidean distance between the 
two reference points. This transformation maps R  to the similarity invariant region 
R q. Eq 3.5 defines the basis matrix as B =  T~^. It is easy to check the matrix B 
has the both properties required for a basis matrix. B possesses the first property 
of a basis matrix as the determinant of Tg is non-zero for any two reference points 
((3 0^ ?2/0 ) (a:i,2/i)). Hence Tg and consequently B are non-singular.
To show that B also has the second property of a basis matrix, we consider that the 
similarity transformation T  transforms region R  to R' {R' — RT ).  Let assume that 
region R' is normalised with the same procedure as that used for the normalisation of 
R  where two corresponding points with (æo,2/o) and (æi,2/i) are used as the reference 
points. We define B ' — as the basis matrix for region R' where Tg is the similarity 
transformation by which region P ' is normalised. The correspondence of two points 
from two corresponding regions suffices to find the similarity transformation between 
the regions uniquely. The results of normalisation of the corresponding regions P  and R'
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Figure 3.5: Representation of regions in similarity invariant space
is region P q- Fig 3.5 shows the relation between regions in the three planes. Considering 
the relation between the three corresponding regions ( Fig 3.5), the relation between 
basis matrices B and B' is derived as follows:
Tg =  TT'g => B"^ =  TB'“  ^ => B' =  BT
The second property of the basis matrix B is confirmed.
3.4.2 Basis matrix for affine transformation
(3.11)
To extend the invariance of representation for a region from similarity to affine we 
consider that an affine transformation, Tg, is the result of two successive deformations: 
similarity and shear transformations:
where
Ta — TgTghear (3.12)
\
Tghear — b d 0 (3.13)
0 0 1^
Using the similarity transformation,Tg, we transform region P  to the similarity invari­
ant region R q. We need to apply a shear transformation Tghear to Pq to transform
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it to an affine invariant space. The shear transformation preserves the position of ref­
erence points ( (0,0) and (1,0)) in P q. Applying this constraint the simplified shear 
transformation is given as:
( i 0 0 ^
Tshear — b d 0 (3.14)
U 0 1 j
To find the two remaining parameters b and d, one choice is to constrain the trans­
formation Tshear adding the third reference point from the original region P. This, 
the selection of three reference points as an affine frame, is conventional approach by 
which affine invariance in many methods is obtained [104] [97]. In our normalisation 
method we choose a different way in which the transformation is constrained using re­
gion moments. The motivation for using the region moments is supported by two facts. 
First in severe scaling our preliminary experiments showed that low order moments re­
main more stable than interest points some of which must be extracted from the region 
boundary. Secondly using two reference points( instead of three), with the centroid of 
region selected as one of them, we can represent each region multiply without adding 
considerable complexity to the representation.
We determine parameters b and d in Tghear by considering the relation between mo­
ments in two corresponding regions Pq and r  where region r is the result of transforming 
Po by Tshear- Let shear transformation Tshear map Pq to r. The area A' and the 
second order moment  ^ of r  can be derived as follows:
A' = f  dx'dy' (3.15)Jr
1,1 = J  x'y'dx'dy' (3.16)
Considering the relation between coordinates of a point in Po,(x,y), and its correspond­
ing point in r, {x',y') ( Eq 3.17) the area and the second order moment u'^ i^ of r can 
be expressed in terms of the second order moments of P q:
x' =  a x b y  , y' =  cx +  dy (3.17)
A' = J  dx'dy'
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=  {âd — be) [  dxdy
J  R q
=  {ad-hc)Ao  (3.18)
1,1 = J  x'y'dx'dy' 
=  {àd — be) (3.19)ic / x^dxdy + (ad +  6c) /  xydxdy +  bd y^dxdy
J  R q j  R q j  R q
Substituting known transformation parameters Tghear {à and c), A' and u'l i become:
A! =  dAo (3.20)
^1,1 =  <^(<^ '^ *1,1 +  buQ^ 2) (3.21)
where A q is the area of R q and uq,2 &nd i4i,i are the second moments of this region. To 
find the unknown parameters we constrain the transformation Tghear by making two 
assumptions for the normalised region r:
1. The region r  is set to a unit area ( Aj).
2. The second order cross moment u'l  ^ is set to zero.
substituting the parameters from the shear transformation Tghear m Eqs 3.18 and 3.19, 
the unknown parameters are found as:
6 =  —^ ^  , {Aq is the area of region R q )  (3.22)Wo,2 A q
where ui,i and iio,2 are the second order moments extracted from the region R q  (region 
after the similarity transformation). The transformation matrix that will map region 
R  to the normalised region r  will then be given as T  =  TgTghear-
Returning to the main problem, we define the basis matrix associated with the region 
R  as follows:
B =  T,hear"^T.-l (3.23)
The matrix B has the properties of a basis matrix. B is non-singular because the
determinant of Tghear in non-zero ( d ^  0 )(Eq 3.22 ) and also Tg is nonsingular(from
the previous section). Using the same procedure as applied in the previous section it 
is easy to show that B also has the second property of basis matrix.
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3.4.3 Selection of reference points
As discussed in previous sections we represent a region in an affine invariant space using 
the basis matrix which is computed using the two reference points and the second order 
moments of the region after similarity normalisation( ui,i, wo,2 )• The choice of the 
reference points is critical because they will have to be reliably extracted from different 
images of an object taken under different imaging conditions. The question is which 
points are adequate candidates for the reference points. The fact is that the selection 
of reference points is a database dependent problem. For instance a database with 
polyhedral regions naturally suggest the use of polyhedra vertices as the reference 
points while curved regions suggest the use of sharp convexity or deep con-cavity. In 
our representation we assume that no knowledge about type of regions is available in 
advance. Thus we focus on the main properties that we expect a reference point to 
possess:
1. detectable in all regions extracted from image.
2. robust to geometric transformations and other imperfections caused by severe 
imaging conditions( scaling, viewpoint changes).
3. unique as the uniqueness of a reference point reduces the complexity of invariant 
representation which consequently reduces the matching complexity.
The first property guarantees the extraction of reference points from an arbitrary region 
with any shape. This property is satisfied e.g. by points such as points of high curvature 
or corners on the boundary of a region. The use of polyhedra vertices or bi-tangent 
points is subject to their availability in a region.
However, reference points have to be extracted from images acquired from any view­
point as well as under different illumination conditions. As our representation is con­
cerned with homogeneous regions, illumination changes do not affect the stability of the 
reference points. However they may affect the process of image segmentation. From 
the point of view of geometric transformation many reference points extracted from the 
boundary of regions such as corners, bi-tangent points as well as the centroid of region 
are known to be robust.
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The last property helps to simplify the representation of a region in an invariant form. 
Recall that we need two reference points from each region to represent it in our affine 
invariant space. Let us assume that the number of detected points from a region in 
the scene image is more than the required number of reference points. For each com­
bination of two points as the reference points we generate a normalised representation 
for the region. At the matching stage each of these representations must be compared 
with the normalised representation of the corresponding region from the model image. 
It immediately becomes apparent how uniqueness of interest points can reduce the 
complexity of the method. As an example of a unique reference, point which is also 
detectable for all regions, one can name the centroid of region.
From this discussion the motivation for selecting the centroid of region as one of the 
reference points is clear. This choice is also supported by the fact that for severe scaling, 
in which the boundary of region is subject to significant distortion, the centroid of region 
remains considerably stable. The other point is selected among the high curvature 
points extracted from the boundary. In fact the way the second reference point is 
selected is different for scene and model. In the case of a model, we choose simply the 
highest curvature point on the boundary of each region, while in the scene for each 
region a number of points of high curvature are picked. Thus for each scene region a 
number of representations are provided. The selection of more than one high curvature 
point on the boundary is necessary as an affine transformation may change the ranking 
of high curvature points.
The extraction of high curvature points from the boundary of a region is relatively 
simple. We opt for one of the conventional techniques reported in the computer vision 
literature. By definition the curvature at a point on the boundary is the change of the 
tangent angle per unit running arc length. If a;s(s), ys{s) express parametric coordinates 
of a curve in running arc length, s, the curvature is given as:
k{s) = Xs{s)yss{s) -  Xss{s)ys{s)
where Xs^ys and Xss, yss denote the first and second order derivatives of the parametric 
coordinates respectively. The derivatives of the parametric curves can be found by
3.5. Region descriptors 43
convolving the curves with the derivative of a Gaussian:
d ,  1 J - s ^ )
x , s ( s )  =  j  h s s ( s  -  h , i  =
The parameter a controls the amount of low-pass filtering introduced by the Gaus­
sian function[41]. Since the curvature operator measures the amount of tangent angle 
variation versus the running arc length, the curvature measurement is expected to 
peak at the corner points. Thus, a simple way to extract corners is to detect peaks 
of the curvature. For more accurate detection of the corners, especially in the case of 
smooth corners, we simultaneously inspect the first derivative of the curvature signal. 
Accordingly, after detecting a peak of curvature signal, the zero crossing of the first 
derivative of the curvature signal gives us the accurate position of the related corner. 
Fig 3.6 shows affine invariant representation of pair of regions in two corresponding 
images. For normalisation of each region the centroid and one strong corner point on 
its boundary has been used.
3.5 R egion  descriptors
Having provided an affine invariant representation for image regions, a simple way to 
compare two sets of normalised regions extracted from two different images is to mea­
sure the similarity between the descriptors associated with them. This is matching 
without involving context referred to as direct matching. This approach relies on the 
description of individual regions having very distinctive features. In practice this is a 
very difficult condition to meet for two main reasons. First images of different objects 
in a large database may be found to be locally similar. Second the presence of clutter 
in the scene makes the situation even worse. Furthermore the presence of image imper­
fections and changes in the imaging conditions corrupt the extracted descriptors. The 
resulting inaccuracy of descriptors has to be tolerated when two regions are compared. 
The selection of a proper tolerance level is application dependent and may weaken the 
distinctiveness of region descriptors. For these reasons direct matching of two region
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X
X Normalised Regions
Figure 3.6: Normalisation of regions in two corresponding images
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descriptors does not suffice to match two sets of regions. The main distinguishing fea­
ture of our approach is that we enhance the distinctiveness of individual descriptors 
by taking into consideration the context conveyed by the neighbourhoods of the two 
regions being matched. We confine the use of contextual information to binary rela­
tions between each region and its k-nearest neighbours. This decision is made for two 
reasons: First, to minimise the combinatorial computational complexity of both feature 
extraction and model matching. Second the use of higher order relations reduces the 
probability that all regions involved in the definition of such a measurement will be 
reliably detected.
Accordingly we define two type of measurements: unary and binary. Using the first type 
we describe each image region individually while the second type measures relations
between a pair of regions in an image. In the next section we introduce the descriptors
used in our representation.
3.5.1 Unary measurements
The result of segmentation of an image is a collection of homogeneous regions. Recall 
that associated with each region in a model image we have one normalised representa­
tion whereas in the scene images it can be more than one. The number of normalised 
representations for a scene region depends on the number of high curvature points 
detected on the region boundary.
For each normalised region we extract the following features:
1. The colour of the region in Y U V  system, C.
2. The second order moments ûo,2 and Û2,o.
3. A number of equally spaced points from the boundary of normalised region S — 
{{xi,yi)\i e  ,Ag}}.
Note that a set of points on the boundary S and the moments üq,2 j ^ 2,0 are all affine 
invariant features of the region. We use the region moments of up to the second order
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as high order moments are very sensitive to boundary distortions. We will discuss in 
Chapter 4 how the boundary samples are utilised for shape matching.
All extracted features are represented in a vector, æ, and referred to as the unary 
measurement vector.
3.5.2 Binary measurements
We characterise the relation between a pair of normalised regions n ,  rj using the binary 
measurement vector Aij. The components of this vector are :
1. The Euclidean distance vector between the colour vectors of the two regions.
CclourDisij^ in Y U V  system.
2. The ratio of the areas of the regions before normalisation, ARij.
3. The binary relation matrix associated with the two normalised regions By ( 
Section 3.4 ).
3.6 R epresentation  o f a m odel im age in an A R G
Formally we represent the normalised regions extracted from an object model in an 
Attributed Relational Graph (ARG) referred to as the triple Ç = { Ô ,^ ,Â } .  In this 
representation Ô =  {ôi, Ô2 , • • •, ôm} is the set of graph nodes and X  and À  denote the 
set of unary and binary measurements respectively. Each node of this graph represents 
a normalised region in the image. We describe node 0 { using the unary measurement 
vector X  denotes the set of unary measurement vectors in Q. Moreover associated 
with node oi and one of its k-nearest neighbour nodes, àj, we consider an edge in the 
graph and describe it using binary measurement vector Â{j. The closeness between two 
nodes is measured in terms of Euclidean distance between the centroid of associated 
regions in the image. À  denotes the set of binary measurement vectors in the graph Q.
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Figure 3.7: Multiple representation of nodes in a scene graph
3.6.1 Representation of a scene image in an ARG
Similarly to the above, for an image taken from the scene we construct a graph Ç = 
{O, A} referred to as scene graph. Likewise, each normalised region of the image is 
represented by a node in the graph. O =  {0 1 , 0 2 , ' , 0 %} is the set of graph nodes and
X  and A  denote the set of unary and binary measmements respectively.
Note that the representation of the scene differs from that of the model in the sense that 
for the scene representation more than one normalised representation are provided for 
each scene region. Recall that the multiple representation of scene regions is motivated 
by the fact that an affine transformation may change the ranking of high curvature 
points. The multiple representation for each scene node is defined in terms of a set of 
unary measurement vectors, Xj =  € {1, ■ • •, L}}. The index I in vector x\ indicates
that the vector is associated with the Ith representation of the zth node. The parameter 
L  denotes the number of representations used for the scene regions. Between a pair 
of neighbouring nodes Oi, Oj (with the same neighbourhood definition as in the model 
graph) we provide an edge and describe it using a set of binary measurement vectors 
q G {1,---,L}}. The indices p  and q in the vector AfJ signify that the 
measurement is associated with the pth and the qth. representation of nodes Oi and 
Oj respectively. The structure of the scene graph is schematically plotted in Fig 3.7. 
Multiple circles at each node indicate the multiple representation for the node.
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Figure 3.8: Representation of object models in composite graph
3.6.2 Representation of all models in one graph
Let assume that there are N m  objects in the model database. Each object model 
is represented by an ARG so we have a set of model ARGs G =  {Gi,G2,' " ,Qn m}- 
Our objective in the matching stage is to find the object model(s) which best match 
part(s) of the scene image. In conventional matching methods, the matching between 
the scene and one of the model candidates is considered at a time. Finally either the 
object model with the best matching score or those object model(s) with scores above a 
threshold define the identity of object (s) in the scene. There are a number of problems 
with such an approach to matching. The problem in the former case is that when the 
scene contains more than one object in the database only one of these objects can be 
recognised. On other hand, assuming there are objects with similar appearance in the 
database a scene region is likely to match regions from more than one object model. 
Thus the latter approach will fail to reject false models. In principle a matching method 
should assign at most one region from the union of all object models for each region in 
the scene. To accommodate this matching approach we construct a composite graph 
using graph set G where each ARG model, G, is regarded as a sub-graph. Since there 
is no relation between a pair of regions belonging to two different object models the 
sub-graphs remain unconnected. The structure of the model graph is schematically 
plotted in Fig 3.8.
3.7. Conclusion 49
3.7 C onclusion
An affine invariant representation of image regions in the form of an Attributed Rela­
tional Graph (ARG) was proposed. This process is summarised in three stages: image 
segmentation, region normalisation and graph representation. We recommended that 
image smoothing using the mean shift algorithm be applied prior to image segmen­
tation. The objective of this filtering stage is noise cancellation and smoothing of 
texture regions. The filter favourably preserves image edges which are required for the 
segmentation process.
After segmenting regions from the image, each region is then projected to affine in­
variant space. This transformation has a key role in our representation as it is used 
for extracting unary and binary measurements. Interestingly, to extract this binary 
measurement no additional information between pairs of corresponding regions is re­
quired. We represent the normalised regions in an image in the form of an Attributed 
Relational Graph (ARG). Each node of the graph represents a region described using 
unary measurements. The nodes associated with a pair of neighbouring regions are 
connected by an edge described using binary measurements.
We represent the content of a scene image in the above manner. The corresponding 
ARG is referred to as the scene graph. Similarly the regions in each object model in 
the database are represented by an ARG. We represent the model ARGs of all objects 
in the database in one graph, called model graph. This accumulation allows us to 
interpret scene content unambiguously.
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Chapter 4
R egion M atching U sing  
R elaxation Labelling
4.1 In troduction
In this chapter we are concerned with the matching of scene content against the model of 
objects in the database. The matching is accomplished by establishing a correspondence 
between the regions segmented from the scene image and those regions from the models 
of all objects in the database. In the previous chapiter we introduced our method for 
representing an object in the form of an Attributed Relational Graph (ARG) using its 
segmented regions. Accordingly we construct a graph containing the segmented regions 
of the scene image, referred to as the scene graph. We represent all models of objects 
in the database in one graph referred to as the model graph. We match the two sets of 
regions (scene and model regions) by matching their associated graphs. The result of 
this process is a correspondence between sub-graph(s) of the scene and sub-graph(s) of 
the model.
For graph matching we opt for the probabilistic relaxation technique proposed by 
Christmas et al[21] and adapt it to our problem. There are two main reasons why 
the original method needs to be adapted: the use of multiple representations of nodes 
in the scene graph, and the structure of the model graph. Recall that we represent all
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models of the objects in the database in one graph. As a result there is a consider­
able difference between our problem and previous applications [21] of the probabilistic 
relaxation formula.
We propose two methods as solutions. In the first method we involve all the represen­
tations associated with each node in the relaxation labelling process. The complexity 
of this matching approach increases as the number of representations for each node of 
the scene graph grows. In the second approach we reduce the matching complexity of 
the former approach by dividing the matching process into two stages: first, we find the 
best representation for each object hypothesis and second, we update the label proba­
bilities by incorporating contextual information. Having provided the matching results 
from either of the matching approaches, we interpret them in an easy way to declare 
which object (s) is present in the scene. The proposed matching methods were tested 
in a realistic recognition scenario involving real images. The result of this experiment 
shows the superiority of our latter matching approach both in speed and false matches.
In the next section we review graph matching methods reported in the computer vision 
literature. In Section 4.3 we define the graph matching as a labelling problem and 
introduce the required notation for this purpose. The probabilistic relaxation method 
of Christmas et al[21] will be reviewed in Section 4.4. The difficulties of applying this 
method to our specific matching problem are considered in Section 4.5. The two adap­
tations of the probabilistic relaxation labelling method to our problem are considered 
in Sections 4.6 and 4.7. In Section 4.9 we present the results of object recognition 
experiments. After discussing the results, we summarise the chapter in Section 4.11.
4.2 R eview  o f graph m atching m ethod s
Barrow and Popplestone [9] were among the first researchers who used relational graphs 
as a tool for representation of scene structure. Prom this early work to the present time 
graphs have been widely used as powerful data structures for the representation of pat­
terns in computer vision [61] [54] [74]. As a related problem to this approach to pattern 
representation, graph matching algorithms have been studied for many years. Graph
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matching algorithms can broadly be classified into two main categories. In the first ap­
proach, two graphs are matched by considering the similarity between their structures. 
Classical algorithms in this category are graph and subgraph isomorphism [78] [96] 
which are applicable for exact data only. To tolerate some degree of error in the 
graph matching process, different algorithms have been proposed [85] [27] [17]. Shapiro 
and Haralick[85] have provided a formal description of a relational distance measure 
between two graphs. Eshera and Fu [27] defined a distance measure as the total cost 
of edits needed to convert one graph to another graph. In a recent work Bunke and 
Shearer[17] introduced a new distance measure based on the maximal common subgraph 
of two graphs. The new measure is superior to edit distance based measures [27] [86] in 
that no particular edit operations need to be defined [17].
In the second category, the solution is sought by optimising a measure of consistency 
between two graphs. In comparison to the former group, this approach does not 
need to search a state-space for finding the solution. Consequently the methods in 
this group are of a much lower computational complexity. A vast number of algo­
rithms ranging from simulated annealing [42] [34], discrete relaxation [99] and genetic 
search [30] [101], through discrete optimization, to eigen-decomposition [98] [84], La- 
grangian relaxation [77] and probabilistic relaxation[80], which use a continues form of 
optimization, have been proposed.
A class of methods in the second category employ the relaxation technique for graph 
matching. In these methods graph matching is formulated as the problem of assign­
ing a proper label from the database (the graph of model) to each node of the input 
graph. Depending on two possible modalities of decision making these methods can 
be classified into two classes: message-centered and object-centered algorithms. In a 
message-centered algorithm a joint assignment of labels to all nodes in the input graph, 
which provides the most consistent labelling, is considered as the solution [37]. In con­
trast, an object-centered method focuses on the label assignment to each node one at 
a time[50]. A group of methods belonging to the family of message-centred algorithms 
aim at updating the symbolic label assignments so as to achieve global consistency. 
They are referred to as discrete relaxation techniques[37] [50]. The original discrete 
relaxation algorithm [99] was designed to optimise global consistency of labelling by
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introducing the set of admissible label configurations referred to as the dictionary. The 
lack of influence of observational evidence on label assignment was the main point of 
criticism for this method. More recent work incorporated measurement information by 
regarding the labelling procedure as a global MAP estimation problem. For instance, 
Hancock and Kittler[37] formulated the problem in a Bayesian probabilistic framework. 
They defined the matching criterion as the joint probability of labelling given unary 
measurements. Wilson and Hancock[102] derived probability distributions for the re­
lational errors that occur when there is significant graph corruption. This structural 
model was also used in the recent work of Cross and Hancock [25] to improve the 
alignment of triangulated point sets under perspective geometry.
As a counterpart of discrete relaxation, probabilistic relaxation techniques belonging to 
the family of object-centred algorithms have emerged. In contrast to discrete relaxation 
which gauges the consistency of label assignments, probabilistic evidential reasoning is 
used to update label probabilities. The technique was introduced first by Rosenfeld 
et al[80] in a heuristic manner. The lack of observational measurements in the origi­
nal method was overcome by Li[56]. The work of Kittler and Hancock[50] removed the 
heuristic feature of probabilistic relaxation by formulating it in the Bayesian framework. 
The authors developed an evidence combining formula which fuses observational and 
a priori contextual information. The applicability of this work was further extended 
by Christmas et al[21] by incorporating binary relation measurements into the relax­
ation process. This method not only offers a better understanding of the probabilistic 
relaxation process, but more importantly it provides a clear methodology for designing 
such processes. A good performance of the method in stereo vision and road matching 
applications was reported in [21]. The clear methodology for designing the relaxation 
process and the use of binary relations in the matching process are the main reasons 
for adopting this method for the region matching application.
4.3 D efin ition  o f problem
Before describing the algorithm for matching two ARGs namely the model graph and 
the scene graph, we introduce the necessary notation and the definitions required.
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Recall that we denote the scene and the model graph using triples Q = {(9, A’, v4} 
and G — {Ô ,X ,Â } respectively. In this representation O = {0 1 , 0 2 ,- "  ,on}  and 
Ô =  {Ô1 , Ô2 , • ■ •, ôm} are the sets of nodes in the scene and model graph respectively. 
Each node in the model graph is described using a unary measurement vector. We use 
X  to denote the set of all unary measurements in G. Furthermore in the model graph 
the relation between each pair of nodes within a neighbourhood is characterised using 
a binary measurement vector. We refer to the set of all binary measurements in the 
model graph by Â. Similar to definition of measurements in the model graph we denote 
the unary and binary measurements in the scene graph by set X  and A  respectively. 
The unary and binary measurements in the scene graph have similar property of their 
counterparts in the model graph except that associated with each node in the Q we 
have an array of unary measurement vectors. Likewise the link between a pair of 
nodes in this graph is described using an array of binary measurement vectors. The 
dissimilarity between the structure of measurements in the two graphs stems from the 
multiple representation of nodes in the scene graph.
We allocate to each node in the two graphs a label. Let us use © =  {0i, Q2 , ' "  to 
denote the set of labels allocated to the nodes in the scene graph where Oi is a label for 
node Oi. Similarly we use Q. = {wo, wi, • • - ,com} as the label set for the nodes of the 
model graph. As we will discuss later there might be a considerable number of nodes 
in the scene graph for which no real label in ü  is suitable. To facilitate the labelling at 
these nodes similar to [20] we add label wg to the real label set referred to as the null 
label.
The objective of the labelling task is to assign to each node in the scene graph a proper 
label from the label set f2 =  {wq, Wi, • • ■, cujv,/}. In this context we refer to a scene 
node as an object and the event that object Oi takes label is indicated by Oi = coa 
where Oi denotes the label on object o*. At the matching stage for each hypothesised 
label assignment Oi = Ua we measure the consistency of labelling at neighbouring 
objects. For this consistency evaluation we involve only k-nearest neighbours of the 
nodes being matched (oî,Ôq.). This is in contrast to the matching in [21] in which all 
the objects in the graph are involved in the measurement process. The motivation for 
confining the context conveying neighbomhood in our method is twofold. First since
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there is no relation between a pair of model nodes belonging to two different objects, 
the radius of the relevant neighbourhood for a model node is limited to the size of the 
sub-graph associated with the hypothesised object model. Second we want to reduce 
the complexity of labelling and the accumulation of errors. The parameter k is selected 
as a fraction of the average number of constituent regions of all model images. The 
distance between two nodes in a graph is measured using Euclidean metric.
For each node in the scene graph we associate a set N{ containing the indices of the 
nodes in the neighbourhood of Oj. We also use N i^  to refer to the neighbourhood of 
the node including Oi {Ni'^ =  N iU i) .  Similarly for each node of the model graph,0^, 
we allocate label set Na containing the indices of those labels in Ü whose nodes are in 
a neighbourhood of node ô». In this definition the situation of the null label has to be 
clai’ified. In fact no real node is associated with the null label in the model graph so 
the distance between a real node and the dummy node associated with the null label 
is meaningless. On the other hand any two neighbouring nodes in the scene graph 
potentially can take the null label. To make the assignment of null label possible we 
add the index of the null label to set Similarly the index of all labels in the model 
graph is added to set N q which represents the set of labels in a neighbourhood of ujq.
4.4 O verview  o f th e probabilistic relaxation  technique
In the probabilistic relaxation technique the assignment of a label to each object is ex­
pressed by a probability. The label probabilities associated with an object are initially 
computed based on observations at individual nodes. These probabilities are then re­
fined by taking into account context from the neighbourhood of nodes being matched. 
The relaxation technique was introduced by Rosenfeld et al[80]. The main shortcoming 
of the early relaxation algorithm [80] was that its foundations and design methodology 
were very heuristic. The subsequent work of Hummer and Zucker[80] and Kittler and 
Hancock[50] overcame these major points of criticism. In particular, [50] provided a 
theoretical underpinning of probabilistic relaxation using a Bayesian framework. This 
work was further extended by Christmas et al[21] by incorporating binary relation mea­
surements into the relaxation process. The introduction of measurements throughout
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the relaxation process made the relaxation labelling approach more efficient.
Christmas et al [21] addressed the matching problem as one of assignment of a proper 
label from the label set =  {wo, - "  , w^} to each object of O = {oi,--*,o/sr} 
where label uq is the null label assigned to the objects for which no other label is 
appropriate. In their formulation the label assignment criterion involves explicitly both 
the unary and binary relation measurements which are regarded as observations. In 
this formulation the binary measurements encapsulate contextual information conveyed 
by the neighbouring objects in a direct manner:
P{Oi =  = maxP(0^ =  ^x\^j,jeNi+^-^ijJ^Ni) (4.1)
where Xj refers to the unary measurement of the object Oj and Aij is the binary mea­
surement associated with the pair of nodes o% and Oj.  Unlike our definition of the 
neighbourhood set Ni (Section 4.3), this set in Eq( 4.1) contains the indices of all 
nodes in the scene graph excluding o*. Accordingly set Ni~  ^ includes the indices of 
all nodes in the scene graph. Using the Bayesian rule and then applying the total 
probability theorem, Eq 4.1 is expanded:
E w g ,  e n  •• e n  e n  "  e n  -.Oj = " « , . . , 0 ^  =  + .Âv . i ew,  )
Ewg^en 'Ewg^ =w9i, =w@., -.Ow = +
In this new expression the joint probability of labelling involves all possible combination 
of the label assignments for the objects in the scene graph. As a result the complex­
ity for computation of the label probabilities in Eq(4.2) is an exponential function of 
the number of objects. To convert the problem to one of polynomial complexity the 
following simplified assumptions were made[21]:
1. The unary measurements in the set x jj^n . are conditionally independent of each 
other.
2. The binary relations in the set are conditionally independent of each
other.
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3. The occurrence of the unary measurements is conditionally independent of binary 
relations.
4. The pair of events 9i =  and Oj =  are independent.
The joint probability density, which appears in the numerator and the denominator of 
Eq 4.2 can be expressed in terms of conditional probabilities:
P{Oi = OJ01,--- ,0i = UJa,"' ,0n  = UJ0^,Xjj^j^.+ ,Aijj^Ni)
~  = ■,Oi = üJa,’ “ ,9n  = , Aijj^Mi)
X P{Oi =  wgj, • ■ •, =  (Va, ,0n  = ^0pi, AijjeNi) (4.3)
Using the third assumption the binary measurements from the list of conditioning 
variables of the first term in (4.3) can be removed. Furthermore we can factories the 
second term in (4.3) using the second and the last assumptions as follows:
P{Ol = U 0 ^ ," ’ ,0i = (Va,-’ - , 0 n  = (V0^ , Aij^jçN.)
-  ^ ( A i i | A i 2 ,  " ,  A i î _ i , A i i + i , ■ • • , AiN , =  w g j  • • • , 0AT =  w g y y )  
xP(Ai2lAi3,. . ., Aii-i, Aii+i,. . . ,  AiN,Oi = ... ,0jsr = wg^ )
X . . .  X P{AiM\Oi — (vo -^ "  ,Opf =  w g ^ )  X P { 9 i  =  c*j0i’ ■ ■ , 0 n  =  w g ^ )
=  P{Oi =  wgj{ f j  P{Aij\0j =  uj0j,Oi = iV0^)P{Oj = (V0.)} (4.4)
jeNi
Substituting the simplified terms in (4.2), the a posteriori probability can be written 
as:
P(0i  =  W ,)
where
Q{Oi =  iVa) “  n  =  u^\xj)P{Aij\Oi =  (Va,Oj = IVp) (4.6)
jENiUjpen
The function, Q{Oi = (Va), is called the support function. It measures the consistency 
of the label assignments to objects in neighbourhood of o%, assuming the object, o%, 
takes label Wq. Using Eq 4.5 the probability that object Oi takes label (Va conditional 
on all available observations in the network is evaluated. This probability is derived 
as a function of the label probabilities conditional on unary measurements( P{Oj =
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) )} and the distribution function of binary measurements =
UayOj = cjjs)) conditional on the label assignment at the associated objects,Oi,Oj. Using 
the Bayes rule the label probability conditional on the unary measurement associated 
with the object can be expressed as follows:
where P(xj\0j = ujq.) is the probability distribution function of the unary measurement 
and P{9j = uq.) is the prior label probability.
Based on the decision rule (4.1) the label which yields the maximum a posteriori proba­
bility would be assigned to object o^ . Referring to ( 4.7), in practice the prior probabili­
ties contains little information. Moreover due to errors corrupting the unary attributes 
and also difficulties in modelling the relevant distribution function, the computation of 
the probability from (4.7) is prone to errors. Consequently the label probabilities eval­
uated from (4.7) are not sufficiently reliable to be used directly for the label assignment 
based on decision rule (4.1). The relaxation technique suggests a way to improve the 
robustness of the labelling probabilities to measurement errors. Using this technique 
the initial label probabilities derived from (4.7) are updated using (4.5) and (4.6) in 
an iterative manner. The labelling probabilities at each iteration are refined by incor­
porating contextual information from the neighbourhood of nodes being match. The 
process can be repeated iteratively as many times as is needed to meet some conver­
gence or consistency condition. Based on this strategy the updating formula from (4.5) 
and (4.6) can be derived:
q(^)(0^ =  Wg) =  n  £  P^^Hôi — uj^)P{Aij\Oi = uJa.Oj “  Wjs) (4.9)
j^Ni ujpGO.
The label probabilities in the first iteration P^^^{9i = wgj are initialised in terms of the 
prior probabilities and the probability distribution functions of the unary measurements 
using Eq 4.7. Without any observation the label probabilities can be considered as 
equal. Assuming (  is the proportion of scene nodes that will assume the null label the
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prior label probabilities will be given as :
\ C A — 0 (null label)P{Oi =  wa) =  < (4.10)
1 ¥  w o
where M  is the number of labels (model nodes).
In [21] it is assumed that the distribution function of errors on unary measurements 
is Gaussian and statistically independent. Accordingly the distribution functions of 
unary measurements are modelled as:
P{xi\9i -  Ua) = AfxiiXa, S„) (4.11)
where Su is a diagonal covariance matrix for measurement vector xi and Xa is the 
unary measurement vector associated with the graph node with label Ua- In support 
function Q the term P{Aij\9i = =  up) behaves as a compatibility coefficient in
other relaxation methods. In fact it is the density function for the binary measurement 
Aij given the matches 9{ =  and 9j = up.
Similar to unary measurements it is assumed that deviations of a binary measurement 
taken from the scene from its corresponding measurement in the model is represented 
by a Gaussian. Hence the distribution function of binary measurements is derived by 
centring a Gaussian function on the the model binary measurement vector Aap. Thus 
we have:
P{Aij\9i = Ua, 9j =  up) = {Âap.Ei,) (4.12)
where Sf, is the covariance matrix of the binary measurement vector Aij. For the 
specific case when at least one of the two objects involved in this distribution function 
takes the null label, the introduced distribution function is not applicable any more. In
this situation where no binary relation between the dummy node and other nodes in
the model graph exists, the use of uniform function as the binary distribution function 
is suggested[21j.
Assuming the components in the binary measurement Aij are independent, the binary 
distribution function is evaluated as the product of the distributions specific to each 
component.
IMull
P{Aij\9i =  Uaj9j — Wo) =  J J  U{mk->Dk) (4.13)
&=i
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The distribution U{mk,Dk) is associated with fcth component of the binary measure­
ment vector Aij is a uniform function centred on m/j and nonzero on interval . The 
parameters rrik and Dk are the mean and range of the kth  component. The iterative 
process will be terminated in one of the following circumstances:
1. In the last iteration, none of the probabilities changes by more than threshold e.
2. The number of iterations reaches some specified limit.
4.5 P rob abilistic relaxation  for region m atching
Returning to our matching problem, we shall introduce our methodology for the match­
ing of the scene graph against the model graph. We adopt the probabilistic relaxation 
labelling [21] to solve our matching problem. In this section we commence the dis­
cussion about the consistency of the assumptions made in [21] with the measurements 
employed in our representation. We then discuss the major differences between our 
matching problem and the applications addressed in[21].
Referring to Chapter 3, we describe each region in an image using a unary measure­
ment vector consisting of colour, second order moments and a number of samples picked 
from the boundary of the region after normalising it. Let consider the first assumption 
stated in Section 4.4 for simplifying the probabilistic relaxation formula which is con­
cerned with the independence of unary measurements. In principal shape and colour 
employed in the unary measurement vector associated with a region can be specified 
independently from the other regions in the image, and thus the independence of unary 
measurement vectors is a valid assumption. One may argue that the shape of a region 
is not independent from the shapes of its adjacent regions. However, the shared bound­
ary between two regions will normally be a function of the complete region boundary, 
and therefore even adjacent region shape measurements can be considered independent. 
Some dependency between colour measurements of pair of regions may also exist as a 
result of global illumination effects but they will be considered negligible.
The second assumption regards the independence of binary measurements. More specif­
ically it is assumed that binary measurements associated with a center region Oi and its
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neighbours, are statistically independent. Let us recall that in our represen­
tation we describe the relation between a region and each of its k-nearest neighbours 
using a binary measurement vector. This vector consists of three components: the 
Euclidean distance between colour vectors associated to the two regions, the area ra­
tio and the binary relation matrix between the two regions. Let us consider the first 
component of binary measurement vector, even if we know the Euclidean distance be­
tween colour vector of region oi and all of its neighbours except one neighbour oj,
C o l o u r in fact we do not know any about the Euclidean distance be­
tween the colour vectors associated with Oi and oi. The same reasoning holds for two 
other components of binary measurement vector. It is worth noting that in this as­
sumption the independence of only binary measurements whose edges are common in 
one node(oi) is supposed. This is much weaker than assuming the independence of all 
binary measurements in a graph.
Referring to the third assumption in Section 4.4 which states that the occurrence of the 
unary measurements is conditionally independent of binary relations. Let concentrate 
on the first component of binary measurement vector, the colour distance. Again if we 
know the Euclidean distance between the colour of center region Oi and the colours of 
its neighbours we do not know any about their individual colours. One may argue that 
this reasoning is not held for binary relation matrices and shape-based features used in 
unary measurements since they both originate from one source. Although these unary 
and binary measurements are originated from one source (the normalisation process), 
the binary relation matrix between two regions does not say anything about the shape 
of individual regions. Note that the third assumption is not held the other way round, 
the claim that the occurrence of the binary measurements is conditionally independent 
of unary relations.
Now we discuss the major difference between our graph matching problem and the 
applications addressed in [21] In our approach we:
1. have multiple representations for the nodes in the scene graph
2. represent all object models in a single model graph
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3. have to cope with highly dissimilar scene graph and a sub-graph of the model 
graph
As pointed out in the previous chapter, we represent each region in the scene image 
multiply to immunise our invariant representation against changes in the ranking order 
of high curvature points. All the representations must be considered in matching against 
the normalised region associated with a candidate label in the model graph.
To deal with this labelling problem we propose two approaches. In the first approach we 
label each node in the scene graph using the probabilistic relaxation labelling technique 
by considering all available representations for the node jointly in each iteration of the 
process. In the second approach we divide the matching problem into two sub-problems: 
detecting the most likely representation of each scene node given a particular label and 
then using the relaxation technique to update the labelling probabilities. In the next 
two sections we will introduce these approaches in detail.
The other factor which makes our matching problem different from the applications 
reported in [21] is related to the structure of the model graph. In our representation the 
model graph is a collection of a number of sub-graphs each of which represents an object 
in the database. Accordingly, unlike in [21], it is meaningless to involve measurements 
from the whole model graph in a particular label assignment. As pointed out earlier, we 
measure the consistency of labelling for label assignment $i = Ua using only k-nearest 
neighbours of the two nodes being matched (0^,0^) . Further benefits offered by the 
use of the confined neighbourhood are: reducing the complexity of matching and the 
effect of background clutter on the consistency measure.
Last but not least, our matching problem and the applications reported in [21] differ 
in terms of a high degree of dissimilarity between the content of the two graphs being- 
matched. As a result of imperfect segmentation, which can be caused by many factors 
such as severe geometric transformation and illumination changes, regions of an object 
in the scene and the model are often segmented differently. This is a major factor for 
which we have to adapt the support function defined in Eq 4.9 which is very sensitive 
to inconsistent labelling in the neighbourhood of o*. A single inconsistent label in the 
neighbourhood of Oi suffices to reduce the measured support to a negligible value. We
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propose two different ways to cope with this problem which will be detailed in the next 
sections.
4.6 Joint use o f m ultip le representations
The use of multiple representations for the nodes of scene graph makes our matching 
problem different from the existing methods. In the first approach we consider the as­
signment of a particular label to each representation for an object separately. According 
to (4.1) we define our decision criterion as follows:
assign &i  ^ i f
P{9i = u x \x i , (^^ =  Ua\xi, ^ijjeN i)  (4.14)
The label Wq is assigned to object Oi based on its /cth representation if this label max­
imises a posteriori probabihty given the set of unary and binary measurement vectors 
associated with the nodes within neighbourhood Ni. xj^ is the unary measurement vec­
tor associated with Zth representation of neighbouring object Oj and is the binary 
measurement vector associated with kth  representation of Oi and Ith representation of 
Oj.  In this formula L j  is the set of indices denoting the available representations for 
object Oj.
Having found all the labelling probabilities for different representations of object Oj, 
we determine the most likely representation for Oi by minimising their entropy. The 
representation with the minimum entropy is selected as the most likely representation 
of op
B  =  mm E n tro p y  (P((9f =  Vw« G (4.15)
where B  is the index of the most likely representation associated with an object. Finally 
among the available representations associated with object Oj the labelling for the most 
likely representation of Oi determines the best label for this object:
assign 9{ -)• cjx i f  9 f  =  œx
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In essence the entropy of label probabilities gives a measure of uncertainty in the 
labelling process. The most certain labelling yields the minimum entropy. In other 
words, once an object using its proper representation is assigned the correct label, the 
probability of this assignment is significantly higher than the probabilities of other 
hypotheses.
One major problem with the above scheme is the complexity of evaluating the posterior 
probability from (4.14). In fact considering all the available representations for each 
neighbouring node Oj makes the evaluation of label probabilities an unmanageable task. 
To reduce the complexity of the problem we assume that the most likely representation 
for each neighbouring object is known and we consider only this representation in the 
relaxation process. Accordingly the decision rule (4.14) is modified to a manageable 
form:
P{el =  = maxP{9f =  (4.16)
Recall that the index B  indicates the index of the most likely representation for an 
object.
Under the same assumptions as made in [2 1 ], the a posteriori probability (4.16) can be 
expanded in terms of the marginal distribution of the unary and binary measurement 
vectors given the conditional label probabilities:
^  ~ P(6  ^= WAl#)Q(e|= = WA)
Q(ffi=uia)= n  S  P(^3 = (4.17)
U)peNa
W ith the same reasoning as discussed in the previous section the label probabilities can 
be updated in an iterative manner using the following formula:
= lia) =  n  D  =  W^ ) (4.18)
jeiVi u}peNa
Na is set of indices for the nodes in a neighbourhood of da (Section 4.3 ).
Let us now return to the problem of selecting the most likely representation of each 
neighbouring object. As discussed earlier, we determine the most likely representation
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of an object by considering the entropy of labelling for different representations of the 
object. But in the first iteration of the process the label probabilities are not available. 
To initialise the labelling process we assume that the top ranking representation of 
an object is the most likely representation. In fact this representation is the best 
candidate for the initialisation of the process, as the reference point associated with 
the top ranking representation is the strongest corner point on the region boundary. 
In other words, the top ranking representation of an object is likely to be the same as 
its corresponding region in the object model. At the end of each iteration using rule 
(4.15) the most likely representation of each object is determined and adopted for the 
next iteration.
The labelling process will be terminated when one of the two conditions stated in 
Section(4.4) is reached. At this stage, we assign to each object the label with maximum 
probability among the label probabilities associated with the most likely representation 
of the object.
In our preliminary experiments we noticed that the support function Q as derived in [21] 
does not properly convey the consistency of labelling in the neighbourhood of o*. The 
problem arises once the assignment of at least one of the nodes in this neighbourhood 
is inconsistent with the candidate label for o^ . Even if all other neighbours support this 
assignment, the total support provided by Q will be negligible through the veto effect of 
the product. To alleviate this problem we adopt the sum operator used in the seminal 
paper of Rosenfeld et al [80] instead the product support. The sum rule eliminates the 
veto effect of irrelevant objects yet it is able to measure the support conveyed by the 
neighbouring objects for the candidate assignment.
^  (4.19)
ieiVi uj0eNc.
It is worth noting that also in [21] a similar support function is derived. The authors 
showed that under assumption of low context, the product support function can be 
approximated by the sum support function[2 1 ].
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Figure 4.1: Showing the sensitivity of the proposed criterion function, E, used for 
assessing candidate representations. The regions has been plotted in the normalised 
coordinate system
4.7 U se o f m ost likely representation
In the previous method we considered all the available representations of the object 
throughout the labelling process. This made the method complex and time consuming, 
particularly when the number of model nodes increased. To reduce the complexity 
of the problem, we divided the matching process into two stages: first, finding the 
best representation of object under a particular label hypothesis and second, updating 
the label probabilities by incorporating contextual information. A further reduction in 
the matching complexity is achieved by pruning inadmissible labels for each object in 
the scene graph in both stages. This not only helps to speed up the convergence but 
also reduces the number of possible interpretations with the benefit of improving the 
robustness of matching. In the next two sections we introduce these two stages.
4.7.1 Finding the best representations
In the first stage, we compare the unary attribute measurements for each object in the 
scene graph, with the corresponding model measurements for all interpretations and 
construct a list, containing the candidate labels for the object. Simultaneously for
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each label in the list we find the best representation. For this purpose we propose a 
novel method of assessing each representation. It is based on the measurement of the 
mean square distance between the normalised boundary samples from a scene region 
(vector S) and the associated vector of the hypothesised label. In other words the merit 
of kth  representation of object Oi in the context of the assignment of label, Wa, to that 
object is evaluated as:
E{9i — LJa) =  min(rcJ[S] — (4.20)
In ideal conditions, for the correct basis, the above measurement for the corresponding 
regions would be zero but due to errors in the extraction of the reference points and as a 
result of segmentation noise affecting the boundary pixels position this measurement is 
subject to errors. Thus criterion function E  is compared against a predefined threshold. 
A label is entered in the list of hypotheses only if the measurement value is less than the 
threshold. The best representation basis, I, is also recorded in the node label list. Note 
that the above strategy may introduce more than one representation for each candidate 
node label. This is likely to happen when the label and object shapes are symmetric. 
In such cases, we need to compare the support received for this assignment from the 
neighbouring objects and select the most consistent representation. At the end of this 
process we will have a label list for each object with the best representation for each 
label in the list. Hence we do not need to distinguish between different representations 
by superscript indices on the unary and binary vectors. Instead the index B  indicates 
the best representation is being considered.
To illustrate the effectiveness of the criterion function we show in Fig 4.1 the boundary 
of a normalised scene region and compare it with the boundary of two model regions. 
Each row of the figure presents the comparison for two different representations of the 
scene region. In order to get a good agreement ( low value E) both the interpretation 
and the representation have to be correct. For a good fit the value of E  is at least two 
orders of magnitude smaller than any other combination of label and representation.
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4.7.2 Labelling using the relaxation technique
Returning to the labelling problem, for each object we assign a proper label from the 
label list fii. Considering the set of admissible labels for each object the label updating 
formula in the method [2 1 ] is written as:
=  Wa) =  J J  ^  =  U0)P{Afj\9i = Ua,9j =  cjp) (4.22)
u)pe{njnNa]
where function Q quantifies the support that assignment {9i ~  Ua) receives at the 
n th  iteration step from the neighbours of object Oi in the scene. The index star in 
this formula indicates that the best representation of objects in measurement Afj is 
being considered. Referring to the contribution received by the support function from 
neighbour Oj for assignment 9{ — Wg, Oj can take only those labels in neighbourhood 
of oJa which are also admitted in the first stage of labelling Qj.
As pointed out in the previous section, the support function in [2 1 ] is very sensitive to 
one of the object neighbours being inconsistently labelled. Apart from this problem, 
the support function Q is detrimentally affected by the contribution received by the 
assignment of the null label to neighbouring objects. Each neighbour Oj will contribute 
the term p^'^\9i =  wo)p(A^|^i =  =  wg). Now consider the case when the
consistency of other labels on oj is low (which will frequently happen). The contribution 
to the support provided by the null label will be dominant and cause an undesirable 
effect. Since the assignment of the null label to Oj does not provide any relevant 
information for the labelling of object o%, its support should be neutral. The undesirable 
behaviour of the null label has been observed in all our experiments. It is frequently 
manifest in incorrect labelling. To avoid this problem we set the support term related 
to the null label to a constant value. Because of the product operator in the definition 
of support function Q this constant cannot be set to zero. By this adjustment we also 
overcome the earlier problem related to the sensitivity of the support function to a few 
inconsistent neighbours. By setting the support term related to the null label to a value 
higher than that conveyed by inconsistent evidence and less than a consistent evidence, 
we reduce the sensitivity of the support function to such labelling inconsistencies. In
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the previous approach we alleviated this problem using the sum support instead of 
product as proposed in [80]. Although this modification removes the above problem, 
the summation of the labelling evidence from a clutter of neighbouring objects may 
result in a considerable support for an incorrect object interpretation.
In addition to the pruning of labels in the previous stage of the process, at the end 
of each iteration we eliminate the labels the related probabilities of which drop below 
a threshold value. This will make our relaxation method faster and more robust as 
well. Indeed the updating of probabilities of unlikely matches not only takes time but 
also increases the probability of incorrect assignments due to the increased entropy of 
the interpretation process which is a function of not only probability distribution but 
also of the number of possible interpretations. The initialisation of the process and the 
determination of the distribution functions are carried out in the same way as in the 
original labelling method[2 1 ].
4.8 In terpretation  o f m atching resu lts for ob ject recogni­
tion
The result of graph matching is the assignment of a label from set Q to each node 
in the scene graph. For recognition purposes we ignore all scene nodes which take 
the null label in our interpretation. Let Si to be the number of labels from subgraph 
Qi in the model graph which are assigned to the scene nodes. Recall G i is the graph 
representation of the model image for the ith  object in the database. We declare that 
ith  object is in the scene if Si is above threshold 7 . The threshold depends on the 
average number of patches on the surfaces of objects in the database. For objects with 
normal complexity we set 7  to three.
4.9 E xperim ental results
We now demonstrate the recognition performance of the proposed methods in a realistic 
scenario involving real images. Shown in Fig 4.2(a) the object to be recognised is a
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(a) (b)
Figure 4.2: a) The frontal image of ‘coco’ box taken as a model b) an image of the 
scene contains the object (‘coco’ box) of interest
cereal box. A relatively clear, close-up view of the object is used as the model image. 
The two matching methods are applied to a complex scene containing a number of other 
objects. The scene image is shown in Fig 4.2(b). As can be seen, the imaging viewpoint 
on the scene is such that the object of interest in these test images is significantly smaller 
than the model and the related regions are considerably deformed. Furthermore the 
scene image and the model image are taken in different illumination conditions. The 
experiment was carried out using two proposed methods for matching. Recall in the 
first method we use the joint representations in the relaxation labelling process while 
the second method uses the best representation of each scene node. We refer to these 
methods as methods 1 and 2  respectively.
The result of segmenting the model and scene images was 42 and 185 regions respec­
tively. These numbers also reflect the size of the model and scene graphs. In both 
graphs the size of the contextual neighbourhoods was 10 nodes. For each scene region 
we extracted five strongest corners from its boundary. Accordingly five normalised 
representations for each scene region were provided. As discussed in Chapter 3 the 
multiple representation of scene regions was proposed to immunise our invariant rep­
resentation against changes in the ranking order of high curvature points as a result of 
geometric transformations. For both methods we terminated the relaxation labelling 
process when the difference in two successive values of every label probability was below 
10“ .^ To meet the above condition the number of iterations required for the methods
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Matching Results Corresponding Regions Clutter Regions
#Ccorrect #T he Null Assigned ^Incorrectly Labelled
Met hod 1 18 2 7
Method2 17 3 2
Table 4.1: The performance of matching
1 and 2 were 20 and 5 respectively. The matching process for these methods took 16 
and 3 seconds.
From 185 regions segmented from the scene, 35 regions belong to the object of interest 
and the remaining regions arose from the clutter. By virtually checking the object 
regions in the scene and the model, we found that 2 1  regions between the two images 
were comparable. We would ideally expect the remaining scene regions to be matched 
to the null label. The results of matching using the two proposed methods are reported 
in Table 4.1. Prom 21 expected matches between the model and the scene the methods 
1 and 2 established 18 and 17 correct matches. The remaining regions were matched 
to the null. In both methods the majority of the clutter regions take the null label. 
Nevertheless method 2 exhibits a better rejection rate.
4.10 D iscussion
As the results of the experiment showed, the two methods almost exhibit the same 
performance for matching of the corresponding regions. We found method 2 successfully 
detect the most probable representation for all correct matches (17 matches). Our 
investigation showed that the reason for missing a few correspondences in method 2  
was the severe distortion on the boundary of scene regions. Under this condition, the 
function, E (Eq 4.20), which measures the dissimilarity between all representations of 
a scene region and its corresponding model region, was above the defined threshold so 
the expected match was rejected.
In contrast, method 1 involves all representations for a scene region in the relaxation 
labelling process. Although the matches established in this method might be slightly
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higher than in method 2 , this is achieved at expense of dramatically increased compu­
tational complexity.
In summary we found that method 2 is superior to method 1 both in terms of speed 
and the rejection of clutter regions. However a severe distortion on the boundary of 
scene regions may cause method 2  to miss a few correspondences.
4.11 C onclusion
Based on the proposed image representation (chapter 3) the scene and model images are 
given as two graphs: the scene and model graph. We considered the object recognition 
as the problem of matching the two graphs. We adopted the probabilistic relaxation 
labelling approach to our problem. Having reviewed the probabilistic relaxation la­
belling method of Christmas et al[21], we discussed the two main difficulties preventing 
us from applying this method to our graph matching problem. The first problem stems 
from the use of multiple representations of nodes in the scene graph and the second 
one relates to the structure of the model graph. As a result of the second problem the 
support function derived in [2 1 ] does not properly convey the consistency of labelling in 
the neighbourhood a scene node. We proposed two different approaches to solve these 
problems. In the first approach we involved all representations for a scene node in 
the relaxation labelling process. We adopted the sum operator instead of the product 
support to eliminates the veto effect of irrelevant objects. In the second approach we 
divided the matching process into two stages: first, finding the best representation of 
object under a particular label hypothesis and second, updating the label probabilities 
by incorporating contextual information. A further reduction in the matching com­
plexity is achieved by pruning inadmissible labels for each object in the scene graph in 
both stages.
We tested these two methods in a realistic scenario involving real images. The perfor­
mance of both methods was satisfactory. However the matching process for the second 
method was much faster than the earher method. Through the experiments we also 
found that the label pruning used in the second method not only makes the matching 
process faster but also it reduces the number of incorrect matches in clutter regions.
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Chapter 5
Experim ental R esults
5.1 In troduction
In order to evaluate the performance of the proposed recognition method we need 
adequate test databases. At least one database should reflect the assumptions behind 
the method namely that the objects have planar surfaces with distinct colours. Such a 
database is not publicly available. For instance in the COILIQO database, the majority 
of objects have non-planar surfaces. We have therefore recorded a database containing 
47 coloured objects viewed over a significant portion of the viewing sphere. We called it 
SOIL47 (Surrey Object Image Library). The objects used in this database are mainly 
boxes with colour texture surface markings. We added some curved surface objects to 
the database to evaluate the sensitivity of our method to deviations from the planarity 
assumption. For each object in the database we collected two sets of images taken 
under two different illumination conditions. This allowed us to test the sensitivity of 
the recognition method to illumination changes. For further tests concerning the effect 
of scaling and occlusion we used the original images in the database to simulate these 
two conditions. For affine transformations (change of viewpoint, scaling) and different 
conditions such as illumination change and occlusion we tested the Best Representation 
In Labelling( BRIL ) method (Section 4.7 ) on the SOIL47 database. The result of the 
experiments are reported in Section 5.3.
The robustness to clutter is one of the desired characteristics of a recognition system.
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To evaluate our recognition method in such conditions we compiled another database 
consisting of a set of traffic sign images taken from outdoor scenes. The objects of 
interest in this database are all flat. Unlike in the first database, clutter is a dominant 
part of each image in this set. The results of experiments on this database are reported 
in Section 5.4.1.
5.2 T he SOIL47 database
The SOIL47 database consists of 47 objects imaged on black background. The images 
have been captured using a 2 /3—inch CCD JVC JK —1070 camera mounted on a robot 
arm. While an object in the scene was stationary the robot arm rotated around the 
vertical axis spanning a range of ±90°. The camera mounted on the robot arm took 
images of the scene from 2 1  viewpoints. One of these views is the frontal view of the 
object in the scene and the corresponding image is used as the model of the object. The 
frontal views of all 47 objects of SOIL47 are shown in Fig 5.1. The remaining images 
were taken from 20 viewing angles spanning a range of up to ±90 degrees in intervals 
of approximately 9 degrees. These images are used as the test images. The test images 
corresponding to an object in the database are shown in Fig 5.2. The captured images 
are all in portable network graphics (PNG) format and their size is 576 x 720. A scaled 
version of the original images is available on the W W W  [44].
As seen in Fig 5.1 there are considerable similarities between the appearance of objects 
in the database. The motivation for this selection was to provide a challenging task 
for any recognition method being test on the database. Numbering the objects from 
1 (top left) to 47 (bottom right), objects #33 and #34 are very similar in shape and 
also in the structure of patches on their surfaces. The surface patches on these objects 
are also similar to the patches on object # 2 2 . Apart from the colour, the appearance 
of object # 3  with # 4  and object #26 with #27 are identical. Moreover there are some 
similar patches which appear on the faces of objects such as "C O R N ” and '^’CHOCO".
In order to test the robustness of an algorithm to illumination change, for an object in 
the scene we captured two sets of images under different lighting conditions. For the 
first set so called SOIL47A two 1500 Watt tungsten bulbs were used to light the scene.
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Figure 5.1: The frontal view of objects in SOIL47A database
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Figure 5.2; The test images corresponding to an object in (SOIL47A)
s
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Figure 5.3: Two images of an object corresponding to sets a) SOIL47A and b)SOIL47B 
grabbed under different illumination conditions
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Figure 5.4: The image capturing for lighting condition A (SOIL47A) and B( SOIL47B)
For the second set only one bulb with the same characteristics as in set A was used. We 
refer to this set as SOIL47B. Two corresponding images of an object in these sets are 
shown in Fig 5.3. As expected the images in set A are brighter than the corresponding 
images in set B. We record the position of the lights in the two cases with respect to the 
object in the scene in Fig 5.4. As schematically shown in this figure we used a white 
paper shield between the light(s) and the object in the scene to make the lighting more 
diffuse.
5.2.1 Object scaling
The images in SOIL47 database have been captured in the same size. There were 
two major limitations which prevented us from capturing images of objects in different 
scales. First, because of the mechanical constraints on the robot we could not vary 
the distance of the camera from the object sufficiently. Second the zooming range of 
the lens on the camera was not wide enough to obtain significant scaling. Hence we 
simulated the scaling transformation by re-sampling each test image of the database 
using the im resize function in Matlab. To prevent aliasing, a low-pass filtering was 
applied on the original image beforehand. As a side effect of the low-pass filtering the 
noise of the camera and image digitisation process are reduced. We restored the original 
noise level by adding a Gaussian noise to the re-sampled images. The noise level in the 
original images was determined by manually delineating a set of homogeneous regions
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(a) (b) (c) (d)
Figure 5.5: The original image of an object (a) and scaled images by factors (b) 0.75 
(c) 0.5 (d) 0.375
from which we estimated the parameters of the Gaussian noise model in the respective 
colour channels. The scaling parameter was sampled so as to produce test image sizes 
to 37.5%, 50%, 75% of the original image set. Note that throughout the experiment 
we used the full size images as the object models. Fig 5.5 shows the original image of 
an object and the corresponding scaled images. In Fig 5.6 we demonstrate the noise 
cancellation as a result of the re-sampling process and noise restoration applied after 
that.
5.2.2 Occlusion
In order to evaluate the ability of BRIL to recognise occluded objects, we constructed 
a set of synthesised images containing occluded objects from SOIL47 database. Two 
views of each object, the frontal view and pose 6 , were chosen for the construction and 
in each of these views two different levels of occlusion (25% and 50%) were created. 
Figs 5.7(a) and 5.7(b) show the frontal views of an occluded object in which 25% and 
50% of object appearance are occluded respectively. Likewise Figs 5.8(a)and 5.8(b) 
show the occluded object viewed at pose 6 .
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(a) (b) (c)
Figure 5.6: A homogeneous patch from (a)the original image of an object (b)after 
re-sampling (c) after noise restoration
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(a) (b)
Figure 5.7: a) 25% and b) 50% occlusion for an object viewed from frontal
CHKKIN 4
(a) (b)
Figure 5.8: a) 25% and b) 50% occlusion for an object viewed at pose 6
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(a) The recognition rate for SOIL47 (b) The misclassification rate for 
database SOIL47 database
Figure 5,9: The performance of BRIL under affine transformations
5.3 T esting protocol for SOIL47
We designed a number of experiments to evaluate the performance of our recognition 
method using SOIL47. In all experiments we used the frontal image of objects in the 
set SOIL47A as the object models. The model images are used in the original size. 
The separate experiments were performed to test the recognition method for affine 
transformation, occlusion and illumination changes.
5.3.1 Experiment for affine transformation
Using the set of object images taken from different views and re-sampled with different 
ratios we tested BRIL for a wide range of affine transformations. For this experiment 
we used the test images from the set SOIL47A. Accordingly we considered each of 20 
views of an object as the test scene and the images corresponding to the scene at the 
different scales were utilised as the test images. We evaluated the recognition method in 
terms of two performance criteria: successful rate of recognition and misclassification. 
Fig 5.9(a) shows the correct recognition rate as a function of object pose. The graphs 
are also parametrised by test image size. As the results show, in the czise of moderate
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(a) (b)
Figure 5.10: The regions segmented from two images of object # 6  taken from different 
viewpoints
scaling when an object is viewed from —35 to +35 degrees the recognition rate is more 
than 90%. Even under considerable scaling (factor 0.5), this range is as high as 85% 
for approximate range of —20 to +20 degrees.The performance degrades for viewing 
angles far from the frontal. The impact of both object scaling and viewpoint change on 
segmentation is significant. This is accentuated when the scaling factor further reduces.
As can be expected, the objects imaged from extreme views are not successfully recog­
nised. This is caused by two main factors: distortion of the boundary of the segmented 
regions and different configuration of regions segmented from different images. For 
instance for object # 6  whose surface patches have similar colour, the result of segmen­
tation is very sensitive to the viewpoint. Fig 5.10 shows the segmented regions from 
two images of this object taken from the frontal view and at pose 6 . The worst recog­
nition rates have been obtained for objects #43 and #45 for which no patch can be 
extracted from their surface. As one can expect the recognition of non-planar objects 
in the database is not very successful when they are viewed sideways. This is because 
we only train our recognition system for the frontal view of objects and with a slight 
change of the viewpoint the face of objects changes as shown in Fig 5.11. As seen from 
Fig 5.9(a) for moderate scaling (scale factor 0.75) the recognition rate is comparable 
with that for the original size images. Surprisingly, for some poses this rate for scaled
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Figure 5.11: The different views of a round object
Figure 5.12: The correspondence between model and scene regions after four iterations 
of the relaxation labelling
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Figure 5.13: The entropy of labelling against number of iterations
image is slightly better than for the original size. A further investigation showed that 
the noise restored in re-sampled images does not completely model the noise in the 
original image, so image segmentation of the scaled images at some poses is slightly 
better than that of the original images.
The misclassification rate for the experiments with the scaled images is plotted in 
Fig 5.9(b). The results show that this figure is low for all viewing angles. Neverthe­
less for viewpoints close to the frontal view this rate is lower than for other poses as 
expected. Considering both the rate of misclassification and recognition we find that 
in the majority of cases when the method fails to recognise the scene object, all false 
hypotheses are rejected. The main reason for some degree of misclassification is the 
high level of similarity between the objects in the database. This causes ambiguity in 
the matching process but still the rate of misclassification is quite low.
Fig 5.12 shows an example of the correspondence established between the model and 
scene regions after four iterations of the relaxation labelling process. The scene regions 
not shown in correspondence attracted the null label. In the first steps of the process 
the inadequate support causes the null label to win the labelling competition for the 
majority of cases. But after a few iterations the support for the correct matches of the 
pairs of corresponding regions is considerably higher than the incoherent support for 
the “null” assignment. In Fig 5.13 we plot the entropy of labelling averaged over all 
nodes in the scene graph. After five iterations the entropy declines to one tenth of its 
initial value. This reveals that the convergence of the labelling algorithm is very fast.
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Level o f  Occlusion Frontal view Pose 6
Recog Misclass Recog Misclass
N o occlusion 97.87% 0 % 89.36% 2 .1 2 %
25% 91.48% 2 .1 2 % 53.19% 4.25%
50% 85.10% 4.25% 38.29% 6.38%
Table 5.1: The recognition rate for occluded objects in SOIL47
(a) (b)
Figure 5.14: The segmented regions in a) the object model b) the scene including 
occluded object viewed at pose 6
The method owes this characteristic to the label pruning in the process of matching. We 
recall that before each iteration of the process we delete labels with very low support 
from the label list of each object( the node in the scene graph).
5.3.2 Occlusion Experiments
Using the set of images created from SOIL47 database for occlusion, we tested our 
method for this condition. The experiments were performed for different levels of 
occlusion (25% and 50%) and viewpoints ( the frontal view and pose 6 ) separately. 
The results of the experiments are reported in Table 5.1. For comparison we also 
added the results of the experiments without occlusion to the table. Note that no 
scaling was applied to the test images. For frontally viewed objects, the comparison
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Figure 5.15: The comparison between recognition rates obtained from the experiments 
on two sets, SOIL47A and SOIL47B
shows a graceful degradation in performance when occlusion occurs. On other hand, we 
face a considerable reduction in the recognition rate when object view changes. In this 
situation, as Fig 5.14 shows, the configuration of regions in the model and scene are 
considerably different. In fact, in the most cases less than two corresponding regions 
are available for matching which is not enough to provide a confident interpretation. 
As the results show the rate of misclassification slightly increases in comparison with 
the previous results, but it is still remarkably low.
5.3.3 Experiment for illumination change
We used the sets A and B in SOIL47 to test our method when the test images are 
taken under different illuminations. Again we used the frontal image of objects in the 
set SOIL47A as the object models to train our recognition system. We considered 
each image in the set SOIL47B as a test images. Thus the test images and the model 
images are of the original size. In Fig 5.15 the recognition rate for set SOIL47B is 
compared with the corresponding rate obtained for set SOIL47A. The results show 
that the proposed method is fairly robust to illumination changes. It is worth noting 
that although we utilise colour of a region as one of the region attributes, our method
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is reasonably tolerant to differences in colour of the candidate regions for matching. 
Nevertheless an impact of the illumination change on segmentation is unavoidable. 
The slight degradation of the performance shown in Fig 5.15 is mainly due to the 
imperfect segmentation.
5.4 Traffic sign database
The ability to recognise objects in a cluttered scene is a desired characteristics for any 
object recognition algorithm. To test our method in the presence of clutter we collected 
a set of real images of traffic signs in outdoor scenes. The set contains 53 images of 
size 360 x 288 as shown in Fig 5.16. Close-up views of the traffic signs are used as the 
model images (Fig 5.17).
As seen in Fig 5.16 the test images have been taken under different illumination con­
ditions. It is also seen that the objects of interest in many of the test images are 
significantly smaller than the model images and hence the clutter is the dominant 
content of these images.
5.4.1 Experiment in presence of clutter
The recognition problem posed by the traffic sign images is very different from that of 
the SOIL47 mainly because of clutter. In many cases only few regions belong to the 
object of interest and these need to be correctly picked up among a large number of 
regions firom the cluttered part. To illustrate this problem the regions segmented from 
the image #29 in Fig 5.18(a) are shown. The model of the traffic sign present in this 
scene has three regions. Two of these regions (white and red triangles) are common to 
the two other signs in the database. A closer look at the sign in the segmented image 
(Fig 5.18(b)) shows only two regions of the traffic sign being properly segmented. The 
total number of regions in the test image is large (74 regions). Even for the traffic signs 
with more constituent regions like in Fig 5.19, the impact of the imperfect imaging 
conditions is that a few regions belonging to the sign are properly segmented. Apart 
from the clutter in the traffic sign images the objects of interest in this set are different
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Figure 5.16: The test images in the Traffic Sign database
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Figure 5.17: A close-up view of traffic signs as the object models
(a) (b)
Figure 5.18: The segmented regions in a) the test image #29 b) closeup of regions 
segmented from the traffic sign
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(a) (b)
Figure 5.19: The segmented regions in a) the test image #3  b) regions segmented from 
the traffic sign
from the objects in SOIL47 from the colour diversity point of view. The traffic signs 
contain only a few colours; there are many patches which are just black or white. Thus 
the colour of regions is not a discriminative characteristic for matching of such objects. 
On the other hand, through the experiments we note that the shape of the regions and 
geometric relations between them are very discriminative measures for matching these 
objects.
In spite of the large number of segmented regions in each scene image, on average 
the method is able to recognise 90% of the model regions correctly and among all the 
irrelevant scene regions which are expected to take null label, only 1% fails. In total for 
90.5% of cases the traffic sign in the test image is correctly recognised and the rate of 
misclassification is only 1.8%. In the first step, using the proposed criterion, E, at least 
30% of incorrect hypotheses have been eliminated from the label list of each object. 
As a result of continuously pruning unlikely hypotheses, the iterative labelling process 
converges very fast so that at the end of the third iteration most of the irrelevant regions 
in the scene will have been assigned the null label. After five iterations the difference 
between the corresponding label probabilities in two successive steps is negligible and 
algorithm terminates.
It should also be mentioned that the matching algorithm is not very sensitive to pa­
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rameters and Ej, which have been determined experimentally (see equation (4.11) 
and (4.12)).
5.5 C onclusion
We evaluated the performance of our recognition method, Best Representation In La­
belling (BRIL), in real scenarios. In order to reflect the assumptions behind the method, 
two databases consisting of coloured objects with planar surfaces have been recorded 
to test the method for affine transformations and different imaging conditions. The 
first database was designed to test our method for affine transformations, occlusion 
and illumination changes. The database, called SOIL47, contains 47 coloured objects 
which were systematicaJly imaiged over a wide range of viewing angles. We imaged each 
object in the databaise under two different illumination conditions to enable testing un­
der illumination change. We adso simulated scading and occlusion using the original 
imaiges in SOIL47. Three experiments were designed to test BRIL on SOIL47. In all 
experiments a firontad imaige of eaich object was used ais the object model while other 
object imaiges were used for testing.
In the first experiment we evaduated BRIL under affine transformations. The result of 
this experiment showed that for moderate scaling (factor> =  0.75) an object is correctly 
recognised from relatively wide angles(±35 degrees). However, the performance of 
recognition deteriorated once more significant scading was involved or an object viewed 
from the sides. Furthermore the results showed that the misclassification rate was low.
In the second experiment we tested BRIL under occlusion. Two levels of occlusion 
were considered: 25% and 50%. In eaich level two views of each object were used as 
test imatges(frontad and pose 6). For frontally viewed objects, the comparison showed a 
graiceful degrablation in performance when occlusion occurs. But we faced a considerable 
reduction in the recognition rate when the object view changes. Our investigation 
showed that in the most cases less than two corresponding regions were available for 
matching which is not enough to provide a confident interpretation.
The third experiment was cairried out to test BRIL for illumination changes. Two sets
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of objects images (SOIL47A and SOIL47B) captured under two different illumination 
conditions were used for this experiment. We modelled an object using its frontal image 
in set SOIL47A and all images of the object in the set SOIL47B were used for test. 
The results showed that BRIL is fairly robust to illumination changes. Nevertheless an 
impact of the illumination change on the segmentation was unavoidable.
The second database was built to evaluate our method for cluttered scenes. For this 
purpose we collected a set of real images of traffic signs in outdoor scenes. Close-up 
views of the traffic signs are used as the model images. Despite the severe clutter 
in test images and each traffic sign having a relatively few regions, the results of the 
experiment on this database showed that BRIL can handle recognition in a cluttered 
scene well.
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Chapter 6
A Com parison of m atching  
algorithm s
6.1 In trodu ction
Two interrelated problems are involved in a recognition method: object representation 
and matching. The focus of this chapter is on the matching problem. We demonstrate 
that for inexact matching, in the presence of clutter or segmentation imperfections, 
relying on local constraints gives better matching results than when the global consis­
tency is involved. The philosophy behind graph matching methods is to focus on local 
consistency of interpretation [58] [8 8 ]. In relaxation labelling which has been adopted 
as our graph-based matching method, the label probabilities at each scene node are 
updated using the consistency of labelling at neighbouring nodes only. This is in con­
trast with those matching techniques which aim to match two images of an object by 
imposing geometric constraints to all features extracted from the two images. Two well- 
known methods representing the latter technique are alignment and geometric hashing. 
In the alignment method [46] [47], the hypothesised interpretation of image data and 
the viewing transformation are based on the correspondence of a minimal set of fea­
tures. The candidate interpretation and pose are then verified using other image and 
model features. In a geometric hashing[104] [103] or Hough transform method [53] , 
all the scene features are used jointly to index into a model database. This approach
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is likely to require a smaller number of hypothesis verifications. However its success is 
largely dependent on the ability reliably to extract distinctive features. The verifica­
tion stage in both alignment and geometric hashing methods involves finding a global 
transformation between scene object and model.
In this chapter we report the result of the experiments performed in a comparative 
study of the geometric hashing, alignment and the relaxation technique used in BRIL. 
The experiments are carried out on a part of the SOIL47 and the traffic sign database. 
The same source of information is made available to each method to ensure that the 
comparison is meaningful. The experiments are designed to measure the performance 
of the methods under different imaging conditions. The experimental results show 
that matching by geometric hashing and alignment is very sensitive to clutter and 
measurement errors. We shall argue that the success of the graph matching approach 
stems from the fact that the model and scene images are compared by considering local 
matches. This prevents the propagation of errors throughout the image. In contrast, 
error propagation plagues the alignment and geometric hashing methods which perform 
the scene/image model comparison in a global coordinate system. Thus we shall show 
that, in realistic scenarios, graph matching is superior to the other methods in terms 
of both recognition accuracy and computational complexity.
Here we should emphasise that although it would be useful to compare our matching 
approach with the existing graph-based methods, there are some difficulties preventing 
us from performing this comparison. First, from our knowledge based on the existing 
literature, the use of graphs for affine invariant object recognition as adopted in our 
method is unique among the existing methods. In fact both the concept of matching 
scene graph against a unified model of all objects in the database and multiple repre­
sentation of nodes in a scene graph are unique features. Therefore before applying any 
existing method to our region matching problem we would have to modify it for our 
application. Second, in many graph matching approaches [85] [27] [102] the similarity 
between the structure of graphs is the main criterion by which two graphs are compared 
whereas in our representation the structure is of limited importance. Therefore with 
the proposed representation we cannot use those graph matching methods which rely 
on graph structures.
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We begin by reviewing the alignment and geometric hashing methods. In Section 6.3 
we describe the experiments designed for the comparison of the methods. The results of 
the experiments are reported in Section 6.4. Finally we draw the chapter to a conclusion 
in the last section.
6.2 M eth od ology
In order to make a comparative study of matching approaches meaningful it is essential 
that all methods use the same information for object recognition. Thus in our study 
all methods deploy an identical object representation. As introduced in Chapter 3 we 
consider an object image, which either serves as an object model or captures a scene 
containing unknown object(s) to be interpreted, as a collection of homogeneous planar 
regions obtained by segmenting the input image. In the former case we refer to it as the 
model image whereas in the latter we call it a test image. Each region of the image is 
described using region colour (in the Y U V  system), region area, region centroid and a 
number of high curvature points extracted from the region boundary. Furthermore the 
boundary of each region is used to characterise its shape. These are the same features 
as utilised for the representation of a region in BRIL. In the following subsections we 
explain how the other two methods employ the given information.
6.2.1 Geometric Hashing and Alignment
In geometric hashing and alignment the recognition task is considered as the problem 
of finding the best transformation which matches object features in the test image to 
the corresponding features in the object model. The transformation parameters are 
computed using a minimum number of corresponding features in the model and test 
images. Assuming the transformation is affine, it can be determined from the knowledge 
of three corresponding points in the respective test and model image planes. The two 
methods differ in the way the model-test triplets are selected to generate transformation 
hypotheses.
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A lignm ent M ethod :
In the alignment method the test image is aligned against a candidate model image 
using all the possible pairs of model-test triplets. Bach of these pairs defines a trans­
formation between the two planes associated with the triplets[69]. The validity of each 
generated hypothesis is initially assessed at a coarse level by quantifying the goodness 
of match between a small set of features of the candidate model and the test image. 
A large number of hypotheses will be eliminated at this stage. In the fine verification 
stage the transformation, which exhibits the highest degree of match between all the 
model image features and the test image features, is considered as the solution.
It is apparent that, because of the potentially large number of possible combinations 
of test and model image triplets, the process is very time consuming. We take the 
advantage of our region-based representation to reduce the number of candidate triplets. 
For this purpose, we consider only those combinations of interest points which are 
associated with the same region. A further reduction of the number of model-test 
triplets is achieved by filtering out those pairs belonging to regions with considerable 
colour diflference.
In the coarse verification stage we measure the average Euclidean distance between the 
transformed centroid coordinates of the corresponding model and test image regions. 
Furthermore, the number of region correspondences is registered as another matching 
criterion.
We consider a pair of model-test image regions to match if the differences in the colour 
and area measurements and also in the centroid coordinates of the regions fall within 
a predetermined threshold. Note that for this evaluation we map the model features 
to the test image. Any candidate transformation which provides a matching distance 
below the predetermined threshold, with the number of corresponding regions exceeding 
the required minimum, passes this pruning stage.
In the fine verification stage for each hypothesised transformation we measure the 
average Euclidean distance between the boundary samples of a transformed model 
region and the corresponding test image region. This measurement is made by searching 
for the minimum distance between the two strings of samples. The search involves
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considering all the possible shifts between the strings. The transformation between the 
test image and a candidate model, which yields a sufficiently high number of matches, 
will be accepted as a solution; otherwise the procedure continues by selecting another 
triplet from the test image. In the case when no such transformation between the test 
image and a candidate model is found, other models would be considered in turn.
G eom etric H ashing M ethod;
The geometric hashing paradigm is based on an intensive off-line model processing 
stage, where model information is indexed into a hash-table using a minimum number 
of transformation-invariant features referred to as a basis. In the recognition phase 
the features in the test image are expressed in a similar manner using bases picked 
from the test image. The comparison of the invariant coordinates of model and test 
feature points in the hash table leads to finding the best pair of bases which provides 
the maximum number of matches between the model and test feature points.
Let us consider the geometric hashing method[106] in more detail. Taking the three 
points, eoo, oqi and eio, as a basis, the affine coordinates (C,??) of an arbitrary point, 
V ,  can be expressed using the following formula:
V =  C(®io — eoo) ±  vi^oi ~ eoo) +  eoo
One of the important features of such a coordinate system is its invariance to affine 
transformations. Consider an arbitrary point and a basis from the same plane which 
are transformed by an affine transformation. The following expression shows that the 
affine coordinate of the point remains invariant:
T v =  C(Teio — Teoo) +  7?(Teoi — Tcqo) +  Teoo
Using this property the model information can be represented in an invariant form. For 
each model image and for each ordered non-collinear triple of the feature points the 
coordinates of all other model points are computed taking this triplet as an affine basis 
of the 2D plane. Each such coordinate is used as an entry to a hash table, where the 
identity of the basis in which the coordinate was obtained and the identity of the model
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(in case of more than one model) are recorded. In the recognition phase the given test 
image is represented in the same way. An arbitrary triplet of test image feature points is 
chosen to define a basis, and affine coordinates of all the other scene interest points are 
projected on to this basis. For each coordinate the appropriate entry of the hash-table 
is checked and a vote for the basis and the model identity in the corresponding entry 
is noted. After the voting process the hash table is inspected to find the model-bases 
with a large number of votes. Such model bases define hypothesised transformations 
between the test image and a specific model image. In the verification stage the model 
features are verified against the test image features by applying each of the candidate 
transformations. If the verification fails the algorithm will continue by picking another 
triplet from the test image.
We implemented a recognition system based on the above geometric hashing algorithm. 
In this system we apply the same pruning strategy as in the alignment method to reduce 
the number of image bases. The verification of a hypothesised transformation is also 
carried out in the same way as in the fine verification stage of the alignment method.
6.3 E xperim ents
In this section we describe the experiments carried out in order to compare the geomet­
ric hashing, alignment and BRIL methods. The aim of the experiments is to compare 
the recognition methods from the point of view of recognition performance and pro­
cessing time. We test the matching methods on SOIL47A and the traffic sign database. 
In each database a number of images containing the objects of interest are used as the 
test images, and a frontal image of each object is employed as the object model.
In the first experiment we test the methods on 24 objects of the SOIL47A database. 
The selected objects have planar surfaces which is a requirement of all three methods 
under study. Fig 6.1 shows object models for this set of objects used in the original size. 
To evaluate the methods under both scaling and viewpoint change, in this experiment 
each of the 20 views of an object with scaling factor 0.5 was considered as a test image. 
The recognition rate is measured for the viewing ranges between pose 9 to 11 (9,10,11) 
and between pose 6  to 15 separately.
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Figure 6.1: The selected objects from the S0IL4A database
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Figure 6.2: The selected objects from the Traffic Sign database
The second experiment is designed to compare the performance of the matching meth­
ods in sever clutter conditions, considerable illumination changes and scaling. We have 
chosen 16 images of the traffic sign database for the test (Fig 6.2 ). The models of 
the traffic signs contained in these images are shown in Fig 6.3. The performance is 
measured in terms of recognition rate.
In each experiment in order to extract the required information, the test and model 
images are first segmented using a region growing method. For each segmented region, 
colour, area, centroid coordinates and the coordinates of the boundary points are ex­
tracted. The region feature points are obtained by measuring the curvature along the 
boundary. The curvature points are recorded in the decreasing order of curvature. In 
the first experiment on the traffic signs database we extract seven interest points for
6.4. Results 103
15 OUT
Figure 6.3: The traffic signs constituting a library of model images
each region. The experiment has shown that even in the case of severe affine transfor­
mation this number of features is sufficient to obtain a model-test triplet match between 
the corresponding regions. In any case to find out how the number of feature points 
affects the performance of the individual methods we have experimented with different 
values of this parameter on the SOIL47A database.
6.4 R esu lts
The results of the first experiment are reported in Figs 6.4 and 6.5. Fig 6.4 shows 
the recognition rate versus the number of region feature points. For each method at 
a specific number of feature points we provide two measures: the recognition rate for 
pose 9 to 11 and the recognition rate for pose 6 to 15. We draw attention to the most 
important points which emerged from these results.
As expected the alignment method performs better than geometric hashing from the 
recognition rate point of view. In contrast to geometric hashing, the method does not 
miss any proper transformation during the coarse verification stage. However the graph 
matching method performs best.
By increasing the number of feature points the performance of the geometric hashing 
and alignment methods improves faster than that of the graph-based method (BRIL). In
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Figure 6.4: Recognition rates versus the Figure 6.5: Processing times versus the 
number of feature points for each region number of feature points for each region
Performance GeomHashing Alignment Graph-Based
Correct Recog 50% 62.5% 88.89%
Table 6.1: The result of the experiments on the traffic sign objects for différent recog­
nition methods
fact the performance of the geometric hashing and alignment methods totally depends 
on the accuracy of the feature points coordinates. Using more feature points increases 
the probability of obtaining more accurate model-test triplet pairs and consequently 
the likelihood of recognising the object.
As Fig 6.5 shows the recognition time for the alignment and geometric hashing methods
is an exponential function of the number of feature points. The alignment recognition
time is even worse than the geometric hashing method due to the lack of an effective
candidate pruning strategy. In the graph-based method the number of feature points
affects only the first part of the algorithm in which the best representation for each
region is selected. In other words an increase in the number of feature points does not
increase the graph complexity and consequently the matching time remains constant. 
We then applied the recognition methods to the traffic sign image database. The
correct recognition rate is given in Table 6.4. There are two main reasons for the poor
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Figure 6.6: Location of normalised test image features with respect to hash table bins 
in the two different cases
performance of geometric hashing: an excessively high count of false votes generated by 
the clutter, and different complexity of the objects of interest. The clutter in an image 
produces a large number of features which potentially increase the number of false votes 
for each model-triplet. Equally, since objects may be of very different complexity there 
are considerable differences in the number of feature points among the object models. 
Thus during hashing it is more likely to give a false vote to a complex object than to 
simple ones.
To illustrate this problem we plot feature points of a test image in a hash table for 
two different candidates of model-test triplets. In the first case the triplet by which 
the test feature points axe normalised has been linked to the corresponding triplet of 
the relevant model Fig 6.6(a). Each square represents a bin in the hash table. It is 
centred on a normalised feature of the model and each dot represents a normalised 
test feature point. The bin size is determined by error tolerance for the corresponding 
feature points. In the second case we consider test image feature points against the 
feature points of an irrelevant model. The test and model images are normalised using
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an arbitrary pair of model-test triplets. As can be seen in Fig 6 .6 (a) the number 
of feature points (squares) in the relevant model is considerably lower than for the 
irrelevant model shown in Fig 6 .6 (b). As a result the number of votes given to the 
incorrect triplet-model(case 2 ) is more than two times the number of votes given for 
the correct triplet~model(case 1). In the alignment method this problem with the 
selection of candidates does not arise but we spend much time verifying a large number 
of candidates. Although we use colour information to reduce the number of possible 
model-test triplets, because of the considerable illumination changes in the images of 
the database the colour constraints cannot effectively be applied. The results show that 
the recognition rate for the alignment system is better than for geometric hashing but 
it is not comparable to the graph-based method.
6.5 D iscussion  and C onclusion
An experimental comparative study of three distinct matching methods for the recog­
nition of 3D objects from a 2D view was carried out. The methods investigated include 
BRIL, geometric hashing and the alignment technique.
The experiments were conducted on different databases in order to test the methods 
under different conditions. The results of the experiments demonstrated the superiority 
of the graph matching method over the other two methods in terms of both recogni­
tion accuracy and the speed of processing. Most probably the success of the graph 
matching approach owes to the fact that the model and test images are compared by 
considering local matches between the normalised image regions. This is in contrast 
to the alignment and geometric hashing methods which measure the distance between 
the features of the two images in a global coordinate system. A crucial advantage of 
the graph-based matching method is that the global match between object and the 
model is defined in terms of local consistencies. This prevents the propagation of errors 
throughout the image. Moreover the aggregative nature of the graph matching process 
makes it resilient to imperfect local matches caused by occlusion and measurement 
errors.
From the computational point of view the complexity of the graph matching method
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allows for the matching task to be completed in a reasonable time. Moreover it is 
independent from the number of features used for representation. This is not the 
case for the alignment and geometric hashing methods whose processing times depend 
on the number of region feature points exponentially. The alignment and geometric 
hashing are accomplished faster than the graph matching only when a very few feature 
points are involved in matching. However for this case the alignment and geometric 
hashing recognition rates are unacceptably poor. Reasonable performance rates are 
delivered by the alignment method only when five feature points or more are used 
for region representation. However at this point the alignment method ceases to be 
computationally feasible. The geometric hashing as tested in the complex scenes of our 
database failed to perform satisfactorily on all counts.
108 Chapter 6. A comparison o f matching algorithms
Chapter 7
Enhancem ent o f BRIL
7.1 In troduction
Recognition of objects under severe scaling is a challenging task. As the results in 
Chapter 5 showed the performance of BRIL declines as the size of object in the scene 
becomes very small. This deterioration is mainly caused by significant distortions of 
the regions boundaries under scaling. In such cases the features extracted from regions 
of an object in a scene do not properly match the corresponding features from the 
object model. In BRIL, the boundary information is involved in the extraction of both 
unary and binary measurement vectors. Unreliable boundary information means a high 
degree of errors in feature measurements. In this chapter we improve the performance 
of our recognition method under severe scaling by relying less on the region boundaries. 
This is achieved using a coarse measure of geometric constraints to describe the relation 
of a pair of regions in the image. The new binary measurements characterise a pair of 
regions along the line connecting their centroids.
To start with we define a new neighbourhood for regions in the image. Unlike the 
k-nearest neighbourhood used in BRIL, the new neighbourhood in afiine invariant. We 
recall that at the matching stage, once the correspondence between two regions has 
been hypothesised, the consistency of interpretation in the neighbourhood of the two 
regions is checked. A measure of neighbourhood consistency will be of high value only if 
the neighbouring regions remain the same for different images of the object. Assuming
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an affine transformation between two images of an object, the neighbourhood has to 
be affine invariant. The k-nearest neighbourhood has two main attractive properties. 
First of all the size of the neighbourhood of each region is independent of the size of 
the region. It can also be easily implemented. However the k-nearest neighbourhood is 
not affine invariant. This is tolerable for moderate affine transformations where scaling 
is not significant and also the imaging viewpoint is close to frontal. Under severe affine 
transformation the regions included in the neighbourhood of two corresponding regions 
are considerably different. This will corrupt the evaluation of the contextual support 
for a candidate match.
In this chapter we suggest the use of an affine invariant neighbourhood which is defined 
in terms of the Mahalanobis distance. We show how the use of the new neighbourhood 
improves the recognition performance.
With the new neighbourhood definition, the number of neighbouring regions is different 
for each region in the image. We shall demonstrate that this can be a source of error 
for measuring the consistency of neighbourhood if the support function in BRIL is 
used. We shall alleviate any undesirable effects of different neighbourhood sizes by 
introducing a new term in the support function. This modification attempts to make 
the number of contributing terms in the support function independent of the number 
of neighbouring regions.
Finally in this chapter we develop the idea of model pruning which beneficially impacts 
on the recognition speed. Using a simple appearance similarity measure, we can prune 
many models from the list of candidates. An attractive feature of such similarity- 
based methods is that they are very fast as they belong to the family of non-contextual 
matching approaches. We opt for the Multimodal Neighbourhood Signature method 
(MNS)[64] for the model pruning.
The rest of chapter can be sketched as follows. In the next section we introduce our new 
representation. In Section 7.3 we define a new neighbourhood based on the Mahalanobis 
distance between regions. The modified support function is introduced in Section 7.4. 
In Section 7.5 we show how the new representation based on the affine neighbourhood 
improves the recognition performance. The idea of model pruning using the MNS
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method is described in Section 7.6. In Section 7.6.2 we present the results of our 
experiments and show gains in both the recognition performance and recognition speed 
as a result.
7.2 R ep resen tation  o f im age regions w ith ou t shape infor­
m ation
The shape of a region is one of the main descriptors by which the region can be repre­
sented. The distinctiveness of this feature is the main motivating factor for using it as 
a cue for object recognition[12][82]. However, poor image segmentation may distort the 
boundaries of segmented regions. In this situation, the shape information is unreliable 
rather than being informative. The boundary distortion becomes a particularly serious 
problem in situations such as severe image scaling or object pose transformation. In 
order to extend the applicability of our method (BRIL) for recognition in such severe 
conditions we suggest a new representation in which there is less reliance than in BRIL 
on boundary information.
Similar to the representation in BRIL we represent all regions segmented from an image 
in the form of Attributed Relational Graph (ARC). In this graph each node represents 
a region in the image. Unlike in the previous representation, we do not normalise image 
regions as the boundary information is needed for this process. Similar to BRIL we 
describe each region Ri individually using unary measurement vector The relation 
between region Ri and each of its neighbouring regions Rj is described using binary 
measurement vector A{j. Those components of unary and binary measurement vectors 
defined in BRIL, which are extracted without the knowledge of the boundary, are kept 
in the corresponding vectors in the new representation. Accordingly the representative 
colour of region in the Y U V  system, C, constitutes the only components of the unary
measurement vector Xi. We use two components Colour Dis and AR (Area Ratio) 
similar to BRIL to describe the colour and area relation between two regions. We use 
a coarse measure of geometric constraints to describe the relation between a pair of 
regions.
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Figure 7.1: Binary measurements associated with a pair of regions
The new binary measurements replace the binary matrix in BRIL which is dependent 
on the accuracy of the boundary information. The new binary measurements instead 
characterise a pair of regions along the line connecting their centroids.
Let us consider a pair of regions Ri and Rj  in Fig 7.1. The hne which connects 
the centroid points c% and Cj intersects the regions boundaries at o*, b{, aj and bj. 
Under affine transformation assumed here, the ratio of the segments on the line remains 
invariant. Using this property, we define m i =  and m2 =  as two binary 
measurements. The area ratio ARij = A i /A j  and the distance between colour vectors
Colour Dis  =  Q  — Gj are used as complementary components of vector Aij. Note that 
one can define a number of these invariant measurements to characterise the relation 
between two regions. This is not of our main focus in this chapter. Instead we aim 
to show that, for cases when the region boundaries are severely distorted, the use of 
coarse shape information can offer better features.
To demonstrate the superiority of the new binary measurements to the binary relation 
matrix in the presence of boundary distortion we selected a number of corresponding 
regions segmented from two images of an object. Figs 7.2(a) and 7.2(b) show the 
selected regions from a test image and the object model respectively. The size of object 
in the test image is 37.5% of the model of the object. For each pair of regions in 
each image we computed the binary relation matrix. This matrix has six non-zero 
components. They constitute a 6 -dimensional feature vector. Thus we have two sets of 
feature vectors where each set belongs to one image. We measure the difference between 
the two feature vectors in these sets and refer to it as a residue vector. We separate the 
computed residue vectors into two classes: those measurements which are associated
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(a) (b)
Figure 7.2; A number of selected regions from a) a test image and b) the model of 
object
with pairs of corresponding regions in the two images and the remaining residue vectors 
computed from the images. We refer to the components in these classes as relevent 
and irrelevent residue vectors. Ideally we expect the components of a relevant residue 
vector to be zero. But as a results of noise in the process of feature extraction the value 
will deviate from zero. In contrast, the components of an irrelevant residue vector are 
expected to vary randomly, taking values from the range of possible values for these 
components. Accordingly we can expect a sharp distribution for the components of the 
relevant residue vectors, in contrast to their counterparts from the irrelevant residue 
vectors. A comparison between the compactness of the two distributions (relevant 
and irrelevant) can show the distinctiveness of features as well as the level of noise on 
them. Figs 7.3(a) to 7.3(f) show the distributions of the six components of residue 
vectors computed from the binary relation matrices on the selected regions of the two 
images in 7.2. Each figure shows the distribution of one component of the relevant and 
irrelevant residue vectors.
For comparison, the same experiment was carried out on the same regions by con­
sidering the two new binary measurements. The distributions of the two components 
of the residue vectors associated with these binary measurements are shown in Figs 
7.4(a) 7.4(b). A comparison between the two sets of distributions (7.3 and 7.4) show
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Figure 7.3: The distribution of the components of the residue vectors corresponding to 
the binary relation matrices
(b)
Figure 7.4: The distribution of the components of the residue vectors corresponding to 
the new binary measurements
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that the distributions associated with the relevant residue vectors for the new binary 
measurements are shaper than their counterparts for the binary relation matrix. This 
demonstrates that the new binary measurements are more robust than the components 
of the binary relation matrix to distributions of the regions boundaries.
7.3 AfRne invariant neighbourhood
In Chapter 4 we defined a neighbourhood associated with each region in the image. 
In the process of region matching, for a hypothesised region correspondence we mea­
sure the consistency of interpretation in the neighbourhood of the two regions being 
matched. To obtain a correct measure of support from the context, the regions included 
in the neighbourhoods of the corresponding regions have to be the same. Assuming 
that the transformation between two image planes is affine, the defined neighbourhood 
has to be afiine invariant. In BRIL we defined k-nearest neighbours of a region as its 
neighbourhood. Under moderate scaling and slight viewpoint changes the k-nearest 
neighbourhood can be accepted as approximately affine invariant. However, this does 
not work under severe scaling, mainly, because the image segmentation tends to merge 
regions in a scaled image. In this section we extend the neighbourhood invariance to 
afiine transformations. The new afiine invariant neighbourhood is based on a statistical 
property of regions in 7Z .^ Let us consider region r  as a set of connected data points 
in a plane. The covariance matrix associated with this set is expressed in terms of the 
second order region moments as follows:
/  2 \O' n  0-12
y CJ21 cr^ 22 j
(7.1)
where
0-12 =  j { x  -  p x ) { y  -  f fy)dxdy
(T21 =  0-12 (7.2)
0-^22 =  j  ( y  -  l i y f d y
(7.3)
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Figure 7.5: Two corresponding regions under an affine transformation 
The point Ji = is the centroid of r.
Consider a data point,p , in the plane. The Mahalanobis distance of point p from p is
defined as:
(7.4)
As a result of an affine transformation [A ,^, region r and data point p are transformed 
to region r' and point p' (Fig 7.5 ) respectively where:
ÿ  =  A ^p +  t (7.5)
The Mahalanobis distance between the point and the centroid of the region in the new 
plane is given by:
0 (p ',r ')  =  ( p '- p ') ^ S '“ ' ( p ' - p ')  (7.6)
where p! and S ' are the centroid and covariance matrix associated with r' respectively.
It is easy to show that the Mahalanobis distances between the point and the region 
in the two planes (D(p', r ') and D{p,r)) are equal. Note that the relations between 
covariance matrices and the centroids of the two regions, r, r ', are given in terms of 
transformation [A,t\ as:
S' =  A ^SA
pf = A ^ p  +  t
(7.7)
(7.8)
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Using the above relations we can express E' and p' in Eq 7.6 in terms of their counter­
parts from region r.
D{p', r'} = (A ^p  + t — A ^ p  -  î)^ A ^ E A  ^(A^p + t — A ^ p  — t)
=  { p - - p f ' S - ^ ( p - J l )  = Dip,r)  (7.9)
Accordingly the distance measure is found equivalent to D{p,r). This means
the Mahalanobis distance is an affine invariant measurement. Using this property of 
the Mahalanobis distance, for each region we define a neighbourhood as consisting of 
all neighbouring regions whose centroid distances to the region is below a pre-defined 
threshold. We refer to this neighbourhood as the Mahalanobis neighbourhood. In 
order to demonstrate the affine invariance of the Mahalanobis neighbourhood let us 
consider a number of different images of an object in SOIL47A and plot the regions in 
the neighbourhood of a given region of the object. The left column of Fig 7.6 shows 
the regions segmented from the images of the object. From top to bottom, the first 
two are full-size images of the object taken from the frontal view and at pose 6 . The 
bottom two images were taken at the same respective poses but scaled by a factor of 
0.375. For each image in the left column we plot the regions in the neighbourhood 
of the selected region of the object using the Mahalanobis neighbourhood (middle 
column) and the k-nearest neighbourhood(right column). As the results show the 
regions in the k-nearest neighbourhood are considerably different for various images of 
the object. In particular, this neighbourhood significantly changes for object images 
at a different scale. In comparison with the k-nearest neighbourhood, the Mahalanobis 
neighbourhood is considerably more robust to both viewpoint change and scaling,
7.4 M odified support function
In contrast to the k-nearest neighbourhood, the number of regions in the Mahalanobis 
neighbourhood varies from one region to another. For some regions the differences are 
very significant. This causes a problem when we gauge the consistency of labelling in 
the neighbourhood of the two corresponding regions. In the matching stage of BRIL,
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Figure 7.6: Showing the regions in different images of an object in the neighbourhood 
of a selected region defined by 1) the Mahalanobis distance 2) the k-nearest neighbours
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Figure 7.7: A schematic diagram of the scene and model graphs illustrating the problem 
of the varying number of neighboming nodes
this measure of consistency is evaluated by the support function in Eq(4.22). In order 
to explain the problem let us consider the support function utilised in BRIL:
=  Wa) =  n ~  Oj = up) (7.10)
j^^ibJpElQjnNc}
This function evaluates the consistency of interpretation of the regions in the neigh­
bourhood of node o, with the hypothesised label assignment 9{ — u^  at Oi(Fig 7.7). It 
combines the amount of support from the current labelling at each neighbouring object 
Oj for the assignment 9i = Wa. The associated support is measured using the inner 
term in the support function:
X ] = ^ 0 )p(^ij\^j -  = Wjs) (7.11)
In this term the assignment of all admissible labels for oj (flj) which is in the neigh­
bourhood of the centre label u^  is considered in turn. For each candidate label for oy, 
we have a term in the summation which measures its consistency with the label assign­
ment 9i = Ua. In the case of the k-nearest neighbourhood which offers the same number 
of neighbours for all labels in set the number of contributing terms in Eq 7.11 is 
the same, irrespective of the label assignment on o^ . This is true regardless of the fact
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that some labels in the neighbourhood of Ua do not contribute to this measure as they 
are inadmissible for Oj. The contribution of such labels is negligible as the probability 
associated with these labels = up)) is very small.
In contrast, in the Mahalanobis neighbourhood, the number of contributing terms in 
Eq 7.11 varies with the label being assigned to o^ . This creates a problem as the 
labels with a large number of neighbours have more chance to win. We alleviate this 
problem by adding a compensatory term to the support formula (Eq 7.11). Using 
the added term we aim to balance the number of contributing terms in this function. 
Referring to Eq 7.11 let assume that all admissible labels for Oj (set Qj) contribute 
to this measurement, whether they are in the neighbourhood of Ua or not. Note that 
set Qj is independent of the centre label Ua- We divide set Qj into two subsets. The 
labels which are in the neighbourhood of Na constitute the first s u b s e t , DiVa}, and 
the remaining labels are considered as the second subset Qj — {Qj n  No}' In Eq 7.11 
only the contribution of the labels in the first subset is measured. For the labels in the 
second subset a new term is introduced, i.e.
XZ =  ^ 0 )p{Aij\$i = Ua.Oj =  up)
~  XZ P^ ^HOj =  <^0)p{-^ij\Oi -  =  Wjg)
+  XZ =  i^p)p{Aij\$i ~  Uoc^ Qj =  up) (7.12)
—fij niVa}
As in our representation only the binary relation between two neighbouring regions is 
learned, the distribution of error for binary relations in the second term is unknown. 
This is because there is no information available for the binary relations involved in 
the second term. We assume that the distribution of error associated with these bi­
nary measurements is a uniform function with value (denoting Non Neighbours). 
Referring to the first term in Eq 7.12, if the value of the error distribution function for 
binary relations p(Aijl&i =  Ua^dj =  up) is high, there is a strong support between the 
labelling at Oi and Oj. Negligible values of the binary distribution function signify either 
inconsistent labelling or a corruption of the binary measurements by noise. Unfortu­
nately we cannot distinguish between these two states. To prevent the uninformative 
terms associated with the negligible values of the distribution function corrupting the
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Figure 7.8: The error distribution of binary measurements after modification
terms with strong support, our proposal is to set the tail of the binary distribution 
function to a constant value rjTaii' Thus we set the binary distribution function to rjTaii 
for its values below rjTaii (Fig 7.8). In fact r]Tail and ijn]^  both represent terms whose 
contribution to the support measure is neutralised. It is reasonable to set t}n n  to be 
identical to rjTail' The value rjTail is estimated experimentally by inspecting the binary 
relation distribution function for the corresponding pair of nodes.
Substituting TjTaii for the distribution of binary relations in the second term in Eq 7.12, 
a new measure of labelling consistency at neighbour object Oj is derived:
10 p efij
_  ^  =  ( x ) p ) P { A i j \ 9 i  =  Wa, 9 j  =  u p )
Wj3G{njnJVa}
+  5 3  — ^^)Pn n } (7.13)
€ fij — { n iVa}
The first term in this formula conveys evidence (if any) in support of the hypothesised 
assignment 9{ =  u^- The second term balances the number of contributing terms in 
the above formula. The support function corresponding to the labelling consistency 
measure in Eq 7.13 can be the written as:
=  Wq) =  J J  { 53 =  (^p)P{Aij \9i  ~  U a , 9 j  ~  u p )
ü)fie{üjnNa}
+  5Z = (^p)‘nNN} (7.14)
ujp efîj —{fij niVct}
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(a) (b) (c)
Figure 7.9: A comparison between the correct rates of recognition for BRIL and LAC 
tested on SOIL47A a)without scaling b)scaling factor 0.375 c)scaling factor 0.25
7.5 E xperim ents
In this section we evaluate the performance of our recognition method using the new 
representation in which we minimise the use of boundary information. In our imple­
mentation of this system we consider the k-nearest neighbourhood for image regions. 
The matching method is identical to BRIL. We refer to this recognition system as LAC 
(Loose Affine Constraints for object recognition). We then investigate the benefit of 
replacing the k-nearest neighbourhood in LAC by Mahalanobis neighbourhood. Fi­
nally we will show that using the new support function also improves the recognition 
performance.
This experiment designed to perform the above investigation was carried out on SOIL47A. 
We model each object in the database using its firontal image. As the test images we 
used 20 views of each object in three different sizes: original size, 37.5% and 25% of 
original size. We used images without scaling and with significant scaling to investi­
gate the performance gain in both cases. In Figs 7.9(a), 7.9(b) and 7.9(c) we show 
the recognition rate for the test images in 100%, 37.5% and 25% of original size re­
spectively. In each figure the recognition rate is plotted versus image pose. Comparing 
the performance of BRIL and other methods based on the new representation (LAC) 
it is apparent that the new representation significantly improves the recognition per­
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formance as the size of object becomes very small. For un-scaled test images there is 
not a considerable difference between the performance of BRIL and the other meth­
ods. Referring to the results for the scaled images of the objects ( 7.9(b) and 7.9(c)), 
using the Mahalanobis neighbourhood in LAG slightly improves the recognition perfor­
mance. However, this gain becomes significant once the Mahalanobis neighbourhood is 
used jointly with the new support function. In fact, as the Mahalanobis neighbourhood 
is invariant to affine transformation, it helps to provide more accurate support for the 
hypothesised label assignment. However, the improvement gained from the new neigh­
bourhood is destroyed by the old support function which is unfavourably sensitive to 
the number of regions in the Mahalanobis neighbourhood.
The main finding of these experiments is that in case of severe imaging conditions, the 
use of simple constraints with minor distortion offers better recognition results than 
sophisticated measurements distorted significantly. In particular, the use of context 
allowed LAC to establish successfully correspondence between regions in spite of relying 
on features of low discriminative power.
It is worth noting that apart from the gain achieved in the recognition performance, 
the process of object recognition realised by LAC is faster than that of BRIL. The 
elimination of the region normalisation step reduces the time needed to build image 
representation. More importantly unlike BRIL, in LAC we have only one representation 
for a node in the scene graph so the matching stage in LAC is much simpler that the 
matching for BRIL. This directly reduces the matching time in LAC.
A remaining question to pose is whether loose affine constraints can replace the shape 
information. The answer is clearly no. In fact the diversity of colours in appearance 
of many objects in SOIL47A plays an important role in the matching of regions. The 
colour of individual regions is used as a basis for label pruning before relaxation labelling 
and also the initialisation of the label probabilities. Furthermore the colour relation 
between each region and its neighbours also help to establish the correct match. Thus 
we expect that for databases in which the diversity of colour in surface patches is less 
informative the shape information will play more prominent role. To investigate this 
we tested LAC on the Traffic sign database (Chapter 5). Referring to the examples of
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the objects in this database shown in Fig 5.17, the patches on the face of the objects 
have only a few colours. More importantly, often two regions in a neighbourhood have 
the same colour and therefore colour relations are not so informative. From the 53 
test images in the database shown in Fig 5.16 LAC could recognise only objects in 28 
images correctly. Accordingly the recognition rate is only 52.8%, while this rate for 
BRIL, which uses the more detailed shape description is as high as 90.5%.
7.6 M odel pruning to  speed  up th e  recognition  process
In our object recognition method we represent the model of all objects in the database 
in one single graph which is matched against the graph representing the test image. 
To reduce the complexity of graph matching in Chapter 4 we proposed to prune the 
improper labels from the label list of each object in the scene graph. The label pruning 
is performed both before labelling and after each iteration of the relaxation process. As 
discussed in Chapter 4 the main benefit of label pruning is a gain in the matching speed. 
The promising results of the label pruning in the previous experiments motivated us to 
take a step further and suggest a label pruning at a higher level. If we could remove 
one object from the list of hypothesised objects in the scene, all labels associated to 
the regions in the model of the removed object would be pruned out from the possible 
label set. It is apparent that by model pruning we can expect a bigger improvement 
in matching speed in comparison with the label pruning. But this improvement will 
be achieved only if a fast method is adopted for model pruning, otherwise this process 
may make the whole recognition ta^k even slower. Accordingly a candidate method 
for rejecting improper models must require a minimum process time for both feature 
extraction and feature matching.
The simplest feature of object appearance which has been used frequently for image 
retrieval is colour. Although we use colour as one of the features for region matching in 
LAC, in our method we do not compare two images using only their colour structures. 
The presence of objects with a similar colour structure in the database prevents any 
recognition method based on colour to perform successfully. It is worth noting that we 
do not expect our model pruning to identify the correct object in the scene. Instead
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this method has to reject models whose appearance is considerably dissimilar to the 
appearance of the object in the scene.
Among the early efforts, Swain and Ballard[91] introduced a method based on the colour 
histogram. The sensitivity of this histogram approach to illumination changes was later 
reduced by Funt and Finlayson[28]. They advocated the use of relative colour rather 
than absolute colour for indexing. But as the histogram matching is, in essence, a global 
approach, it cannot entirely overcome the sensitivity to changing background clutter. 
In order to improve robustness to background changes, the use of local colour invariant 
features has recently been receiving increasing attention. For instance Matas et al[64] 
proposed a method based on the matching of invariant colour features computed from 
multimodal neighbourhoods. The method is called Multimodal Neighbourhood Signa­
ture (MNS). It has been tested in image retrieval and object recognition applications 
with promising results[64], Although colour-based methods in general are remarkably 
fast and for this reason they are popular in image retrieval, in the object recognition 
context they are not very reliable. The reason is that these methods match the features 
of object images in the colour space regardless of any spatial correspondence between 
them. Clearly, colour features alone cannot capture the structure of an object in the 
scene. Nevertheless the speed of colour based recognition motivated us to utilise this 
approach in combination with LAC to speed up the matching in LAC. Accordingly, 
we use the MNS method as a pre-matching stage for LAC. In the proposed composite 
method, MNS prunes the list of model candidates for any given test image. LAC is then 
applied to identify, from among the remaining candidates, the models which match the 
objects in the scene image. We refer to the new system as the MNS-LAC method. 
The results of experiments carried out with the new method show that a considerable 
speed-up is achieved as a consequence of the model pruning. We also demonstrate that 
in addition to the speed gain, the recognition rate of the MNS-LAC system for extreme 
object views is better than for the stand alone LAC system.
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7.6.1 M ultim odal Neighbourhood Signature (M NS)
In the MNS method proposed by Matas et al[64] an image is described using a number 
of local invariant colour features computed on multimodal neighbourhoods detected in 
the image. In the first step of the MNS representation, the image plane is covered by 
a set of overlapping windows. For every neighbourhood defined in this manner, the 
modes of the colour distribution are computed with the mean shift algorithm[23]. The 
neighbourhoods are then categorised according to their modality as unimodal, bimodal, 
trimodal, etc. The invariant features are only computed from the multimodal neigh­
bourhoods. For every pair of mode colours mi and m j  in a multimodal neighbourhood, 
a 6 -dimensional vector v = (m*,?Uj)(in RGB^  domain) is constructed. The computed 
vectors are then clustered in RGB^  space using the mean shift algorithm[23]. As an 
output of this process, for each detected cluster its representative vector is stored. The 
collection of all cluster representatives constitutes the image signature.
During recognition, the signature of a test image is matched to each model signature 
separately. As the outcome of this process, each model is given a score according to 
the dissimilarity between its signature and the test image signature. The models are 
then rank ordered according to their scores.
The details of the matching process between a test signature D and a model sig­
nature Q are as follow: Consider the test and model signatures as sets of features 
D — { P d : i =  l..m} and Q ~  {f^Q : j  == l..n}. Recall that each feature in these 
sets is a 6 -dimensional vector in the RGB"^ space. For every pair the distance
dipD^fq) =  is used as the similarity measure between the two features. Now the 
test and model signatures D and Q are considered as a bipartite graph where the edge 
between pair of nodes i and j  is described by the distance dij (dij = dji). A match 
association function u{i) : Q —^ 0 | J ^  is defined as a mapping of each model feature 
i to a proper test feature or to 0 (in case none of the test features matches). In the 
same manner a test association function v{j) : D 0\JQ  maps each test feature in 
D to a feature in Q or to 0. A threshold is used to define the maximum allowed 
distance between two matched features. The algorithm can be summarised as follows:
7.6. Model pruning to speed up the recognition process 127
Algorithm 2: M NS M atching
1 . Set u(i) =  0  and v{j) — 0  V«, j .
2. Prom each signature s compute the invariant features according to the
colour change model dictated by the application.
3. Compute all pairwise distances dij = /g )  between the test and model fea­
tures.
4. Set u{i) = J, v{j) = i if dij < dki and d{j < ' ik , l  with u{k) = 0 and 
v{l) = 0 .
5. Compute signature dissimilarity as
(V i (V i :u(i)=0)
In summary function A measures the dissimilarity between the test image and model 
signatures. This measurement consists of two parts. The first term represents the 
goodness of fit between the features of the candidate model and the test image features. 
The second term penalises any unmatched model features. The models are then ranked 
in the increasing order of their signature dissimilarities.
7.6.2 Experimental results for MNS-LAC m ethod
We designed an experiment to evaluate the performance of LAC once MNS is performed 
as a pre-stage for model pruning. For a given test image first we use the MNS method 
to provide a list of model candidates. We then apply LAC to identify the model which 
best matches the test image. We refer to this new system as the MNS-LAC method.
We designed an experiment to demonstrate the effect of model pruning on the perfor­
mance of LAC. We compared LAC with the MNS-LAC method from the recognition 
rate and the recognition speed points of view. The experiment was conducted on the 
SOIL47. In this experiment we model each object using its frontal image in the original
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size. Each of 20 views an object with scaling factor 0.5 was considered as a test image.
For each test image we applied the MNS method to rank the candidate models matched 
to it. In this regard, diflFerent rank orders were selected to evaluate the MNS matching 
capability. In Fig 7.10 we plot the percentage of cases in which the candidate rank 
order includes the correct model as a function of object pose. This measure is reported 
for different rank orders (3,6,10,15). The results illustrate that the recognition rate 
(rank 1 ) for the MNS method is not very high. As expected, when the rank order 
increases, the list of the top ranking models is more likely to include the correct model. 
For instance for rank order 15, in more than 95% of cases we have the correct model 
among the candidates.
LAC was then applied to identify the object model based on the rank order list selected 
by the MNS method. This recognition procedure was applied to all test images in the 
database. In Fig 7.11 the recognition rate for the MNS-LAC method is plotted as a 
function of object pose for different rank orders. The results show a good recognition 
performance for the case when the rank order is more than 10. The results in Figs 7.10
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and 7.11 show that, apart from the extreme object views, the recognition rate is lim­
ited by the MNS performance. For extreme object views, as expected, the MNS-LAC 
method fails to recognise the object, but notably all candidates are rejected (the mis- 
classification rate is as low as 10%). This rate is remarkable in comparison with the 
misclassification rate of MNS which is up to 75% (Fig 7.10). The failure to recognise 
objects from their extreme views is due to the significant distortion of the segmented 
regions. In these situations LAC is not able to establish correspondence between the 
test image and the correct model.
To demonstrate the effect of model pruning on the recognition rate of LAC the as­
sociated rates for LAC (without model pruning) and the MNS-LAC method for rank 
15 are plotted in Fig 7 .1 2 . As a base line we added the matching performance of the 
MNS method for rank order 15 to this graph. The results show that the model pruning 
improves the recognition rate for extreme object views. For such views the hypotheses 
at a node of the test graph do not receive a good support from its neighbours (prob­
lem of distortion in image regions). Moreover a large number of labels involved in the 
matching increases the entropy of labelling. When the number of candidate labels for 
a test node declines by virtue of model pruning the entropy of labelling diminishes. 
Consequently it is more likely for a test node to take its proper label (instead of the 
null label).
Referring to the results in Fig 7.12 the recognition rate of MNS-LAC for some object 
views is occasionally slightly lower than that of LAC. The failure is due to the absence 
of the correct model among the candidates in the rank order list.
We now consider the computational advantage of the model pruning. As the model 
images in both LAC and MNS methods are represented off-line we do not consider the 
cost of model construction in the recognition system processing. In LAC the recognition 
task consists of two stages: the representation of the test image in an ARG form 
and the graph matching. We refer to the associated process times as ton  and toM 
respectively. By analogy, MNS matching also involves two stages: the extraction of 
the image MNS signature and the signature matching. The corresponding process 
times are referred as tsR  and tsM  respectively. The total recognition time for LAC is
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T l a c  = i c R  +  to M -  When we deploy MNS for model pruning, the total MNS-LAC 
process time is T m n s - l a c  = t s R  +  t s M  +  t c R  +  t oM -  Among the terms in T m n s - l a c  
only the graph matching time îgm  varies with the size of the list of candidates. In 
fact this process time depends on the number of nodes in the model graph which is 
a function of the number of models and their complexity. In Fig 7.13 we plot the 
average process time which LAC and MNS-LAC methods take to recognise the object 
in a test image. The experiment was run on a PC with a Pentium3 800MHZ processor 
and the CPU time is given in seconds. As expected the total recognition time is a 
linear function of the number of models in the rank order list. The results demonstrate 
that the speed gain obtained by pruning the model list is significant. For instance 
considering MNS-LAC with the rank order 15, the recognition time is about 18 seconds 
which is less than half of the recognition time for LAC. Note that this gain in speed is 
achieved without any loss in recognition performance.
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7.7 C onclusion
In this chapter we identified certain shortcoming of BRIL. These motivated our efforts 
to devise enhancement which would enables us to cope with the problem of boundary 
distortions and to use model pruning to speed the recognition time. In order to achieve 
the former, BRIL was modified to cope with object scaling. Two main problems of 
recognition under object scaling were addressed: the distortion of region boundaries 
and the changes of neighbourhood size. To cope with the first problem we proposed 
an object representation method in which the reliance on shape of regions has been 
reduced. The new representation is based on loose afiine constraints between pairs of 
neighbouring regions in the image. We called the new method Loose Afiine Constraints 
for object recognition (LAC).
The second problem which derives from the region neighbourhood varying under ge­
ometric transformation, was solved by defining an afiine invariant neighbourhood for 
each region of image. More specifically, the neighbourhood of each image region is 
determined by measuring the Mahalanobis distance from its centroid to the centroids 
of neighbouring regions.
We showed that for the new defined neighbourhood in which the number of regions 
varies from one region to another, the support function proposed in BRIL is not appli­
cable. To alleviate this problem we added a term to the original support function to 
balance the number of terms contributing evidential support. We conducted an exper­
iment to evaluate the performance of the new recognition method (LAC) on SOIL47A. 
The results of this experiment revealed that LAC, especially under scaling, outper­
formed BRIL. However the test on the Traffic Sign database showed that loose con­
straints, utilised in LAC in situations where the diversity of colour in object appearance 
is not significant could not replace the shape information.
In the final part of the chapter we investigated how the use of model pruning could 
improve the recognition speed. A new object recognition system based on LAC and the 
Multimodal Neighbourhood Signature (MNS) method was proposed. In the advocated 
system first we performed non-contextual matching using MNS to prune the number 
of candidate models. In the next stage LAC is applied to identify the correct model for
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each object in the test image. The results of experiments showed a considerable gain in 
matching speed. As another benefit of model pruning, the recognition rate for extreme 
object views also improved.
Chapter 8
Im age profiles as binary  
m easurem ents
8.1 In troduction
The promising results obtained with the representation used in LAC (Chapter 7) moti­
vated us to enhance the distinctiveness of the binary relations employed in this method. 
As described in Chapter 7, for each pair of neighbouring regions we used the ratio of 
line segments cut out by the regions on the line connecting the centroids of the two 
regions. We emphasis that these binary measurements are determined purely based 
on geometric relations. Let us recall the methods reviewed in Chapter 2 . The success 
of the recent methods which use local descriptors for image representation lies mainly 
in the distinctiveness of the employed features. Basically these features characterise 
a part of image (local neighbourhood) using the intensity [81] [60] or colour[95] data 
from the image. W ith the same idea in mind we characterise the line connecting the 
centroids of two regions in the image using three image colour bands. This binary 
descriptor is similar to the image profiles used in [63] by Matas et al. In this method 
an image of object is represented in terms of intensity profiles defined between image 
corners. However such profiles are very sensitive to the position of the corner points. 
The same problem exists if the image profiles are defined by the centroids of regions. 
To reduce the sensitivity of image profiles to their end points, we use a very coarse
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description of image profiles in three colour bands. The descriptors are image profiles 
which are extracted from the segmented image of objects rather than the raw image. 
For profile matching instead of using the correlation between two profiles as a measure 
of similarity, we measure the similarity between profiles in a flexible way. This results 
in greater robustness to the inaccuracy of both the end points and the image segmen­
tation process. In the first part of this chapter we investigate how the performance of 
recognition improves once the new binary descriptors replace the binary measurements 
in LAC.
Using the new descriptors, instead of the line segment ratios in LAC, we build a recog­
nition system with the same matching technique as used in LAC. We refer to this object 
recognition method as Profile-based Attributed Relational Graph Object Recognition 
(P-ARGOR). We designed two experiments to evaluate the performance of P-ARGOR. 
In the first experiment we compare the performance of the new method to the perfor­
mance of LAC under affine transformation scenario. The second experiment aims to 
test the performance of P-ARGOR in recognising curved objects ( COILIOO). In this 
experiment we shall see that P-ARGOR outperforms both LAC and BRIL.
The second part of this chapter is dedicated to the comparison of P-ARGOR and 
the elliptic region-based method of Tuytelaars et al[95]. We refer to this method as 
Affine Invariant Feature Object Recognition (AIFOR). The main reason for selecting 
AIFOR of Tuytelaars et al[95] for the comparison is that this method is an extension 
of the object recognition method of Schmid et al [81], an acknowledged benchmark 
against which the performance of other methods is measured. Thus AIFOR can be 
considered as the state of the art object recognition method. Schmid et al [81] extract 
the image corner points using the Harris detector. They then describe the image in a 
neighbourhood of an extracted point by a set of invariant features named local jets. The 
deployment of invariance measures allows us to reduce the number of reference views 
needed to represent a 3D object. As Schmid et al [81] method achieves invariance 
under 2D rotation and translation only, in [95], Tuytelaars et al set out to extend 
the invariance of object descriptors to affine transformation. They construct elliptic 
regions around the points of local intensity extrema [95]. Each extracted region [95] is 
described using moment invariant features defined in each of the three colour bands. In
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the approaches proposed by both Schmid and Tuytelaars the local features (regions) of 
the scene are directly matched against those of object models. The model which gives 
the best match defines the identity of the object in the scene.
In our study, in order to make the two methods comparable from the representation 
point of view, we use the same matching approach for the two methods. For this pur­
pose we represent elliptic regions extracted from an image object in an ARG graph 
and use the image profile between a pair of regions as the binary measurement between 
the corresponding nodes in the graph. We refer to this method as Profile-based Affine 
Invariant Feature Object Recognition (P-AIFOR). The use of image profiles as the 
binary measurements in P-AIFOR make the same source of information available to 
the two methods (P-AIFOR, P-ARGOR). We will show that the object representation 
in P-ARGOR is more robust than that in P-AIFOR particularly under severe scaling. 
The comparison between P-AIFOR and AIFOR also reveals that the use of contextual 
information at the matching time improves the recognition performance for severe scal­
ing. The use of neighbourhood constraints reduces the misclassification rate through 
all experiments.
The rest of the chapter is organised as follows. In the next section we describe our 
new representation approach. The results of experiments on SOIL47 and COILIOO are 
reported in Section 8.3. In Section 8.4 the representations in AIFOR and P-AIFOR are 
explained. In Section 8.5 we report the results of our experiments and finally in Section 
8 .6  we discuss the main findings of the experiments. In the last section we draw the 
chapter to conclusion.
8.2 O bject recognition  in P -A R G O R
Similar to LAC, an image of the object is represented in terms of its segmented regions 
in the form of an Attributed Relational Graph (ARG). Eacli node of graph corresponds 
to one of the regions in image and the edges between the nodes capture the region 
adjacency information. Similar to LAC we describe each individual region, i?i, using 
the unary measurement vector Xi containing the representative colour of the region
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(a) (b) (c)
Figure 8.1: a) The image of object with the indicated profile track, b) The raw profile 
data, c) The coarse profile data in the three colour bands
in { Y U V )  system. We describe the relation between region Ri  and each of its neigh­
bouring regions, Rj, using scalar ARij and new measurement vector PSy. The ARij 
is the area ratio of the two regions as defined in LAC. Vector PSy is the new binary 
descriptor defined to characterise the image along the line connecting the centroids of 
the two regions (iîj, R j) .  To reduce the sensitivity of image profiles to the ending points 
(centroid of regions), we define a coarse measure of image profile instead of using the 
raw image intensity [63]. For this purpose we extract image profiles firom the segmented 
images instead of the original images. Fig 8.1 shows a raw image profile and its coarse 
estimation in three colour bands. In other words, associated with each pair of regions 
we construct a vector which describes the Zij line segments along the line connecting 
the centroids of regions Ri,Rj\ let us denote it PSy =  {Sk|k € {1 • • • Zÿ}}. Component 
Sit in this vector describes the k-th line segment in terms of its normalised length Lk 
and position P* and its representative colour vector Ck in the Y U V  system. We nor­
malise the length and position of the line segments by considering that the whole profile 
is of a unit length. This normalisation provides an affine invariant measure for binary 
relations. We use vector Ay =  {A Pij,PSy} to denote the binary relation between Ri 
and Rj .
Using the extracted regions and the associated measurement vectors we construct an 
Attributed Relational Graph in which a graph node o* represents region Ri. The 
measurement vector, Xi, is the node unary attribute. The binary measurement vector
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Ay describes the link between the pair of nodes oj.
Similar to LAG the graph matching is achieved by measuring the similarity between 
unary and binary measurements and enforcing local consistency of interpretation by 
means of relaxation labelling. The dissimilarity between two unary measurements Xi 
and Xk associated with nodes oi and ôj in the scene and model graphs respectively is 
measured using the Euclidean distance:
UnDis{i^k) = EucUdean{xi,Xk) (8.1)
The dissimilarity between two binary measurement vectors Ay and Â ^n  from the scene 
and model graphs respectively is measured as follows. For the area ratio components 
we use simply the difference between the two corresponding measurements. To measure 
the distance between line segment descriptors PSy and PSmn, first we have to match 
the components of these vectors. As a result of imperfections in image segmentation, 
the numbers of line segments represented by these vectors are not necessarily identical. 
For this reason we have to match the vector components in a flexible manner yet this 
flexibility has to be controlled by imposing some loose constrains. Each component 
Sp in PSy is linked to at most one component Sq in PSmn if the distance measure 
Component Dis pq is the lowest among the candidates and also below a pre-defined 
threshold ThrBinDis-
ComponentDispq = WL*\Lp-Lq\-^Wp*\Pp-Pq\+Wc*  ^  \Cp{b) -  Cq{b)\ (8 .2 )
be{U,V,Y}
The weighting factors W l, Wp  and W c  are selected to adjust the sensitivity of the 
distance measure to different descriptors. Having accepted one correspondence the 
associated components will be deleted from the list of components in the two vectors 
(PSy ,PSnin)- At the end of this process we have a set of correspondences between the 
components of PSy and PSmn denoted by Q =  {(p, g) |p € {1 ■ • • g 6  {1 • • ■ Z^„}}. 
Finally the overall dissimilarity between two vectors Ay and Âmn is defined as:
B inD is{ iJ^m ,n )  = W q  * ^  ComponentDiSpq +  W a r  * \ARij -  ARmn\
(p.g)€Q
+  W d  * |1  — \ Q \ / Z i j \  (8.3)
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In this formula the first term gives the average measure of dissimilarity between the 
line segments in the two profiles. The second term conveys the dissimilarity between 
area ratios ARij and ARrnn and we add the last term to the formula to penalise the 
unmatched components in PSy. The weighting factors W q , W a r  and W d  are selected 
to adjust the sensitivity of the distance measure to different terms in the formula.
Assuming that the dissimilarity between the corresponding measurements in the scene 
and model has a Gaussian distribution, the error distribution for unary and binary 
measurements are expressed as follows:
P{xi\6 i = CiJa) = Af[/nDis(i,u>a)(^  ^ (8.4)
“  ^ct) — AfBinDis{i,j,UayOJ0)i^i ^b) (8.6)
where cr^  and cr^  are the variances of errors for the unary and binary measurements 
respectively.
8.3 E xperim ental results
We designed two experiments to evaluate the performance of P-ARGOR against our 
earlier recognition methods, LAG and BRIL. The aim of the first experiment was to 
assess the relative performance of the methods under affine transformation. For this 
purpose we used SOIL47A database described in Ghapter 5. In this experiment, similar 
to the previous experiments on this database, we model each object using its frontal 
image and use the other 20 views of the objects as test images. Using the provided 
images with sizes 25%, 37.5%, 50%, 75% of the original image set, we compare the 
performance of P-ARGOR to the two other methods. Note that the object models in 
this experiment are the original size images in the database. We evaluate the recognition 
methods in terms of the correct recognition rate.
The correct recognition rate gives the average percentage of cases in which objects in 
test images are correctly recognised. Fig 8.2 shows the correct recognition rates for 
P-ARGOR in comparison with the recognition rates of LAG and BRIL. The results are 
plotted separately for three different test image scales. For all three cases P-ARGOR
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Figure 8.2: A comparison between the correct rates of recognition for P-ARGOR, LAC 
and BRIL tested on SOIL47A a)without scaling b) with scaling factor 0.375 c) with 
scaling factor 0.25
significantly outperforms two earlier methods. It reveals that the profile descriptor 
is much more discriminative than the binary features proposed earlier in LAC. More 
importantly although image profiles are very sensitive to the position of the end points 
which is accentuated in low resolution images ( significant scaling), the results show that 
even for this imaging condition the binary measurements are robust. It would appear 
that the soft constraints imposed for matching of the corresponding image profiles offers 
this robustness.
The aim of the second experiment was to compare the recognition methods when ap­
plied to objects with non-planar surfaces. Although the extracted regions and their 
associated features in both representation methods are invariant only for planar sur­
faces, it is useful to evaluate their sensitivity to deviations from this condition. For 
this purpose we test the recognition methods on the COILIOO database. The database 
is well known and frequently used for benchmarking. It contains 100 objects imaged 
from viewing angles ranging from —180° to -1-180°. Fig 8.3 shows some objects in this 
database. Similarly to the previous experiment, the frontal view of each object was 
used as the object model. As test images, we used 71 images of each object taken from 
different viewpoints (frontal view not included) in the ±180 range( five degrees between 
two successive viewpoints). We plot the correct recognition rates for the methods under
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Figure 8.3: Some objects in the COILIOO database
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Figure 8.4: The recognition rate of BRIL, LAC and P-ARGOR for COILIOO when each 
object is modelled by only one of its views
comparison in Fig 8.4. As the results show there is no significant difference between 
BRIL and LAC. Nevertheless for viewing angles close to frontal BRIL performs slightly 
better than LAC, inversely LAC offers slightly better results for the object views far 
from frontal. Interestingly P-ARGOR outperforms the other two methods by a sig­
nificant margin. Note that for viewing angles far from the frontal the performance of 
P-ARGOR degrades, because of the 3D nature of the objects in the database which 
challenges even human observer who would need more than one view of each object 
to recognise it from an arbitrary view. As an extension of the experiment we used 
four images of each object in the database for object modelling. In this regards we 
considered the images associated with four viewing angles, frontal, 90° , 180° and 270° 
degrees, as object models. For each of the above views we separately modelled objects 
in the database and then applied P-ARGOR. The results of the associated four exper­
iments were fused based on the maximum score. Fig 8.5 shows the fused results. The 
impact of using four views of each object for training is that the minimum recognition 
rate increases about 15%. Furthermore for views close to the selected model images, as 
expected, the performance is significantly improved. Note that in the results shown in 
Fig 8.5 we excluded the rates associated with the object views used for the modelling.
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Viewing angle
Figure 8.5: The recognition rate of P-ARGOR for COILIOO when each object is mod­
elled by four views
8.4 O bject recognition  in A IFO R
In the region extraction method proposed by Tuytelaars et al [95], the first step consists 
of selecting some salient points from image around which intensity regions are formed. 
As salient points the authors propose to use local image intensity extrema. In the region 
extraction step, for each detected salient point the intensity function along certain rays 
emanating from the extremum is analysed. Along each ray, the point at which the 
intensity function suddenly changes is invariant under affine transformation [93]. The 
point is detected by evaluating:
abs(\I(t) -  7o|)f f (t)  =
max
(8 .6)
instead of considering the intensity function, I(t), along the ray directly. In this formula 
Iq denotes the image intensity at the local extremum point (origin of rays), t is the 
Euclidean arc-length along the ray and d is a small number which has been added to 
prevent a division by zero. The local maximum in this function corresponds to the 
point of sudden intensity change.
Next, in AIFOR all respective local maxima found using Eq (8 .6 ) along the rays orig-
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Figure 8 .6 : The elliptic region formed around a local intensity extrema
inating from the same local image extrema are linked to delineate an intensity region. 
Fig 8 .6  illustrates how the intensity regions are constructed. As an extracted region 
may have an irregular shape, it is replaced by an elliptic region having the same shape 
moments up to the second order. Finally the size of the elliptic region is doubled to 
increase the distinctiveness of the intensity regions [93].
Each extracted intensity region is characterised using a feature vector consisting of 
nine moment invariants [93] listed in table 8.1. These invariants are defined in terms of 
pixel coordinates and associated colour intensities. The proposed features are rotation- 
invariant. They are computed on each elliptic region after the region is normalised to 
a circle with unit radius.
In the method proposed in [95] the scene regions are directly matched against regions 
from an object model. The Mahalanobis distance between the corresponding feature 
vectors is used as a matching criterion. A candidate match is declared for a pair of 
regions for which the Mahalanobis distance is minimal and below a predefined threshold. 
As a final check, the cross correlation between the candidate pair of corresponding 
regions is measured. For this purpose, first the regions are normalised to a unit circle. 
A measure of cross-correlation is then minimised by rotating one of the regions with 
respect to the other.
In contrast to [95] we initially select more than one candidate as the corresponding 
model region for each scene region. This reduces the probability of false region cor-
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inv[l] =  inv[2] = inv[3] =”^00 "^00 ”^00
^  J M oT<0°
inv[b] {similar) 
inv[6 ] {similar)
. _  VW T(M r')'-2M TM ,TAfT+M TW TM ^r+M T(AC)"-2M rM TAC+M rM rM T
mu[8 ] {similar) 
inv[9] {similar)
where = I n i  xPy^[R{x, y)]‘^ [G{x, y) f [B{x,  y)]^dxdy
Table 8.1: The invariants used as descriptors for the elliptic regions
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respondence when the feature vectors characterising are not sufficiently distinctive. 
Through the verification stage( measuring cross-correlation) we then identify the model 
region which best matches the corresponding scene region.
8.4.1 Using Context in P-AIFOR Representation
Similar to P-ARGOR we represent the elliptic regions extracted from an object image 
in an ARG. Each node of this graph represents an elliptic region described by a unary 
measurement vector, x .  We construct this vector using the nine features as in AIFOR. 
In order to make the same source of information available to the two methods we de­
scribe the relation between an elliptic region and its k-nearest neighbours using the area 
ratio and the colour profiles. Unlike in P-ARGOR we use the raw profile information 
between the two regions. As the profile end points we select the intensity extrema of the 
two regions which are close to the centroids of the regions. Recall that in AIFOR each 
elliptic region is formed at an intensity extremum point. Similar to ARGOR, we define 
binary vector Ay associated with a pair of elliptic regions, Ri and Rj. This vector 
consists of scalar ARjj and vector Py  =  {Ck|fc € {1 • • • Z}}.  The components,Ck, of 
this z-dimensional vector are the colour features extracted at equally spaced intervals 
samples, Z,  along the image profile.
We measure the dissimilarity between two unary vectors Xi and associated with 
nodes Oi and Ok in the scene and model graphs, using the Mahalanobis distance as in 
AIFOR:
UnDis{i^ k) — ( x i  -  X f y ) ^ A ' ~ ^ ( x i  -  % ) (8.7)
The covariance matrix A is estimated by averaging the covariance matrices estimated
from the feature vectors associated with a selected region in different images of an 
object. Note that the covariance matrix A is estimated once for all experiments. The 
dissimilarity between two binary vectors Ay and Âmn is measured as follows:
B in D is{ iJ ,m ,n )  =  Wp * ||Py(/c) -  Pmn(A:)||
'FWa r  * \ A R ij  — ARmn\ (8 .8)
The factors W p  and W a r  control the relative weight of the measurements in the for­
mula.
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For matching the scene and model graphs given by this representation we use the same 
technique as applied in P-ARGOR.
8.5 E xperim ental results
As in Section 8.3 we designed two experiments to evaluate the performance of P- 
ARGOR against AIFOR and P-AIFOR. The first experiment was carried out to eval­
uate the performance of the methods under affine transformation. We tested the three 
methods on SOIL47A with the same protocol as set out in Section 8.3. Two perfor­
mance criteria are considered : correct recognition and false rejection rates. The first 
criterion gives the average percentage of cases in which objects in test images are cor­
rectly recognised. As a complementary measurement of performance we consider the 
misclassification rate. Figs 8.7(a),8.7(b) and 8.7(c) show the correct recognition rates 
for the AIFOR, as a function of object pose, for AIFOR, P-AIFOR and P-ARGOR 
methods respectively. The graphs are parametrised by test image size. Note that pose 
1 corresponds to —90° and pose 20 to +90° viewing angle. The relative misclassifica­
tion rates of the three methods for the test images at scale factor one are plotted in 
Fig 8.7(d).
With the same aim as mentioned in Section 8.3, we designed the second experiment 
to compare the recognition methods when applied to objects with non-planar surfaces. 
For this purpose we tested the recognition methods on the COIL20 database. As 
the recognition methods AIFOR and P-AIFOR were implemented in Matlab, it was 
computationally very expensive to test these two methods on COILIOO database as 
performed in Section 8.3. The COIL20 database contains 20 objects imaged from 
viewing angles ranging from —180° to +180°. Similarly to the previous experiment, 
the frontal view of each object was used as the object model. As test images, we used 
24 images of each object taken from different viewpoints in the ±180° range. We plot 
the correct recognition rates for the methods under comparison in Fig 8.8.
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Figure 8.7: The performance of AIFOR, P-AIFOR and P-ARGOR
148 Chapter 8. Image proSles as binary measurements
I
1 5 0  2 0 0veiw ing a n g le
Figure 8.8: The relative correct recognition rates of the three methods on COIL20
8.6 D iscussion
Let us now elaborate on the results reported in the previous section. Referring to the 
results of the experiments on the SOIL47 database in Fig 8.7 the recognition rate for 
P-ARGOR overall is superior to P-AIFOR and AIFOR. Let us first consider the part 
of the experiment in which the size of object in the test image is comparable to that in 
the object model (Scale factor 1 and 0.75). For these scaling factors, when an object is 
viewed from viewpoints close to the frontal view, the three methods perform similarly. 
Once the viewpoint considerably deviates from the frontal view the P-ARGOR performs 
better than the other two methods. Surprisingly in this situation AIFOR performs 
slightly better than P-AIFOR. The superiority of P-ARGOR to AIFOR stems from 
the use of context which provides more information for region matching. Although P- 
AIFOR also uses neighbourhood constraints in matching, since the intensity extrema 
are not invariant to viewpoint change the profile information is not reliable.
As the size of object in the test images becomes smaller the difference in performance 
between P-ARGOR and the other two methods becomes more noticeable. There are 
three major factors affecting AIFOR. First of all, the success of detecting local extrema
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depends on the size of object in the image. It is because both the support domain of 
the noise cancellation filter and the size of the search window for local extrema have 
to be adaptively selected based on the object size in the image. Secondly, the first 
extremum of function / /  ( Eq (8.6)) used as the reference point along a ray is not a 
stable point under scaling. Thirdly the accuracy of the moment invariants also depends 
on the image resolution and the size of the objects in the image. In comparison to the 
elliptic regions, the segmented regions are less vulnerable to object scaling. As the 
results show, in this condition P-AIFOR performs better than AIFOR. In fact the use 
of image profiles helps P-AIFOR to establish some correspondence between the two 
images of an object. But as was pointed out earlier, the problem with invariance of 
intensity extrema prevents P-AIFOR to perform successfully. It is worth noting that in 
P-ARGOR we alleviate the sensitivity to profile ending points using a loose description 
of image profiles and matching in a flexible manner.
The main gain achieved by graph representation of elliptic regions in P-AIFOR is re­
vealed by considering the misclassification rates in Fig 8.7(d). As the results show the 
misclassification rates for P-AIFOR and P-ARGOR in which the matching is achieved 
by means of graphs is significantly better than the rate in AIFOR, particularly once 
the objects are viewed from severe viewpoints. This characteristic of P-ARGOR and 
P-AIFOR is the benefit of the way contextual information is used during the matching 
stage. The relaxation technique accepts two regions as corresponding only if the neigh­
bourhood of the regions strongly supports this assignment. For this reason P-ARGOR 
and P-ARGOR give a negligible score to false hypotheses.
The results of the experiment on the COIL20 database in Fig 8.8 also show the su­
periority of P-ARGOR to the other two methods when objects have curved surfaces. 
In these circumstances the points of local intensity extrema do not remain stable in 
different views of an object. In fact the position of such points totally depends on the 
direction from which the scene is lit. Note that some of the objects in the COIL20 
database are almost symmetric and do not have any texture on object surfaces. The 
process of image segmentation for these objects produces a number of regions which 
reflect surface shading. As a result, for different images of an object a number of regions 
will still be in correspondence. Fig 8.9 exemplifies this effect on one of the objects in
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Figure 8.9: a) The object model b) The segmented image(frontal view) c) The seg­
mented image(45 degree rotation on space)
the database.
The results in Fig 8.8 also show that as expected, the recognition rate of both methods 
falls off for objects imaged from close to ±90 degrees with respect to the frontal view( 
object models). The recognition rate again increases for viewing angles close to ±180° 
because some objects in the database are almost symmetrical.
8.7 C onclusion
The chapter contains two parts. In the first part of this chapter we investigated how 
we can improve the binary measurements used in LAC. We introduced a binary mea­
surement which characterises the image along the line connecting the centroid of a 
pair of regions. The descriptors are image profiles which are extracted from the seg­
mented image rather than the raw image. This solution is motivated by the fact 
that an image profile extracted from an intensity image is very sensitive to its end 
points. Using the new descriptors instead of the line segment ratios in MAC, we built 
a recognition system referred to as Profile-based Attributed Relational Graph Object 
Recognition (P-ARGOR). We compared the performance of P-ARGOR with our pre­
vious methods(BR/L and LAC) using SOIL47 and COILIOO databases. The results of 
experiments on SOIL47 showed the superiority of P-ARGOR to the other two methods 
particularly for severe scaling and when an object is viewed from the sides. The result 
of test on COILIOO which contains objects with curved surfaces showed that P-ARGOR
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outperforms the other two methods by a significant margin.
In the second part of this chapter we compared this new representation (P-ARGOR) 
with the image representation in the method of Tuytelaars et al[95] referred to as 
AIFOR (Affine Invariant Feature Object Recognition). To provide the same source of 
information for AIFOR we described the relation between two elliptic regions in the 
original method (AIFOR) using image profile between their centroids. The modified 
recognition system was called P-AIFOR. We designed two experiments to compare 
P-ARGOR with P-AIFOR and AIFOR from two points of views: the correct recog­
nition and the misclassification rates. The experiments were carried out on SOIL47 
and COILIOO. The result of the experiments showed that P-ARGOR is superior to 
P-AIFOR, particularly under significant scaling. The test on the COIL20 database 
showed that P-ARGOR is less sensitive than the P-AIFOR to deviations from surface 
planarity. The misclassification rate of P-ARGOR and P-AIFOR in which matching 
were performed using the relaxation labelling was much better than for the original 
method of Tuytelaars et al(AIFOR).
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Chapter 9
Conclusion
In this thesis we addressed the problem of affine invariant object recognition using 
a single view. For object representation, we considered an image of an object as a 
collection of patches on the object surfaces which are segmented from the image based 
on colour homogeneity of the pixels. The use of regions for object representation 
was supported by two facts: their stability under scaling and the ease of adopting a 
representation invariant to a group of geometric transformations.
We proposed a method for representing a region in an affine invariant space. In this 
representation in addition to describing regions based on their individual features we 
characterise their relations using binary measurements. In contrast to methods which 
attempt to establish the correspondence between individual image primitives, we in­
volve the context conveyed by neighbourhoods of two regions being matched. This 
is one of main advantages of our method to conventional object recognition methods. 
In fact the use of relational measurements not only enhances the distinctiveness of 
unary measurements but also it supports the matching of regions with distorted unary 
measurements. As a suitable tool for matching these structural data, the evidence 
combining method of relaxation labelling [21] was adopted. The results of our experi­
ments confirmed the superiority of this matching approach to both the methods which 
use global constraints (Chapter 6) and those methods which consider the matching of 
individual primitives (Chapter 8).
We defined a set of unary and binary measurements which characterise the appearance
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and shape of regions individually and in pair respectively(BRIL method). Very promis­
ing results from the experiments on the two distinctive databases were obtained. The 
results of these experiments showed that the developed method recognise objects well 
under moderate affine transformations, illumination change in cluttered scene and with 
occlusion. However we observed that under severe geometric transformations which re­
sults a significant distortion on the boundaries of regions, our region matching like other 
methods fails. Further investigation confirmed that the failure of the BRIL method is 
a results of shape distortion which affects both unary and binary measurements in our 
recognition system.
We introduced a set of binary measurements based on image profiles defined between 
the centroid of each pair of neighbouring regions in the image. The new measurements 
replaced shape-based binary relations in the BRIL method. The results of experi­
ments using the enhanced representation showed a significant gain in the recognition 
performance particularly under severe geometric transformations. However further ex­
periments on the traffic sign database revealed that, for objects such as traffic signs 
on which the shape of characters is distinctive, recognition using the BRIL method is 
more reliable. We could expect this result as in the BRIL method the shape of regions 
are the main criterion for matching.
It would be a useful extension for this research if both shaped-based and profile-based 
measurements were integrated in one object recognition system. Therefore an oppor­
tunistic matching process must select which of these measurements is more adequate 
to be used for each individual match.
9.1 Sum m ary o f th e thesis
In the first chapter of the thesis, the objective of model-based object recognition was 
defined. According to object modelling, model-based object recognition methods were 
classified into three categories: 3D modelling, appearance learning and representation 
based on invariant features. We introduced our object recognition approach as a method 
in the latter class. Our attention to this approach which is based on local invariant 
descriptors was motivated by its inherent advantages over the methods in the other two
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categories.
We introduced our method for affine invariant representation of image regions in Chap­
ters. This process is summarised in three stages: image segmentation, region normali­
sation and graph representation. As a pre-processing stage for image segmentation we 
used the mean shift algorithm for smoothing texture regions and noise cancellation. 
We demonstrated that this filtering favourably preserves image edges, which are re­
quired for the segmentation process. A novel method for affine invariant representation 
of image regions was proposed. We represent the normalised regions of an image in 
the form of Attributed Relational Graph(ARG). Each node of this graph represents 
a region described using unary measurements. The nodes associated with a pair of 
neighbouring regions are connected by an edge described using binary measurements. 
We represent the content of a scene image in the above manner. The corresponding 
ARG is referred to as the scene graph. Similarly the regions in each object model in 
the database are represented by an ARG. We represent the model ARGs of all objects 
in the database in one graph, called the model graph.
In Chapter^ we considered the matching of scene image against the object models 
using their associated graphs. For this matching problem we adopted the relaxation 
labelling method of Christmas et al [21]. We adapted the method to our application by 
extending it to cope with multiple representations. The multiple representation could 
be used jointly or selectively (picking the best). We reduced the matching complexity 
by pruning inadmissible labels from each node of the scene graph. We referred to the 
latter method as Best Representations In Labelling (BRIL).
The two proposed methods were tested in a realistic scenario involving real images. 
The performance of both methods was satisfactory. However, the matching process for 
BRIL was much faster than in the earlier method. Further investigations showed that 
the label pruning used in BRIL has two benefits: gains the matching speed and reduces 
false positive matches.
In Chapter 5 the performance of our object recognition method (BRIL) were evalu­
ated on the SOIL47 and the Traffic Sign database. We recorded these two databases 
consisting of coloured objects with planar surfaces to refiect the assumptions behind 
the method. Three experiments were designed to test BRIL on the SOIL47 for: affine
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transformation, occlusion and illumination changes.
The result of the first experiment showed that for moderate scaling an object is cor­
rectly recognised from relatively wide angles. However, the recognition performance 
deteriorated, once more significant scaling was involved, or an object viewed from the 
sides.The results also showed that the misclassification rate for this experiment was 
favourably low.
The result of testing under occlusion showed that, for frontally viewed objects, the 
performance gracefully degrades when occlusion occurs. But we observed a consider­
able reduction in the recognition rate when object was viewed from the sides. Our 
investigation showed that in the most cases a few corresponding regions were available 
which is not enough to provide a confident interpretation. Our experimental results on 
SOIL47 showed that BRIL is fairly robust to moderate illumination changes.
We recorded the second database, the Traffic Sign, to evaluate our method for cluttered 
scenes. The database contains a set of real images of traffic signs in outdoor scenes. 
Despite the severe clutter in test images and each traffic sign having a relatively few 
regions, the results of the experiment on this database showed that BRIL can handle 
recognition in a cluttered scene well.
In Chapter 6  we experimentally compared our matching method used in BRIL to the 
geometric hashing and the alignment technique. We selected these two matching meth­
ods for comparison with our method to demonstrate that, in the presence of clutter or 
segmentation imperfections, relying on local constraints gives better matching results 
than when the global consistency is involved. The experiments were conducted on two 
different databases in order to test the methods under different conditions. The ex­
perimental results showed that the graph matching method outperforms the other two 
methods in terms of both recognition accuracy and the speed of processing. Most prob­
ably the success of the graph matching approach owes to the fact that the model and 
test images are compared by considering local matches between the normalised image 
regions. This is in contrast to the alignment and geometric hashing methods which 
measure the distance between the features of the two images in a global coordinate 
system.
In Chapter 7 we considered enhancing BRIL’s performance in two respects: the robust­
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ness to severe scaling and the recognition speed. Two main problems of recognition 
under object scaling were addressed: distortion of region boundaries and changes of 
neighbourhood size. To cope with the first problem we proposed a new representation 
method in which the reliance on shape of regions has been reduced. The recognition 
method based on this new representation is called Loose Affine Constraints for object 
recognition(LAC).
The second problem which derives from the region neighbourhood varying under ge­
ometric transformation, was solved by defining an affine invariant neighbourhood for 
each region of image. The results of this experiment on SOIL47 showed that LAG, espe­
cially under scaling, outperforms BRIL. However the test on the Traffic Sign database 
showed that loose constraints, utilised in LAG in situations where the diversity of colour 
in object appearance is not significant cannot replace the shape information. In the 
final part of the chapter we investigated how the use of model pruning could improve 
the recognition speed. We implemented a new object recognition system in which Mul­
timodal Neighbourhood Signature (MNS) method is used for model pruning before our 
region matching method (LAG). The results of experiments showed a considerable gain 
in matching speed.
In Ghapter 8  we investigated how we can improve distinctiveness of the loose affine 
constraints, utilised in LAG. We introduced a binary measurement which characterises 
the image along the line connecting the centroid of a pair of regions. Using the new 
descriptors a recognition system called Profile-based Attributed Relational Graph Ob­
ject Recognition (P-ARGOR), was implemented. We compared the performance of 
P-ARGOR with our previous methods (BRIL and LAG) using the SOIL47 and the 
GOILIOO databases. The results of experiments on SOIL47 showed the superiority of 
P-ARGOR to the other two methods particularly for severe scaling and when an object 
is viewed from the sides. The result of test on curved objects in GOILIOO showed that 
P-ARGOR outperforms the other two methods by a significant margin.
In the second part of this chapter we compared the object representation in P-ARGOR 
with the image representation in the method of Tuytelaars et al[95] referred to as 
AIFOR (Affine Invariant Feature Object Recognition). To make comparison mean­
ingful, we provided the same source of information utilised in P-ARGOR for AIFOR.
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The modified recognition system was called P-AIFOR. We designed two experiments 
on the SOIL47 and the COILIOO databases to compare P-ARGOR with P-AIFOR and 
AIFOR. The result of the experiments showed that P-ARGOR is superior to P-AIFOR, 
particularly under significant scaling. The test on the COIL20 database showed that 
P-ARGOR is less sensitive than the P-AIFOR to deviations from surface planarity.
9.2 P ossible exten sion s
The presented work in this thesis can be extended in different ways. We consider some 
possible extensions for our method in this section.
• In our method regions are segmented from an image using a region growing 
method which is a conventional approach for image segmentation. In this process 
a considerable number of segmented regions are formed as the artifacts of poor 
imaging conditions, shading or curved surface etc. Such regions do not remain 
stable in different images of an object. As a result of this, we cannot establish 
a correspondence between these regions in the two images of an object. It is 
very helpful if a segmentation algorithm is developed to produce only stable re­
gions from an image. We would expect two benefits of this region filtering: first 
the matching complexity reduces and second the matching results will be more 
accurate.
• As a result of segmentation problems, over-segmentation and under-segmentations, 
we face the problem of matching one region from an image to several regions in 
another image. In our matching method we miss such correspondences. As a 
solution to this problem, one can merge two neighbouring nodes in each of the 
two graphs if this measure provides a more consistent matching result.
• We used the representative colour of a region as one of its features for matching. 
This feature is computed by averaging the colours of pixels within a region during 
the segmentation process. It is clear that we could characterise the appearance 
of a region in a more discriminative way if the colour of each pixel in the region is 
used as a feature. In particular, the affine invariant representation of regions in our
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method supports a direct comparing of the appearances of the two corresponding 
regions.
• In this research we only considered the relation between pairs of regions for match­
ing. This was to avoid the combinatorial complexity of both feature extraction 
and model matching. However, it would be interesting to study the influence of 
higher order relations e.g triplet of regions on the matching performance.
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