This study presents a robust and semi-blind watermarking by embedding information into low frequency AC coefficients of Discrete Cosine Transform (DCT). Since the imperceptibility is the most significant issue in watermarking, the DC value is maintained unchanged. The proposed methods utilize the DC values of the neighboring blocks to predict the AC coefficients of the center block. The low frequency AC coefficients are modified to carry watermark information. The Least Mean Squares (LMS) is employed to yield the intermediate filters, cooperating with the neighboring DC coefficients to precisely predict the original AC coefficients. Two watermarking methods, namely Watermark Embedding in the Predicted AC Coefficient (WEPAC) and Watermark Embedding in the Original AC coefficient (WEOAC), are presented in this study. Moreover, many attacks are addressed to show the robustness of the proposed methods.
concept, two watermarking methods, namely Watermark Embedding in the Predicted AC Coefficient (WEPAC) and Watermark Embedding in the Original AC coefficient (WEOAC), are proposed. The proposed methods can improve the embedded capacity, and enhance the robustness to against various attacks. Some comparisons are conducted with the Choi's method [10] [11] and Wang's method [12] . Both methods use the neighboring DC coefficients to predict the central block DC or AC coefficients, where the embedded positions uniformly spread throughout the whole image, which makes the image quality reduced and limits the capacity. In this study, the embedded positions and the number of the predicted coefficients are thoroughly investigated to solve the problems induced in Choi's and Wang's methods.
II. LEAST MEAN SQUARES PREDICTION FOR AC COEFFICIENTS
The LMS algorithm is an adaptive algorithm, which uses the concept of gradient-based method of steepest decent. In this study, the trained images are divided into non-overlapped blocks and each is transformed with DCT. Without losing generality, the 4x4 DCT is employed in this study. The procedure conducted in this work can be extended to arbitrary size DCT. The LMS training process is described in mathematical forms as follows. â ; μ denotes the parameter adjusted to control the convergent speed of the LMS optimum procedure, with the value set to 5 
10
− in this study. When the value of μ is increased, the convergent speed increases as well, but the trained filter cannot precisely reflects the correlation between the AC coefficients and the DC coefficients in the adjacent blocks, and vice versa.
In this study, 50 training images are involved in LMS filter coefficients optimization for different filter sizes, e.g., 3x3, 5x5, and 7x7. The trained-LMS filters are then used to predict the AC 
III. BLOCK CLASSIFICATION WITH VARIANCE
Although the individual prediction of the AC coefficient is precise with the proposed method, the image quality degrades when more AC coefficients are replaced with the predicted ones in a block. Exploiting the human visual characteristic that the alteration in high texture region is less noticeable than that in the low texture region, the blocks in host image are classified according to the variance to determine the upper bound of the capacity in a block. A block with higher variance can embed more information, and vice versa. Suppose a block is of size MxM, the variance is defined as below
where
x denotes the pixel at position (i,j). A block with high variance associates to high frequency region.
Those blocks with higher variances have smaller interference by replacing AC coefficients with the predicted ones. Consequently, more AC coefficients can be replaced with the predicted coefficients when a block is with higher variance, and vice versa. In average, the coefficient in position (0,1) has lowest predicted PSNR, while the coefficient in position (2,0) has highest predicted PSNR. The overall ranking of the nine AC coefficients from highest to lowest PSNR is (2,0), (0,2), (1,1), (0,3), (3,0), (1,2), (2,1), (1,0) and (0,1).
In this study, the blocks are classified according to the variance: The fourth category has the highest predicted image quality, since this category associates to the highest variance blocks. To determine the balanced amount of predicted AC coefficient numbers in each category, the reference PSNR of value 40 is used for measuring. To make the PSNR approximate PSNR=40dB, the Cat1 can predict simply one AC coefficient; the Cat 2 predicts three AC coefficients; the Cat3 predicts seven AC coefficients, and the Cat4 predicts nine AC coefficients. The numbers of predicted AC coefficients in each category agrees the conclusions of the last paragraph. In other words, the Cat1 predicts AC coefficient in position (2,0); the Cat2 predicts AC coefficients in positions (2,0), (0,2) and (1,1), and so on.
IV. WATERAMRK EMBEDDING
Two embedding schemes for different applications are proposed in this study. The first method, namely WEPAC, embeds watermark in the predicted AC coefficients. Since the predicted AC coefficients can be precisely evaluated form the neighboring DC coefficients in the decoder, a high Correct Decoding Rate (CDR) is expected. However, the disadvantage is that the image quality degrades for some low frequency AC coefficients are replaced with the predicted ones. For this, the second embedding method, namely WEOAC, is proposed by embedding watermark in the original AC coefficients. However, the original AC coefficients still have somewhat discrepancy to the predicted ones, which makes the CDR of WEOAC relatively lower than WEPAC.
Both of the proposed methods adjust the selected AC coefficients to embed the watermark. Figures 1(a)-(b) show the WEPAC and WEOAC embedding approaches, which are detailed as below: A. WEPAC encoding:
1) The original host image I is transformed with 4x4 DCT. (The size of DCT can be extended to arbitrary size of DCT) 2) Evaluate the variance of each 4x4 block to determine its corresponding category, and then decides how many information bits can be embedded in this block.
3) The information of embedded-bit number and the corresponding block location are recorded as a Location Number map (LN-map).
The LN-map is the side information for extracting the embedded watermark in the decoder. 4) The watermark is permutated with a pseudo-random key before it is embedded to improve the security. 5) Using the LMS trained filter and DC coefficients of the neighboring 3x3 neighboring blocks (including the center block) to predict the AC coefficients of the center block. The range of the 3x3 block array moves in raster scan fashion, and each moving length is a block size. Hence each block has the possibility for embedding. 6) Let added on the predicted AC coefficients. The embedding processing is given as below
In general, the larger modified value 1 α leads to lower image quality but higher CDR. 7) The inverse DCT is applied to obtain watermarked image in spatial domain.
B. WEOAC encoding:
The first four steps of the WEOAC are the same as WEPAC. The rest steps are given as below: 1) Using the LMS trained filter and DC coefficients of the neighboring 3x3 neighboring blocks (including the center block) to predict the AC coefficients of the center block. Since the original AC coefficients are not replaced with the predicted ones, the image quality is superior to WEPAC. However, the original AC coefficients still have somewhat discrepancy to the predicted ones in the decoder, which makes the CDR of WEOAC relatively lower than WEPAC 3) The inverse DCT is applied to obtain watermarked image in spatial domain.
2) Let

V. WATERMARK EXTRACTION
The two proposed methods, WEPAC and WEOAC, share the same the watermark extraction approach as shown in Fig. 2 , which is compose of the following steps: 1) The original host image is transformed with DCT. 2) Check the LN-map to determine the embedded position and the corresponding number of information bits. 3) Predict the AC coefficients of the embedded block using the LMS trained filter and the DC coefficients in the neighboring 3x3 block array. 4) The watermark extracting is given as below Figure 3 shows the quality performance under various test images. As we expected, the two lines belonged to WEOAC outperforms than the other two lines belonged to WEPAC. The reason is that the AC coefficients of WEOAC are not replaced by the predicted coefficients in the encoder.
In this study, the Correct Decode Rate (CDR) as defined below is used to measure the integrity of the decoded watermark. Suppose the watermark is of size
where j , i w and
w denote the original and decoded watermarks, respectively, and Θ denotes the XNOR operation. Since the watermark is pseudo-permutated in the encoder, most attacks cause salt-and-pepper noise in the pseudo re-permutated watermark in the decoder. To improve the decoded rate, the well-known median filter is employed to post-process the decoded watermarks. In this study, the 3x3 median filter is employed to improve the decode rate when CDR is lower than 90%. Figure 4 shows the CDRs of the test images. As expected, the two lines belonged to WEPAC outperforms than the other two lines belonged to WEOAC. The reason is that the AC coefficients of WEPAC are replaced by the predicted coefficients in the encoder, which makes it precisely predicted in the decoder. From the theoretical and practical results, the PSNR of the WEOAC is better than the WEPAC, while the CDR of the WEPAC is better than the WEOAC. Nonetheless, the WEPAC still provides good image quality, and the WEOAC provides acceptable CDR. In general, if the application is quality oriented, the WEOAC is recommended. Conversely, if the application is decoded rate oriented, the WEPAC is recommended. The user can choose either one to adapt to their requirements. The Choi's method [11] embeds watermark by modifying the DC coefficient of the central block. As a rule of thumb that human eyes are more sensitive to the alteration in the DC coefficients, the quality of the proposed method is superior to Choi's method, which can be observed from the experimental results. Notably, the Choi's method deals with color image. For this, the proposed approaches are also generalized to color image by embedding information into three color spaces separately.
The Wang's method [12] embeds five bits in the central block of the 3x3 block array. Hence, the capacity of the Wang's method is not flexible. For example, the maximum capacity of a host image of size 512x512 is 2205 bits. The comparisons among the proposed methods with the two former methods are shown in Table 1 .
Six different attacks include cropping, sharpening, rotation, tampering, JPEG, and JPEG 2000 are involved for testing the robustness of the proposed schemes. The four attacks can be separated into geometric attacks (cropping, sharpening, rotation and tampering) and compression attacks (JPEG and JPEG2000). Figure 5 shows the results of the four cases under the geometric attacks. In cropping attack, the center part information of the watermarked image is removed, and the cropping area includes 128x128 and 256x256.
Apparently, the CDR degrades as the cropping area is increased. In rotation attack, the rotated degrees include 5°, 10°, 15° and 20°. Figure  6 shows the results of the four cases under the compression attacks. In general, the CDR is sufficiently high to recognize the decoded watermark when the quality factor is larger than 35. As shown in Table 2 , the proposed WEPAC against the JPEG compression is more robust than Choi's method. The proposed method not only embeds more bits in the test images, but also provides better CDR results. Since the Wang's work does not provide the results of against JPEG attacks. Hence, Table 2 only shows the comparisons between Choi's and the proposed methods. The Choi's method changes the DC coefficients to embed the watermark. Hence, it cannot provide good prediction using the neighboring DC coefficients.
VII. CONCLUSIONS
In this study, two watermarking algorithms, WEPAC and WEOAC, are presented using the trained LMS filter and the neighboring DC coefficients prediction. The WEPAC embeds watermarks into predicted AC coefficients, and provides good robustness, while the WEOAC embeds watermarks into the original AC coefficients, and provides good image quality. Both approaches utilize the concept of variance-classified blocks to determine the embedded capacity and location, which improve the image quality and capacity. Moreover, many attacks, including cropping, sharpening, rotation, tampering, JPEG, and JPEG 2000, are involved in experiments to demonstrate the performance of the proposed schemes. 
