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Abstract
As one of the world’s most devastating diseases of mankind, tuberculosis is a global health
crisis. Despite extensive research into the disease spanning more than a century, it remains the
number one killer due to a single causative and infectious agent,Mycobacterium tuberculosis,
which is one of the human pathogens. The bacterium is able to persist as a long-term
infection, known as latent tuberculosis. One characteristic of persister cells is that they are
phenotypically tolerant to the action of antibiotics; a trait which has important implications
in tuberculosis chemotherapy. Observing persistence is an important element of the latent
tuberculosis study. To gain insight into persistence of tuberculosis, confocal microscopy is
used to capture the cell growth and division behaviour in a microfluidic device so that a large
amount of time-lapse image data are collected. It is very challenging for human observers to
grasp them directly. In this work, we aim to develop a system that is able to track and analyse
the cell growth patterns automatically. Specially, a major task is to observe any unusual
behaviour, such as persistence.
We first presented an approach to extract cell properties evolving between consecutive frames
by feeding cell segmentation and tracking results from one frame to the next. Each individual
cell is obtained by integrating the Distance Regularised Level Set Evolution model with cell
septum and membrane function. It was then tracked by minimising a single cell trajectory
energy function along time-lapse series. Our experiments showed that cell growth and
division can be measured automatically by applying this scheme. Comparing with other
existing algorithms, our results showed the efficiency of the approach when testing on
different datasets. The proposed approach has demonstrated great potential for large scale
bacterial cell growth analysis.
We further investigated the deep convolutional neural networks with a hierarchical visual
tracking approach. We demonstrated that this approach can robustly segment and track indi-
vidual cells from different microscopy image types, such as phase-contrast and bright-field
microscopy images. Comparing with previous methods, the convolutional neural networks
have significantly improved accuracy in cell segmentation thus minimising manual correction
viii
effort. We also outlined several rules for designing and optimising deep convolutional neural
networks for this study. We believed that deep convolutional neural network approach is
robust for segmenting and tracking various strains of bacteria cells.
With above analysis, we obtained a large number of cell growth features over several
generations. We discovered that the loss of phenotypic inheritance causes increased frequency
of persisters. We also illustrated that cell growth and division was most consistent with
the adder model in a single generation. These novel observations can be accounted for the
generation and maintenance of phenotypic variation and provide potential new targets for the
development of novel therapeutic strategies that address persistence in bacterial infections.
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Chapter 1
Introduction
Tuberculosis (TB), caused by infection withMycobacterium tuberculosis (M.tuberculosis),
remains one of major global health problems. In 2015, approximately 10.4 million people
develop active tuberculosis, with 1.8 million died from this disease [1]. Mycobacterium
tuberculosis, an almost exclusively human pathogen, effectively evades the innate immune
response of its human host by its capability of establishing and remaining a latent tuberculosis
for many decades [2]. Reactivation of the bacteria can occur sometime later resulting in active
tuberculosis thus producing a continuing reservoir of bacteria able to spread to and infect
other hosts. The obstacle to control tuberculosis around the world is a direct consequence
of enormity of latent tuberculosis. More than 30% of population is supposed to be infected
with the pathogen, harbouring persistent M.tuberculosis, primed for possible reactivation and
initiation of the clinical disease [1]. Elucidating the mechanisms underlying the establishment,
remain (persistence phenomena) and reactivation of latent tuberculosis is a significant goal
for researchers within the biology field. As a result, it is important to gain an understanding
of the persistence phenomena inM.tuberculosis.
A typical biphasic killing pattern will present when a patient undergoes an antibiotic treatment
of microbial populations [3], whereby microbes exposed to a bactericidal agent are killed
extremely fast at first, following with a much more stable and slow stage. A portion of cells
can survive when the concentration of antibiotics goes beyond a certain threshold, which will
be regarded as ‘persister’ cells. These are bacterial cells that survive killing by antibiotics, but
remain sensitive to that antibiotic upon being regrown and give rise to the same small fraction
of persister cells. Bacterial persistence is an epigenetic attribute and appears randomly in
a bacterial population, changing the phenotype without affecting the genotype. The key
characteristic of persister cells is that they can survive antibiotic treatment, an attribute which
2 Introduction
has significant implications in TB chemotherapy [4, 5]. However, although being researched
for more than 60 years [6], the mechanisms underlying bacterial persistence remain obscure.
In order to clarify this puzzle, it is necessary to observe whether persister cells differ from
others prior to the application of the antibiotic and if so, investigate the causes of potential
triggers.
A landmark study by Balaban et al. in 2004 examined the growth of individual cells in a
microfluidics device and established that persister cells had been either slow-growing or even
non-growing when administrated by antibiotic treatment [7]. Therefore, it is interesting to test
whether the persister cells are caused by stochastic variation in gene expression-controlled
growth rate. Logically, it is interesting to investigate the dynamic growth rate of the bacteria
cells based on a large population. Fortunately, cell growth imaging experiments can provide
massive amounts of time-lapse image data of cell growth by confocal microscope. However,
these imaging experiments will produce a large amounts of images including far more
information than that can be digested by a human observer. Therefore, it has become evident
that computational image processing, analysis and management algorithms are indispensable
to handle and examine the large number of image data captured in even a single experiment
with high efficiency, consistency, and completeness. In this research, we will conduct research
on computerised image analysis in order to monitor and analyse a large number of images
on cell growth. This will provide the potential to take full advantage of available data in an
efficient and reproducible manner. In addition, the data analysis, modelling and optimisation
techniques will be also applied to understand the mycobacterial growth and persistence.
1.1 Aims and Objectives
Cell growth and division is fundamental topic for biology and is very important in phenotypic
variation such as development, bacterial persistence, cancer and resistance to anticancer drugs.
The nature of features controlling cell growth and division are still unknown. Therefore,
a better understanding of cell behaviour plays a crucial role in drug and disease research.
Genetically-identical cells may present variation in characteristics such as gene expression,
growth rate, cell size, shape, or motility. Observing the specimen cells and calculating their
geometric parameters help researchers to find out how a cell determines to divide, and how
variability of cellular response to drugs such as antibiotics and anti-cancer agents. However,
manual cell analysis is tedious, time consuming, and has low degree of reproducibility due to
the ambiguity in blurred corrupted images, or when cells cluster together. Manual tracking
becomes progressively impractical in large time-lapse image series.
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As a result, developing automated or semi-automated cell image analysis tools becomes
crucial in the study of cell behaviour as well as drug and disease research. Extracting
cell features such as cell shape, size, and motility is a very attractive but difficult research
topic for researchers in bioinformatics. An automatic cell tracking system also presents an
important and challenging field in computer vision and digital image processing. Extracting
cell features and tracking their morphological changes and movements motivate the first set
of research questions:
• How to precisely and efficiently identify changes of colour, shape or texture from large
time-lapse image series?
• How to capture discriminative features for all the segmentation and tracking?
• How to evaluate these extracted features in cell segmentation and tracking?
In many existing published automatic cell analysis methods, identifying and tracking cell ob-
jects/regions are often based on the hand-crafted features. Hence, they have to be redesigned
for different cell types or different scenarios. Also, their performance might significantly
reduce when these methods are performed on large time-lapse series generated from various
experiments. This motivates the final research questions:
• How to directly learn features from the raw cell images and not enforced by human?
• How to evaluate the learnt features in cell segmentation and tracking?
• How to measure the scalability on large scale data generated from various experiments
compared with traditional methods?
Our overall aim is to develop a system to automatically segment, track and analyse cell
structures on large scale time-lapse series to address biological research needs. Specifically,
we identify the following three objectives:
1. To develop an automated tool to extract and track individual cells in the contrast of
other published methods.
2. To evaluate the proposed algorithms on large scale time-lapse image data generated
from various experiments.
3. To analyse the extracted features for understanding and modelling mycobacterial
growth and persistence.
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1.2 Contributions
The contributions of the thesis are as follow:
1. Modelling of cell septum and membrane at different cell growing stages along time-
lapse series based on cell profiling method regardless of cell geometry.
2. A new framework for the automated cell analysis based on deep learning, demonstrating
the designed convolutional neural networks have great potential for large scale bacterial
cell growth analysis.
3. An integrated cell analysis tool for segmenting and tracking precisely from sparse
to crowded cell clusters in low contrast images with fully identifying and recording
the cell division process and its evaluation on large time-lapse series generated from
various bacterial cell experiments.
4. Experimental results illustrated that cell growth and division was most consistent with
the adder model in a single generation. These novel observations can be accounted
for the generation and maintenance of phenotypic variation and provide potential new
targets for the development of novel therapeutic strategies that address persistence in
bacterial infections.
1.3 Thesis Overview
This thesis is divided into six chapters. The rest of this thesis is organised as follows:
Chapter 2 provides the biology background of Tuberculosis and bacterial persistence,
including the structure of mycobacteria cells in our experiments, a description of individual
cell studies, and an explanation of the cultivation and microscopy image acquisition. This is
to support the reader for understanding the motivation of this project and various biological
terms used throughout.
Chapter 3 presents the proposed solution for segmenting and tracking bacterial cells auto-
matically from large scale time-lapse image data. The existing methods contain the basic
task of cell detection, segmentation and tracking, as well as more complex analysis such
as cell morphology, cell cycle phase analysis or cell mitosis modellings. They range from
image processing to machine learning techniques. The majority of them were only evaluated
on small datasets which did not include all of the conditions. In addition, some methods
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were only limitedly improved by using complex algorithms. Our proposed method is to
describe cell properties evolving between consecutive frames by feeding segmentation and
tracking results from the previous one to the next. Each individual cell was identified and
tracked by understanding cell septum and membrane through a developed a trajectory energy
minimisation function along time-lapse series. The robustness of this approach has been
demonstrated by testing on different datasets while comparing with other existing algorithms.
The proposed approach also demonstrates great potential for large scale bacterial cell growth
analysis.
Chapter 4 provides guidelines on how to utilise the convolutional neural networks to segment
cells and provide learnt feature data for cell tracking. A quantitative comparison with the
existing methods shows that convolutional neural networks have improved accuracy. The
guidelines describe how to design and optimise convolutional neural networks for this task
and outline several best practice that led to robust performance.
Chapter 5 investigates and models the cell growth over several generations in a microfluidic
device. An interpolated-contour analysis is applied to determine cell borders for accurate
and precise measurement of cell growth and division regardless of cell geometry. It also
illustrates that cell growth and division was most consistent with the adder model in a single
generation.
Chapter 6 summarises the current achievements presented in this thesis and proposes future
work.

Chapter 2
Biology Background and Materials
In this chapter, the biology background, materials, cultivation and methods that have been
used throughout data preparation stage of this study will be described. A brief overview of
Tuberculosis and bacterial persistence are firstly given to obtain a basic understanding of
motivation of this project. These are followed by some preliminaries and notations. After
that, an introduction to individual cell studies is presented. Finally, the mycobacteria, the
cultivation, and microscopy image acquisition used in this project are discussed.
2.1 Tuberculosis
Tuberculosis (TB) has caused more deaths through the last 200 years than any other infectious
disease, and has been with us since ancient times [8]. TB is caused by bacteria of the
Mycobacterium tuberculosis complex, mostlyM.tuberculosis [9], the causative agent, one
of the most successful human pathogens. Globally in 2015, there were 10.4 million people
who fell ill with TB and 1.8 million deaths; therefore there is more than two TB deaths every
minute [1].
The difficulty in controlling TB worldwide is a direct result of the enormity of latent TB.
Latency can be defined as the persistence of the bacteria in the infected host in the absence of
clinical disease and symptoms without the release of bacteria from the host. In new research,
scientists have found through the use of positron emission tomography/computerised tomog-
raphy scanning that TB lesions can remain in the lungs long after treatment with antibiotics
has been completed [10].
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Fig. 2.1 Biphasic killing pattern of microbial populations. The grey curve indicates the
viable colony-forming unit counts after adding antibiotics or within the treatment duration.
Increasing the treatment duration or antibiotic concentration causes a significant fast killing
of the bulk population. Then, exceeding a certain threshold which illustrated by a dashed
vertical line, a killing plateau is considered as only persister cells survive.
Adapted: Lewis, 2010 [3]
2.2 Bacterial Persistence
Bacterial persistence is an epigenetic trait and develops randomly in a bacterial population,
changing the phenotype without affecting the genotype. In any given colony of, for instance,
one million bacterial cells, there are bound to be one or two individuals that will survive the
bactericidal antibiotic challenge, called persister cells. Fig. 2.1 illustrates a typical biphasic
killing pattern of antibiotic treatment of microbial populations [3], whereby microbes exposed
to a bactericidal agent are killed extremely fast at first, following with a much more stable
and slow stage.
The bacterial persistence or multidrug tolerance phenomenon was first identified in the 1940s.
One distinguishing attribute of persister cells is that they are tolerant to the action of antibi-
otics; a trait which has important implications in TB chemotherapy [4, 5]. However, despite
being observed more than 70 years ago [6], the mechanisms behind bacterial persistence
remain obscure. In order to clarify this puzzle, it is crucial to know whether persistent
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Fig. 2.2 Bacteria growth curve, Source: Pommerville, 2012 [11]
bacteria differ from others prior to the application of the antibiotic and if so, investigate the
causes of potential triggers for bacterial persistence.
2.3 Preliminaries and Notations
2.3.1 Stationary Phase
In order to gain the phenotypic heterogeneity of the persister cells, it is appropriate to observe
the growth dynamics of the bacteria. Bacterial growth in batch culture can be modelled with
4 different phase: lag phase, exponential phase, stationary phase, and death phase (Fig. 2.2).
In lag phase, the bacteria adapt themselves into growth culture, and the individual bacteria
are maturing and preparing to divide. Exponential phase is a bacteria number doubling
period. However, the number doubling cannot continue indefinitely, since the nutrients in the
medium was exhausted and was degraded with wastes. In stationary phase, the number of
bacteria increase slowly, due to the nutrient exhaustion and accumulation of toxic products.
In this phase, the number of bacteria is quite stable, because the growth rate is almost equal
to the death rate. The last death phase, the bacteria run out of the nutrients and die [11]. Our
studies of individual cells are carried on the cells in stationary phase.
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Fig. 2.3 Genealogy tree explanation. (a) Time-lapse images obtained by video time-lapse
microscopy at different time point (0 minute, 46 minutes and 81 minutes); (b) Corresponding
sketches with annotation for (a); (c) Genealogy tree beginning with the mother cell m; cell s1
and s2 are daughter cells of cell m; cell c1 and c2 are daughter cells of cell s1; cell c3 and c4
are daughter cells of cell s2; cell c1, c2, c3 and c4 are cousin cells.
2.3.2 Genealogy Tree
Genealogy tree is a chart representing family relationships in a conventional tree structure.
Fig. 2.3 shows the three key relationships are interested in this project, that is, mother-
daughter relationship, sister relationship and cousin relationship. Fig. 2.3 (a) and (b) show
these three relationships among three generations (mother, daughters and granddaughters).
Fig. 2.4 demonstrates the sequence of the cell division. The formation of the septum becomes
increasingly apparent during the cell growth and division.
2.3.3 Growth Characteristics of Single Cell
We performed single cell studies using a microfluidics platform to measure growth and
division of individual cells at stationary phase. Fig. 2.5 shows growth characteristics
(T, g, L0, L f , ∆, g0 and g f are described in Table 2.1) of each single cell was recorded
before antibiotic exposure. For example, in the Fig. 2.5, the division/doubling time T is
31.4 minutes, the length at birth L0 is 3.8µm, the length at the moment before division L f is
7.4µm, the elongation rate g is 0.11 1/minute.
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Fig. 2.4 A diagram of the sequence of E.coli cell division.
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Fig. 2.5 Growth characteristics (T, g, L0, L f , ∆, g0 and g f are described in Table 2.1) of
single cell cycle are recorded.
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Table 2.1 Growth characteristics of single cell
Symbol Name Unit Description
T Division time/Doubling time hour The period from birth to division of the single cell
g Elongation rate 1/hour The extension speed for cell cycle
L0 Length at birth µm The length at birth
L f Length at division µm The length at the moment before division
∆ Extended length µm The length extension from birth to the moment before division
g0 Instantaneous elongation rate at birth 1/hour The instantaneous extension speed at birth
g f Instantaneous elongation rate at division 1/hour The instantaneous extension speed at the moment before division
2.4 Studies of Individual Cells
Several models of persistence have been developed in the past and include the hypoxia
model, nutrient starvation, and extended stationary phase model [12–17]. Although these
studies have been significant in persistence research, an obvious limitation of these batch
culture testing methods are that cells are in a poorly defined environment and individual
cell parameters become lost as the data is averaged for the whole population. Even in a
genetically homogeneous population, significant cell-to-cell variation exists. As a result of
these limitations, the potential triggers of persistence in cells need further analysis including
quantitative studies and studies of individual cells. This should provide insight into the nature
of TB persistence.
The implementation of single cell techniques makes it possible to achieve a deeper understand-
ing of the persistence phenomenon, thus facilitating research in drug discovery, treatment
and prevention of disease [18]. Recent technological advances in micro and nanotechnology
have provided means of constructing systems and tools at the micron and nano scale that
have applications in microbiology. One application, which has impacted microbiology, is the
use of micro-channel for the transport of and delivery of fluids to cells. This field, known as
microfluidics, is a technology that has many characteristics which makes it suitable for the
study of individual cells. The recent development of transparent microfluidic devices, make
it possible to trap single cells during time-lapse microscopy and study the response of the
cells to environmental perturbations [7, 19–21].
2.5 Mycobacterium tuberculosis
Mycobacterium tuberculosis is a non-motile, non spore-forming, obligate aerobic, rod-shaped
bacteria of 2.0− 4.0 µm in length and 0.2− 0.5 µm in width. The bacterium possess a
unique lipid-rich cell wall which gives the ‘acid-fast’ property and renders them resistant to
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many disinfectants and antibiotics [22]. The bacterium has a very slow generation time of
between 15 and 20 hours. M.tuberculosis culture requires significant training, infrastructure,
strict infection control and on-going quality assurance. Media used for the cultivation of
mycobacteria have been developed for the isolation ofM.tuberculosis from clinical specimens
such as sputum, body fluids, and tissues.
However, there are various problems associated with the cultivation of mycobacteria, includ-
ing slow growth rate and therefore long incubation times. This can lead to problems with
contamination of cultures, especially with fungi, as well as clumping of the bacteria in liquid
culture owing to the lipid rich nature of the cell wall. This can lead to issues as many of the
standard techniques require dispersed cultures, including optical density measurements, and
ideally single cells (for plating, infection of tissue cultures and screening of mutants)
AsM.tuberculosis is pathogenic specie, it is important to carry this experiment out within
appropriate safety cabinets (Category Level III containment for laboratory work). Escherichia
coli and Mycobacterium smegmatis have been selected as the experimental model in this
project. Those two bacterial can be investigated in a controlled environment as the surrogate
bacterial model of M.tuberculosis, as they are relatively fast-growing and non-pathogenic
species.
2.6 Escherichia coli
2.6.1 Microbiological Characteristics
The persistence occurs in many different genera, Escherichia coli (E.coli) are the best studied
[23]. E.coli is one of many strains of bacteria that normally inhabit the intestine of animals
and humans. E.coli is typically rod-shaped, and each cell measures approximately 0.5 µm
in width by 2.0 µm in length [24]. Optimal growth of E.coli happens at temperature of
37◦C but some laboratory types can adapt up to 49◦C [25]. The division time of E.coli
is extremely shorter than M.tuberculosis. The division time of M.tuberculosis is 15− 20
hours, while E.coli can divide roughly every 20 minutes. In addition, many strains of E.coli
are harmless and are useful for studying free-living organisms. As a result, E.coli is an
appropriate experimental object for our research aims. Specially, we choose certain strains in
E.coli as our major experimental objects, including HipQWild-Type and HipQMutant, due
to the observation that these strains have high possibility of having persister cells [7].
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Fig. 2.6 Diagrammatic representation of the microfluidics (CellASICS) set up.
2.6.2 Bacterial Strains and Culturing
The E.coliWild Type (MG1655) and HipQMutant strains were obtained from Balaban et al.
[7]. Luria Bertani (LB) Broth Lennox (Sigma Aldrich) was used for all liquid growth media,
plus technical agar no 3 (Sigma Aldrich) for plates. Ampicillin (Sigma Aldrich) was used at
a final concentration of 100 µg/ml. For batch culture kill curves, aliquots were taken from
an overnight culture and incubated with ampicillin for up to 48 hours, at room temperature,
with colony forming units measured at time 0 and then at named intervals.
2.6.3 Microfluidics Platform for E.coli
Bacterial cells in late exponential phase were filtered five times through a 24 gauge needle and
then loaded into a pre-warmed (37◦C) microfluidic system (CellASIC ONIX Microfluidic
Platform with B04A Microfluidic Bacteria Plate (see Fig. 2.6), with pressurised height
of 0.7 µm). Media flow was controlled via the CellASIC system (which provides media
exchange in less than 30 seconds) at a flow rate of ∼ 10 µl/hr.
2.6.4 Microscopy Image Acquisition for E.coli
Imaging was performed under a Nikon confocal microscope (Nikon A1M on Eclipse Ti-E)
equipped with an environmental chamber, motorised stage and perfect focus system (see
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Fig. 2.7 Nikon A1 confocal microscope
Fig. 2.7). Automated multi area imaging (eight fields of view for whole growth chamber)
was carried out using a 40X air objective lens (Nikon Apo λ ) with a numerical aperture of
0.95 (which gave a sub-cellular resolution of ∼ 0.32 µm). The ‘perfect focus’ system locked
the cells in objective lens focal plane for the whole period of experiments with a resolution of
±25 nm. The experiments for persister cells discovery consisted of four steps (see Fig. 2.8):
1. Grow: LB for 2 hours;
2. Kill: LB plus ampicillin (100 µg/ml) for 6 hours;
3. Regrow: LB for 6 hours;
4. Rekill: LB plus ampicillin (100 µg/ml) for 6 hours.
For the growth period images were taken every∼ 69 seconds (the maximum scanning rate for
our system) and every 10 minutes for the rest of the experiment. For growth only experiments,
LB only was used and imaging carried out for around eight to ten generations. We conducted
six experiments with about 200 frames.
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Kill
2.5 hr 3.8 hr 5.2 hr 6.5 hr 8 hr
Regrow
8.2 hr 9.6 hr 11.1 hr 12.4 hr 13.9 hr
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14.5 hr 16.5 hr 18.5 hr 20.5 hr 22 hr
(Scale Bar: 10 µm)
Fig. 2.8 Single cell data E.coli showing persister (yellow arrow)
2.7 Mycobacterium smegmatis
2.7.1 Microbiological Characteristics
The non-pathogenic bacteriumMycobacterium smegmatis (M.smegmatis) is widely used to
analyse other Mycobacteria strains in laboratory experiment. It is 3.0 µm to 5.0 µm long
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with a bacillus shape. Many researchers usedM.smegmatis as a model forM.tuberculosis, due
to the fact that investigation of M.tuberculosis is time-consuming and highly device needed
to deal with this pathogenic strain. There are three reasons for us to choose M.smegmatis as
another experimental object in our research. Firstly, it is readily cultivatable in a number of
complicated laboratory media, in which it is able to generate visible colonies in 3 to 5 hours.
Secondly, the M.smegmatis is ‘rapidly growing’ strain and non-pathogenic, it is a simple
model that convenient to work with. Thirdly, M.smegmatis shares the same unusual cell wall
structure ofM.tuberculosis shares, and over 2,000 homologous genes withM.tuberculosis.
As a consequence, these characteristics enable it as a very interesting model organism for
M.tuberculosis [26].
2.7.2 Bacterial Strains and Culture Preparation
For the starter culture, M.smegmatis mc2155 was grown on LB media added with agar 37◦C
during 48−72 hours. Then, a single colony was inoculated in 10ml of LB plus 0.05% Tween
80 for 48 hours at 37◦C in an orbital shaker at 200rpm until an OD600 of 1.0 was obtained.
2.7.3 Microfluidics Platform forM.smegmatis
The CellASIC ONIX Microfluidics Platform with the B04A Microfluidic Bacteria Plate
(Millipore Corporation) was used. Bacterial cells in the exponential phase were diluted and
loaded in the platform after they were filtered ten times through a 21 gauge needle to reduce
mycobacteria clumps. Media flow was controlled via the CellASICs system at a flow rate
∼ 10 µl/hr.
2.7.4 Microscopy Image Acquisition forM.smegmatis
Automated multi area imaging was carried out using a 40X air objective lens (Nikon Apo
λ ) with a numerical aperture of 0.95. The ‘perfect focus’ system locked the cells in the
objective lens focal plane for the whole period of experiments with a resolution of ±25 nm.
The experiments for persister cells discovery consisted of four steps (see Fig. 2.9):
1. Grow: LB media added with 0.05% Tween 80 for 10 hours;
2. Kill: Rifampicin 60µg/ml for 10 hours;
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Fig. 2.9 Time-lapse data ofM.smegmatis
3. Regrow: LB media added with 0.05% Tween 80 for 10 hours;
4. Rekill: Rifampicin 60µg/ml for 10 hours.
The experiment time was approximately 40 hours and time loop had intervals of 7 minutes.
We conducted three experiments with about 120 frames.
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2.8 Conclusion
TB remains an expanding global health crisis that urgently requires the development of
new therapeutic and preventative strategies. The current issue with treatment of TB is the
persistence, the chemotherapy kills the majority of the bacteria within the first few weeks. In
order to gain the phenotypic heterogeneity of the persister cells, it is necessary to observe
the growth E.colidynamics on single cell level. Studies on the single cell level have been
enabled through a combination of technical advances, such as those in micro, automated
microscopy including the use of highly sensitive cameras and high precision microscope
stages, improved computer speed and data storage capacities and better image processing
techniques.
In this project, the study of E.coli and M.smegmatis are carried out instead of studying on
M.tuberculosis. Media used for the mycobacteria cultivation have been developed for the
isolation ofM.tuberculosis from clinical specimens. However, there are various issues related
with the mycobacteria cultivation, and these led to several characteristics such as slow growth
rate. In addition, as one of the pathogenic species, it is important to carry out the experiment
within appropriate safety cabinets in order to contain the generated aerosols. The application
of the relatively fast-growing non-pathogenic species E.coli andM.smegmatis, for study of
individual cell, can alleviate some of these problems, however it is still important to be aware
of some of the issues associated with cultivation of mycobacteria.
The interdisciplinary nature of this research is apparent from the many different techniques
that have been used. As the research progressed, there are three main parts: the time-lapse
experiments, the study of individual cell automatically with image processing and tracking
techniques, as well as the understanding of mycobacterial growth and persistence with
modelling and optimisation. These three parts will be explained in more details in the text
that follows.

Chapter 3
Trajectory Energy Minimisation for
Clustered Cell Segmentation and
Tracking
Cell growth experiments with a microfluidic device produce large scale time-lapse image
data, which contain important information on cell growth and patterns in their genealogy.
To extract such information, we propose a scheme to segment and track bacterial cells
automatically. In contrast to most published approaches, which often split segmentation and
tracking into two independent procedures, we focus on designing an algorithm that describes
cell properties evolving between consecutive frames by feeding segmentation and tracking
results from one frame to the next one. The cell boundaries are extracted by minimising the
Distance Regularised Level Set Evolution model. Each individual cell was identified and
tracked by identifying cell septum and membrane as well as developing a trajectory energy
minimisation function along time-lapse series.
Experiments show that by applying this scheme, cell growth and division can be measured au-
tomatically. The results show the efficiency of the approach when testing on different datasets
while comparing with other existing algorithms. The proposed approach demonstrates great
potential for large scale bacterial cell growth analysis.
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3.1 Introduction
Elucidating the mechanisms underlying cell growth, division and phenotypic variation
is a significant goal for biological research. Phenotypes of bacterial cells such as size,
growth, division, death and genealogy can be observed by a human observer using laboratory
techniques. The study of the phenotypes based on a large population can provide valuable
knowledge in development and variability of cellular response to drugs [27, 28]. For instance,
bacterial cell growth imaging experiments can provide massive amounts of time-lapse image
data of cell growth by confocal microscopy, with far more information than a human observer
can digest. Therefore, it has become evident that automated segmentation and tracking are
indispensable to handle and examine the large number of image data captured in even a
single experiment with high efficiency, consistency, and completeness.
Automated analysis of the cell growth and division process is challenging for many reasons.
Firstly, the low signal-noise ratio and the large variability of image objects can make the
membrane and septum of cells difficult to be identified in the image. Secondly, the cell
population densities are exponentially increasing due to cell elongating and dividing; this
makes it hard to accurately recognise the actual shapes of cells, especially in spatially
crowded clusters of cells. In addition, the challenges of cell tracking lie in the fact that the
cell dynamics can cause changes of cellular morphologies, such as elongation, division, death,
and entering/leaving the field-of-view. Maintaining the consistency of segmentation and
tracking results between the consecutive frames is a key objective task for many published
approaches.
In previous works, to deal with the challenges discussed above, some strategies for image-
based studies of cellular growth and division [29, 30] have been introduced, which fall into the
three following basic categories. First, digital images can be manually analysed by a human
with expert knowledge and skills [31]. This approach is tedious, time consuming, and has
low degree of reproducibility. Second, time-lapse microscope images are fully automatically
analysed by using image processing methods, such as segmentation and tracking algorithms.
However, existing algorithms are not robust enough for this purpose and generate inaccurate
segmentation and tracking results [32]. Third, to address the problems mentioned above,
time-lapse images can be automatically processed and followed by manual editing and
correcting. MicrobeTracker [29] and Schnitzcells [30] are two popular systems that can do
quantitative analysis of fluorescent time-lapse images of living cells. However, such systems
are laborious and not reproducible [33].
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A comprehensive survey on the latest computational automatic analysis and software tools
has been undertaken in [33]. An efficient microscopy image analysis tool will decrease
extremely the workload for biology field. The analysis of a microscopy image is regarded as
a series of steps. Firstly, the preprocess method is applied to the original images to correct
the non-uniform illumination, enhance the contrast or convert them into other colour space.
This is a fundamental process to reduce the noise, because the noise can cause confusion for
the detection and tracking of cell objects. Secondly, many cell detection and segmentation
methods will be carried out to extract the appearance and properties of cell objects, such as
size, shape and texture features. Finally, these extracted features will be used to track the
cells between frames for analysing cell behaviours, including cell trajectories and lineage
trees. It is challenging to detect and track the cells from multiple microscopy images, due to
the difficulty to find solutions that can deal with variability in data and situations of ambiguity.
These steps may not take place sequentially but very likely need to interact and feed each
other concurrently. The efficiency of all steps ensure the overall system at an acceptable level
of sensitivity and specificity.
Some existing methods have their own advantages and drawbacks, and many researchers
improved these existing methods. Although they have good results, there are a few research
limitations:
(i) Most of the existing methods are not tested based on a wide range of image data. Since
different types of microscopy data show the significant variations in image appearance,
they have exciting results for some specific image data, however they might generate
very poor results on other datasets [33].
(ii) The researchers did not find a reliable solution to separate overlapping and partially
touched cells with high sensitivity and specificity [34–36].
(iii) Many algorithms still have difficulties in segmenting and tracking precisely in crowded
cell clusters in low contrast images without fully identifying and recording the cell
division process [35, 37, 38].
To achieve these, the segmentation and tracking results should be consistent between frames.
However, this is a major challenge for most published methods. In this work, we propose
an effective method to consistently detect and track bacterial cells in large time-lapse series
generated from various experiments. There are three major contributions:
• First, the profile information of cell septum and membrane is used to identify the cell
division process and segment touching cells as cells exponentially grow in numbers;
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• Second, the global trajectory energy minimisation function is developed to efficiently
track cells during cell elongation and division, even if the features of cells such as
length and area are changing all the time. This process can minimise the accumulated
errors;
• Finally, combining local region homogeneity with the internal properties of the evolved
contours (cell profile changes) can largely maintain a coherent segmentation and
tracking results between the consecutive frames.
3.2 Related Work
In this section, we discuss cell segmentation and tracking methods closely related to this
work. Over the last couple of decades, the automated analysis of the cell growth and division
process based on image processing and machine learning has been actively researched. A
fundamental prerequisite of automated cell analysis is cell detection or segmentation. It can
provide various supports for quantitative analyses containing measuring cellular shape, size,
texture or other morphological features. However, due to the large variability and the low
signal-noise ratio of cell objects, the cell structures and outlines are difficult to identify in the
image. In addition, the cell dynamics can often mean the changes in cellular morphologies,
such as elongation, division, death, and entering/leaving the field-of-view, making it hard to
accurately segment and track cells. Many efforts have been made to tackle these challenges.
To understand a broad context, we examined a wider range of categories of methodologies and
evaluate their advantages and limitations on digital microscopy (fluorescence, phase-contrast,
bright-field and electron fluorescence) images.
3.2.1 Cell Segmentation
Cell segmentation procedure is to segment each isolated cell with delineating its edge. This is
an important step for achieving cellular morphology characteristics or texture, which can be
applied to analyse cells’ behaviours. There are three popular strategies for cell segmentation
methods:
(i) extract a sufficient number of candidate regions and then remove those false candidates;
(ii) detect nucleus or cell seeds and then expand these seeds to the its boundary;
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Table 3.1 The overall summary of published cell segmentation methods.
Methods Advantages Disadvantages
Intensity Thresholding [42, 43] Efficient for roughcell segmentation;
1. It is hard to segment clustered objects
and choose a suitable threshold level
for objects with unsharp edges.
2. A small change in the threshold level
may have a great impact on the further analysis.
Watershed Transform [39, 44–46]
Efficient for grey intensity images,
gradient magnitude images,
distance transform maps,
and other grayscale images;
Might cause over-segmentation
due to the foreground and
the background intensity
variations;
Clustering [47–50] Efficient for rough cell segmentation;
1. Might not be able to achieve
the accurate segmentation;
2. Required an extra object
boundary refinement process;
Graph-Based Methods [51–54] Suitable for complicated cell shapes; Require further procedureto separate the cell clusters
Supervised Classification [36, 55]
They could generate satisfactory
segmentation results for
a variety of types of images;
Produce a disconnected region
if even a small number of cell pixels
are incorrectly classified
as non-cell pixels;
Level Set Models [56–58] More effective on weakand noisy boundaries; Computational expensive;
(iii) distinguish the foreground from the background and then separate the object clusters
into single nuclei or cells.
A comparison of different cell segmentation methods has been presented in [34], where
gradient features [35], supervised classification [36], intensity thresholding [39, 40], region
accumulation and level set [41] are discussed. Table. 3.1 shows the overall summary of
published cell segmentation methods.
Intensity Thresholding: It is the first and simplest method for cell segmentation [42, 43]. It
assume that the cell intensity distributions and their surrounding background are consistently
and sufficiently distinguished, so the original image could be transformed into a binary image
by applying a global threshold , local thresholding or adaptive thresholding [59–62]. They are
significantly sensitive to nonuniform illumination, noise level, variance of grey levels within
the object and background, and contrast. The transition between object and background
may be diffuse, making an optimal threshold level difficult to find. It is hard to segment
clustered objects and choose a suitable threshold level for objects with unsharp edges. In
addition, a small change in the threshold level may have a great impact on the further analysis.
Feature measures such as area, volume, mean pixel intensity, etc., are directly dependent on
the threshold. Therefore, intensity thresholding often requires cooperate with other image
segmentation methods to obtain a satisfactory segmentation performance, especially for
touching or overlapping objects.
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Watershed Transform: Watershed transform begins from seeds and then iteratively links
neighbouring pixels to labeled areas. It is often used for grey intensity images, gradient
magnitude images, distance transform maps, and other grayscale images [39, 44–46]. Due
to the foreground and the background intensity variations, this method might cause over-
segmentation. To address over-segmentation, undesired segmentation areas are connected
into cells components based on certain pre-defined criteria, such as confidence score [63], a
hierarchical merge tree [64] and average intensity strength [65, 66]. These methods are still
difficult to segment clustered objects and objects with unsharp edges.
Clustering: Clustering aims to assign a set of objects into subsets or clusters, so that those
within each cluster are highly related [47–50]. It is to select similarity or dissimilarity
among objects by measuring various metrics, including Euclidean distance, correlation, etc.
Clustering often assigns all pixels into multiple disjoint areas and considers each object as
one pixel. In clustering based cell segmentation methods, they might not be able to achieve
the accurate segmentation. They required an extra object boundary refinement process.
Graph-Based Methods: Graph-based algorithms consider an image as one weighted graph.
Each pixel or superpixel associates with a node, and each edge weight between two nodes
is defined as the similarity between neighbouring pixels or superpixels [67]. Based on a
certain criterion, the graph is divided into various groups, each of them means a segment in
the image. In graph-based methods, max-flow/min-cut algorithms are widely employed to
medical image analysis by minimising an energy function [51–54]. However, these methods
still require further procedure to separate the cell clusters, such as random walk [68], optimal
path searching [69], the shortest path searching [70] or an attributed relational graph [71].
Supervised Classification: Supervised learning based methods have also been employed
to segment cells, such as K-NN classifier [72], Bayesian classifiers [73], multi-class SVM
classifier [36, 55]. They could generate satisfactory segmentation results for a variety of types
of images. However, the need of large high-quality training sets to train classifier prevent
a wider adoption. Since each pixel is classified independently, supervised approaches can
produce a disconnected region if even a small number of cell pixels are incorrectly classified
as non-cell pixels.
Level Set Models: Level set algorithms are one of the most famous segmentation methods
as they show a great tradeoff between flexibility and efficiency. It starts from certain initial
seeds (manually specified or automatically detected) and evolves towards the object boundary
by minimising an energy function. This process will be terminated when the evolving contour
matches the border of region. In these methods, a contour can be implicitly defined by the
zero level set of a high-dimensional space. They can be classified into two types of models.
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The edge based level set models often stop contour evolution based on the image gradient.
Therefore, these methods could be more robust on gradient defined contours. Conversely,
the region-based models can extract non-gradient defined boundaries. Compared with edge
based methods, they are more effective on weak and noisy boundaries, such as a Chan-Vese
level set model.
To simultaneously extract hundreds or even thousands of cells from microscopy images,
each cell is often assigned with one level set energy function. Since cells usually cluster
with each other, neighbouring evolving contours might touch each other and finally form
into one object. Qi et al. [56] added a repulsive term into the Chan-Vese level set model
to interact between contours. It can avoid adjacent contours from merging, so that they
could be accurately separated. In [57], an edge energy function and a region energy function
were integrated into a level set model for cell segmentation and tracking on phase-contrast
microscopy images.
To improve the robustness for weak boundaries, Wu et al. [74] integrated a competitive
constraint into a local level set model to deal with touching and overlapping HeLa cells. In
[75], the energy functions were formulated as a convex problem in order to achieve a global
segmentation solution. This level set model was significantly sensitive for model initialisation.
Chang et al. [58] added scale and colour information constraints into a level set model for
foreground segmentation, and then geometric reasoning and Delaunay triangulation were
used to split nuclei clusters. Combining shape prior constraint with level set models have
been widely applied to address object partial occlusion. In [76], shape priors were integrated
into the distance regularised level set model. This method is able to efficiently address
severely touching and overlapping cells. However, these constraint based methods might
introduce extra parameters for optimisation process.
These existing level set based works have shown that they have significant potential for
segmenting the different microscopy images, we will further investigate this type of method
in this thesis (Section 3.3).
Summary: While these most recent cell detection and segmentation methods have generated
very encouraging results, we still need to improve methodologies to extract reliable seg-
mentation results from imperfect microscopy data. Those overlapping and partially touched
cells will continue to cause uncertainty. Therefore, overlapping and touching cell detection
and segmentation will continuously attract research attentions. Moreover, many published
approaches (e.g., [29, 30]) are only evaluated on a smaller number of cells (few hundreds). In
automated cell analysis, it is usually important to obtain effective and efficient cell detection
and segmentation on the whole image datasets, each of which might include millions of cells.
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3.2.2 Cell Tracking Methods
Cell tracking is widely used to study cell dynamics in many ways including constructing
lineage trees or quantifying cell motility. A comprehensive survey on the latest tracking
methods has been undertaken in [77]. They can be classified into two groups: tracking by
detection and tracking by matching. In the first framework, cells are detected in each frame
and then associations between segmented cells in consecutive sequences are established by
certain criteria. This category of methods is based on the ‘first segment, then track’ scheme,
as seen in [35, 37, 38]. A review of object tracking approaches has been presented in [78], and
includes sequential Monte Carlo methods [79], joint probabilistic data association filtering
[80], multiple hypothesis tracking [81], integer programming [39], dynamic programming
[82] or coupled minimum-cost flow tracking [46]. They are applied to determine the most
likely cell correspondence between frames. One of the major merits for this category is its
computational efficiency of segmentation stage. When only one cell is present in the field of
view, the trajectory can be plausibly formed by connecting the cell location over time, and
it is easier to recover from tracking failure. In addition, detection and association steps are
the mutual independence, which allows straightforward tracking of new cells entering the
field of view [83]. However, it is difficult to identify the real number of cells if cell densities
are high, a large number of cell divisions occur, or cells enter and exit the field of view [84].
Moreover, their results are not always consistent between frames since their detection and
tracking steps are independent.
To avoid these problems, in second framework, segmentation and tracking procedures are
performed simultaneously. This is based on fitting a model to cells and on employing the
result in the current frame as the initial points for segmentation in the next frame, represented
either parametrically [85–87] or implicitly [88–90] using a velocity term defined by the
content of the ‘target’ frame (such as gradient features, intra- and inter-region heterogeneity,
shape or topology). They used morphological and behavioural features to handle the topo-
logically flexible behaviour of cells. In addition, they try to address the changing number
of cells because of cell division and dying, and cells entering or exiting the frame. The
major drawback is that small errors in localisation can accumulate [91]. Combining both
frameworks together, Li et al. [57] proposed a complex cell tracking system that integrates a
fast level set framework with a local association step.
Cell tracking has a number of challenges, such as occlusion, multiple object tracking, objects
entering and leaving the field of view, increasing cell density as well as splitting cells.
Specifically tracking methods can be broadly classified into four categories: stochastic filters,
and contour evolution as well as segmentation/detection and association (see Table. 3.2).
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Table 3.2 The overall summary of published cell tracking methods.
Methods Advantages Disadvantages
Stochastic Filters [57, 92, 85]
Do not require an accurate
segmented result of
the tracked objects;
1. The computational overhead can be
significantly expensive on
complicated motion models;
2. Determining a reliable model
of cell motion is very
difficult in realapplications;
Contour Evolution Approaches [85, 87, 93, 38]
1. Keep track of moving
cells over time;
2. Address topology
changes effectively;
Very computationally expensive
for tracking a large
number of cells.
Data Association Methods [83, 94, 46] Given reliable segmentations,it can be very effective;
Computationally expensive
for large numbers of cells.
Stochastic Filters: Stochastic filtering based methods highly depend on a motion model
which is applied to propagate position estimates, such as Kalman filters [57], particle filters
[92] and mean-shift [85] tracking. They do not require an accurate segmented result of the
tracked objects. This can be beneficial in datasets, which are challenging to segment cells.
However, the computational overhead can be significantly expensive on complicated motion
models. In addition, determining a reliable model of cell motion is very difficult in real
applications.
Contour Evolution Approaches: In the contour evolution based methods, cell shape or
appearance representations are evolved between frames [85, 87, 93] or in spatiotemporal
volumes [38] to keep track of moving cells over time. They often employ the segmented
object boundary from the current frame as the initial boundary in the next frame. Zimmer et
al. [87] employed a classic snake model for cell tracking. It incorporated repulsive forces
between snakes to address cell-cell contacts and introduced topological operators to resolve
cell division. However, this can be very computationally expensive for tracking a large
number of cells.
The level set algorithms have been studied for cell tracking applications. They are more
powerful representations than parametric models (e.g., snake model). Many previous studies
on level set based cell tracking did not consider cell contacting [93] or used post-processing
to refine cell fusions [95]. These methods did not prevent two neighbouring edges from
merging, and it is computationally expensive. Padfield et al. [38] considered cell tracking
as a spatiotemporal segmentation task. It can generate more precise cell segmentation than
frame-by-frame sequential procedure. However, this method still required an extra post-
processing to split cell clusters and to generate cell trajectories. Moreover, it is more memory
and computational expensive than frame-by-frame procedure.
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These proposed methods can generate better results for different cell morphologies, but cannot
address cell-cell contacts and mitosis. In [96], a coupled geometric active contours model
was given to handle the cell fusion issue. It represented each cell by using an individual level
set function and enforced a coupling constraint to prevent different contours from merging.
Due to the number of level sets, it can be very computationally expensive. Incorporating
topological constraints is another approach to handle cell merging as well as cell division.
The topology constrained level set based cell tracking method was proposed by [97]. It was
to label the different cell boundaries using different colours to avoid the different contours
from being merged. A region labelling map was evolved together with the level set function.
This method can address an arbitrary number of cells while avoiding cell merging.
Although these methods can address topology changes effectively, they highly depend on
some degree of cell overlap between the consecutive frames for the initial contours. In cases
of fast cell motion or cells entering and leaving, extra heuristics are necessary to reinitialise
them.
Data Association Methods: Association based methods are to find frame-to-frame corre-
spondences between frames. In [83], it propagated a set of hypotheses combining every
possible track with frame-by-frame association. These possible tracks were globally associ-
ated over time to achieve final cell trajectories trees. However, they are still computationally
expensive for large numbers of cells. In [94], it was used to find optimal correspondences
between consecutive frames. Given reliable segmentations/detections, it can be very effective.
However, it still required extra heuristics to handle mitoses, death or cells entering and
leaving.
Padfield et al. [46] stated the association problem as searching for the minimum-cost flow in
a graph. Additional nodes are introduced into represent cells entering and leaving the field of
view or appearing due to a mitotic event. The cost of the graph edges was denoted by the
Euclidean distance and size of cells. Another similar method is to apply the Viterbi algorithm
to iteratively select the best path through the graph [82]. Lou and Hamprecht [98] applied a
structured learning based approach to score the association hypotheses, which allowed to
learn optimum parameters automatically from a training set. It is very accurate compared
to recently reported methods. However, it required annotated tracks to train and training
processing can be computationally expensive for large datasets.
Mitotic Phase Labelling: Automatic classification of cell growth stages has been inves-
tigated in a number of works [37, 99–101]. Harder et al. [37] proposed to classify inter-
phase/mitosis/death/clustered nuclei. Later, they extended this method to individual mitotic
phases classification [101]. After cell segmentation processing, size, shape and texture infor-
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mation are measured for each detected cell and categorised into phases by applying a nearest
neighbour classifier [99] or a SVMwith a Radial Basis Function kernel [37, 101]. The texture
features are a combination of statistical geometric features and Haralick texture features as
well as some traditional grey-level intensity measurements (e.g., mean, variance, max and
min). In [100], temporal information was added into the feature vector by calculating the
difference of six characteristics (object size, minimum and maximum diameters, circularity,
average intensity and standard deviation of intensity) between the current frame with the
previous and following ones.
In [100, 101], the output of classification was refined by a prior biological knowledge. Harder
et al. [100] proposed a finite state machine which can formulate plausible progression through
mitosis, and define error states which can be iteratively refined when illegal phase transitions
encountering. In [101], a Hidden Markov Model was used to refine the output of the SVM
classifier. The true phases of the cells were defined as the hidden states, and the SVM
output labels were the discrete observations. Recently, El-Labban et al. [102] proposed an
automated segmentation and mitotic phase labelling by applying temporal models. Temporal
features were used to evaluate over the whole of the mitotic phases rather than over individual
frames, thereby discovering the distinguished behaviour over the phases.
Summary: Cell tracking algorithms have already been used for large scale biological studies
that were previously not possible. It is a key challenging task to extend these tracking
methods to analyse complex cellular behaviours. While the cell cycle phase has been tracked,
other complex phenomena have not been resolved, such as the various cellular events leading
to cell death or collective cell migration. Moreover, many algorithms might not be able
to generate the consistent tracking results between frames since their tracking steps are
independent. In this work, we will integrate contour evolution, data association and phase
labelling methods to track individual cells from sparse to crowded cell clusters.
3.3 Edge-Based Active Contour Model with the Distance
Regularised Level Set Evolution
The level set method was introduced first by Osher and Sethian [103], and it has been
employed in many areas like chemistry, physics, fluid mechanics and image processing.
In image processing, the level set method can be used in image reconstruction, image
segmentation, object tracking and noise removal. It has obtained outstanding achievements
in recent years. Li et al. [104] introduced a variational level set method with a distance
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regularisation term and an external energy term that drives the motion of the zero level set
toward expected locations, called the Distance Regularised Level Set Evolution (DRLSE)
model. This model has become popular in extracting medical images contours, such as
Magnetic Resonance Imaging (MRI) images of heart [105] and Computerised Tomography
(CT) images of brain haemorrhage [106].
In this section, we briefly review the formulation and implementation of DRLSE model. Let
I be an image on domain Ω and φ :Ω→ℜ is a level set function, an energy function E (φ)
can be formulated as:
E (φ) =µRp+λLg+αAg
=µ
∫
Ω
p(|∇φ |)dx+λ
∫
Ω
gδ (φ)(|∇φ |)dx
+α
∫
Ω
gH(−φ)dx.
(3.1)
where p is an energy density function p : [0,∞) ∈ℜ, δ is the Dirac delta function [107], and
H is the Heaviside function [108]. µ > 0, λ > 0 and α ∈ℜ are the coefficients of these three
terms. ∇ is the gradient operator. The edge indicator function g is defined by
g, 1
1+ |∇Gσ ∗ I|2 (3.2)
where Gσ is a Gaussian kernel with a standard deviation σ . The convolution in Eq. (3.2) is
used to smooth the image to reduce the surplus noise. This function g usually takes smaller
values at expected object boundaries than at other locations.
In Eq. (3.1), the first term is defined asRp, which is a penalty term to maintain the contour
to evolve near the signed distance function, i.e. |∇φ |= 1. The energy density function p is
defined by [104]:
p(s) =

1
(2pi)2
(1− cos(2pis)), if s< 1
1
2(s−1)2, if s≥ 1.
(3.3)
The second term in Eq. (3.1) is defined as Lg, which calculates the line integral of the
function g along the zero level set of φ . By parametrising the zero level set of φ as a contour
C : [0,1]→Ω, the energy can be expressed as a line integral ∫ 10 g(C (s))|C ′(s)|ds [109]. The
energy is minimised when the zero level set φ is located at the desired edge of object.
The third term in Eq. (3.1) is defined as Ag, which calculates a weighted area of the region
Ω−φ , {x : φ(x) < 0}. This energy is used to speed up the motion of the zero level set in
3.3 Edge-Based Active Contour Model with the Distance Regularised Level Set Evolution33
(d)
(a)
(c)
(b)
Fig. 3.1 Application for clustered cells. α in the third term of Eq. (3.4) is set to a positive
value to shrink the contour. (a) The initial contour. (b) Segmentation result after 60 iterations.
(c) Segmentation result after 110 iterations. (d) Segmentation result after 160 iterations.
the evolution process, which is necessary when the initial contour is set far away from the
expected boundaries of the object.
The steepest descent process for minimisation of the total energy functional is the following
gradient flow [104]:
∂E (φ)
∂ t
= µdiv(dp(|∇φ |)∇φ)+λδ (φ)div(g ∇φ|∇φ |)+αgδ (φ) (3.4)
where div(·) is the divergence operator and dp is a function defined by dp(s), p′(s)/s.
The DRLSE allows the use of arbitrary functions as the initial contour. However, the position
of the initial contour needs to be decided. If the initial contour is close to the region to be
segmented, only a small number of iterations are needed to move the zero level set to the
expected boundary of the object. In addition, this model can deal with the image with weak
34 Trajectory Energy Minimisation for Clustered Cell Segmentation and Tracking
boundaries successfully. Fig. 3.1 shows the evolution of the contour on a microscope image
of clustered cells. Fig. 3.1 (a) shows the initial level set function φ0 (the red contour). α in
the third term of Eq. (3.4) is set to a positive value to shrink the contour. Fig. 3.1 (b) and (c)
illustrate the topological change happens after several iteration steps. Fig. 3.1 (d) shows the
segmented results. We can see that this model can only separate cells whose locations are
far away from others. If the cells are closed together, it will fail to separate each individual
cell. After obtaining the edge of the cell cluster, it is impossible to separate each cell from
the group no matter how many iteration steps are applied.
If the cell boundaries merge together, only using one level set function is not sufficient
to segment individual cells from the group. In this work, a multiple level set function is
designed to extract clustered cells. Level set function takes negative values inside an object
contour and positive values outside. The multiple initial contours are placed inside the object,
α in Eq. (3.1) is set to a negative value to expand the contour.
3.4 Proposed Method
Our proposed segmentation feed tracking scheme is described in this section, and involves
four steps. First, a Gaussian filtering is applied to each frame to reduce the amount of noise
and enhance cell membrane and septum structures. Second, the cell segmentation in the
previous frame is evolved in time to feed the corresponding cells in the subsequent frame.
The cell boundaries are detected by minimising DRLSE mentioned in Section 3.3 with added
stopping criterion. Third, with the cell elongation and division over time, clustered cells
need to be split, and the mother and daughter cell relationships need to be recorded. To
achieve these requirements, the DRLSE framework is integrated with a cell septum and
membrane indication function that exploits a characteristic intensity profile across cells.
Fourth, the previous segmentation result is used to extract the corresponding cells in current
frame by using the intersection between these two successive frames and trajectory energy
minimisation function. Furthermore, to allow the tracking of those cells that enter the field of
view at a different stage from those initial cells and their descendants, they are assigned a
new model that is evolved simultaneously with those with existing history.
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(a)
(d)(c)
(b)
Fig. 3.2 Image preprocessing. (a) Original image. Smoothed images after applying: (b)
Gaussian filter with standard deviation of 1. (c) Gaussian filter with standard deviation of 2.
(d) 5∗5 median filter.
3.4.1 Image Preprocessing
Since the proposed method particularly relies on the local intensity distribution to locate cell
membrane and septum, it is important to reduce the effect of noise. In our implementation,
we apply convolution with a Gaussian mask with a standard deviation of 1 (see Section 3.5.2).
Fig. 3.2 shows, comparing with other kernels, that this amount of smoothing suppresses
noise sufficiently while preserving true membrane and septum of cells.
3.4.2 First Frame Segmentation
One of the common ways is to apply a level set model to segment a single set of objects and
then the level set contour is split into multiple sub-contours based on boundaries of individual
objects. This approach works well in segmenting objects which have clear boundary or
contrast against background. However, in our work, we need to deal with images with weak
cell boundaries and with cells clustered together. To fulfil these requirements, we utilised
one level set to evolve independently for each cell in the first frame and co-evolution of a set
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Fig. 3.3 The segmentation process of the first frame. (a) Original input image with an isolated
cell. (b) Preprocessed image superimposed by an initial contour R0. (c) Processed image
superimposed by the final contour through by minimising DRLSE framework.
of non-overlapping level sets for the consequent frames. The initial contours of each cell are
detected and used as the ‘seeds’. These seeds move outwardly and finally stop near on the
boundary of the cells.
Since cells are not crowded together in the first frame, their rough boundaries are easily
obtained by using simple segmentation methods (such as adaptive thresholding). The first
frame with a few cells is the fundamental starting point for our proposed method. These
boundaries are regarded as the initial contours R0 (Fig. 3.3 (b)) prepared for the DRLSE
framework. The final contours are detected by minimising the Eq. (3.1) in this framework.
In places where a steady state is reached, small foreign objects (such as dust and bubbles) are
eliminated from the final binary mask based on a pre-defined threshold rs. The remainder are
considered as the cells to be tracked in the following frames.
3.4.3 Object Tracking
One of the crucial aims of each tracking method is to preserve the identity of every tracked
target over time. Since cell displacements between two successive frames are not too large,
many reported approaches [57, 88–90, 110] utilised the previous cell segmentations as initial
objects for the subsequent frames. However, these approaches might yield undesired results.
For example, when two isolated cells in a certain frame become a cluster in the next one, it
is essential to prevent their contours from merging. More importantly, to construct a cell
genealogy tree, the properties of relations between mother and daughter cells need to be
maintained and consistent. For instance, when one mother cell forms two isolated daughter
cells in one frame, it is necessary to preserve these two isolated cell identities in the following
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frames. To fulfil these requirements, the DRLSE framework has been integrated with a set of
indication functions.
Object Indication Function: Maska et al. [110] assumed that the image can be split
into a possibly disconnected background region and many possibly disconnected disjoint
foreground objects. However, when a possibly disconnected disjoint foreground object
contains different cells or other objects, it might yield undesired results. We have largely
addressed this limitation by using cell boundary information. Assume we have obtained one
cell Bt−11 in the previous frame t−1, and it will be used to extract the corresponding cell
region Bt1 in the current frame t by making use of the overlapped region V (Fig. 3.4). The
intersection V of Bt−11 and B
t
1 should be first obtained and then grown to the boundary of B
t
1
(Fig. 3.4 (f)). To obtain the overlapped region V , each initial object (previous segmented cell
region Bt−11 ) is split into several small windows (w is the size of the window) (Fig. 3.4 (c)),
whereas the regions of different initial objects cannot merge together. By assigning different
positive labels to individual cells, two previously separated cells can be distinguished when
they touch each other. Each sub-window can merge later in time based on a homogeneity
criterion:
• In the first step, these windows are classified in two different categories: with or
without information on cells’ boundaries (Fig. 3.4 (d)). Since these boundaries have
high intensity gradient, this information is used to identify those small regions which
locates on cells’ boundaries. The windows with boundary information are eliminated
to obtain multiple isolated regions. These regions might include three possible types:
the intersection V , the intersections of Bt−11 and other cells, and the intersections of
Bt−11 and background (Fig. 3.4 (e)).
• In the second step, the DRLSE co-evolution framework is applied to these remaining
sub-windows (the intersection V (green regions), the intersections of Bt−11 and other
cells (blue regions), and the intersections of Bt−11 and background (yellow regions))
to obtain their corresponding contours (Bt1,1 and B
t
1,2, see Fig. 3.5). This procedure
might form some undesired contours (yellow regions). For instance, many contours are
generated by intersection of Bt−11 and the background (yellow regions). Furthermore,
many different cells might merge together as some sub-window regions cannot be fully
isolated for a single given cell. A rod-shape and size criterion can be used to eliminate
these undesired contours.
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Fig. 3.4 Object tracking process: (a) Segmented bacterial cell Bt−11 in previous frame t−1.
(b) Current frame t is superimposed by the segmentation result Bt−11 . (c) Split B
t−1
1 into small
windows in current frame t. (d) In current frame t, classify these windows into two categories:
with (small windows in black) or without information of cells’ boundaries (small windows in
blue) by using intensity gradient profiles along perpendicular direction visualised in a red
line. The two points in yellow indicate the edge of cell. (e) The blue region is the intersection
V of Bt−11 and B
t
1, and the pink region is the intersection of B
t−1
1 and the background. (f) The
intersection V grow to the final boundary of B1 in frame t.
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Fig. 3.5 Object co-evolution process: (a) Segmented bacterial cell Bt−11 in previous frame
t−1. (b)these sub-windows regions: the intersection V (green), the intersections of Bt−11
and other cells (blue), and the intersections of Bt−11 and background (yellow). (c) Two
corresponding cell contours (Bt1,1 and B
t
1,2) in frame t.
• Finally, the remaining contours are only merged within same category and same cell.
We also proposed a global energy function to deal with initial cell regions expanding
to different cells (Bt1,1 and B
t
1,2).
Cell Septum and Membrane Indication Function: For each obtained cell region, a cell
septum indication function is proposed to efficiently identify and record mother and daughter
cells relationship to construct a cell trajectory and genealogy, which is often a challenging
task through many published tracking approaches [33].
As a cell is growing and starting to divide, the formation of the septum becomes increasingly
apparent (Fig. 3.6). In addition, the cell division might happen in between frames. The
cell septum indication function exploits a characteristic intensity profile across the septum
of cells to identify the stages of cell growth (red line in second column of Fig. 3.6), such
as elongation and division stage. To handle cases of dividing cells which shared the same
septum (Fig. 3.6 (b)), we propose a criterion to automatically separate connected cells at an
optimal point (Fig. 3.7). In our experiments, the local minimum of the profile was considered
to be the separating point (Fig. 3.7 (c)) if the value of the local minimum lm is lower than
a threshold rm. As shown in Fig. 3.7 (d), these two separated cells are regarded as two
new daughter cells from their mother cell. For each frame, this threshold is denoted as
rm = µseptum+ τσseptum, where µseptum and σseptum are the mean and the standard deviation
of the obtained cells’ boundary regions in the current frame, respectively. τ will be discussed
in Section 3.5.
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Fig. 3.6 Cross-section profiles of different growing stages at different time. Red lines are
the major axis of the cells, and green lines indicate the septum threshold rm. (a) Profile of
cell when t=34 (single mother growing cell). (b) Profile of cell when t=40 (two daughter
cells share same septum). (c) Profile of cell when t=45 (dividing into two connected daughter
cells). (d) Profile of cell when t=50 (separated into two daughter cells).
In addition, the width of cells is regarded as another indicator to identify the membranes in
contact when a cluster of cells get crowded. If the cell width is larger than a threshold rw, rw
will be discussed in Section 3.5. The cells will be split by using the same strategy discussed
above. The local minimum of the profile was considered to be the separating point if the
value of the local minimum lm is lower than a threshold rm.
Global Trajectory Energy Indication Function: The initial regions of one cell might
expand within different cells which yields undesired results. To avoid this issue, inspired
by [111], we proposed a global trajectory energy function which depends on all cells in all
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Fig. 3.7 Automated separation of two connected cells. (a) Original input image data. (b)
Sketch image shows local minimum (red dot), major axis (red line) and cutting line (white
line). (c) Profile of the major axis with local minimum lm (red dot) and threshold rm (green
line). (d) Segmentation result.
frames. Due to cell elongation and division, cell properties such as length and area are not
constant and cannot be used as strong cues for cell tracking. This energy function is also to
address this situation. To obtain the trajectories of cells, each possible contour discussed
above is used to sequentially segment and track its corresponding cells. Thus, each individual
cell has different trajectories over an entire cell growing cycle from birth to division. In
addition, when the cell septum indication function defines one cell divides into two new cells,
two new separate trajectories are generated.
Let the state vector X contain positions of all cells in all frames. Xtn is the centroid of cell n
at frame t. F and N define the total number of frames and cells respectively. The temporal
length of trajectory of cell n is denoted by F(n) := dn−bn+1, where bn and dn are the first
birth and final division frames respectively. Our energy function is made up of three terms:
E(X) = βEvel(X)+ γEexc(X)+ηEreg(X). (3.5)
where β , γ and η are weights that control the relative influence of each term.
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The first term Evel(X) is a motion model based on a standard constant velocity assumption,
which is used to reject impossible motion patterns and address ambiguities between crossing
trajectories, defined by:
Evel(X) =
N
∑
n=1
dn−2
∑
t=bn
‖Xtn−2Xt+1n +Xt+2n ‖2. (3.6)
The second term Eexc(X) is to penalise configurations where cells come too close to each
other. In addition, this model helps to enforce unique data association since each segmented
result only can be assigned to one trajectory. It is defined as:
Eexc(X) =
F
∑
t=1
N(t)
∑
n6= j
r2w
‖Xtn−Xtj‖2
. (3.7)
where the scalar rw accounts for the minimum width of a complete cell.
The last term Ereg(X) is to drive the optimisation towards a solution for the situation which
occasionally cells keep elongating without division causing longer trajectories N, which is
defined by:
Ereg(X) = N+
N
∑
n=1
1
F(n)
, (3.8)
All possible trajectory energies of each cell are calculated (e.g., Bt1,1 and B
t
1,2 in Fig. 3.5),
and the minimum of the energies is regarded as the optimal trajectory.
3.4.4 Capturing New Entering Cells
It is necessary to pay attention to new cells entering into the field of view. They have not
been identified in the previous frames, which possibly lead to false segmentation and tracking
results at a particular frame. After segmenting and tracking the current frame without taking
new entering cells into consideration, the first frame segmentation scheme is used to capture
them from non-extracted cell areas. For each new entering cell, a new DRLSE function and
a new trajectory is created and evolved.
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Fig. 3.8 The difference between two successive iterations (∆i) during the evolution of the
DRLSE model. When ∆i ≤ K is satisfied, the minimisation process of this model will stop.
3.4.5 Stopping Criterion
So far, we have assumed that the minimisation of the DRLSE model stops when a steady
state is reached. For every iterative algorithm, it is essential to specify a suitable stopping
criterion to avoid unnecessary computations when the algorithm converges. A fixed number
of iterations is often the first choice, which assumes that the desired contour will be achieved
after evolving the curve for a large number of iterations. However, the desired contour
might have been achieved long before the iteration procedure finishes. Thus, considering
the computational complexity of the level set implementations for large scale time-lapse cell
segmentations, this unnecessarily increases the execution time. Also, we must be careful so
as not to terminate the iteration procedure prematurely.
In the case of our implementation we utilise a general stopping criterion based on the changes
of the three terms (Rp, Lg and Ag) in Eq. (3.1). When the steady state is obtained, it is
obvious that these three terms remain almost constant. Based on these observations, the
difference between two successive iterations ∆i is defined by:
∆i = ‖Rip−Ri−1p ‖2+‖L ig−L i−1g ‖2+‖A ig −A i−1g ‖2, i≥ 1 (3.9)
where i−1 and i are two successive iterations. In the DRLSE framework, this criteria stops
the curve evolution process when ∆i ≤ K is satisfied (Fig. 3.8). K could be used to improve
the computation times as the final contour often does not change too much during the last
iterations. If K is set to zero, the iteration stops when a steady state is reached. In our
experiment, the choice of K will be discussed in Section 3.5.2.
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3.5 Experimental Results and Evaluation
Our proposed scheme was implemented using MATLAB on a computer equipped with Intel
Core i5 processor running at 2.2 GHz. In this section, we firstly describe the approaches to
evaluate both segmentation and tracking performance, including an empirical evaluation, Dice
coefficient, the multiple object tracking precision (MOTP), and the multiple object tracking
accuracy (MOTA) [112]. Then, we discuss the optimal parameter settings for our scheme
based on our datasets. We then compare our proposed scheme with the published tracking
packages MicrobeTracker and MAMLE [113]. Meanwhile, we discuss the experimental
results and highlight the differences between our proposed scheme and other developed
systems.
3.5.1 Evaluation Approaches
Datasets: We evaluated the segmentation and tracking performance on three E.coli datasets:
one from theMicrobeTracker example data [29], one from Schnitzcells [30], and one from
our own dataset. All datasets were manually annotated by human experts as the ground truth.
The two public datasets were obtained growing as largely isolated cells or micro-colonies on
agarose pads, which can provide high quality images comparing to our dataset. However, our
dataset gave densely growing cells in the microfluidics system, which provides information
when studying large scale individual cells to understand their growth patterns through their
life cycles. This dataset contains 6 different experiments with approximately 4,000 cells.
Each experiment is 180 minutes in length. It considers cell count as an objective metric for
evaluation. Noted that we have not essentially tuned our proposed methods for each dataset
to obtain unfair results.
Cell-based Segmentation Evaluation: According to the specifications of different ap-
proaches, cells which are undergoing division are classified as a single cell or as two indepen-
dent cells. To have a fair comparison of the evaluated methods, this kind of classifications
are not considered as wrong segmentations. The results are classified into four categories:
• True positive (TP): a cell is segmented properly;
• Over-segmentation: a cell is split into more than one object;
• Under-segmentation: more than one cell is merged as a single cell;
• False negative (FN): a cell is not detected.
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Since false positive is a small fraction of detections (less than 0.1%) and its overall contribu-
tion is insignificant, this result is discarded from the evaluation.
Pixel-based Segmentation Evaluation: To quantitatively evaluate the segmentation re-
sults, we compute the Dice coefficient between the manually annotated region (A) and the
automatic segmented region (B). The Dice coefficient is computed as:
Dice=
2|A∩B|
|A|+ |B| (3.10)
Multiple object tracking evaluation: Cell tracking can be regarded as a multiple object
tracking algorithm. Although there is no standard evaluation approaches or datasets for multi-
target tracking algorithms, the general tracking performance still can be evaluated by MOTP
and MOTA [112]. Assuming that for each time t, a multiple object tracker outputs a set
of hypotheses {h1, . . . ,hm} for a set of visible objects {o1, . . . ,on}, MOTP judges how well
exact positions of objects are estimated by computing the Euclidean distance disit between
every object oi and its corresponding hypothesis.
MOTP=
∑i,t disit
∑t ct
(3.11)
where ct is the number of matched object-hypothesis pairs found for time t.
In addition, the MOTA shows how many mistakes the tracker made in terms of misses or
false negatives (FNt), false positives (FPt), and mismatches (MMt).
MOTA= 1− ∑t(FNt+FPt+MMt)
∑t gt
(3.12)
where gt is the number of objects present at time t. In detail, the MOTA can be regarded as
the sum of three error ratios: the ratio of false negatives FN=∑t FNt/∑t gt , the ratio of false
positives FP= ∑t FPt/∑t gt , and the ratio of mismatches MM= ∑tMMt/∑t gt .
3.5.2 Parameter Settings
Our proposed method has 13 parameters that influence its overall performance. They can be
divided into four groups based on their purposes. We used 10% of our datasets for deciding
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the parameters of our proposed scheme. The following gives details of various experimental
setups as well as additional experiments to justify some of our design choices.
In the preprocessing stage, to reduce the amount of noise and preserve the rod-like structures,
a Gaussian filter (σ = 1) was performed in all experiments. The choice of σ relies on the
width of the rod-like structures to be preserved. In addition, larger values of σ will smooth
out the cell’s membrane and septum.
The next group of parameters rs, τ , rw andw indicates the quantitative properties of segmented
and tracked cells. They can be obtained from our E.coli time-lapse datasets:
• The parameter rs is defined at 3µm according to the minimum average size of a
complete cell from our datasets. All objects touching the image boundary were
removed.
• As a cell is growing and starting to divide, the formation of the septum becomes
increasingly apparent. The parameter τ is defined at 1.2. When the local minimum of
the septum profile is lower than the septum threshold, the connected cell is separated
at the local minimum point.
• Furthermore, clustering of cells often appeared in our time-lapse datasets. Therefore,
the parameter rw was fixed at 1.2µm to identify this situation.
• During cell tracking procedure, to ensure the sub-window includes the information of
membrane, the size of sub-window should be larger than the size of membrane. The
parameter w is defined at 0.6µm.
These parameters are converted into different values in pixel level according to the different
magnification level of the microscope.
Thirdly, the most important parameters are the weights of the DRLSE framework. There are
parameters λ , µ and α in Eq. (3.4), and the time step ∆t for implementation. Li et al. [104]
mentioned that the DRLSE model is not sensitive to the choice of λ and µ , which can be fixed
for most of applications. The parameter α needs to be tuned for different types of images. In
our work, α is set to a negative value to expand the contour. A nonzero α gives additional
external force to drive the motion of contour. For a large absolute value of α , the contour
easily passes through the object boundary in images with weak object boundaries. Therefore,
we examined different parameter configurations: λ = 1,5, · · · ,300, µ = 0.01,0.02, · · · ,0.50,
α = 0,−1, · · · ,−5, and ∆t = 1,2, · · · ,10. In the stopping criterion of the DRLSE model, the
choice of K can speed up the computation to obtain the optimal segmentations. To obtain the
optimal parameters for DRLSE model Eq. (3.4), the optimisation scheme was performed on
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Table 3.3 Top five results of parameters in DRLSE model based on the weighted value of
Dice coefficient and execution time.
∆i, µ ,λ ,α ,K Dice coefficient Time (seconds)
1, 0.200, 5, -3, 0.005 0.931 ± 0.021 125 ± 32
3, 0.067, 5, -1, 0.005 0.925 ± 0.033 112 ± 15
1, 0.200, 4, -3, 0.010 0.871 ± 0.050 105 ± 35
2, 0.100, 5, -3, 0.008 0.851 ± 0.047 182 ± 55
2, 0.100, 3, -2, 0.005 0.805 ± 0.041 98 ± 5
Table 3.4 Top five results of parameters in trajectory energy function based on the weighted
value of multiple object tracking precision (MOTP) and the multiple object tracking accuracy
(MOTA).
β , γ ,η MOTP (pixel) MOTA (%)
0.02, 0.5, 0.5 92 ± 5 78.36 ± 3.23
0.02, 0.6, 0.6 91 ± 6 77.56 ± 3.01
0.03, 0.5, 0.5 141 ± 15 69.58 ± 4.11
0.01, 0.6, 0.7 155 ± 22 59.62 ± 10.11
0.04, 0.5, 0.7 222 ± 13 54.94 ± 8.65
the evaluation dataset. Table 3.3 listed the top five of the parameters based on the weighted
value of Dice coefficient (0.9) and execution time (0.1). In the following experiments, we set
time step ∆t = 1, µ = 0.2, λ = 5, α =−3 and K = 0.005.
The last group of parameters characterises the trajectory energy function used in our proposed
scheme. There are three parameters β , γ and η in Eq. (3.5). They were examined on different
configurations from 0.1 to 1.0. Table 3.4 listed top five of these parameters based on
the weighted value of the MOTP (0.5) and MOTA (0.5). These parameters were set to
{0.02,0.5,0.5} in all our experiments.
3.5.3 Results and Discussion
Segmentation: We compared the segmentation results of our proposed scheme with
MicrobeTracker andMAMLE. It is necessary to note that neitherMicrobeTracker norMAMLE
were developed for dealing with the data in microfluidics that we have. Fig. 3.9 shows
segmentation results of three different methods on MicrobeTracker, Schnitzcells and our
dataset. These results demonstrated that our proposed scheme efficiently segment cells
out when the septum is not clear and the membrane is too close (see third column of Fig.
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Table 3.5 The segmentation accuracy and generality of the different methods in various
density levels.
Density Level No.images No. cells (per image) Methods TP Over-seg. (total %) Under-seg. (total %) FN (total %) Segmenationaccuracy (%)
High 158 110600 (700)
MicrobeTracker 79632 10321 (9.33%) 9058 (8.19%) 11589 (10.48%) 72.00%
MAMLE 89586 7201 (6.51%) 8210 (7.42%) 5603 (5.07%) 81.00%
Our proposed scheme 95116 6512 (5.89%) 4647 (4.20%) 4325 (3.91%) 86.00%
Medium 272 108801 (401)
MicrobeTracker 83777 8941 (8.22%) 8201 (7.54%) 7882 (7.24%) 77.00%
MAMLE 92481 6402 (5.88%) 5004 (4.59%) 4914 (4.52%) 85.00%
Our proposed scheme 96833 4200 (3.86%) 4012 (3.68%) 3756 (3.45%) 89.00%
Low 512 40960 (80)
MicrobeTracker 34816 2248 (5.49%) 1923 (4.69%) 1973 (4.82%) 85.00%
MAMLE 37683 1351 (3.29%) 879 (2.15%) 1047 (2.56%) 92.00%
Our proposed scheme 38912 701 (1.71%) 632 (1.54%) 715 (1.75%) 95.00%
Total 942 260361 (276)
MicrobeTracker 198225 21510 (8.26%) 19182 (7.37%) 21444 (8.24%) 76.13%
MAMLE 219750 14954 (5.74%) 14093 (5.41%) 11564 (4.44%) 84.40%
Our proposed scheme 230861 11413 (4.38%) 9291 (3.57%) 8796 (3.38%) 88.67%
Table 3.6 The proportion of correctly identified cells at optimal Dice coefficient for different
methods on three datasets.
Data 1 Data 2 Data 3
MicrobeTracker 78.66 70.29 63.34
MAMLE 83.51 81.55 78.64
Our proposed scheme 80.95 79.62 87.56
3.9). To provide a compelling reason why the other two approaches are not sufficiently
good for the large scale individual cell studies, we evaluated the consistency level for the
number of extracted cells in Fig. 3.10. These two previous published methods often produce
non-consistent results between consecutive frames. The results in Table 3.5 reveal the high
segmentation accuracy and generality of the proposed method in different density levels,
comparing to other two methods. Our proposed method obtained more accurately segmented
cells (TP) , small number of over-segmented and under-segmented cells in different density
cell level. Illustrative examples from test samples are presented in the third column of Fig.
3.9.
Table 3.6 shows the comparison of the segmentation algorithms based on the proportion of
cells correctly identified at different datasets at optimal Dice coefficient. It shows that the
performance of our proposed scheme is comparable to that of the state-of-the-art algorithms
on cells grown on agarose pads. Furthermore, it has obvious improvements on segmentation
results on cell grown on microfluidics system.
Tracking: To further evaluate the performance of our proposed scheme, we tested its
tracking results on a large scale experiment. As Schnitzcells,MAMLE, andMicrobeTracker
did not provide sample video, we used our datasets to test. According to the cell density in
our dataset, we chose 100th frame (around fifth generation) as a threshold to categorise time-
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Fig. 3.9 Zoomed-in segmentation results: Data 1 is from theMicrobeTracker example data,
Data 2 is from Schnitzcells, and Data 3 is from our own dataset. The first row is the original
images, the second row is the segmentation results ofMicrobeTracker, the third row is the
segmentation results of MAMLE, the last row is the segmentation results of our proposed
method.
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Fig. 3.10 The consistency level for the number of extracted cells in sparse and medium
crowded frames: (a) extracted cell number from the MicrobeTracker, (b) extracted cell
number from MAMLE, and (c) extracted cell number from our own method.
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Table 3.7 The performance for our dataset of the group with medium crowded density based
on the multiple object tracking precision (MOTP), the ratio of false negatives (FN), the
ratio of false positives (FP), the ratio of mismatches (MM) and the multiple object tracking
accuracy (MOTA).
MOTP
(pixel)
FN
(%)
FP
(%)
MM
(%)
MOTA
(%)
Schnitzcells 261 10.91 1.08 18.58 69.43
MicrobeTracker 308 6.56 1.58 10.50 81.36
Our proposed scheme 268 5.83 0.79 8.07 85.31
Table 3.8 The performance for our dataset of the group with highly crowded density.
MOTP
(pixel)
FN
(%)
FP
(%)
MM
(%)
MOTA
(%)
Schnitzcells 159 22.33 5.83 42.54 29.30
MicrobeTracker 181 19.81 2.49 22.50 55.20
Our proposed scheme 168 14.54 2.41 18.95 64.10
lapse images into medium and highly crowded density. MAMLE did not provide tracking
algorithm, we combined its segmentation algorithm with tracking algorithm of Schnitzcells,
sinceMAMLE outperforms Schnitzcells based on segmentation under many circumstances
[114].
Table 3.7 and Table 3.8 illustrate the tracking performance based on precision and accuracy
for datasets with medium and highly crowded density, respectively. Our proposed scheme
has higher MOTA than other two published methods in both medium and highly crowded
density. In detail, our proposed trajectory energy minimisation function significantly reduces
the error ratio of FN, FP and MM, which are critical task in cell tracking systems. Fig. 3.11
shows the genealogy tree of a single cell.
3.6 Conclusion
In this section, we proposed an effective scheme to automatically segment and track E.coli
cells in large time-lapse image series. The method incorporates DRLSE framework with
cell septum and membrane indication function and trajectory energy minimisation function,
which deal with cell segmentation and tracking together to perform cell genealogy analysis
as well as various measures related to cell growth. The testing of our method was conducted
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s1 s2
Fig. 3.11 The genealogy tree of a single cell. There are around 6 generations from this single
cell (m). Y-axis shows the number of frames in this time-lapse video. For instance, the
cell (m) has existed in the first frame (frame = 0). After 38 frames, cell m divides into two
daughter cells (s1 and s2), and the division time for s1 and s2 are 20 frames and 18 frames,
respectively.
on two published datasets and one from our own experiments. It shows that our proposed
method produces competitive results, both in segmentation and tracking. Especially, it could
be preferred in large scale studies focusing on growth characteristics and genealogy of cells
in which as-accurate-as-possible cell segmentation is the most desirable feature. We further
analysed the cell growth over time from the birth to its division, and measured its size at
birth, size at division, division time, and elongation rate.
The proposed segmentation and tracking scheme is applied to other bacterial cells, such
as Mycobacterium smegmatis. Although our method works well on different density data,
further improvement of this scheme will handle over-crowded data where cell shapes are
irregular and not constant between consecutive frames, as the limited space available in
microfluidic devices is quickly filled up by exponentially growing bacterial populations. In
the next section, deep learning technique is used to facilitate the tracking and measure of a
variety of cells. Furthermore, we would like to speed up our proposed scheme and integrate
sub-pixel precision in segmentation.

Chapter 4
Convolutional Neural Networks for Cell
Segmentation and Tracking
As described in the previous chapter, cell segmentation and tracking are based on a few
features like colour, shape, location and trajectory parameters. However, these features have
to be redesigned for new cell types or different application purposes. Here, we proposed
the deep convolutional neural networks (CNNs) with a hierarchical visual tracking to solve
this problem for the different cell strains. In CNNs, instead of relying on manually designed
features, appropriate features are automatically learnt, thus CNNs can be trained end-to-end
in a supervised manner. We demonstrated this approach can robustly segment individual
cells from the different microscopy image types, such as phase-contrast and bright-field
microscopy images.
Comparing with previous methods, our proposed method illustrated that CNNs have improved
accuracy and lead to a significant reduction in manual correction time. We also outlined
several best practices for designing and optimising deep CNNs for this study, in which we
found that they can produce robust performance. We believe that deep CNN network is a
more reliable segmentation and tracking approach for a multiple cell strains from bacteria to
other types of cells.
4.1 Introduction
Single cell analyses have the ability to reveal the differences between cells and explore how
these differences evolve in time. Central to the analysis of the cell growth experiments is
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the issue of image segmentation and tracking: the assignment of which pixels belong to
certain individual cell in an image and the relationships of cells between the consecutive
images. This mapping plays an important role to achieve statistical information on single
cell geometrical properties. Many existing automated analysis tools [115–117] require some
significant inputs, such as hand-tuning of their parameters or pre-filtering of data. A fully
automated tool of cell segmentation and tracking with few or even no interventions would
significantly add availability of data for biological research.
Recent advances in supervised machine learning, namely deep CNNs have outperformed the
state-of-the-art of many visual recognition tasks [118, 119]. Convolutional neural networks
are typically used for classification tasks, where the output of an image is a descriptive label
[119, 120]. By learning a set of manual annotations, CNNs can be applied to classify new
images with exciting accuracy [119]. In biomedical image processing tasks, the desired
output is to assign each pixel of an image with a class label, which is referred to as image
segmentation tasks [121, 122]. Despite their successful application to numerous real-world
problems, CNNs have only recently been implemented to analyse biological data.
Many works have shown that they have significant potential for analysing biological data. For
cell detection, Ciregan et al. [123] applied a deep CNN to detect mitotic cells by using raw
intensities of breast cancer histology images. The CNN network provided a probability map
to indicate the likelihood of a mitotic cell centroid. This probability map was smoothed with
a disk kernel and final mitotic cell centroids were detected by using non-maxima suppression.
To address scale variations in nuclei, a multi-scale CNN framework was used to extract
nucleus on H&E stained cervical images [52]. The set of cell features was first extracted
from a three-scale CNN structure and then was applied by a two-layer neural network for
pixel-wise coarse segmentation. After combining superpixels and the coarse segmentation,
the image was then partitioned with a fast min-cut/max-flow method. The nucleus seeds
were finally measured with a marker seeking scheme.
For cell segmentation, Ronnenberg et. al. [124] proposed the fully connected CNNs to
segment U373 and HeLa cells from DIC microscopy images with remarkable performance.
In [125], an automated phenotyping approach was proposed to segment C. elegans embryos
obtained through DIC microscopy. A CNNmodel was applied to map raw pixels into different
output labels corresponding to cell nuclei, nuclear membranes, cytoplasm and cell walls, and
extracellular medium. Using data from the ISBI 2012 EM Segmentation Challenge, Ciresian
et al. [126] trained a CNN network to detect cell membranes on electron microscopy data.
Their approach outperformed other competing techniques by a large margin with respect to
different error metrics. In [127], a CNN based network is one of the best scoring approaches
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in the Mitosis Detection Algorithms 2013 (AMIDA13) challenge. Many of the successful
applications employed CNNs or related recurring neural networks in CAMELYON challenge
[128], which aims to identify histology pattern that are associated with metastatic breast
cancer. Recently, Van et al. [129] has demonstrated that CNNs can precisely segment a
multiplicity of cell types, from bacterial to mammalian cells. If CNN models are used for
pixel-wise classification in a sliding-window manner, it will be computationally expensive
for large-scale images. Xie et al. [130] used a deep convolutional neural network with a fast
scanning strategy to extract pancreatic nuclei from bright-field microscopy image datasets.
It was to automatically learn an implicit Hough-voting codebook including a set of offset
vectors and confidence.
A few deep learning based tracking algorithms have been recently presented for cell/object
tracking [131–133]. Hong et al. [134] described an online visual tracking method by
learning discriminative saliency map using CNN. Given a pre-trained CNN network, outputs
of CNN layers were regarded as feature descriptors. These features were then applied to
learn discriminative target appearance models with a Support Vector Machine. The final
tracking results were obtained based on the appearance model and the saliency map. In
[135], a two-layer CNN network was first trained. The convolutional layers were fed into
a radial basis function network to produce a confidence map for the location of the desired
object. They stated that confidence output would be more effective for a linear-assignment
tracker. To improve tracking accuracy and robustness, Ma et al. [136] extracted hierarchical
convolutional features from deep convolutional neural networks trained on object recognition
datasets for visual tracking. It combined the semantic information from the top layers of
the network with the spatial information from the low layers for targets identification and
localisation. Correlation filters were adaptively learnt on each convolutional layer and the
maximum response of each layer was hierarchically inferred to locate targets.
These published CNN based segmentation methods have been successfully used on many
different cell image types. However, they have difficulties in segmenting precisely in crowded
cell clusters in low contrast images. In addition, these CNN based tracking methods can not
deal with the complex cell events, such as cell division and entering/leaving the field-of-view.
In this work, our proposed method illustrated that CNNs can address this issue for different
cell image types. We firstly trained a CNN network to produce the cell segmentation marks by
predicting the class label of each pixel. Secondly, this network is used to extract hierarchical
features for cell tracking in real-time. For each tracked cell, its correlation filter is learnt
from features generated by the CNNs. By integrating CNNs into an image analysis tool, we
can quantify the cell growth of thousands of bacterial cells with limited manual correction.
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(a) (b) (c) 
Fig. 4.1 Manually annotated images. (a) Original image. (b) An image with annotated cell
boundaries. (c) Sampling regions centred at cell boundary (red region), interior (blue region)
and background pixels (green region).
The proposed CNN network is applicable to various cell segmentation tasks. In this section,
we demonstrate the segmentation and tracking E.coli cells in images captured from different
devices, where the CNN network out-performed the previous proposed method in Chapter 3.
Furthermore, we illustrate the cell segmentation and tracking results forM.smegmatis data
with very low image contrast. We also observe how many recent deep learning advances
affect segmentation and tracking performance, such as dropout and batch normalisation.
4.2 Convolutional Neural Networks
Single cell segmentations in microscopy images can be considered as an image classification
task [126]. For a microscopy image, each pixel is assigned as a cell border, cellular interior, or
background (non-cell) pixel (see Fig. 4.1). The selection of which machine learning method
to use is a crucial stage for distinguishing between these classes on any new microscopy
image. CNNs could be optimal tools since they have the hierarchical representational ability
to encode the nonlinear relationship between images and classes [119, 120]. It is interesting
to find out if they are general enough to generate robust predictions for microscopy images.
In this section, an overview of convolutional neural networks is briefly given. Fig. 4.2 shows
that a typical CNN architecture for image classification tasks. CNNs [137] are a specialised
kind of neural network for processing data with a grid-like structure. This grid-like structure
makes CNNs highly effective for processing visual information [138, 139]. The depth of
network typically refers to the number of layers excluding the input layer. Although it is
quite subjective to describe what constitutes a ‘shallow’ or ‘deep’ network, a network with
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Fig. 4.2 Representation of a CNN architecture comprising two convolutional layers which
generate multiple feature maps. These layers are interleaved with two pooling layers which
carry out a dimensionality reduction and quantify a degree of translation invariance. Two
fully connected layers are used to perform a weight sum of the features obtained from the
previous layers.
multiple layers is generally considered as a deep one. A typical CNN architecture comprises
a stack of convolutional layers, pooling layers and fully-connected layers. The convolutional
layers are used to produce a set of feature maps with multiple learnt filters. These filters
can be thought as local feature descriptors, and their weights are refined to minimise the
classification error on a training set during a training process. The pooling layers result
in a reduction in the dimensionality of the network by subsampling the spatially localised
features. A fully-connected layer takes the above described features (features produced by
the last convolutional or pooling layer) and assigns class labels.
4.2.1 Convolutional Layers
The convolutional layer is the core building block of a convolutional neural network used for
image analysis and computer vision applications. Classical neural network layers exploit
matrix multiplication to describe the interaction between input data and output data. This
means each individual input node is connected to all the output nodes. However, CNNs
exploit sparse interactions. For example, when processing an image, each node in the
convolution layer is connected to only a local region of the input volume. This process
takes advantages of strong spatial correlations between image pixels within a small local
neighbourhood. This is done by applying a number of small two dimensional filters (defined
by receptive field and stride, a square with a size of 3×3, 5×5, · · · , 11×11 pixels). Let
W li and b
l
i be the weights and the bias of the i
th filter of the lth convolutional layer. The ith
feature map in layer l, Y li , is computed as:
Y li = Y
l−1
i ∗W li +bli (4.1)
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Receptive 
Field
Stride
Fig. 4.3 Representation of a 5×5 receptive field and stride of three pixels for a convolutional
layer.
where ∗ is the kernel convolution operator. Fig. 4.3 shows that a 5×5 kernel is convolved
with an image and this filter is shifted by three pixels stride after each convolution.
Unlike the hand-crafted local feature descriptors, these filters employed in the CNNs are
learnt from the network training process. The input data is convolved with these learnt filters
and its resulting images are used as new input data for the succeeding layer. Thus, CNNs
employ a hierarchy of multiple successive convolutional layers, resulting in generation of
both low and high level features. For example, the first convolution layers of CNNs can be
regarded as the corresponding low level feature detectors (typically representing edges and
local textures). In later layers, a weighted combination of these low level features can be
regarded as a high level features which may represent more complicated patterns of the input
data. Recently, a number of research groups [136, 140] visualised both low and high level
features for a better understanding of these features.
A well-known CNN model is the VGGNet which is the runner-up in ILSVRC 2014 [141].
This model applied 13 of these convolution layers. The more popular trend is to create
networks by almost completely using convolution layers. ResNets is this type of convolu-
tional neural network models and achieve the best performance at ILSVRC 2015 [142]. Its
architecture composes almost entirely of convolutional layers.
4.2.2 Pooling Layers
Another important concept of CNNs is the pooling layer, which is positioned after a convolu-
tional layer. Pooling layers are used for subsampling the feature maps obtained by preceding
convolution layers and for passing only the desired feature response to the succeeding layers.
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4 56 7 31
9 41 12 9
19 15 4 39
14 21 12 28
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17.25 20.75
Fig. 4.4 Sample of max and mean pooling types. A pooling size of two pixels is used along
the horizontal and vertical directions. The two pixel stride results in non-overlapping pooling
neighbourhoods.
They also provide a form of translation invariance in the CNN architectures. The most com-
mon pooling types include the max pooling and the mean pooling (see Fig. 4.4). The max
pooling layers retain and propagate only the dominant feature value to the succeeding layer.
For average pooling, the mean value of each pooling window is computed and propagated
to the next layer. The subsampling operation progressively reduces the spatial size of the
representation to reduce the number of network parameters and therefore it improves the
computational efficiency of the network.
The size of a pooling layer is to specify the size of the neighbourhood where the pooling
operation is performed. The stride is used to locate the next pooling neighbourhood. Tuning
these two parameters result in both overlapping (stride < size) and non-overlapping (stride
≥ size) pooling neighbourhoods (see Fig. 4.4).
4.2.3 Dropout Layers
Dropout layers have become a standard concept of most deep learning architectures in recent
years. This is a regularisation technique to prevent overfitting. They can be positioned almost
anywhere in the network and always associate with a functional layer, such as the input layer,
a convolution or a fully connected layer. For each dropout layer, a user-specified dropout
probability needs to be defined. This is to specify the probability for dropping out elements
in corresponding layers during a training epoch. For example, a dropout probability of 0.5
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indicates that half of the units are randomly dropped out during a given iteration. As a result,
these units are temporarily removed from either the forward or the backward pass during
a training iteration k. Their incoming and outgoing weights still are retained for the next
iteration k+1.
Turning off a number of layers neurons is similar to modify the structure of a layer. It tends
to prevent overfitting and provide a way of approximately combining exponentially many
different network architectures efficiently. For a probability of 0.5, a neural net with n units
can be seen as a collection of 2n different networks.
4.2.4 Rectified Linear Unit (ReLU)
The ReLU is the most commonly used activation function which always associates with other
layers. It has become more popular than the logistic sigmoid and the hyperbolic tangent
functions in the last few years. A recent publication performed a quantitative evaluation of
these activation functions [143]. It can be defined below,
f (x) = max(0,x) (4.2)
where x is the input to the ReLU. In other words, the ReLU is to simply threshold a matrix of
activations at zero. The major benefit of the ReLU is a reduced likelihood of the gradient to
vanish. The gradient of a ReLU is shown as follows,
∂ f
∂x
=
1 if x> 00 otherwise (4.3)
The gradient of the ReLU remains constant of 1 as long as the input is positive. Therefore,
training can still take place on the given unit. Moreover, the constant gradient of ReLU will
result in faster learning.
Unfortunately, a potential issue of ReLU is that there is a possibility that a unit never gets
activated on any training example again, resulting in the so called ‘dead’ neurons. To address
this problem, a number of the modified ReLU functions have been proposed, such as the
leaky ReLU, parametric rectified ReLU and randomized leaky ReLU [143].
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4.2.5 Fully Connected Layer
The fully connected layers typically consist of the few final layers in CNN architecture just
before measurement of the network loss. For a fully connected layer, each of its neurons
has full connections to all the elements of its preceding layer, resulting in a high dense
connectivity pattern. Its output is a vector of class scores and the highest score is the final
class label.
4.2.6 Network Training
In a supervised regime, the aim of network training process is to minimise the difference
between the output of network and its corresponding class label through the set of input
data. The performance of the results can be measured by the loss function. There are many
different loss functions such as the Hinge, Euclidean and Softmax loss functions.
Softmax loss is one of the most commonly used loss function, which treats the output as a
normalised class probability. In many classification tasks, the input data is classified into two
or more categories. Softmax loss function can be represented as:
Li =−log( e
fiy
∑
j
e fi j
) (4.4)
where fiy is the output corresponding to the correct class label y and is normalised by the
sum of complete output vector fi j for ith input example. The overall loss is calculated by
averaging the individual loss functions over the N examples. In addition, it is quite common
to add a regularisation term weighted by a weight λ as shown in the second term in E.q 4.5.
This term is measured through the set of network weightsW by an iterator p. The final loss
L is defined as,
L=
1
N
N
∑
i
Li+
1
2
λ∑
p
W 2p (4.5)
The derivatives of the loss function are used to update the weights through the layers up to
the final layer in the network. As the gradient is propagated back through the network, the
weights update consecutively through the network.
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4.2.7 Optimisation
Network training is an iterative optimisation process. Given the input data, the set of weights
W is refined such that the training data can be classified into the correct class labels. A number
of different optimisation methods have been proposed for minimising the loss function. Most
of them are gradient-based optimisation methods designed on a local search paradigm, such
as the Gradient descent (GD), Mini-batch gradient descent (MBGD), Stochastic gradient
descent (SGD). The major difference between GD, MBGD and SGD is the size of the training
set used in each iteration [141]:
• GD utilises the whole training set to calculate gradients.
• MBGD employs a small subset (mini-batch) of the training set.
• For the SGD, the mini-batch size is set as only one training sample per iteration
4.2.8 Data Augmentation
In general, deep learning methods may require a larger number of training data. Limited
training set may cause overfitting, which means much higher accuracy on the training data
as opposed to the test sets. Data augmentation is typically used as preprocessing step to
artificially add more training data by suitable transformation of the existing data. The data
augmentation process can add more diversity to the data set. They include contrast enhance-
ment, spatial translation, rotations, stretching, rescaling, flipping as well as illumination
changes for natural scenes. A more comprehensible discussion of these augmentations,
used for the image recognition task, have been described in [144]. The application of these
transformations is depended on the task at hand.
When working with limited databases, it is difficult to divide a subset of data from training
into the test set. For such cases, cross validation and k-fold data sampling are performed.
The data is separated into k subsets and k−1 of the subsets are used for training and one
subset for testing. This can be done through a rotation of these k subsets.
4.3 Proposed Method for Cell Segmentation and Tracking
The CNNs based cell segmentation and tracking system has two components: 1) one large
network is trained to semantically segment cell images into cell boundaries, cellular interiors,
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(a) (b) (c)
Fig. 4.5 Image normalisation. (a) Original image. (b) Normalised image by the the median
pixel value. (c) Normalised image by the maximum pixel value.
or background (non-cell) pixels and generate feature maps for the following tracker; 2) and
the hierarchical tracker for performing correlation filter tracking by using extracted features.
4.3.1 Image Normalisation
In a preprocessing step, normalisation is conducted to remove most of the variations in cell
images acquired with different illumination intensities. Van et al. [129] pointed out without
proper normalisation scheme, the CNNs would learn intensity differences between the images
instead of differences between cells and no-cell regions. Inspired by this, we tested three
different normalisation schemes in our implementation: normalising by the maximum pixel
value, the median pixel value, or not at all (see Fig. 4.5). We found that normalising by the
median pixel value gave the robust performance on multiple cell images.
4.3.2 Training Data Preparation and Augmentation
To prepare our training data for CNNs, we employed all available training images, i.e., 200
whole images with a 300×300 resolution. For each image, we considered all cell boundary
pixels as training samples for ‘boundary class’, all cell interior pixels as ‘cell class’ and
we randomly selected non-repetitive background pixels as examples for ‘background class’.
During the CNN training routine, corresponding training patches, centred on the employed
pixels, of size w×w pixels are generated (in our implementation, 61×61 pixels). When a
pixel is close to the image edge, the part of its window will be outside the image. Pixels
of such regions are synthesised by mirroring the pixels of the actual image boundary. This
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amounts to 2.5 million training samples in total, in which cell and background classes are
equally represented (each one has about 1 million samples) and about 0.5 million ‘boundary
class’ samples. The label of patch was determined by its corresponding class.
Data augmentation was applied to artificially add the number of boundary images based
on rotation, stretching, horizontal and vertical flipping as well as spatial translation in both
vertical and horizontal orientations. Cell and background image patches are randomly rotated
by ±90◦ to avoid possible overfitting. Each resulting image was given the same class label
as the original image. This dataset was split into a training set (90%) and a validation set
(10%).
4.3.3 Convolutional Neural Network Design Details
Network Details: Inspired by [129], the proposed CNN architecture contains convolu-
tional layers followed by rectified linear units [119], dropout layer, max-pooling layer,
fully connected layer and a final softmax classification layer. Here, the most important
hyper-parameter is the receptive field size and image patch size for training data. These
hyper-parameters cannot be learned through the CNN architecture. So, they needs to be
assigned before training of the model. This key hyper-parameter had to be tuned to achieve
an optimal performance. The small size of receptive field would lead to the background
pixels are classified as edges, while the large size could take longer time to train and be more
prone to overfitting. Moreover, a larger number of receptive field could be represented by
multiple smaller number of receptive field. For example, the rationale of applying a 5×5
kernel can be represented by applying two times a 3×3 kernel layer. Multiple small sized
kernel layers are able to make the CNN more discriminative and less parameters require to
be optimised [141].
In our implementation, a receptive field size of 3×3 pixels is used. Inspired by Simonyan
and Zisserman [141] which illustrated remarkable performance of the image classification
for natural scenes, we used 32, 64 and 128 small filters of size 3×3 pixels in different con-
volutional layer. For example, the first convolutional layer filters the 61×61×1 (greyscale)
input image with 32 kernels of size 1×3×3 with a stride of 1 pixels. When the stride is
1, the kernels jump 1 pixels at a time. Max-pooling of size 3×3 and a stride of 2 is used,
halving the sizes of feature map after the convolutional layers. The fully connected layer
contains 1024 nodes followed by a softmax logistic regression. It predicts a class ranging
from 0 to 2, indicating a pixel belonging to cell boundary, cellular interior, or background
(non-cell) pixel. Table 4.1 and Fig. 4.6 outlines the CNN configurations.
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Convolution
32×3×3
Pool 3
ReLU
Convolution
64×3×3
Dropout 25%
Pool 3
ReLU
Convolution
128×3×3
ReLU
Convolution
128×3×3
Dropout 25%
ReLU
FC
1024
• Background
• Cell border
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Tracker
Fig. 4.6 An overview of the CNN architecture containing convolutional layers, dropout
layers, max-pooling layers, ReLU, a fully connected layer and a softmax logistic regression
classification.
Table 4.1 Architecture of the CNN based cell segmentation. For each layer, F is size of
kernels, S is a stride and K is number of kernels.
Layer Operation Name Input Size Details
1 convolution 61 × 61 F = 3, S =1, K = 32
2 max-pooling 59 × 59 F = 3, S =2, K = 32
3 ReLU
4 convolution 29 × 29 F = 3, S =1, K = 64
5 Dropout 25%
6 max-pooling 27 × 27 F = 3, S =2, K = 64
7 ReLU
8 convolution 13 × 13 F = 3, S =1, K = 128
9 ReLU
10 convolution 11 × 11 F = 3, S =1, K = 128
11 Dropout 25%
12 ReLU
13 fully connected 9 × 9 1024 nodes
14 softmax 1024 ×1 3 classes
Details of Learning: Weights in each layer are initialised according to a normal distribution
with zero mean and a specific variance. Glorot and Bengio [145] recommended using:
Var(W ) =
2
nin+nout
(4.6)
where Var(W ) is the variance of the weights for a layer, initialised with a normal distribution
and nin and nout is the amount of neurones in the previous and in the current layer. To
penalise large weight parameters, a 5 · 10−5 weight-decay is added to each layer during
back-propagation of the gradient in the optimisation. This small amount of weight decay
here is not merely a regulariser: it is useful for reducing the network’s training error [119].
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The CNN network is trained applying stochastic gradient descent with 5 ·10−5 learning rate,
minimising a cost function L denoted as follows:
L=− 1
m
[
m
∑
i=1
k
∑
j=1
1[true= 1]log
eθ
T
j x
(i)
∑kl=1 e
θTl x
(i) ] (4.7)
where θ is the weights of our network and T is Transpose operation. 1[true]= 1, and
1[false]= 0. For example, 1[1+ 1 = 2] = 1; whereas 1[1+ 1 = 5] = 0. In our training
set {(x(1),y(1)), · · · , (x(m),y(m))} of m labeled examples in one mini-batch, we have that
y(i) ∈ {1,2, · · · ,k}. In our CNN network, we would have k = 3 different classes for cell
images. Each mini-batch includes 256 images.
Although the issue of overfitting is taken into account by applying different training samples
at each training epoch, an addition measurement is still required to decide when to terminate
the training procedure. Therefore, we measure the Dice coefficient values (Eq. 3.10) to
monitor the CNN performance during the training procedure. When the Dice coefficient
values on the validation dataset have reached a stable maximum, the training phase of CNN
is considered finished.
Segmenting New Images: To construct a segmentation mask for an unseen cell image, the
trained CNN network was applied to the whole image to generate the pixel level classification
predictions. Corresponding image patch, centred on each pixel location, of size 61× 61
pixels is produced. The CNN network classifies each pixel and outputs confidence scores
for each class. While our CNN network can produce remarkably accurate classification
results, this still required further refinement to produce binary segmentation masks. In the
end, the CNN predictions were used to guide an active contour approach to further refine the
segmentation.
4.3.4 Hierarchical Features for Cell Tracking
Inspired by [136], we present details on learnt correlation filters and coarse-to-fine searching
strategy for cell tracking in this section. In [136], it did not need to address some object
events, such as object division and entering/leaving the field-of-view. However, these events
are more important for cell tracking tasks. In our proposed method, we will address these
issues.
We first used the convolutional feature maps from the previous trained CNN network for
extracting cell features. With the CNN forward propagation, the semantical discrimination
4.3 Proposed Method for Cell Segmentation and Tracking 67
(a) (b)
(c) (d)
Fig. 4.7 Visualisation of convolutional layers. (a) Original cell image. (b)-(d) visualised
feature maps are from the 4th, 8th and 10th convolutional layers using the trained CNN
network. The yellow boxes are the tracking results by our approach. The 4th (b) and 8th (c)
layers encode more fine-grained information and are useful for object localisation precisely.
For the output of the 10th convolution layer (d), cells are able to be discriminated readily
even they have very similar intensity value with the background.
between objects of different classes is more obvious. However, spatial resolution is gradually
reduced with the the increase of the network depth. For example, in our trained CNN model,
the feature maps of convolution-10 layer (see Table 4.1) are of spatial size 11×11, which is
about 1/36 of the input image size 61×61. Such low spatial resolution might be insufficient
to locate the object accurately. To address this problem, we resize each feature map to the
same size with the input image by using bilinear interpolation [136]. Moreover, the fully
connected layers only have tiny spatial resolution, these layers are ignored during the object
tracking.
As shown in Fig. 4.7, features on the convolutional layers are effective in distinguishing
the objects even within low contrast images. The similar insight was also mentioned in
[136, 146–148] for segmentation and object localisation from multiple convolutional layers
by using CNNs. In our implementation, the cell search window in current frame t is initialised
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Algorithm 1: Proposed cell tracking approach
Input :Initial cell localisation p0
Output :Estimated cell localisation pt = (xt ,yt), and learnt correlation filters
{wlt}, l ∈ 4,3,2.
1 repeat
2 Identify the stages of cell growth using cell septum indication function ;
3 Obtain the searching window in frame t centred at (xt−1,yt−1);
4 Extract convolutional features from trained CNN network with spatial interpolation;
5 for each layer l do
6 compute the correlation response map fl based on Eq. 4.11 and w
(l)
t−1
7 end
8 Estimate the new position (xt ,yt) on the set of response map { fl} based on Eq. 4.13;
9 Obtain new image patch centred at pt = (xt ,yt) and extract convolutional features with
interpolation;
10 for each layer l do
11 update correlation filters {wlt} using Eq. 4.14
12 end
13 Check new entering cells or leaving cells;
14 until End of time-lapse microscope images;
based on its corresponding position in the previous frame t−1 (in Algorithm 1 line 2). Its
outputs in each convolutional layer were used as multi-channel features for cell tracking
(in Algorithm 1 line 4). We present the key stages of the proposed cell segmentation and
tracking approach in Algorithm 1 and the implementation details as follows:
Correlation Filters: Given the l-th layer of feature map x(l), its size can be denoted as
M×N×D, where M, N and D indicate that the width, height and the number of channels,
respectively. Its corresponding correlation filter w is learnt based on the following equation
(in Algorithm 1 line 5-7):
w∗ = argmin
x ∑m,n
||w · xm,n− y(m,n)||2+λ ||w||22, (4.8)
where w∗ is the learnt filter, λ is a regularisation parameter (λ ≥ 0), and xm,n is the search
window for all circular shifts (m,n) ∈ {0,1, · · · ,M− 1}×{0,1, · · · ,N− 1}. A Gaussian
function label y(m,n) is defined as:
y(m,n) = e−
(m−M/2)2+(n−N/2)2
2σ2 , (4.9)
where σ is the kernel width.
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In [136], minimising the Eq. 4.8 can be solved by using fast Fourier transformation (FFT).
In the frequency domain, the learned filter on the d-th (d ∈ {1, · · · ,D}) feature map can be
defined as:
W d =
Y
⊙
X¯d
∑Di=1X i
⊙
X¯ i+λ
(4.10)
where the uppercase variables (e.g., Y and X) indicates that lowercase variables (e.g., y and
x) transformed into Fourier space and the bar (e.g., X¯) means complex conjugation. The
operator
⊙
is the Hadamard product.
Hierarchical Tracking: Given an image in the next frame, its feature map on the l-th layer
is defined by z and of size M×N×D. The l-th correlation response map is calculated by (in
Algorithm 1 line 8-9):
fl =F−1(
D
∑
d=1
W d
⊙
Z¯d) (4.11)
where the operator F−1 indicates the inverse FFT transform. The uppercase variable (Z)
indicates that lowercase variable (z) transformed into Fourier space.
The new object location (mˆ, nˆ) on the l-th convolution layer can be found by searching the
the maximum value of the correlation response map fl of size M×N:
(mˆ, nˆ) = argmax
m,n
fl(m,n) (4.12)
Given a set of correlation response maps { fl}, we can hierarchically estimate the object
translation between layers. The maximum value location of last layer is used to justify the
maximum value of the earlier layer (see Fig. 4.8). The optimal object location in l−1 layer
can be defined as:
argmax
m,n
fl−1(m,n)+ γ fl(m,n),
s.t.|mˆ−m|+ |nˆ−n| ≤ r,
|Lˆ−L| ≤ ∆
(4.13)
The first constraint r indicates that only the r× r neighbouring regions are used to search for
the corresponding objects in the current correlation response map. The second constraint ∆
means that cell growth lengths between the corresponding objects (L and the new cell length
Lˆ) are smaller than the predefined threshold.
The object location is finally localised by maximising Eq. 4.13. After that, the correlation
filterW d in Eq. 4.10 are updated by using a moving average controlled by a learning rate η
70 Convolutional Neural Networks for Cell Segmentation and Tracking
Convolution 10
Convolution 8
Convolution 4
Position in last 
frame
Estimated 
Position
𝑤(1)
𝑤(2)
𝑤(3)
Cropped search window Tracking output
Fig. 4.8 Main stages of the proposed tracking method. Given an image, we first obtain the
search window. We extract the feature maps from the 4th, 8th and 10th convolutional layers.
These feature maps are then convolved with the learnt correlation filter w(i) to produce a
correlation response map. The maximum value means the estimated cell position. The final
cell location is refined by combining the multi-level response maps.
(in Algorithm 1 line 10-12):
W dt =
Adt
Bdt +λ
;
where, Adt = (1−η)Adt−1+ηY
⊙
X¯d;
Bdt = (1−η)Bdt−1+η
D
∑
i=1
X i
⊙
X¯ i,
(4.14)
where t is the index of frame.
Solving Cell Events: In the chapter 3, we have proved that a cell septum indication function
is an efficient way to identify and record mother and daughter cells relationship to construct
a cell trajectory and genealogy. It is to identify the stages of cell growth by exploiting a
characteristic intensity profile across the septum of cells (see Fig. 3.7). The local minimum
of the profile was considered to be the separating point if the value of the local minimum is
lower than a pre-defined threshold. In the work, we still used this strategy to solve the cell
division issue.
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New entering cells have not been identified in the previous frames, which possibly lead to
false segmentation and tracking results at a particular frame. To address this issue, after
tracking through the current frame without taking new entering cells into consideration, a
new correlation filter and a new trajectory are created and evolved. For those leaving cells,
the trajectory will be terminated when the corresponding cell cannot be identified in the
current frame.
Implementation Details: Van et al. [129] has stated that the outputs of the pooling layers
were ignored in order to retain more spatial resolution on each convolutional layer. In our
implementation, we also ignored the fully-connected layers as well as pooling layers, and
only employed the outputs of the last three convolutional layers (4, 8 and 10-th layer) as our
feature maps. We set a 0.1 kernel width to create the Gaussian function labels and defined the
regularisation parameter λ in Eq.4.8 as 10−4. We defined the value of γ as 1, 0.5 and 0.02
for the 4, 8 and 10-th trained convolutional layer, respectively. Their learning rate η in Eq.
4.14 is set to 0.01. r and ∆ are set as 15 pixels and 2 pixels, respectively. The CNN system
was set up on a workstation with i7 CPU running at 3.5 GHz and 64 Gb RAM equipped with
a Nvidia Titan X GPU on Ubuntu 14.04 operating system. The training of the CNN network
took nearly 15 hours. It took nealry 10 seconds to segment a single time-lapse image with
300×300 resolution. For cell tracking, it runs at around 15 frames per second.
4.4 Experimental Results and Evaluation
We implemented CNN network in Python using the Numpy, Scipy, Scikit-image, Keras and
Theano, Python packages. All experiments were performed on a GeForce GTX Titan X
video card. In this section, we first discuss the optimal settings for our CNN scheme for cell
segmentation and tracking. Secondly, we compare our proposed CNN based method with the
published tracking packages MicrobeTracker, MAMLE, Deepcell and our proposed level set
based method. Meanwhile, the analysis of single-cell growth produced a number of insights
into the mechanism of bacterial growth.
4.4.1 CNN Setups
In this work, our proposed method was evaluated on three E.coli datasets, 1) the Micro-
beTracker example data [29], 2) Schnitzcells [30], 3) and the E.coli data from our own
experiments. The CNN was further tested on M.smegmatis data also generated from our
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Table 4.2 Cell growth parameters with mean (M) and standard deviation (SD)
L0 (pixels) L f (pixels) T (frames)
M 16.758 31.822 23
SD 4.689 6.706 8
Table 4.3 Effect of dropout, batch normalisation or not at all for cell segmentation perfor-
mance.
Feature None Batchnormalisation Dropout
Dice
coefficient 0.831 0.842 0.858
own experiments. All datasets were manually annotated by human experts. The two public
datasets were obtained growing as largely isolated cells or micro-colonies on agarose pads,
which can provide high quality images comparing to our dataset. However, our M.smegmatis
and E.coli datasets pose more challenges to our approach with densely growing cells in the
microfluidics system, which always have low contrast than growing on agarose pads.
The hyper-parameters could influence its overall performance. They can be divided into two
groups based on their purposes. We used 10% of our datasets for deciding the parameters of
our proposed scheme. The following gives details of various experimental setups as well as
additional experiments to justify some of our design choices. For CNN based segmentation
method, I made observations on the training set and noted the properties of key cell objects
as shown in Table. 4.2. These observations helped us to establish object size references for
all processing. In CNN network, the image size was set to 61×61 pixels which can cover
the areas of the cell objects as well as its surrounding background information. If size is too
small, it is hard to include the large objects and distinguish these cells from their surrounding
background. Furthermore, large size will include too much background information and
increase the computational time.
We also explored how dropout and batch normalisation approach improve the segmentation
performance for CNNs model (see Table. 4.3 and Fig. 4.9). Dropout is a regularisation
approach to randomly turn off units during training [149]. By using this technique, it could
avoid overfitting and reduce training time. Batch normalisation is to reduce the internal
covariate shift issue by using batch statistics to convert the output of each layer into one that
has zero mean and unit variance [150]. Comparing with using batch normalisation or not at
all, we believed that CNNs with dropout layers had exciting performance in our experiments.
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Fig. 4.9 Validation error of CNNs for the performance assessment provided by dropout, batch
normalisation and not at all.
Table 4.4 Top three results of parameters in the hierarchical visual tracking framework based
on the multiple object tracking precision (MOTP) and the multiple object tracking accuracy
(MOTA).
σ , γ ,η , r,∆ MOTP (pixel) MOTA (%)
0.1, 1, 0.5, 0.02, 0.01, 15, 2 93 80.61
0.2, 1, 0.5, 0.01, 0.05, 15, 2 101 78.16
0.1, 1, 0.5, 0.1, 0.01, 10, 1.5 151 72.20
The next group of parameters, kernel width σ , γ (in Eq. 4.13), learning rate η (in Eq. 4.14),
r and ∆, indicates the weights of the hierarchical visual tracking framework. To obtain the
optimal parameters for tracking framework, the optimisation scheme was performed on
the evaluation dataset. Table 4.4 listed top three of these parameters based on the multiple
object tracking precision (MOTP) and the multiple object tracking accuracy (MOTA). In
our implementation, we set a 0.1 kernel width to create the Gaussian function labels. We
defined the value of γ as 1, 0.5 and 0.02 for the 4, 8 and 10-th trained convolutional layer,
respectively. Their learning rate η in Eq. 4.14 is set to 0.01. r and ∆ are set as 15 pixels and
2 pixels, respectively.
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Table 4.5 The segmentation accuracy and generality of the different methods in various
density levels.
Density Level No.images No. cells (per image) Methods TP Over-seg. (total %) Under-seg. (total %) FN (total %) Segmentationaccuracy (%)
High 158 110600 (700)
MicrobeTracker 79632 10321 (9.33%) 9058 (8.19%) 11589 (10.48%) 72.00%
MAMLE 89586 7201 (6.51%) 8210 (7.42%) 5603 (5.07%) 81.00%
Our level set based method 95116 6512 (5.89%) 4647 (4.20%) 4325 (3.91%) 86.00%
Deepcell 97811 5653 (5.11%) 4431 (4.00%) 2705 (2.45%) 87.12%
Our CNN based method 99213 5052 (4.57%) 4666 (4.22%) 1669 (1.50%) 88.01%
Medium 272 108801 (401)
MicrobeTracker 83777 8941 (8.22%) 8201 (7.54%) 7882 (7.24%) 77.00%
MAMLE 92481 6402 (5.88%) 5004 (4.59%) 4914 (4.52%) 85.00%
Our level set based method 96833 4200 (3.86%) 4012 (3.68%) 3756 (3.45%) 89.00%
Deepcell 98811 4653 (4.28%) 3420 (3.15%) 1905 (1.75%) 89.52%
Our CNN based method 100213 4052 (3.72%) 3066 (2.82%) 1470 (1.35%) 90.00%
Low 512 40960 (80)
MicrobeTracker 34816 2248 (5.49%) 1923 (4.69%) 1973 (4.82%) 85.00%
MAMLE 37683 1351 (3.29%) 879 (2.15%) 1047 (2.56%) 92.00%
Our level set based method 38912 701 (1.71%) 632 (1.54%) 715 (1.75%) 95.00%
Deepcell 39111 622 (1.51%) 580 (1.41%) 647 (1.58%) 96.21%
Our CNN based method 39345 590 (1.44%) 512 (1.25%) 513 (1.25%) 96.66%
4.4.2 Results and Discussion
Segmentation: We compared the segmentation performance of our proposed CNN based
method withMicrobeTracker,MAMLE, Deepcell and our previous proposed method. Fig.
4.10 shows segmentation results of five different methods onMicrobeTracker, Schnitzcells
and our E.coli dataset. The red arrows highlight the difference of segmented results of
these different methods. The results in Table 4.5 reveal the high segmentation accuracy
and generality of the proposed method in different density levels, comparing to other four
methods. To provide a compelling reason why the published approaches are not sufficiently
good for the large scale individual cell studies, we evaluated the consistency level for the
number of extracted cells in Fig. 4.11. Compared with those published methods, our CNN
based methods is able to produce consistent results between consecutive frames.
Table 4.6 shows the comparison of the segmentation algorithms based on the proportion of
cells correctly identified at different datasets at optimal Dice coefficient. It shows that the
performance of our proposed CNN based method is comparable to that of the state-of-the-art
algorithms on phase contrast microscopy images. Furthermore, it has obvious improvements
on segmentation results for bright field microscopy images. It is necessary to note that neither
MicrobeTracker,MAMLE, nor Deepcell was developed for dealing with the data for bright
field microscopy images that we have. In addition, to verify the ability of our CNN based
method, we also demonstrated that the segmentation results for M.smegmatis data with very
low image contrast (see Fig. 4.12), which failed to be segmented by these published methods
and our previous level set based method.
Tracking: To further evaluate the performance of our proposed method, we tested its
tracking results on a large scale experiment. According to the cell density in our dataset, we
chose 100th frame (around fifth generation) as a threshold to categorise time-lapse images
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Fig. 4.10 Zoomed-in segmentation results: Data 1 is from the MicrobeTracker example data,
Data 2 is from Schnitzcells, and Data 3 is from our own E.coli dataset. The first row is the
original images, the second row is the segmentation results of MicrobeTracker, the third
row is the segmentation results ofMAMLE, the forth row is the segmentation results of our
level set based method, the fifth row is the segmentation results of Deepcell, the last row
is the segmentation results of our CNN based segmentation. The red arrows highlight the
difference between these different methods.
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Fig. 4.11 The consistency level for the number of extracted cells in sparse and medium
crowded frames: yellow line is the extracted cell number from the Deepcell and blue line is
the extracted cell number from our CNN based method.
(a) (b)
(c) (d)
Fig. 4.12 The segmentation results of M.smegmatis cells with very low image contrast by
using our proposed method.
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Table 4.6 The proportion of correctly identified cells at optimal Dice coefficient for different
methods on three datasets.
Data 1 Data 2 Data 3
MicrobeTracker 78.66 70.29 63.34
MAMLE 83.51 81.55 78.64
Our level set
based method 80.95 79.62 87.56
Deepcell 84.15 83.22 79.67
Our CNN
based method 88.15 82.62 89.56
Table 4.7 The performance for our dataset of the group with medium crowded density based
on the multiple object tracking precision (MOTP), the ratio of false negatives (FN), the
ratio of false positives (FP), the ratio of mismatches (MM) and the multiple object tracking
accuracy (MOTA).
MOTP
(pixel)
FN
(%)
FP
(%)
MM
(%)
MOTA
(%)
Schnitzcells 261 10.91 1.08 18.58 69.43
MicrobeTracker 308 6.56 1.58 10.50 81.36
Our level set based method 268 5.83 0.79 8.07 85.31
Our CNN based method 221 3.87 0.73 7.29 88.11
Table 4.8 The performance for our dataset of the group with highly crowded density.
MOTP
(pixel)
FN
(%)
FP
(%)
MM
(%)
MOTA
(%)
Schnitzcells 159 22.33 5.83 42.54 29.30
MicrobeTracker 181 19.81 2.49 22.50 55.20
Our level set based method 168 14.54 2.41 18.95 64.10
Our CNN based method 150 12.87 1.83 15.29 70.01
into medium and highly crowded density. Table 4.7 and Table 4.8 illustrate the tracking
performance based on precision and accuracy for datasets with medium and highly crowded
density, respectively. Our proposed scheme has higher MOTA than other two published
tracking methods in both medium and highly crowded density. In detail, it significantly
reduces the error ratio of FN, FP and MM, which are critical task in cell tracking systems.
Fig. 4.13 shows an illustration of the tracking results of the proposed method for a single
cell. The red box highlights a cell suddenly leaved the field-of-view around 60 - 70 min.
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Fig. 4.13 Tracking results of a single cell from its birth to division by using the proposed
method. The red box highlights a cell suddenly leaved the field-of-view around 60 - 70 min.
By using our CNN based approach and genealogy tree construction method, single cell
growth curves for E.coli was constructed and then instantaneous growth rate for each cell
was computed. Since our method can robustly generate accurate segmentation masks, it can
be applied to automatically analyse thousands of bacterial cells. We also generated a spatial
heat map by integrating the segmentation masks with the instantaneous growth rate, which is
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Fig. 4.14 Extracting dynamic measurements (cell division time and instantaneous elonga-
tion rate) of single cell imaging experiments by using our CNN based method. (a) is the
distribution of doubling time. (b) is the distribution of instantaneous elongation rate at birth.
Fig. 4.15 Combining the segmentation results with the cell instantaneous elongation rate,
a spatial map of growth rates is constructed for single cell. This map allows us to rapidly
identify slowly dividing cells (such as persister cells).
coloured by the growth rate with single cell resolution. Fig. 4.14 and Fig. 4.15 shows these
dynamic measurements (e.g., cell division time, instantaneous elongation rate and spatial
heat map) for single cell imaging experiments.
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4.5 Conclusion
In this section, we have illustrated that deep learning is able to perform the cell segmentation
and tracking with accuracy sufficient for cell time-lapse experiments. The method incor-
porates deep convolutional neural networks with a hierarchical visual tracking approach,
which directly learn cell patterns for cell segmentation and tracking together. The evaluation
of our method was conducted on four datasets: two published datasets, one E.coli and one
M.smegmatis from our own experiments. It demonstrated that our proposed method generated
competitive results, both in segmentation and tracking. We also visualised the cell growth
parameters over time from the birth to its division, and measured its size at birth, size at
division, division time, and elongation rate.
Compared with our level set based method, CNN based method has significantly improved
accuracy for the cell segmentation masks, such that it is able to reduce the time required for
manual supervision and correction. Although our method works well on different density
data, further improvement of this method will handle suddenly entering/leaving the field-of-
view (see Fig. 4.13 60 - 70 min). Based on our experiences outlined in this section, we believe
that deep learning is a powerful tool for analysing images for cell imaging experiments. But
we noticed that this ability depends on data quality and likely will not hold for all experiments
if no sufficient training data are available. Moreover, it may need refinement for applying to
other cell types and the analysis of a variety of cell imaging experiments.
In the next section, we will further analyse the cell growth over time from the birth to its
division, and measured its size at birth, size at division, division time, and growth rate
including all instantaneous elongation rates. We also explored the persister cells with regards
to their variation and inheritance.
Chapter 5
Quantitative Analysis of Cell Growth
and Division
The factors controlling cell growth and division remain an essential question in biology.
Recently, several studies have addressed this by measuring individual live cells grown in
microfluidic chambers. Genetically-identical cells may present variation in characteristics
such as gene expression or growth rate. These diverse phenomena play an important role in
cellular variability in response to drugs such as antibiotics and anti-cancer agents. In particu-
lar, when a genetically homogenous population of bacterial cells is exposed to bactericides,
a tiny fraction of cells survives the treatment, known as bacterial persistence. Despite its
biomedical relevance, the origin of the phenomenon is still unclear. In this study, we used
high throughput single-cell time-lapse microscopy and computer-aided image analysis to
extract the growth of cells over several generations in a microfluidic device. We discovered
loss of phenotypic inheritance causes increased frequency of persisters. We also illustrated
that cell growth and division was most consistent with the adder model in a single generation.
These novel observations can be accounted for the generation and maintenance of phenotypic
variation and provide potential new targets for the development of novel therapeutic strategies
that address persistence in bacterial infections.
5.1 Introduction
For the last three decades, bacterial antibiotic resistance is a growing global health issue
[151]. Many studies found that bacterial antibiotic resistance is often intimately associated to
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growth rate [152], and the expression of drug resistance genes is often related to the bacterial
cell growth status [153, 154]. Cell growth and division play a crucial role in phenotypic
variation such as development, bacterial persistence, cancer and resistance to anticancer
drugs. However, the nature of features controlling cell growth and division are still unknown,
such as why and how a cell determines to divide, and how variation in division rates is
distributed in populations of genetically-identical cells.
Classical microfluidic experiments in E.coli illustrated that persisters were non-growing
or slow-growing prior to antibiotic exposure [7]. In this landmark research, Balaban et al.
identified two types of persisters:
(i) Mostly non-growing cells generated during stationary phase;
(ii) Mostly slow-growing cells formed during exponential growth.
Several factors associate persistence to slow growth, such as their increased abundance in
slowly-growing [152] and stationary phase cells [155]. It is obvious that slow growth scheme
protects bacteria from the antibacterial activities of many bactericidal drugs. Therefore,
understanding cell growth is critical for investigating bacterial resistance.
Schaechter et al. [156] defined simple growth laws that explain how cell populations show
narrow and stable distributions of cell length, doubling time and growth rate under constant
growth conditions. However, how this variation is formed in individual cells is unknown.
Three basic models have been investigated:
(i) Timer: cells divide after a certain time [156–158];
(ii) Sizer: cell divide when they reach a certain size [157, 159, 160];
(iii) Adder: cells add an approximately constant length before division [161, 162].
With the development of microfluidic and high throughput imaging technologies, detailed
measurements of growth features have become possible relatively for individual cells
[30, 163]. Several studies have investigated variation of growth parameters in timer, sizer or
adder models for bacterial cell growth and division. The most recent studies have demon-
strated that an adder model provides a robust mechanism for maintenance of cell size
homeostasis. Recently, Kiviet et al. [164] mentioned that elongation rate of sisters is signifi-
cantly correlated, which is not included by the adder model or any of the current models of
growth and division.
In our work, an interpolated-contour analysis was first applied to determine cell borders for
accurate and precise measurement of cell growth and division regardless of cell geometry.
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Based on this technology, we discovered that the high persister mutant strain of E.coli, HipQ,
is defective in its phenotypic inheritance of growth rate variation. We also demonstrated that
sisters’ growth length within one life cycle and division time are highly correlated, which
are also not considered by adder model. Thus, we further investigated intergenerational
inheritance of growth parameters both experimentally and in silico and illustrated that both
sister and mother-daughter correlations can be accounted for in a modified adder model
involving epigenetic inheritance of stochastically-fluctuating elongation rates.
5.2 Related Work
In this section, we discuss biological data analysis methods closely related to this work.
Biological data analysis can generate large and complicated high dimensional data, which
describe the differences or the phenomena-of-interest of biological samples. Understanding
and analysing complicated microscopy data are crucial for biological image analysis field.
Furthermore, it can identify interesting phenotypes or artefacts and develop statistical models
of cellular appearance and shape. The effective analysis and visualisation of microscopy data
plays an important role in possible relationships and hypothesis identification and developing
appropriate statistical or mathematical modelling methods. Eliceiri et al. [165] gave a
comprehensive overview of all the different tools, such as image acquisition, storage, analysis
as well as image and data visualisation.
Biological Image Analysis Tools: Segmentation and tracking results are often used to
support the biological data analysis. For example, ImageJ and Fiji [166] are most widely
used for scientific image analysis. Currently, it has been incorporated with a large number of
plugins ranging from cell counting to cell tracking. Cellprofiler was developed to facilitate
the data exploration, analysis, and classification for large biological image sets. It is a
popular open-source software package to carry out cell segmentation, feature extraction and
classification for different cell populations.
Other similar tools areMicrobeTracker [29] andMAMLE [113], which perform various image
analysis tasks such as segmentation and tracking. However compared to other commercial
tools (Cellomics, Harmony or IN Cell Investigator), they might not be very well integrated
with high-throughput microscopy hardware. Moreover, it is more focused on 2D high-
throughput screening data. In [167], a very comprehensive set of tools was provided for the
multi-channel 3D images analysis. Haubold et al. [168] presented the ilastik platform, which
is a simple and user-friendly tool for interactive image, segmentation, classification and
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analysis. It can be integrated with many very advanced machine learning based algorithms
for segmentation and tracking.
Live-cell imaging has shown that all cells are temporally and spatially organised. Quantitative
image analysis play a crucial role in cellular imaging, which generates enriched data of
isolated cell features for large microscopy datasets. In [169], PSICIC was developed for
cellular high-throughput and quantitative analysis. It was to accurately and precisely detect
cell borders at sub-pixel scales. Recently, in [129], authors aimed to develop a robust tool for
a variety of live-cell imaging experiments through CNN models.
Biological Data Visualisation Tools: Previous mentioned studies have been presented to
explore complicated biological imaging datasets from different angles. Walter et al. [170]
gave a very comprehensive and broad overview for different visualisation tools. They are
to quantify phenotypes for these imaging datasets. For example, CellProfiler Tracer is to
visualise time-lapse data and illustrate the resulting cell trajectories, lineage tree and the
progression of selected cells along time. CellProfiler Tracer allows visualisation of time-lapse
data and exploration of the resulting cell trajectories, lineage tree as well as the progression
of selected cells along time simultaneously [116]. The single-cell growth curve analysis has
recently been used to explore the bacterial growth mechanism, including the identification of
the adder model for bacterial growth [161, 163]. In [129], single-cell growth curves were
constructed for E.coli grown in a micro-colony and then the instantaneous growth rate for
each cell was computed. Using the instantaneous growth rate, they also generated a spatial
heat map for the micro-colony that is coloured by single-cell resolution with the growth rate.
One of the main objectives for cell biology is to explore how cells adopt varying shapes and
expressions with different environmental and cellular conditions. The image derived features
are often applied to investigate how molecular processes contribute to cellular morphology
through a statistical analysis. In [171], the PhenoRipper tool was to rapidly investigate
high-content microscopy images. It enables to compare images obtained under different
experimental conditions based on the similarity of image phenotype. Since it applied a set
of blocks to analyse the images rather than individual cells, this tool did not depend on an
explicit cell segmentation method. Finally, it mapped the data into a high-dimensional feature
space as well as a number of classes.
Biological Data Analysis: These tools contribute to generating quantitative models for
the cell and cellular function [172–174]. Several groups have studied cell elongation and
septum placement in mycobacteria, reaching different conclusions about the asymmetry or
symmetry of these processes. In addition to stochastic gene-expression variation, phenotypic
heterogeneity in drug sensitivity may result from built-in deterministic mechanisms. Aldridge
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et al. [175] proposed that mycobacterial growth is unipolar and mainly from the old cell pole.
They demonstrated one daughter cell inherits the growing (old) pole, whereas its sibling
creates a new growth pole, leading to a slower elongation rate. They also stated asymmetric
growth ofMycobacterium smegmatis gives rise to daughter cells of different sizes and with
different elongation rates, and the slower-growing cells are less susceptible to multiple drugs.
In contrast, exclusively unipolar growth was not observed by other authors, although some
did notice a different growth rate between poles without reference to pole age [176, 177].
Another study showed the same elongation rate of mycobacterial growth from both poles
[178]. However, they quantified exponential growth rate, considering elongation velocity to
be size-dependent (larger cells growing faster), and their data show that the cells inheriting
the old pole tend to be larger at division and so grow faster than the new pole cells. They
also did not find any difference between old pole and new pole cells regarding sensitivity
to the antibiotics, although the possibility that the different techniques used could affect the
results cannot be discarded. In addition, Wakamoto et al. [179] supported the elongation
rate remains the same in sister cells, and a weak positive association was described between
survival in the presence of isoniazid and the inheritance of the old pole.
Some works on M.smegmatis showed that some cells exit dormancy stochastically and
independently of time or environmental factors, perhaps through the stochastic expression or
repression of a master regulatory gene [180]. These results suggest that slowing of growth
may not be the only common strategy for microorganisms to achieve persistence. Asymmetric
growth and division is widespread in bacteria and may have evolved multiple times [181],
because it influences population aging and produces phenotypic heterogeneity. The recent
work in mycobacteria suggests that phenotypic heterogeneity could arise at multiple levels
through asymmetric polar growth and inaccurate cell division. The ultimate importance of
the specific forms of growth asymmetries in host-pathogen interactions is a key area for
further investigations.
Several features associate persistence to slow growth, such as their increased abundance
in slowly-growing and stationary phase cells. Classic microfluidic experiments in E.coli
demonstrated that persisters were slow-growing or non-growing prior to antibiotic exposure.
Peter et al. [152] examined associations between growth rate within bacterial populations
and survival patterns following treatment with antimicrobial agents. They executed survival
analysis on the inactivation of E.coli populations, grown as batch and continuous cultures,
exposed to ciprofloxacin, benzalkonium chloride and tetracycline. They found the fraction of
persisters increased with decreasing growth rate when cultures were prepared in continuous
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culture. It suggested that the presence of persisters in populations of bacteria relate to small
subset of cells that are growing only slowly or are metabolically quiescent.
Several models of growth and division of cells have been proposed recently. Lydia et
al. [159] tested the timer and sizer hypotheses on single-cell growth of Escherichia coli.
They demonstrated that a size-independent timer mechanism for division control, though
theoretically possible, is quantitatively incompatible with the data and extremely sensitive
to slight variations in the growth law. In contrast, a sizer model is robust and fits the data
well. In addition, they tested the effect of variability in individual growth rates and noise in
septum positioning and found that size control is robust to this phenotypic noise. Godin et al.
[182] and Mir et al. [183] supported a size-control mechanism that would prevent cells from
dividing before reaching a minimum size; once achieved, the division would proceed in a
random fashion [178].
Alternatively, Osella et al. [157] stated cell size is an important control variable of cell
division, but not the sole one. They found a pure dependency of division rate on cell size
does not suffice to reproduce the available experimental observations, but a joint dependency
of division rate on size and cell cycle time does. Manuel et al. [184] and Taheri-Araghi
et al. [161] demonstrated that cells add a constant volume each generation, on average,
irrespective of cell length at birth. This simple mechanism provides a remarkably robust cell
size control without the need of being precise, abating size deviations exponentially within
a few generations. As discussed above, increasing evidence suggests that persistence is in
fact an actively maintained state, triggered and enabled by a network of intracellular stress
responses that can accelerate processes of adaptive evolution.
Sailem et al. [185] introduced a method for cellular shape modelling. It applied hierarchical
clustering and Gaussian mixture modelling to develop a graphical model based on the
quantitative features derived from images. It aimed to interpret how the cross talk between
Rac and Rho govern shape changes in wild-type Drosophila BG-2 cells. In [186], a distance
metric was learned from labelled data to improve the representation of an appearance model.
It was to analyse the heterogeneous expression patterns in cell nuclei.
Biological Data Models: Currently, it is still challenging to reproduce image analysis
experiments. Any change in parameter settings or implementation details might actually
cause different results. Furthermore , it is often limited by the variable shape and size of
different types of cells. Additionally, various visualisation and analysis capabilities can be
integrated. Substantial further work will be needed to obtain this aim.
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Fig. 5.1 Time-lapse images of the E.coli cells. Scale bar, 10 µm. Time (mins) is indicated on
upper right corner.
5.3 Bacterial Cell Growth and Division Measurements
To investigate cellular growth and division, we tracked individual E.coli cells growing in
a microfluidic device using time-lapse microscopy. In Fig. 5.1, cells were imaged for six
generations under a constant growth condition (which described in Section 2.6). Quantitative
analysis of such images is able to reveal subtle, non-obvious information and characterisation
of large datasets by measuring cell morphologies and tracking cellular components in space
and time. However, quantitation of cellular data from time-lapse microscopy images poses
many challenges. Due to the light diffraction and the relatively small size of many cells, the
first challenge is to identify cell outlines with high precision and accuracy. The classical
method of identifying cell borders, such as thresholding, classification or active contour,
generates jagged edges that cannot accurately display the shapes of most cells. Moreover, the
presence of complex cellular geometries and variable cell sizes and shapes poses a second
challenge for analysing bacterial morphology localisation.
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(a) (b)
Fig. 5.2 The sample cells with complex cellular geometries (white arrows). (a) is from the
E.coli cell image. (b) is from theM.smegmatis cell image.
5.3.1 Establishing a Coordinate System of Each Individual Cell
Many groups have implemented ad-hoc, often labour-intensive methods to analyse specific
aspects of their images of interest. Many recent studies employed interpolated contours
to increase spatial resolution and define more accurate cell borders [169]. Importantly,
identifying the accurate division site still remains a key challenge for quantitation analysis
of bacterial cell morphology. For example, cell division of E.coli is a symmetric process,
resulting in two similarly-sized daughters.
In previous chapters, our proposed methods are able to segment and track the individual cells
from time-lapse microscopy images. However, it might not accurately display the lengths and
shapes due to the presence of those complex cellular geometries (see Fig. 5.2). To achieve
robust and accurate quantitation, each extracted cell outline is used to establish a coordinate
system for measuring its characteristics, such as location, shape, size and division site. In
our implementation, the cells (e.g. E .coli and M.smegmatis) are often rod shape or variants
on a rod shape, the length of the cell is regarded as a natural axis. Therefore, a projected
coordinate system is created by connecting the poles of the cell as the midline (the long axis),
and then defining non-intersecting lines through this midline as the other axis (see Fig. 5.3):
1. The first stage of this process is to identify the cell poles. The two points, that are
most distant from each other on the border of the cell, are initially estimated as the cell
poles, which will be refined later (See Fig. 5.3 (b) and (c)).
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Fig. 5.3 The procedure for creating a projected cell coordinate system. (a) The original image.
(b) The set of red dots, defining a border of that cell in the proposed method. The dots are
unevenly located on the cell border. (c) A pair of blue stars on the boundary is chosen as
a first estimated poles based on the greatest Euclidean distance apart. The extracted poles
will divide the contour into two curves (left and right parts for this example). (d) An equal
number of blue triangles are evenly located along the left and the right parts. The distances
between points on the one side (e.g., left side) are all equal. However, the distances are not
necessarily equal on the other side (e.g., right side). (e) All points of one side are paired
with the corresponding points of another side, and a straight line (blue lines, known as width
line) is used to connect the pairs. (f) The midline (green line) is drawn connecting the poles
through the midpoint of each of the width lines (blue lines). (g) Each pole is moved stepwise
iteratively until the longest midline is identified. (h) The set of non-intersected midlines is
drawn to identify cell division site. (i) Cell width (black solid line) and cell division site
(dashed line) can be quantified by applying the resulting internal coordinate system of cell
width and midline lines.
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2. Having selected the poles, the cell border is separated into the two sides (e.g., left and
right sides), one running clockwise from one pole point to another point, the other
counterclockwise.
3. An equal number of points (np) are then evenly spaced along both the clockwise and
counterclockwise sides of the curve. The spacing for these points on each side is deter-
mined by the arc length of each curve, which means the spacing of counterclockwise
half curve is not necessary to equal that of the clockwise part. The value of np can be
set arbitrarily, but should be set to over-sample the original data. If np is too small, the
length of cell might not be correct, but if np is too large, the computation time increases
drastically. In this work, np = 150 was found to sufficiently capture the variation of
our data (see Fig. 5.3 (d)).
4. Each border point on the counterclockwise half is then linked to its corresponding
point on the clockwise curve, resulting in a set of np non-intersecting width lines (see
Fig. 5.3 (e)).
5. The midline of the cell is generated by connecting all of the midpoints of these width
lines ((see Fig. 5.3 (f))).
6. To accommodate cell shapes for which the poles are not the two most distant points,
the cell poles are moved stepwise along the cell contour, and then the entire midline
generation process are iteratively applied to determine the longest midline (see Fig. 5.3
(g)). This process is implemented on both clockwise and counterclockwise, starting
at both poles. If the current midline is longer than the previous one, the search will
continue in that direction; otherwise, the search will stop.
As cell division of E.coli is a symmetric process, their daughters often have similar size.
The generated midlines can be used to identify the division site of cell. We produce a set
of lines which are non-intersected with the longest midline (see Fig. 5.3 (g) and (i)). Using
the resulting lines, the cell division progress can be quantified until the intensity value of the
intersection point between the midline and width line are lower than predefined threshold
(red line, which is defined in previous chapter 3.4).
The set of width lines and the midlines are used to generate the coordinate system (see Fig.
5.3 (i)). The length of the midline and these width lines are recorded to further quantify
the shape of the cell. In addition, this coordinate system can be superimposed on other
micrograph channels to reveal other properties of the cell, such as the position and magnitude
of the division invagination.
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Fig. 5.4 The sample rotated cell images. (a) is the original image. (b) - (f) are rotated images
at different angles from 0◦ to 180◦.
5.3.2 Cell Measurement Validation
To verify the accuracy of measurements, a set of cells were analysed by our proposed method.
We examined 100 individual cells, each rotated 12 different angles from 0◦ to 180◦ (see
Fig. 5.4). The measured widths, lengths, areas and division sites of cells were compared to
those of their original pre-rotated images (see Fig. 5.5). The results demonstrated that the
difference between the measured and expected length had a standard deviation of 0.0617
pixels. In Fig. 5.6 (a), the proposed method with interpolated contour coordinate system has
high accuracy for the measured length comparing one without interpolated system.
In addition, to assess the accuracy of measuring the division site, our proposed method
was used to record the growth progress of the E.coli. These results validate the use of our
proposed method to extract the detailed characteristics of cells from microscopy images with
high precise and accuracy (see Fig. 5.6 (b)). Our interpolated method also demonstrates that
division sites are extreme accuracy than one without coordinate system.
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Fig. 5.5 The explanation of how to evaluate cell widths, lengths, areas and division sites.
5.4 Analysing Phenotypic Variation of Single Cell
Many models of cell growth and division have been studied recently [157, 159, 161, 184].
Our proposed cell extraction system can help researchers to reveal cell phenotypes that are
not obvious by visual inspection. To illustrate this ability, we examined single cell studies,
using a microfluidics platform, to analyse growth and division of individual cells of both
the wild-type (Wt) and the HipQ mutant (Mt) for exploring how persistence fits into those
previous studied models.
5.4.1 Symmetric Process and Inheritance of Phenotypic Variation
Table 5.1 shows the extracted cell growth properties (size at birth L0, size at division L f , size
extension ∆, division time T and elongation rate g (see Table 2.1)) before antibiotic exposure.
Fig. 5.7 and Table 5.1 illustrate that the average value of measured parameters does not
have significant different between Wt and HipQ mutant strains. Based on these extracted
properties, we found that the values of both growth rate µ (µ = 1/T , see Fig. 5.8) and
elongation rate g (see Fig. 5.9) varied widely between generations but appeared constrained
in a bounded range of values at steady-state. Importantly, cells add a nearly constant length
prior to division. Fig. 5.10 shows that cells were behaving consistently with the adder model
comparing against the sizer and timer models.
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Fig. 5.6 The performance of our proposed interpolated method. (a) Comparison of the results
of the measured and expected length using different methods with or without interpolated
contour coordinate system. (b) The distance between the measured and expected division
sites using different methods with or without coordinate system.
Inheritance of phenotypic variation was next explored by measuring the relationships of
mother-daughter (M-D) between generations and sister-sister (S-S) within a generation (see
Table 5.2 and Table 5.3, respectively). Table 5.2 shows M-D correlations of T or ∆ were
close to zero, which demonstrates that there was virtually no memory of these parameters
between mother and daughter cells. However, moderate levels of M-D correlations were
found on L0, L f , and g in Wt cells, indicating that limited phenotypic information is passed
between generations. Despite low M-D correlations on T or ∆, high correlations were found
for both these parameters between sisters in Wt (see Table 5.3). Surprisingly, the HipQ
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Table 5.1 Mean, standard deviation (SD) and standard error of mean (SEM) values for size at
birth (L0), length at division (L f ), elongation rate (g), division time (T ) and length extension
(∆) for Wt and HipQ mutant. Values are rounded up to 3 decimal places and represent three
independent experiments composing a total of 1710 wild-type (Wt) and 1638 HipQ mutant
cells.
L0 (µm) L f (µm) T (hour) g (1/hour) ∆ (µm)
Wt
Mean 2.74 5.39 0.51 1.37 2.65
SD 0.81 1.24 0.19 0.32 0.83
SEM 0.02 0.03 0.01 0.01 0.02
HipQMutant
Mean 2.60 4.92 0.45 1.39 2.32
SD 0.75 1.09 0.16 0.31 0.75
SEM 0.02 0.03 0.01 0.01 0.02
Table 5.2 Mother-daughter correlation coefficients for wild-type (Wt, n = 1710) and HipQ
mutant (Mt, n = 1638) cells. Values represent three independent experiments and are shown
to 3 decimal places. M = mean and SD = standard deviation.
Wt Mt
M SD M SD
L0 0.604 0.149 0.766 0.162
L f 0.686 0.147 0.845 0.161
T -0.104 0.047 -0.044 0.215
g 0.565 0.034 0.276 0.102
∆ 0.037 0.12 0.361 0.385
Table 5.3 Sister-sister correlation coefficients for wild-type (Wt, n = 1710) and HipQ mutant
(Mt, n = 1638) cells. Values represent three independent experiments and are shown to 3
decimal places. M = mean and SD = standard deviation.
Wt Mt
M SD M SD
L0 0.735 0.036 0.826 0.074
L f 0.515 0.291 0.685 0.107
T 0.8 0.048 0.62 0.057
g 0.513 0.022 0.413 0.15
∆ 0.489 0.183 0.499 0.05
mutant strain illustrated significant loss of M-D correlations on elongation rate, g, which
were less than half the value for the Wt (see Fig. 5.11); also S-S correlations on division time
T (see Fig. 5.12) and elongation rate g (see Table 5.3) were reduced. Thus, the HipQ mutant
strain exhibits the novel phenotype of reduced phenotypic inheritance (RPI).
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(a) (b)
(c) (d)
(e) (f)
Fig. 5.7 Persisters, their mothers and sisters are located at the extreme end of growth
parameters distributions. The distribution of growth parameters as population density for (a)
T , (b) ∆, (c) L f , (d) L0, (e) g and (f) initial velocity as population density. Mother of persister
(orange), persister (black) and persister’s sister (green) are represented upon the right hand
side axes and HipQ mutant (blue circles) and Wt (blue cross) are represented on the left hand
axes. Data is representative of three independent experiments composing a total of 1710 Wt
and 1638 HipQ mutant cells.
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b
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(a) (b)
Fig. 5.8 Growth rates of individual cells of both the Wt (1710 cells) (a) and the HipQ mutant
(1638 cells) cells (b). Red line is the mean of growth rates and black arrow shows the
steady-state.
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Fig. 5.9 An example of elongation rate trajectories for individual cell at the steady-state. Red
points are division moments with cell numbers.
5.4.2 Slowly Growing Cells
To explore if and how RPI affects persister formation, persister cells (identified as surviving
initial antibiotic exposure but being killed by antibiotic after regrowth) and their relatives
were characterised. We found that persisters tended to be born with small L0 (Fig. 5.13 (a))
and grew at slower elongation rates g (Fig. 5.13 (b)). Since growth of persisters includes a
period of anomalous elongation during exposure to antibiotic it was not possible to measure
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(a) (b) (c)
Fig. 5.10 Growth characteristics for the (a) sizer model, (b) the timer model and (c) the adder
model. Wt is depicted in black circles/ solid line and HipQ mutant as clear circles/ dashed
line.
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Fig. 5.11 Mother-daughter growth parameters g for (a) Wt and (b) Mt. (c) Correlation
coefficients (CC) with standard deviations of Wt and Mt for mother-daughter g.
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Fig. 5.12 Sister-sister growth parameters T for (a) Wt and (b) Mt. (c) Correlation coefficients
(CC) with standard deviations of Wt and Mt for sister-sister T .
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Fig. 5.13 Persisters growth parameters. (a) Size at birth (L0) and (b) elongation rate (g)
measurements for normal (N, n=1644), persister’s mother (PM, n=14), persister (P, n=17)
and persister’s sister (PS, n=14) and for N and PM for (c) size at division (L f ) and (d) ∆,
from at least 3 individual experiments.
L f , T or ∆; however, the average age of the persister population, prior to antibiotic addition,
was about twice that of the non-persister population, indicating that their division time is
lengthened to compensate for their slower elongation rate, as predicted by the adder model
(see Table 5.4).
Due to the persister cell’s acquisition of extreme values of L0 and g, the character of persis-
tence thereby appears to be solely. The reduced L0 appears to be phenotypically inherited
from the persister cell’s mother that tended to be also small at birth and grew at slower rates
to achieve a smaller cell size at division to thereby generate smaller daughters. Surprisingly,
given the high degree of correlation for all measured properties between sisters, the character
of persistence did not correlate across sisters: the sister of a persister was generally not a
persister. However, when cells were stratified based on division time T into fast, medium
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Table 5.4 Growth parameter mean (M) and standard deviation (SD) and estimated parameter
values for the persister population. ∗ indicates value measured immediately prior to antibiotic
addition. A∗ is the average age of cells at time of antibiotic addition which was used to predict
the expected value, T #, of T for each population if growth had continued. This was based on
the assumption that, in steady-state, the average age of the population is half its average value
of T: 2×A∗ = T #. The top panel shows actual parameter values measured for the normal
cells in the experiment; whereas in the bottom panel values of these parameters are estimated
for each subpopulation based on ∗ measurements at the time of antibiotic addition, using the
calculated T # to estimate ∆#. Data is representative of three independent experiments with
the HipQ mutant strain comprising a total of 1638 non-persister normal (N) and 17 persisters.
L0 L f T g ∆
M 2.578 4.872 0.454 1.508 2.292N SD 0.749 1.073 0.159 0.327 0.745
L0 L∗a A∗ g ∆∗ ∆# T #
M 2.515 3.302 0.284 1.17 0.787 2.376 0.569
N∗ SD 0.488 0.867 0.142 0.928 0.532
M 1.949 2.14 0.597 0.643 0.191 2.251 1.193P SD 0.373 0.387 0.936 0.61 0.245
M 2.131 2.423 0.161 0.875 0.292 0.695 0.323PS SD 0.508 0.552 0.149 0.774 0.311
and slow-replicating cells, significantly lower M-D and S-S correlations on L0 and g were
found for slow-growing HipQ mutant cells compared to Wt (see Fig. 5.14), indicating that
their RPI is enhanced in the slow-growing cells that are the progenitors of persisters, leading
to lower sister correlations.
In summary, we hypothesised that reduced mother-daughter phenotypic inheritance of g
found in the HipQ mutant might be responsible for generating its high levels of persisters.
Our proposed system is able to reveal these phenotypic variations that are not obvious by
human visual inspection. These phenotypic variations and their inheritance are of funda-
mental importance in many biological phenomena that range from bacterial persistence to
development, to cancer, epigenetics and evolution. Revealing them will help researchers to
find new ways to target persister cells.
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Fig. 5.14 Pearson’s correlation coefficients for L0 and g with Wt (black) and Mt (grey) be-
tween mother-daughter (a), (c) and (e) and sister-sister (b), (d) and (f) following stratification
for slow (a) and (b), medium (c) and (d) and fast (e) and (f) on T .
5.5 Numerical Simulation of Cell Growth and Division
In the previous section, we have investigated the phenotypic variation of single cell. We also
found that cells elongate approximately exponentially at the single-cell level (see Fig. 5.15).
This section is to numerically simulate cell growth and division events in order to reproduce
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Fig. 5.15 The representative growth curve of a single cell. Cell length was measured every
6s. The black line is the best fit of the data with an exponential function.
the cell growth and division mechanism to prove those parameters generated (such as L0, ∆,
g, L f ) are correct. The adder model can be essentially described by as follows:
L f = L0egT (5.1)
∆= L f −L0 (5.2)
gT = ln(1+
∆
L0
) (5.3)
As indicated by adder model, there was an extreme low correlation between L0 and ∆ (see
Fig. 5.16 (a)). Also consistent with the literature [157, 161, 162], cell elongation rate g is
independent of cell length at birth L0 (see Fig. 5.16 (b)). Table 5.5 and Fig. 5.17 summarises
the Pearson correlations of key parameters between sister cells ρs−s, and mother-daughter
cells ρm−d . Table 5.5 illustrates that there are very similar correlations on both E.coli strains
(wild type and HipQ mutant).
Since more data on the Wt cells was available, further analysis was mostly focused on this
strain. In Table 5.5 and Fig. 5.17, four key parameters and eight relationships are used to
characterise the cell growth:
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Fig. 5.16 The cell growth length ∆ (a) and elongation rate g (b) are not correlated with initial
size L0 (Pearson correlations are shown). The scatter plot is composed of 1710 cells and the
dark grey lines represent binned data.
Table 5.5 Summarised correlation coefficients between sister cells and mother daughter cells,
along with values from literatures.
Sister Cells Mother & Daughter
Key Parameters WT HipQMutant WT HipQMutant
L0 0.70 ± 0.05 0.826 ± 0.07 0.56 ± 0.15 0.755 ± 0.162
g 0.54 ± 0.04 0.413 ± 0.150 0.56 ± 0.03 0.276 ± 0.102
∆ 0.34 ± 0.26 0.499 ± 0.050 0.04 ± 0.11 0.361 ± 0.385
T 0.74 ± 0.030 0.620± 0.057 -0.09 ± 0.04 -0.044 ± 0.115
(i) The significant correlation on L0 between sisters (which is a reflection of highly cell sym-
metrical division, as evidenced by a division ratio (daughter’s L0 divided by mother’s
L f , 0.5±0.035));
(ii) The slightly lower but still significant correlation on L0 between mother and daugh-
ter (which is predicted by the adder model [184, 161] and also a consequence of
symmetrical cell division);
(iii) The correlation on ∆ between mother and daughter cells is nearly zero (which is also
predicted by the adder model and Fig. 5.16 (a) shows that ∆ is independent of L0);
(iv) The correlations of T between both sisters or mother and daughter cells can be consid-
ered as the results of the interaction between other parameters in Eq. 5.3.
So far, we have explained 5 out of 8 relationships. The reminder is the correlations of ∆
between sisters, correlations of g between sisters or mother and daughter cells, which cannot
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Fig. 5.17 Correlations between sister cells and mother daughter cells from simulation and
experiment measurements.
be predicted by the adder model. Taheri-Araghi et al. [161] stated that the elongation rate g
and ∆ represent two basic controls of physiology and size homeostasis. Thus, the remaining
relationships regarding g and ∆ are particularly important.
To investigate whether the observed pattern of inter- and intra-generational correlations are
consistent with adder model, we performed the simulations of cell growth and division
[164, 184] for two generations based on Eq. 5.3. The number of simulation data is same with
our experimental data (1710 simulated cells). Our aim was to investigate:
(i) whether T can be precisely reproduced by using Eq. 5.3 based on L0, g and ∆;
(ii) whether cells grown at steady state by comparing the distribution of L0, g, ∆ and T at
daughter’s generation with mother’s;
(iii) whether the three-way relationships of g (illustrated in Fig. 5.18) can be reproduced.
As shown in Fig. 5.19, we can find that the reproduced distributions of key parameters at
daughter’s generation precisely indicated cells growing at steady state. The distribution
of T is also precisely reproduced against experiment measurement (Fig. 5.19 (d)), though
ρs−s of T is slight lower than measured value (see Fig. 5.17). More importantly, the sister
correlation of g at second generation is only 0.19, which is significantly lower than 0.51 for
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Fig. 5.18 The schematic illustration of correlations of g between mother and both daughters.
first generation (see Fig. 5.20). We discovered that the correlations between two daughters
cannot be maintained by adder model during the generations.
5.5.1 Refining Cell Growth Parameters
To investigate whether the large enough data is able to reconcile the conflict of the correlations
between two daughters, we performed surrogate models [187] that can capture the patterns
of the existing data to generate imitated data without considering an adder model. Most
real-world problems can be modelled as optimisation problems in Equation (5.4):
minF(x) = { f1(x), ..., fi(x), ..., fm(x)}
s.t.G(x) = {g1(x), ...,g j(x), ...,gp(x)}< 0
H(x) = {h1(x), ...,hk(x), ...,hq(x)}= 0
(5.4)
where x is a n-dimensional decision variable, F(x) is the objective function with m objectives,
G(x) is a vector with p inequality constraints, and H(x) is a vector with q equality constraints
[188]. The optimal solution x∗ is defined as the solution that satisfies F(x∗) ≤ F(x). The
problem is single-objective optimisation problem when m equals to 1, and it is an multi-
objective optimisation problem when m is larger than 1 [189].
Surrogate-Assisted Optimisation: Most existing optimisation methods are iterative. In
other words, a large number of function evaluations are needed. However, the function
evaluations for the real-world optimisation problems can be from simulations, physical
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(b)(a)
(c) (d)
Fig. 5.19 The simulated distributions of g (a), L0 (b), ∆ (c) and T (d) of first and second
generations. (d) The experiments results are also plotted against the simulation, showing
good reproducibility of simulation.
ρs-s = 0.51, generation 1 ρs-s = 0.19, generation 2
(a) (b)
Fig. 5.20 The simulated correlation of g between two daughters in first generation (a) and
second generation (b).
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experiments, or data, which is not ideal as analytical expression in Equation (5.4). Those
function evaluations might be time-consuming and limited. A single or multiple surrogates
are employed as approximated function evaluations in optimisation methods [187]. There-
fore, surrogate-assisted optimisation has been widely-used in the real-world optimisation
application [190–192].
Generally speaking, surrogate models are trained by a number of exact function evaluations.
The approximation accuracy of the surrogate models affects the performance of optimisation
methods [187]. Therefore, model management in surrogate-assisted optimisation makes
full use of the limited training from exact function evaluations. In [193], the existing
model management strategies can be divided into two classes: off-line and on-line model
management.
There is no new training exact function evaluations for off-line model management in
surrogate assisted optimisation methods. It is quite challenging to fully explore the given
training data. For on-line model management strategies, a limited number of new exact
function evaluations are allowed to update the surrogate models during the process of
optimisation. The on-line model management strategy can be generation-based or individual-
based.
Generation-based model management strategies control the frequency of using exact function
evaluations [194], while individual-based model management strategies choose individ-
ual solutions to calculate their exact objective values for updating surrogate models [195].
Individual-based model management is more flexible than generation-based model manage-
ment. In general, two kinds of solutions are chosen to be re-evaluated in individual-based
model management strategies. One is the optimum of the surrogate model, which enhances
the accuracy of the model in the promising region [196]; the other kind of solutions are the
solutions with large uncertainty of the surrogate model, which explore the potential region
[197].
Implementation: There have been different models in regression and machine learning
can be used as surrogate models [198], such as polynomial regression (PR) models [199],
Kriging or Gaussian processes [200], support vector machines (SVMs) [201], radial basis
function (RBF) networks [202, 203], and Markov networks [204]. Here, we applied three
widely-known surrogate models, a Kriging, a PR, and an RBF model to approximate the data
[205], where L0, g and ∆ are used for input data and T is the output result. The implement
details are shown below:
(i) Kriging: a Kriging model with a Gaussian kernel using DACE toolbox[206].
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Table 5.6 RMSEs for T of the Kriging, PR, and RBF models are shown.
Kriging PR RBF
RMSE 0.0561 0.0121 0.0365
(ii) PR: a quadratic polynomial model using the SURROGATES toolbox [207].
(iii) RBF: an RBF network with 2d+ 1 (d is the feature dimension, in our experiments,
d = 3) neurons (Gaussian radial basis functions) in the hidden layer using the RBF
toolbox in [208].
These surrogate models are trained by half of the existing data, and the rest of the data is
used as test data. The root mean square error (RMSE) of test data for T of these surrogate
model are shown in Table 5.6. It is clear that the PR model has the smallest RMSE. In other
word, the PR model is the best-performing model for approximating the data.
We applied the obtained PR model to generate 3000 imitated data for two generations (L0, g,
∆ and T ). We found their sister correlations of g are about 0.50 (similar with our experiment
data about 0.54). Therefore, we believe that the conflict is not caused by insufficient data. To
further analyse this conflict, we took a closer look at the cell elongation rate g. Eq. 5.3 is
modified as following:
T =
1
g+β
ln(1+
∆
L0
) (5.5)
where β is a bias parameter. Using least squares, β is estimated as −0.5122 from the data.
Thus, using the modified Eq. 5.5, we found the simulated sister correlation of g is about 0.47.
Therefore, we believe the bias error of g leads to the conflict. Current models considered the
cell elongation rate g as a constant throughout cell’s life time. However, our experiments
(see Fig. 5.21) and a recent study [164] found relatively large fluctuations of instantaneous
elongation rate throughout the cell cycle. In addition, both in our and previous studies,
instantaneous elongation rate appears to be continuous on division site and then sister cells
drift away from each other (in Fig. 5.21, highlighted lines belong to one mother cell and
its two daughters), which indicated that the instantaneous value of g passes from mother to
both daughters. Since mother and two daughters shared a common value, sisters and mother
daughter can be correlated on g simultaneously.
Fluctuating Elongation Rate: Based on above findings, we modified our simulation by
replacing elongation rate g with a fluctuating elongation rate generated using the Ornstein-
Uhlenbeck process [209] (see Fig. 5.22):
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Fig. 5.21 The fluctuating elongation rate from experimental measurements.
dg
dt
=−1
τ
(g− g¯)+ D
1/2
τ
ξ (t) (5.6)
where g¯ is the average g, ξ (t) is Gaussian white noise, D is noise intensity and τ is the
correlation time. In Fig. 5.23, ρs−s of g (averaged over cell’s life time) in both generations
are the same (1710 simulated cells), which means that the three-way relationship of g is
fulfilled. We discovered that not only are the cells under steady growth but also their inter-
and intra-generation correlations are maintained within the frame of adder model. Table 5.7
summarises the results of correlation between key parameters obtained from experimental
measurements and simulation. From Fig. 5.18 and Fig. 5.23, we can find that mother and
both its daughter’s g are symmetrical to each other, which means it can be interpreted as
they share a same value point at first then fluctuated away. Thus, an equal correlation on
g between mother-daughter and between sisters is expected. In Table 5.7, we noticed that
mother-daughter correlation is slightly higher than sister’s correlation on g in experimental
measurements. However, based on Eq. 5.3 and confirmed by our simulation, sisters’ g should
be slight higher correlated than mother-daughter’s. One possible reason for this discrepancy
is the inability to obtain cell size accurately at the very moment of division due to the limit of
the optical microscope imaging.
Table 5.7 also shows the results of several other relevant studies under slightly different con-
ditions (e.g., growth chamber, temperature, etc.) using different strains of E.coli. We believe
that our observations are independent of strain type, the microfluidic chamber geometry and
the temperatures, etc.; the phenomenon of inter- and intra-generation correlation is general;
as well as that our model might be applicable to other bacterial species.
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Fig. 5.22 The simulated distributions of g, L0, ∆ and T for first and second generations
showing steady growth.
Table 5.7 Summarised correlation coefficients between sister cells and mother daughter cells,
along with values from experimental and simulated results.
Sister Cells Mother & Daughter
Key
Parameters WT Simulation Literatures WT Simulation Literatures
L0 0.70 ± 0.05 0.71 0.56 ± 0.15 0.52 ≈ 0.55 [184, 161]
g 0.54 ± 0.04 0.54 Significantlycorrelated [164] 0.56 ± 0.03 0.52
≈ 0.09 & 0.30 [184]
≈ 0.5
∆ 0.34 ± 0.26 0.45 0.04 ± 0.11 0 ≈ 0 [184]
T 0.74 ± 0.030 0.52 -0.09 ± 0.04 -0.12 ≈ -0.2 [161]
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ρs-s = 0.5, generation 1 ρs-s = 0.5, generation 2
(a) (b)
Fig. 5.23 The simulated correlation of g between two daughters in first and second genera-
tions.
5.6 Conclusion
In this work, we introduced a flexible and robust tool for the automated quantitative analysis
of cellular image data. It enables us to more accurately and precisely identify cell boundaries
than the traditional approaches. Furthermore, the use of an internal coordinate system allows
direct comparison of the cellular properties between cells that may differ in size and shape.
Our system provides support for the studies on both the variation in a population of cells or
between different cell populations. This allows the application of powerful statistical tools to
analyse the cell behaviours, which can reveal subtle differences in phenotype that might have
been overlooked.
To verify the ability of our system, we analysed single cells with great precision and obtained
new insights into cell symmetric division and inheritance of phenotypic variation. We
discovered that high persister phenotype is associated with the novel phenotype of reduced
phenotypic inheritance, which may provide new ways to target persister cells. As in many
previous works [161, 162], we also illustrated that cell growth and division was most
consistent with the adder model in a single generation. These insights demonstrated the
power of our tool for revealing subtle yet biologically relevant information.
The combination of the adder model with a fluctuating elongation rate was presented to
provide a full explanation for cell growth and division. Our approach incorporated all the
correlations between key cell growth related parameters (see Table 5.7 and Fig. 5.17) into
adder model. Additionally, we demonstrated that the adder model can account for cell-cycle
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duration measurements (inter- and intra-generational correlations). More importantly, we
have successfully explained the most of mother-daughter and sisters relationships of cell
growth and division. We believed that the approach taken in this study can also be applied
to other cell types and elucidate a means by which to study the impact of growth rate on
antibiotic resistance and diseases such as cancer.

Chapter 6
Conclusion and Future Work
6.1 Conclusion
This work presents an overview of the state-of-the-art methods for the automatic analysis of
time-lapse microscopy cell images. The related biological terms and concepts were provided,
together with the common protocols to manually analyse cell growth and division in time-
lapse microscopy images. Elucidating the mechanisms underlying cell growth, division and
phenotypic variation is a significant goal for biological research.
In this research, a level set model-based cell analysis tool is firstly designed to segment
and track individual E.coli cells from time-lapse microscopy images. The proposed cell
segmentation and tracking system consists of three inter-related stages:
(i) Cell segmentation and localisation;
(ii) Cell growth stage identification;
(iii) The association of detected cells.
It has been evaluated compared with the similar state-of-the-art methods on the different
microscopy image types, such as phase-contrast and bright-field microscopy images. Overall,
this work has shown several advancements compared with those published methods. It is able
to segment and track precisely in crowded cell clusters in low contrast images by identifying
the cell division process.
However, those predefined parameters have to be redesigned for different cell images or cell
strains, such as from E.coli toM.smegmatis. Moreover, non-uniform lighting conditions or
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other artefacts will also pose challenges for the cell segmentation and tracking. Finding the
optimal feature descriptors is a difficult task as the choice of features significantly affects the
final performance. The rise of convolutional neural networks has given a significant boost in
many fields of computer vision, especially in biomedical image analysis. CNNs are optimal
tools since they learn features directly and thus can be trained end-to-end in a supervised
manner. Therefore, they are able to learn complicated invariances such as rotational and scale
invariance. Due to hierarchical representation of the image, CNNs can recognise the specific
cell patterns which are difficult to be identified by traditional classifiers or humans. In this
work, single cell segmentations in microscopy images is considered as an image classification
task by employing CNN network. The feature maps generated from the proposed CNN
network are used for the succeeding cell tracker. Using the CNN network achieves the main
hypothesis of the thesis. The proposed CNN based method was evaluated on large datasets.
The results indicated that convolutional neural networks have great potential in automated
microscopy image analysis.
Based on the above cell segmentation and tracking methods, we introduced a flexible and
robust tool for the automated quantitative analysis of cellular image data. By using an internal
coordinate system established by cell boundaries, our tool allows direct comparison of the
cellular properties between cells that may differ in size and shape. It provides support for the
studies on both the variation in a population of cells or between different cell populations.
This can reveal subtle differences in phenotype that might have been overlooked by human.
In this work, we analysed single cells with great precision and obtained new insights into
cell symmetric division and inheritance of phenotypic variation. As in many previous works
[161, 162], we illustrated that cell growth and division was most consistent with the adder
model in a single generation. By integrating the adder model with a fluctuating elongation
rate, we have successfully explained single cell growth and division. More importantly, we
discovered that high persister phenotype is associated with the novel phenotype of reduced
phenotypic inheritance, which may provide new ways to target persister cells. These insights
demonstrated the power of our tool for revealing subtle yet biologically relevant information.
6.2 Future Work
To extend the proposed methods in this study, the potential directions can be summarised as
follows:
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(i) An in-depth optimisation of the CNN network hyper-parameters and layers would be
investigated to improve its performance.
(ii) An efficient sampling strategies would be considered in future work. During the learning
process, the importance of training samples would change in each epoch. Learning
more informative data from the training set could improve the network performance
and speed the learning process.
(iii) After optimisation of the CNN network and selection of informative samples, different
types of cell strains can be evaluated.
(iv) We have proved the profile information are very useful for identifying cell division
process. Combining the hand-craft features with learnt features is another avenue for
further studies.
(v) Combining different types of microscopy images is also an avenue for further improve-
ment, such as using fluorescence marker.
(vi) Cell growth is a progressive procedure. Cell division site will become more obvious
over time. It is worthwhile to detect the changes of cell division site on the different
types of microscopy image, such as on fluorescence images.
(vii) Further analysis of cell growth model is also considered in the future work. For example,
using a recurrent neural network to model the morphological evolution cycle of cell
growth. This may be coupled by anomaly analysis to discover persister candidates.
(viii) A more comprehensive simulation model that incorporates all possible variables but
further relaxing the assumption in any of them. The computation could be complex but
worth to explore any plausible explanation on cell growth patterns.
(ix) The analysis approach taken in this study can be applied to other cell types and elucidate
a means by which to study the impact of growth rate on antibiotic resistance and diseases
such as cancer.
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