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In dark-energy models where a scalar field is nonminimally coupled to the spacetime geometry, gravitational
waves are expected to be supplemented with a scalar mode. Such scalar waves may interact with the standard
tensor waves, thereby affecting their observed amplitude and polarization. Understanding the role of scalar
waves is thus essential in order to design reliable gravitational-wave probes of dark energy and gravity beyond
general relativity. In this article, we thoroughly investigate the propagation of scalar and tensor waves in the
subset of Horndeski theories in which tensor waves propagate at the speed of light. We work at linear order in
scalar and metric perturbations, in the eikonal regime, and for arbitrary scalar and spacetime backgrounds. We
diagonalize the system of equations of motion and identify the physical tensor mode, which differs from the
metric perturbation. We find that interactions between scalar and tensor waves depend on the scalar propagation
speed; if the scalar waves are luminal or quasiluminal, then interactions are negligible. The subluminal case is
more subtle and will be addressed with a different formalism in a future work.
I. INTRODUCTION
After more than a hundred years of general relativity (here-after GR), deviations arising from its most popular alter-
natives remain elusive to observations [1]. While it is always
enough motivation to challenge the currently accepted theory,
one should better know where deviations from appealing alter-
natives may appear. Promising candidates have emerged in the
past two decades in light of cosmic acceleration [2, 3], which is
well described by GR with a cosmological constant but which
is poorly understood from a theoretical point of view [4].
Of these viable alternatives, Horndeski theories form a
natural extension of GR, easy to study and featuring an extra
scalar propagating degree of freedom, which will eventually
be the main focus of this article. They form the most general
four-dimensional Lorentz invariant set of scalar-tensor theories
that lead to second-order equations of motion [5], thereby
avoiding Ostrogradski instabilities [6]. The idea of scalar fields
that would mix with gravitational degrees of freedom naturally
appears in the low-energy effective action of string theories
or may emerge as a manifestation of Poincaré invariance in
higher dimensions [7, 8]. Alternatively, Horndeski theories
may be motivated as a generic phenomenological attempt to
model cosmic acceleration periods such as inflation [9] or
dark energy [10]. However, late-time deviations from GR are
severely constrained by local tests of gravity such as from lunar
laser ranging [11] and Shapiro time delay [12].
In that context, an attractive feature of Horndeski theo-
ries is their ability to recover GR locally through screening
mechanisms. Well-known examples include the Vainshtein
mechanism [13], the chameleon scenario [14], k-mouflage [15],
and see also Refs. [16, 17] for more exotic scenarios.1 In
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1 SeeRef. [18] for recentmitigations concerning the effectiveness ofVainshtein
principle, this allows certain classes of Horndeski theories
to escape local tests of gravity, but typically at the price of
no longer explaining the cosmic acceleration directly through
sufficiently large modified gravitational interactions [19].
If the deviations from GR are screened in regions where
typical gravitation experiments are conducted, then the most
promising area to look for them is the intergalactic medium.
Gravitational waves (GWs) are a key candidate for that purpose,
because they probe those inaccessible regions as they propagate
through the Universe, as depicted in Fig. 1. The foremost exam-
ple is the almost-simultaneous detection of GW170817 [20] and
GRB 170817A [21], which has imposed stringent constraints
on alternative theories of gravity. In practice, it has eliminated
all theories that predict a deviation from luminal propagation
of GWs [22–24] for sources at reshift z . 0.01. In particular, it
has posed severe challenges to a genuine explanation of cosmic
acceleration frommodified gravity [25].2 Another consequence
of the interaction between GWs and dark energy is the possible
decay of the former into the latter, which practically rules out
degenerate higher-order scalar-tensor theories (DHOST) as
viable explanations of dark energy, and sets an upper limit on
the kinetic-braiding parameter [28, 29].
Besides the GW speed and decay rate, constraints may also
be obtained from the GW distance-redshift relation via the
observation of standard sirens [30, 31]. While the gravitational
and electromagnetic Hubble diagrams coincide in GR, they
generally do not in alternative theories of gravity; in other
words, DL(z) , DG(z), where DL,DG respectively denote the
luminosity distance (measured with electromagnetic signals)
and the gravitational distance (measured with standard sirens).
Such a discrepancy has been envisaged as a promising probe of
screening in light of a UV completion.
2 As a caveat, let us mention that this argument may not directly be applicable
to perturbations describing the large-scale structure of the Universe as
the energy scales involved in current GW experiments lie many orders of
magnitude above cosmological scales [26, 27].
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2the cosmic evolution of the effective Planck mass [22, 32–35]
and of the spatial clustering of dark energy [36].
The difference between DG and DL is usually interpreted in
terms of an extra ‘friction’ which non-GR fields would exert
on GWs. However, as initially suspected in Ref. [32, 37] and
demonstrated in Ref. [38], in the most popular models the
ratio DG/DL only depends on local properties of gravity at the
emission and reception of the GW. Thus, the prospects of any
program based on the difference between DG and DL should
be quite limited by screening.3 This point has been mostly
overlooked in the literature dedicated to standard-siren tests of
gravity (see Ref. [42] for a recent proposition to exploit it).
To be specific, Ref. [38] showed that, in reduced Horndeski
theories, DG/DL = M(ϕo)/M(ϕs), where M denotes the effec-
tive Planck mass and ϕs, ϕo the dark-energy field at emission
and observation of the GW. This turned out to be the only
difference with GR. In particular, GWs still propagate along
null geodesics of the background spacetime, and their polariza-
tion is parallel-transported.4 Be that as it may, an important
assumption in Ref. [38] was to neglect scalar waves. It is thus
natural to wonder whether the aforementioned results – distance
formula, polarization transport – hold when scalar waves are
properly accounted for. This article aims to complete this gap,
by proposing a joint analysis of both scalar and metric waves
in Horndeski theories, within an arbitrary scalar and spacetime
background.
The article is organized as follows. In Sec. II, after a brief
introduction to the reduced Horndeski models, we linearize its
equations of motion for both scalar and metric perturbations
around an arbitrary background. In Sec. III, we focus our
analysis on wavelike perturbations, we derive the dispersion
relations, andwe identify the signatures of the three propagating
degrees of freedom. In Sec. IV, we show that the interactions
between scalar and tensor GWs are negligible for luminal and
quasiluminal scalar waves, defining a notion of scalar distance
in the process. We also explain in detail why our formalism
cannot be applied to subluminal scalar waves and leave this
question for future work. Finally we summarize our results and
conclude in Sec. V.
We adopt the Misner-Thorne-Wheeler conventions [44] for
the metric signature and the Riemann tensor. Greek indices
run from 0 to 3, Latin indices from 1 to 3. A comma indicates
a partial derivative, Z,µ ≡ ∂µZ , while a semicolon denotes a
covariant derivative associated with the Levi-Civita connection,
Zµ;ν ≡ ∇νZµ. Bold symbols represent Euclidean three-vectors;
sans-serif symbols indicate matrices in the scalar-tensor field
space. Symmetrization and anti-symmetrization of indices
3 It should be noted that local experiments such as lunar laser ranging or
Shapiro time delay do not constrain directly the local effective Planck mass,
but rather the effective Newton constant appearing in the Poisson equation,
or the gravitational slip. These couplings may differ in general [39, 40].
However, for known screening mechanisms in Horndeski gravity such as the
Vainshtein and chameleon scenarios, these couplings coincide in the deeply
screened regime, leading to the absence of signature of the scalar field on
the gravitational luminosity distance with respect to GR [37, 41].
4 Note that Ref. [43] reached a different conclusion on the polarization
transport; See Appendix E of Ref. [38] for an analysis of that discrepancy.
observer
GW source
screened
uns
cre
ene
d
Figure 1. From its emission to its detection on Earth, a GW propagates
through unscreened regions of the Universe, where it may interact
with the scalar field that models dark energy. Note that this sketch is
not to scale.
follow Z(µν) ≡ 12 (Zµν + Zνµ) and Z[µν] ≡ 12 (Zµν − Zνµ). A
bar indicates a background quantity, while a hat indicates
the trace-reversed counterpart of a rank-two tensor, Zˆµν ≡
Zµν − 12 (gρσZρσ)gµν . Units are such that c = ~ = 1.
II. LINEARIZED HORNDESKI MODELS IN THE
EIKONAL REGIME
This section establishes the key equations governing linear
perturbations of the gravitational field in Horndeski theories.
The relevant action and equations of motion are given in
Sec. II A. Section II B is dedicated to the linearization of the
latter on an arbitrary background. In Sec. II C we identify the
scalar and tensor modes by diagonalizing the kinetic term of
the system of equations of motions.
A. Reduced Horndeski theories
In this article, we focus on the subset of Horndeski theories
in which metric perturbations propagate at the speed of light.
This class of models will be referred to as reduced Horndeski
theories throughout the article.
1. Action
Horndeski theories are an extension of GR featuring a scalar
field ϕ, which can interact nonminimally with the spacetime
metric gµν . In the Jordan frame, Horndeski’s action reads
S = Sm[ψm, gµν] + Sg[ϕ, gµν] . (1)
The matter sector Sm depends on the matter fields ψm, assumed
to be minimally coupled to the spacetime metric gµν .
3In reduced Horndeski theories, the gravitational sector reads
Sg[ϕ, gµν] =
4∑
i=2
Si[ϕ, gµν] =
M2P
2
∫
M
d4x
√−g
4∑
i=2
Li , (2)
where MP ≡ 1/
√
8piG denotes the reduced Planck mass and
the three Lagrangian densities Li are
L2 = G2(ϕ, X) , (3)
L3 = G3(ϕ, X)2ϕ, (4)
L4 = G4(ϕ)R , (5)
where X = − 12gµνϕ,µϕ,ν denotes the scalar field’s kinetic term,2 ≡ gµν∇µ∇ν the d’Alembertian operator, and R the Ricci
scalar. Note that conditions (3)-(5) ensure that GWs propagate
at light speed, as first formulated in Ref. [45].
The functionsG2...4 beingmostly free, Sg encapsulates awide
class of scalar-tensor theories, notably GR itself, Jordan-Brans-
Dicke theories [46], f (R) [47], quintessence [48], k-essence [49,
50] and the cubic covariant galileon [51]. In principle, this
leaves enough freedom to locally screen deviations from GR,
e.g. to evade Solar-System constraints.
2. Equations of motion
Requiring the action (1) to be stationary with respect to
variations of the scalar field ϕ, and variations of the inverse
metric gµν , yields the equations of motion
Eϕ = 0 , (6)
Eµν = M−2P Tµν , (7)
where
Eϕ ≡
2M−2P√−g
δSg
δϕ
, (8)
Eµν ≡
2M−2P√−g
δSg
δgµν
, (9)
Tµν ≡ − 2√−g
δSm
δgµν
. (10)
The scalar Eϕ and tensor Eµν may be split into three pieces
each, following the division of Sg into S2, S3, S4:
Eϕ =
4∑
i=2
E(i)ϕ , E(i)ϕ ≡
2M−2P√−g
δSi
δϕ
; (11)
Eµν =
4∑
i=2
E(i)µν , E(i)µν ≡
2M−2P√−g
δSi
δgµν
. (12)
The expressions of the scalar terms are
E(2)ϕ = G2,ϕ + G2,X2ϕ − 2XG2,Xϕ + G2,XXϕ,µX,µ (13)
E(3)ϕ =
(
2G3,ϕ − 2XG3,ϕX + G3,XXϕ,µX,µ + G3,X2ϕ) 2ϕ
− 2XG3,ϕϕ + 2G3,ϕXϕ,µX,µ + G3,XXX,µX,µ
− G3,X (ϕ;µνϕ;µν + Rµνϕ,µϕ,ν) (14)
E(4)ϕ = G4,ϕR , (15)
and those of the tensor terms are
E(2)µν = −12
(
G2,Xϕ,µϕ,ν + G2gµν
)
(16)
E(3)µν = −G3,ϕ(ϕ,µϕ,ν + Xgµν)
− G3,X
[
ϕ,(µX,ν) +
1
2
2ϕ ϕ,µϕ,ν − 12ϕ,ρX,ρgµν
]
(17)
E(4)µν = G4Eµν − G4;µν +2G4 gµν , (18)
where Eµν denotes the Einstein tensor. From Eq. (6), it appears
that the scalar equation of motion does not directly receive
contributions from Sm. This happens because matter is not
directly coupled to ϕ in the Jordan frame. However, since
E(3)ϕ , E(4)ϕ feature the Ricci tensor, which is itself sourced by
matter via Eq. (7), the scalar field is actually sourced by matter
just like the metric. This indirect coupling can be made explicit
as follows. First, use Eq. (7) to express Rµν and R as
R = G−14
(
32G4 + E(2) + E(3) + M−2P T
)
(19)
Rµν = G−14
[(
G4;µν +
1
2
2G4gµν
)
− Eˆ(2)µν − Eˆ(3)µν − M−2P Tˆµν
]
,
(20)
with E(i) ≡ gµνE(i)µν , T ≡ gµνTµν , and where a hat indicates the
trace-reversed counterpart of a tensor, for instance
Eˆ(2)µν ≡ Eˆ(2)µν − 12 Eˆ
(2)gµν . (21)
Second, substitute the above in the expressions (14), (15) of
E(3)ϕ and E(4)ϕ .
Importantly, once the above operations are performed, the
scalar equation of motion does not contain second-order deriva-
tives of gµν any longer – it expresses the dynamics of the scalar
field only. This does not happen with the tensor equation of
motion (7), because Eµν contains several terms with second
derivatives of the scalar field. We shall come back to this issue
at the level of linear perturbations in Sec. II C.
B. Linear perturbations on an arbitrary background
Consider small perturbations over an arbitrary background
for both the scalar field and the metric,
gµν = g¯µν + hµν , | |hµν | |  1 , (22)
ϕ = ϕ¯ + δϕ , |δϕ|  1 , (23)
where | | . . . | | can be any reasonable notion of norm. The goal
of this subsection is to expand the equations of motion (6), (7)
at first order in both hµν, δϕ. In Ref. [38], we had neglected
scalar perturbations δϕ for simplicity, and considered metric
perturbations only. We shall not make this approximation here,
because we are precisely interested in how scalar and tensor
perturbations may interact.
By definition, ϕ¯, g¯µν are solutions of the equations of motion
for some background energy-momentum distribution T¯µν . Thus,
4at first order in δϕ, hµν , we have
δEϕ = 0 , (24)
δEµν = M−2P δTµν . (25)
From now on, we shall neglect GW sources,5 i.e., assume
δTµν = 0. The equations of motion then simply become
δEϕ = δEµν = 0.
The quantities δEϕ, δEµν depend on both δϕ and hµν , but
also on their first and second derivatives. The many terms
constituting δEϕ, δEµν may thus be organized into groups,
depending on the number of derivatives acting on δϕ, hµν . This
is because we will eventually focus on rapidly oscillating fields,
in which case more derivatives means a larger term. An abstract
but compact way of writing the outcome of this classification is(
δEϕ
δEµν
)
=
(
Kαβ∇¯α∇¯β + Aα∇¯α +M
) ( δϕ
hˆρσ
)
=
(
0
0
)
, (26)
where sans-serif symbols indicate matrices in the field super-
space spanned by δϕ, hµν . In practice, each symbol Kαβ, Aα,M
may be seen as an 11 × 11 matrix.6 Their respective role
and interpretation should be clearer under the form of block
matrices, as shown hereafter. Note that, in Eq. (26), we chose to
express the equations of motion in terms of the trace-reversed
metric perturbation hˆµν; this choice leads to slightly simpler
expressions for Kαβ,Aα.
The kinetic matrix
Kαβ =
(
K ϕαβϕ K
ρσαβ
ϕ
K ϕαβµν K
ρσαβ
µν
)
, (27)
whose explicit expressions of the blocks are given in Ap-
pendix A 1 a, governs the second derivatives of the scalar and
metric perturbations. It is therefore the core of the dynamical
properties of the equations of motion. For wavelike perturba-
tions, Kαβ governs the dispersion relations. In particular, the
diagonal components K ϕαβϕ (resp. K
ρσαβ
µν ) would control
the dispersion relation of scalar (resp. tensor) waves in the
absence of tensor (resp. scalar) waves. The non-diagonal com-
ponents encode kinetic mixing, i.e., how second derivatives of
δϕ contaminate the equation of motion of hˆµν and vice-versa.
Since these off-diagonal components are generally nonzero in
reduced Horndeski theories, we conclude that δϕ, hˆµν are not
5 The energy-momentum perturbation δTµν actually has two distinct contribu-
tions. On the one hand, any obvious addition to Tµν , say a black hole binary
or a cosmic string, would be a physical source of GWs. We shall not consider
such contributions because we want to focus on the propagation of scalar and
tensor waves; in particular, we assume that they are not externally sourced as
they propagate. On the other hand, as a GW propagate through a Universe
filled with matter fields, it generates a contribution to δTµν by perturbing the
metric in T¯µν . For standard forms of cosmological fluids, that contribution
to δTµν is a negligible O(ω0) term. Exceptions are relativistic fluids, for
which that correction is O(ω1), but which have negligible impact on the
propagation of GWs during matter or dark-energy dominated scenarios [52].
6 Why 11? Because the set (δϕ, hˆµν ) has 11 independent components: one
for δϕ, and 10 for the independent components of the symmetric tensor hˆµν .
This counting does not account for the gauge freedom.
their actual degrees of freedom. We shall explicitly address
this issue in Sec. II C.
The amplitude matrix
Aα =
(
A ϕαϕ A
ρσα
ϕ
A ϕαµν A
ρσα
µν
)
(28)
rules the first derivatives of δϕ, hˆµν . For wavelike perturbations,
Aα controls the evolution of their amplitudes. The expressions
of the blocks are given in Appendix A 1 b. The diagonal
terms are self-damping or self-amplification terms, while the
off-diagonal terms encode the interactions between scalar and
tensor waves. In other words, the latter tell us how energy is
exchanged between scalar and tensor waves as they propagate.
Finally, the mass matrix
M =
(
M ϕϕ M
ρσ
ϕ
M ϕµν M
ρσ
µν
)
(29)
contains the terms with no derivatives. Such terms would be
involved in the dispersion relation of scalar and tensor waves at
next-to-next-to-leading order. We shall justify in Sec. III A that
they can be neglected in the eikonal regime. Anticipating on
this simplification, we neglect all masslike terms from now on;
thus, there is not need to explicitly compute their expressions
in the scope of this article.
Example: Let us illustrate the above in the simple case of GR
with minimally coupled quintessence, i.e. L2 = X,L3 =
0,L4 = R. In that case, omitting masslike terms,
δEϕ = 2δϕ − ϕ¯,µ hˆµν;ν (30)
δEµν = 12
[
2hˆ ;ρ
ρ(µ ν) −2hˆµν − hˆρσ;ρσ g¯µν
]
, (31)
and hence
Kαβ =
(
g¯αβ 0
0 K ρσαβµν
)
, (32)
Aα =
(
0 −ϕ¯,ρg¯σα
0 0
)
, (33)
with
K ρσαβµν =
1
2
[
2g¯α(ρδσ)(µ δ
β
ν) − δ
(ρ
µ δ
σ)
ν g¯
αβ
− g¯α(ρg¯σ)β g¯µν
]
. (34)
In this example, the kinetic matrix is diagonal. This
reflects the minimal coupling between the scalar and
tensor fields, which are the true degrees of freedom of
GR with quintessence.
C. Kinetic diagonalization and gauge fixing
Unlike the above simple example, δϕ, hˆµν are generally
not the actual degrees of freedom of linearized Horndeski
5models. Finding those requires to diagonalize the kinetic term
of Eq. (26), which is the goal of this subsection. This can be
done in two successive steps, which we sketch in Secs. II C 1
and II C 2. Further details on the actual operations can be found
in Appendix A 2 a. Additional simplifications of the resulting
equations of motion are obtained by imposing an analog of the
harmonic gauge, as shown in Sec. II C 3.
1. Eliminating second derivatives of hµν from δEϕ
The first step of the diagonalization procedure consists in
isolating an equation of motion for δϕ that does not contain any
second derivatives of the metric perturbation. In other words,
we aim here to remove the off-diagonal block K ρσαβϕ .
In fact, as already mentioned at the end of Sec. II A 2, this
can even be achieved nonperturbatively by substituting the
Ricci terms in Eϕ by their expression obtained from Eµν . At
the linear-perturbation level, that substitution is equivalent to
combining δEϕ, δEµν as follows,
δEϕ 7→ δEϕ + CµνδEµν , (35)
δEµν 7→ δEµν , (36)
where we have introduced the tensor
Cµν ≡ G¯−14
[
G¯3,X
(
ϕ¯,µ ϕ¯,ν + X¯ g¯µν
)
+ G¯4,ϕ g¯µν
]
. (37)
Thanks to the nontrivial identity (see Appendix A 2 a)
K ρσαβϕ + C
µνK ρσαβµν = 0 , (38)
the scalar equation of motion resulting from Eq. (35) is free
from second-derivatives of the metric perturbation. Note that a
side effect is the change of all the other terms of δEϕ .
From the matrix point of view, the transformations (35),
(36) are operations on the rows of Kαβ,Aα, because they
consist in linear combinations of δEϕ, δEµν without mixing
the variables δϕ, hˆµν .
2. Eliminating second derivatives of δϕ from δEµν
The second step of the diagonalization process aims to get
rid of the scalar kinetic terms in the tensor equation of motion,
i.e. to remove the off-diagonal block K ϕαβµν .
Unlike the previous step, this operation cannot be achieved
with a mere combination of the equations of motion δEϕ, δEµν ,
but instead requires to combine their variables δϕ, hˆµν to get
eigenfunctions of the system. Specifically, we introduce the
eigentensor perturbation
γµν ≡ hˆµν + Cˆµνδϕ , (39)
where
Cˆµν = G¯−14
(
G¯3,X ϕ¯,µ ϕ¯,ν − G¯4,ϕ g¯µν
)
, (40)
is the trace-reversed counterpart7 of the tensor Cµν defined
in Eq. (37). The fact that the same tensor appears in both
diagonalization operations surely is not a coincidence, but we
could not identify its fundamental origin.
As shown in Appendix A 2 a, the transformation
δϕ 7→ δϕ , (41)
hˆµν 7→ γµν , (42)
which may be seen as an operation on the columns of the matrix
system, terminates the diagonalization procedure by removing
second derivatives of the scalar perturbation from the tensor
equation of motion. Its success is due to the relation
K ϕαβµν − K ρσαβµν Cˆρσ = 0 , (43)
between the original blocks of the kinetic matrix Kαβ . Just like
in the first step, the transformation (42) modifies almost all the
other blocks of Kαβ,Aα.
In the end, our two diagonalization steps are equivalent to
the following operations on the kinetic and amplitude matrices:
Kαβ 7→ /Kαβ =
(
1 Cµν
0 1
)
Kαβ
(
1 0
−Cˆρσ 1
)
=
(
/K ϕαβϕ 0
0 /K ρσαβµν
)
, (44)
Aα 7→ /Aα =
(
1 Cµν
0 1
) [
Aα + 2K(αβ)∇¯β
] ( 1 0
−Cˆρσ 1
)
=
( /A ϕαϕ /A ρσαϕ
/A ϕαµν /A ρσαµν
)
, (45)
7 Had we defined the matrices Kαβ, Aα,M in terms of hµν instead of hˆµν ,
the first step would have featured Cˆµν instead ofCµν .
where a slash indicates a quantity obtained after the diago-
nalization process. Because they are kinetically decoupled,
the variables δϕ, γµν must be considered the true degrees of
freedom of the linear theory.
63. Harmonic gauge
The expressions of the matrices /Kαβ and /Aα can be further
simplified by taking advantage of the theory’s gauge freedom,
stemming from the diffeomorphism invariance of the action (1).
Under any infinitesimal transformation xµ 7→ x˜µ = xµ −
ξµ, where ξµ is an infinitesimal vector field, the functional
expression of the background fields g¯µν, ϕ¯ are left unchanged if
the following transformations are applied to the perturbations:
hµν 7→ h˜µν = hµν + 2ξ(µ;ν) (46)
δϕ 7→ δϕ˜ = δϕ + ϕ¯,ρξρ . (47)
It follows in particular that
γ ;νµν 7→ γ˜ ;νµν = γ ;νµν +2ξµ + Cˆµν ϕ¯,ρξρ;ν , (48)
up to negligible masslike terms. Since ξµ is arbitrary, we are
free to impose the generalized harmonic gauge
γ
µν
;ν = 0 , (49)
because if γµν did not satisfy the above, then we could always
find a gauge field that is a solution of the hyperbolic partial
differential equation 2ξµ + Cˆµν ϕ¯,ρξρ;ν = −γ ;νµν , so that the
gauge-transformed γ˜µν would.
The main advantage of Eq. (49) is that it elegantly reduces
the kinetic term of γµν to
/K ρσαβµν γρσ;αβ = −
1
2
G¯42γµν . (50)
The other blocks of the kinetic and amplitude matrices, after
diagonalization and gauge fixing, can be found in Appen-
dices A 2 b and A 2 c, respectively.
III. SCALAR AND TENSORWAVES
Having identified the kinetically decoupled degrees of free-
dom δϕ, γµν , we shall now focus more specifically on the case
where such perturbations are propagating waves. The wave
ansätze are presented in Sec. III A, where we also justify why
masslike terms were dropped in the previous section. The
dispersion relations of scalar and tensor waves are discussed in
Sec. III B, and their effect on matter in Sec. III C.
A. Wave ansätze and eikonal approximation
We consider scalar and tensor perturbations under the form
δϕ =
1
2
Φ eiv + c.c. , (51)
γµν =
1
2
Γµν eiw + c.c. , (52)
where Φ, Γµν ∈ C represent the complex amplitudes of the
waves, v,w ∈ R denote their respective phases, and c.c. means
“complex conjugate”. The 1/2 prefactor is conventional, and
ensures that the real amplitudes of the waves are |Φ|, |Γµν |.
A key assumption in this article is that the waves satisfy the
eikonal (or WKB) approximation.8 This means that the typical
evolution scale of the waves’ phases v,w, be it temporal or
spatial, is much shorter than any other characteristic length or
time scale of the system. In particular, the phases are varying
much quicker than the amplitudes
∂v, ∂w  ∂ ln |Φ|, ∂ ln |Γµν | , (53)
which is the traditional content of the eikonal regime; they also
vary much more quickly than the background fields
∂v, ∂w  ∂ ln |ϕ¯|, ∂ ln |g¯µν | . (54)
In that context, a useful book-keeping parameter is the angular
frequency of the waves,9 ω ∼ ∂v, ∂w. Themany terms involved
in the equations of motion can thereby be sorted depending on
their power of ω, i.e., depending on how many derivatives are
hitting the phases v,w. This implies the following hierarchy
Kαβ∇¯α∇¯β︸      ︷︷      ︸
O(ω2)
 Aα∇¯α︸︷︷︸
O(ω1)
 M︸︷︷︸
O(ω0)
. (55)
In practice, we only keep the O(ω2) and O(ω1) terms, which
rule the dispersion relations and the amplitudes of the waves,
respectively. This explains why we have chosen to drop the
masslike terms right from the beginning.
Note that derivatives of δϕ, γµν actually contain terms with
different powers of ω. From the ansätze (51), (52), we find
δϕ,α =
1
2
(
iΦ qα + Φ,α
)
eiv + c.c. , (56)
γµν;α =
1
2
(
iΓµνkα + Γµν;α
)
eiw + c.c. , (57)
where qα ≡ v,α and kα ≡ w,α are the wavevectors of the
scalar and tensor waves, respectively. Any occurrence of kα, qα
counting as a power of ω, the above expressions contain both
O(ω0) and O(ω1) terms. As for the second derivatives,
δϕ;αβ =
1
2
[ − Φ qαqβ + 2iΦ,(αqβ) + iΦ qα;β
+ Φ;αβ
]
eiv + c.c. , (58)
γρσ;αβ =
1
2
[ − Γρσkαkβ + 2iΓρσ;(αkβ) + iΓρσkα;β
+ Γρσ;αβ
]
eiw + c.c. , (59)
both contain O(ω2),O(ω1), and O(ω0) terms.
8 Although the eikonal approximation is frequently considered a synonym of
geometric optics (including in our own previous work), they are in fact not
equivalent. Geometric optics consists in neglecting wave-optics effects, such
as interference and diffraction. Yet such phenomena are usually studied in
the framework of the eikonal approximation (see e.g. Ref. [53] for a recent
example in gravitational-wave physics). Recent attempts to go beyond the
eikonal approximation can be found in Refs. [54, 55].
9 The frequency of scalar and tensor waves could in principle be different.
However, in practice we expect both types of waves to be emitted by the same
kind of events, e.g., merging binaries of compact objects, and thereby with
the same frequency. When only one of these waves is emitted and decays
into the other sector, both are also expected to have the same frequency.
7B. Dispersion relations
Isolating the O(ω2) terms in the equations of motion, which
can only come from the kinetic matrix, we find the dispersion
relations of the scalar and tensor waves,
/K ϕαβϕ qαqβ = 0 ,
/K ρσαβµν Γρσkαkβ = 0 .
(60)
(61)
1. Tensor waves are luminal
Let us start with the easiest of the two dispersion relations,
namely the tensor one. Due to the extremely simple form of
/K ρσαβµν ∝ δ(ρµ δσ)ν g¯αβ , Eq. (61) actually reduces to
kαkα = 0 , (62)
which means that tensor waves propagate at the speed of light.
It also implies that tensor waves follow null geodesics, because
0 = (kαkα);β = 2kαw;αβ = 2kαw;βα = 2kαkβ;α , (63)
which is the geodesic equation. These statements are, in
particular, independent of the polarization of the wave. This
would not happen if the indices of K ρσαβµν were intertwined
in a more complicated way, as it is the case for more general
Horndeski theories, such as quartic or quintic Galileons [56].10
The polarization-independence of the tensor wave’s disper-
sion relation justifies, a posteriori, the fact that we considered
a single phase factor eiw in the ansatz (36) for γµν . Indeed, if
the dispersion relation depended on the polarization, then each
component of γµν would generally propagate at its own speed,
and hence should be equipped with its own phase wµν .
2. The scalar wave’s velocity is anisotropic
The dispersion relation of scalar waves (60) is phenomeno-
logically richer. Although there is no polarization dependence
by definition, the speed of scalar waves generally depends on
their location and on their direction of propagation. Let us
be more specific; since the tensor /K ϕαβϕ is symmetric and
real-valued, there exists a tetrad (eα0 , . . . , eα3 ) such that
/K ϕαβϕ ∝ −eα0 eβ0 + c21eα1 eβ1 + c22eα2 eβ2 + c23eα3 eβ3 , (64)
where c1, c2, c3 are the three main phase velocities of scalar
waves, as measured in the frame defined by the tetrad. In
Eq. (64), we have assumed that /K ϕαβϕ does not depart too
much from g¯αβ , in the sense that its nonstandard terms are
not large enough to change the causal structure of the scalar
dynamics; if it were the case the theory would suffer from severe
10 See Miguel Zumalacárregui’s talk at the LISA Symposium XIII.
instabilities. Let (qα) = (ω, qu) be the tetrad components of
the scalar wave’s four-vector, with u = (u1, u2, u3) a Euclidean
unit vector. Then the local scalar phase velocity reads
cS ≡ ωq =
√
(c1u1)2 + (c2u2)2 + (c3u3)2 , (65)
in the rest frame defined by eµ0 .
From the expression of /K ϕαβϕ provided in Appendix A 2 b,
we can see that its failure to be proportional to g¯αβ , i.e.,
the departure from cS = 1, is due to the coupling functions
G¯2,XX, G¯3,X, G¯3,Xϕ, G¯3,XX . In the limit where such departures
are small, we have11
G¯2,X |cS − 1| = O
[
G¯2,XX (∂ϕ¯)2, G¯3,X∂2ϕ¯, G¯3,ϕX (∂ϕ¯)2,
G¯3,XX (∂ϕ¯)2∂2ϕ¯
]
. (66)
Conversely, if we exclude any background fine tuning, then
cS = 1⇐⇒ G2,XX = G3,X = 0 . (67)
In other words, scalar waves are luminal if and only if ϕ is a
conformally-coupled quintessence field, in agreement with the
findings of Ref. [43].
C. The effect of scalar and tensor waves on matter
Consider the superposition of a scalar and a tensor wave.
What is their effect on the matter through which they propagate,
and how can they be detected?
1. Observables are curvature perturbations
In the action (1), matter is coupled to the spacetime geometry
only; in particular it is not directly coupled to the scalar
field. Therefore, observable effects of the scalar and tensor
perturbations must be looked for in the spacetime curvature,
i.e., in the Riemann tensor. The perturbation of the latter
around its background value R¯µνρσ reads, at linear order [57],
δRµνρσ =
1
2
(
hµσ;νρ − hµρ;νσ − hνσ;µρ + hνρ;µσ
)
, (68)
and thereby depends on the original metric perturbation
hµν = γˆµν − Cµνδϕ ≡ hTµν + hSµν . (69)
In other words, the curvature perturbation generally picks up
two distinct contributions: a rather standard one from the tensor
wave via hTµν = γˆµν , but also one from the scalar wave via
hSµν = −Cµνδϕ. This is how the fifth force associated with
11 While Eq. (66) may also hold for superluminal scalar waves, we refrain to
consider that case because its interpretation would be unclear.
8scalar waves arises in the Jordan frame. The above emphasizes
the importance of a clear identification of the theory’s degrees
of freedom, and notably γµν , hµν .
To be more explicit, by combining Eqs. (68) and (69) we see
that the curvature perturbation can be written as the superposi-
tion of two waves, respectively linked to hTµν and hSµν ,
δRµνρσ =
1
2
RTµνρσeiw +
1
2
RSµνρσeiv + c.c. (70)
and whose amplitudes read, at leading order in ω,
RTµνρσ = 2k[νHTµ][ρkσ] = 2k[ν Γˆµ][ρkσ] , (71)
RSµνρσ = 2q[νHSµ][ρqσ] = −2Φq[νCµ][ρqσ] . (72)
2. The tensor contribution is standard
The contribution of the tensor wave to the metric (and
curvature) perturbation is what one usually refers to as a GW.
Its properties were analyzed in details in our earlier work [38].
Let us briefly summarize its main findings in the following.
Because of the harmonic-gauge condition (49), which at
leading order imposes kνΓµν = 0 on the amplitude of γµν , it
can be shown that its trace-reversed counterpart is decomposed
into a gauge mode and a transverse-traceless mode as
Γˆµν ≡ HTµν = HGµν + HTTµν . (73)
The gauge mode, which takes the form HGµν = 2k(µHν) where
Hν is a vector field, is nonphysical: it does not contribute to the
curvature perturbation, it does not carry energy-momentum,
and it can always be locally removed by a gauge transformation.
The transverse-traceless mode HTTµν contains the physics of
the tensor wave. Its expression is conveniently written in terms
of a null tetrad (kµ, nµ,mµ,m∗µ), whose vectors are all null, and
where a star denotes a complex conjugate; the only nonzero
inner products of the tetrad are g¯µνmµm∗ν = g¯µνkµnν = 1. The
vectors mµ,m∗µ can be seen as spanning a spatial screen that is
orthogonal to the wave’s direction of propagation (see Ref. [38]
for details). The transverse-traceless mode then reads
HTTµν = H	mµmν + Hm
∗
µm
∗
ν , (74)
thereby defining the complex amplitudes H	,H of the left-
handed and right-handed helicity modes. These are related to
the usual plus and cross polarizations H+,H× through
H	 = H+ − iH× , (75)
H = H+ + iH×. (76)
In the rest frame of any observer, if the tensorwave propagates
in the z-direction, then the amplitude of the associated curvature
perturbation reads
(RT0i0j) =
ω2T
2
©­«
H+ H× 0
H× −H+ 0
0 0 0
ª®¬ , (77)
where ωT is the observed cyclic frequency of the tensor wave.
No force is produced in the direction of propagation.
3. Effect of a luminal scalar wave
The tidal forces provoked by scalar waves depend on their
propagation speed. Let us start with the luminal case (cS = 1).
Following the discussion of Sec. III B 2, if we do not allow for
fine-tuned setups, then the luminal condition imposesG3,X = 0,
so that Cµν = G¯−14 G¯4,ϕ g¯µν . It is then straightforward to show
that, in the rest frame of any observer, the associated curvature
perturbation reads
(RS0i0j) = −
ω2S
2
G¯4,ϕ
G¯4
©­«
Φ 0 0
0 Φ 0
0 0 0
ª®¬ , (78)
where, again, the z-direction corresponds to the local direction
of propagation of the scalar wave, and ωS is the observed cyclic
frequency of the scalar wave.
Equation (78) represents the tidal forces that are intuitively
expected from a scalar wave. If a ring of freely-falling particles
were placed in the xy-plane, then the ring’s radius would
periodically increase and decrease by an amount proportional
to Φ. It is, however, interesting to notice that the wave’s effects
remain transverse, in the sense that there are no tidal forces
along the direction of propagation.
4. Effect of a subluminal scalar wave
The phenomenology of subluminal scalar waves (cS < 1) is
richer. In any observer’s rest frame, the amplitude (72) of the
curvature perturbation that it causes reads
RS0i0j = −
1
2
Φ
[
qiqjC00 − 2q(iCj)0 + ω2SCi j
]
, (79)
which now features two unrelated directions: the wavevector q
on the one hand, and the background scalar field’s gradient ∇ϕ¯
present in Ci j on the other hand. As a consequence, tidal forces
are generally triaxial; in particular, they are no longer transverse.
More explicitly, since RS0i0j is symmetric and real-valued, it
can be diagonalized in an orthonormal system (ea)a=1,...,3 as
(RS0a0b) = −
ω2S
2
©­«
C1Φ 0 0
0 C2Φ 0
0 0 C3Φ
ª®¬ , (80)
where C1, C2, C3 are three dimensionless shape parameters,
which depend on G¯3,X/G¯4, cS, the derivatives of ϕ¯, and the
angle between q and ∇ϕ¯.
Note that the orthonormal basis (ea) used in Eq. (80) is
generally different from the orthonormal basis (ei) used in
Eqs. (77) and (78). In particular, the direction a = 3 does not
always coincide with the direction of propagation of the wave.
In a scenario of chameleon screening, we may expect the
derivatives ∂ϕ¯ to be suppressed at the observer’s location. This
would imply cS ≈ 1 and Cµν ∝ g¯µν , thereby bringing us back
to Sec. III C 3. Hence, screening would not remove the effect
of a scalar wave, but rather reduce it to that of a luminal wave
which would be delayed with respect to the tensor wave.
9IV. (NON-)INTERACTION BETWEEN SCALAR AND
TENSORWAVES
In the previous sections, we have shown that in reduced
Horndeski theories, GWs consist of the superposition of a
tensor wave (two degrees of freedom) and a scalar wave (one
degree of freedom). While tensor waves propagate at the speed
of light, scalar waves do not in general. In this section, we
investigate the evolution of the amplitude of tensor and scalar
waves, and their mutual interactions.
A. Evolution of the amplitudes
The standard procedure to get evolution equations for the
wave amplitudes consists in extracting the O(ω1) terms in the
equations of motion. This is easily understood starting with
the tensor wave, whose kinetic term reads
/K ρσαβµν γρσ;αβ = −
1
2
G¯42γµν (81)
=
1
4
G¯4
(
Γµνkαkα − iDΓµν
)
eiw + c.c. (82)
up to O(ω0) terms, and with the differential operator
D ≡ 2kα∇¯α + kα;α . (83)
The O(ω1) term in the above contains DΓµν , whose function
is to propagate Γµν in the direction of kα, i.e. along the null
geodesic followed by the tensor wave. The other O(ω1) con-
tributions to δEµν come from the amplitude matrix, which
encodes both self interactions (diagonal terms), and interac-
tions with the scalar waves (off-diagonal terms). In GR, the
result would simply read DΓµν = 0, leading to the fact that the
GW amplitude essentially decreases as the area of its wavefront.
Here, we have instead
0 =
(
− G¯4
2
DΓµν + /A ρσαµν Γρσkα
)
eiw
+
(
/A ϕαµν qαΦ
)
eiv − c.c. (84)
The same procedure, i.e. extracting O(ω1) terms, applied to
the scalar equation of motion yields
0 =
[
/K ϕαβϕ
(
2Φ,(αqβ) + qα;βΦ
)
+ /A ϕαϕ qαΦ
]
eiv
+
(
/A ρσαϕ Γρσkα
)
eiw − c.c. (85)
Now, because scalar and tensor waves may propagate at
different speeds, their phases v and w may differ. This generally
prevents us from studying the evolution of amplitudes only,
contrary to, e.g., the analysis conducted in Ref. [38]. As it
turns out, the present formalism is not well suited to deal with
the case cS , 1. Suppose that we want to study the evolution
of Φ, Γµν along the worldline of, say, the tensor wave. Let λ be
an affine parameter along the corresponding null geodesic. If
scalar waves are not propagating at the speed of light, then the
functions λ 7→ eiw(λ) and λ 7→ eiv(λ) are linearly independent;
indeed, their Wronskian reads
W[eiw, eiv] ≡ eiw d
dλ
eiv − eiv d
dλ
eiw (86)
= i
(
v,µ − w,µ
) dxµ
dλ
ei(v+w) (87)
= iqµkµ ei(v+w) (88)
= iωTωS
1 − cS
cS
ei(v+w) , (89)
where in the last line we assumed for simplicity that both
waves were propagating in the same spatial direction, and
worked with a tetrad such that (kµ) = ωT(1, 0, 0, 1) and (qµ) =
ωS(1, 0, 0, 1/cS). Thus,W , 0 if cS , 1, which means that
the exponentials are linearly independent. In such conditions,
within the eikonal approximation, Eqs. (84) and (85) would
imply Φ = Γµν = 0, i.e. no waves at all. We conclude that
tackling the case cS , 1 requires a different formalism, which
is beyond the scope of this article and left for future work.
In the remainder of this section, we shall focus on exactly
luminal scalar waves (cS = 1), and then consider the quasilu-
minal case, in which cS , 0 but in the limit where the relative
phase drift of scalar and tensor waves is small.
B. Luminal scalar waves: no interactions
As discussed in Sec. III B 2, the condition cS = 1 imposes
G2,XX = G3,X = 0, which drastically simplifies the problem.
In particular, Eqs. (84) and (85) become propagation equations
for the amplitudesΦ, Γµν only. In what follows, we assume that
the scalar and tensor waves propagate along the same geodesic
and have the same frequency, so that kµ = qµ. This assumption
is motivated by the fact that we are primarily interested in the
interaction of scalar and tensor waves originating from the
same source. It is nevertheless straightforward to generalize
our results to other setups.
1. Tensor amplitude
First consider the evolution of the tensor amplitude, governed
by Eq. (84), which for v = w becomes
0 = −1
2
G¯4DΓµν + /A ρσαµν kαΓρσ + /A ϕαµν kαΦ . (90)
The amplitude terms are obtained from Appendix A 2 by taking
G2,XX = G3,X = 0,
/A ρσαµν kαΓρσ = G¯4,ϕ
[
2ϕ¯,ρΓˆρ(µkν) − kρ ϕ¯,ρΓˆµν
]
, (91)
/A ϕαµν kα = −
(
G¯2,X + 2G¯3,ϕ
) [
ϕ¯(µk,ν) − 12 k
ρ ϕ¯,ρg¯µν
]
+ G¯−14 G¯
2
4,ϕ
[
ϕ¯,(µk,ν) +
1
2
kρ ϕ¯,ρg¯µν
]
. (92)
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As mentioned in Sec. III C 2, the tensor amplitude can
be decomposed into a nonphysical gauge mode and physical
transverse-traceless mode, which in turn consists of two helicity
modes with complex amplitudes
H	 = m∗µm
∗
νH
µν
TT = m
∗
µm
∗
ν Γˆ
µν = m∗µm
∗
νΓ
µν , (93)
H = mµmνΓµν . (94)
Hence, the evolution of H	 and H (or equivalently of H+,H×)
can be obtained by projecting Eq. (90) on m∗µm∗ν and mµmν .
Assuming without loss of generality thatmµ andm∗µ are parallel-
transported along the worldline of the tensor wave, such pro-
jections of Eq. (90) reduce to
D
[√
G4(ϕ¯)HA
]
= 0 , (95)
where HA can stand for any one of H	,H,H+,H×. We
conclude, in particular, that the physical tensor modes are
mutually independent and decoupled from the scalar wave.
This last property, due to mµmν /A ϕαµν kα = 0, implies that
all the conclusions of Ref. [38] about tensor waves hold in
the presence of luminal scalar waves. In particular: (i) the
polarization of a tensor wave is parallel-transported along the
wave’s worldline; (ii) as the wave propagates, its amplitude
changes as12
HA ∝ 1√
G4(ϕ¯) (1 + z)DA
, (96)
where z is the observed redshift and DA the observed an-
gular diameter distance to the source. Equation (96) thus
applies regardless of the observer’s motion, lensing, integrated
Sachs-Wolfe effect, etc. Finally, (iii) since the gravitational dis-
tance DG is extracted from GW observations in such a way that
HA ∝ (1+ z)/DG, that distance is related to the electromagnetic
luminosity distance DL = (1 + z)2DA as13
DG =
√
G4(ϕ¯o)
G4(ϕ¯s) DL , (97)
where ϕ¯o, ϕ¯s are the values of the background scalar field at
the observation and emission events. We stress that the word
“background” does not necessarily refer to a homogeneous-
isotropic cosmological setup, but rather designates the scalar
field’s state without scalar waves.
2. Scalar amplitude
We then turn to the evolution of the scalar amplitude, which
is dictated by Eq. (85). For luminal scalar waves, /K ϕαβϕ ∝ g¯αβ ,
12 This step uses the fact that, in the operator D, the wavefront’s expansion
rate reads kµ;µ = 2d[ln(1 + z)DA]/dλ, where λ is an affine parameter for
the GW’s geodesic. See Sec. III.C.3 of Ref. [38] for details.
13 Note that DG is, in fact, fundamentally related to the geometric angular
diameter distance DA. Equation (97) implicitly assumes the validity of
the distance-duality law for electromagnetic signals, which requires the
conservation of photon number.
and hence it is fully determined by its trace. Let us introduce
N ≡ 1
4
g¯αβ /K ϕαβϕ = G¯2,X + 2G¯3,ϕ + 3G¯−14 G¯24,ϕ, (98)
in terms of which Eq. (85) becomes
0 = NDΦ + /A ϕαϕ kαΦ + /A ρσαϕ kαΓρσ . (99)
The amplitude terms are obtained from Appendix A 2 c by
imposing G¯2,XX = G¯3,X = 0, which yields
/A ϕαϕ kα = kρN,ρ , (100)
/A ρσαϕ kαΓρσ = 0 , (101)
and hence Eq. (99) reduces to D(NΦ) = 0. This confirms, in
particular, that there is no interaction between tensor waves
and luminal scalar waves.
Following the same logic as in the tensor-wave case, we
conclude that the amplitude of a scalar wave evolves as
Φ ∝ 1
N(ϕ¯, X¯) (1 + z)DA
. (102)
We may define a notion of scalar distance similarly to how we
defined the gravitational distance for tensor waves, namely the
quantity that governs the wave’s amplitude as Φ ∝ (1 + z)/DS.
Following that definition, the scalar distance would read
DS =
N(ϕ¯o, X¯o)
N(ϕ¯s, X¯s)
DL , DG , (103)
with the function N given in Eq. (98).
C. Quasiluminal scalar waves: negligible interactions
We have seen that there are no interactions between scalar
and tensor waves if cS = 1. Does that conclusion hold when cS
is close enough to 1, so that Eqs. (84) and (85) can be used to
study the evolution of Φ, Γµν? In other words, is the problem
continuous in the limit cS → 1?
In order to address that question, we shall first determine the
condition on cS such that v ≈ w. Consider for simplicity that a
scalar wave and a tensor wave are emitted simultaneously, and
that they are initially in phase.14 Their relative phase drift from
emission (λs) to observation (λo) reads
v − w =
∫ λo
λs
dλ
dv
dλ
(104)
=
∫ λo
λs
dλ qµkµ (105)
=
∫ λo
λs
dλ ωTωS
1 − cS
cS
, (106)
14 This does not restrict the generality of the discussion, since any initial
relative phase can always be absorbed in the complex amplitudes Φ, Γµν .
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where we decomposed the wave four-vectors on a tetrad so as
to exhibit their frequencies and phase velocities. In the rest
frame associated with such a tetrad, the product d` = ωTdλ
represents the physical distance over which the tensor wave
travels as the affine parameter changes by dλ. Therefore,
v − w =
∫ `s
0
d` ωS
1 − cS
cS
≡ `s
〈
ωS
1 − cS
cS
〉
. (107)
where `s is the affine-parameter based distance between the
source and the observer, and 〈. . .〉 is the `-weighted average.
We conclude that the difference between the phases v and w
in Eqs. (84) and (85) is negligible if
`s
〈
ωS
1 − cS
cS
〉
 1 . (108)
This condition could have been guessed from intuitive argu-
ments. Two waves can be considered to stay in phase if the
delay of the slowest wave with respect to the quickest remains
much smaller than their period. If the waves are emitted simul-
taneously and travel over a distance `s, then the delay between
the receptions of scalar and tensor waves is on the order of
(1 − cS)`s/cS. The condition for that delay to remain much
smaller than TS = 2pi/ωS thus matches Eq. (108).
Relaxing the condition cS = 1, and hence allowing
G2,XX,G3,X , 0, is comparable to opening Pandora’s box
and pouring its content into Eqs. (84) and (85). Let us re-
spectively denote ∆Φ,∆A the sum of these new terms in the
evolution equations for the scalar and tensor amplitudes,
D [N(ϕ¯, X¯)Φ] = ∆Φ , (109)
D
[√
G4(ϕ¯)HA
]
= ∆A . (110)
For instance, ∆Φ contains terms such as G¯3,X2ϕ¯DΦ or
G¯2,XX X¯,αqαΦ, and similarly for ∆A. In fact, careful examina-
tion of the terms composing ∆Φ,∆A reveals that they are all
similar to the ones present in |cS − 1|, as listed in Eq. (66). To
be more specific, we have
∆Φ,∆A ∼ |cS − 1| × (ω∂ϕ¯) . (111)
But Eq. (108) shows that if v−w  1, then |cS−1|  O(ω−1),
which implies that ∆Φ,∆A are actually smaller than O(ω0), i.e.,
smaller than masslike terms within the eikonal hierarchy.
We conclude that, for quasiluminal scalar waves, scalar-
tensor interactions can be safely neglected, so that the results
of Sec. IVB hold. In other words, the problem is indeed
continuous in the limit cS → 1.
V. SUMMARY AND CONCLUSION
We have studied the propagation of GWs in the subset of
Horndeski theories where tensor perturbations propagate at
light speed (reduced Horndeski theories). Unlike our previous
work on the same topic [38], we now have accounted for
propagating scalar perturbations, i.e. scalar waves, which made
the present study technically much more involved.
We derived for the first time the complete set of equations
governing the intertwined dynamics of scalar and tensor per-
turbations δϕ, hµν , for an arbitrary background scalar field and
spacetime geometry ϕ¯, g¯µν . Specifically, computations were
made at linear order in the perturbations, and in the limit where
they vary on much smaller scales than the background.
By diagonalizing the kinetic term of the resulting system of
equations of motion, we have shown that themetric perturbation
hµν is not a fundamental degree of freedom of the linearized
theory. Indeed, due to nonminimal couplings, hµν actually
encompasses some scalar information, which can be removed
by considering γµν ≡ hˆµν + Cˆµνδϕ instead, Cµν being defined
in Eq. (37). The quantities δϕ, γµν then represent the true scalar
and tensor degrees of freedom of the linearized theory.
Considering wavelike ansätze for δϕ, γµν , we confirmed that
tensor waves propagate at light speed, and carry two indepen-
dent degrees of freedom which are the standard plus and cross
modes of GWs. Scalar waves, however, are generally sublumi-
nal, except if G2,XX = G3,X = 0, i.e., for conformally coupled
quintessence. Scalar waves produce curvature perturbations
and are thereby measurable; the associated tidal forces are
transverse and circularly symmetric for luminal scalar waves,
and generally triaxial in the subluminal case.
Finally, luminal or quasiluminal scalar waves do not interact
with tensor waves. In that case, scalar and tensor waves
propagate without seeing each others, just like the horizontal
and vertical polarizations of light. Each wave, scalar or tensor,
defines its own notion of distance, DS or DG, which quantifies
how its energy dilutes as the waves propagate. The expression
of DG, its connection with the electromagnetic luminosity
distance, and the resulting discussions about standard sirens,
remain unchanged compared to Ref. [38].
The case of subluminal scalar waves is more subtle, and
cannot be fully treated in the framework developed in the
present article. In particular, tensor waves propagating within
a subluminal scalar medium should generate scalar shock
waves similar to Cherenkov radiation. The analysis of this
phenomenon, together with its observational consequences,
will be exposed in a subsequent article, for which the present
one constitutes a solid basis.
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Appendix A: Explicit expressions involved in the linearized equations of motion
This appendix provides the long explicit expressions involved in the linearized equations of motion for δϕ, hµν . Appendix A 1
gives the result of a brute-force linearization of Eϕ, Eµν . Appendix A 2 is the result after diagonalization of the kinetic term and
application of the generalized harmonic gauge (49).
The formulas provided in this appendix have been independently derived and cross-checked by the first two authors of this
article, so as to mitigate the high risk of computational errors and typos.
1. Before diagonalization
Recall that we have classified the various terms arising from the equations of motion into three categories: (i) kinetic terms,
with second derivatives of δϕ, hµν; (ii) amplitude terms, with first derivatives; and (iii) masslike terms, with no derivatives. In
practice, this classification takes the following form:(
δEϕ
δEµν
)
=
[ (
K ϕαβϕ K
ρσαβ
ϕ
K ϕαβµν K
ρσαβ
µν
)
︸                    ︷︷                    ︸
kinetic matrix Kαβ
∇¯α∇¯β +
(
A ϕαϕ A
ρσα
ϕ
A ϕαµν A
ρσα
µν
)
︸                 ︷︷                 ︸
amplitude matrix Aα
∇¯α +
(
M ϕϕ M
ρσ
ϕ
M ϕµν M
ρσ
µν
)
︸               ︷︷               ︸
mass matrix M
] (
δϕ
hˆρσ
)
. (A1)
We give hereafter the explicit expressions of the kinetic and amplitude blocks, but not of the masslike terms which are neglected.
Each block generically receives contributions from the three Lagrangians L2,L3,L4; hence, we shall write for instance
K ϕαβϕ =
4∑
i=2
K(i) ϕαβϕ , (A2)
where a superscript (i) indicates that the associated term comes from Li; the same terminology applies to the other blocks.
When giving the expressions of the matrix blocks, we may choose to contract or not their indices, depending on what provides
the best readability.
a. Blocks of the kinetic matrix
Scalar kinetic terms in the scalar equation of motion: K ϕαβϕ δϕ;αβ
K(2) ϕαβϕ = G¯2,X g¯αβ − G¯2,XX ϕ¯,α ϕ¯,β (A3)
K(3) ϕαβϕ =
(
2G¯3,ϕ − 2X¯G¯3,ϕX + G¯3,XX ϕ¯,µ X¯,µ + 2G¯3,X2ϕ¯) g¯αβ
−
(
G¯3,XX ϕ¯,α ϕ¯,β2ϕ¯ + 2G¯3,ϕX ϕ¯,α ϕ¯,β + 2G¯3,XX X¯,(α ϕ¯,β) + 2G¯3,X ϕ¯;αβ) (A4)
K(4) ϕαβϕ = 0 (A5)
Metric kinetic terms in the scalar equation of motion: K ρσαβϕ hˆρσ;αβ
K(2) ρσαβϕ hˆρσ;αβ = 0 (A6)
K(3) ρσαβϕ hˆρσ;αβ = −G¯3,X ϕ¯,ρ ϕ¯,σδRρσ = −12 G¯3,X
[
2g¯ρα ϕ¯,σ ϕ¯,β − (ϕ¯,ρ ϕ¯,σ + X¯ g¯ρσ ) g¯αβ] hˆρσ;αβ (A7)
K(4) ρσαβϕ hˆρσ;αβ = G¯4,ϕδR =
1
2
G¯4,ϕ
(
2g¯ραg¯σβ + g¯ρσ g¯αβ
)
hˆρσ;αβ (A8)
Scalar kinetic terms in the metric equation of motion: K ϕαβµν δϕ;αβ
K(2) ϕαβµν = 0 (A9)
K(3) ϕαβµν =
1
2
G¯3,X
[
2ϕ¯,(µ ϕ¯,αδ
β
ν) − ϕ¯,µ ϕ¯,ν g¯αβ − g¯µν ϕ¯,α ϕ¯,β
]
(A10)
K(4) ϕαβµν = G¯4,ϕ
[
g¯µν g¯
αβ − δ(αµ δβ)ν
]
(A11)
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Metric kinetic terms in the metric equation of motion: K ρσαβµν hˆρσ;αβ
K(2) ρσαβµν hˆρσ;αβ = 0 (A12)
K(3) ρσαβµν hˆρσ;αβ = 0 (A13)
K(4) ρσαβµν hˆρσ;αβ = G4 δEµν =
G4
2
[
2hˆ ;ρ
ρ(µ ν) −2hˆµν − hˆρσ;ρσ g¯µν
]
(A14)
b. Blocks of the amplitude matrix
Scalar amplitude terms in the scalar equation of motion: A ϕαϕ δϕ,α
A(2) ϕαϕ =
(−G2,XX2ϕ¯ + G2,Xϕ + 2X¯G2,XXϕ − G2,XXX ϕ¯,µ X¯,µ ) ϕ¯,α + 2G2,XX X¯,α (A15)
A(3) ϕαϕ =
[ (
2X¯G¯3,ϕXX − G¯3,XXX ϕ¯,µ X¯,µ − G¯3,XX2ϕ¯) 2ϕ¯ + 2G¯3,ϕϕ + 2X¯G¯3,ϕϕX − 2G¯3,ϕXX ϕ¯,µ X¯,µ − G¯3,XXX X¯,µ X¯,µ
+ G¯3,XX
(
ϕ¯;µν ϕ¯;µν + R¯µν ϕ¯,µ ϕ¯,ν
) ]
ϕ¯,α +
[
2G¯3,XX2ϕ¯ + 4G¯3,ϕX ] X¯,α − 2G¯3,XX X¯,µ ϕ¯;µα − 2G¯3,X R¯µα ϕ¯,µ (A16)
A(4) ϕαϕ = 0 (A17)
Metric amplitude terms in the scalar equation of motion: A ρσαϕ hˆρσ;α
A(2) ρσαϕ = −G¯2,X ϕ¯,ρg¯σα + 12 G¯2,XX
(
ϕ¯,ρ ϕ¯,σ + X¯ g¯ρσ
)
ϕ¯,α (A18)
A(3) ρσαϕ = −
[
2G¯3,ϕ − 2X¯G¯3,ϕX + G¯3,XX ϕ¯,µ X¯,µ + 2G¯3,X2ϕ¯] ϕ¯,ρg¯σα
+
[(
G¯3,ϕX +
1
2
G¯3,XX2ϕ¯
)
ϕ¯,σ + G¯3,XX X¯,α
] (
ϕ¯,ρ ϕ¯,σ + X¯ g¯ρσ
)
+ G¯3,X
[
2ϕ¯;α(ρ ϕ¯,σ) − ϕ¯;αλϕ¯,λg¯ρσ − ϕ¯;ρσ ϕ¯,α + 122ϕ¯ϕ¯,αg¯ρσ
]
(A19)
A(4) ρσαϕ = 0 (A20)
Scalar amplitude terms in the metric equation of motion: A ϕαµν δϕ,α
A(2) ϕαµν =
1
2
(
G¯2,XX ϕ¯,µ ϕ¯,ν + G¯2,X g¯µν
)
ϕ¯,α − G¯2,X ϕ¯,(µδαν) (A21)
A(3) ϕαµν = g¯µν
[(
G¯3,ϕ + X¯G¯3,ϕX − 12 G¯3,XX ϕ¯
,ρ X¯,ρ
)
ϕ¯,α + G¯3,X X¯,α
]
+ ϕ¯,µ ϕ¯,ν
(
G¯3,ϕX +
1
2
G¯3,XX2ϕ¯
)
ϕ¯,α
− [2G¯3,ϕ ϕ¯,(µ + G¯3,X X¯,(µ + G¯3,X2ϕ¯ϕ¯,(µ] δα,ν) + G¯3,XX ϕ¯,(µ X¯,ν)ϕ¯,α + G¯3,X ϕ¯,(µ ϕ¯ α;ν) (A22)
A(4) ϕαµν = 2G¯4,ϕϕ
[
g¯µν ϕ¯
,α − ϕ¯(µδαν)
]
(A23)
Metric amplitude terms in the metric equation of motion: A ρσαµν hˆρσ;α
A(2) ρσαµν = 0 (A24)
A(3) ρσαµν =
1
2
G¯3,X
[ (
ϕ¯,ρ ϕ¯,σ + X¯ g¯ρσ
) (1
2
g¯µν ϕ¯
,α − ϕ¯,(µδα,ν)
)
+ ϕ¯,µ ϕ¯,ν ϕ¯
,(ρg¯σ)α
]
(A25)
A(4) ρσαµν =
1
2
G¯4,ϕ
[(
2ϕ¯,(ρδσ)(µ δ
α
ν) − ϕ¯,(µδα,ν)g¯ρσ
)
−
(
δ
ρ
(µδ
σ
ν) −
1
2
g¯µν g¯
ρσ
)
ϕ¯,α − 2g¯µν ϕ¯,(ρg¯σ)α
]
(A26)
The last two matrix elements being hard to read, we also provide their contracted counterparts:
A(3) ρσαµν hˆρσ;α =
1
2
G¯3,X
[ (
ϕ¯,ρ ϕ¯,σ + X¯ g¯ρσ
) (1
2
g¯µν ϕ¯
,α hˆρσ;α − hˆρσ;(ν ϕ¯,µ)
)
+ ϕ¯,µ ϕ¯,ν ϕ¯,ρ hˆ
ρσ
;σ
]
(A27)
A(4) ρσαµν hˆρσ;α =
1
2
G¯4,ϕ ϕ¯,ρ
(
2hˆρ(µ;ν) − g¯ρ(µ hˆ,ν) − hˆµν;ρ + 12 g¯µν hˆ,ρ − g¯µν hˆ
ρσ
;σ
)
. (A28)
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2. After diagonalization and harmonic-gauge fixing
a. Description of the operations
The kinetic term of the differential system (A1) can be diagonalized and simplified by applying the following operations:
1. Elimination of K ρσαβϕ . In this first step, we substitute the Ricci-curvature terms that appear in the scalar equation of
motion δEϕ using the tensor equation of motion δEµν . This operation is possible because K ρσαβµν hµν;αβ ∝ δEµν = δRˆµν .
In other words, the terms containing hρσ;αβ in the scalar equation of motion are linear combinations of the terms hρσ;αβ in
the tensor equation of motion. To be really specific, we have
K ρσαβϕ hˆρσ;αβ = K
(3) ρσαβ
ϕ hˆρσ;αβ + K
(4) ρσαβ
ϕ hˆρσ;αβ (A29)
= −G¯3,X ϕ¯,µ ϕ¯,νδRµν + G¯4,ϕδR (A30)
= − [G¯3,X (ϕ¯,µ ϕ¯,ν + X g¯µν) + G¯4,ϕ g¯µν] δEµν (A31)
= − [G¯3,X (ϕ¯,µ ϕ¯,ν + X g¯µν) + G¯4,ϕ g¯µν] (G¯−14 K ρσαβµν hˆρσ;αβ) (A32)
= G¯−14
[
G¯3,X (ϕ¯,µ ϕ¯,ν + X g¯µν) + G¯4,ϕ g¯µν
]︸                                              ︷︷                                              ︸
≡Cµν
(
K ϕαβµν δϕ;αβ + A
ϕα
µν δϕ,α + A
ρσα
µν hˆρσ;α
)
(A33)
The tensor equation of motion, δEµν = 0, was used to go from the penultimate to the last line. When the above formula
is substituted into the scalar equation of motion, the right-hand side contributes to the diagonal kinetic term and to the
amplification matrix. Precisely, the following transformations apply:
K ρσαβϕ 7−→ 0 (A34)
K ϕαβϕ 7−→ K ϕαβϕ + CµνK ϕαβµν (A35)
A ϕαϕ 7−→ A ϕαϕ + CµνA ϕαµν (A36)
A ρσαϕ 7−→ A ρσαϕ + CµνA ρσαµν , (A37)
or, in matrix terms,
Kαβ 7−→
(
1 Cµν
0 1
)
Kαβ and Aα 7−→
(
1 Cµν
0 1
)
Aα (A38)
which is an operation on the rows of the matrices.
Wenote that the additional terms toK ϕαβϕ , A
ϕα
ϕ , A
ρσα
ϕ are all quadratic in the coupling functions, i.e. they feature pre-factors
such as G3,XG4,ϕϕ , or G23,X , etc. Because of that, they can no longer be associated with a specific Lagrangian L2,L3,L4,
and hence do not fit into the classification that we have used to far. All these hybrid terms will therefore be gathered under
the label (5) in the final result.
2. Elimination of K ϕαβµν . While the previous step consisted in combining the equations of motion, i.e. acting on the rows of
the system matrices, this second step will consist in mixing its variables, i.e. act on the columns of the system matrices.
Namely, we introduce the new tensor variable
γµν ≡ hˆµν + Cˆµνδϕ , Cˆµν = G¯−14
(
G¯3,X ϕ¯,µ ϕ¯,ν − G¯4,ϕ g¯µν
)
(A39)
being the trace-reversed counterpart of the tensor Cµν that appeared in the previous step. Substituting, in the tensor equation
of motion, hρσ;αβ by its expression in terms of γµν, δϕ, eliminates the off-diagonal kinetic term K ϕαβµν . This cancellation
is due to the remarkable identity K ρσαβµν Cˆρσ = K
ϕαβ
µν , so that, up to masslike terms,
K ρσαβµν hˆρσ;αβ + K
ϕαβ
µν δϕ;αβ = K
ρσαβ
µν
(
γρσ;αβ − Cˆρσδϕ;αβ − 2Cˆρσ;(αδϕ,β)
)
+ K ϕαβµν δϕ;αβ (A40)
= K ρσαβµν γρσ;αβ − 2K ρσαβµν Cˆρσ;(αδϕ,β) . (A41)
The change from hˆµν to γµν also directly changes the amplitude matrix, since (again up to masslike terms)
A ρσαµν hˆρσ;α = A
ρσα
µν
(
γρσ;α − Cˆρσδϕ,α
)
, (A42)
A ρσαϕ hˆρσ;α = A
ϕα
µν
(
γρσ;α − Cˆρσδϕ,α
)
. (A43)
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Summarizing, this second operation leads to the following transformations:
K ϕαβµν 7−→ 0 , (A44)
A ϕαµν 7−→ A ϕαµν − 2K ρσ(αβ)µν Cˆρσ;β − A ρσαµν Cˆρσ , (A45)
A ϕαϕ 7−→ A ϕαϕ − A ρσαϕ Cˆρσ , (A46)
where we must not forget to account for the modification of A ρσαϕ that occurred in step 1. In matrix terms, that second
operation reads
Kαβ 7−→ Kαβ
(
1 0
−Cˆρσ 1
)
and Aα 7−→
[
Aα + 2K(αβ)∇¯β
] ( 1 0
−Cˆρσ 1
)
. (A47)
In Eq. (A45), the correction coming from the kinetic matrix is linear in the coupling functions, and hence it directly changes
A(3) ϕαµν , A
(4) ϕα
µν . All the other corrections are quadratic in the coupling functions, and thus will be classified under the
label (5) as the modifications originating from the step 1.
3. Imposing the harmonic gauge. Impose the harmonic gauge γµν;ν = 0, which removes a few terms in the equations of motion.
In particular, this drastically simplifies the kinetic term for γµν .
The resulting system then reads[ (
/K ϕαβϕ 0
0 /K ρσαβµν
)
︸                   ︷︷                   ︸
diagonal kinetic matrix /Kαβ
∇¯α∇¯β +
( /A ϕαϕ /A ρσαϕ
/A ϕαµν /A ρσαµν
)
︸                 ︷︷                 ︸
new amplitude matrix /Aα
∇¯α
] (
δϕ
γρσ
)
=
(
0
0
)
, (A48)
and the various terms generically decompose as, e.g.,
K ϕαβϕ =
5∑
i=2
K(i) ϕαβϕ , (A49)
where the terms with the label (5) are at least quadratic in the coupling functions.
b. Blocks of the kinetic matrix
Scalar kinetic terms in the scalar equation of motion: /K ϕαβϕ δϕ;αβ
/K(2) ϕαβϕ = K(2) ϕαβϕ = G¯2,X g¯αβ − G¯2,XX ϕ¯,α ϕ¯,β (A50)
/K(3) ϕαβϕ = K(3) ϕαβϕ =
(
2G¯3,ϕ − 2X¯G¯3,ϕX + G¯3,XX ϕ¯,µ X¯,µ + 2G¯3,X2ϕ¯) g¯αβ
−
(
G¯3,XX ϕ¯,α ϕ¯,β2ϕ¯ + 2G¯3,ϕX ϕ¯,α ϕ¯,β + 2G¯3,XX X¯,α ϕ¯,β + 2G¯3,X ϕ¯;αβ) (A51)
/K(4) ϕαβϕ = K(4) ϕαβϕ = 0 (A52)
/K(5) ϕαβϕ = CµνK ϕαβµν = G¯−14
[(
3G¯24,ϕ + 2X¯G¯3,XG¯4,ϕ − X¯2G¯23,X
)
g¯αβ − 2G¯3,X
(
G¯4,ϕ + X¯G¯3,X
)
ϕ¯,(α ϕ¯,β)
]
(A53)
Metric kinetic terms in the metric equation of motion: /K ρσαβµν γρσ;αβ
/K(2) ρσαβµν = K(2) ρσαβµν = 0 (A54)
/K(3) ρσαβµν = K(3) ρσαβµν = 0 (A55)
/K(4) ρσαβµν = −
1
2
G4δ
ρ
,(µδ
σ
,ν)g¯
αβ i.e. /K(4) ρσαβµν γρσ;αβ = −
1
2
G42γµν (A56)
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c. Blocks of the amplitude matrix
Scalar amplitude terms in the scalar equation of motion: /A ϕαϕ δϕ,α
/A(2) ϕαϕ = A(2) ϕαϕ =
(−G2,XX2ϕ¯ + G2,Xϕ + 2X¯G2,XXϕ − G2,XXX ϕ¯,µ X¯,µ ) ϕ¯,α + 2G2,XX X¯,α (A57)
/A(3) ϕαϕ = A(3) ϕαϕ
=
[ (
2X¯G¯3,ϕXX − G¯3,XXX ϕ¯,µ X¯,µ − G¯3,XX2ϕ¯) 2ϕ¯ + 2G¯3,ϕϕ + 2X¯G¯3,ϕϕX − 2G¯3,ϕXX ϕ¯,µ X¯,µ − G¯3,XXX X¯,µ X¯,µ
+ G¯3,XX
(
ϕ¯;µν ϕ¯;µν + R¯µν ϕ¯,µ ϕ¯,ν
) ]
ϕ¯,α +
[
2G¯3,XX2ϕ¯ + 4G¯3,ϕX ] X¯,α − 2G¯3,XX X¯,µ ϕ¯;µα − 2G¯3,X R¯µα ϕ¯,µ (A58)
/A(4) ϕαϕ = A(4) ϕαϕ = 0 (A59)
/A(5) ϕαϕ = CµνA ϕαµν − A ρσϕ Cˆρσ − CµνA ρσαµν Cˆρσ (A60)
Metric amplitude terms in the scalar equation of motion: /A ρσαϕ γρσ;α. The terms (2)-(4) slightly simplify because of the
harmonic gauge, which removes any contraction of ρ, σ with α.
/A(2) ρσαϕ =
1
2
G¯2,XX
(
ϕ¯,ρ ϕ¯,σ + X¯ g¯ρσ
)
ϕ¯,α (A61)
/A(3) ρσαϕ =
[(
G¯3,ϕX +
1
2
G¯3,XX2ϕ¯
)
ϕ¯,σ + G¯3,XX X¯,α
] (
ϕ¯,ρ ϕ¯,σ + X¯ g¯ρσ
)
+ G¯3,X
(
2ϕ¯;α(ρ ϕ¯,σ) − ϕ¯;αλϕ¯,λg¯ρσ − ϕ¯;ρσ ϕ¯,α + 122ϕ¯ϕ¯,αg¯ρσ
)
(A62)
/A(4) ρσαϕ = 0 (A63)
/A(5) ρσαϕ = CµνA ρσαµν (A64)
Scalar amplitude terms in the metric equation of motion: /A ϕαµν δϕ,α. The terms (3), (4) change because of the kinetic term
that appears in the transformation (A45).
/A(2) ϕαµν = A(2) ϕαµν =
1
2
(
G¯2,XX ϕ¯,µ ϕ¯,ν + G¯2,X g¯µν
)
ϕ¯,α − G¯2,X ϕ¯,(µδαν) (A65)
/A(3) ϕαµν =
[
G¯3,ϕ + G¯3,X2ϕ¯ − X¯G¯3,ϕX + 12 G¯3,XX X¯,ρ ϕ¯,ρ
]
ϕ¯,αg¯µν +
[
G¯3,ϕX ϕ¯,α + G¯3,XX X¯,α +
1
2
G¯3,XX2ϕ¯ϕ¯,α
]
ϕ¯,µ ϕ¯,ν
+
[−2G¯3,ϕ − 2G¯3,X2ϕ + 2X¯G¯3,Xϕ − G¯3,XX X¯,ρ ϕ¯,ρ] ϕ¯,(µδα,ν) + 2G¯3,X ϕ¯,(µ ϕ¯ α;ν) − G¯3,X ϕ¯,α ϕ¯;µν (A66)
/A(4) ϕαµν = A(4) ϕ
α
µν = 0 (A67)
/A(5) ϕαµν = −A ρσαµν Cˆρσ (A68)
Metric amplitude terms in the metric equation of motion: /A ρσαµν γρσ;α. The terms (3), (4) slightly simplify because of the
harmonic gauge, which removes any contraction of ρ, σ with α. The diagonalization process does not produce a (5) term.
/A(2) ρσαµν = A(2) ρσαµν = 0 (A69)
/A(3) ρσαµν =
1
2
G¯3,X
(
ϕ¯,ρ ϕ¯,σ + X¯ g¯ρσ
) (1
2
g¯µν ϕ¯
,α − ϕ¯(µδα,ν)
)
(A70)
/A(4) ρσαµν =
1
2
G¯4,ϕ
[(
2ϕ¯,(ρδσ)(µ δ
α
ν) − ϕ¯,(µδα,ν)g¯ρσ
)
−
(
δ
ρ
(µδ
σ
ν) −
1
2
g¯µν g¯
ρσ
)
ϕ¯,α
]
(A71)
/A(5) ρσαµν = 0 (A72)
Again, since the (3) and (4) terms are hard to read, we provide their contracted counterparts:
/A(3) ρσαµν γρσ;α =
1
2
G¯3,X
(
ϕ¯,ρ ϕ¯,σ + X¯ g¯ρσ
) (1
2
g¯µν ϕ¯
,αγρσ;α − γρσ;(ν ϕ¯,µ)
)
(A73)
/A(4) ρσαµν γρσ;α =
1
2
G¯4,ϕ ϕ¯,ρ
(
2γρ(µ;ν) − g¯ρ(µγ,ν) − γµν;ρ + 12 g¯µνγ,ρ
)
. (A74)
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