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Abstract
Nonlinear waves in a liquid with gas bubbles are studied. Higher
order terms with respect to the small parameter are taken into account
in the derivation of the equation for nonlinear waves. A nonlinear
differential equation is derived for long weakly nonlinear waves tak-
ing into consideration liquid viscosity, inter–phase heat transfer and
surface tension. Additional conditions for the parameters of the equa-
tion are determined for integrability of the mathematical model. The
transformation for linearization of the nonlinear equation is presented
too. Some exact solutions of the nonlinear equation are found for in-
tegrable and non–integrable cases. The nonlinear waves described by
the nonlinear equation are numerically investigated.
1 Introduction
It is known that a liquid with gas bubbles is often observed in nature,
medicine and industry [1–3]. One of the important problems is the inves-
tigation of nonlinear waves in bubble–liquid mixtures.
Study of nonlinear waves processes in a bubble-liquid mixture was first
carried out in [4–6]. In these works the Burgers, the Korteweg–de Vries
and the Burgers–Korteweg–de Vries equations were derived for description
of weakly nonlinear waves in the one–dimensional case. The nonlinear waves
in a bubbly liquid with an allowance for the interphase heat transfer were
considered in [7–10]. The nonlinear evolution equation for weakly nonlin-
ear waves in a liquid with gas bubbles in the three–dimensional case were
obtained in [11].
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However only the first order terms with respect to the small parameter
were taken into account in the derivation of nonlinear evolution equations
in the above mentioned works. It is known that the application of higher
order terms in the state equation allows us to obtain a more exact descrip-
tion of nonlinear waves [12–17]. Thus the important problem is to derive a
nonlinear differential equation for description of long weakly nonlinear waves
in a bubbly liquid taking into consideration the second order terms in the
asymptotic expansion.
The aim of this work is to derive the nonlinear differential equation for
description of long waves in a liquid with gas bubbles taking into account
higher order terms in the asymptotic expansion. In the model of nonlinear
waves we include the surface tension, the liquid viscosity and the inter–phase
heat exchange in the quasi-isothermal regime.
This work is organized as follows. In section 2 we present basic equations
for the description of nonlinear waves. In section 3 we derive the extended
version of the equation for the description of nonlinear waves in a liquid with
gas bubbles taking into consideration the second order terms with respect
to the small parameter. In section 4 we apply the Painleve` test for the new
nonlinear equation. We show that this equation is integrable under additional
conditions on parameters. We obtain some exact solutions for the integrable
case of the nonlinear equation in section 5. In section 6 we consider the
traveling wave solutions for the non–integrable case of the nonlinear equation.
We also discuss connections of the improved equation with other nonlinear
differential equations. We show that the nonlinear equation under some
conditions on parameters is equivalent to the equation obtained in [18] for
the description of the ion-acoustic waves in plasma. In section 7 we present
the results of the numerical simulations for nonlinear waves governed by the
nonlinear equation.
2 System of equations for description of waves
in a liquid with gas bubbles
Let us suppose that a liquid containing gas bubbles is a homogeneous medium
and has an average pressure [1, 2]. We do not take into consideration for-
mation, destruction, interaction and coalescence of bubbles. Let us assume
that all gas bubbles are spherical, have the same size and the amount of
bubbles in the mass unit is the constant N . We take into consideration the
heat transfer between a gas in bubbles and a liquid in the nearly isothermal
approximation [7]. In this approximation it is supposed that the temper-
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ature of the liquid is not changed and is equal to the temperature of the
mixture in the unperturbed state [7]. We consider the influence of the liquid
viscosity only at the interphase boundary. We also assume that the problem
is one–dimensional. Under these assumptions the following closed system of
equations may be used for a description of nonlinear waves in the liquid with
gas bubbles [1, 2, 7]
ρτ + (ρ u)ξ = 0, (2.1)
ρ (uτ + uux) + Pξ = 0, (2.2)
ρl
(
RRττ +
3
2
R2τ +
4νl
3R
Rτ
)
= Pg − P − 2σ
R
, (2.3)
Pg = Pg,0
(
R0
R
)3{
1− (γ˜ − 1)R
3
0
5γ˜χ
Rτ
R2
− 1(γ˜ − 1)
2R60
525γ˜2χ2
×
×
[
(2 + 15K
′
0)
R2τ
R4
+
12γ˜ − 7
3(γ˜ − 1)R
(
Rττ
R2
− 2R
2
τ
R3
)]} (2.4)
ρ = (1− φ) ρl + φ ρg, (2.5)
φ = V ρ, V =
4
3
pi R3N, (2.6)
where ξ is cartesian coordinate, τ is time, ρ(ξ, τ) is the density of the bubble–
liquid mixture, P (ξ, τ) is the pressure of the mixture, u(ξ, τ) is the velocity of
the mixture, R = R(ξ, τ) is the bubble radius, ρl, ρg(ξ, τ) are densities of the
liquid and the gas respectively, Pg(ξ, τ) is the pressure of the gas, Pg,0 and
R0 are the pressure of the gas and the radius of bubbles in the unperturbed
state, σ is the surface tension, νl is the kinematic viscosity of the liquid, χ
is the thermal diffusivity of the gas, K is the thermal conductivity of the
gas and K
′
0 = dK/dT at T = T0, φ is the volume gas content, V is the gas
volume in the unit mass of the mixture, γ˜ is the ratio of the specific heats.
We note that Eq.(2.4) was derived in [7] under the assumption that the
thermal penetration length is large compared with the radius of the bubble.
We assume that the pressure and the density of the bubble–liquid mixture
are constants in the unperturbed state. We also assume that all bubbles have
the same radius and uniformly distributed in the liquid in the unperturbed
state.
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Assuming that the volume gas content is small, φ ≪ 1, from Eqs. (2.5)
and (2.6) we have the following equation
ρ =
ρl
1 + ρl V
. (2.7)
Let us suppose that deviation of the mixture density is small
ρ(ξ, τ) = ρ0 + ρ˜(ξ, τ), ρ0 = const, ||ρ˜|| << ρ0, (2.8)
where ρ0 is the density of the bubble–liquid mixture in the unperturbed state.
Taking into account Eq.(2.8) we obtain from Eq.(2.7)
R ≃ R0 − µ˜ρ˜+ µ˜1ρ˜2,
R30 =
3
4piN
(
1
ρ0
− 1
ρl
)
, µ˜ =
R0
3 ρ20 V0
, µ˜1 =
R0(3 ρ0V0 − 1)
9 ρ40 V
2
0
,
V0 =
4
3
piNR30 .
(2.9)
Substituting Eq.(2.9) into Eqs.(2.1)–(2.4) and taking into account (2.8)
we have
ρ˜τ + ρ0uξ + (ρ˜u)ξ = 0,
(ρ0 + ρ˜) (uτ + uuξ) + Pξ = 0,
P = P0 − 2σ
R0
+
(
3 µ˜ P0
R0
− 2σµ˜
R20
)
ρ˜+
+
(
[6µ˜2 − 3 µ˜1R0]P0
R20
− 2σ(µ˜
2 − µ˜1R0)
R30
)
ρ˜2+
+
(
ρl µ˜ R0 +
λ2γ2µ˜P0
R30
)
ρ˜ττ+
+
[2λ2γ2P0(3µ˜2 − µ˜1R0)
R40
− ρl(2µ˜1R0 + µ˜2)
]
ρ˜ ρ˜ττ−
−
[
λ2P0[(γ1 − 2γ2)µ˜2 + 2µ˜1γ2R0]
R40
+ ρl
(
2µ˜1R0 +
3µ˜2
2
)]
ρ˜2τ+
+
(λ1µ˜P0
R20
+
4νlµ˜ ρl
3R0
)
ρ˜τ+
+
[λ1(5µ˜2 − 2µ˜1R0)P0
R30
+
(4νlµ˜
2 − 8νlµ˜1R0)ρl
3R20
]
ρ˜ ρ˜τ ,
(2.10)
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where P0 is the pressure of gas in bubbles in the unperturbed state. We used
the following notations in (2.10):
λ1 =
(γ˜ − 1)R30
5γ˜χ
, λ2 =
(γ˜ − 1)2R60
525γ˜2χ2
,
γ1 = (2 + 15K
′
0), γ2 =
12γ˜ − 7
3(γ˜ − 1) .
(2.11)
Linearizing Eqs.(2.10) and assuming that P is proportional to ρ˜ we obtain
the linear wave equation
ρ˜ττ = c
2
0 ρ˜ξξ, c
2
0 =
3µ˜P0
R0
− 2σµ˜
R20
. (2.12)
From (2.12) we see that c0 is the speed of linear waves.
Let us introduce the following dimensionless variables
ξ = L ξ
′
, τ =
L
c0
τ ′, u = c0 u
′
, ρ˜ = ρ0ρ˜
′
, P = P0 P
′+P0− 2σ
R0
, (2.13)
where P0 − 2σ/R0 is the pressure of the mixture in the unperturbed state.
The quantities L and τ∗ = L/c0 are the characteristic length scale and the
characteristic time of our problem [2].
Using the dimensionless variables we can reduce (2.10) to the following
system of equations (the primes are omitted)
ρ˜τ + uξ + (ρ˜u)ξ = 0,
(1 + ρ˜) (uτ + uuξ) +
1
α˜
Pξ = 0,
P = α˜ρ˜+ α˜1ρ˜
2 + β1ρ˜ττ − β2ρ˜ ρ˜ττ − β3ρ˜2τ + κρ˜τ + κ1ρ˜ρ˜τ ,
(2.14)
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where
α˜ =
3µ˜ρ0
R0
− 2σµ˜ρ0
R20P0
, β1 =
ρlµ˜R0c
2
0ρ0
P0 L2
+
γ2ρ0µ˜(γ˜ − 1)2
525R0γ˜2D2
,
α˜1 =
[(6µ˜2 − 3 µ˜1R0]ρ20
R20
− 2σ(µ˜
2 − µ˜1R0)ρ20
P0R30
,
β2 =
2(γ˜ − 1)2(µ˜1R0 − 3µ˜2)ρ20
525γ˜2R20D
2
+
ρl(2µ˜1R0 + µ˜
2)c20ρ
2
0
P0 L2
,
β3 =
(γ˜ − 1)2[(γ1 − 2γ2)µ˜2 + 2µ˜1γ2R0]ρ20
525γ˜2R20D
2
+
ρl(4µ˜1R0µ˜
2 + 3µ˜2)ρ20c
2
0
2P0L2
,
κ =
(γ˜ − 1)ρ0µ˜
5γ˜R0D
+
4νlµ˜ ρlρ0c0
3R0P0L
,
κ1 =
(γ˜ − 1)(5µ˜2 − 2µ˜1R0)ρ20
5γ˜R20D
+
(4νlµ˜
2 − 8νlµ˜1R0)ρlρ20c0
3R20P0L
.
(2.15)
We used in (2.15) the notation
D =
χ
ωR20
, where ω =
c0
L
. (2.16)
The parameter D in (2.16) is the square of the ratio of the thermal pene-
tration length to the radius of bubbles in the unperturbed state [7]. In the
case of the isothermal behavior of bubbles, parameter D tends to infinity and
system of equations (2.14) is reduced to the system that was used in some
works (e.g. see [5, 6]).
3 Extended equation for nonlinear waves in
a liquid with gas bubbles.
We use the reductive perturbation method [19–22] for derivation of the ex-
tended equation. In accordance with this method we need to introduce the
’slow’ variables
x = εm(ξ − τ), t = εm+1 τ, m > 0, ε≪ 1, (3.1)
∂
∂ξ
= εm
∂
∂x
,
∂
∂τ
= εm+1
∂
∂t
− εm ∂
∂x
.
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Substituting (3.1) into (2.14) and dividing by εm each side of the first two
equations we obtain the system of equations
ερ˜t − ρ˜x + ux + (ρ˜u)x = 0,
(1 + ρ˜)(εut − ux + uux) + 1
α˜
Px = 0,
P = α˜ρ˜+ α˜1ρ˜
2 + ε2m+2β1ρ˜tt − ε2m+12β1ρ˜tx + ε2mβ1ρ˜xx − ε2m+2β2ρ˜ρ˜tt+
+ε2m+12β2ρ˜ρ˜tx − ε2mβ2ρ˜ρ˜xx − ε2m+2β3ρ˜2t + ε2m+12β3ρ˜xρ˜t − ε2mβ3ρ˜2x+
+εm+1κρ˜t − εmκρ˜x + εm+1κ1ρ˜ρ˜t − εmκ1ρ˜ρ˜x .
(3.2)
We search for the solutions of (3.2) in the form of a series in the small
parameter ε
ρ˜ = ερ˜1 + ε
2ρ˜2 + . . . ,
u = εu1 + ε
2u2 + . . . ,
P = εP1 + ε
2P2 + . . . .
(3.3)
Substituting (3.3) into (3.2) and collecting coefficients at order ε we have
u1(x, t) = ρ˜1(x, t), P1(x, t) = α˜ρ˜1(x, t) . (3.4)
Substituting (3.3) into (3.2) and collecting coefficients at order ε2, we
obtain
ρ˜1t − ρ˜2x + u2x + (ρ˜1u1)x = 0,
u1t − u2x + u1u1x − ρ˜1u1x + 1
α˜
P2x = 0,
P2 = α˜ρ˜2 + α˜1ρ˜
2
1 + ε
2m−1β1ρ˜1xx + ε
m
κρ˜1t − εm−1κρ˜1x − εmκ1ρ˜1ρ˜1x−
−ε2mβ2ρ˜1ρ˜1xx − ε2mβ3ρ˜21x − ε2m2β1ρ˜1tx + εm+1κ1ρ˜ρ˜t .
(3.5)
Using relations (3.4) from Eqs.(3.5) we have the nonlinear differential
equation
ρ˜1t +
(
1 +
α˜1
α˜
)
ρ˜1ρ˜1x + ε
2m−1 β1
2α˜
ρ˜1xxx + ε
m κ
2α˜
ρ˜1tx − εm−1 κ
2α˜
ρ˜1xx−
−εmκ1
2α˜
(ρ˜1ρ˜1x)x − ε2m β2
2α˜
(ρ˜1ρ˜1xx)x − ε2m β3
2α˜
(ρ˜21x)x−
−ε2mβ1
α˜
ρ˜1txx + ε
m+1κ1
2α˜
(ρ˜ρ˜t)x = 0 .
(3.6)
From Eq.(3.6) we see that at m = 1 the term with lowest power of ε
corresponds to the term with the second derivative. If we consider the terms
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with the next power of ε then we have to add the nonlinear dissipative term
(ρ1ρ1x)x, a dispersive term and the term ρ1tx into the equation. In this case
at m = 1 from Eq.(3.6) we obtain
ρ˜1t+
(
1 +
α˜1
α˜
)
ρ˜1ρ˜1x− κ
2α˜
ρ˜1xx+ε
(
β1
2α˜
ρ˜1xxx +
κ
2α˜
ρ˜1tx − κ1
2α˜
(ρ˜1ρ˜1x)x
)
= 0 .
(3.7)
Eq.(3.7) extends the Burgers equation [5, 6] for long weakly nonlinear
waves in the liquid containing gas bubbles. The last three terms in Eq.(3.7)
are the linear dispersive term and linear and nonlinear dissipative terms.
Using relations (2.15) we see that dissipation of nonlinear waves governed
by Eq.(3.7) depends on the liquid viscosity, the relation between length of
thermal penetration, the radius of bubbles and the ratio of specific heats.
In the purely isothermal case the dissipation is caused by the liquid viscos-
ity. Otherwise the dissipation is caused by the heat transfer and the liquid
viscosity.
The coefficient at the dispersion term in Eq.(3.7) depends on the unper-
turbed pressure, the radius of bubbles and the wave speed in the linear case.
There is a ‘thermal’ part of the dispersion coefficient in Eq.(3.7) as well.
For convenience of description let us use the following notations in Eq.(3.7)(
1 +
α˜1
α˜
)
= α, ε
β1
2α˜
= β, ε
κ
2α˜
= γ,
κ
2α˜
= µ, ε
κ1
2α˜
= ν,
ρ˜1 = v .
(3.8)
Using (3.8) from Eq.(3.7) we have
vt + αvvx + βvxxx − µvxx − ν(vvx)x + γvxt = 0 . (3.9)
Further we show that Eq.(3.9) is integrable under certain conditions on
parameters α and β. Exact solutions of Eq.(3.9) will be obtained in the
integrable and non–integrable cases as well.
8
4 The Painleve` test for the extended nonlin-
ear equation.
Let us consider the application of the Painleve´ test [23–25] to Eq.(3.9). We
seek a solution of Eq.(3.9) in the form [23–25]
v(x, t) =
∞∑
j=0
vjψ
j−p, ψ = ψ(x, t) . (4.1)
Substituting (4.1) into Eq.(3.9) and equating coefficients at the lowest
power of ψ we find
p = 1, v0 = −2β
ν
ψx . (4.2)
Using
v(x, t) = −2βψx
νψ
+ vj ψ
j−1, (4.3)
we find the Fuchs indices
j = −1, 2, 3 . (4.4)
Consequently for integrability of Eq.(3.9) the functions ψ, v2, v3 have to be
arbitrary in expansion (4.1).
Substituting
v(x, t) = −2βψx
νψ
+ v1 + v2 ψ + v3 ψ
2, (4.5)
into Eq.(3.9) and equating coefficients at ψ in −3,−2 and −1 powers to zero
we obtain the system of three equations. From the first equation we find that
v1 has the form
v1 =
1
ν2ψx
[ν(βψxx + γψt)− (µν − αβ)ψx] . (4.6)
Substituting the value v1 into the two other equations we obtain
ν(ν + αγ)ψt − α(µν − αβ)ψx = 0, (4.7)
∂
∂x
(ν(ν + αγ)ψt − α(µν − αβ)ψx) = 0 . (4.8)
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From Eqs.(4.7), (4.8) we see that Eq.(3.9) passes the Painleve` test under
the following conditions
ν + αγ = 0, µν − βα = 0 . (4.9)
Using (4.9) we obtain conditions for α and β
α = −ν
γ
, β = −γµ . (4.10)
In this case Eq.(3.9) can be written as
vt − ν
γ
vvx − γµvxxx − µvxx − ν(vvx)x + γvxt = 0 . (4.11)
However we see that conditions (4.9) on the parameters, which are re-
quired for integrability, are not physically realistic. All of the physical pa-
rameters α, β, γ, ν, µ have to be positive, so the relations (4.10) can never
hold.
With the help of the transformations
x = γx′, t =
γ2
µ
t′, v =
µ
ν
v′, (4.12)
Eq.(4.11) is reduced to the simple form (the primes are omitted)
vt − vvx − vxxx − vxx − (vvx)x + vxt = 0 . (4.13)
Let us show that Eq.(4.13) is integrable. Indeed Eq.(4.13) can be lin-
earized by the Cole–Hopf transformation. Substituting
v(x, t) =
2ψx
ψ
, (4.14)
into Eq.(4.13) we obtain
∂
∂x
(
∂
∂x
+ 1
){
ψt − ψxx
ψ
}
= 0 . (4.15)
We see that solutions of Eq.(4.13) can be obtained from solutions of the
following linear heat equation
ψt − ψxx = (C2(t)e−x + C1(t))ψ, (4.16)
where C1(t), C2(t) — are arbitrary functions of t. Solving the Cauchy prob-
lem for (4.16) and using formulae (4.14) we obtain solution of the Cauchy
10
problem for Eq.(4.13). Without loss of generality we can consider the case
C1(t) = 0. One can remove an arbitrary function C1(t) from Eq.(4.16) by
scaling the dependent variable ψ → exp{∫ C1dt}ψ.
Let us assume that C2(t) = e
t. In this case we have the following partic-
ular solution of Eq.(4.16) in terms of Bessel functions:
ψ(x, t) = exp
{
λ2 + 1
4
t− x
2
}[
C3 Jλ(2e
−(x−t)/2)+C4 Yλ(2e
−(x−t)/2)
]
, (4.17)
where λ, C3, C4 are arbitrary constants.
If C2(t) = 0 Eq.(4.16) has the following solution
ψ(x, t) =
(
exp
{−λ2 t} (C3 cos(λx) + C4 sin(λx)) + C5) , (4.18)
where λ, C3, C4, C5 are arbitrary constants.
One can obtain the transformation for finding solutions of Eq.(4.13).
Since coefficients v2, v3 are arbitrary then we can set v2 = v3 = 0 in ex-
pansion (4.5). Substituting into Eq.(4.13) the transformation
v =
2ψx
ψ
+ v1, (4.19)
we obtain the system of equations
ψt − ψxx − v1 ψx = 0, (4.20)
ψxx
[
ψt−ψxx−v1 ψx
]
+ψx
{
ψt − ψxx − v1 ψx + 2 ∂
∂x
[
ψt − ψxx − v1 ψx
]}
= 0,
(4.21)
∂
∂x
{
ψt − ψxx − v1 ψx + ∂
∂x
[
ψt − ψxx − v1 ψx
]}
= 0, (4.22)
v1t − v1v1x − v1xxx − v1xx − (v1v1x)x + v1xt = 0 . (4.23)
It follows from Eqs.(4.20)–(4.23) that if v1 is solution of Eq.(4.23) and
ψ is found from Eq.(4.20) one can obtain solutions of Eq.(4.13) by formula
(4.19).
Assuming in (4.19) v1 = ψ(x, t) we obtain the formula
v =
2ψx
ψ
+ ψ . (4.24)
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Using formula (4.24) one can also look for solutions of Eq.(4.13). Eq.(4.13)
can be presented in the form(
1 +
∂
∂x
)(
vt − ∂
∂x
(
∂
∂x
+
v
2
)
v
)
= 0 . (4.25)
From (4.25) one can see that Eq.(4.13) is a generalized Burgers equation.
We can suggest some hierarchies of nonlinear differential equations with
similar properties in the form
M∑
m=1
K∑
k=1
Amn
∂m
∂xm
(
vt − ∂
∂x
(
∂
∂x
+
v
2
)k
v
)
= 0, (4.26)
where Amn are the coefficients of Eq.(4.26), M and K are integers.
Note that some classes of the generalized Burgers equation were also
considered in [26].
5 Exact traveling wave solutions of equation
(4.13)
Let us find solutions of Eq.(4.13) using the traveling wave variables. Using
transformation v(x, t) = y(z), z = x−C0t and integrating once with respect
to z we obtain the equation in the form
C1 − C0 y − y
2
2
− yzz − (C0 + 1)yz − y yz = 0 . (5.1)
where C1 is an integration constant.
From Eq.(5.1) we have
d
dz
{
− ezyz − ez(y2/2 + C0y − C1)
}
= 0 . (5.2)
Integrating once with respect to z we obtain the Riccati equation
yz +
y2
2
+ C0y − C1 + C2e−z = 0 . (5.3)
Using the variable transformations
y = v − C0, z = 2 z′, (5.4)
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Eq.(5.3) can be transformed to the canonical form (the primes are omit-
ted)
vz = −v2 + (C20 + 2C1 − 2C2e−2z) . (5.5)
Let us show that general solution of Eq.(5.5) can be expressed via Bessel
functions. Substituting v = Ψz
Ψ
into Eq.(5.5) we obtain the following equation
Ψzz + (2C2e
−2z − C20 − 2C1)Ψ = 0 . (5.6)
Using the transformation√
2C2e
−z = ξ, (5.7)
from Eq.(5.6) we obtain
Ψξξ +
1
ξ
Ψξ +
(
1− λ
2
ξ2
)
Ψ = 0, λ2 = C20 + 2C1 . (5.8)
The general solution of Eq.(5.8) has the form
Ψ = C3Jλ(ξ) + C4Yλ(ξ) . (5.9)
Using (5.9) we obtain the general solution of Eq.(5.1):
y =
2 d
dz
[
C3Jλ(
√
2C2e
−z/2) + C4Yλ(
√
2C2e
−z/2)
]
C3Jλ(
√
2C2e−z/2) + C4Yλ(
√
2C2e−z/2)
−C0, λ2 = C20 +2C1 .
(5.10)
It is clear that solution (5.10) depends on three arbitrary constants. They
are λ, C2 and the ratio C3/C4.
6 Exact solutions of the non–integrable equa-
tion.
Let us consider Eq.(3.9) in the general case, without imposing conditions
(4.9) on the parameters. Without loss of generality, by scaling, we may
assume α = 1, ν = 1 in (3.9). From Eq.(3.9) we have
vt + vvx + βvxxx − µvxx − (vvx)x + γvxt = 0 . (6.1)
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For constructing exact solutions of Eq.(6.1) we use the truncated expan-
sion method in the invariant form [24,27–29]. We search for the solutions of
Eq.(6.1) in the form
v =
v0
χ
+ v1, (6.2)
where χ =
(
ψx
ψ
− ψxx
2ψx
)−1
. The variable χ is connected with the Schwarzian
derivative S and the variable C by the following relations:
χx = 1 +
1
2
S χ2, (6.3)
χt = −C + Cxχ− 1
2
(C S + Cxx)χ
2 . (6.4)
The compatibility condition for equations (6.3) and (6.4) has the form
St + Cxxx + 2SCx + SxC = 0 . (6.5)
Substituting (6.2) into Eq.(6.1), using Eqs.(6.3),(6.4) and collecting coeffi-
cients at the same powers of χ we obtain the system of equations for v0, v1,
C, S. Solving this system of equations and using compatibility condition
(6.5) we find
v0 = −2β, v1 = C, C = −µ− β
γ + 1
,
S = A +B ex−C t,
(6.6)
where A,B are an arbitrary constants.
Solving system of Eqs.(6.3), (6.4) we find the invariant variable χ
χ =
Ψ
Ψx
, Ψ = C1 J√−2A
(√
2B e
x−Ct
2
)
+ C2 Y√−2A
(√
2B e
x−Ct
2
)
. (6.7)
Using (6.6), (6.7) we obtain solutions of Eq.(6.1) in the form
v = −2 βΨx
Ψ
+ C, Ψ = C1 J√−2A
(√
2B e
x−Ct
2
)
+ C2 Y√−2A
(√
2B e
x−Ct
2
)
.
(6.8)
It is clear that solution (6.8) contains three arbitrary constants and this
solution is the traveling wave solution. However Eq.(6.1) does not possess
the Painleve´ test in the general case.
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In the case A = 0 we find the solitary wave solution of Eq.(6.1) in the
from
v = −2 βΨx
Ψ
+ C, Ψ = C1 e
√
1
2
(x−C t) + C2 e
−
√
1
2
(x−C t), (6.9)
with two arbitrary constants. We note that solution (6.9) is the kink.
Consider Eq.(3.9) in the form
vt + αvvx + βvxxx − µvxx − ν(vvx)x + γvxt = 0 . (6.10)
Using transformations
ξ = x+
αµ
αγ + ν
t, τ = t, w = v +
µ
αγ + ν
, (6.11)
Eq.(6.10) for αγ + ν 6= 0 is transformed to the following:
wτ + αwwξ + βwξξξ − ν(wwξ)ξ + γwξτ = 0 . (6.12)
Eq.(6.12) was first obtained in [18] for the description of the ion-acoustic
waves in plasma. Exact solutions of Eq.(6.12) were obtained in [30]. Let us
note that exact solutions (6.8), (6.9) can be found from the solutions obtained
in [30] with the help of transformations (6.11).
In the case of αγ + ν = 0 Eq.(6.10) is invariant under the Galilean group
ξ = x+ a t, τ = t + a, w = v − aγ
ν
, (6.13)
where a is the group parameter. So, Eq.(6.10) at condition αγ + ν = 0
admits the Galilean symmetry (6.13). The condition αγ+ν = 0 includes the
integrable case of Eq.(6.10). We considered this case in Section 4.
If αγ + ν = 0 with the help of transformations (4.12) Eq.(6.10) can be
transformed to the following form (the primes are omitted)
vt − v vx + β˜vxxx − vxx − (v vx)x + vxt = 0, (6.14)
where β˜ = β
µγ
.
Using symmetry (6.13) and taking into account transformations (4.12)
and condition αγ + ν = 0 we find the following variables
v = w(θ)− t, θ = x− t
2
2
. (6.15)
Introducing in (6.14) variables (6.15) and integrating once with respect
to θ we obtain
β˜wθθ − wθ − wwθ − 1
2
w2 = θ + C1, (6.16)
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where C1 is an integration constant.
One can show that Eq.(6.16) passes the Painleve´ test only at β˜ = −1 and
β˜ = 0. The case of β˜ = 0 is trivial. The case of β˜ = −1 correspond to the
integrable variant of Eq.(6.10). Indeed at β˜ = −1 Eq.(6.16) can be presented
in the form
qθ + q = −θ − C1, wθ + w
2
2
= q, q = q(θ) . (6.17)
We see that w can be found from the Riccati equation. Right–hand side
of this Riccati equation is the solution of the linear first order differential
equation.
If β˜ 6= −1, 0 then Eq.(6.16) does not pass the Painleve´ test. In this
case Eq.(6.16) admits non–meromorphic solutions. One can construct the
psi–series containing logarithmic terms for the local solution of Eq.(6.16).
7 Numerical simulation of nonlinear wave pro-
cesses
Let us study the nonlinear wave processes governed by Eq.(3.9) numerically.
We consider the boundary–value problem for Eq.(3.9) with periodic bound-
ary conditions and initial condition. With this aim we use the integrating
factor with the fourth-order Runge-Kutta approximation method (IFRK4)
introduced in [31, 32].
We rewrite Eq.(3.9) in the form
vt = −γvxt + L(v) +N(v), (7.1)
where L is the linear differential operator from Eq.(3.9) and N is the nonlin-
ear one. The boundary and initial conditions are the following
v(x, t) = v(x+H, t), v(x, 0) = v0(x), (7.2)
where H is the period.
We discretize the spatial part of Eq.(7.1) using the Fourier transform. As
the result we have the following problem for the system of ordinary differential
equations
(1 + i k γ)vt = Lˆ(v) + Nˆ(v), v(x, 0) = v0(x) . (7.3)
We divide Eq.(7.3) by 1 + i k γ and obtain the following problem
vt = L˜(v) + N˜(v), v(x, 0) = v0(x), (7.4)
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where L˜ = Lˆ/(1 + i k γ), N˜ = Nˆ/(1 + i k γ).
Applying the integrating factor in Eq.(7.4)
v = e−L˜t w, (7.5)
we get
wt = e
−L˜tN˜(eL˜tw) . (7.6)
We solve this system of ordinary differential equation using the fourth-order
Runge–Kutta method.
Figure 1: Average error for solutions (4.18) and (6.9) respectively.
(a) (b)
Figure 2: Evolution of a solitary wave (a) and interaction of two solitary
waves (b).
To verify our numerical calculations we use exact solutions (4.18) and
(6.9).
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Let us define the following average error
Er =
1
M
M∑
i=1
|viexact − vinum|, (7.7)
where M is the number of approximation points on the x axis. In all calcula-
tions we useM = 256. We use solution (4.18) at t = 0 as initial condition for
problem (7.4). We note that solution (6.9) is not periodic. We mirror-reflect
this solution about a certain point and use the superposition of exact and
reflected solutions as initial condition. We demonstrate evolution of average
error (7.7) for solution (4.18) at α = β = −µ = −ν = −γ = −1 on Fig.1.
We also demonstrate evolution of average error (7.7) for the superposition of
exact solution (6.9) and reflected solution (6.9) at α = 10, β = ν = 1, µ =
3, γ = 0.01 on Fig.1. From Fig.1 we see that numerical solutions and exact
solutions are in close agreement.
(a) (b)
Figure 3: Interaction of three the solitary wave (a) and evolution of an
impulse (b).
We studied the evolution of the various initial profiles using the above
described numerical approach. We use the following values of parameters of
Eq. (3.9) for performing numerical calculations: α = 1, β = 0.0004, µ =
0.0001, ν = 0.00001, γ = 0.00001.
On Fig.2a the evolution of solitary wave with initial condition v(x, 0) =
sech2{19(x−5)
2
} is presented. From Fig.2a we see that solitary wave propa-
gates without dramatically changing of its shape. However we see that the
oscillating tail is generated behind the solitary wave.
Fig.2b shows the process of interaction of two solitary waves. From Fig.2b
we see that the waves interact with each other and then propagate with a
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phase shift. The shape of the waves remain the same. However we observe the
oscillating tail behind the waves. There is the slight change in the amplitude
of the solitary waves as well. We see that the solitary waves do not interact
elastically as solitons.
Fig.3a illustrates interaction of the three solitary waves. We observe that
three solitary waves interact similarly to two solitary waves. We see the
change in the amplitude of the waves and the oscillating tail behind the
waves again.
On Fig.3b we see the evolution of the rectangular impulse. We observe
that the rectangular impulse breaks up into several solitary waves changing
shape. These solitary waves propagate without shape changing.
8 Conclusion
Let us summarize the results of this work. We have considered the long
nonlinear waves in a liquid with gas bubbles and have taken into account the
liquid viscosity, the surface tension and the interphase heat exchange in the
nearly isothermal approximation. We have derived the nonlinear differential
equation for the long weakly nonlinear waves in the bubbly liquid (Eq.(3.9)).
This nonlinear differential equation is the extension of another equation for
the description of the nonlinear waves in the bubble-liquid mixture with the
additional dispersive and dissipative terms of second order with respect to the
small parameter. Eq.(3.9) under some conditions on parameters is equivalent
to the equation obtained in [18] for the ion-acoustic waves in plasma.
We have shown that (3.9) is integrable under the additional conditions
on the parameters of the equation. The transformation linearization of the
equation were studied. However conditions for integrability of Eq.(3.9) lead
to unphysical values of parameters. We have obtained the exact solutions
of Eq.(3.9) in the integrable and non–integrable cases. We have investigated
numerically the nonlinear wave process described by Eq.(3.9) as well.
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