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A entrada no Ensino Superior é experienciada
pelos estudantes, na generalidade dos países e
instituições, com um misto de desafios e dificul-
dades. Várias mudanças e exigências ocorrem em
termos pessoais, sociais e académicos, suscitan-
do eventuais dificuldades na sua adaptação à ins-
tituição. A investigação sugere que os desafios des-
te novo contexto educativo estão na origem de di-
ficuldades psicossociais várias, com reflexos ne-
gativos na adaptação, aprendizagem e desenvol-
vimento dos estudantes do primeiro ano (Diniz,
2001, 2005; Pascarella & Terenzini, 1991; San-
tos & Almeida, 2000). Em consequência, são ele-
vadas as taxas de insucesso e de abandono nesse
ano de transição (Broonen, Pireaux, & Walgraffe,
1994; Van Vracem & De Ketele, 1983).
Sabe-se, pelos trabalhos de Bean (1985) e Tinto
(1993) sobre o abandono/permanência na Univer-
sidade, que a qualidade da integração académica
é a variável central na tomada de decisão dos es-
tudantes em permanecer ou não na Universidade.
A integração depende, em larga medida, da con-
gruência entre a motivação e capacidades acadé-
micas do estudante e as exigências sociais e aca-
démicas da instituição. Neste contexto, a integra-
ção deverá ser vista como resultante da interac-
ção recíproca entre actividades académicas (liga-
das ao estudo) e sociais (não-académicas, de re-
lacionamento com professores e colegas). Aliás,
num estudo concreto, os estudantes tenderam a per-
manecer na instituição quando, no primeiro semes-
tre, investem mais nas actividades académicas e,
no segundo semestre, investem mais nas activi-
dades sociais (Brower, 1992).
Reconhece-se, pois, a importância do ambien-
te institucional mais lato para a integração univer-
sitária. O envolvimento académico dos estudan-
tes depende, em larga medida, da atmosfera criada
pelos pares, professores e serviços da Universi-
dade (Astin, 1997; Pascarella, 1991; Pascarella &
Terenzini, 1991). Astin (1997) considera mesmo
que o envolvimento é a mais importante condição
para uma boa adaptação universitária, surgindo as
vivências académicas não estritamente curricula-
res como factores favoráveis à integração e ao en-
volvimento universitário. Por outro lado, exage-
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ros neste domínio podem revelar-se nefastos. O
passar muito tempo a socializar com os colegas
(Terenzini, Pascarella, & Blimling, 1996) ou o
exagerar no consumo de álcool e outras drogas
originam vários problemas académicos e riscos
para a saúde (Prendersgast, 1994; Sands, Archer,
Jr., & Puleo, 1998).
Para outros autores, com posições de cariz de-
senvolvimentista, o relacionamento interpessoal
dos estudantes universitários é um dos aspecto que
merece maior destaque, representando o relacio-
namento com os colegas uma das áreas de maior
preocupação dos novos estudantes universitários
(Chickering & Reisser, 1993; Erikson, 1968). A
relação com os pares ajuda a superar as dificul-
dades inerentes à sua transição de contexto social
de vida. Esta implica desinvestimento e dissolu-
ção de relações pré-universitárias com a família
e amigos, nem sempre positivamente experiencia-
das (Kenny, 1987a,b, 1990; Kenny & Donaldson,
1991). Ao mesmo tempo que se tornam mais in-
dependentes, os estudantes estabelecem novas ami-
zades e desenvolvem as suas competências so-
ciais, substituindo-se os colegas aos pais enquan-
to fonte de suporte e influência (Levinson, 1978,
1986). Estas novas relações são um dos proble-
mas dos estudantes que procuram os serviços de
aconselhamento universitário, queixando-se de so-
lidão e isolamento, e mostrando dificuldade no es-
tabelecimento e manutenção de relações interpes-
soais (Rytke, Bauer, & Fredtoft, 1994).
Assim, fazer novas amizades com os colegas
é um importante preditor do ajustamento dos es-
tudantes à instituição. Como referem Solano e Lo-
péz (2000), o estabelecimento de vínculos com
pares é o principal objectivo de vida (quanto ao pre-
sente e ao futuro) dos estudantes. Também o su-
cesso no relacionamento amoroso é um bom pre-
ditor da satisfação com a vida e da saúde mental
dos estudantes, bem como do seu desempenho aca-
démico (Paul, Poole, & Jakubowyc, 1998). Os pro-
blemas amorosos são, aliás, mais uma das razões
da procura dos serviços de aconselhamento uni-
versitário (Bell et al., 1994; Broonen et al., 1994),
às quais se acrescem o sentir-se deprimido ou o ter
perturbações do sono (Bell et al., 1994).
A par do relacionamento interpessoal, a inte-
gração na instituição académica passa, logica-
mente, também pelas questões da aprendizagem
e do desempenho académico. Dado o clima de com-
petição e a pressão para que se atinjam bons re-
sultados, aumenta o número de estudantes que ex-
perienciam o medo do fracasso, o sentimento de
incompetência para usar o próprio potencial inte-
lectual e a ansiedade perante situações de avalia-
ção (Bell et al., 1994; Rytke et al., 1994).
Com esta investigação pretendemos construir
e validar uma escala de avaliação das experiên-
cias adaptativas dos estudantes nos seus primeiros
tempos de frequência universitária, a Escala de In-
tegração Social no Ensino Superior1 (EISES). Fa-
ce à singularidade dos contextos universitários
em Portugal (e.g., um menor sentido de campus
por referência a países anglo-saxónicos) e à for-
ma particular como se processa o acesso para o
Ensino Superior (Diniz, 2005) (e.g., a existência
de numerus clausus, levando a que certos estu-
dantes frequentem instituições/cursos não corres-
pondentes a primeiras opções vocacionais), a nossa
aposta foi pela construção de uma escala de raiz.
O processo de construção e validação da EISES
que aqui apresentamos decorreu ao longo de dois
estudos sequenciais. No primeiro, procedemos à
análise factorial exploratória (AFE) da escala (Jack-
son, 1991; Kachigan, 1991; Loehlin, 1992; Mu-
laik, 1972), com extracção de factores pela técni-
ca dos componentes principais. Este estudo con-
duziu à formulação de duas estruturas factoriais
hipotéticas (bi e tridimensional; ambas hierárqui-
cas) definíveis através da escala. No segundo, rea-
lizámos o teste desses modelos, através da análi-
se factorial confirmatória (AFC) (Byrne, 1998; Jö-
reskog & Sörbom, 1993a,b; Loehlin, 1992; Schu-
macker & Lomax, 1996), sub-modelo da família
de modelos de equações estruturais, por forma a
concluir o processo de validação factorial e de re-
finamento da escala. Este processo incluiu a ne-
cessária análise da consistência interna e da ho-
mogeneidade (ou unidimensionalidade) da escala
e das suas subescalas (Clark & Watson, 1995; Cor-
tina, 1993). Devemos acrescentar, ainda, que os
estudantes foram testados antes de completarem
dois meses de frequência universitária. Este ho-
rizonte temporal é próximo das seis primeiras se-
manas de aulas, período que se destaca por ser o
mais crítico da adaptação à instituição (Levitz &
Noel, 1989) e que Myers (1981) encontrou para a
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1 Disponível junto do primeiro autor.
ocorrência de cerca de metade dos abandonos ve-
rificados no primeiro ano de frequência universi-
tária.
ESTUDO 1: CONSTRUÇÃO E ANÁLISE
FACTORIAL EXPLORATÓRIA DA EISES
Método
Participantes
Recorremos a uma amostra de conveniência
composta por 143 estudantes, do tipo “tradicio-
nal” (Diniz, 2001), que frequentavam o 1.º ano
da Universidade do Minho (voluntários), 63.7%
dos quais pela primeira vez, e que pertenciam a
cursos de humanidades (36.7%) e de ensino de
ciências (63.3%). Quanto à distribuição etária dos
participantes, 65.8% tinham idades compreendi-
das entre os 17 e os 19 anos, 29.5% tinham ida-
des compreendidas entre 20 e 25 anos, e 4.7% ti-
nham idades superiores a 25 anos. A amostra era
maioritariamente composta por estudantes do gé-
nero feminino (82.0%).
Instrumento
Para construir a EISES, considerámos a litera-
tura na área e as reflexões de psicólogos ligados
aos serviços universitários de aconselhamento, de-
cidindo acerca da dimensionalidade do domínio
em análise (constructo e população-alvo) e da abran-
gência dos indicadores para o representar (con-
teúdo e número de itens). O cuidado tido com a
validade de conteúdo da escala (Haynes, Richard,
& Kubany, 1995) englobou a forma de resposta e
a sequência de apresentação dos itens, bem como
a elaboração das instruções a fornecer aos estudan-
tes. Também se auscultaram os próprios estudan-
tes a propósito da formulação e significado dos itens.
A escala a construir e validar deveria reunir três
dimensões. Um primeiro estudo (Diniz & Almei-
da, 1997) revelou a pertinência das inferências fei-
tas a propósito do seu âmbito e dimensionalida-
de. A primeira dimensão pode ser assumida como
mais afectiva ou emocional, reportando-se a vi-
vências íntimas do estudante. Nela incluímos as-
pectos como os “sentimentos de solidão” e as “re-
lações amorosas”, bem como dificuldades deles
decorrentes. Assim, esta dimensão integrou, tam-
bém, aspectos como “perturbações do sono” e “com-
portamentos aditivos”. A segunda dimensão pren-
dia-se com as actividades académicas propriamen-
te ditas. Nela incluímos aspectos como “desem-
penho”, “aprendizagem” e “realização académi-
ca”, e algumas das dificuldades mais ventiladas
no discurso dos estudantes, como “problemas de
concentração”, “ansiedade face às avaliações” e
“falta de motivação para o estudo”. A terceira di-
mensão passava pelas relações interpessoais e pe-
la relação com o contexto universitário. Nela, in-
cluímos aspectos como “relação com os pares”,
“recurso aos serviços da Universidade” e “par-
ticipação em actividades extra-curriculares”.
Quanto à forma de resposta aos itens da EISES,
trata-se de uma rating scale de tipo-likert de 5-
-pontos que varia entre “discordo totalmente” (1)
e “totalmente de acordo” (5). Os 34 itens que a
compunham foram aleatoriamente organizados e,
depois de termos verificado a inexistência de pro-
blemas de ancoragem na sequência gerada, a es-
cala foi aplicada à nossa amostra. 
Procedimento
A recolha dos dados decorreu em sala de aula,
dispensando os professores, para o efeito, a par-
te final do seu tempo lectivo. Os estudantes fo-
ram previamente informados dos objectivos do
estudo, sendo garantida a confidencialidade dos
dados por eles fornecidos. Utilizámos o SPSS 13.0
for Windows para efectuar as análises estatísticas
deste estudo. Os itens negativamente conotados fo-
ram recodificados. Iniciámos a depuração da EISES
pela análise da distribuição dos resultados nos itens
(valores máximos e mínimos, mediana, assime-
tria e curtose) e das correlações item-total da es-
cala. Procedemos à AFE com extracção de facto-
res pela técnica dos componentes principais e com
rotação ortogonal (varimax), por forma a forçar
uma distribuição mutuamente exclusiva dos itens
pelos factores. Recorremos ao teste gráfico de Cat-
tell (scree plot) para decidir qual o número de fac-
tores que iríamos considerar. No que respeita ao
critério de exclusão de itens, seguimos uma es-
tratégia estatisticamente pouco conservativa, acei-
tando os que tinham pesos ou cargas factoriais >.30.
Também excluímos itens recorrendo à análise da
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consistência interna (alpha de Cronbach) das sub-
escalas que operacionalizavam os factores.
Resultados
Excluímos oito itens que apresentavam uma fra-
ca correlação item-total (r≤.20). Foram igualmen-
te eliminados dois outros itens por problemas de
distribuição (aquiescência). Os restantes 24 itens
foram submetidos a uma análise factorial explo-
ratória (rotação varimax), condicionada à extrac-
ção de dois factores (teste gráfico de Cattel). Na
Tabela 1 apresentamos os pesos factoriais dos itens
em F1 e F2.
Conforme podemos constatar na tabela, 16 itens
agregaram-se em torno dos dois factores, sendo
que os itens 3 e 11 pertenciam a ambos. Para F1
obtivemos um α=.86, enquanto que para F2 obti-
vemos um α=.73 que aumentava para .82 se eli-
minado o item 30, o que foi feito. Tendo em vis-
ta um mesmo número de itens por componente,
eliminámos o item 1 do F1, não afectando o alpha
inicial. Designámos este factor “relacionamento
interpessoal” (RI) e o F2 “bem-estar pessoal” (B-E).
Procedemos à AFE (rotação varimax) destes
14 itens, a qual confirmou a estrutura bidimen-
sional antes obtida (dois factores, associados a
49% da variância total). Mas, para além dos itens
3 e 11, também os itens 23 e 39 apresentavam ago-
ra pesos factoriais >.30 em ambos os factores (vd.
Tabela 2). Por último, obtivemos uma correlação
moderada e estatisticamente significativa entre
os somatórios dos resultados obtidos nos itens
dos dois factores (r=.38, p<.001).
Discussão
Constatámos que não foi possível organizar
qualquer subescala que representasse a “relação
com o contexto universitário”, bem como o “de-
sempenho/realização académica”, reduzindo-se,
drasticamente, o número de itens da proposta ini-
cial de escala. A não determinação destas dimen-
sões pode explicar-se pelo facto da grande maio-
ria dos sujeitos serem estudantes recém-chega-
dos à Universidade. Nesta altura, podemos pen-
sar, eles não conhecem, ainda, grande parte das
oportunidades e dos constrangimentos existentes
na instituição. Também podemos pensar que, recém-
-chegados à Universidade, o desempenho/reali-
zação académica e o funcionamento das estrutu-
ras universitárias não são, por enquanto, os as-
pectos que mais os inquietam. Numa fase de ‘luta
pela sobrevivência’, importam-lhes mais o bem-
-estar pessoal e o estabelecimento de novas rela-
ções.
Entretanto, os resultados obtidos na AFE apre-
sentavam alguma ambiguidade. Poderíamos con-
siderar a existência de duas estruturas factoriais
definíveis através da escala. Uma bidimensional
e outra tridimensional. Estando cientes de que o
recurso à análise factorial exploratória coloca al-
guns problemas relacionados com esta técnica de
síntese estatística de dados multivariados (e.g., a
não imposição de uma estrutura a priori sobre os
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TABELA 1
Pesos factoriais dos itens nos dois factores (rotação varimax)
Item F1 F2 Item F1 F2 Item F1 F2 Item F1 F2
1 .40 .14 10 .05 -.02 19 .01 .05 26 .04 .06 
2 .01 .06 11 .54 .56 20 .77 -.01 28 .21 .10 
3 .42 .65 12 .09 .12 21 .04 .05 29 .38 .26 
5 .19 .21 14 .71 .17 23 .24 .70 30 .26 .37
7 .77 .27 17 .04 .36 24 .53 .28 31 .10 .71
9 .07 .32 18 .02 .62 25 .15 .49 32 .75 .10 
Nota: A bold estão indicadas as saturações >.30.
dados: Diniz, 2003; Fornell, 1982), utilizámos a
AFC para testar essas duas estruturas factoriais
hipotéticas. Isto foi feito através da modelização
de duas equações estruturais (LISREL8-SIM-
PLIS; Jöreskog & Sörbom, 1993b) propostas para
descrever a dimensionalidade da escala, lidando
com erros de mensuração e especificações causais
entre as dimensões e os itens.
ESTUDO 2: ANÁLISE FACTORIAL
CONFIRMATÓRIA DA EISES 
Do estudo anterior, os catorze itens e os dois
factores isolados, os quais, entretanto, estavam cor-
relacionados, pareciam relevantes para descrever
a qualidade da integração social dos estudantes do
primeiro ano no Ensino Superior.
Neste estudo tomámos, primeiro, um modelo
hipotético de representação bidimensional da es-
cala assente nas duas variáveis latentes (F1 e F2)
e respectivas variáveis observadas (itens). Neste
modelo só incluímos os cinco itens que se agre-
garam, exclusivamente, em torno de F1 e F2. To-
davia, face à literatura na área, o conteúdo das
dimensões e o facto de elas estarem interrelacio-
nadas, era desejável e possível perseguir o ideal
de unificação da teoria e dos modelos que a re-
presentam (Forster & Sober, 1994). O modelo
foi tido como bidimensional hierárquico, ampli-
ficando o valor heurístico do modelo bidimensio-
nal oblíquo que lhe estaria na base. Considerá-
mos, assim, o RI e o B-E como consequentes de
um factor de segunda ordem, o qual foi cunhado
“satisfação consigo e com os outros” (SAT) (Bell
et al., 1994; Diniz & Almeida, 2003; Solano &
Lopéz, 2000).
Tomámos, ainda, a existência de um outro mo-
delo passível de definir uma estrutura tridimensio-
nal hierárquica para a escala. Neste, as variáveis
observadas que na AFE pertenciam a ambos os
factores (itens 3, 11, 23 e 29), dado o seu conteú-
do, foram tidas como pertencentes a uma terceira
dimensão, mais de índole clínica, o “equilíbrio
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TABELA 2
Pesos factoriais dos itens nos dois factores (rotação varimax) e correlações item-total (subescalas)
r item-total        r item-total
Itens F1 F2 F1 F2
7 - Tenho-me sentido sozinho(a), nestes tempos de Universidade. .82 .24 .77 
14 - Tenho ocupado grande parte dos meus tempos livres estando  .68 .11 .55
com amigos. 
20 - Tive dificuldade em criar um grupo de colegas, nesta minha nova  .81 .01 .60
vida de estudante.
24 - Não tenho tido dificuldade em ocupar os meus tempos livres. .51 .17 .43 
32 - Tenho-me divertido, nestes tempos de Universidade. .76 .12 .63
3 - Tenho-me sentido abatido(a), nestes tempos de Universidade. .51 .60 .64 .68 
11 - Tenho andado triste, nestes tempos de Universidade. .63 .53 .75 .69 
23 - Tenho-me sentido irritável, nestes tempos de Universidade. .31 .65 .50 .61 
29 - Tem sido difícil adaptar-me ao novo quotidiano que me trouxe  .49 .35 .50 .45
a Universidade. 
9 - Não tenho sido capaz de cuidar de mim próprio, nesta minha nova  .09 .53 .39
vida de estudante.
17 - A tensão que sinto no período de avaliações prejudica o meu  .01 .61 .40
desempenho.
18 - Tenho andado fraco(a) e/ou mal alimentado(a), nestes tempos  .14 .66 .52
de Universidade.
25 - Tenho um problema, mas não sei qual é, só sei que as coisas não  .29 .58 .55
me correm bem.
31 - Tenho dormido mal (dificuldade em adormecer, sono “agitado”,   .11 .71 .54
etc.), nestes tempos de Universidade. 
emocional” (EE) (Bell et al., 1994). Pelas mes-
mas razões que levaram à formalização do mo-
delo anterior, o RI, o B-E e o EE foram tidos co-
mo consequentes de um factor de segunda ordem,
a “integração social no Ensino Superior” (ISES)
propriamente dita.
O que pretendíamos era testar a adequabilida-
de do ajustamento destes dois modelos hipoté-
ticos aos dados empíricos. Para isso, os catorze itens
que agora compunham a EISES foram aleatoria-
mente organizados e, depois de termos verifica-
do a inexistência de problemas de ancoragem na
sequência gerada, a escala foi aplicada a uma ou-




Recorremos uma amostra de conveniência for-
mada por 447 estudantes, do tipo “tradicional”
(Diniz, 2001), que frequentavam o 1.º ano da Uni-
versidade do Minho (voluntários) e que eram pro-
venientes dos diversos cursos (Humanidades, Ciên-
cias e Tecnologias). Quanto à distribuição etária
dos participantes, 80% tinham idades compreen-
didas entre os 17 e os 19 anos, 18.4% tinham ida-
des compreendidas entre 20 e 25 anos, e 1.6%
tinham idades superiores a 25 anos. A amostra
era composta por estudantes que nunca tinham
frequentado o Ensino Superior, dos quais 69.1%
eram do género feminino. Uma minoria dos par-
ticipantes (34,6%) encontrava-se deslocada da sua
residência habitual.
Procedimento
Após a recolha dos dados, que decorreu da mes-
ma forma que no estudo anterior, tomámos as res-
postas dos estudantes aos 14 itens da versão da
escala decorrente do primeiro estudo antes apre-
sentado. Os itens negativamente conotados fo-
ram, previamente, recodificados. Depois de veri-
ficarmos que não existiam problemas de colinea-
ridade e de distribuição dos resultados nos itens,
os dados foram tratados no PRELIS2 (Jöreskog
& Sörbom, 1993a). Dada a métrica ordinal dos
itens, nele calculámos a necessária matriz de va-
riância/covariância (adiante covariância) assim-
ptótica das correlações policóricas dos mesmos
que foi lida e trabalhada pelo LISREL8-SIMPLIS,
recorrendo ao método de estimação dos mínimos
quadrados ponderados (weighted least squares,
WLS) (Jöreskog & Sörbom, 1993a,b). Atente-se
que os valores omissos tiveram um tratamento list-
wise, reduzindo este estudo a 438 sujeitos, e que,
com o PRELIS2, recorremos à técnica de bootstrap
para criar as matrizes (Jöreskog & Sörbom, 1993a;
Schumacker & Lomax, 1996). Esta técnica de si-
mulação por amostragem probabilística com re-
posição cria uma matriz que é a média de todas
as estimativas (no nosso caso, correlações poli-
córicas) obtidas pelas n amostras bootstrap e uma
matriz empírica de covariância (no nosso caso,
assimptótica) das n estimativas bootstrap. Esta é,
muitas vezes, uma melhor estimativa do que a
matriz estimada, a partir dos dados originais, via
teoria assimptótica (Jöreskog & Sörbom, 1993b).
Considerámos 100 amostras de 50% das observa-
ções (N=219). Utilizámos o bootstrap, uma vez
que a dimensão da nossa amostra era bastante su-
perior ao mínimo absoluto necessário para esti-
mar a matriz de correlações policóricas dos itens
(N=91)2.
Para o teste de identidade dos modelos consi-
derámos a significância da estatística e os índices
de adequabilidade do ajustamento CFI, RMSEA e
ECVI. Através do χ2 procurámos saber se não exis-
tiam diferenças, estatisticamente significativas,
entre S, matriz de covariância dos dados obser-
vados (da amostra), e Σ0, matriz de covariância
implícita do modelo. Esta é a matriz de covariân-
cia estimada (da população) a partir de S através
do conjunto de vectores que contêm os parâme-
tros do modelo e que, geralmente, não o satisfaz
ou não se lhe ajusta (elemento probabilístico de
erro ou ruído). Noutros termos, testámos a hipó-
tese de as matrizes estarem ajustadas que, no li-
mite, é traduzível pela hipótese formal H0: S - Σ0
= 0.0. Um valor de χ2 não significativo (p>.05) é
466
2 Este mínimo foi calculado pela fórmula k (k - 1)/2,
em que k = número de variáveis (Jöreskog & Sörbom,
1993a). Note-se que para amostras de reduzida dimen-
são aumenta a probabilidade de existir maior erro de
estimação na matriz bootstrap do que na matriz origi-
nal.
indiciador de um bom ajustamento, isto é, que S
e Σ0 não são estatisticamente diferentes.
Através do CFI (comparative fit index: Bent-
ler, 1990) avaliámos o quanto melhor era o ajus-
tamento de Σ0 (do modelo estimado) por compa-
ração com a matriz de identidade (do modelo nulo
ou de independência, i.e., daquele em que as va-
riáveis não estão correlacionadas). Valores supe-
riores a .95 neste índice indicam um bom ajusta-
mento (Hu & Bentler, 1998).
Contudo, supletivamente, recorremos ao RMSEA
(root mean square error of aproximation: Browne
& Cudeck, 1993; Steiger, 1990) para lidar com o
problema do χ2, assim como o CFI, dependerem
da dimensão da amostra e dos graus de liberdade
do modelo (diferença entre o número de parâme-
tros estimáveis e o número de parâmetros esti-
mados) e podermos apreciar o erro de aproxima-
ção (discrepância, afastamento ou desajustamen-
to) entre a matriz de covariância estocástica do
modelo Σ0 e Σ(γ0). Esta última é a matriz de co-
variância não-estocástica que representa o me-
lhor ajustamento do modelo a Σ0. O RMSEA é a
função da discrepância devida à aproximação
entre estas duas matrizes de dados não observados:
uma probabilística, envolvendo ruído ou erro, e ou-
tra verdadeira, isenta de ruído ou erro. Noutros ter-
mos, testámos a hipótese de Σ0 satisfazer o mode-
lo, que é formalmente traduzível por H0: existe
um valor populacional do parâmetro vectorial γ0
tal que Σ0 - Σ(γ0) = 0.0.
Browne e Cudeck (1993) propuseram este ín-
dice enquanto medida do ajustamento de um mo-
delo aos dados empíricos, bem como do seu erro
de aproximação na população. Utilizando a ter-
minologia de Forster (2002), ele reporta-se à “pre-
cisão preditiva interpolativa” do modelo ou à pre-
cisão para representar o domínio em questão (po-
pulação de estudantes universitários do 1.º ano da
Universidade do Minho relativa à amostra de da-
dos observados). Um RMSEA <.05 traduz um bom
ajustamento, relativamente ao número de graus de
liberdade do modelo; um RMSEA entre .05–.08 tra-
duz um razoável erro de aproximação na popu-
lação; e, um RMSEA >.10 traduz um erro de apro-
ximação na população inaceitável. É possível, ainda,
afinar este diagnóstico, apreciando a precisão da
estimativa (coordenada vectorial) pontual do RMSEA
através do resultado obtido para o intervalo de con-
fiança (IC) de 90% em torno do seu valor e do re-
sultado obtido para o teste da hipótese do RMSEA
ter uma probabilidade associada <.05. Jöreskog e
Sörbom (in Byrne, 1998) sugerem que o valor de
p para esse teste de adequabilidade do ajustamen-
to deve ser >.50. Se tal não acontecer, e numa ati-
tude mais conservativa, é porque o erro ou a dis-
crepância devida à aproximação resulta do facto
do modelo estar mal especificado e ele deverá ser
reformulado ou mesmo rejeitado. Numa atitude
menos conservativa, admite-se o erro de aproxi-
mação na população desde que se verifiquem os
outros critérios de apreciação do RMSEA, nomea-
damente se a coordenada do vector que define o
limite inferior do seu IC de 90% for <.05 (Browne
& Cudeck, 1993). Restringindo o critério, se a co-
ordenada desse vector for = 0.0, isso significa que
na família de vectores que contêm os parâmetros
do modelo existe, pelo menos, um verdadeiro (que
passa pela origem), condição que, dizemos par-
tindo de Forster (1997), é necessária para ga-
rantir a inexistência de enviesamento ou má es-
pecificação no mesmo.
Quanto ao ECVI (expected cross-validation in-
dex: Browne & Cudeck, 1993), trata-se de um
índice em que estão envolvidas duas amostras in-
dependentes pertencentes à mesma população de
dados, uma amostra de calibração (Sc) e uma amos-
tra de validação (Sv). O índice é estimado para
ambas as amostras, usando somente a matriz de
covariância que representa o melhor ajustamento
do modelo a Sc. O ECVI é a função da discre-
pância global expectável (expected overall discre-
pancy), considerando os graus de liberdade do mo-
delo, entre a matriz de covariância ajustada na amos-
tra analisada, que é estocástica e varia de amos-
tra para amostra, e a matriz de covariância que
seria obtida numa outra amostra da mesma dimen-
são. Seguindo, de novo, a terminologia de Forster
(2002), este índice reporta-se à “precisão predi-
tiva extrapolativa” do modelo ou precisão para re-
presentar domínios exteriores ao do domínio inter-
polativo (outras populações de estudantes univer-
sitários do 1.º ano).
O ECVI é comummente usado para comparar
modelos concorrentes. Um dos possíveis mode-
los concorrentes do modelo estimado é o modelo
saturado (i.e., modelo em que todas as variáveis
estão correlacionadas), cujo ECVI deve ser supe-
rior ao ECVI obtido para o modelo em aprecia-
ção. Existe, ainda, a possibilidade de apreciar a
precisão do ECVI estimado, considerando um IC
de 90%. Esta análise fornece-nos indicações acer-
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ca da parcimónia do modelo e da sua qualidade
de aproximação na população. Se o limite supe-
rior do IC for superior ao ECVI do modelo satu-
rado e se o limite inferior do IC lhe for inferior,
isso indica uma razoável aproximação na matriz
de covariância que seria obtida numa outra amostra
da mesma dimensão. Se o limite superior do IC
for inferior ao ECVI do modelo saturado, isso in-
dica uma boa aproximação nessa matriz.
A validação das duas estruturas factoriais hi-
potéticas em estudo foi feita segundo o método de
“geração de modelos” (Jöreskog & Sörbom, 1993b),
sabendo que ele pode envolver enviesamento con-
firmatório, uma vez que se admite a modificação,
empiricamente derivada (data-driven), do modelo
inicial. Ora, isto suscita a possibilidade de melho-
rar o modelo com base simplesmente no acaso
(MacCallum, Rosnowski, & Necowitz, 1992). En-
tão, a partir da inspecção dos índices de modifi-
cação e da matriz de covariância de resíduos es-
tandardizados fornecidos pelo programa, procu-
rámos que as reespecificações feitas fossem subs-
tantivamente interpretáveis.
Os resíduos correspondem a diferenças (erros)
de ajustamento local entre S e Σ0, com reflexos
no ajustamento global. “Um resíduo resulta de
uma subtracção operada entre uma covariância
observada e uma covariância ajustada. Um resí-
duo estandardizado é um resíduo ajustado divi-
dido pelo seu erro-padrão estimado” (Jöreskog &
Sörbom, 1993b, p. 126). Resíduos estandardiza-
dos superiores a 1.96 (valor crítico de z para um
α=.05) ou 2.58 (valor crítico de z para um α=.01)
“remetem para a existência de covariâncias par-
ticulares que não são devidamente explicadas pe-
lo modelo” (Schumacker & Lomax, 1996, p. 107).
Quando isso acontece, novos parâmetros pode-
rão, eventualmente, ser identificados (libertados,
estimados) no modelo. Quanto aos índices de mo-
dificação, eles indicam o quanto se espera que o
χ2 diminua se os parâmetros que contribuem
para o desajustamento do modelo forem liberta-
dos e o modelo reestimado, mantendo os outros
parâmetros fixos ou constrangidos (liberta-se o
parâmetro com o índice de modificação mais ele-
vado) (Jöreskog & Sörbom, 1993b).
A estratégia que seguimos na fase inicial de
reespecificação dos modelos foi a de excluir os
itens cujo erro de mensuração correlacionava com
o de outros itens, considerando o número de inter-
relações e a sua contribuição para o decréscimo
do χ2. Só no final do processo de reespecificação
admitimos estimar covariâncias de erro substan-
tivamente justificáveis. Convém referir que a iden-
tificação de correlações entre erros de mensura-
ção deve basear-se em conhecimento teórico a priori
e/ou em investigação empírica forte já realizada.
Não possuindo essa informação, fizemo-lo ad hoc
ou, mais precisamente, de forma empiricamente
derivada, tornando difícil justificar cabalmente o
sucedido. Esses erros precisariam de ser sistema-
ticamente examinados para explicar a sua cova-
riância, mas isso está para além do objectivo des-
te estudo.
Também atendemos à relação entre os resul-
tados obtidos para a quantidade de variância dos
itens que se encontrava associada à variância do
respectivo factor (R2) e a quantidade de variân-
cia dos itens devida ao erro: o R2, desejavelmen-
te, deveria ser >.50. Assim, quando o R2 obtido
para um dado item era bastante baixo (e.g., R2
≤.15) ele era eliminado porque pouco preciso, mes-
mo considerando a significância estatística dessa com-
ponente, isto é, mesmo que t (218) > 1.96, p < .05.
Devemos, ainda, referir que para estabelecer a
unidade de mensuração dos factores de primeira
ordem nos modelos, igualizámos a um (1.00) o
coeficiente de regressão não-estandardizado (λ)
num dos seus itens; a chamada “variável de refe-
rência” do factor (Jöreskog & Sörbom, 1993b). A
escala dos factores de primeira ordem ficou, assim,
a ser a mesmo da dos itens (estes, em razão das
correlações policóricas, passaram a ter uma esca-
la estandardizada: M=0.0, DP=1.00). Note-se, en-
tretanto, que o programa igualiza, por defeito, a
variância dos factores de segunda ordem a um
(1.00). Neste processo de identificação dos mo-
delos, tivemos que recorrer ao constrangimento
de parâmetros para o caso do modelo bidimensio-
nal hierárquico. As estimativas das relações entre
o factor de segunda ordem e os de primeira ordem
foram tidas como tratando-se de um único parâ-
metro livre em vez de dois parâmetros indepen-
dentes. Note-se que uma vez que especificámos
uma solução de variáveis de referência, também
calculámos as respectivas soluções estandardiza-
das, por forma a comparar os coeficientes de re-
gressão estandardizados (pesos β) dos itens nos
factores de primeira ordem e destes no de segun-
da ordem.
Por último, com o SPSS 13.0 for Windows, pro-
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cedemos à análise da consistência interna (alpha
de Cronbach) e da homogeneidade (correlação mé-
dia e leque das correlações interitens) da EISES
e das suas subescalas. Para a análise da homo-
geneidade (ou unidimensionalidade), tomámos
como referência o leque de valores entre .15 - .50
para a correlação média e correlações interitens (Clark
& Watson, 1995). Quanto à análise da consistên-
cia interna, constata-se, na literatura, a inexistên-
cia de um critério estável de apreciação, encon-
trando-se autores que tomam como adequados va-
lores mínimos de .70 ou mesmo de .60 (Clark &
Watson, 1995). Todavia, os resultados devem ser
enquadrados em razão do número de itens em aná-
lise (Cortina, 1993).
Resultados
Quanto ao teste do modelo factorial bidimen-
sional hierárquico (SAT como antecedente do RI
e B-E), verificámos que a solução encontrada não
era admissível: a matriz de covariância das va-
riáveis latentes era singular (não estava positiva-
mente definida). Presumindo que se tratava de um
problema de especificação do modelo, procede-
mos à inspecção dos índices de modificação do
modelo fornecidos pelo programa e verificámos
que o item 25 tinha o seu erro de mensuração in-
terrelacionado com o do item 32 [decréscimo es-
perado de 31.3 no χ2 (34, N=219) = 81.33, p=0.0].
Através da análise dos resíduos estandardizados
do modelo, verificámos, ainda, que o item 25 tam-
bém tinha o seu erro de mensuração interrelacio-
nado com o do item 24. Não sendo, tal como no
caso anterior, substantivamente justificável esta
alteração (novo parâmetro a estimar) no nível dos
factores de primeira ordem, eliminámos o item
25, dada a sua contribuição para o desajustamen-
to global do modelo.
O novo teste mostrava que ele estava bem ajus-
tado e representava uma razoável aproximação
na população [χ2 (26, N=219) = 30.05, p=.27;
CFI=.98; RMSEA=.027, IC de 90% = 0.0 ; .062,
p (RMSEA<.05)=.84]. O facto do limite superior
do IC de 90% do RMSEA ser >.05 lembrava que
não era plausível crer que o modelo se ajustaria
necessariamente à matriz de covariância da po-
pulação (precisão preditiva interpolativa), apesar
do valor do χ2 ser baixo (p>.05), do CFI ser su-
perior a .95, do vector que representava o limite
inferior do intervalo de 90% do RMSEA passar
pela origem (0.0) e da probabilidade do RMSEA<.05
ser >.50 indicarem um bom ajustamento do mo-
delo. Todavia, a precisão do item 14 era bastante
baixa (R2=.15), pelo que também o eliminámos,
apesar desta componente do modelo ser estatisti-
camente significativa [β=.51 (.09); t (218)=5.67,
p<.001]. 
Testámos, outra vez, o modelo, e ele estava bem
ajustado e representava uma boa aproximação na
população. O valor do χ2 era baixo (p>.05), o va-
lor do CFI era >.95, o vector que representava o
limite inferior do IC de 90% do RMSEA passava
pela origem (0.0) enquanto o limite superior era
<.05, sendo a probabilidade do RMSEA<.05 bas-
tante >.50, indicando uma boa precisão preditiva
interpolativa do modelo. O limite superior do IC
de 90% do ECVI era inferior ao valor do ECVI pa-
ra o modelo saturado, indicando uma boa preci-
são preditiva extrapolativa do modelo.
Entretanto, a consistência interna da escala que
operacionalizava o factor SAT era aceitável (α=.71),
mas o limite inferior do leque das correlações in-
teritens (.06 - .42) indicava a existência de pro-
blemas de homogeneidade (ou unidimensionali-
dade) na mesma. Inspeccionada a matriz de corre-
lações interitens, verificámos que o item 24 era o
principal responsável por esse facto, apresentan-
do valores de correlação <.12 com todos os itens
do factor B-E. Quanto às subescalas respeitantes
aos factores de primeira ordem a homogeneidade
estava garantida: correlação média interitens =
.29 e leque das correlações interitens =.22 - .37,
para o B-E; e, correlação média interitens =.35 e
leque das correlações interitens =.26 - .42, para o
RI. Nestas subescalas os alphas obtidos encon-
travam-se próximos do nível de rejeição, contri-
buindo para tal o reduzido número de itens que as
compunham: α=.62, para o B-E; e, α=.67, para o
RI. Com mais itens este problema poderá ser
resolvido. Verificámos, ainda, para os factores SAT
e RI, como se comportavam estes parâmetros es-
tatísticos se excluíssemos o item 24. Para o pri-
meiro, obtivemos um α=.70, uma correlação mé-
dia interitens = .25 e um leque das correlações
interitens = .13 - .42, indicando uma melhoria na
sua homogeneidade sem perda relevante de pre-
cisão. O mesmo sucedeu para o segundo, em que
obtivémos um α=.66, uma correlação média in-
teritens = .40 e um leque das correlações inter-
itens = .36 - .42. Dados estes resultados, excluí-
mos o item 24, e o teste de identidade continuou
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a revelar que o modelo estava bem ajustado e re-
presentava uma boa aproximação na população,
conforme podemos verificar na Figura 1.
Ainda na Figura 1, verificamos que, exceptu-
ando o item 17, os pesos factoriais eram de ele-
vada magnitude (β>.50). O item 7 representou me-
lhor o RI (R2=.64) e o item 31 o B-E (R2=.40).
No que respeita à estrutura latente do modelo,
verificamos que a SAT era tão bem representada
pelo RI (R2=.62) quanto pelo B-E (R2=.61).
No respeitante ao teste do modelo factorial tri-
dimensional hierárquico (ISES como anteceden-
te do RI, B-E e EE), verificámos que a solução
encontrada não era admissível: a matriz de cova-
riância das variáveis latentes era singular. Entre-
tanto, constatámos que os índices de modifica-
ção do modelo indicavam que o item 29 tinha o
seu erro de mensuração interrelacionado com o
dos itens 18, 23 e 31 [decréscimo esperado de, res-
pectivamente, 14.0, 8.7 e 30.2 no χ2 (51, N=219)
= 144.27, p=0.0]. Contudo, somente um destes
potenciais novos parâmetros era substantivamen-
te justificável no nível dos factores de primeira
ordem; aquele que menos fazia decrescer o R2. Eli-
minámos o item 29, dada a sua contribuição para
o desajustamento global do modelo. O novo teste
mostrou que a solução obtida era admissível, mas
inaceitável [R2 (41, N=219) = 98.46, p=0.0; CFI=.99;
RMSEA=.08, IC de 90%=.06 ; .10, p (RMSEA<.05)
=.009], apresentando um limite inferior do IC de
90% do RMSEA=.06, portanto superior ao valor
recomendado (.05) para este índice. Vimos, na ma-
triz de resíduos estandardizados, que o que agora
se passava era que o item 24 tinha o seu erro de
mensuração interrelacionado com o de quatro ou-
tros itens. O item 24 estava a contribuir bastante
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FIGURA 1






















Legenda. (Variância do erro).
χ2 (113, N = 219) = 9.52, p = .73; CFI = 1.00
RMSEA = 0.0, intervalo de confiança de 90% = 0.0 ; .05, p (RMSEA < .05) = .95
ECVI = .20, intervalo de confiança de 90% = .20 ; .23, ECVI modelo saturado = .26
para o desajustamento do modelo e só uma das
quatro covariâncias era substantivamente justi-
ficável no nível dos factores de primeira ordem.
Lembramos, ainda, que este item já havia sido
sinalizado como problemático no estudo do mo-
delo bidimensional hierárquico. Por estas razões,
eliminámos o item 24 e o novo teste mostrou que
a solução encontrada não era admissível: a ma-
triz de covariância das variáveis latentes era sin-
gular. Todavia, constatámos, na matriz de resí-
duos estandardizados, que o erro de mensuração
dos itens 3 e 23 estava interrelacionado. Conside-
rámos esta nova relação e o teste do modelo ge-
rou uma solução admissível, mas inaceitável,
adoptando uma posição conservativa de leitura
dos resultados [χ2 (31, N=219) = 49.89, p=.017;
CFI=1.00; RMSEA =.053, IC de 90%=.023 ;
.079, p (RMSEA<.05) =.40].3 O facto do valor do
χ2 ser elevado (p<.05), do vector que represen-
tava o limite inferior do intervalo de 90% do RMSEA
não passar pela origem (0.0) e da probabilidade
do RMSEA <.05 ser <.50, indicavam que o erro ou
discrepância devida à aproximação era demasia-
do elevado. O valor obtido para o RMSEA (.053)
teria ficado a dever-se ao acaso e não a razões
substantivas. Mas os índices de modificação do
modelo indicavam agora que o erro de mensuração
dos itens 20 e 32 estava interrelacionado e tam-
bém considerámos este novo parâmetro no mo-
delo. Na formulação de razões, justificações, para
as duas novas relações contempladas no modelo,
poderemos considerar que a correlação entre os
erros de mensuração desses itens é plausível, da-
do que eles são indicadores do mesmo constructo
e, no caso dos itens 3 e 23, acresce que as suas
formulações textuais são idênticas. Entretanto, a
razão para a relação inversa existente entre estes
dois itens terá ficado a dever-se ao facto de neles
existirem qualificativos oponentes “abatido(a)” e
“irritável”. Note-se, ainda, que com 10 itens te-
ríamos 45 potenciais correlações de erro de men-
suração interitens e só permitimos duas, perma-
necendo, pois, o modelo muito longe de ser satu-
rado. Acresce que os resultados obtidos para es-
tes dois novos parâmetros que foram libertados
no modelo eram de reduzida magnitude, como se
pode verificar na Figura 2, onde apresentamos os
resultados do teste do modelo assim gerado.
Na Figura 2 verificamos, a partir da leitura dos
resultados obtidos para o teste de identidade, que
o modelo estava bem ajustado aos dados empíri-
cos e representava uma razoável aproximação na
população, já que o limite superior do IC de 90%
do RMSEA era >.05, lembrando-nos que não era
plausível crer que o modelo se ajustaria necessa-
riamente à matriz de covariância da população
(precisão preditiva interpolativa). No mesmo sen-
tido, o limite superior do IC de 90% do ECVI era
superior ao valor do ECVI para o modelo satura-
do, lembrando-nos que não era plausível crer que o
modelo se ajustaria necessariamente à matriz de
covariância de uma outra amostra da mesma di-
mensão (precisão preditiva extrapolativa). Isto, ape-
sar do facto do valor do χ2 ser baixo (p>.05), do va-
lor do CFI ser superior a .95, do vector que re-
presentava o limite inferior do intervalo de 90%
do RMSEA passar pela origem (.00) e da proba-
bilidade do RMSEA <.05 ser >.50, indicarem um
bom ajustamento do modelo.
Em termos substantivos, o peso factorial dos
itens era de elevada magnitude (β>.50), exceptu-
ando o caso do item 17. O item 7 era o que melhor
representava o RI (R2=.74), o item 31 o B-E (R2=.58)
e o item 23 o EE (R2=.96). No que respeita à es-
trutura latente do modelo, verificámos que o EE
era o factor que melhor representava a ISES (R2=
.95), logo seguido pelo RI (R2=.89) e pelo B-E (R2=
.70). Atente-se na elevada quantidade de variân-
cia associada ao factor de segunda ordem que os
factores apresentaram, principalmente os dois pri-
meiros.
Entretanto, a EISES apresentava uma boa con-
sistência interna (α=.86) e uma boa homogenei-
dade dada a tridimensionalidade do constructo
que ela operacionalizava (correlação média in-
teritens = .35 e leque das correlações interitens =
.14 - .83, só com três < .15 entre 45 possíveis). A
subescala que operacionalizava o factor EE apre-
sentava uma boa consistência interna (α=.87) e
uma homogeneidade elevada (correlação média
interitens = .70 e leque das correlações interitens
= .61 - .83), indicadora de alguma redundância
na mesma. Note-se que esta subescala só é com-
posta por três itens. Com mais itens este proble-
ma poderá ser resolvido. Quanto às subescalas que
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3 Numa atitude menos conservativa, poderíamos tomar
estes resultados como aceitáveis. 
operacionalizavam os factores RI e B-E, remete-
mos para o já anteriormente referido.
DISCUSSÃO GERAL
Com este trabalho construímos e testámos a(s)
estrutura(s) factorial(ais) de uma escala passível
de representar a integração social dos estudantes
no Ensino Superior (EISES). Convém referir, en-
tretanto, e de acordo com Browne e Cudeck (1993),
que os resultados obtidos no teste de identidade
dos modelos só nos permitem aferir se eles são
plausíveis, no sentido de substantivamente signi-
ficativos e parcimoniosos, para descrever o domí-
nio em questão. Não nos dizem que eles são ver-
dadeiros ou que não existam outras alternativas
de representação desse domínio.
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Legenda. (Variância do erro).
Nota. Correlação do erro de mensuração entre itens 3 e 23 = -.05 e itens 20 e 32 = .14.
χ2 (30, N = 219) = 41.78, p = .075; CFI = 1.00
RMSEA = .042, intervalo de confiança de 90% = 0.0 ; .071, p (RMSEA < .05) = .63
ECVI = .42, intervalo de confiança de 90% = .37 ; .52, ECVI modelo saturado = .50
FIGURA 2
































Assim, para uma maior garantia da plausibili-
dade dos modelos apresentados, deverá ser testa-
da a sua invariância junto de amostras indepen-
dentes, designadamente pertencentes a outras ins-
tituições de Ensino Superior. A replicabilidade dos
resultados agora obtidos contribuiria para a sua
validação e para um melhor esclarecimento acer-
ca das origens, substantivas e/ou procedimentais,
da covariância dos erros de mensuração verifica-
dos no modelo tridimensional hierárquico. Eles,
porventura, terão ficado a dever-se a particulari-
dades da nossa amostra/recolha dos dados. Este
processo de validação cruzada deverá, ainda, se
possível, dado os constrangimentos inerentes ao
contexto organizacional em que decorra, contem-
plar uma amostra mais abrangente do que a nossa,
a qual só incluiu estudantes que frequentaram as
aulas em que decorreu a recolha dos dados. Uma
amostragem aleatória estratificada por cursos ou
áreas de estudos cumpriria cabalmente este desí-
gnio (vd., e.g., Soares, Guisande, Diniz, & Al-
meida, no prelo). Em síntese, os modelos são plau-
síveis para representar a integração social dos
estudantes do 1.º ano da Universidade do Minho
que apresentem características sócio-demográfi-
cas idênticas às dos participantes no segundo es-
tudo deste trabalho e que, antes de completarem
as seis primeiras semanas de permanência na ins-
tituição, se encontrem a frequentar as aulas. Re-
ferimos, aqui, que a invariância dos modelos foi
testada com sucesso junto de uma amostra de
estudantes (N=264) da Universidade do Algarve
(Pinto, 2005) nessas condições, ainda que, con-
trariamente aos nossos, na sua maioria se encon-
trassem deslocados da sua residência habitual (81.9%).
Mas, esta generalização só é plausível para as
variáveis consideradas, isto é, tal como elas fo-
ram operacionalizadas. Recorrendo a outros in-
dicadores (diferentes itens e/ou diferentes esca-
las de resposta) obter-se-iam outros resultados,
ainda que análogos aos agora encontrados, no-
meadamente para as estruturas latentes dos mo-
delos. Acresce que, potencialmente, no contexto
da integração no Ensino Superior, existirão ou-
tras dimensões que não foram contempladas nes-
te estudo: por exemplo, relações amorosas (Paul
et al., 1988) e factores extra-universitários, tais
como relações com família e amigos (Bean, 1985;
Kenny, 1987a,b, 1990; Kenny & Donaldson, 1991).
Ou ainda, para o caso de estudantes mais avan-
çados nos estudos, podemos antever que dimen-
sões mais estritamente ligadas ao contexto ins-
titucional, as quais não se constituíram em sub-
escalas no primeiro estudo, poderão revelar-se co-
mo importantes. Note-se que, salvo o caso do re-
lacionamento com docentes, um modelo hipoté-
tico que contemple estas dimensões, bem como
aquelas relativas às relações com família e ami-
gos, terá uma maior abrangência, transcendendo
os aspectos ligados à integração social dos estu-
dantes nas instituições de Ensino Superior que os
acolhem. Por último, dado saber-se que a atmos-
fera social e cultural existente na instituição con-
tribui para o envolvimento dos estudantes (Astin,
1997; Chickering & Reisser, 1993; Terenzini et
al., 1996), designadamente no que respeita à fre-
quência de uma dada área de estudos (Diniz, 2001),
o teste do modelo poderá apresentar diferenças
quando, por exemplo, for testado com dados re-
colhidos junto de estudantes de humanidades ou
de ciências e tecnologias.
No nosso caso, a integração social no Ensino
Superior foi substantivamente operacionalizada
sob a forma de duas estruturas factoriais hierár-
quicas: uma, mais restrita, respeitante à SAT; ou-
tra, mais abrangente, respeitante à ISES propria-
mente dita. Quanto à dimensionalidade destes mo-
delos factoriais, dependendo do nível de abstrac-
ção, eles podem ser considerados como unidimen-
sionais, bem como pluridimensionais. No nível
de primeira ordem, os factores captaram bem a co-
variância existente entre os itens, mas a covari-
ância existente entre os factores foi bem captada
pelo factor de segunda ordem, podendo os mode-
los ser tidos como unidimensionais.
Por outro lado, para ambos os modelos, em-
bora as dimensões de primeira ordem possam ter
outros determinantes e possam ser influenciadas
por determinada variável, dada a quantidade da
sua variância associada à variância da dimensão
de segunda ordem, esta parece ser uma variável
importante para aquelas. Mais ainda, ela pode ter
um importante papel mediador sobre o efeito des-
sas outras variáveis nas dimensões de primeira or-
dem. Este juízo é mais efectivo para a ISES do que
para a SAT.
No modelo bidimensional hierárquico, a SAT
(Bell et al., 1994; Diniz & Almeida, 2003; Sola-
no & Lopéz, 2000) pode ser tomada nas suas duas
dimensões, RI (com os colegas) e B-E, sendo
esta última a sua melhor representante. Se a im-
portância do relacionamento interpessoal entre pa-
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res é destacada na investigação por autores, tan-
to com posições contextualistas (Astin, 1997; Bean,
1985; Pascarella, 1991; Pascarella & Terenzini,
1991; Tinto, 1993) quanto com posições desenvol-
vimentistas (Chickering & Reisser, 1993; Erik-
son, 1968), a do bem-estar é evidenciada pela prá-
tica nos serviços de aconselhamento universitá-
rio (Bell et al., 1994).
No modelo tridimensional, a ISES, para além
das duas dimensões da SAT, incluiu uma outra mais
de ordem clínica, o EE, importante para eviden-
ciar casos de desadaptação mais extremos (Bell
et al., 1994; Diniz, 2001, 2005). Esta dimensão
era a que melhor representava a ISES, logo se-
guida do RI e, a maior distância, do B-E.
As sínteses estatísticas efectuadas permitiram-
nos, pois, definir uma escala de 10 itens (excep-
tuando o item 32, eles devem ser inversamente
pontuados) como instrumento de rastreio rápido
(brief screening) da qualidade da integração so-
cial dos estudantes nos primeiros meses de fre-
quência universitária. Parece-nos um domínio de
estudo cada vez mais relevante em face do inte-
resse crescente das instituições de Ensino Supe-
rior pela qualidade da integração dos seus estu-
dantes. Assim, acreditamos na utilidade da ESIES
para, numa lógica de sinalização de casos, deter-
minar, de forma célere, situações de risco na adap-
tação universitária dos estudantes e, com isso, pla-
near avaliações e formas de apoio.
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RESUMO
Neste artigo apresentamos o processo de construção
e de validação da Escala de Integração Social no Ensi-
no Superior (EISES). Este processo conduziu ao teste
de duas estruturas factoriais hipotéticas (bi e tridimen-
sional; ambas hierárquicas) (LISREL8-SIMPLIS). Re-
corremos a estudantes universitários do 1.º ano da Uni-
versidade do Minho (amostragem de conveniência). Os
dois estudos conduzidos, exploratório (N=142) e con-
firmatório (N=447), revelaram as dificuldades em ope-
racionalizar duas dimensões de cariz mais estritamente
institucional. As preocupações iniciais dos estudantes
reportaram-se, principalmente, ao bem-estar pessoal e
ao estabelecimento de novas relações, dimensões da sa-
tisfação consigo e com os outros (estrutura factorial bi-
dimensional hierárquica). Estas dimensões e o equilí-
brio emocional (estrutura factorial tridimensional hie-
rárquica) representam as áreas problemáticas da inte-
gração social dos estudantes. Por último, discutimos a
validade da EISES e a sua utilização na investigação e
no aconselhamento junto dos estudantes.
Palavras-chave: Ensino Superior, estudantes do 1.º ano,
escala de integração social, validação factorial.
ABSTRACT
This article presents the construction and validation
process of the Escala de Integração Social no Ensino Su-
perior (EISES) [College Social Integration Scale (CSIS)].
That process ends with the test of two hypothetical fac-
torial structures (bi and tridimensional; both hierar-
chic) (LISREL8-SIMPLIS). The participants were first-
year students of the University of Minho (convenience
sampling). Two studies were made, one exploratory (N=
142) and the other confirmatory (N=447). They showed
the difficulties of defining two scale dimensions more
strictly related with the institutional context. In their
initial phase of academic involvement, student’s con-
cerns are mainly related to personal well-being and to
interpersonal relationships, dimensions of the personal
and peer satisfaction (hierarchic bidimensional facto-
rial structure). These dimensions and the emotional equi-
librium (hierarchic tridimensional factorial structure)
reflect the problematic domains of students’ social in-
tegration. Finally, we discuss the scale’s validity and
its utilization in research and counseling with students.
Key words: Higher Education, first-year students, so-
cial integration scale, factorial validity.
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