Harmonic generation measurements typically make use of the plane wave result when extracting values for the nonlinearity parameter, , from experimental measurements. This approach, however, ignores the e↵ects of di↵raction, attenuation, and receiver integration which are common features in a typical experiment. Our aim is to determine the importance of these e↵ects when making measurements of over di↵erent sample dimensions, or using di↵erent input frequencies. We describe a three-dimensional numerical model designed to accurately predict the results of a typical experiment, based on a quasi-linear assumption. An experiment is designed to measure the axial variation of the fundamental and second harmonic amplitude components in an ultrasonic beam, and the results are compared with those predicted by the model.
where ⇢ 0 is the equilibrium density of the solid, c l is the longitudinal sound speed, and A, B,
15
C are the third order elastic constants of Landau and Lifshitz [2] . Note that this value of is a 16 factor of two smaller than the version often quoted (e.g. [3, 4, 5]) for solids, a fact also recently 17 noted by Pantea et al. [6] . Eq. (1) is shown to be consistent with the nonlinear parameter for 18 fluids when the equivalent constants are used [1] , and it is the definition of used throughout this 19 paper. 20 Currently, most practical attempts to measure the nonlinearity of solids, e.g. [7, 8, 9, 10] , 21 have made use of the plane wave theory of nonlinear elasticity to derive a means of calculating 22 from experimental measurements. The resulting expression is that derived by Zarembo and (2)
Here a single-frequency continuous excitation at the source is assumed, with wave number k. A 1 25 and A 2 represent the displacement amplitudes of the first and second harmonic components of 26 the captured signal, and x is the propagation distance. In the case of non-zero attenuation in the 27 material, Eq.
(2) is modified to:
where ↵ is the attenuation value at the fundamental frequency. Note that Eq. (3) assumes a 29 thermoviscous damping law, whereby the attenuation value at the second harmonic is four times to make nonlinearity measurements. In doing this, the model parameters were matched to those 59 of the experiment, and the predicted trends were scaled to match the experimental results.
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In this paper we develop a simulation intended to capture all of the variables associated with a 61 typical harmonic generation measurement. These are the nonlinearity, di↵raction and attenuation 62 in the sound beam, as well as the integration of the receiver. We describe a sound beam model 63 based on a quasi-linear assumption, which is similar to a solution of the Khokhlov-Zabolotskaya-64 Kuznetsov (KZK) equation [16] . The model is then augmented with a formula to calculate the 65 receiver integration. Our overall aim is to determine the importance of the combined e↵ects 66 when measuring nonlinearity, when compared to the standard plane wave measurement. We 67 devise an experiment to measure the axial variation of the fundamental and second harmonic in 68 the vicinity of a real source, and compare the trends with those predicted by the simulation. The 69 simulated results are then used to extract absolute from the experimental data, which enables a 70 comparison to be made with the corresponding values derived using the plane wave result. The metallic materials of interest in non-destructive evaluation are known to exhibit low lev-73 els of nonlinearity. A typical harmonic generation measurement, for example, may show second 74 harmonic signals which are up to three orders of magnitude smaller than the fundamentals. In 75 these physical circumstances, it is valid to employ the quasi-linear approximation for modelling, 76 which deals with nonlinearity using a perturbation approach. The fundamental response is cap-77 tured by linear analysis, the second harmonics then satisfy the nonlinear wave equation when 78 the linear terms are used as a forcing. The physical mechanism of nonlinear generation in the 79 quasi-linear approximation is treated as the emission of a second-order wave from each point 80 in the domain of linear wave propagation. This is visualised as a field of virtual sources, the 81 amplitude of each source being proportional to the square of the local first-order amplitude. To 82 calculate the second-order field at a given point in a sound beam therefore requires integration 83 over all sources in the three dimensional space. An early mathematical expression of this was 84 reported by Ingenito and Williams (1971) [17]:
Here, u 2 (x, y, z) is the second-order velocity amplitude at a point with Cartesian position co-86 ordinates with respect to the centre of the source, z being the direction of propagation. u 1 (x 0 , y 0 , z 0 ) 87 is the local linear amplitude associated with a virtual source, which has volume dx 0 dy 0 dz 0 . The
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G(x, y, z|x 0 , y 0 , z 0 ) terms are the Green's functions which describe the propagation from the virtual 89 source to the target point:
where ↵ 2 is the attenuation coe cient at the second harmonic frequency, and
is the distance from the virtual source to the target. Here, in order to retain accuracy as far as possible, the receiver correction for the axial second 118 harmonic value is calculated numerically. This is done by computing the transverse amplitude 119 profile associated with the radius of the receiving transducer, integrating over a circle, and then 120 normalising by the area of the circle. This corresponds to the following expression:
where b is the radius of the receiving transducer, and u 2 (r, z) is computed using equation (4),
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where r = p (x 2 + y 2 ). The linear field at any point in the space, u 1 (x 0 , y 0 , z 0 ), was calculated exactly by using the 130 Rayleigh-Sommerfeld di↵raction integral; here we used the algorithm of Zemanek [23] to solve 131 this, adapting it slightly to include a linear attenuation coe cient. This was carried out for 132 all points in a circular slice of the region parallel to the transducer plane. These first-order 133 amplitudes were then squared and, using the appropriate Green's functions, propagated on to the 134 target point. This was then repeated for all slices of the region, and the contributions from all 135 slices were summed. Note that only forward travelling nonlinear contributions were included.
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That is to say, the virtual sources are assumed only to radiate second harmonic waves in the 137 forwards direction, or the direction of wave propagation. This enabled the axial limit of the 138 integration region to be set equal to the axial distance of the point of interest, Z = z, in Eq. (4).
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Neglecting backscattering in this way is generally thought to be a reasonable assumption, see [17] 140 for a discussion on the matter. Within the parabolic approximation, or assumption of large ka, 141 the linear sound beam is know to be well collimated up to approximately the Rayleigh distance, 142 r 0 = (1/2)ka 2 , beyond which it diverges spherically. The radial limits on the integration region 143 were therefore imposed a follows:
where ✓ b = tan 1 (a/z 0 ) is the approximate beam angle in the far field. 
Optimisation
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Making nonlinear measurements can be di cult to do reliably. This is particularly the case 171 with solids, as very low levels of nonlinearity and transducer coupling issues can lead to large 172 variability in the results. Therefore, before taking measurements, certain optimisation steps were 173 taken to ensure as much reliability as possible.
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A major consideration was minimisation of any nonlinearity at the transmitting source. In an 175 ideal case, a harmonic generation experiment will conform to the boundary condition u 2 (r, 0) = 176 0. That is to say, the second harmonic displacement at the source is zero. In reality, however, 177 small amounts of signal distortion may occur along the path to the sample at various stages.
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Transmission of this spurious nonlinearity could therefore compromise the results. To minimise 179 this e↵ect, two steps were taken. Firstly, the amplifier gain was varied whilst monitoring the 180 nonlinearity, (A 2 /A 2 1 ), of its output directly. By minimising this value, the e↵ective output non-181 linearity of the amplifier was reduced. Secondly, the fundamental input frequencies were selected 182 such that the second harmonics coincided with troughs in the PZT's natural frequency response.
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This 'natural filter' e↵ect is described in more detail by Yan et al.
[5].
184
The next optimisation steps were concerned with the receiving probe, which was coupled to 185 the specimen using a small amount of commercial coupling gel. It was important to ensure that to measure. Therefore, for the purposes of this paper, the calibration was carried out by taking a 211 series of ultrasonic measurements using the probes, then measuring the same signals using a laser 212 interferometer (Polytec, OFV-505). This enabled a standard conversion from volts to metres at 213 the frequencies of interest. There was, in general, a degree of uncertainty in using this calibration 214 method, but here we are not so interested in the precise value of measured, as in the e↵ect of 215 the method used to extract it. The calibration values are therefore only of secondary concern. 216 4. Results For the simulated trends (solid lines in Fig. 4) , the curve-fitting approach was much the 243 same, in that the mean best fit to the experimental data was sought. The simulation was run with 244 a fundamental input amplitude of 1, then the ratio of the observed and predicted A 1 values was 245 calculated. This gave a theoretical source amplitude corresponding to each experimental data 246 point at distance z:
The simulated A 1 profile shown in Fig. 4 is scaled using the mean of all such u 0 (z). Running 248 the simulation with u 0,sim = 1 and sim = 1 enabled the experimental absolute values to be 249 calculated as:
The simulated second harmonic profiles shown in figure (4) are scaled using the mean value of 251 all (z). All values calculated in this manner are plotted later as a function of axial distance 252 (see Fig. 6 ). While attenuation in aluminium is known to be low, we now assess the e↵ects of the uncer-255 tainty in the parameter. In Fig. 5 , we include receiver-corrected A 1 and A 2 trends, calculated A theoretical consideration is that the input signals were not continuous sinusoids, as is as-272 sumed for the theoretical trends, but were in fact bursts of finite length. Extending the simulation 273 to account for this excitation time-variability is possible, but would dramatically increase the 274 computation time. As a compromise, the bursts were intentionally generated with a relatively 275 large number of cycles to better approximate a continuous wave pressure field. Presumably, 276 however, this approximation cannot be ignored as a potential contributing factor to the observed 277 discrepancies. Firstly, it is interesting to note that the ' values show a tendency to increase linearly with 284 propagation distance. This fact is predicted by the plane wave model, but can also be explained 285 by considering the generation and decay mechanisms in three dimensions. It is therefore not 286 necessarily indicative of plane wave behaviour. Looking at the extracted absolute values, it is 287 evident that neither method shows more of a tendency to produce a consistent value than the 288 other. However, it is clear from Fig. 4 that the simulation predicts the axial variation of the A 1 and 289 A 2 trends more accurately than the plane wave model. The fact that no identifiable improvement 290 is seen in the consistency of the values shown in Fig. 6 must therefore be due to the variability 291 in the experimental data, which e↵ectively masks the di↵erences between the trends. Under 292 closer scrutiny, consistent features can be noticed between the subplots. Specifically, the trends 293 return di↵erent values in the near field, then coincide briefly, before diverging again.
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These features can be seen more clearly when we consider the idealised case. That is, one 295 in which the experimental results conform exactly to the predicted trends of the simulation. To 296 illustrate this, we use the simulated trends shown in Fig. 4 as a theoretical set of data, and 297 the plane wave expression is then used to extract the absolute profiles as a function of axial The consistent features are now more apparent between the three subplots. In the near field, corresponding value when the higher frequency, 8.51MHz is used is much less, around 20%.
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The neglect of attenuation seems to produce a small deviation in the extracted value in Fig.   315 7, which is consistent with the small attenuation values in aluminium. However, this will be of 316 greater concern in materials such as steel, where the attenuation values are known to be much 317 larger.
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As a final remark, we refer to the actual values of extracted , as shown in Fig. 6 . As 319 mentioned previously, the calibration procedure was subject to a significant degree of uncertainty, 320 meaning the values indicated are not precise. What is more, each frequency used corresponds to 321 a slightly di↵erent value. We note, however, that all the values fall within the approximate range here, for example, exhibit a degree of variability which is comparable with the suspected inaccu-343 racy in using the plane wave measurement. At large axial distances, the result is more clear-cut.
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In this region the plane wave value diverges from the true value due to its neglect of spread-345 ing in the acoustic field. The e↵ect is particularly pronounced at the lowest frequency tested, 346 where is overestimated by around 80% at the largest axial distance. It is therefore apparent 347 that care should be taken when measuring using the plane wave correction at large distances, 348 especially when using low input frequencies. Additionally, it is noted that attenuation should not 349 be overlooked when measuring in highly attenuating materials. 
