Clustering is used in information retrieval systems to enhance the e ciency and e ectiveness of the retrieval process. Clustering is achieved by partitioning the documents in a collection into classes such that documents that are associated with each other are assigned to the same cluster. This association is generally determined by examining the index term representation of documents or by capturing user feedback on queries to the system. In cluster-oriented systems, the retrieval process can be enhanced by employing characterization of clusters. In this paper, we present the techniques to develop clusters and cluster characterizations by employing user viewpoint. The user viewpoint is elicited through a structured interview based on a knowledge acquisition technique, namely personal construct theory. It is demonstrated that the application of personal construct theory results in a cluster representation that can be used during query as well as to assign new documents to the appropriate clusters.
Introduction
Document clustering or classi cation deals with the physical and logical organization of textual items in a bibliographic collection. Clustering techniques are used in information retrieval systems to enhance the e ciency and e ectiveness of the retrieval process 10]. In conceptual clustering, the objective is to identify classes of objects in a collection such that objects with the same set of features are assigned to the same class. In addition, each class must be properly characterized in terms of the features used for classi cation 17] .
A system with a good clustering scheme can select a set of documents for further processing or ignore it as non-relevant to a query. Moreover, the documents that are stored physically close to each-other can be retrieved with a minimal diskhead movement. Therefore, document classi cation is essential in dealing with large collections and is an integral part of an information retrieval environment 25]. Ideally, the clusters re ect \natural association" between documents within a cluster 1]. Two documents are said to be naturally associative if they deal with similar subjects and therefore are collectively relevant or non-relevant to most queries. That is, if one document is relevant to a query, the documents that are naturally associative to the relevant document are also relevant to the same query. Documents in di erent clusters deal with relatively distinct subjects.
Automatic clustering of documents is achieved by identi cation of the subject addressed in the documents (keywords) on a syntactic level. Each document is compared to all other documents in the collection and a clustering is developed by aggregating those documents into a cluster that have a high degree of match. These techniques are based on strict match between document keywords and do not take into account query-based access patterns.
Yu, et al, 26, 27] hypothesized that with change in time, there is a change in a users' access patterns which should be captured in the clustering scheme. Their adaptive clustering scheme was termed user-oriented clustering scheme and is based on observing user response to queries. The response is used to assign those documents to the same cluster that are judged to be jointly relevant to the same query by the user. The technique was improved by Deogun and Raghavan 10, 19 ] to identify optimal clusters in which most of the documents are jointly relevant to a query.
User-oriented schemes attempt to classify a collection by establishing a consensus in the users' judgement of documents. This results not only in an increase in the initial setup time of the classi cation, but also causes problems in the maintenance, and requires extensive user cooperation to correctly classify each new document. Moreover, these systems do not provide for establishing the relationship between di erent classes. Furthermore, the user-oriented clustering schemes are based on passive observation of user responses to the results of a query. Therefore, the frequent queries have more e ect on clustering compared to the queries that are performed rarely. The system leaves full responsibility of query formulation to the user. Since the documents are classi ed by observing query feedback, the documents that are not accessed often may not be classi ed appropriately. The inappropriate classi cation may pose a problem as the user access patterns change.
The process of clustering includes not only the initial organization of documents into appropriate clusters but also the development of a characterization for each cluster. The cluster characterization is meant to be a collective representation for the documents in the cluster, and is used in two important ways. First, it enables the system to select or ignore a cluster of documents for further processing in response to a query. Second, the system can assign a new document to an appropriate cluster by matching the document representation against cluster representations.
A clustering scheme should provide capability to assign new documents to the most appropriate cluster. To achieve this, the decision maker must be cognizant of di erent classes in the system and have the ability to relate them to the document being classi ed. A viable solution to the classi cation problem depends on the successful solution to three subproblems { creation of classes, determining the relationships between these classes, and the maintenance of the classi cation system 2].
We hypothesize that a user should not have to formulate queries to a ect all documents in the collection. Instead, the user viewpoint is captured by knowledge acquisition techniques and then employed to cluster the documents. This ensures that the documents that are jointly relevant to a query will be assigned to the same cluster. Moreover, unlike the passive observation employed by the user-oriented systems 10, 18, 19, 26, 27] , our system actively interviews the user to elicit his viewpoint. This viewpoint is used to develop a representation for each cluster. Individual documents are compared with cluster representations to determine the most appropriate cluster. This leads to a knowledge-based classi cation system.
In this paper, we develop a knowledge-based classi cation system for information retrieval using personal construct theory. The system is based on an automated interview process to elicit user viewpoint of some selected documents in the collection. The viewpoint is used to develop classes of concepts leading to document clusters. A characterization for each class that captures the user viewpoint is developed by mapping the problem of cluster characterization onto the problem of concept elicitation from experts in the development of expert systems. This is followed by development of rules that express and quantify the extent of match of an arbitrary document to the clusters. It is demonstrated that personal construct theory can be applied to solve the problem of assigning terms to cluster characterizations.
For the evaluation of clustering, we use the set of requirements for a good clustering scheme identi ed by Yu, et al., 26] . According to their criteria, documents that are jointly accessed should be assigned to the same cluster. Moreover, highly correlated terms should belong to the same cluster. Second, clustering should not be based on the classi cation of queries, nor should an attempt be made to collect statistics on queries to be used for clustering. Third, the records or les should not be moved in response to the feedback on each query. Fourth, the clustering should be performed in polynomial time rather than exponential time as is the case with a number of classical clustering algorithms. Fifth, even though the individual queries are assumed to be independent, the clustering scheme should permit dependence between documents and keywords to allow the retrieval of a number of related documents in response to a query. Finally, the clustering scheme itself should be conceptually simple.
In Section 2, we describe the knowledge acquisition process using personal construct theory. The elicited knowledge is structured as a repertory grid that is analyzed to determine a rough classi cation (Section 3). The knowledge is re ned in a postinterview session as presented in Section 4. The re ned knowledge is correlated to system-observable features of documents to develop a classi cation in Section 5. In Section 6, we present the experiments for a step-by-step demonstration of our techniques which can be correlated with the earlier sections.
Knowledge Acquisition and Personal Construct Theory
The objective in document clustering is to aggregate those documents in a cluster that are retrieved in response to a query. The documents that are not relevant to similar queries should be assigned to di erent clusters. To achieve this objective, the system should know the queries that are similar to each other and also the documents that are retrieved in response to these queries. The queries can be in the form of concepts known to the user. The system can determine the similarity between queries if it knows the similarity between concepts. The similarity between concepts can be formalized as clusters of concepts by using knowledge acquisition techniques used in the development of expert systems. In this section, we describe the knowledge acquisition process based on personal construct theory. Personal construct theory was pioneered by George Kelly 15] in modern clinical psychology. It is an elegant technique used by psychologists to gain insight into a person's behavior. According to personal construct theory, every action of a person is motivated by his environment and background. The environment consists of the properties of the objects surrounding the subject rather than the objects themselves. Therefore, the focus in personal construct theory is to determine the kind of environment from the subject's viewpoint that leads to an action. If the point of view of a person is known, his actions may be predicted with reasonable accuracy.
The use of systematic principles to elicit anticipatory knowledge makes personal construct theory suitable for any knowledge acquisition system to extract and structure subconscious knowledge of an expert for classi cation 20] . This was the motivation behind the successful adaptation of personal construct theory for knowledge elicitation by John Boose 5, 6] . He designed the Expertise Transfer System (ets) to automatically interview an expert. ets analyzes the elicited heuristic knowledge and constructs production rules (or actions) for incorporation in an expert system 6].
In a decision-making environment, the objects that have an in uence on a person's actions, are known as entities. The signi cant properties of the entities, that are the cause of its in uence on the behavior of a person, are called the constructs. The constructs are characteristics that can be rated on a linear scale and are exempli ed by friendly-unfriendly, good-bad, and clear-hazy.
Constructs are elicited from a person by asking him to compare a few entities to identify a property that di erentiates between those entities. An entity may in uence the actions of a person to some degree with respect to a construct. This degree of in uence can be quanti ed on a rating scale. If the rating is low, the entity does not possess the property named by the construct. Conversely, if the rating is high, the construct becomes important in the description of the entity. Two entities in a person's environment are considered to be similar if they have similar contributions towards all the constructs.
The knowledge is elicited from a person by using a training set of entities selected by the person. The knowledge elicitation process focuses on making the person enumerate the constructs through a structured interview using this training set. Since the user is interviewed to determine his opinion of the entities in the training set, it is important that he is well acquainted with all those entities. Also, the training set should contain at least one example of each construct considered important by the user. This is required to have an adequate case library of constructs. For this reason, the user is allowed to add entities and constructs at any stage during the interview.
The extent of relevance of constructs for di erent entities is assigned on a rating scale. The rating of all the entities on all the constructs results in a rectangular matrix known as a repertory grid.
Repertory Grid
The repertory grid provides a convenient framework for knowledge elicitation. It helps to explicitly document most of the factors in uencing the expert's behavior with respect to entities. In the repertory grid, the constructs of a person are represented as a set of distinctions made with respect to a set of entities relevant to the domain.
In the knowledge acquisition interview, the user is asked to categorize a subset of the elements in the training set. This subset categorization is meant to force the user to bring forth and evaluate the di erence between the elements in the subset. The system randomly selects at least three entities from the training set and presents them to the interviewee. The interviewee identi es an important concept such that two entities in this triad are jointly relevant or non-relevant to the concept. This concept forms one construct.
Next, the person is asked to assign a rating to all the entities in the training set with respect to the identi ed construct using a pre-established rating scale. The ratings of a construct, with respect to each entity in the training set, form a row in the repertory grid. The interview segment is repeated with a di erent triad of entities, selected randomly from the training set, to elicit the constructs and ratings. The process is repeated until the person is satis ed that there are no more constructs. The interviewee can also volunteer a new construct and rate the entire training set on this construct. He can also add new entities to enlarge the training set. In this case, the new entities are rated on all the previously elicited constructs.
The rows and columns of the repertory grid constitute the complete operational de nition of the entities in a person's universe of discourse. Therefore, it can be concluded that two constructs are functionally identical if they are assigned the same ratings with respect to all the corresponding entities.
Repertory Grid Analysis -A Probabilistic Approach
The repertory grid contains data to approximate the probability distribution of each construct with respect to the entities in the training set. The probability distribution can be used to determine the extent of relevance of each construct in the description of an entity. The raw data in the repertory grid can also be analyzed to quantify and display the extent of mutual relationship between constructs.
There are a number of techniques for repertory grid analysis 21]. The most notable of them include: logic of con rmation analysis 12]; multidimensional scaling 13]; and sum-of-di erences 14]. In this section, we describe a technique to improve the analysis stage of a repertory grid by constructing a dependence tree using feature dependencies 8]. The resulting dependence tree has a number of advantages over the earlier proposals and is particularly suitable for information retrieval 24].
Extraction of Relationships Between Constructs
The repertory grid contains the implicit information about the criteria employed by a user in performing some actions. However, this information is obscured by detail and therefore, it is not easy to see the extent of relationship between di erent constructs.
This excessive information motivates the need for a compact structure, such as a maximum weight dependence tree, that can readily show these relationships. In this subsection, we describe a technique to reduce the repertory grid to a maximum weight dependence tree that displays the mutual relationship between constructs.
Let c j 1 and c j 2 represent two constructs, corresponding to the rows j 1 and j 2 , respectively, in the repertory grid. Let P(c j ) = u be the a priori probability of the construct c j being assigned the rating u and P(c j 1 = u; c j 2 = v) be the joint probability of the construct c j 1 being assigned a rating u when the construct c j 2 is assigned a rating v. The extent of mutual dependence between c j 1 and c j 2 is measured by I, the expected mutual information measure (emim) 8, 23] , and is quanti ed by I(c j 1 ; c j 2 ) = X u;v P(c j 1 = u; c j 2 = v) log P(c j 1 = u; c j 2 = v) P(c j 1 = u) P(c j 2 = v) (1) where u and v vary between the two extremes of the rating scale used to elicit the repertory grid. It may be noted that I(c j 1 ; c j 2 ) = I(c j 2 ; c j 1 ) implying that the emim is symmetric 23]. Moreover, it can be easily seen that when c j 1 and c j 2 are independent, P(c j 1 ) P(c j 2 ) = P(c j 1 ; c j 2 ) for any values of c j 1 and c j 2 resulting in I(c j 1 ; c j 2 ) = 0. The data in a repertory grid can be used to calculate the emim between each pair of constructs using Expression 1. Since the emim is symmetric, this calculation results in a triangular matrix, called a similarity matrix 4]. The similarity matrix displays the quanti cation of mutual relationship between constructs. In graph-theoretic terms, a similarity matrix corresponds to a complete undirected weighted graph without any loops (re exive edges). A maximum weight spanning tree of this graph can be used to identify the most important relationships.
Dependence Tree Representation of Construct Relationships
The similarity matrix captures the dependence relations identi ed from the repertory grid. In the graph representation of the similarity matrix, each node corresponds to a construct. The weight of an arc is given by the emim between the two constructs that de ne the nodes of the arc. From the complete graph, a dependence tree can be identi ed such that the total weight of the arcs in the dependence tree is optimal in some well-de ned sense. Such a tree is referred to as the maximum weight dependence tree. The maximum weight dependence tree brings out the signi cant relationship between constructs perceived by the user. It readily displays the dependence of a construct upon a few strongly related constructs; the dependence of remaining constructs can be approximated through a chain of intermediate constructs in the tree.
Let T be the set of all possible spanning trees that can be derived from the graph representation of the similarity matrix. A maximum weight dependence tree is a spanning tree T such that for all trees T 
where m is the number of nodes (constructs) and N( ) is a function mapping the construct c j onto its neighbor in the spanning tree. The maximum weight dependence tree can be easily computed from the complete graph by adapting a standard minimum spanning tree algorithm, e.g., Kruskal's algorithm.
The maximum weight dependence tree provides the best approximation to the probability distribution of pairwise mutual dependence between constructs. Let X be a random variable representing the entities. Let P T (X) be the probability distribution of the random variable on the basis of dependence tree T and P(X) be the actual distribution of X. Chow and Liu 8] showed that the probability distribution P T (X) is an optimal approximation to P(X) if and only if its dependence tree T has maximum possible weight.
The extent of mutual dependence between two nodes c j 1 and c j 2 in T is given by the normalized distance between them. The normalized distance between the nodes c j 1 and c j 2 is the total distance between the two nodes along the arcs of T divided by the number of arcs between the two nodes. The conditional probability of degree of dependence between the constructs c j 1 and c j 2 can be determined by tracing the path between the nodes c j 1 and c j 2 .
The maximum weight dependence tree captures the dependencies needed to obtain an approximation of the distribution of the random variable X, representing the choice of an entity by the user. The distribution of random variable X is quanti ed by P T (X) = m Y j=1 P(c j jc N(j) ) 0 N(j) < j (3) where = (j 1 ; j 2 ; : : : ; j m ) is a permutation of the integers 1; 2; : : : m, and N( ) is a function mapping j into its neighbor in the maximum weight dependence tree. It is assumed that the end condition j 1 = 0. The choice of depends on the structure of the dependence tree through the function N( ). All permutations of a dependence tree are equivalent in the sense that as long as is chosen appropriately, the result should not be a ected.
Cluster Identi cation and Characterization
The user-oriented clustering schemes proposed by Deogun and Raghavan 10, 19] and Yu, et al., 26, 27] identify membership of a document into a cluster without using document description 9]. These schemes identify the relevance of a cluster of documents to a query by comparing a document from the cluster to the query. The e ectiveness of the clustering process can be enhanced if each cluster has a representation that indicates the information content of its documents 3].
During the knowledge elicitation interview, the user identi es a set of concepts that are jointly relevant to the description of a set of documents. Such concepts are dependent on each other, are distinct from the other elicited concepts, and can be collected as a cluster of concepts. The documents that are relevant to a concept in a cluster of concepts are generally relevant to the query using any subset of concepts in the cluster. These documents should be assigned to the same cluster of documents. Thus, we have a group of concepts such that if a document is relevant to any concept in the group, it is also relevant to other concepts in the group. Our approach to document clustering is based on the identi cation of the clusters of concepts. Given a cluster, a user can perceive it as a cluster of concepts while the system views it as a cluster of documents.
The clustering process is based on the development of a cluster representation for each cluster. This representation is developed by an expert user by identifying clusters in concepts elicited during the interview. These clusters of concepts are identi ed by using the maximal weight dependence tree.
The development of clusters of concepts through an interview with the user is known as laddering 6]. Laddering involves an interview to re ne the elicited knowledge. Laddering identi es the patterns in the knowledge structure (maximum weight dependence tree) developed from the raw knowledge (repertory grid).
The maximum weight dependence tree retains the strongest relationships between concepts. Therefore, it facilitates easy identi cation of the natural associations between concepts in the user's viewpoint. The user is asked to identify the concepts in the dependence tree that are close to each other to form clusters. After identi cation of clusters of concepts, the user is asked to specify a concept in each cluster that can be used to represent the entire cluster. This concept is known as a super-ordinate concept. Once the concepts have been clustered, and a super-ordinate concept identi ed, a characterization can be developed for each cluster.
Development of Classi cation Rules
This section describes the development of classi cation rules using the elicited concepts. The concepts are aggregated into classes and rules are developed to assign the documents to di erent classes. Every object has a set of associated attributes that can be used to represent it. These attributes are known as the primitive attributes of the object. Within the domain of information retrieval, the primitive attributes are keywords used to describe the documents.
To classify new documents, an appropriate representation must be developed for each concept as well as each cluster. The representation for concepts is developed by determining the discriminating terms for the concepts from the document representation. A term is said to be discriminating if its presence in a document representation can indicate the addressability of a concept.
For a given concept, two documents in the training set belong to an equivalence class if and only if they are both jointly relevant (or non-relevant) to that concept. The equivalence classes for each concept are identi ed from the repertory grid by selecting a threshold . Documents whose rating r ij is higher than for the concept c j , belong to the relevant equivalence class j while the other documents belong to the non-relevant equivalence class 0 j . j = S fd i j r ij g 0 j = S fd i j r ij < g (4) The set of equivalence classes for all the concepts is used to develop the equivalence classes of documents corresponding to clusters of concepts. The equivalence class that contains all the documents relevant to a cluster of concepts C k is denoted by k . k is formed by selecting each document that is relevant to some concept in the corresponding cluster of concepts. Similarly, The characterization for each cluster of concepts C k is developed from the representation of documents in the training set. The indexing is performed using the options of term frequency (tf) and inverse document frequency (idf) weights, stemming of keywords, and ignoring the common words through a stop list. The selected keywords are then processed through a lter to remove the keywords with a weight less than a prespeci ed threshold . Document d i is thus represented as a set of index terms as follows: d i = ft i 1 ; t i 2 ; : : :g (6) The representation for an equivalence class is developed by using the discriminating terms for the documents in that class. These terms are present only in the This gives us a system level representation for groups of concepts such that the concepts in a group are judged to be similar. Therefore, the documents addressing these concepts should be assigned to the same cluster.
The classi cation rules are developed as follows. Let denote a matching operator and d be a document to be classi ed represented by index terms. The document is matched against the representation of each concept group and is assigned to the group for which the value of match is maximized.
The matching operator in Expression 8 can be any standard coe cient from Table  1 23] . Using the operator, the relevance of a document to each cluster is evaluated. The document is assigned to the cluster for which this match is maximized. Several experiments were conducted to elicit the opinion of users of the relevance of a sample of documents through a knowledge acquisition program. The experiments were conducted using four subjects and three bibliographies. The experiments were limited to relatively small collections due to the fact that it was di cult to nd volunteers who could read the documents in a bibliographic collection and assign a rating to each of them for evaluation.
The collection employed in the experiment described here consists of 205 documents in the refer format 22] . Each entry in the bibliography consists of a complete citation and an abstract. The abstracts in the bibliography are taken from the document itself. In some cases, where an abstract was not available, the abstract was selected from a standard review source, for example Computer and Control Abstracts.
The bibliography was developed as a part of the evaluation of this work. Since the system is based on a highly personal environment, it is essential for system evaluation that each document in the bibliography be known to the user. This requirement is imposed only for the evaluation of results and is not a constraint in an operational information retrieval system based on the techniques developed.
Personal construct theory requires that the interviewee be familiar with all the elements in the training set. To achieve this objective, the user is presented with a few documents in the collection and asked to select a training set such that the documents in the training set adequately represent his information requirements 1 . This is necessary because the system must have at least one example of a relevant docu-ment for each concept employed by the user to indicate his information requirements. However, it was experimentally observed that to develop a good representation, the training set must contain between three to ve examples for each concept.
The training set was made of 24 documents. To make this selection, the system presents the documents one-by-one and asks the user whether the document is wellknown to him to be included in the training set. However, in a large system, this approach has obvious aws. Therefore, it is proposed that the user be allowed to select his own set of documents that satis es the conditions for the training set.
During the knowledge elicitation interview, the system selects three documents from this training set and presents them to the user. The user distinguishes between these documents such that at least two of the documents address a common topic. If two documents do not address a common topic, the user can specify a topic that is addressed in one document but not in the other two. This topic forms one concept (construct). The user is asked to assign a rating to all the documents in the training set on this concept. The rating scale in our experiments ranged from 1 to 5 with a 1 indicating that the document is not at all relevant to the concept and a 5 indicating that the document is relevant to the concept.
The interview is repeated with di erent triads from the training set to elicit other concepts and ratings are assigned to all documents with respect to these concepts. At any stage during the interview, the user is free to volunteer some concepts and ratings of all documents on those concepts are elicited as well. The complete set of ratings elicited from the user is collected in a repertory grid. An example of such a grid is presented in Tables 2-3 . This grid was elicited using a training set of 24 documents from the overall collection. During the interview, 21 concepts (Table 4) were elicited from the user to describe his interests in the documents in the training set. The repertory grid is analyzed using the emim (Expression 1) to determine the pairwise dependence of each possible pair of constructs. The resulting similarity matrix is presented in Tables 5-6 .
The similarity matrix corresponds to a complete undirected weighted graph, with the emim I(c j 1 ; c j 2 ) as the weight of the arc between the constructs c j 1 and c j 2 . Therefore, it can be used to identify a maximum weight dependence tree by applying Kruskal's algorithm. The arcs chosen by Kruskal's algorithm are presented in Table  7 . The dependence tree is presented in Figure 1 .
Cluster Characterization and Assignment
The development of the maximum weight dependence tree is followed by laddering.
The maximum weight dependence tree is presented to the user who highlights the clusters of concepts in the tree. The resulting dependence tree with clusters enclosed in polygons is presented in Figure 2 . The four superordinate concepts are \knowl-edge acquisition," \intelligent tutoring systems," \information retrieval," and \expert systems" and are typed in boldface capitals. Representation for each cluster of concepts was developed by using the repertory grid (Tables 2-3 ). The documents ranked by the user as ( = 3) were deemed to be relevant to the concepts. This partitioning of documents is used to create an equivalence class of documents ( j ; To evaluate the classi cation, the user was presented with the entire collection prior to the experiment and asked to express his opinion about the most appropriate class, from the set of classes already elicited, to which each document belongs. This opinion is later used to evaluate whether the documents are correctly classi ed.
Let pos be the number of possible documents in a cluster, act be the actual number of documents assigned to a cluster, cor be the number of documents correctly assigned, and spu be the number of documents spuriously assigned. Then, the clustering can be evaluated using the measures of precision and recall given by Precision = cor act (9) Recall = cor pos (10) Another measure of evaluation is given by overgeneration 16]. Overgeneration is the ratio of the number of spurious documents in a cluster to actual number of documents in the cluster: Overgeneration = spu act (11) The representation of each document is matched against the representation of clusters of constructs and this matching is quanti ed. The document is assigned to the cluster for which this matching is maximized. Our initial experiments were conducted with a collection of 122 documents and it was determined that the cosine matching coe cient provided the best results. This is because the cosine coe cient takes into account the cardinality of the cluster representations as well as the cardinality of the document representation. Hence, the discussion of the experiments largely focuses on the cosine match. Table 8 shows that more than 80% of the documents are correctly classi ed. 4% of the documents are not classi ed because of inadequate number of classes. This is expected as these documents are not typical of any class in the collection and were not represented by any document in the training set. About 14% of the documents are classi ed incorrectly. However, the experiments showed that the documents exhibit only a small di erence in the value of matching coe cients between correct and assigned classes. Table 8 : Clustering of a collection of 122 documents using cosine matching coe cient
The evaluation of results of clustering for the second collection (158 documents) and the third collection (205 documents) are presented in Tables 9 and 10 , respectively. In Table 10 , the number of spurious documents is high because the new documents added to the collection did not belong to any of the clusters, a ecting the precision in the process. . In contrast, our approach uses speci c-to-general search under the justi ability assumption 7]. The justi ability assumption states that su cient knowledge is supplied by the user from which valid generalizations of seed facts can be justi ed and constructed. The clustering technique described in this paper satis es all the six conditions for good clusters 26] . As required by the rst condition, closely related terms are assigned to the same clusters. This is evident as the assignment is performed by the user through the laddering process. Moreover, documents addressing the same topic are assigned to the same cluster (Table 9 ). Some documents may be assigned to wrong classes if there is no document in the training set corresponding to their topic. The second condition dictates that the system should not collect statistics on queries. Our clustering is independent of querying process as its basis lies in the knowledge elicited from an expert user. Since the query process is independent, no documents or les are moved as a result of queries thus satisfying the third condition. To satisfy the fourth condition, it is observed that the clustering is based on the development of a cluster representation. It is only in the training set that individual concepts are compared to each other. Once the cluster representation is developed, new documents are compared to the representation of each cluster to decide its assignment. Thus a document is assigned to an appropriate cluster in polynomial time. The fth requirement suggested that the clustering scheme should allow dependencies so as to retrieve a number of dependent documents. To conform with this requirement, queries can be matched against cluster representations to select or ignore a group of documents as a whole. Finally, the clustering scheme is conceptually simple. The scheme calls for the development of cluster representations based on a knowledge acquisition interview and the documents are assigned to clusters using this representation.
The technique is suitable for interview by a single user who may express his opinion taking into account the requirements of several users, for example a librarian. This is because of the nature of the personal construct theory which forms the cornerstone of this technique.
The main advantage of our technique is that it permits a quick transfer to automatic classi cation from an existing manual system. The existing manual classi cation can be preserved with minimal disruption and minimal setup time. The examples for the training set can be selected from the existing clusters thus minimizing the development e ort. Even if a manual system is not in place, the rules for classi cation are developed by observing some examples provided by the user rather than through a complex rule-formulation process.
