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Massive bosonic fields of arbitrary spin are predicted by general extensions of the Standard Model.
It has been recently shown that there exists a family of bimetric theories of gravity – including mas-
sive gravity – which are free of Boulware-Deser ghosts at the nonlinear level. This opens up the
possibility to describe consistently the dynamics of massive spin-2 particles in a gravitational field.
Within this context, we develop the study of massive spin-2 fluctuations – including massive gravi-
tons – around Schwarzschild and slowly-rotating Kerr black holes. Our work has two important
outcomes. First, we show that the Schwarzschild geometry is linearly unstable for small tensor
masses, against a spherically symmetric mode. Second, we provide solid evidence that the Kerr
geometry is also generically unstable, both against the spherical mode and against long-lived super-
radiant modes. In the absence of nonlinear effects, the observation of spinning black holes bounds
the graviton mass µ to be µ . 5× 10−23eV.
PACS numbers: 04.70.Bw, 04.25.Nx, 04.30.Db
I. INTRODUCTION
The feebleness with which exotic particles– such as
those predicted in several extensions of the Standard
Model [1–3] or in modified theories of gravity [4]– cou-
ple to ordinary matter, lies at the heart of the difficulty
to detect them. Extra fundamental fields may couple to
Standard Model particles in various ways, which makes
it challenging to exclude, or possibly detect new effects.
Fortunately, the equivalence principle guarantees that
all forms of matter gravitate. Therefore, it is no surprise
that extra fundamental fields – especially if extremely
light by Standard Model standards – can strongly affect
the dynamics of selfgravitating compact objects, such as
black holes (BHs) and neutron stars. The equivalence
principle, together with the fact that BHs are vacuum
solutions, guarantees that all forms of matter, including
exotic matter, interact with BHs in the same universal
way. One is thus offered the intriguing possibility of using
the growing wealth of observations in high-energy astro-
physics [5–7] to put physics beyond the Standard Model
to the test.
There is a vast literature –which we will not attempt
at summarizing– on the gravitational interaction of fun-
damental scalar fields [8]. Of more direct interest to us
are recent efforts to use BHs as particle-physics labora-
tories, through which one can constrain the mass of the
QCD axion, of stringy pseudoscalars populating the so-
called axiverse [1, 9–11], and the hidden U(1) sector of
∗ richard.brito@ist.utl.pt
† vitor.cardoso@ist.utl.pt
‡ paolo.pani@ist.utl.pt
the Standard Model [2, 3, 10, 11]. In addition to their
phenomenological relevance, such studies have revealed
unexpected aspects related to the dynamics of these fields
in curved spacetime.
In this paper, we take a further step in this enterprise
by investigating the dynamics of massive spin-2 fields
propagating on a BH spacetime.
Executive summary
For the reader’s convenience, we summarize here the
structure of the paper and our main results. To put
our work into context, Section II is devoted to a generic
discussion on massive gravity [12–14] and bimetric the-
ories [15–17], on the dynamics of spin-2 fields on curved
spacetimes and their possible imprint in gravitational-
wave and BH physics. We also discuss how ultralight
spin-2 fields are expected to trigger strong superradiant
instabilities [18–21] in massive BHs.
In Section III we review Fierz-Pauli theory [22] for a
linearized massive spin-2 field propagating on flat and
curved backgrounds (see also Ref. [23]). The linearized
field equations for a massive spin-2 fluctuation propagat-
ing on curved spacetimes are given in Eqs. (26)–(28) and
we also show how they can be consistently obtained in
bimetric and massive gravity.
Within this context, Sections IV and V are devoted
to a complete analysis of the linear dynamics on a
Schwarzschild BH. In Sec. IV we focus on the monopole
mode that corresponds to the scalar polarization of a
massive graviton. We find a strongly unstable, spher-
ically symmetric mode, which was also discussed very
recently in Ref. [24]. Thus Schwarzschild BHs are unsta-
ble in these theories and we show that the inclusion of
2a cosmological constant makes the Schwarzschild-de Sit-
ter BHs even more unstable. Furthermore, in Sec. V we
derive the full master equations for the axial and polar
sectors. We find that the spectrum supports quasinor-
mal modes (QNMs) and quasibound, long-lived states for
any non spherically symmetric mode and we compute the
spectrum numerically.
In Sec. VI we extend our analysis to stationary and ax-
isymmetric BHs, namely to the Kerr metric. In general,
the radial and angular part of the perturbation equa-
tions on a spinning geometry are challenging – if pos-
sible at all – to separate within the standard Teukol-
sky approach [25, 26]. The same obstacle is encoun-
tered for massive spin-1 (Proca) perturbations of a Kerr
BH. The problem has been recently solved within a
slow-rotation framework [27–29] in the frequency do-
main [10, 11] and also using full-fledged numerical evo-
lutions in the time domain [30]. We have extended the
technique of Refs. [10, 11] to the case of massive spin-
2 perturbations [see also [31] for the case of gravito-
electromagnetic perturbations of Kerr-Newman BHs].
We derive the perturbations equations to first order
in the BH angular momentum. In principle, this proce-
dure can be extended to any order. To first order, the
eigenvalues of the system are described by two indepen-
dent sets of equations (one for each parity) and for each
harmonic index. By solving the first-order equations, we
have found strong evidence for the existence of unstable
modes in the spectrum. This instability is different from
that affecting Schwarzschild BHs and it is associated to
nonspherical modes which becomes unstable above a cer-
tain BH angular momentum. The instability can be four
orders of magnitude stronger than in the Proca case and
up to seven orders stronger than in the massive scalar
case. Our results provide strong indications that massive
spin-2 fields trigger the strongest superradiant instability
in vacuum BH solutions.
Although a second-order analysis would be necessary
to describe superradiance consistently, a first-order ap-
proximation is generally sufficient to give accurate re-
sults well beyond its regime of validity [10]. Including
second-order effects would be an important – and tech-
nically challenging – extension of our work. The unsta-
ble, spherically-symmetric mode active for Schwarzschild
BHs is unaffected by rotation, at first order. Thus, we
present two mechanisms by which Kerr BHs are rendered
unstable in massive theories of gravity.
Several technicalities are discussed in the Appendices
and in publicly available Mathematica notebooks [32].
In Appendix D we generalize Detweiler’s calculation of
the unstable massive scalar modes of a Kerr BH [33] to
the dipolar axial sector of massive spin-2 fields to first
order in the BH angular momentum.
We conclude in Sec. VII, with some phenomenological
implications and with possible future extensions of our
results.
II. MASSIVE SPIN-2 FIELDS AND STRONG
GRAVITY
A. Massive gravitons?
Higher-spin fields are predicted to arise in several con-
texts [34–36]. The motivation to investigate their gravi-
tational dynamics is twofold. The first reason is concep-
tual and is tied to a renewed interest in massive gravity
and bimetric theories of gravity. It is known since the
work of Fierz and Pauli that at the linear level there is
only one ghost- and tachyon-free, Lorentz-invariant mass
term that describes the five polarizations of a massive
spin-2 field on a flat background [22]. However, in the
zero-mass limit the Fierz-Pauli theory does not recover
linear general relativity due to the existence of extra de-
grees of freedom introduced by the graviton mass. In
the massless limit the helicity-0 state maintains a finite
coupling to the trace of the source stress-energy tensor,
modifying the Newtonian potential and hence yielding
predictions which differ from the massless graviton the-
ory [23, 37–39], rendering the theory inconsistent with
observations. This is known as the vDVZ discontinu-
ity [40, 41].
To overcome this difficulty Vainshtein [42] argued that
the discontinuity present in the Fierz-Pauli theory is an
artifact of the linear theory, and that the full nonlin-
ear theory has a smooth limit for mg ≡ ~µ → 0. He
found that around any massive object of mass M , there
is a new length scale known as the Vainshtein radius,
rV ∼
(
M/(m4gM
2
p )
)1/5
. The nonlinearities begin to dom-
inate at r . rV invalidating the predictions made by the
linear theory. This is due to the fact that at high ener-
gies the helicity-0 mode of the graviton, responsible for
the discontinuity, is strongly coupled to itself and be-
comes weakly coupled to external sources. However, it
was believed until recently that Lorentz-invariant non-
linear massive gravity theories were doomed to fail due
to the (re)appearance of a ghost-like sixth degree of free-
dom [43]. This was studied by Boulware and Deser who
showed that in nontrivial backgrounds there are 6 degrees
of freedom, where the extra degree of freedom was shown
to be a ghost scalar, known as the Boulware-Deser ghost.
More recently, a two-parameter family of nonlinear
generalizations of the linear Fierz-Pauli theory was pro-
posed by de Rham, Gabadadze and Tolley [12–14] and
it is usually referred to as “nonlinear massive gravity”
[see Ref. [23] for a review]. When linearized on a flat
background, nonlinear massive gravity has so far proved
to be ghost-free (but see Refs. [44] for recent counter-
arguments and Ref. [45] for some tight constraints on
the theory in the decoupling limit). The extension of
the theory to generic nonflat backgrounds appears to be
also ghost-free [46–48]. On the other hand, it has been
recently shown that the very same combination that re-
3moves the Boulware-Deser ghost is also responsible for
the existence of superluminal shock-wave solutions which
render the theory acausal [49].
Furthermore, the healthy interaction term that pre-
vents the theory to propagate ghosts has been also gen-
eralized to bimetric theories of gravity, i.e. to theo-
ries which propagate two dynamical spin-2 fields [15–17].
These theories can also describe a massive spin-2 field
coupled to standard Einstein gravity [50] and they re-
duce to nonlinear massive gravity when one of the fields
is nondynamical [51].
B. Gravitational-wave searches and astrophysics
The second motivation to investigate massive spin-2
fields is of a more practical and phenomenological nature.
Advanced gravitational-wave detectors will begin opera-
tion in a couple of years and the first direct detection of
a graviton on Earth is expected to take place within the
next decade. Current constraints on the graviton mass
from pulsar observations already provide compelling ev-
idence that gravitational waves are indeed emitted when
two objects merge [52]. A hypothetical massive graviton
would affect the decay rate of the orbiting pulsar [53, 54].
The Hulse-Taylor pulsar provides a stringent limit on the
mass of the graviton [55], µ . 7.6× 10−20eV 1.
However, even with these tight constraints in place,
the Yukawa-like potential of a hypothetical graviton
mass would be responsible for a deformation of the
gravitational-wave signal during its journey from the
source to the observer. In other words, a small graviton
mass may not affect the inspiral of a binary system to a
significant extent (including the changes in period of bi-
nary pulsar), but introduces nontrivial dispersion which
acts over several Compton wavelengths, ∼ µ−1. This
peculiar effect can leave a signature in the gravitational
waveform. Because any putative gravitational-wave de-
tections will occur with very low signal-to-noise-ratio, an
accurate knowledge of these effects may be important, in
the sense that accurate templates are required to detect
extra polarizations without introducing bias [56, 57] [see
Ref. [58] for a recent review].
In summary, gravitational waveforms for inspiralling
objects emitting massive gravitons are necessary. There
are several ways to deal with this problem, e.g., full non-
linear simulation, slow-motion expansions or perturba-
tive expansions around some background. We will ini-
tiate here the latter, by understanding how small vac-
uum fluctuations behave in bimetric theories and mas-
sive gravity. As a by-product, we are able to understand
1 Note however that the theory considered in Ref [55] does not
satisfy the Fierz-Pauli tuning and hence it contains a ghost. It
would be interesting to repeat such calculation for viable theories.
In this case however, the Vainshtein mechanism discussed in the
main text may prevent a consistent linear analysis.
stability properties of BHs in these theories and begin
to understand how gravitational waveforms differ from
general relativity [see also Ref. [59] for a recent attempt].
C. Massive gravitons and the Gregory-Laflamme
instability
In a very recent paper [24]2, Babichev and Fabbri
showed that the mass term for the graviton can be
interpreted as a Kaluza-Klein momentum of a four-
dimensional Schwarzschild BH extended into a flat higher
dimensional spacetime. Such “black string” spacetimes
are known to be unstable against long-wavelength per-
turbations, or in other words, against low-mass pertur-
bations, which are spherically symmetric on the four-
dimensional subspace. This is known as the Gregory-
Laflamme instability [60, 61], which in turn is the analog
of a Rayleigh-Plateau instability of fluids [62, 63]. Based
on these results, Ref. [24] pointed out that massive tensor
perturbations on a Schwarzschild BH in massive grav-
ity and bimetric theories would generically give rise to a
(spherically symmetric) instability. In the following we
confirm these results within a more generic framework
and extend them to generic modes and to the case of
Schwarzschild-de Sitter BHs.
One of the important open questions is the end-state of
such instability. For black strings, there is reasonable ev-
idence that break-up occurs [64]. But the spacetimes we
deal with are spherically symmetric, and so is the unsta-
ble mode. A possible end-state is a spherically symmetric
BH endowed with a graviton cloud (see e.g. Ref. [65]).
An analysis of the nonlinear equations in case of spherical
symmetry is left for future work.
D. Massive bosons and BH superradiance
The interaction of generic bosonic fields with spinning
BHs gives rise to interesting phenomena, related to BH
superradiance [18–21]. Due to the dissipative nature of
the BH horizon and to the existence of negative-energy
states in the ergoregion of a spinning BH, low-frequency
ω monochromatic bosonic waves scattered off rotating
BHs are amplified whenever the following condition is
met,
ω < mΩH , (1)
where ΩH is the angular velocity of the BH horizon andm
is an integer characterizing the azimuthal dependence of
the wave. The extra energy deposited in the wavepacket’s
amplitude is extracted from the BH, which spins down.
Superradiance is prone to very interesting “side-
effects,” such as BH bombs [20, 66], floating orbits
2 Ref. [24] appeared while our work was on its last stages.
4[21, 67, 68] and BH instabilities [11, 30, 33, 69–75] (for a
review see Ref. [76]).
The amount of energy extracted through superradi-
ance strongly depends on the spin of the field. Mass-
less spin-2 (gravitational) waves can be amplified ∼ 300
times more than scalar waves. Superradiance scattering
for massive waves with nonvanishing spin is much more
involved, due to spin-spin coupling effects [10]. How-
ever, a generic expectation is that superradiant instabil-
ities triggered by massive bosons are more effective for
higher spin. Finally, even in the scalar case superradiant
effects might be enormously amplified due to the inter-
action with ordinary matter [77].
We are particularly interested in superradiance-
triggered BH instabilities which are sustained by mas-
sive fields. Ultralight bosons have received widespread
attention recently as they are found in several exten-
sions of the Standard Model, for instance in the string
axiverse scenario [1, 9] where a plethora of massive
pseudo-scalar fields called axions covers each decade of
mass range down to the Hubble scale and fields with
10−22eV < ms < 10
−10eV are of particular interest
for BH physics [78]. In parallel, massive hidden U(1)
vector fields also arise in extensions of the standard
model [2, 3, 54, 79], highlighting the importance of un-
derstanding the physics of such fields around BHs.
Superradiant instabilities were studied extensively for
scalar fields both in the frequency- and in the time-
domain [30, 33, 66, 70, 72, 74, 77]. The non-separability
of the field equations for a massive vector field in a Kerr
background has hampered its study for decades (see for
instance Ref. [80] for some references on the nonrotating
case). Very recently however, progress has been made. In
the frequency domain slow-rotating expansions were used
to prove that massive vectors are superradiantly unsta-
ble [10, 11], these results were confirmed using evolutions
of wavepackets around Kerr BHs [30]. It was shown that
the massive vector field instability can be orders of mag-
nitude stronger than the massive scalar field.
The instability is regulated by two parameters, the BH
spin a/M and the dimensionless parameterMµ (in units
G = c = 1), where M is the BH mass and mg = µ~
is the bosonic field mass. For ultralight scalar fields
around massive BHs, the instability timescale can be
of the order of seconds for solar-mass BHs and of the
order of hundreds years for a supermassive BH with
M ∼ 109M⊙ [1, 9, 33], typically much shorter than the
evolution timescale of astrophysical objects. The insta-
bility timescale for spin-1 massive fields can be up to
three orders of magnitude shorter [10, 11, 30]. To summa-
rize, this mechanism can be very efficient for extraction of
angular momentum away from the BH. As a consequence,
observations of massive spinning BHs can effectively be
used to impose bounds on ultralight boson masses [10].
E. Framework
We wish to describe two different cases: i) the interac-
tion of a generic massive spin-2 field with standard grav-
ity, that is, we consider the massive tensor as a probe
field propagating on a geometry which solves Einstein
equations; ii) the linearized dynamics of a massive gravi-
ton as it emerges in nonlinear massive gravity. It turns
out that both cases can be described consistently within
a common framework.
More specifically, we consider the action for two tensor
fields, gµν and fµν , with a ghost-free nonlinear interac-
tion between them (cf. Eq. (8) below). This class of
theories is usually referred to as “bimetric gravity” [15–
17]. The fluctuations of the two dynamical metrics can
be separated and describe two interacting gravitons, one
massive and one massless.
Nonlinear massive gravity [12, 13, 17] is obtained from
the bimetric theory in the limit where the field fµν be-
comes nondynamical, i.e. taking Mf → 0 in Eq. (8) and
considering fµν as a given auxiliary field [51]. In this
limit, fµν can be interpreted as a background metric in
which the linearized massive fluctuations h
(m)
µν propagate.
On the other hand, gµν is a solution of the full non-linear
field equations such that we have gµν = fµν + h
(m)
µν .
A crucial point is to identify the background solution
over which the massive tensor perturbations propagate.
Linearization of massive gravity is typically considered
around a flat, Minkowski background. Here instead we
wish to describe the linearized dynamics around a non-
linear vacuum solution, i.e. a BH geometry. Regular,
nonlinear, solutions in bimetric and massive gravity are
challenging to find and they might exhibit a rich struc-
ture [81–84]. In bimetric theories new curvature invari-
ants, such as I = gµνfµν , can become singular at the
horizon. It was shown that the only way to avoid a
singular horizon is to require both metrics to have co-
incident horizons [81, 83]. The same arguments were
used to show that regular BHs can exist in massive grav-
ity theories with a flat nondynamical metric provided at
least one of the metrics is non-diagonal (or non-stationary
and axisymmetric) when written in the same coordinate
patch [81].
In massive gravity the diffeomorphism of general rel-
ativity is broken, so in principle one is not allowed to
change coordinates to avoid this problem. This im-
plies that, assuming a flat background, BH solutions in
Schwarzschild coordinates must have a component gtr to
avoid a singular horizon. This component implies a time-
dependence and nonzero energy flux Ttr near the horizon,
which might even lead to the disappearance of BHs in this
theory [85]. Due to the Yukawa-like potential the BH
gravitational field is screened by a negative energy den-
sity which is accreted by the BH because of the ingoing
flux Ttr leading to a decrease of the BH mass. Although
the timescale should be much longer than the Hubble
time (and hence astrophysically irrelevant), it seems to
5be an anomaly of massive gravity.
To avoid dealing with such problems, we consider the
special case in which the background solutions are the
same as in general relativity. In bimetric theories this
can be accomplished by taking the two metrics to be
proportional, fµν = C
2gµν , as discussed in detail below
[see also Ref. [50]]. This choice also avoids the singu-
lar horizon problem, as the two metrics have the same
horizon. The linearized equations describing the fluctu-
ations of the two metrics can be easily decoupled and
they describe one massless graviton (which is described
by usual linearized Einstein dynamics), and a massive
graviton which is described by the Fierz-Pauli theory on
a curved background [50, 86].
On the other hand, in the limit of massive gravity this
is equivalent of taking the nondynamical metric as being
the BH spacetime instead of the usual flat spacetime. Al-
though perfectly consistent with the field equations, this
choice seems somewhat unnatural and other nonlinear
background metrics can be considered [cf. Ref. [86] for
a recent review]. The fluctuations of the physical metric
gµν propagate on a nonlinear BH background fµν and
they are also described by Fierz-Pauli theory.
III. LINEARIZED MASSIVE GRAVITY ON
CURVED SPACETIME
A. The Fierz-Pauli tuning in flat spacetime
Let us start by reviewing the classical Fierz-Pauli the-
ory describing a massive spin-2 field in four-dimensional
flat spacetime. The action is given by [22]
SFP =
1
16πG
∫
d4x
[
−1
2
∂λhµν∂
λhµν + ∂µhνλ∂
νhµλ
−∂µhµν∂νh+ 1
2
∂λh∂
λh− µ
2
2
(
hµνh
µν − κh2)] ,
where h = ηµνhµν is the trace of the symmetric tensor
field hµν , η
µν is the Minkowski metric, κ is an arbitrary
constant, and µ is the graviton mass. When µ = 0, the
action reduces to the linearized Einstein-Hilbert action.
When µ 6= 0, the mass term violates the diffeomorphism
invariance of general relativity, i.e., this action is not in-
variant under infinitesimal transformations of the form
δhµν = ∂µξν(x) + ∂νξµ(x) . (2)
The equations of motion are given by [see Ref. [23] for
a review]
δS
δhµν
= hµν − ∂λ∂µhλν − ∂λ∂νhλµ + ηµν∂λ∂σhλσ
+ ∂µ∂νh− ηµνh− µ2 (hµν − κηµνh) = 0 . (3)
Acting with ∂µ on (3) we find the constraint
∂νhνµ − κ∂µh = 0 . (4)
Note that for κ = 1/2 this corresponds to the harmonic
gauge in linearized general relativity. Plugging this back
into the field equations and taking the trace, we find
2(1− κ)h+ (1− 4κ)µ2h = 0 . (5)
Substituting the trace condition, Eq. (3) reads
(− µ2)hµν = (2κ− 1)
[
∂µ∂νh+
1
2
ηµνµ
2h
]
. (6)
For massive spin-2 particles we must have 2s + 1 = 5
degrees of freedom. The only choice for the constant κ
that describes a single massive graviton is the Fierz-Pauli
tuning, κ = 1 [22]. In this case, the full set of linearized
equations reads:
( − µ2)hµν = 0 , ∂µhµν = 0 , h = 0 . (7)
On the other hand, for κ 6= 1 the theory propagates 6
degrees of freedom. The extra polarization comes from
a scalar ghost (a scalar with negative kinetic energy) of
mass m2ghost = − 1−4κ2(1−κ)µ2, which arises from the trace
equation (5). The ghost mass approaches infinity as the
Fierz-Pauli tuning is approached, so that the ghost de-
couples in this limit.
B. Massive spin-2 particles on curved spacetimes
Let us now generalize the equations of motion for mas-
sive spin-2 particles on a curved background [50, 87, 88].
The more general ghost-free action of two interacting
spin-2 fields, without matter couplings, is given by [17]
S =
∫
d4x
√
|g|
[
M2gRg +M
2
f
√
f
g
Rf − 2M4vV (g, f)
]
,
(8)
where Rg and Rf are the Ricci scalars corresponding to
gµν and fµν , respectively; M
−2
g = 16πG, M
−2
f = 16πG
are the corresponding gravitational couplings, and Mv is
written in terms of Mg, Mf and of the parameters of the
potential term. The quantities f, g denote the determi-
nant of the respective metric. There is a unique prescrip-
tion for the latter in terms of only five interaction terms
which is free from the Boulware-Deser ghosts on generic
backgrounds. We schematically denote the potential as
V ≡
4∑
n=0
βnVn (γ) , γ
µ
ν =
(√
g−1f
)µ
ν (9)
where βi are coupling constants. The precise form of
the potentials Vn is not crucial here and we refer to the
original papers [12, 13, 17].
Although the action (8) describes a vacuum bimetric
theory, it reduces to massive gravity in the limitMf → 0,
in which case the kinetic term of the metric fµν vanishes
and the field is taken to be auxiliary [51].
6From the action (8) we find two sets of Einstein’s equa-
tions for gµν and fµν
Rµν(g)− 1
2
gµνR(g) +
M4v
M2g
T gµν(γ) = 0 , (10)
Rµν(f)− 1
2
fµνR(f) +
M4v
M2f
T fµν(γ) = 0 , (11)
where the “graviton” stress-energy tensors T gµν and T fµν
depend on γµ ν and are defined, e.g., in Ref. [50].
Since we want to consider a BH geometry as back-
ground, we first need to find a BH solution of the field
equations. As previously discussed, this is a challenging
and controversial issue [see Ref. [86] for a recent survey
of hairy BHs in massive gravity].
Here we make the simplest choice and consider two
proportional background metrics f¯µν = C
2g¯µν (we use
the bar notation to denote background quantities). Re-
markably, in this case the solutions coincide with those
of general relativity. Indeed, Eqs. (10) and (11) reduce
to [50]
R¯µν − 1
2
g¯µνR¯+ Λgg¯µν = 0 ,
R¯µν − 1
2
g¯µνR¯+ Λf g¯µν = 0 , (12)
which are just two copies of Einstein’s equations with
two different cosmological constants. The latter are writ-
ten in terms of the parameters of the interaction poten-
tials and of the gravitational couplings [50]. Further-
more, consistency of the background equations requires
Λg = Λf , which translates into a quartic algebraic equa-
tion for the constant C. Classical no-hair theorems of
general relativity guarantee that the most general sta-
tionary BH solution in vacuum and with a cosmological
constant is the Kerr-(Anti) de Sitter metric. Therefore,
when Λg = Λf > 0 the fields gµν and fµν describe two
identical Kerr-de Sitter BHs.
Since we are interested in local physics near massive
BHs, we shall consider Λg ≈ 0 ≈ Λf . This condition
can be satisfied exactly by requiring a fine tuning of
the interaction couplings [50]. Alternatively, even with-
out fine tuning, realistic values of the cosmological con-
stant should not play any role in describing local physics
at the scale of astrophysical compact objects. There-
fore, we can safely neglect those terms and focus on
asymptotically-flat Kerr BHs as background solutions.
In Boyer-Lindquist coordinates, these are described by
the line element:
ds2Kerr = −
(
1− 2Mr
Σ
)
dt2 +
Σ
∆
dr2 − 4M
2r
Σ
a˜ sin2 θdφdt
+Σdθ2 +
[
(r2 +M2a˜) sin2 θ +
2M3r
Σ
a˜2 sin4 θ
]
dφ ,
(13)
where Σ = r2+M2a˜2 cos2 θ, ∆ = (r− r+)(r− r−), r± =
M(1±√1− a˜) and a˜ = J/M2. This spacetime describes
a rotating BH with mass M and angular momentum J
in G = c = 1 units.
Let us now consider fluctuations around the back-
ground metrics:
gµν = g¯µν +
1
Mg
δgµν , (14)
fµν = C
2g¯µν +
C
Mf
δfµν . (15)
Note that the perturbations are generically independent,
δgµν 6= δfµν . From Eqs. (10)-(11), the linearized field
equations read
E¯ρσµν δgρσ −
M4vB
Mg
g¯µρ (δS
ρ
ν − δρνδSσ σ) = 0 , (16)
E¯ρσµν δfρσ +
M4vB
CMf
g¯µρ (δS
ρ
ν − δρνδSσ σ) = 0 , (17)
where B is a constant [50],
δSρ ν =
g¯ρµ
2Mf
(
δfµν − CMf
Mg
δgµν
)
, (18)
and E¯ρσµν is the operator representing the linearized Ein-
stein equations in curved spacetimes:
E¯ρσµν = −
1
2
[
δρµδ
σ
ν ¯+ g¯
ρσ∇¯µ∇¯ν − δρµ∇¯σ∇¯ν
−δρν∇¯σ∇¯µ − g¯µν g¯σρ¯+ g¯µν∇¯ρ∇¯σ
]
, (19)
where we already assumed Λg = 0 = Λf .
Taking appropriate linear combinations of the metric
fluctuations,
h(0)µν =
Mgδgµν + CMfδfµν√
C2M2f +M
2
g
, (20)
h(m)µν =
Mgδfµν − CMfδgµν√
C2M2f +M
2
g
, (21)
the linear equations decouple:
E¯ρσµνh(0)ρσ = 0 , (22)
E¯ρσµνh(m)ρσ +
µ2
2
(
h(m)µν − g¯µνh(m)
)
= 0 . (23)
From the equations above, it is clear that the theory de-
scribes two spin-2 fields, h
(0)
µν and h
(m)
µν . The former is
massless and it is described by the linearized Einstein-
Hilbert action, whereas the latter has a Fierz-Pauli mass
term defined as
µ2 =M4v (Cβ1+2C
2β2+C
3β3)
(
1
C2M2f
+
1
M2g
)
. (24)
Note that not all parameter βi in the equations above are
independent [46].
7What we have discussed so far is valid for bimetric
theories (8). It is worth stressing that linearized massive
gravity can be recovered taking the limit δfµν → 0 and
Mf → 0 in Eq. (14) such that δfµν/Mf → 0. In this
limit only Eq. (16) survives as a dynamical equation. In
the massive gravity limit, this equation can be written in
the same form as in Eq. (23) for the perturbation δgµν ,
but with a mass term
µ =
√
BCM2v /Mg . (25)
Therefore, also in this case the theory describes a massive
graviton propagating in the curved background g¯µν ≡
f¯µν/C
2.
We have just proved that in both cases (bimetric the-
ories and massive gravity) the linearized equations de-
scribing a massive spin-2 field on a curved spacetime are
described by an equation of the form (23). In the case of
bimetric theory one also has Eq. (22), which we ignore
since it describes a standard massless graviton and it is
decoupled.
In flat spacetime, the equations of motion (23) reduce
to Eq. (3) whereas, on curved background they reduce to
the system:
¯hµν + 2R¯αµβνh
αβ − µ2hµν = 0 , (26)
∇¯µhµν = 0 , (27)
hµ
µ = 0 , (28)
where, here and in the following, we have suppressed the
superscript “(m)” for simplicity. This set of equations
can be shown to be the only one that consistently de-
scribes a massive spin-2 coupled to gravity in generic
backgrounds [88]. In the rest of this paper we will in-
vestigate Eqs. (26)–(28) on a BH background.
IV. INSTABILITY OF BLACK HOLES
AGAINST SPHERICALLY SYMMETRIC
FLUCTUATIONS
We start by showing that Schwarzschild BHs are gener-
ically unstable against spherically symmetric perturba-
tions [24]. This is a generic and strong instability, as
we will show. To lay the necessary framework, con-
sider a generic tensor field hµν in a Schwarzschild back-
ground. Due to spherical symmetry, the tensor field hµν
can be conveniently decomposed in a complete basis of
tensor spherical harmonics [90, 91]. Furthermore, the
perturbation variables are classified as “polar” or “ax-
ial” depending on how they transform under parity in-
version (θ → π − θ, φ → φ + π). Polar perturbations
are multiplied by (−1)l whereas axial perturbations pick
up the opposite sign (−1)l+1. We refer the reader to
Refs. [25, 92] for further terminology used in the litera-
ture.
We decompose the spin-2 perturbation in Fourier space
as follows:
hµν(t, r, θ, φ) =
∑
l,m
∫ +∞
−∞
e−iωt
[
haxial,lmµν (ω, r, θ, φ)
+hpolar,lmµν (ω, r, θ, φ)
]
dω . (29)
where haxial,lmµν and h
polar,lm
µν are explicitly given in Ap-
pendix A. In a spherically symmetric background, the
field equations do not depend on the azimuthal number
m and they are also decoupled for each harmonic index
l. In addition, perturbations with different harmonic op-
posite parity decouple from each other.
The details of the perturbation equations are provided
in Appendix A. In this section, we are only interested in
the l = 0 polar sector. The perturbations G, η0 and η1
as given in Eq. (A2) are not defined for l = 0 because
their angular dependence is vanishing. The remaining
dynamical variables can be recast into a simple monopole
equation. First, we use the constraints (A20) and (A17)
to eliminate H0 and H2 as defined in Eq. (A2). Then,
we use a generalization of the Berndtson-Zerilli transfor-
mations:
H1
2
=
[
iω(M − r)
fr3
+ µ2
3irω
2M + r3µ2
]
ϕ0 +
iω
r
dϕ0
dr
,
K
2
=
[
f
r3
− µ2 6r + r
3µ2 − 10M
2 (2Mr + r4µ2)
]
ϕ0 − f
r2
dϕ0
dr
.
After substituting these transformations into the system
of equations we arrive at a single wave equation of the
form:
d2
dr2∗
ϕ0 +
[
ω2 − V0(r)
]
ϕ0 = 0 , (30)
with
V0 = f
[
2M
r3
+ µ2 +
24M(M − r)µ2 + 6r3(r − 4M)µ4
(2M + r3µ2)
2
]
.
In this form it is clear that in the massless limit the
monopole reduces to the scalar-field wave equation with
l = 0 [25].
We have solved Eq. (30) subjected to appropriate
boundary conditions (regularity at the horizon and at in-
finity, see also next sections) by direct integration, look-
ing for eigenvalues ω = ωR+ iωI . Given the time depen-
dence (29), stable modes are characterized by ωI < 0 and
unstable modes by ωI > 0. We found one unstable mode,
detailed in Fig. 1 and characterized by a purely imagi-
nary, positive component. This is a low-mass instability
which disappears for Mµ ≥ 0.43 and has a minimum
growth timescale of around MωI ∼ 0.046. In fact, as
recognized very recently [24] while our own work was in
its final stages, the linearized equations (26) are equiv-
alent to those describing four-dimensional perturbations
of a five-dimensional black string after a Kaluza-Klein
reduction of the extra dimension. Therefore, the system
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FIG. 1. Details of the instability of Schwarzschild (de Sitter) BHs against spherically symmetric polar modes of a massive
spin-2 field. The left panel shows the inverse of the instability timescale ωI = 1/τ as a function of the graviton mass µ for
different values of the cosmological constant Λg = Λf , including the asymptotically flat case Λg = 0. Curves are truncated
when the Higuchi bound is reached µ2 = 2Λg/3 [89]. For any value of Λg , unstable modes exist in the range 0 < Mµ . 0.47,
the upper bound being only mildly sensitive to Λg. The right panel shows some eigenfunctions in the asymptotically flat case.
The eigenfunctions decay exponentially at spatial infinity and are progressively peaked closer and closer to the BH horizon for
masses close to the threshold mass Mµ ∼ 0.43.
is affected by Gregory-Laflamme instability [60, 61] that
manifests itself in the spherically symmetric, monopole
mode. One interesting aspect of our own formulation is
that we are able to reduce this instability to the study of
a very simple wave equation, described by (30).
To summarize, in this setup Schwarzschild BHs are un-
stable. The instability timescale depends strongly on the
mass scale µ. For low masses, we find numerically that
ωI ∼ 0.7µ, in good agreement with analytic calculation
by Camps and Emparan [63].
The Gregory-Laflamme instability only affects
spherically-symmetric (l = 0) modes [61], so we expect
the rest of the sector to be stable. We confirm this result
in Sec. V below, where we derive the complete linear
dynamics on a Schwarzschild metric.
A more relevant question is related to the role of a cos-
mological constant. When the background metrics are
two copies of Schwarzschild-de Sitter solutions, the field
equations (26) do not arise from a Kaluza-Klein decom-
position of a five-dimensional black string. Thus, it is
not obvious a priori if the monopole instability discussed
above survives when Λg = Λf 6= 0.
Our formalism can be immediately extended to ac-
commodate Schwarzschild-de Sitter backgrounds. In this
case, Eq. (23) is modified with new terms proportional
to Λg, see e.g. Eq. (2.1) in Ref. [93]. From the latter
equation, one obtains the same divergenceless and trace-
less conditions as in Eqs. (27) and (28). Finally, using
these conditions and the commutator of two covariant
derivatives, it turns out that the linearized field equation
is precisely as in Eq. (26). That is, terms that explicitly
depend on Λg cancel out and the only contribution of the
cosmological constant arises through background quan-
tities. From the system (26)–(28), it is straightforward
to obtain a master equation for spherical perturbations
of Schwarzschild-de Sitter BHs. Here we omit the details
and only give the final result. The monopole is described
by an equation of the same form as Eq. (30), but where
the potential now reads:
V
Λg
0 =
1− 2M/r − Λg/3 r2
r3 [2M + r3 (µ2 − 2Λg/3)]2
×{8M3 + 12M2r3 (3µ2 − 8Λg/3)
+r7
(
µ2 − 2Λg/3
)2 [
6 + r2
(
µ2 − 2Λg/3
)]
−6Mr4 (µ2 − 2Λg/3) [4 + r2 (3µ2 − 10Λg/3)]} .(31)
Using the same technique as before, we have integrated
Eq. (30) with the potential (31). The results are shown
in Fig. 1 for various values of Λg = Λf . Note that mas-
sive spin-2 perturbations propagating in an asymptot-
ically de Sitter spacetime are subjected to the bound
µ2 > 2Λg/3 [89]. Below such bound, the helicity-0 com-
ponent of the massive graviton becomes a ghost. When
the bound is saturated, µ2 = 2Λg/3, the helicity-0 mode
becomes pure gauge and the instability disappears. The-
ories with such fine-tuning are called “partially massless
gravities” [94, 95] [see also Refs. [93, 96–99]] and they
are not affected by the monopole instability discussed
above. Finally, as shown in Fig. 1, the instability is even
more effective for Schwarzschild-de Sitter BHs and it ex-
ists roughly in the same range of graviton mass.
For both Schwarzschild and Schwarzschild-de Sitter
BHs, the instability timescale is of the order of the Hub-
ble time when µ ∼ 2 × 10−33eV [24]. This of course,
does not mean that the observation of compact objects
imposes constraints on the graviton mass 3. Rather, it
3 The monopole instability does not impose limits on the graviton
mass, but the observation of rotating compact BHs, discussed
later on, does impose strict limits on the graviton mass.
9suggests that the background solution used to describe
these geometries is likely not the physical one. It would
seem that a suitable background geometry is given by the
end-state of this monopole instability.
Our linear analysis cannot handle the nonlinear devel-
opment of the instability, nor the nonlinear final state.
However, from the mode profile in Fig. 1, it is tempt-
ing to conjecture that a Schwarzschild BH surrounded
by a graviton cloud could be a possible solution of the
field equations. We note that this endstate is completely
different, as it must be, from the standard Gregory-
Laflamme instability which acts to fragment black strings
[62, 64].
V. MASSIVE SPIN-2 FIELDS ON A
SCHWARZSCHILD BACKGROUND
We have established the instability of spherically sym-
metric fluctuations in non-rotating backgrounds. We now
generalize the analysis to the full set of non-axisymmetric
polar and axial perturbations.
A. Axial sector
The axial field equations are derived in Appendix A.
The axial sector is fully described by the following sys-
tem:
d2
dr2∗
Q+
[
ω2 − f
(
µ2 +
Λ+ 4
r2
− 16M
r3
)]
Q = SQ ,(32)
d2
dr2∗
Z +
[
ω2 − f
(
µ2 +
Λ− 2
r2
+
2M
r3
)]
Z = SZ , (33)
where Λ = l(l + 1) and we have defined the tortoise co-
ordinate r∗ via dr/dr∗ = f ≡ 1 − 2M/r. The functions
Q(r) ≡ f(r)h1 and Z(r) ≡ h2/r are combinations of the
axial perturbations as defined in Eq. (A1), whereas the
source terms are given by
SQ = (Λ− 2)2f(r − 3M)
r3
Z , (34)
SZ =
2
r2
f Q . (35)
1. Axial dipole mode
The l = 0 monopole mode does not exist in the axial
sector since the angular part of the axial perturbations
(A1) vanishes for l = 0. For the dipole mode (l = 1 or
equivalently Λ = 2), the angular functions Wlm and Xlm
vanish and one is left with a single decoupled equation:
d2
dr2∗
Q +
[
ω2 − f
(
µ2 +
6
r2
− 16M
r3
)]
Q = 0 . (36)
2. Axial massless limit
It is interesting to note that in the massless limit we
can use the transformations
h0 =
1
iω
[
ϕ1 +
Λ − 2
3
ϕ2
]
,
h1 =
1
(iω)2
[
2
r
ϕ1 +
2− Λ
3r
ϕ2 − dϕ1
dr
+
2− Λ
3
dϕ2
dr
]
,
h2 =
1
(iω)2
[
ϕ1 +
(Λ + 1)r − 6M
3r
ϕ2 + (r − 2M)dϕ2
dr
]
,
to reduce the system to a pair of decoupled equations,
given by a “vectorial” and a “tensorial” Regge-Wheeler
equation
d2
dr2∗
ϕs +
[
ω2 − f
(
Λ
r2
+ (1− s2)2M
r3
)]
ϕs = 0 , (37)
where s = 0, 1, 2 for scalar, vectorial, or tensorial per-
turbations. These transformations were first found by
Berndtson [100] when studying the massless graviton per-
turbations of the Schwarzschild metric in the harmonic
gauge. In the massless limit the vectorial degree of free-
dom can be removed by a gauge transformation, but for
µ 6= 0 it becomes a physical mode. Note that the wave
equation (37) for s = 1 is identical to that describing
electromagnetic perturbations of Schwarzschild BHs [25];
thus the axial spectrum of massive spin-2 perturbations
should include a mode which approaches that of an elec-
tromagnetic mode in the low-mass limit.
B. Polar sector
The polar equations are more involved and derived in
Appendix (A). The polar sector is fully described by a
system of three coupled ordinary differential equations:
f2
d2K
dr2
+ αˆ1
dK
dr
+ βˆ1K = SK , (38)
f2
d2η1
dr2
+ αˆ2
dη1
dr
+ βˆ2η1 = Sη1 , (39)
f2
d2G
dr2
+ αˆ3
dG
dr
+ βˆ3G = SG , (40)
where the dynamical variables K, η1 and G are defined
in Eq. (A2) and the source terms are given by
SK = Λγˆ1
dη1
dr
+ δˆ1Λη1 + Λ(Λ− 2)σˆ1 dG
dr
+ Λ(Λ− 2)ρˆ1G ,
(41)
Sη1 = γˆ2
dK
dr
+ δˆ2K + Λ(Λ − 2)σˆ2 dG
dr
+ Λ(Λ− 2)ρˆ2G ,
(42)
SG = γˆ3
dK
dr
+ δˆ3K + σˆ3
dη1
dr
+ ρˆ3η1 . (43)
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The coefficients αˆi, βˆi, γˆi, δˆi, σˆi, ρˆi are radial functions
which also depend on ω and l. These equations are rather
lengthy and since their explicit form is not fundamental
here, we made them available online in Mathematica
notebooks [32].
1. Polar dipole mode
The polar monopole was already investigated in Sec-
tion IV and shown to lead to Gregory-Laflamme-like in-
stabilities [24]. We now study the dipole mode. In the
dipole case, l = 1, Λ = 2, the radial function G iden-
tically vanishes and we are left with a pair of coupled
equations satisfying the following system:
f2
d2K
dr2
+ αˆ1
dK
dr
+ βˆ1K = 2(γˆ1
dη1
dr
+ δˆ1η1) , (44)
f2
d2η1
dr2
+ αˆ2
dη1
dr
+ βˆ2η1 = γˆ2
dK
dr
+ δˆ2K . (45)
2. Polar massless limit
In the massless limit we can use the argument pre-
sented by Berndtson in Ref. [100] to reduce the system
to three decoupled equations, one “scalar”, one “vecto-
rial” (37) and one “tensorial” equation described by Zer-
illi’s equation [101] 4. In the massless limit the scalar
and the vectorial degrees of freedom can be removed by
a gauge transformation but, for µ 6= 0, they become phys-
ical. Thus, we expect that the small-mass limit of mas-
sive gravity spectrum includes a family of modes which
are identical to that of a scalar and an electromagnetic
mode (these modes are discussed in Ref. [25] and avail-
able online at [32]).
C. Results
We have solved the previous systems of equations sub-
jected to appropriate boundary conditions, which de-
fines an eigenvalue problem for the complex frequency
ω ≡ ωR + iωI ; this problem can be solved using several
different techniques [25, 26] which we detail in Appendix
B.
In general, the asymptotic behavior of the solution at
infinity is given by
Φj(r) ∼ Bje−ik∞rr−
M(µ2−2ω2)
k∞ + Cje
ik∞rr
M(µ2−2ω2)
k∞ ,
4 Note that in these transformations there are four functions. One
tensorial, one vectorial, and two scalars. However one of the
scalar functions is simply the trace of hµν , which vanishes in
our case (in their notation is the scalar function ϕ0, not to be
confused with the scalar function used here). We stress again the
importance of having a vanishing trace in order to have a correct
number of degrees of freedom.
where k∞ =
√
µ2 − ω2 and, without loss of generality,
we assume Re(k∞) > 0. The spectrum of massive per-
turbations admits two different families of physically mo-
tivated modes, which are distinguished according to how
they behave at spatial infinity. The first family includes
the standard QNMs, which corresponds to purely outgo-
ing waves at infinity, i.e., they are defined by Bj = 0 [25].
The second family includes quasibound states, defined
by Cj = 0. The latter correspond to modes spatially
localized within the vicinity of the BH and that decay
exponentially at spatial infinity [10, 26, 72, 80].
1. Quasinormal modes
l=1,n=1 [vector]
l=2,n=1 [tensor]
l=2,n=0 [tensor]
l=2,n=1 [vector]
l=2,n=0 [vector]
MΜ=0.52
MΜ=0
l=1,n=0 [vector]
0.2 0.3 0.4 0.5 0.6
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MΩR
-
M
Ω
I
FIG. 2. QNM frequencies for axial l = 1, 2 modes, for a
range of field masses Mµ = 0, 0.04, . . . , 0.52. Points with
largest |ωI | correspond to µ → 0. The fundamental mode
(n = 0, circles) and the first overtones (n = 1, triangles)
are shown. In the massless limit the “vector” modes have
the same QNM frequency as the electromagnetic field, and
the “tensor” modes have the same QNM frequency as the
massless gravity perturbations.
The axial QNM frequencies for different values of the
spin-2 mass are shown in Figure 2. As expected, for
l ≥ 2 one can sensibly group the modes in two families
for any given l and n. They can be distinguished by
their behavior in the massless limit, the spectrum of the
“vector” modes reduces to the spectrum of the photon,
while the “tensor” modes, which are the only physical
modes in the massless limit, approaches the spectrum of
the massless gravity perturbations. For the lowest over-
tones, as the mass increases the decay rate decreases to
zero, reaching a limit where the QNM disappears. This
is linked with the decreasing height of the effective po-
tential barrier as was previously discussed in Ref. [102].
The limiting behavior, when the damping rate reaches
zero are the so-called quasiresonant modes, which were
already shown to occur for massive scalar [102, 103] and
massive vector [104] fields.
Polar QNMs are more challenging to compute, because
the perturbation equations are lengthy and translate
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into higher-term recurrence relations in a matrix-valued
continued-fraction method [26]. On the other hand, due
to the well-known divergent nature of the QNM eigen-
functions [25], a direct integration is not well suited to
compute these modes precisely. Instead of computing
these modes, in the following we shall rather focus on
quasibound states – both in the axial and polar sector –
which are easier to compute [cf. Appendix B] and more
relevant for our discussion.
2. Quasibound states
Besides the QNM spectrum, massive fields can also
be localized in the vicinity of the BH, showing a rich
spectrum of quasibound states with complex frequencies.
Here the terminology ‘quasi’ stands for the fact that these
states decay due to the absorption by the BH, hence
the complex frequencies. Bound states were already
considered for massive scalar [72], Dirac [105, 106] and
Proca [80, 107] fields. In the small-mass limit Mµ ≪ l,
it was shown that for these fields the spectrum resembles
that of the hydrogen atom:
ωR/µ ∼ 1− (Mµ)
2
2(j + 1 + n)2
, (46)
where j = l + S is the total angular momentum of the
state with spin projections S = −s,−s+ 1, . . . , s − 1, s.
Here s is the spin of the field. For a given l and
n, the total angular momentum j satisfies the quan-
tum mechanical rules for addition of angular momenta,
|l − s| ≤ j ≤ l + s.
Our results show that the spectrum (46) also describes
massive spin-2 perturbations which is also confirmed an-
alytically for the axial mode l = 1 (see Eq. (D10) of
Appendix D). In Fig. 3 we show the quasibound-state
frequency spectrum for the lowest modes. Apart from
the polar dipole (we discuss this in detail below), all
other modes follow a hydrogenic spectrum as predicted
by Eq. (46). The monopole l = 0 [which belongs to a
different family than the unstable monopole mode dis-
cussed in Sec. IV] is fully consistent with S = +2 which
is in agreement with the rules for the sum of angular mo-
menta, |l − s| ≤ j ≤ l + s =⇒ j = 2. For each pair
l ≥ 2 and n there are five kinds of modes, characterized
by their spin projections. Here we do not show the mode
l = 2, n = 0, S = 1, which is very difficult to find numer-
ically due the complicated form of the polar equations
and his tiny imaginary part. Besides that, the existence
of the mode l = 2, n = 1, S = 0 with approximately the
same real frequency makes it even more challenging to
evaluate the l = 2, n = 0, S = 1 mode with sufficient
precision.
Evaluating the dependence of ωI(µ) in the small-Mµ
limit turns out to be extremely challenging, due to the
fact that ωI is extremely small in this regime. Our re-
sults indicate a power-law dependence of the kind found
previously for other massive fields [80], ωI/µ ∝ −(Mµ)η,
with
η = 4l + 2S + 5 . (47)
The fact that the modes l = L, S = S1 and l = L + S1,
S = −S1 have the same exponent is a further confir-
mation of this scaling. Note that only the constant of
proportionality depends on the overtone number n and
it also generically depends on l and S. This is confirmed
analytically for the axial mode l = 1, S = 1 , n = 0, as
shown in Fig. 4, where we see that in the low-mass limit
the numerical results approaches the analytical formula
derived in Appendix D, given by
ωI/µ ≈ − 320
19683
(Mµ)11 . (48)
The quasibound state found for the polar dipole is
clearly the more interesting. This mode appears to be
isolated from the rest of the modes and it does not follow
the small-mass behavior predicted by Eqs. (46) and (47).
Furthermore, we have found only a single fundamental
mode for this state, and no overtones. For this mode,
the real part is much smaller than the mass of the spin-2
field.
The real part of this special mode in region Mµ . 0.4
is very well fitted by
ωR/µ ≈ 0.72(1−Mµ) . (49)
For the imaginary part we find in the limit Mµ≪ 1,
ωI/µ ≈ −(Mµ)3 . (50)
That this mode is different is not completely unexpected
since in the massless limit it becomes unphysical. This
peculiar behavior seems to be the result of a nontrivial
coupling between the states with spin projection S = −1
and S = 0. Besides that, this mode has the largest bind-
ing energy (ωR/µ− 1) for all couplingsMµ, much higher
than the ground states of the scalar, Dirac and vector
fields (see Fig.7 of Ref. [80]). However the decay rate is
very large even for small couplingsMµ, corresponding to
a very short lifetime for this state.
To summarize, the l > 0 modes of Schwarzschild BHs
in massive gravity theories are stable, with a rich and
potentially interesting fluctuation spectrum, which could
give rise to very long-lived clouds of tensor hair in the
right circumstances. We now show that once rotation
is included, this hair grows exponentially and extracts
angular momentum away from the BH. Thus, while the
monopole l = 0 mode is unstable even in the static case,
the l > 0 modes suffer for a superradiant instability only
above a certain threshold of the BH angular momentum.
VI. MASSIVE SPIN-2 PERTURBATIONS OF
SLOWLY ROTATING KERR BHS
In Ref. [10] a method to study generic perturbations of
slowly rotating BHs was developed. Here we extend this
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FIG. 3. Axial (Top) and polar (bottom) quasibound state levels of the massive spin-2 field. The left and right panels show
the real part, ωR/µ, and the imaginary part, ωI/µ, of the mode as a function of the mass coupling Mµ, respectively. We label
the modes by their angular momentum l, overtone number n and spin projection S. Except for the polar dipole l = 1, the
spectrum is hydrogenic in the massless limit.
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FIG. 4. Comparison between the numerical and analytical
results for the the axial mode l = 1, S = 1, n = 0 as a function
of the mass coupling Mµ. The solid line shows the numerical
data and the dashed shows the analytical formula (48).
method to massive spin-2 perturbations of slowly rotat-
ing Kerr BHs. We derive the linearized field equations to
first order in a˜, although our analysis can be generalized
to higher order in the BH angular momentum.
The technique is detailed in Appendix C and it con-
sists in a decomposition of the perturbation equations in
tensor spherical harmonics and in a expansion in the BH
angular momentum. The method was originally devel-
oped to study the gravitational perturbations of slowly-
rotating stars [27–29] and it has been recently applied
to BH spacetimes [11, 31]. As a result of using a basis
of spherical harmonics in a nonspherical background, the
perturbation equations display parity-mixing and cou-
pling among perturbations with different harmonic in-
dices. However, as discussed in Ref. [11], to first order in
a˜ the eigenvalue spectrum is described by two decoupled
sets, one for the axial and one for the polar perturbations,
and all harmonic indices decoupled. In the following we
discuss the axial and polar sector separately.
A. Axial equations at first order
The field equations are derived in Appendix C, where
the method to separate the equations is shown. By defin-
ing:
h1(r) =
Q(r)
f(r)
(
1− a˜mM
2 (Λ + 2)
Λr3ω
)
, (51)
h2(r) = Z(r)r
(
1− a˜mM
2 (Λ− 2)
Λr3ω
)
, (52)
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we obtain that a fully consistent solution at first order is
such that Z and Q satisfy the following equations:
d2Q
dr2∗
+ VQQ(r) = SQZ(r) , (53)
d2Z
dr2∗
+ VZZ(r) = SZQ(r) (54)
with
VQ = ω
2 − 4a˜mM
2ω
r3
−
f
[
Λ + 4
r2
− 16M
r3
+ µ2 + a˜mM2
6(4r − 9M)(Λ + 2)
Λr6ω
]
,
(55)
VZ = ω
2 − 4a˜mM
2ω
r3
−
f
[
Λ − 2
r2
+
2M
r3
+ µ2 + a˜mM2
6(Λ− 2)(r − 3M)
Λr6ω
]
,
(56)
SQ = 2(Λ− 2)f
[
r − 3M
r3
−a˜mM2
(
6M(4 + Λ)− r (10 + 3Λ + 3r2ω2))
Λr6ω
]
, (57)
SZ = 2f
[
1
r2
+ a˜mM2
(−10 + 3Λ+ 3r2µ2)
Λr5ω
]
. (58)
These equations reduce to Eqs. (32) and (33) in the non-
rotating limit. In the dipole case l = 1, Λ = 2, the func-
tion Z vanishes and we are left with a single decoupled
equation:
d2Q
dr2∗
+ VQQ(r) = 0 . (59)
B. Polar equations at first order
In line with the non-rotating case, for the polar sector
we obtain at first order in a˜ three coupled equations for
K, η1 and G, which generalize Eqs. (38), (39), and (40),
but in this case the coefficients αˆi, βˆi, γˆi, δˆi, σˆi, ρˆi are
also functions of ma˜. Due to the length of the equations
we do not show them explicitly here but we made them
available online in Mathematica notebooks [32].
C. Superradiance and quasibound states
Interesting phenomena, such as BH superradiance, are
already manifest at first order in the BH angular momen-
tum. A second order approximation would be necessary
to consistently describe superradiance (see e.g. Ref. [10])
but this is beyond the scope of this work.
As for the Schwarzschild case, at the horizon we must
impose regular boundary conditions, which correspond
to purely ingoing waves,
Φj(r) ∼ e−ikHr∗ , (60)
as r∗ → −∞, where
kH = ω −mΩH = ω − ma˜
4M
+O(a˜3) . (61)
Here the horizon angular velocity ΩH = a/(2Mr+) was
expanded to first-order in rotation. When kH < 0 an
observer at infinity will see waves emerging from the
BH [108]. This corresponds to the superradiant condi-
tion ω < mΩH [109], which at first-order in the rotation
amounts to
a˜ >
4MωR
m
, (62)
where ωR is the real part of the mode frequency, ω = ωR+
iωI . All the polar and axial equations can be brought to
a form such that the near-horizon solution is given by
Eq. (60). We thus expect that superradiance will also
occur for massive spin-2 fields even at first-order in the
rotation.
Superradiant scattering leads to instabilities of bosonic
massive fields [10, 30, 33, 72, 74]. This instability was
explicitly shown for scalars and vectors, but generic ar-
guments indicate that it is present for other integer-spin
fields. Note that with our convention, unstable modes
correspond to ωI > 0. These superradiant instabilities
occur only for waves localized in the vicinity of the BH,
i.e., quasibound states, so we focus on these states in the
next sections.
The continued fraction method can be used to deter-
mine the quasibound state frequencies of the axial equa-
tions by imposing an appropriate ansatz which in this
case is given by
Φj(ω, r) = f(r)
−2ikH rνe−qr
∑
n
a(j)n f(r)
n , (63)
where ν = −q + ω2/q. To compute the quasinormal
mode frequencies we use q = −
√
µ2 − ω2 and for the
quasibound state frequencies q =
√
µ2 − ω2. Inserting
Eq. (63) into Eq.(59) leads to a six-term recurrence rela-
tion which can be reduced to a three-term recurrence re-
lation by successive Gaussian elimination steps [110, 111].
For l ≥ 2 we find a six-term matrix-valued recurrence
relation which can also be brought to a three-term re-
currence relation using a matrix-valued Gaussian elimi-
nation. The explicit form of the coefficients is not shown
here for brevity but it is available online [32].
Although the continued-fraction method works very
well for quasibound states, the multiple matrix inversion
of almost singular matrices (since some matrices are pro-
portional to a˜) makes it very difficult to compute the very
small imaginary part of the axial quasibound states. We
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therefore use the direct integration method for both the
polar and axial quasibound states which gives more ac-
curate results in this case, and use the continued-fraction
method to check the robustness of our results.
D. Results
In the top panels of Fig. 5 we show the absolute value
of the imaginary part as a function of the rotation param-
eter for the axial modes l = 1, S = 1 and l = 2, S = −1.
Although a second-order approximation would be needed
to describe the superradiant regime in a self-consistent
way [11], the first-order approximation predicts very well
the onset of the instability and should give the correct
order of magnitude of the instability timescale. For ax-
ial modes the instability is very weak: even in the most
favorable cases the instability is almost five orders of
magnitude weaker than that associated to axial Proca
modes [10, 11]. This also makes it difficult to track nu-
merically the axial spin-2 modes with sufficient precision.
For small masses the real part of the frequency is roughly
independent on the spin. This is supported by analytical
results for the axial dipole mode, which can be evaluated
analytically in the small-mass limit at first order in a˜ [cf.
Appendix D]. The analytical formula for the imaginary
part of the fundamental mode reads
MωI ≈ 40
19683
(a˜− 2r+µ)(Mµ)11 . (64)
In Fig. 6 we compare the analytical formula with the
numerical results for the fundamental overtone and mass
coupling Mµ = 0.05. Although the imaginary part is
tiny, the agreement is good in the µ→ 0 limit. Near the
superradiant regime the agreement is only qualitative,
as expected since the analytical formula is only valid for
a˜m/(Mµ) . l.
The bottom panels of Figure 5 show the imaginary part
as a function of the BH angular momentum for the polar
dipole l = 1 and the polar mode l = 2, S = −2. In this
case the imaginary part of the mode is larger, and these
modes are easier to evaluate numerically. The instability
for the mode l = 2, S = −2 is roughly two orders of mag-
nitude weaker than the strongest instability of a Proca
field [10]. Once more the polar dipole mode is the most
interesting case as it has the largest imaginary part, cor-
responding to an extremely short instability timescale.
This agrees with the analysis in the nonrotating case of
Sec. V, where we found that the behavior of this mode is
different from the rest of the spectrum.
As shown in the bottom panels of Fig. 5, the polar
dipole mode displays a peculiar behavior in the super-
radiant regime, where the power-law dependence is in-
verted, i.e., the instability is stronger for the lowest mass
coupling Mµ. This suggests that extrapolating the first-
order results to the superradiant case is probably less
accurate for this mode. This is confirmed by the behav-
ior of the real-part of the frequency as a function of the
spin, as shown in Fig. 7. At first-order the eigenfrequen-
cies can be expanded as
ωR = ω0 + a˜mω1 +O(a˜2) , (65)
where ω0 is the eigenfrequency in the nonrotating space-
time and ω1 is the first-order correction which is an even
function of m [11]. Hence at first-order we would expect
that the curves for l = m and l = −m are symmetric
when reflected around the m = 0 curve. For the polar
dipole this only happens for very small masses. Note
also that, contrarily to the rest of the spectrum, the real
part of the polar dipole mode acquires a nonnegligible
dependence on a˜, even in the small µ limit. In fact the
analytical results for the axial dipole suggest that the
first-order approximation is only valid for a˜m/(MωR) .
l. Since in this case MωR is much smaller that Mµ, the
extrapolation to the superradiant regime is less accurate
in the polar dipole case. Nonetheless, using the exact
results in the nonrotating case [cf. Sec. V] and a linear
extrapolation of the first-order corrections, we estimate
the following scaling for the imaginary part of the polar
dipole mode:
MωI ∼ γpolar(a˜m− 2r+ωR)(Mµ)3 , (66)
where γpolar ∼ O(1) and ωR is the zeroth order real fre-
quency given by Eq. (49). This behavior becomes less
accurate deep inside the superradiant regime. Although
such extrapolation is extremely rough, a similar estimate
has been done in the scalar and in the Proca case and it
turned out to be very accurate [10]. In the scalar case a
fit similar to Eq. (66) agrees with exact results (obtained
solving the Klein-Gordon equation on an exact Kerr met-
ric [72]) within a few percents; and, in the Proca case,
it reproduces the results of exact numerical simulations
(again in the quasiextremal, a˜ ∼ 0.99 case) within a fac-
tor two [30].
In the case at hand, even if Eq. (66) eventually turns
out to be accurate only at the order-of-magnitude level,
this would anyway mean that spin-2 fields can trigger the
strongest superradiant instability among other bosonic
perturbations. The instability timescale is four orders of
magnitude shorter than the shortest timescale for Proca
unstable modes [10]. A second-order analysis would be
important to confirm this result, but it will also be very
challenging. A most promising extension is to perform
a full numerical analysis (along the lines of Ref. [30]) in
the case of massive spin-2 fields around highly spinning
Kerr BHs.
VII. DISCUSSION
The advent of new and powerful methods in BH per-
turbation theory and Numerical Relativity in the past
few years allows one to finally tackle traditionally com-
plex problems. Particularly important to beyond-the-
Standard-Model physics are scenarios where ultralight
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FIG. 5. Absolute value of the imaginary part of the axial and polar quasibound modes as a function of the BH rotation rate
a˜ for different values of l and m and different values of the mass coupling µM , computed at first order. Left top panel: axial
dipole for l = m = 1. Right top panel: axial mode S = −1 for a mass coupling Mµ = 0.15 and different values of m. Left
bottom panel: polar dipole mode for l = m = 1. Right bottom panel: polar mode l = m = 2, S = −2. For any mode with
m ≥ 0, the imaginary part crosses the axis and become unstable when the superradiance condition is met.
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FIG. 6. Comparison between the numerical and analytical
results for the axial mode l = m = 1, n = 0 as a function
of the BH rotation rate a˜ for a mass coupling of Mµ = 0.05.
The solid line shows the numerical data and the dashed shows
the analytical formula.
bosonic degrees of freedom are present; simultaneously,
massive degrees of freedom turn out to be important out-
side particle physics, in particular several extensions of
general relativity encompassing massive mediators have
been proposed. Thus, the study of massive fluctuations
around BHs is a timely topic.
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FIG. 7. Real part of the polar dipole quasibound mode as a
function of the BH rotation rate a˜ for different values of the
azimuthal numberm and mass coupling µM = 0.1, computed
at first order.
Interesting nonlinear completions of the Fierz-Pauli
theory have recently been put forward [12–14]. While
it is at this stage too early to claim a consistent theory
of massive gravitons (these theories or at least certain
sectors are either pathological [44, 49] or phenomenolog-
ically disfavored [45]), any nonlinear theory describing
a massive spin-2 field – including a massive graviton –
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will eventually reduce to Eqs. (26)–(28) in the linearized
regime.
Here we have explored the propagation of massive
tensors in BH backgrounds as described by Eqs. (26)–
(28), and shown that they lead to generic instabilities.
Schwarzschild and Kerr BHs are both unstable against
linearized monopole perturbations. These are strong,
small-mass instabilities whose end-state is unknown.
Schwarzschild BHs also admit a very rich spectrum
of long-lived stable states. Once rotation is turned on,
these long-lived states can grow exponentially and ex-
tract angular momentum away from the BH. Thus Kerr
BHs are also unstable against a second mechanism: su-
perradiance. We showed that the instability is triggered
when the superradiant condition is met, thus providing
one further and strong piece of solid evidence that super-
radiant instabilities occur for any bosonic massive field.
The polar gravitational sector is particularly interesting,
as it displays the shortest instability timescale among
other bosonic fields. Our results are formally only valid
in the small BH rotation limit, but previous second-order
calculations for massive vector fields suggest that a first-
order analysis provides reasonably accurate results even
beyond its regime of validity. The most crucial point in
this regard is the functional dependence of the instability
timescale for the supposedly more unstable polar dipole
mode, which we estimate to be:
τtensor = ω
−1
I ∼
M(Mµ)−3
γpolar(a˜− 2r+ωR) . (67)
This timescale is four orders of magnitude shorter than
the corresponding Proca field instability [10, 11].
It has been shown that BH superradiant instabilities
together with supermassive BH spin measurements can
be used to impose stringent constraints on the allowed
mass range of massive fields [10, 11]. The observation
of spinning BHs implies that the instability timescale is
larger than typical competing spin-up effects. For super-
massive BHs a conservative estimate of these timescales
is given by the Salpeter timescale for accretion at the
Eddington rate, τS ∼ 4.5 × 107 years. We find that
the current best bound comes from Fairall 9 [112], for
which the polar instability implies a conservative bound
µ . 5 × 10−23eV. Unlike bounds for hypothetical mas-
sive photons, which may interact strongly with matter,
the previous bound should not be strongly affected by
the presence of accretion disks around BHs, as the cou-
pling of gravitons and other spin-2 fields to matter is very
feeble.
Our work requires extensions and further analysis (in
particular, the understanding of the time-development of
the monopole and superradiant instability requires non-
linear simulations), and should in fact be looked at as
the first step in a broader program of understanding
gravitational-wave emission in massive theories of grav-
ity.
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Appendix A: Linearized field equations for a spin-2
field on a Schwarzschild geometry
A massive spin-2 field propagates five helicity states
and one cannot impose the same gauge choices that are
usually imposed in the massless case. In particular, the
standard Regge-Wheeler gauge [90] is too restrictive for
a massive spin-2 field.
In this paper, we have decomposed the spin-2 field in
terms of axial and polar perturbations and expanded in
a complete basis of tensor spherical harmonics. Given
the expansion (29), the axial and polar parts are given
respectively by
haxial,lmµν (ω, r, θ, φ) =


0 0 hlm0 (ω, r) csc θ∂φYlm(θ, φ) −hlm0 (ω, r) sin θ∂θYlm(θ, φ)
∗ 0 hlm1 (ω, r) csc θ∂φYlm(θ, φ) −hlm1 (ω, r) sin θ∂θYlm(θ, φ)
∗ ∗ −hlm2 (ω, r)Xlm(θ,φ)sin θ hlm2 (ω, r) sin θWlm(θ, φ)
∗ ∗ ∗ hlm2 (ω, r) sin θXlm(θ, φ)

 , (A1)
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hpolar,lmµν (ω, r, θ, φ) =


f(r)H lm0 (ω, r)Ylm H
lm
1 (ω, r)Ylm η
lm
0 (ω, r)∂θYlm η
lm
0 (ω, r)∂φYlm
∗ f(r)−1H lm2 (ω, r)Ylm ηlm1 (ω, r)∂θYlm ηlm1 (ω, r)∂φYlm
∗ ∗ r
2
[
K lm(ω, r)Ylm
+Glm(ω, r)Wlm
] r2Glm(ω, r)Xlm
∗ ∗ ∗ r
2 sin2 θ
[
K lm(ω, r)Ylm
−Glm(ω, r)Wlm
]


,
(A2)
where f(r) = 1 − 2M/r, asterisks represent symmetric
components, Ylm ≡ Ylm(θ, φ) are the scalar spherical har-
monics and
Xlm(θ, φ) = 2∂φ [∂θYlm − cot θYlm] , (A3)
Wlm(θ, φ) = ∂
2
θYlm − cot θ∂θYlm − csc2 θ∂2φYlm . (A4)
1. Axial equations
The field equations for the axial sector are obtained by
using the decomposition (A1) in Eq. (26). Substituting
into the linearized field equations, we obtain:
f2h′′0 +
[
ω2 − f
(
µ2 +
Λ
r2
− 4M
r3
)]
h0
−2Miωf
r2
h1 = 0 , (A5)
f2h′′1 +
4Mf
r2
h′1 +
[
ω2 − f
(
µ2 +
Λ+ 4
r2
− 8M
r3
)]
h1
− 2Miω
r(r − 2M)h0 +
2(2− Λ)f
r3
h2 = 0 , (A6)
f2h′′2 −
2f(r − 3M)
r2
h′2 −
2f2
r
h1
+
[
ω2 − f
(
µ2 +
Λ − 4
r2
+
8M
r3
)]
h2 = 0 , (A7)
where Λ = l(l + 1) and f ≡ f(r). Equations (A5) and
(A6) correspond to the (tθ) and the (rθ) component of
the field equations respectively, and (A7) corresponds to
the (θθ) component. The transverse constraint (27) leads
to the radial equation
fh′1 −
2(M − r)
r2
h1 +
iω
f
h0 +
Λ− 2
r2
h2 = 0 , (A8)
which can be obtained either from the θ or the φ compo-
nent. For the axial terms the trace (28) vanishes identi-
cally,
haxial = 0 . (A9)
Using the constraint (A8) we can reduce the system to
a pair of coupled differential equations. Eliminating h0,
we finally obtain the system (32)-(33).
2. Polar equations
Using the decomposition (A2) in Eq. (26) and substi-
tuting into the linearized field equations, we obtain:
f2H ′′0 +
2f(r −M)
r2
H ′0 +
[
ω2 − 2M
2
r4
− f
(
µ2 +
Λ
r2
)]
H0 − 4iMω
r2
H1 − 2M(2r − 3M)
r4
H2 +
4Mf
r3
K = 0 , (A10)
f2H ′′1 +
2f(r −M)
r2
H ′1 +
[
ω2 − 4M
2
r4
− f
(
µ2 +
Λ+ 2
r2
)]
H1 − 2iMω
r2
(H0 +H2) +
2Λf
r3
η0 = 0 , (A11)
f2H ′′2 +
2f(r −M)
r2
H ′2 +
[
ω2 − 2M
2
r4
− f
(
µ2 +
Λ+ 4
r2
− 8M
r3
)]
H2 − 2M(2r − 3M)
r4
H0 − 4iMω
r2
H1
+
4(r − 3M)f
r3
K +
4Λf2
r3
η1 = 0 , (A12)
f2η′′0 +
[
ω2 − f
(
µ2 +
Λ
r2
− 4M
r3
)]
η0 − 2Miωf
r2
η1 +
2f2
r
H1 = 0 , (A13)
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f2η′′1 +
4Mf
r2
η′1 +
[
ω2 − f
(
µ2 +
Λ+ 4
r2
− 8M
r3
)]
η1 − 2Miω
r(r − 2M)η0 +
2f
r
[H2 −K + (Λ− 2)G] = 0 , (A14)
f2G′′ +
2(r −M)f
r2
G′ +
[
ω2 − f
(
µ2 +
Λ− 2
r2
)]
G+
2f2
r3
η1 = 0 , (A15)
f2K ′′ +
2(r −M)f
r2
K ′ +
[
ω2 − f
(
µ2 +
Λ+ 2
r2
− 8M
r3
)]
K +
2Mf
r3
H0 +
2(r − 3M)f
r3
H2 − 2Λf
2
r3
η1 = 0 , (A16)
Equations (A10)-(A14) correspond to the
(tt), (tr), (rr), (tθ) and (rθ) components of the field
equations, respectively. From the (θφ) component we
get Eq. (A15), which combined with the (θθ) component
yields Eq. (A16).
The transverse constraint (27) leads to the following
radial equations
fH ′1 −
2(M − r)
r2
H1 + iωH0 − Λ
r2
η0 = 0 , (A17)
fH ′2+
2r − 3M
r2
H2+ iωH1+
M
r2
H0− 2f
r
K − fΛ
r2
η1 = 0 ,
(A18)
fη′1 −
2(M − r)
r2
η1 +
iω
f
η0 +K − (Λ − 2)G = 0 , (A19)
for the t, r and θ component of the constraint, respec-
tively. Finally, in the polar case the traceless con-
straint (28) yields
H0 = H2 + 2K . (A20)
Unlike the axial sector, the polar equations are not so
straightforward to further reduce. For l ≥ 2 one could
use the constraint equations to eliminate η0, η1, H0 and
G and obtain three second-order equations forK, H1 and
H2. However, this choice is not particularly useful, be-
cause the system does not directly contain the monopole
and dipole cases (l = 0, 1). For this reason we chose to
work with K, η1 and G as dynamical variables instead.
After some tedious algebra, we obtain that the polar
sector is fully described by Eqs. (38)–(40) in the main
text.
Appendix B: Eigenvalue problem: Quasinormal
modes and quasibound states
This appendix details the numerical computation of
BH eigenfrequencies for massive perturbations. To have
a well-defined problem we need to define boundary con-
ditions, and these determine an eigenvalue problem for
the frequency ω, which can be solved using several differ-
ent tools [25, 26]. At the horizon we must impose regular
boundary conditions, which correspond to purely ingoing
waves
Φj(r) ∼ e−iωr∗ , j = 1, 2, . . . , 10 , (B1)
as r∗ → −∞, where Φj(r) is any of the radial functions.
On the other hand, the asymptotic behavior of the solu-
tion at infinity is given by
Φj(r) ∼ Bje−ik∞rr−
M(µ2−2ω2)
k∞ + Cje
ik∞rr
M(µ2−2ω2)
k∞ ,
(B2)
where k∞ =
√
µ2 − ω2, such that Re(k∞) > 0. For
massive fields we have to consider two kinds of modes:
(i) the quasinormal modes (QNM), which corresponds to
purely outgoing waves at infinity, i.e., they are defined
by Bj = 0; (ii) quasibound states, defined by Cj = 0
and correspond to modes spatially localized within the
vicinity of the BH and that decay exponentially at spatial
infinity.
a. Continued-fraction method
The use of the continued fraction method requires a
suitable ansatz, which we take to be
Φj(ω, r) = f(r)
−2iMωrνe−qr
∑
n
a(j)n f(r)
n , (B3)
where ν and q are defined as below Eq. (63).
b. Axial dipole
Inserting (B3) into (36) leads to a three-term recur-
rence relation of the form
α0a1 + β0a0 = 0 ,
αnan+1 + βnan + γnan−1 = 0 , n > 0 , (B4)
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where,
αn = (n+ 1)(n+ 1− 4iω) , (B5)
βn = −2
(
n2 + n− 1)+ ω2(2n− 4iω + 1)
q
− 3q(2n− 4iω + 1) + 4i(2n+ 1)ω − 4q2 + 12ω2 ,
(B6)
γn = q
−2
(
nq + q2 − 3q − 2iqω − ω2)
× (nq + q2 + 3q − 2iqω − ω2) . (B7)
The QNM or quasibound-state frequencies can be ob-
tained solving numerically the continued fraction equa-
tion
β0 − α0γ1
β1 − α1γ2β2− α2γ3β3−...
= 0 . (B8)
This method has been extensively used and described in
detail elsewhere [10, 25, 113], some routines are freely
available [32] so we will not discuss it any further.
c. Axial modes: l ≥ 2
For l ≥ 2 the axial modes satisfy a pair of coupled
differential equations, Eqs. (32) and (33). Inserting (B3)
into these equations leads to a three-term matrix-valued
recurrence relation,
α0U1 + β0U0 = 0 ,
αnUn+1 + βnUn + γnUn−1 = 0 , n > 0 , (B9)
The quantity Un =
(
a
(1)
n , a
(2)
n
)
is a two-dimensional vec-
torial coefficient and αn, βn, γn are 2×2 matrices whose
form reads,
αn =
(
αn 0
0 αn
)
, βn =
(
βn Λ− 2
−2 βn − 3
)
,
γn =
(
γn 6− 3Λ
0 γn + 9
)
,
with
αn = (n+ 1)(n+ 1− 4iω) , (B10)
βn = 2− Λ− 2
(
n2 + n− 1)+ ω2(2n− 4iω + 1)
q
− 3q(2n− 4iω + 1) + 4i(2n+ 1)ω − 4q2 + 12ω2 ,
(B11)
γn = q
−2
[
q2
(
n2 − 4inω − 6ω2 − 9)+ 2q3(n− 2iω)
−2qω2(n− 2iω) + q4 + ω4] . (B12)
The matrix-valued three-term recurrence relation can be
solved using matrix-valued continued fractions [10, 80].
The QNM or quasibound frequencies are roots of the
equation MU0 = 0, where
M ≡ β0 + α0R†0 , (B13)
with Un+1 = R
†
nUn and
R
†
n = −
(
βn+1 +αn+1R
†
n+1
)−1
γn+1 . (B14)
For nontrivial solutions we then solve numerically
det |M| = 0 . (B15)
d. Direct integration for quasibound states
To compute the spectrum of quasibound states a direct
integration approach is often possible, since the solutions
asymptotically vanish at spatial infinity, and desirable
because it converges faster. We start with a series ex-
pansion close to the horizon of the form
Φj(ω, r) = e
−iωr∗
∑
n
b(j)n (r − rH)n , (B16)
where the coefficients b
(j)
n for n ≥ 1 can be found in terms
of b
(j)
0 by solving the near-horizon equations order by or-
der. We then integrate outward up to infinity where the
condition Cj = 0 in Eq. (B2) is imposed. This allow us to
obtain the frequency spectrum using a shooting method.
This method can be extended to solve systems of coupled
equations [10, 80]. Consider a system of N coupled equa-
tions. Imposing the ingoing wave boundary condition at
the horizon (B16) we may obtain a family of solutions at
infinity characterized by N parameters, corresponding to
the N -dimensional vector of the coefficients b0 = {b(j)0 },
with j = 1, . . . , N . Note that all the solutions of the
system of coupled equations must have the form (B16)
near the horizon. We may then compute the bound-state
spectrum by choosing a suitable orthogonal basis for the
space of initial coefficients b
(j)
0 . To do so we perform N
integrations from the horizon to infinity and construct
the N ×N matrix
Sm(ω) = lim
r→∞


Φ
(1)
(1) Φ
(2)
(1) . . . Φ
(N)
(1)
Φ
(1)
(2) Φ
(2)
(2) . . . . . .
. . . . . . . . . . . .
Φ
(1)
(N) . . . . . . Φ
(N)
(N)

 , (B17)
where the superscripts denote a particular vector of the
chosen basis, for example, Φ
(1)
j corresponds to b0 =
{1, 0, . . . , 0}, Φ(2)j corresponds to b0 = {0, 1, . . . , 0}, and
Φ
(N)
j corresponds to b0 = {0, 0, . . . , 1}. The bound-state
frequency ω0 = ωR + iωI will then correspond to the
solutions of
det |Sm(ω0)| = 0 , (B18)
which in practice corresponds to minimizing detSm in
the complex plane at arbitrarily large distances.
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Appendix C: Linearized field equations for a spin-2
field on a slowly rotating Kerr BH
We will follow Kojima [27] to write the fields equations
for a spin-2 field in a slowly rotating BH. Since this back-
ground is still “almost” spherically symmetric we can use
the decomposition (29) and insert it in the linearized field
equations. We can then separate the equations in three
different groups.
From the (tt), (tr), (rr), the sum of (θθ) and (φφ) com-
ponents of Eq. (26), the t and r components of the trans-
verse condition (27), and the traceless condition (28), we
have (
A
(I)
lm + A˜
(I)
lm cos θ
)
Y lm +B
(I)
lm sin θ∂θY
lm
+ C
(I)
lm ∂φY
lm = 0 (I = 0, . . . , 6) , (C1)
where a sum over (l,m) is implicit, the functions A
(I)
lm and
C
(I)
lm are some linear combinations of the polar functions
H0, H1,H2, η0, η1, K and G. On the other hand A˜
(I)
lm and
B
(I)
lm are some linear combinations of the axial functions
h0, h1, h2.
From the (tθ), (tφ), (rθ), (rφ) components of Eq. (26),
and the θ, φ components of Eq. (27), we have(
α
(J)
lm + α˜
(J)
lm cos θ
)
∂θY
lm
−
(
β
(J)
lm + β˜
(J)
lm cos θ
) (
∂φY
lm/ sin θ
)
+ η
(J)
lm (sin θY
lm)
+ ξ
(J)
lm X
lm + χ
(J)
lm (sin θW
lm) = 0 (J = 0, 1, 2) , (C2)
and(
β
(J)
lm + β˜
(J)
lm cos θ
)
∂θY
lm
+
(
α
(J)
lm + α˜
(J)
lm cos θ
) (
∂φY
lm/ sin θ
)
+ ζ
(J)
lm (sin θY
lm)
+ χ
(J)
lmX
lm − ξ(J)lm (sin θW lm) = 0 (J = 0, 1, 2) , (C3)
where the functions α
(J)
lm , β˜
(J)
lm , ζ
(J)
lm and ξ
(J)
lm are some lin-
ear combination of the polar functions, while β
(J)
lm , α˜
(J)
lm ,
η
(J)
lm and χ
(J)
lm belong to the axial sector.
From the (θφ) and the subtraction of (θθ) and (φφ)
components of (26), we have
flm∂θY
lm + glm
(
∂φY
lm/ sin θ
)
+ (slm + sˆlm∂φ)
(
X lm/ sin2 θ
)
+
(
tlm + tˆlm∂φ
) (
W lm/ sin θ
)
= 0 , (C4)
and
glm∂θY
lm − flm
(
∂φY
lm/ sin θ
)
− (tlm + tˆlm∂φ) (X lm/ sin2 θ)
+ (slm + sˆlm∂φ)
(
W lm/ sin θ
)
= 0 , (C5)
where flm, slm and sˆlm are some linear combinations
of polar functions and glm, tlm and tˆlm from the axial
functions.
It is easy to see that at zeroth-order in the rotation the
perturbation equations reduce to
A
(I)
lm = α
(J)
lm = slm = 0 , (I = 0, . . . , 6, J = 0, 1, 2) ,
(C6)
for the polar sector and to
β
(J)
lm = tlm = 0 , (J = 0, 1, 2) , (C7)
for the axial sector, respectively. These equations corre-
spond to the ones obtained for the Schwarzschild case.
To separate the angular variables we use the identities
cos θY lm = Ql+1mY
l+1m +QlmY
l−1m , (C8)
sin θ∂θY
lm = Ql+1m l Y
l+1m −Qlm(l + 1)Y l−1m ,
(C9)
with
Qlm =
√
l2 −m2
4l2 − 1 , (C10)
and the orthogonality properties of scalar, vector and
tensor harmonics. The separation of the angular depen-
dence of Einstein’s equations for a slowly-rotating star
was performed in Ref. [27]. Since the above equations are
formally the same as those considered in Ref. [27], they
can be separated in exactly the same way [see Ref. [26]
for a review]. Below we omit the index m, because in an
axisymmetric background it is possible to decouple the
perturbation equations so that all quantities have the
same value of m.
From Eq. (C1) we have [26, 27]
A
(I)
l + imC
(I)
l +Ql
(
A˜
(I)
l−1 + (l − 1)B(I)l−1
)
+Ql+1
(
A˜
(I)
l+1 − (l + 2)B(I)l+1
)
= 0 . (C11)
Equations (C2) and (C3) give
Λα
(J)
l + im
[
(l − 1)(l + 2)ξ(J)l − β˜(J)l − ζ(J)l
]
+Ql(l + 1)
[
(l − 2)(l − 1)χ(J)l−1 + (l − 1)α˜(J)l−1 − η(J)l−1
]
−Ql+1 l
[
(l + 2)(l + 3)χ
(J)
l+1 − (l + 2)α˜(J)l+1 − η(J)l+1
]
= 0 ,
(C12)
and
Λβ
(J)
l + im
[
(l − 1)(l + 2)χ(J)l + α˜(J)l + η(J)l
]
−Ql(l + 1)
[
(l − 2)(l − 1)ξ(J)l−1 − (l − 1)β˜(J)l−1 + ζ(J)l−1
]
+Ql+1 l
[
(l + 2)(l + 3)ξ
(J)
l+1 + (l + 2)β˜
(J)
l+1 + ζ
(J)
l+1
]
= 0 .
(C13)
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Finally, Eqs. (C4) and (C5) yield
Λ (sl + imsˆl)− imfl −Ql(l + 1)gl−1 +Ql+1l gl+1 = 0 ,
(C14)
Λ
(
tl + imtˆl
)
+ imgl −Ql(l + 1)fl−1 +Ql+1l fl+1 = 0 .
(C15)
Because the background is nonspherically symmetric,
the radial equations above display mixing between per-
turbations with opposite parity and different harmonic
index. To first order, perturbations with given parity
and harmonic index l are coupled to perturbations with
opposite parity and indices l±1. However, as discussed in
Ref. [11], these couplings do not contribute to the eigen-
value spectrum to first order in a˜. Finally, neglecting
the coupling to the opposite parity with harmonic in-
dices l ± 1, we use Eqs. (C13) and (C15) to deduce the
axial equations (53) and (54) in the main text, while
the polar equations are obtained from Eqs. (C11), (C12)
and (C14).
Appendix D: Analytical results for the axial dipole
In this appendix we generalize Detweiler’s analytical
calculations [33] for the unstable scalar modes of a Kerr
BH in the small-mass limit to the case of the massive
spin-2 axial dipole, to first-order in the rotation.
Defining R(r) = Q/r the axial dipole equation (59)
can be rewritten as
r2f
d
dr
(
r2f
dR
dr
)
+
[
r4ω2 − 4a˜mM2rω − r2f
(
j(j + 1)
+µ2r2 − 2Ms
′2
r
− a˜mM2 12(4r − 9M)
r4ω
)]
R = 0 ,
(D1)
where we have defined j = l + S = 2 and s′ = 3. From
now on we consider j and s′ to be generic integers and we
replace their specific values only in the final result (D14)
below. The latter is valid for any j and s′ provided j <
s′. To use the method of matching asymptotics we start
by writing this equation in terms of the dimensionless
variable z = (r − r+)/r+,
Z
d
dz
(
Z
dR
dz
)
+
[
4M2ω2(1 + z)4 − 2a˜mMω(1 + z)
− j(j + 1)Z − 4M2µ2z(1 + z)3 + s′2z
−a˜m 3z(1− 8z)
4Mω(1 + z)3
]
R = 0 , (D2)
where Z = z(z + 1).
We first expand the equation above for z ≫ 1. For this
we define the variable x = 4Mk∞z and get the equation
d2
dx2
(xR) +
[
−1
4
+
ν
x
− j(j + 1)
x2
]
xR = 0 , (D3)
where we have defined , k2∞ = µ
2−ω2, ν =Mµ2/k∞ and
have considered ω ∼ µ. For quasibound states the solu-
tion of this equation with the correct boundary condition
at infinity is given by
R∞(x) ≈ C1e−x/2xjU(1 + j − ν, 2j + 2, x) , (D4)
where C1 is a constant and U(p, q, x) is one of the conflu-
ent hypergeometric functions [114]. For z ≪ 1, at leading
order, the behavior of the solution reads
R∞(r) ≈ C1
[
(2k∞r)
j Γ[−1− 2j]
Γ[−j − ν]
+(2k∞r)
−j−1 Γ[1 + 2j]
Γ[1 + j − ν]
]
. (D5)
Equation (D2) can also be solved in the region where r ≪
max(j/ω, j/µ). In this limit,
Z
d
dz
(
Z
dR
dz
)
+
[
P 2 − j(j + 1)Z + s¯2z]R = 0 , (D6)
where we have defined ǫ = 2Mµ, s¯2 = s′2 − 3a˜m2ǫ , P =
−2MkH = −2M(ω −mΩH) and neglect O(a˜2) terms in
P 2. Note that in order to solve the equation analytically,
we neglect terms O( a˜z2ǫ ), so the approximation is valid
only if a˜≪ j Mµ.
The solution of the equation above is given in terms
of hypergeometric functions. Imposing ingoing waves at
the horizon we get that the general solution is given by
RH(r) = C2e
−2Pπ(−1)2iP ziP (1 + z)σ
2F1(−j + iP + σ, 1 + j + iP + σ, 1 + 2iP,−z) , (D7)
where 2F1(a, b, c, z) is the hypergeometric function [114]
and σ =
√
s¯2 − P 2. Using the asymptotic properties of
the hypergeometric function [114] we can derive the large-
distance limit z ≫ 1 of this solution
RH(r) ≈ C2Γ[1 + 2iP ]
×
[
(2M)1+jΓ[−1− 2j]
Γ[−j + iP − σ]Γ[−j + iP + σ]r
−j−1
+
(2M)−jΓ[1 + 2j]
Γ[1 + j + iP − σ]Γ[1 + j + iP + σ]r
j
]
. (D8)
The near- and far-region solutions have an overlapping
region when Mω ≪ j and Mµ ≪ j and one can find
a matching condition equating the coefficients of rj and
r−j−1:
Γ[2j + 1]Γ[−j − ν]
Γ[−2j − 1]Γ[j − ν + 1] = (4k∞M)
2j+1
×Γ[−2j − 1]Γ [j + iP − σ + 1] Γ [j + iP + σ + 1]
Γ[2j + 1]Γ [−j + iP − σ] Γ [−j + iP + σ] .
(D9)
At leading order for Mk∞ the right hand side vanishes.
In the left hand side this corresponds to the poles of
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Γ[j+1−ν], which are given by ν(0) = j+1+n for a non-
negative integer n, yielding the expected hydrogen-like
quasibound states. We obtain, to lowest order in Mµ,
k2∞ = µ
2 − ω2R ≈ µ2
(
Mµ
j + n+ 1
)2
. (D10)
In order to get the imaginary part of the spectrum, we
expand around this value to get the next-to-leading order
correction. Writing ν ≡ ν(0) + δν and assuming δν ≪ 1
we get (for details see e.g. [115])
δν ≈ − (4k∞M)
2j+1Γ[−2j − 1]Γ[2j + n+ 2]
Γ[1 + 2j]2Γ[2j + 2]Γ[n+ 1]
×
Γ[j + iP − σ + 1]Γ[j + iP + σ + 1]
Γ[−j + iP − σ]Γ[−j + iP + σ] . (D11)
Since there is a pole in one of the Γ-functions we take to
lowest order in P and a˜/ǫ, Γ[−j + iP − σ] ≈ Γ[−j − s′].
We then get in this limit
δν ≈ (−1)j−s′ (4k∞M)
2j+1Γ[2j + n+ 2]Γ[j + s′ + 1]2
2Γ[1 + 2j]2Γ[2j + 2]2Γ[n+ 1]Γ[−j + s′]
× Γ[j + iP − σ + 1] , (D12)
where the factor 2 in the denominator comes from a spe-
cific limit of the Γ functions and it is related to the fact
that l(l + 1) is not the exact angular eigenvalue in a ro-
tating background. In the nonrotating limit, the result
above must be multiplied by a factor 2. [see the dis-
cussion of Appendix C2 in Ref. [11] for details]. The
imaginary part of the bound-mode frequency reads
iωI =
δν
M
(
Mµ
j + n+ 1
)3
. (D13)
To understand how this scales withMµ in the small-mass
limit, we note that for a˜ ≪ Mµ and at first-order in P
we have Γ[j + iP − σ+1] ∼ −iP/P 2 ∼ − iP4M2µ2 . Finally
we get
MωI ≈ (−1)j+1−s
′
(a˜m− 2r+µ)(Mµ)4j+3×
42j−1Γ[2j + n+ 2]Γ[j + s′ + 1]2
(j + 1 + n)2j+4Γ[1 + 2j]2Γ[2 + 2j]2Γ[n+ 1]Γ[−j + s′] .
(D14)
The fundamental mode, n = 0, for the axial dipole (j =
2 , s′ = 3) reads
MωI ≈ (a˜− 2r+µ)40(Mµ)
11
19683
. (D15)
The formula above is valid when 0 6= a˜ ≪ Mµ whereas,
in the nonrotating case, it must be multiplied by a factor
2 as explained above. A comparison with the numerical
results for the non-rotating case and for the rotating case
is shown in Fig. 4 and in Fig. 6, respectively.
We note the importance of the factor Γ[j+ iP −σ+1],
which takes the form Γ[j − s′ + 1] at lowest order in P
and a˜/ǫ and diverges because s′ > j (s′ = 3, j = 2). This
is not the case in the axial perturbations of the Proca
field (s′ = 1, j ≥ 1) and the perturbations of the scalar
field (s′ = 0, j ≥ 0) [10, 33, 80, 115]. It is this factor that
contributes with a term (Mµ)−2S for the imaginary part
of the quasibound frequency, resulting in a power-law of
the form ωI/µ ∝ −(Mµ)4j−2S+5 = −(Mµ)4l+2S+5.
1. Note on the monopole of Proca and massive
spin-2 field
The monopole equation for the Proca field [80] is given
by
d2u(2)
dr2∗
+
[
ω2 − f(r)
(
µ2 +
2
r2
− 6M
r3
)]
u(2) = 0 .
(D16)
This can be written in the form (D2) taking a˜ = 0, j =
l+S = 1, and s′ = 2. We can then solve analytically this
equation in the same way as we did for the axial dipole
and all the formulas apply. We then find that for this
mode
ωI
µ
≈ −8(Mµ)
7(n+ 1)(n+ 3)
(n+ 2)5
, (D17)
in agreement with the numerical results of Rosa and
Dolan [80]. In Fig. 8 we compare the numerical results
and the analytical formula in the small-mass limit.
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FIG. 8. Comparison between the numerical and analytical
results for the Proca field mode l = 0, n = 0 as a function
of the mass coupling Mµ. The solid line shows the numerical
data and the dashed shows the analytical formula ωI/µ ≈
− 3
4
(Mµ)7.
Another interesting behavior that we can infer com-
paring with the axial dipole is that it seems that s′ is
simply given by the sum of the spin projection S and the
spin of the field, i.e., s′ = s + S = 1 + 1 = 2 for the
monopole of the Proca field and s′ = s+ S = 2 + 1 = 3
for the massive spin-2 field.
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Unfortunately the monopole equation for the massive
spin-2 field (30) does not have a simple and understand-
able form in the limit z ≪ 1 due to the complex form of
the potential. However in the limit z ≫ 1 we can deduce
the equation
d2
dx2
(xR0) +
[
−1
4
+
ν
x
− 6
x2
]
xR0 = 0 , (D18)
where R0 = ϕ0/r. This looks exactly like the axial dipole
equation in the same limit (D3). By comparison we can
see that the monopole acquires a centrifugal term with
j = l + S = 2 in agreement with our numerical results.
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