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ON POPOVICIU-IONESCU FUNCTIONAL EQUATION
J. M. ALMIRA
Abstract. We study a functional equation first proposed by T. Popoviciu [15] in 1955. It was
solved for the easiest case by Ionescu [7] in 1956 and, for the general case, by Ghiorcoiasiu and
Roscau [8] and Rado´ [17] in 1962. Our solution is based on a generalization of Rado´’s theorem
to distributions in a higher dimensional setting and, as far as we know, is different than existing
solutions. Finally, we propose several related open problems.
1. Motivation
We study the continuous solutions of the functional equation
(1) det


f(x) f(x+ h) · · · f(x+ nh)
f(x+ h) f(x+ 2h) · · · f(x+ (n + 1)h)
...
...
. . .
...
f(x+ nh) f(x+ (n+ 1)h) · · · f(x+ 2nh)

 = 0 for all x, h ∈ R.
This equation was proposed by T. Popoviciu [15] for functions f : R → R and was studied by
several Romanian mathematicians in the 1960’s [6, 7, 8, 17, 24]. In particular for the case of
continuous functions f : R → R, Iounescu [7] solved it for n = 1, 2 and, later on, as a result
of the joint efforts of Ghiorcoiasiu and Roscau [8] and Rado´ [17], it was solved for arbitrary
n. Concretely, Ghiorcoiasiu and Roscau proved that, if f : R → R is a continuous solution of
(1), then there exist H > 0 and continuous functions ak : (0,H) → R, k = 0, · · · , n, such that
(a0(h), · · · , an(h)) 6= (0, · · · , 0) for some h ∈ (0,H) and
(2) a0(h)f(x) + a1(h)f(x+ h) + · · ·+ an(h)f(x+ nh) = 0 for all x ∈ R and all 0 ≤ h < H.
and Rado´ proved that, for continuous functions f : R → R, the equation (2) characterizes
the exponential polynomials which solve an ordinary homogenous linear differential equation
of order n, with constant coefficients, A0f + A1f
′ + · · · + Anf
(n) = 0. These equations are,
furthermore, strongly connected to Levi-Civita’s functional equation
(3) F (x+ y) =
n∑
k=1
ϕk(x)φk(y),
which may be studied on a much more general setting of functions defined on groups or semi-
groups (see, for example, the monographs by Stetkaer [25] and Sze´kelyhidi [26], or the papers
by Shulman [18, 19, 20, 21, 22, 23]).
For functional equations like (2), which can be viewed as depending on a parameter h, it
makes sense to ask about the minimal sets of parameters {hi}i∈I with the property that, if f
solves the equation with h = hi for all i ∈ I, then it solves the equation for all h. These kind of
results are named Montel-type theorems after the seminal papers by the French mathematician
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Montel, who studied the problem for Fre´chet’s functional equation ∆nhf = 0 [12, 13, 14] (see
also [1, 2, 3, 4]).
In this note we use Anselone-Korevaar’s theorem [5] for a study of a Montel-type theorem
connected to Rado´’s functional equation (2), which we re-formulate for distributions defined on
Rd, and use the corresponding result to give a new proof of the fact that continuous solutions
f : R → R of (1) are exponential polynomials. Finally, we propose several open problems for
the higher dimensional setting.
2. Main result
Theorem 2.1. Let h1, h2, . . . , hs be such that they span a dense additive subgroup of R
d. Let f
be a distribution on Rd such that there exist natural numbers ni, i = 1, . . . , s satisfying
(4) dim span{f, τhi(f), · · · , (τhi)
ni(f)} ≤ ni, i = 1, · · · , s.
Then f is, in distributional sense, a continuous exponential polynomial. In particular, f is an
ordinary function which is equal almost everywhere, in the Lebesgue measure, to an exponential
polynomial.
Proof. If f = 0 we are done. Thus, we impose f 6= 0. Let us assume, without loss of generality,
that ni is the smallest natural number satisfying (4), and let
Wi = span{f, τhi(f), · · · , (τhi)
ni−1(f)}.
Obviously, dim(Wi) = ni (otherwise ni would not be minimal). Furthermore, (4) implies that
τhi(Wi) ⊆ Wi. Hence τhi defines an automorphism on Wi, since τhi is always injective and
dimWi <∞. Consequently, (τhi)
m(Wi) =Wi for all integral numbers m. In particular, for each
m ∈ Z there exist numbers {ai,m,k}
ni−1
k=0 such that
τmhi (f) =
ni−1∑
k=0
ai,m,k(τhi)
k(f).
It follows that
τm1h1+···+mshs(f) = (τh1)
m1(τh2)
m2 · · · (τhs)
ms(f)
= (τh1)
m1 · · · (τhs−1)
ms−1


ns−1∑
ks=0
as,ms,ks(τhs)
ks(f)


=
ns−1∑
ks=0
as,ms,ks(τh1)
m1 · · · (τhs−1)
ms−1(τhs)
ks(f)
=
ns−1∑
ks=0
as,ms,ks(τhs)
ks(τh1)
m1 · · · (τhs−1)
ms−1(f)
=
ns−1∑
ks=0
as,ms,ks(τhs)
ks(τh1)
m1 · · · (τhs−2)
ms−2


ns−1−1∑
ks−1=0
as−1,ms−1,ks−1(τhs−1)
ks−1(f)


=
ns−1∑
ks=0
ns−1−1∑
ks−1=0
as,ms,ksas−1,ms−1,ks−1(τhs)
ks(τhs−1)
ks−1(τh1)
m1 · · · (τhs−2)
ms−2(f),
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and, repeating the argument s times, we get
τm1h1+···+mshs(f) =
ns−1∑
ks=0
ns−1−1∑
ks−1=0
· · ·
n1−1∑
k1=0
as,ms,ksas−1,ms−1,ks−1 · · · a1,m1,k1(τhs)
ks · · · (τh1)
k1(f).
In other words, if we consider the space
W = span{f, (τh1)
a1(τh2)
a2 · · · (τhs)
as(f) : 0 ≤ ai < ni, i = 1, 2, · · · , s},
then
τm1h1+···+mshs(f) ∈W for all (m1, · · · ,ms) ∈ Z
s.
Hence every translation of f belongs to W , since h1, · · · , hs span a dense additive subgroup of
Rd and W is finite dimensional. The proof ends by applying Anselone-Korevaar’s theorem. 
Proposition 2.2. Every open subset V of Rd contains a finite set of vectors {h0, · · · , hs} which
span a dense subgroup of Rd.
Proof. A well known result by Kronecker states that Zd+ (θ1, θ2, · · · , θd)Z is dense in R
d if and
only if {1, θ1, · · · , θd} is Q-linearly independent (see [9, Theorem 442, page 382]). Of course,
the same claim holds true for the subgroup 1
N
Zd + (θ1, θ2, · · · , θd)Z for every N > 0. Hence,
every open neighborhood of (0, 0, · · · , 0) contains a finite set of vectors {h0, · · · , hs} which span
a dense subgroup of Rd.
Let V be any open subset of Rd and let x0 ∈ V and ε > 0 be such that x0+B0(ε) ⊆ V . Take
{h1, · · · , hs} ⊆ B0(ε) such that h1Z+· · ·+hsZ is dense in R
d. Then {x0, x0+h1, · · · , x0+hs} ⊂ V
spans a dense additive subgroup Rd. 
Corollary 2.3 (Rado´’s theorem for higher dimensions). Assume that f : Rd → R is a continuous
solution of
(5) a0(h)f(x) + a1(h)f(x+ h) + · · ·+ an(h)f(x+ nh) = 0 for all x ∈ R
d and all h ∈ U
for a certain open set U ⊆ Rd and certain continuous functions ak : U → R such that a =
(a0, · · · , an) does not vanish identically. Then f is an exponential polynomial in d variables.
Proof. Let h0 ∈ U be such that a(h0) 6= (0, · · · , 0). The continuity of a implies that a(h) 6=
(0, · · · , 0) for all h ∈ V for a certain open set V ⊆ U . Let us take {h1, · · · , hs} ⊂ V spanning a
dense subgroup h1Z+ · · · + hsZ of R
d. Then (5) implies that
(6) dim span{f, τhi(f), · · · , (τhi)
n(f)} ≤ n, i = 1, · · · , s,
and Theorem 2.1 implies that f is equal almost everywhere to an exponential polynomial. Hence
f itself is an exponential polynomial, since f is continuous. 
Corollary 2.4. Let f : R→ R be a continuous function which solves (1) for all x, h ∈ R. Then
f is an exponential polynomial.
Proof. Ghiorcoiasiu and Roscau’s theorem [8] guarantees that f solves (2) for some continuous
function a(h) = (a0(h), · · · , an(h)) such that a(h0) 6= (0, · · · , 0) for some h0 ∈ (0,H). Indeed,
they prove that we can impose an(h) = 1 for all h ∈ (0,H) (see [8, Theorem 5]). The result
follows just applying Corollary 2.3 to f . 
It is natural to ask what are the continuous solutions of Popoviciu-Ionescu functional equation
(1) in the higher dimensional setting. This problem seems to be still open. In particular, the
technique used by Ghiorcoiasiu and Roscau to reduce this equation to equation (2) seems to fail in
this context, since the proof of Theorem 3 of their paper [8] strongly depends on the fact that all
arguments live in the very same line. Hence, without a new proof of a result of that kind, we can’t
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use Corollary 2.3 in this context. Does this mean that Popoviciu-Ionescu’s functional equation
admits non-exponential polynomial continuous solutions in the higher dimensional context? We
do not believe it, but a proof is still far away from being at our hands. Consequently, we state
the following
Open Problem 1. Is it true that all continuous solutions of the equation
(7) det


f(x) f(x+ h) · · · f(x+ nh)
f(x+ h) f(x+ 2h) · · · f(x+ (n+ 1)h)
...
...
. . .
...
f(x+ nh) f(x+ (n+ 1)h) · · · f(x+ 2nh)

 = 0 for all x, h ∈ R
d.
are exponential polynomials?
By the way, we know that every exponential polynomial f : Rd → C solves the equation (7) for
all n large enough. Indeed, if f is an exponential polynomial then τ(f) = span{τhf : h ∈ R
d}
is a finite dimensional space. Hence, if n = dim τ(f) and h ∈ Rd, there exist coefficients ak(h)
such that a0(h)f + a1(h)τh(f) + · · ·+ an(h)τnh(f) vanishes identically and, henceforth, f solves
(7).
On the other hand, we can demonstrate the following (almost trivial) result:
Proposition 2.5. Assume that f : Rd → C is a continuous solution of (7). Then f , restricted
to any line L, defines an exponential polynomial.
Proof. Given x0, h0 ∈ R
d, we set Fx0,h0(t) = f(x0 + th0). Then Fx0,h0 is a continuous solution
of (1), so that it is an exponential polynomial. 
The result above motivates the statement of another question:
Open Problem 2. Assume that f : Rd → R, restricted to any line L, defines an exponential
polynomial, which means that all functions Fx0,h0(t) = f(x0 + th0) satisfy the Levi-Civita
functional equation (3) for some n and some functions ϕk, φk, k = 1, · · · , n. Is it true, then, that
f is itself an exponential polynomial? The problem can be stated either for arbitrary functions
f , in which case being an exponential polynomial should be understood as being a solution of
Levi-Civita functional equation in Rd, or for functions f satisfying some restriction, like being
continuous, in which case the exponential polynomials are just finite linear combinations of
exponential monomials xαe〈x,λ〉, with α ∈ Nd and λ ∈ Cd.
For polynomial functions, a result of this type was demonstrated by Prager and Schwaiger in
2009 [16, Theorem 14]. Concretely, they proved that ifK is a field and f : Kd → K is an ordinary
algebraic polynomial function separately in each variable (which means that for any 1 ≤ k ≤ d
and any point (a1, · · · , ak−1, ak+1, · · · , ad) ∈ K
d−1, the function f(a1, · · · , ak−1, xk, ak+1, · · · , ad)
is an ordinary algebraic polynomial in xk) then f is an ordinary algebraic polynomial function
in d variables provided that K is finite or uncountable. Furthermore, for every countable infinite
field K there exists a function f : K2 → K which is an ordinary algebraic polynomial function
separately in each variable and is not a generalized polynomial in both variables jointly. Of
course, the result does not assume continuity of f nor any common upper bound for the degrees
of the polynomials f(a1, · · · , ak−1, xk, ak+1, · · · , ad). It turns out that a similar result can be
demonstrated for trigonometric polynomials:
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Theorem 2.6. Let f : Rd → C be a function satisfying that there exist T1, · · · , Td > 0
such that for any 1 ≤ k ≤ d and any point (a1, · · · , ak−1, ak+1, · · · , ad) ∈ R
d−1, the func-
tion f(a1, · · · , ak−1, xk, ak+1, · · · , ad) is a Tk-periodic trigonometric polynomial in xk. Then
f = P (e
2piix1
T1 , e
−
2piix1
T1 , · · · , e
2piixd
Td , e
−
2piixd
Td ) for a certain ordinary algebraic polynomial P (i.e., f
is a trigonometric polynomial of several variables).
Proof. The proof follows the very same steps of the demonstration of [16, Theorem 14]. We
include it here for the sake of completeness. We proceed by induction on the dimension d. For
d = 1 there is nothing to prove. Let us assume the result holds for d−1 variables and let us now
assume that our function depends on d variables. For each bd ∈ [0, Td), the induction hypothesis
confirms us that
f(b1, · · · , bd−1, bd) =
∑
α∈Zd−1
Aα(bd)e
α1
2piib1
T1 · · · e
αd−1
2piibd−1
Td
for certain functions Aα with the property that, for each ξ ∈ [0, Td), I(ξ) = #{α : Aα(ξ) 6= 0} <
∞. Given p ∈ N we define Fp = {ξ ∈ [0, Td) : I(ξ) ⊆ {−p,−p + 1, · · · ,−1, 0, 1, 2, · · · , p}
d−1}.
Obviously, [0, Td) =
⋃
p Fp and [0, Td) is uncountable. Hence Fm is uncountable for some m. In
particular, Fm is infinite and
f(b1, · · · , bd−1, bd) =
∑
α∈{−m,··· ,−1,0,1,··· ,m}d−1
Aα(bd)e
α1
2piib1
T1 · · · e
αd−1
2piibd−1
Td
for all (b1, · · · , bd−1) ∈ [0, T1)× [0, T2)× · · · × [0, Td−1) and for all bd ∈ Fm. We can choose some
sets of points Qk ⊆ [0, Tk), k = 1, · · · , d− 1, with cardinality #Qk = 2m+1 such that, if we set
Q = Q1 ×Q2 × · · ·Qd−1, the system of linear equations (in the unknowns uα)
f(y1, · · · , yd−1, bd) =
∑
α∈{−m,··· ,−1,0,1,··· ,m}d−1
uαe
α1
2piiy1
T1 · · · e
αd−1
2piiyd−1
Td , (y1, · · · , yd−1) ∈ Q
admits, for each bd ∈ Fm, a unique solution
uα(bd) =
∑
(y1,··· ,yd−1)∈Q
cα(y1, · · · , yd−1)f(y1, · · · , yd−1, bd).
Hence
aα(xd) =
∑
(y1,··· ,yd−1)∈Q
cα(y1, · · · , yd−1)f(y1, · · · , yd−1, xd)
defines an ordinary algebraic polynomial in {e
2piixd
Td , e
−
2piixd
Td } (since this is the case for all func-
tions f(y1, · · · , yd−1, xd)) and satisfies the identities aα(bd) = Aα(bd) for all bd ∈ Fm and all
α ∈ {−m, · · · ,−1, 0, 1, · · · ,m}d−1. Let us now consider the trigonometric polynomial
g(x1, · · · , xd−1, xd) =
∑
α∈{−m,··· ,−1,0,1,··· ,m}d−1
aα(xd)e
α1
2piix1
T1 · · · e
αd−1
2piixd−1
Td
Obviously, g can be written as
g(x1, · · · , xd−1, xd) =
r∑
k=−r
gk(e
2piix1
T1 , e
−
2piix1
T1 , · · · , e
2piixd−1
Td−1 , e
−
2piixd−1
Td−1 )e
k
2piixd
Td
6 J. M. Almira
for certain ordinary algebraic polynomials gk(X1, · · · ,X2d−2) and certain r > 0. On the other
hand, there exist functions fk such that
f(b1, · · · , bd−1, bd) =
∞∑
k=−∞
fk(e
2piix1
T1 , e
−
2piix1
T1 , · · · , e
2piixd−1
Td−1 , e
−
2piixd−1
Td−1 )e
k
2piibd
Td ,
where, for each (b1, · · · , bd−1) ∈ [0, T1)× · · · × [0, Td−1), the number of k’s such that
fk(e
2piix1
T1 , e
−
2piix1
T1 , · · · , e
2piixd−1
Td−1 , e
−
2piixd−1
Td−1 ) 6= 0
is finite. Now, given (b1, · · · , bd−1), the equality f(b1, · · · , bd−1, bd) = g(b1, · · · , bd−1, bd) holds
true for infinitely many points bd ∈ Fm. This proves that
fk(e
2piix1
T1 , e
−
2piix1
T1 , · · · , e
2piixd−1
Td−1 , e
−
2piixd−1
Td−1 ) = gk(e
2piix1
T1 , e
−
2piix1
T1 , · · · , e
2piixd−1
Td−1 , e
−
2piixd−1
Td−1 )
for |k| ≤ r and
fk(e
2piix1
T1 , e
−
2piix1
T1 , · · · , e
2piixd−1
Td−1 , e
−
2piixd−1
Td−1 ) = 0
for |k| > r. Henceforth, f = g, which ends the proof. 
Now we can state the following result, which is just a first step for the study of continuous
solutions of (7).
Theorem 2.7. Assume that f : Rd → C is a continuous solution of (7). If there exist
T1, · · · , Td > 0 such that for any 1 ≤ k ≤ d and any point (a1, · · · , ak−1, ak+1, · · · , ad) ∈ R
d−1,
the function f(a1, · · · , ak−1, xk, ak+1, · · · , ad) is Tk-periodic, then
f = P (e
2piix1
T1 , e
−
2piix1
T1 , · · · , e
2piixd
Td , e
−
2piixd
Td )
for a certain ordinary algebraic polynomial P .
Proof. Given k ∈ {1, · · · , d} and (a1, · · · , ak−1, ak+1, · · · , ad) ∈ R
d−1, Proposition 2.5, and our
assumptions on the periodicity of f(a1, · · · , ak−1, xk, ak+1, · · · , ad), guarantee that
f(a1, · · · , ak−1, xk, ak+1, · · · , ad) = Q(e
2piixk
Tk , e
−
2piixk
Tk )
for a certain ordinary algebraic polynomial Q. Now we can apply Theorem 2.6. 
As a particular case of Open Problem 2, we state the following
Open Problem 3. Is it true that all bounded continuous solutions of (7) are bounded
exponential polynomials in Rd, which is the same as saying that they are finite sums of the form
m∑
k=1
Pk(e
2piix1
Tk,1 , e
−
2piix1
Tk,1 , · · · , e
2piixd
Tk,d , e
−
2piixd
Tk,d ),
with each Pi being an ordinary algebraic polynomial in 2d variables? In other words, we wonder
if they are finite linear combinations of functions of the form e〈λi,αx〉, with λ ∈ Rd, α ∈ Zd,
x = (x1, · · · , xd). Of course, as we have already observed, all these functions are solutions of (7)
for some n ∈ N, since they solve a Levi-Civita functional equation.
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