The seasonal activity pattern of immature Ixodes scapularis Say (Acari: Ixodidae) varies geographically in the United States, which may affect the efficiency of transmission cycles of pathogens transmitted by this species.
drive transmission in a susceptible-infected transmission model, suggest that synchronous seasonality of nymphs and larvae may better promote transmission of B. burgdorferi (Ogden et al. 2007 . This is because in the northeast, turnover in the rodent population results in many spring-infected rodents not surviving until larvae are active in late summer. Synchronous seasonality of nymphs and larvae may also promote transmission of B. burgdorferi strains and pathogens that have short infective periods in hosts, such as Anaplasma phagocytophilum. Model simulations have also suggested that along a latitudinal gradient from the northeastern to the southeastern United States, larvae may be active progressively earlier in the year, resulting in nymphs being more likely to appear and be active in autumn . This "reversed" pattern of immature tick activity has been observed in some studies of southeastern I. scapularis populations (Clark et al. 1998 ) and may result in inefficient B. burgdorferi transmission (Oliver 1996) , perhaps explaining low Lyme disease incidence in southeastern states (Schwartz et al. 2017) . Construction of the I. scapularis population model (Ogden et al. 2005 , which underpinned transmission models in Ogden et al. 2007 and 2008) was based on observations of tick development and molting (Ogden et al. 2004) , and effects of temperature on tick host seeking activity observed in the laboratory in the United States (Vail and Smith 1998) . The duration of development from one life stage to another was parameterized and calibrated using field and laboratory observations of the development of I. scapularis of a population established in Canada (Ogden et al. 2004) . In this study, laboratory experiments elucidated quantitative relationships between temperature and duration of development of each development phase of the tick life cycle (i.e., egg-to-larva, engorged larva-to-nymph, engorged nymph-to-adult, and engorged adult female-to-egg-laying female). A field study then provided evidence that ambient temperature conditions across the ≥2-yr life cycle of the tick determine development rates, according to the temperature-development relationships elucidated in the laboratory, with one exception. This exception was the observation that if nymphs fed after the summer solstice, they went into developmental diapause (cued by declining daylength: Belozerov and Naumov 2002) , and then resumed development after the winter solstice (cued by increasing day-length: Naumov 2002, Ogden et al. 2004 ). Using the elucidated relationships between temperature and development to provide site-specific rates of development, while accounting for temperature-independent diapause in nymphs feeding after the summer solstice, the I. scapularis model reasonably simulated the seasonal occurrence of I. scapularis observed in longitudinal field studies conducted in Ontario, Canada and in Maryland, United States (Ogden et al. 2005) . However, this analysis assumed that the temperature-development relationships deduced for the I. scapularis population in Canada, that the inclusion of temperature-independent diapause, and that the exclusion of any other type of diapause affecting nymphs or other instars, are the same throughout the geographic range of the species. If these assumptions do not hold, the seasonality of ticks may be much more variable than predicted among geographic locations.
Systematically conducted longitudinal field studies of I. scapularis seasonality at multiple sites from the northeastern to the southeastern United States, with contemporaneously collected temperature data, are needed to test the hypothesis that geographic differences in ambient temperature drive geographic differences in seasonal activity patterns of I. scapularis, and potentially, pathogen transmission dynamics. These have not been conducted to date, in part because immature I. scapularis in the southeast rarely quest above the duff layer (Arsnoe et al. 2015) , and therefore capture of animal hosts (rather than the less arduous drag sampling) is needed to assess immature tick seasonality.
It is possible that complex temperature-independent, day-lengthdependent diapause may be operating in the life cycle of the tick (e.g., diapause of larvae reported by Belozerov and Naumov 2002) in areas where to date there have been insufficient data for model validation. As in previous articles (Eisen et al. 2015) , we define diapause as a genetic trait for arrestation of development or activity arising according to genetic programming of the tick, usually switched on or off by daylength. We define inactivity (or quiescence) as simply arrested development or activity due to direct impacts of adverse temperature on the tick's metabolic processes (Belozerov 2008) . It is thought that diapause has evolved to synchronize tick activity with favorable climatic conditions and allow ticks to be in resistant, nonactive stages when temperatures are unfavorable (Belozerov 1982) . There are two forms of diapause: 1) behavioral diapause, which is induced inactivity of unfed ticks that would otherwise be exhibiting host-seeking behavior; and 2) morphogenetic diapause, which is arrestation of development, independent of temperature, of engorged ticks (Belozerov 1982) . There is evidence from other tick species that the propensity for diapause is a heritable trait and tick populations may comprise a mixture of individuals that are and are not capable of diapause (Pound et al. 1993) .
As well as a north-south gradient in seasonal activity patterns of immature I. scapularis, field studies (using drag sampling) have identified a gradient in seasonal activity extending from the northeast to the upper Midwest. A more starkly bimodal pattern of larval activity (with spring as well as late summer peaks) is seen in the upper Midwest (Gatewood et al. 2009 ), and a statistical association between the proportion of larvae active in spring (compared with late summer) and temperature conditions, was discerned (Gatewood et al. 2009 ). This suggested that the observed longitudinal variation in seasonality is associated with temperature effects on activity, development, or both.
Here we analyze data on questing tick activity and/or tick activity determined by tick counts on captured animal hosts to elucidate the "observed" seasonal activity patterns at multiple sites in the United States. Then, using contemporaneously collected temperature data, we run simulations of an existing population model of I. scapularis (Ogden et al. 2005) to generate predicted seasonality patterns for each site that explore a number of alternative hypotheses (via modifications of the model or its parameters) for the operation of temperature-independent diapause in the life cycle of the tick. These are then tested statistically for their fit with the observed data.
Methods

Study Sites
The study sites were located in all four of the main quadrants of the geographic distribution of I. scapularis in the United States ( Fig. 1 
Collection of Ticks From Hosts
Three replicate host sampling arrays were established at each of the seven sites, as described by Kerr (2012) . Each array measured ~1 ha; arrays were located at least 3 km apart from one another to minimize the chance that target host individuals would be detected at more than one array. At each array, we placed 1) four Tomahawk live-traps (Tomahawk Live Trap Co., Tomahawk, WI) baited with sardines intended to trap medium-sized mammals; 2) 20 metal cover boards (61 × 61 cm) paired with twenty 61 × 61 cm wooden cover boards (Grant et al. 1992) , and twenty 1 m 2 burlap bands on tree trunks (Horn and Hanula 2006) intended to trap lizards; 3) four drift fence and pitfall trap arrays (Bury and Corn 1987) intended to trap small mammals and lizards; and 4) an array of 49 Sherman live traps (Sherman Traps, Tallahassee, FL) baited with crimped oats, intended to trap small mammals. Tomahawk traps were set at the midpoint of each of the four edges of each array, and the Sherman traps were placed in a 7 × 7 grid with 15 m intertrap spacing. Just outside each of the four sides of an array, a Tomahawk trap was set at the midpoint of the side and one drift fence and associated pitfall trap array was situated approximately 30 m to its right. Each pitfall array was constructed in a cross formation, with a five-gallon bucket at the end of each arm and at the intersection of the arms; each arm comprised 20 m of metal flashing extending approximately 40 cm above the substrate.
Tick host sampling efforts varied somewhat across sites, where southern sites were generally sampled year-round while northern sites (WI and MA) were not sampled during winter (December to March or April) due to the risk of mortality of captured animals at this time. During sampling periods, arrays were visited approximately every 3 wk to conduct a full trapping session. During each trapping session pitfall traps were open 24 hr/d. Sherman and Tomahawk traps were opened in late afternoon and closed the next morning (12 hr/d) for two nights. Cover boards and burlap bands were lifted once per sampling session. All traps were closed between trapping sessions.
All animals were examined for ticks using the following protocol: the head and neck regions of each captured mammal were examined carefully for ticks, then the rest of the body was similarly examined for up to 5 min. Medium-sized mammals (mostly raccoons and some opossums) were immobilized using tiletamine and zolazepam (Telazol, Fort Dodge Laboratories Inc., Fort Dodge, IA). After examination, all animals were allowed to recover from anesthesia (if they had been so treated) and released at the point of capture. All ticks were collected, placed in plastic vials containing 95% ethanol and transported to the laboratory for identification by standard keys and/or molecular methods (Clifford et al. 1961 , Keirans et al. 1996 . All procedures were pre-approved by relevant Institutional Animal Care and Use Committees, according to the following protocols: University of Tennessee protocol 1846-0512, University of Rhode Island protocol AN09-04-016, Hofstra University protocols 08/09-7, 10/11-8, and 11/12-9, Georgia Southern University protocols I09011 and I11004, and Michigan State University protocol 06/09-094-00. A full list of federal, state and site approvals for sampling the range of species in the study is available on request.
Collection of Questing Ticks
Questing ticks were surveyed from the vegetation in the arrays at the same time as host sampling, generally mid-morning or late afternoon. Ticks were collected on 1 m 2 flannel flags using a combination of "flag" and "drag" methods (Rulison et al. 2013 ). Our standard sample was eight transects of 90 m (720 m total) with flag transects alternating with drag transects in each array; after every 15 m flags per drag were examined for ticks. We collected all nymphal and adult ticks, but when there were >100 larvae, we used strips of clear packing tape to collect them for later identification. Otherwise, collected ticks were stored in 95% ethanol for later species confirmation.
Weather Data
A HOBO Pro v2 weather station (Onset Computer Corporation, Bourne, MA) installed at ground level at the center of each of the arrays was used for analysis of seasonality data. These recorded temperature and relative humidity at hourly intervals. For this study hourly temperature data were converted to daily means, and then means for the arrays at the sites were calculated. From these data, daily means for the 2-to 3-yr duration of the study were calculated to produce one full average year of daily mean temperatures to drive development and tick activity in the models as described in the following. Gaps in the HOBO readings (resulting from freezing, inundation, HOBO failure, etc.) were backfilled by establishing relationships between the gaps in HOBO data with data from functioning HOBOs at different arrays at the same site using hourly data for 5 d before and 5 d after the gap (total of 240 data points). When all HOBOs at a site malfunctioned, local airport weather station data were used. Such gaps in temperature readings were mostly brief (<1 d), and ranged from 0 to 27 per site (mean of 9.3). In two instances there were long gaps (>1 mo), which occurred at the Wisconsin and Massachusetts sites, and to fill these gaps, weather data from Sparta, Wisconsin (https://www.ncdc.noaa.gov/cdo-web/datasets/ GHCND/stations/GHCND:USC00477997/detail), and Chatham, Massachusetts (https://www.ncdc.noaa.gov/cdo-web/datasets/ GHCND/stations/GHCND:USC00191386/detail) meteorological stations were used. Relationships between daily temperatures recorded by HOBOs and at weather stations were always linear. To assess how representative the HOBO data used in model simulations were of normal temperatures at the sites, mean monthly temperatures for each site obtained from HOBOs were compared with mean monthly temperature normals (for 1981-2010: https://www.ncdc. noaa.gov/data-access/land-based-station-data/land-based-datasets/ climate-normals/1981-2010-normals-data) for meteorological stations close to the sites using a linear regression model in STATA version 11.0 (Statacorp, College Station, TX). The meteorological stations closest to the sites were Augusta Bush Field Airport in GA, Fairfield in NC, Chatham Municipal Airport in MA, Sparta in WI, Manchester Number 2 in TN, Alabaster Shelby County Airport in AL, and Tallahassee Airport in FL.
Analysis of Field-Observed Seasonality
For each site, the seasonal pattern of activity of each tick instar was visualized in Excel. The seasonal patterns were obtained from data on questing ticks and from data on feeding ticks collected from captured hosts. Data on questing immature ticks from sites in the southeastern states were not examined because very few immature ticks were collected by drag sampling in this region, which is consistent with previous studies (Diuk-Wasser et al. 2006) , and observations that in this region immature ticks rarely quest above the duff layer (Arsnoe et al. 2015) . Mean numbers of ticks of each instar per month, as a proportion of the total numbers of ticks collected during the study, were used to present the seasonal pattern on each site. This method adequately demonstrated the seasonality of ticks at sites with high densities of ticks. However, at sites with low densities of ticks, the overdispersed nature of the data meant that outlier data could generate an unrealistic picture of the peaks and duration of tick activity months. Therefore, negative binomial regression models were used to assess variations among months in the numbers of ticks collected. For questing tick data, negative binomial regression models were developed for each instar (larvae, nymphs and adults) with the number of ticks per drag as the outcome variable and month of sampling as a categorical variable with the first month sampled in the year as the reference category. Year and array were also explored as categorical explanatory variables but removed if they were not significant. Similar models were constructed with feeding larval and nymphal ticks (in separate models) collected from each captured animal as the outcome variable. For some sites, particularly those with high tick densities, the model coefficients for monthly tick numbers showed a clear seasonal pattern. However, for sites with low tick densities and/or periods of tick activity that spanned many months, a clear seasonal pattern was difficult to discern from the coefficients for each month. For these sites, data from the months were sequentially combined (into a maximum of three groups) to produce a minimal model in which the groupings did not significantly (P > 0.05) affect model deviance. All models were constructed in STATA version 11.0 and the level of significance was 0.05 throughout.
Scenarios for Diapause, Activity and Development Used in Model Simulations
The model used for simulating seasonality of the ticks was that of Ogden et al. (2005) , which is a population model that simulates the complete life cycle of I. scapularis by having compartments for each life stage and rates of movement from one life stage to another that are determined by temperature-dependent and -independent rates of development, and (for host-seeking stages) on rates of host finding determined by temperature effects on questing tick activity. All scenarios included developmental diapause of nymphal ticks that fed after the summer solstice, as in the original model construction (Ogden et al. 2005) .
A range of additional temperature-dependent and -independent diapause scenarios were explored (summarized in Table 1): 1. All engorged larvae that fed between the summer and winter solstice undergo developmental diapause as for nymphs in the original model construction (Ogden et al. 2005 ). 2. All questing nymphs, and all nymphs molting from larvae between the summer and winter solstice, undergo behavioral diapause after the summer solstice. This was modeled by preventing all ticks in the questing nymphs compartment from finding a host after 21st June and until 31st December each year. To achieve this, the rate at which questing nymphs found a host during this period was set at zero using the "counter" feature in Stella so the equation for the rate of change of feeding nymphal ticks (slightly modified from Ogden et al. 2005 ) was:
where FN is the number of feeding nymphs, λ qn is the rate at which questing nymphs find a host assuming full nymphal activity and 200 rodent hosts (see Ogden et al. 2005) , θ i is the temperature variable rate of questing of immature ticks, QN is the number of questing nymphs, FN t − u is the number of feeding nymphs that engorge and fall off the host (having found the host at time t−u), and μ fn is the daily per capita mortality rate of feeding nymphs. The variable ε is the additional variable allowing the proportion of nymphs that actively quest to be set at zero after the summer solstice to simulate behavioral diapause.
3. Three quarters of questing nymphs, and nymphs molting from larvae between the summer and winter solstice, undergo behavioral diapause after the summer solstice, in which case ε was set at 0.25 after the summer solstice. 4. Half of questing nymphs, and nymphs molting from larvae between the summer and winter solstice, undergo behavioral diapause after the summer solstice, in which case ε was set at 0.5 after the summer solstice. 5. All questing larvae, and larvae hatching from eggs between the summer and winter solstice undergo behavioral diapause after the summer solstice. The method used to simulate larval behavioral diapause was the same as that used to simulate nymphal behavioral diapause, i.e., the rate with which questing larvae found a host after 21st June and until 31st December each year was set at zero using the "counter" feature in Stella, so the equation for the rate of change of feeding larval ticks (slightly modified from Ogden et al. 2005 ) was:
where FL is the number of feeding larvae, λ ql is the rate at which questing larvae find a host assuming full larval activity and 200 rodent hosts (see Ogden et al. 2005) , θ i is the temperature variable rate of questing of immature ticks, QL is the number of questing larvae, FL t − r is the number of feeding larvae that engorge and fall off the host (having found the host at time t−r), and μ fl is the daily per capita mortality rate of feeding larvae. The variable ε is the additional variable allowing the proportion of larvae that actively quest to be set at zero after the summer solstice to simulate behavioral diapause.
6. Three quarters of questing larvae, and larvae hatching from eggs between the summer and winter solstice, undergo behavioral diapause after the summer solstice, in which case ε was set at 0.25 after the summer solstice. 7. Half of questing larvae, and larvae hatching from eggs between the summer and winter solstice, undergo behavioral diapause after the summer solstice, in which case ε was set at 0.5 after the summer solstice.
We also explored whether varying responses of questing to temperature and faster and slower larva-to-nymph development rates in relation to temperature could impact the accuracy of model predictions. Specifically these scenarios were:
8. Engorged larva-to-nymph development occurred more rapidly for any given temperature than that deduced by curve fitting in Ogden et al. (2004) . For this scenario the duration of development was set at =101181 × (T −2.35 ) rather than the observed =101181 × (T −2.55 ) ( Fig. 2a ). 9. Engorged larva-to-nymph development occurred more slowly for any given temperature than that deduced by curve fitting in Ogden et al. (2004) . For this scenario the duration of development was set at =101181 × (T −2.75 ) rather than the observed =101181 × (T −2.55 ) ( Fig. 2a ). 10. Questing of nymphs occurred at temperatures warmer than used in Ogden et al. (2005) (Fig. 2b ). 11. Questing of nymphs occurred at temperatures colder than used in Ogden et al. (2005) (Fig. 2b ).
For the site in Florida, temperatures were always too warm for modeled adult tick questing using the temperature-activity relationship used in Ogden et al. (2005) , and populations quickly died out in simulations. To permit simulations to be run for this site, the relationship between activity and temperature for adults was altered, so adults could be active at higher temperatures ( Fig. 2c ).
Using daily mean temperature for each site, the duration of developmental stages of the tick life cycle (pre-oviposition period of engorged females, pre-eclosion period of eggs, engorged larvato-nymph development, and engorged nymph-to-adult development) for each day of the year was estimated based on the temperaturedevelopment rate relationships in Ogden et al. (2004) , or those described in scenarios 8 and 9. Tick questing activity varied with site temperature as in Ogden et al. (2005) (or scenarios 10 and 11). The model was preloaded with 1,000 questing adults and the simulation duration was 40 yr. The numbers of feeding ticks of each instar in each day of the last year of the simulation were recorded and from these data the predicted monthly proportion of the annual total of feeding larval, nymphal, and adult ticks was obtained to visualize the simulated seasonal activity patterns of the ticks for each scenario and for statistical comparison against field observations. 
Comparison of Simulated Scenarios With Field-Observed Seasonality
For each scenario the predicted monthly proportion of the annual total of larval and nymphal ticks that would be detected in our field study was determined as the monthly proportion of ticks of these stages feeding on hosts at model equilibrium, as in previous studies (Ogden et al. 2005 (Ogden et al. , 2007 . These monthly proportions for each scenario were then used as explanatory variables in negative binomial regression models for each site in which the outcome variables were 1) the questing tick data for each northern (WI and MA) site, and 2) the feeding tick data for all sites.
Year of study was included as a categorical variable, the fit of the scenarios to the observed data was assessed by the coefficient (which must be positive and significant at the P < 0.05 level), and the best fitting scenarios were selected by the Akaike's information criterion. For simplicity, observed counts of larvae were only compared against scenarios 5, 6, and 7.
Results
Observed Seasonality
Total numbers of ticks, and mean numbers collected per observation (per drag sample or animal captured), were generally higher at the northern (WI and MA) sites, and particularly low at the AL and NC sites, where numbers of hosts captured were also low ( Table 2) . Details of the species of animals captured and their parasitism patterns will be the subject of a further publication and are not presented here. Outcomes of negative binomial regression models are shown in Table 3 , and monthly mean numbers of collected ticks are For questing ticks, the number of observations is the number of individual drags, and for feeding ticks the number of observations is the number of animals captured and examined for ticks. shown in Figure 3 . At northern sites (WI and MA) nymphs were active from spring through autumn with a peak in May and June. In these sites, larval activity showed a strong peak in August, and activity continued into autumn. Larvae were also active in spring at both sites, but there was a marked spring peak of activity at the WI site that was of similar magnitude to the August peak. The seasonal pattern of activity at the TN site was similar to that of MA, with a spring peak of nymphs and a later peak of larvae; however, both peaks occurred early, with the peak in nymphs being in April-May and peak larvae in July (Table 3) . Further south at the AL site, nymphs were also most abundant in spring (although there was no significant difference among months in the numbers collected) and peak larval activity occurred May-June (Table 3) . At the NC site larval activity peaked in June-July, but most nymphs were found from August to November. At the southeastern sites of SC and FL, distinct peaks of larval and nymphal activity were not seen with both instars having mostly coincident seasonality, with the ticks being most active from February through to July or August. Numbers of questing larvae and The most parsimonious combinations of months of the year are shown where entering all months as categories did not show clear monthly peaks in the coefficients for each month. The models shown were adjusted for interarray variations where this was significant. nymphs collected at the southern sites were too low to contribute to analysis. However, their occurrence in some months when ticks were not found on captured animals at the NC and SC sites (Fig. 3 ) provided further evidence that ticks at these sites are active during most months of the year.
Comparison of Simulation Model Scenarios Against Observed Data
The HOBO temperature data were highly correlated with temperature normals from meteorological stations close to the sites (R 2 = 0.87, coefficient = 0.914, SE = 0.039, P < 0.001). In all simulations the model achieved a stable equilibrium within a few simulated years. At all sites, the starting point for the tick life cycle, which we consider to be the activity of adult ticks, was similar with a bimodal (spring and autumn) annual activity pattern that was mostly well simulated by the model (with the exception that spring activity of adults at the TN site was predicted to peak in May when none were collected in the field: Fig. 4) . Results of statistical comparisons of predicted monthly proportions of annual questing ticks (for northern sites) and feeding ticks (for all sites) compared with field observations are shown in Tables 4 and 5, where significant associations were found between predicted values and observed data.
For larvae at SC and TN, the seasonality produced using the original model of Ogden et al. (2005) fit the data best (Table 4 ). In all the other sites the best performing scenario was one in which hatched larvae underwent behavioral diapause although there was variation among the sites in which of the three diapause scenarios (all, three quarters or half of the larvae diapausing) fit the observed data best. Scenario 5 (in which all larvae diapause) fit best at the AL and FL sites, scenario 6 (in which three quarters of larvae diapause) fit best at the WI and NC sites, and scenario 7 (in which half of larvae diapause) fit best at the MA site. In southern sites, these scenarios served to push the peak and/or period of larval activity earlier in the year by approximately a month. For the northern sites, they served to increase the numbers of larvae active in spring, particularly at the WI site where the larval activity is bimodal with almost equal peaks in spring and late summer (Fig. 5 ).
For nymphs (Table 5) , there were no significant associations between scenarios and observed data in the NC and AL sites due to the low number of nymphs found on hosts at these sites. At northern sites (WI and MA) and TN, the best fit scenario was scenario 3 in which three quarters of nymphs undergo behavioral diapause after the summer solstice. However, for questing tick data from WI, scenario 6 (in which three quarters of larvae diapause but there is no behavioral diapause of nymphs) fit as well as scenario 3. For the SC Fig. 3 . Observed seasonal activity (monthly means) of larval ticks (blue bars) and nymphal ticks (red bars) at the study sites as indicated by the abbreviations of the U.S. states in which they occur. The letters following the abbreviations for the states indicate that the graphs show data on feeding ticks (f), or data on questing ticks (q). Dashed lines show approximations of seasonal activity patterns obtained from negative binomial regression models for those sites where seasonal patterns were not clear from monthly means. Arrows indicate where ticks were not found on hosts but were found by drag sampling (blue arrows for larvae and red arrows for nymphs). site, the best fit scenario was 2, in which engorged larvae undergo developmental diapause after the summer solstice. At the FL site, the best fit scenario was 10, in which nymphal activity occurred at higher temperatures than in Ogden et al. (2005) . With the exception of FL, the diapause mechanisms identified as improving the fit of predicted to observed seasonal patterns of nymph activity served to reduce the numbers of nymphs active after the summer solstice, and increase the numbers active in early spring, thereby ensuring that nymphal activity in most sites was in spring-early summer, and in many sites advanced the spring peak of nymphs compared to predictions in the original model (Fig. 6 ).
Discussion
In this study, for the first time, contemporaneous multiyear data on I. scapularis activity were collected by standardized field methods from multiple sites across the range of this tick species in the United States. The data corroborate previous studies on the seasonal activity of the ticks in different geographic areas of the northern United States, as well as studies suggesting that questing ticks in southern populations are difficult to collect by dragging/flagging, but they also provide the first multiyear longitudinal study of the seasonality of ticks in populations from the southern United States.
The seasonality of adult ticks was as described in previous studies, with autumn and spring peaks divided by a period of winter quiescence presumably (but see later for qualifications) due to colder temperatures inhibiting activity in the more northern sites (Daniels et al. 1989) . In most of the warmer southern sites, adult tick activity continued through the winter as in previous studies (Rogers 1953) .
The seasonality of immature ticks (Fig. 2) at the northeast site comprised, as in previous studies in the northeastern United States and southeastern Canada, a spring peak in nymphal tick activity and a sharp peak in larval tick activity in late July through to early September (Piesman and Spielman 1979 , Wilson and Spielman 1985 , Fish 1993 , Ogden et al. 2005 , Gatewood et al. 2009 ). Also, as in previous studies (Fish 1993 , Gatewood et al. 2009 , Bouchard et al. 2011 ), a small peak in larval activity occurred in spring and nymphal tick activity continued into the autumn.
The seasonality of immature ticks at the upper Midwestern site comprised a spring peak in nymphal activity with activity continuing into the autumn (as in the northeast), but larval activity comprised spring and late summer peaks of almost equal magnitude. Again, these observations are consistent with previous studies (Gatewood et al. 2009 ).
As in previous studies (Diuk-Wasser et al. 2006) , questing immature as well as adult ticks could be easily collected by dragging/flagging, and feeding ticks could be collected from captured rodents at the two northern sites. The seasonalities of questing and feeding immature ticks were consistent. However, while questing adult ticks were readily collected by flagging/dragging from the more southern sites, questing immature ticks were rarely collected by these methods even though feeding ticks were found on captured animal hosts.
At the southern sites, activity periods of immature feeding ticks were long as in previous studies (Oliver et al 1993 , Oliver 1996 , Durden et al. 2002 and spanned much of the year in some sites (SC, FL). The peak activity periods varied among these sites. At the central southern sites of TN and AL, the seasonality was similar to the northeast but shifted earlier in the year with nymphs peaking in Fig. 4 . Predicted and observed activity patterns of adult ticks at the sites as indicated by the abbreviations of the U.S. states in which they occur. The activity patterns are based on the predicted and observed monthly proportion of the total numbers of ticks that were or could be collected (by drag sampling or from hosts) over the course of a year at each site.
March-May and larvae peaking in May-June (AL) and June-July (TN). There was also variation in seasonality among the southeastern sites. At the NC site, larval activity peaked in June, well before the nymphal peak, which occurred in late summer to autumn. At the SC site, larval and nymphal activity periods were mostly coincident although there was evidence that larval activity began early in the year (February) before nymphal activity (which peaked in June), and there was a slight nonsignificant bimodal pattern to nymphal activity. The earlier activity of larvae than nymphs in these sites is consistent with some other studies (Rogers 1953 , Clark et al. 1998 . At the FL site, larval and nymphal activity periods were also mostly coincident from February through to September, which is somewhat different from other observations (Rogers 1953) . At this site larval activity peaked in June, while there was a nonsignificant bimodal (spring and late summer peaks) pattern of nymphal tick activity. The pattern of immature tick activity at the FL site was similar to that observed by Durden et al. (2002) (a unimodal May-June larval peak, and a long nymphal activity period with bimodal peaks in May and autumn) at a site in Georgia.
The raw data for these observations furnished outcome variables to explore, in negative binomial regression models, the extent to which seasonality predicted by the model of Ogden et al. (2005) as is (in which seasonality is determined almost only by effects of temperature on interstadial development and questing tick activity), or with modification according to 10 temperature-dependent and -independent diapause scenarios, fit the observations. The main findings, depicted in Figures 5 and 6 , were as follows. AIC = Akaike's information criterion, As is = the model unchanged from that of Ogden et al. (2005) , scenarios 5, 6, and 7 = all, half or three quarters (respectively) of larvae hatching after the summer solstice undergo behavioral diapause. With the exception of "As is," only data from models with significant or marginally (<0.1) and positive associations between predicted and observed numbers of ticks are shown.
For the MA and TN sites, the unaltered model was able to simulate the seasonal activity of larvae well. Simulated larval activity by the unaltered model also fit best the observed data at the SC site. However, inclusion of behavioral diapause of questing larvae after the summer solstice improved the fit of the simulation with the observations at the MA site, and markedly improved fit with observed data for the WI, AL, NC, and FL sites. For AL and FL, the simulation was most accurate when all questing larvae present, and any that hatch from eggs, after the summer solstice went into behavioral diapause. For NC and WI, however, the simulation fit best when one quarter of larvae did not go into diapause, and for MA the simulation fit best when one half of larvae did not go into diapause. This combination of larvae that do and do not go into diapause, was necessary to produce the bimodal (spring/autumn) pattern of larval activity observed at WI, which is the seasonal activity pattern seen widely in the upper Midwest (Gatewood et al. 2009 ). For the other sites, including behavioral diapause had the effect of cutting the tail of larval activity in late summer or autumn (depending on site). The Table 5 . Performance of different scenarios for larva-to-nymph development, behavioral diapause of questing nymphs, and nymph activity compared with observed data (questing tick data for northern sites and feeding tick data for all sites) in negative binomial regression models adjusted for year of study Ogden et al. (2005) , Scenario 1 = all larvae undergo developmental diapause after the summer solstice, Scenarios 2, 3, 4 = all, three quarters and half (respectively) of nymphs molting after the summer solstice undergo behavioral diapause, Scenario 6 and 7 = three quarters and half (respectively) of larvae hatching after the summer solstice undergo behavioral diapauses; scenarios 8 and 9 = engorged larvae develop faster or slower (respectively) than in Ogden et al. (2004) ; scenarios 10 and 11 = nymphs quest at warmer or cooler temperatures (respectively) than in Ogden et al. (2005) . With the exception of "As is," only data from models with significant (P < 0.05) or marginally significant (P < 0.1) and positive associations between predicted and observed numbers of ticks are shown. larvae of this 'cut tail' then became active the following early spring, and the result was that the simulated seasonal activity period was brought earlier in the year than that predicted by the model without inclusion of diapause.
For the WI, MA, TN, AL and SC sites simulations fit observed nymphal activity periods when questing nymphs present after the summer solstice, and any that molt from engorged larvae at this time, were simulated to go into behavioral diapause. For WI, MA, and TN, the best scenario was when only half of the nymphs went into diapause, while for AL and SC the best scenario was that in which all nymphs go into diapause. Developmental diapause of engorged larvae, rather than behavioral diapause of questing nymphs, did not fit as well even though there is some experimental evidence that it may occur in some I. scapularis populations (Belozerov and Naumov 2002) . The reason for this was that if engorged larvae go into developmental diapause, when they come out of diapause, they still have to undergo development and molt before joining the questing nymph population. Consequently, in simulations using developmental diapause of larvae, nymphal activity consistently began later in the year compared with observed data. Alteration of the temperature-dependent rates of development of engorged larvae did not improve the fit of simulations with observed data, and alteration of the activity of nymphs at different temperatures also did not improve fit except at the FL site. However, none of the simulations fit very closely with observations of nymphal activity at this site, which underlines that in this study we have thus far explored only a limited number of possibilities for variations in developmental and activity processes in the I. scapularis life cycle (Gray et al. 2016) , and further studies are needed to fully explain all the variations we observed.
At most sites therefore, for larval and/or nymphal activity, inclusion of behavioral diapause explains observed immature tick seasonal activity patterns rather better than the original model that does not include these mechanisms (Ogden et al. 2005) . For nymphal activity, inclusion of behavioral diapause of molted nymphs explains patterns better than developmental diapause of engorged larvae. Interestingly, in most cases the best scenarios were those in which tick populations comprised a mix of individuals that do and do not exhibit behavioral diapause. This has also been seen in Amblyomma americanum L. (Acari: Ixodidae) populations, in which the capacity for behavioral diapause (or responsiveness to environmental cues) appears to be a heritable trait carried by only a proportion of individual ticks in any given population (Pound et al. 1993) , and this may also occur in other tick species (Belozerov 1982) .
The importance of understanding the processes underlying the phenology of the ticks is, of course, how they affect our capacity to understand and predict when ticks will be active to bite people (Diuk-Wasser et al. 2006 ), how they affect transmission cycles of I. scapularis-borne pathogens (Ogden et al. 2007 , Gatewood et al. 2009 ), and how a warming climate might affect tick distributions and pathogen transmission cycles (Ogden et al. 2006 ). There was not one single consensus scenario that allowed the model to simulate seasonal activity accurately at all sites. This suggests that there are both regional and perhaps (on the basis of variations among sites in the southeast) local variations in the extent Fig. 5 . Simulated seasonality of larval ticks at each site (identified by the abbreviation of the U.S. state in which they occur) using the model of Ogden et al. (2005) unchanged ("As is"), and parameterized with the scenario best fitting observed data (where that improved upon "As is"). The observed data are shown by green line graphs and markers for questing larvae (QL), and violet line graphs and markers for feeding larvae (FL). An asterisk indicates an observed datum that was an outlier due to a single parasitized animal.
to which diapause mechanisms operate in different I. scapularis populations. These should be explored in more detail using experimental studies in the laboratory and field to elucidate what processes are occurring in populations in different regions of North America. Once elucidated, understanding of the life-cycle processes could be very useful in predicting tick occurrence as has been the case at the northern extent of the I. scapularis range (Ebi et al. 2017) . The presence of geographic variations in processes affecting development and tick activity suggests that there may be adaptability of tick populations to different climatic zones. How fast tick populations could adapt to changing climate is open to question, but the I. scapularis populations in the cores of the different geographic regions of the United States have invaded, been present, and presumably adapted to local climate, for millennia (Humphrey et al. 2010) . It is possible that the long, multiyear life cycle of I. scapularis limits the capacity of populations of this species to adapt to changes in climate of the rapidity expected of projected future climate change (Romero-Lankao et al. 2014) .
Impacts of geographically varying (or with climate change, temporally varying) climate may have less impact on seasonality and transmission cycles in populations in which temperature-independent diapause effects are more evident. It has been suggested that in the warm southeastern United States, a general pattern of tick activity is for larvae to be active first in the year followed by nymphs (i.e., the opposite of what is seen in the northeastern United States), which would negatively impact transmission of tick-borne pathogens and could be one reason for the low Lyme disease risk in the southern United States (Oliver 1996) . This pattern was seen at the NC site (and possibly at the SC site) and here there was little evidence for diapause to be impacting larva-to-nymph development. However, this pattern was not seen at the TN, AL, and FL sites, and particularly at the AL site diapause may have a strong role in tick development, so here a changing climate may have less impact on the seasonal pattern of nymphal activity. Therefore, impacts of climate and climate change on tick seasonality and pathogen transmission ) may be regionally idiosyncratic. Gatewood et al. (2009) identified the possible importance of the seasonality of immature I. scapularis in northern populations on the transmission of different strains of B. burgdorferi, which may have consequences for the risk to the public of the more serious disseminated Lyme disease (Hanincová et al. 2013) . Specifically, in northeastern U.S. I. scapularis populations, a single spring peak of nymphal activity precedes a single late summer peak of larval activity, while in populations of the upper Midwest, larval activity is bimodal with a spring peak of larvae being coincident with the spring peak of nymphal activity. Gatewood et al. (2009) identified that the proportions of larvae that feed synchronously with nymphs in spring varies along a climatic gradient from the Midwest (where spring synchronicity is high) to the northeast (where spring synchronicity is low). Our study suggests that differences in the proportions of larvae expressing behavioral diapause may be the mechanism underlying the observed geographic differences in the pattern of larval questing between the Midwest and the northeast. However, this may be climatically linked, as described in the following. Fig. 6 . Simulated seasonality of nymphal ticks at each site (identified by the abbreviation of the U.S. state in which they occur) using the model of Ogden et al. (2005) unchanged ("As is"), and parameterized with the scenario best fitting observed data (where that improved upon "As is"). The observed data are shown by green line graphs and markers for questing nymphs (QN), and violet line graphs and markers for feeding nymphs (FN). For AL neither "As is" nor scenario 2 was significantly associated with observed nymphs due to the small number of nymphs collected.
In general the behavioral diapause seen for nymphs and larvae had the effect of reducing questing activity after the summer solstice and increasing the numbers of ticks active in the following spring. It is often stated that diapause mechanisms have evolved to allow arthropods to better survive periods of environmental hardship and increase survival (reviewed in Belozerov 2009 ). Diapause mechanisms have a cost of increasing life-cycle length, so the total mortality rates over the whole life cycle would increase unless they help ticks survive periods when mortality rates are otherwise particularly high. It is easy to suppose that diapause helps ticks survive over winter, but studies have shown that per capita daily mortality rates of questing ticks are the same in winter and summer in northern sites where winters are harsh (Lindsay et al. 1999 , Brunner et al. 2012 ). Furthermore, behavioral diapause operated in the southern sites where winter temperatures (which were rarely in single digits, with sub-zero temperatures being even rarer) are unlikely to be very harsh in terms of tick survival. Perhaps engorged ticks are more susceptible to cold conditions than are questing ticks (Ogden et al. 2004) , and perhaps the ticks are responding to seasonal variations in host densities. However, our observations and simulations suggest that for the most part the diapause mechanisms reduce questing after the summer solstice and increase it in spring. This leads us to speculate that diapause mechanisms may protect ticks from high temperatures (and associated desiccation perhaps) in the summer months. Indeed, experiments conducted at the study sites used here do suggest that survival of ticks is lower at the hotter southern sites (Ginsberg et al. , 2017 .
Populations at the far north edge of the range in Canada have not shown behavioral diapause in experimental studies (Ogden et al. 2004 ), yet there is much evidence here for that process occurring in populations across the United States. The capacity for some portions of the northern populations to respond rapidly in terms of activity (i.e., those that do not display diapause) may allow populations in the north to respond to warming temperatures. However, in populations further south, ticks exhibiting behavioral diapause may be better protected from increased mortality (directly or indirectly via effects of temperature on host activity) associated with high temperatures by allowing them to "sit out" the hottest times of the year (Gray et al. 2016) . At the most southern site (FL), the scenarios (and the need to change the relationship between temperature and adult tick activity) suggested that here tick activity responds differently to temperature compared with those at other more temperate sites implying that the ticks here are adapted to being active in the warmer FL climate. Together, these observations may mean that I. scapularis is resilient to high temperatures and southern populations may survive despite increasingly high peak summer temperatures.
A caveat to all the simulations and their comparisons against field observations is that while multiyear time series of temperature data were available, this time period is only barely comparable to the length of the life cycle of the tick. Furthermore, we used means of temperature data obtained only over this timescale. To fully explore relationships between temperature and the I. scapularis life cycle, much longer time series of temperature data would be preferable to confirm the observations made here.
In conclusion we have compared model-simulated seasonality against field observations and this has raised the possibility that temperature-independent diapause mechanisms are responsible in part for geographic variations in the seasonality of immature I. scapularis in different regions. Diapause may operate in idiosyncratic ways in different regions of the United States. This will mean that studies on populations in different regions are necessary to be able to predictively model climatic and climate change effects on I. scapularis seasonal activity and pathogen transmission.
