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Abstract
The rolling of a dynamically balanced ball on a horizontal rough table without slipping
was described by Chaplygin using Abel quadratures. We discuss integrable discretizations and
deformations of this nonholonomic system using the same Abel quadratures. As a by-product
one gets new geodesic flow on the unit two-dimensional sphere whose additional integrals of
motion are polynomials in the momenta of fourth order.
1 Introduction
The nonholonomic Chaplygin ball is that of a dynamically balanced three-dimensional ball that
rolls on a horizontal table without slipping or sliding [8]. ’Dynamically balanced’ means that the
geometric center coincides with the center of mass but the mass distribution is not assumed to be
homogeneous. Because of the roughness of the table this ball cannot slip, but it can turn about the
vertical axis without violating the constraints. There is a large body of literature dedicated to the
Chaplygin ball, including the study of its generalizations, see [3, 4, 6, 7, 9, 11, 14] and references
within.
In [22] we discuss integrable discretizations and deformations of the nonholonomic Veselova
system using standard divisor arithmetic on the hyperelliptic curve of genus two. Because nonholo-
nomic Veselova system is equivalent to the nonholonomic Chaplygin ball with a pure mathematical
point of view [15, 16], we can transfer obtained results on the Chaplygin case.
The main our aim is to describe integrable discretizations and deformations of the nonholo-
nomic Chapligin ball in a such way that we can eliminate the corresponding nonholonomic con-
straint and turn back to the holonomic Euler top on any step of our construction. In addition, we
discuss auto and hetero Ba¨cklund transformations for the free motion on the sphere (partial case
of Euler top) associated with the arithmetic of divisors on an auxiliary plane curve. As a result,
we obtain the new geodesic flow on the sphere with the quartic integral of motion.
The paper is organized as follows. The second Section is devoted to well-studied description of
the Chaplygin ball motion in term of Abel’s quadratures. Section 3 deals with the particular case
when the angular momentum vector is parallel to the plane. Using Chaplygin’s calculations, we
will introduce Abel’s differential equations and an intersection divisor. Then we will briefly repeat
main information about the arithmetic of divisors and will explicitly show one of the possible
discretizations of the Chaplygin ball motion associated with this arithmetic. In Section 4 we will
present new integrable nonholonomic and holonomic systems, which can be considered as integrable
deformations of the Chaplygin ball and Euler top restricted to the sphere.
2 Chaplygin ball
Following [8] consider a dynamically non-symmetric ball rolling without slipping over a horizontal
plane. Its mass, inertia tensor and radius will be denoted by m, I = diag(I1, I2, I3) and r respec-
tively. Assume also that the mass center and the geometric center of the sphere coincide with each
other.
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Let γ = (γ1, γ2, γ3) is the vertical unit vector, ω = (ω1, ω2, ω3) and v = (v1, v2, v3) are
respectively the angular velocity of the ball and the velocity of its center. The condition of non-
slipping of the point of contact of the ball with the horizontal plane is
v + r ω × γ = 0 . (2.1)
Here and below × denotes the vector product in R3 and all the vectors are expressed in the so-
called body frame, which is firmly attached to the ball, and its axes coincide with the principal
inertia axes of the ball.
Under the nonholonomic constraint (2.1) the equations of motion can be reduced to the fol-
lowing closed system of equations of motion
γ˙ = γ × ω , M˙ =M × ω , (2.2)
which have the same form as the Euler-Poisson equations in rigid body dynamics [8]. Here M =
(M1,M2,M3) is the angular momentum of the ball with respect to the contact point
ω = AγM , (2.3)
where in the Chaplygin case
Aγ = A+ dg
2A γ ⊗ γA , A =

 a1 0 00 a2 0
0 0 a3

 , ak = (Ik + d)−1 , (2.4)
and
g =
1√
1− d(γ,Aγ)
≡
1√
1− d(a1γ21 + a2γ
2
2 + a3γ
2
3)
, d = mr2 . (2.5)
According to [3] the system (2.2) determines conformally Hamiltonian vector field
X = gΠdH , H =
1
2
(M,ω)
with respect to the Poisson bivector
Π = g−1
(
0 Γ
Γ M
)
− dg (M,Aγ)
(
0 0
0 Γ
)
, (2.6)
where
Γ =

 0 γ3 −γ2−γ3 0 γ1
γ2 −γ1 0

 , M =

 0 M3 −M2−M3 0 M1
M2 −M1 0

 .
Vector field X possesses four independent first integrals
C1 = (γ, γ) = 1, C2 = (γ,M), H1 = (ω,M) , H2 = (M,M) . (2.7)
Integrals of motion C1,2 are the Casimir functions of Π
ΠdC1,2 = 0 ,
which give rise to the trivial vector fields. The two remaining integrals of motion H1,2 are in the
involution with respect to the corresponding Poisson bracket
{Mi,Mj} = εijk
(
g−1Mk − dg(M,Ax)xk
)
, {Mi, xj} = εijkg
−1xk , {xi, xj} = 0. (2.8)
Here εijk is a totally skew-symmetric tensor.
Remark 1 At d = 0 one gets standard Euler-Poisson equations for the Euler-Poinsot top, which
is a well-studied holonomic Hamiltonian dynamical system, and standard Lie-Poisson bracket on
Lie algebra e∗(3).
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2.1 Integration of the equations of motion
In [8] Chaplygin found linear trajectory isomorphism with between two dynamical systems (2.2)
with (γ,M) = 0 and with (γ,M) 6= 0. Modern discussion of the Chaplygin’s transformation may
be found in [5, 9].
Namely, integral of motion H1 is equal to
H1 = (ω,M) = (AγM,M) = (A
′
γM,M) + g
2(γ,M)(γ,A′′M) ,
where A′γ and A
′′ are diagonal matrices
A′γ = A+ dg
2

 (a1 − a3)(a1 − a2)x21 0 00 (a2 − a3)(a2 − a1)x22 0
0 0 (a3 − a1)(a3 − a2)x
2
3


and
A′′γ =

 a1(a2 + a3)− a2a3 0 00 a2(a1 + a3)− a1a3 0
0 0 a2(a1 + a2)− a1a2

 .
So, on the symplectic leaves defined by the following values of the Casimir functions
C1 = (γ, γ) = 1 , C2 = (γ,M) = 0
we can consider integrals of motion
H1 = (A
′
γM,M) , H2 = (M,M)
with diagonal matrix A′γ instead integral H1 with non-diagonal matrix Aγ (2.4) when (γ,M) 6= 0.
Following [8] we can integrate equations of motion at (γ,M) = 0 using sphero-conical coordi-
nates q1 and q2, which are the roots of the equation
γ21
x− e1
+
γ22
x− e2
=
γ23
x− e3
= 0 , ei =
d
Ii
.
These variables satisfy the following equations
q˙1 =
q22(1 + q1)(e1 − q1)(e2 − q1)(e3 − q1)
(
h2q1 − dh1(1 + q1)
)
d2(q1 − q2)
q˙2 =
q21(1 + q2)(e1 − q2)(e2 − q2)(e3 − q2)
(
h2q2 − dh1(1 + q2)
)
d2(q2 − q1)
,
(2.9)
where h1,2 are values of the integrals of motion H1,2. These equations can be reduced to the Abel
quadratures after suitable change of time [8]. Theta function solution for the Chaplygin system in
this, as well as in the generic case, was obtained in [12].
We prefer to use other coordinates u1,2
u1 =
q1
d(q1 + 1)
, u2 =
q2
d(q2 + 1)
,
which are the roots of the equation
g2
(
γ21(1− da1)
λ− a1
+
γ22(1 − da2)
λ− a2
+
γ23(1 − da3)
λ− a3
)
= 0 .
In contrast with q1,2 these coordinates u1,2 remain well-defined when d = 0 [14].
According [14, 16], let us consider Poisson map (u1, u2, pu1 , pu2)→ (γ1, γ2, γ3,M1,M2,M3):
γi =
√
(1− daj)(1 − dak)
(1− du1)(1 − du2)
·
√
(u1 − ai)(u2 − ai)
(aj − ai)(ak − ai)
, i 6= j 6= k , (2.10)
Mi =
2εijkγjγk(aj − ak)g
u1 − u2
(
(ai − u1)(1− du1)pu1 − (ai − u2)(1− du2)pu2
)
.
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which relates canonical Poisson bivector and bracket
Π =


0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

 , {ui, puj} = δij , {u1, u2} = {pu1 , pu2} = 0 , (2.11)
with the Poisson bivector P (2.6) and bracket (2.8) for the Chaplygin ball.
Substituting (2.10) into integrals of motion (2.7) one gets integrals of motion
H1 =
4u2(du1−1)(u1−a1)(u1−a2)(u1−a3)p
2
u1
u1−u2
+
4u1(du2−1)(u2−a1)(u2−a2)(u2−a3)p
2
u2
u2−u1
,
H2 =
4(du1−1)(u1−a1)(u1−a2)(u1−a3)p
2
u1
u1−u2
+
4(du2−1)(u2−a1)(u2−a2)(u2−a3)p
2
u2
u2−u1
(2.12)
and separation relations
4(duk − 1)(a1 − uk)(a2 − uk)(a3 − uk)p
2
uk
+ ukH2 −H1 = 0 , k = 1, 2. (2.13)
The corresponding equations of motion are equal to
u˙1 =
4gu2(a1 − u1)(a2 − u1)(a3 − u1)(du1 − 1)pu1
u1 − u2
u˙2 =
4gu1(a1 − u2)(a2 − u2)(a3 − u2)(du2 − 1)pu2
u2 − u1
.
(2.14)
After change of time t→ τ
dτ = gdt , g =
√
(1− du1)(1 − du2)
1− da1)(1 − da2)(1 − da3)
equations (2.14) yield Abel quadratures
du1√
f(u1)
+
du2√
f(u2)
= 4dτ ,
u1du1√
f(u1)
+
u2du2√
f(u2)
= 0 , (2.15)
on the genus two hyperelliptic curve
X : y2 = f(x) , f(x) = 4(1− dx)(a1 − x)(a2 − x)(a3 − x)(xh2 − h1) (2.16)
defined by separation relations (2.13).
Remark 2 On the any step here we can put d = 0 and consider standard Euler top in contrast
with equations (2.9) and Abel’s quadratures in original Chaplygin paper [8], see discussion in [14].
Summing up, we can study the motion of the Chaplygin ball when (γ,M) = 0 and then apply
Chaplygin’s transformation in order to describe motion when (γ,M) 6= 0 [5, 8, 9]. It allows
us to consider discretization of the Chaplygin ball for (γ,M) = 0 and then apply Chaplygin’s
transformation in order to describe it’s discretization for (γ,M) 6= 0.
3 Discretization of the Chaplygin ball motion at (γ,M) = 0
Discretization of the Chaplygin ball motion, which preserves the same first integrals as the continu-
ous model, except the energy, was obtained in [11] in the framework of the formalism of variational
integrators (discrete Lagrangian systems). Our intermediate aim is to describe discretizations of
the Chaplygin ball motion preserving all the integrals of motion in the framework of the standard
arithmetic of divisors on a hyperelliptic curve.
Suppose that transformation of variables
B : (u1, u2, pu1 , pu2)→ (u˜1, u˜2, p˜u1 , p˜u2) (3.17)
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preserves Hamilton equations (2.14) and the form of Hamiltonians (2.12), i.e. that new variables
satisfy to the same Abel quadratures
du˜1√
f(u˜1)
+
du˜2√
f(u˜2)
= 4dτ ,
u˜1du˜1√
f(u˜1)
+
u˜2du˜2√
f(u˜2)
= 0 . (3.18)
If we put
x1,2 = u1,2, y1,2 = 4(du1,2 − 1)(a1 − u1,2)(a2 − u1,2)(a3 − u1,2)pu1,2 ,
x′′1,2 = u˜1,2, y
′′
1,2 = −4(du˜1,2 − 1)(a1 − u˜1,2)(a2 − u˜1,2)(a3 − u˜1,2)p˜u1,2
(3.19)
into the difference of (2.15) and (3.18), one gets a system of Abel’s differential equations
ω1(x1, y1) + ω1(x2, y2) + ω1(x
′′
1 , y
′′
1 ) + ω1(x
′′
2 , y
′′
2 ) = 0 ,
ω2(x1, y1) + ω2(x2, y2) + ω2(x
′′
1 , y
′′
1 ) + ω2(x
′′
2 , y
′′
2 ) = 0 ,
(3.20)
where ω1,2 are holomorphic differentials on hyperelliptic curve X of genus two
ω1(x, y) =
dx
y
, ω2(x, y) =
xdx
y
.
According [1] solutions of Abel’s equations (3.20) are points of intersection of the curve X with
another curve Y not containing X
Y : y = P(x) , P(x) = b3x
3 + b2x
2 + b1x+ b0 .
Thus, we have an intersection divisor of X and Y defined by the following four points on the plane
P1 = (x1, y1) , P2 = (x2, y2) and P
′′
1,2 = (x
′′
1 , y
′′
1 ) , P
′′
2 = (x
′′
2 , y
′′
2 ) (3.21)
It allows us to relate transformations of variables B (3.17) with the standard arithmetic of divisors.
By viewing the new variables u˜1,2, p˜u1,2 as the old one u1,2, pu1,2 but computed at the next
time-step, then transformation B becomes a discretization of continuous Chaplygin ball motion.
3.1 Arithmetic of divisors
Let us give some brief background on arithmetics of divisors [10, 13].
A prime divisor on a smooth variety X over a field k is an irreducible closed subvariety Z ⊂ X
of codimension one, also defined over k.
Definition 1 A divisor is a finite formal linear combination
D =
∑
i
miZi, mi ∈ Z ,
of prime divisors. The group of divisors on X, which is the free group on the prime divisors, is
denoted DivX.
The group of divisors DivX is an additive abelian group under the formal addition rule∑
miZi +
∑
niZi =
∑
(mi + ni)Zi .
To define an equivalence relation on divisors we use the rational functions on X . Function f is a
quotient of two polynomials; they are each zero only on a finite closed subset of codimension one in
X , which is therefore the union of finitely many prime divisors. The difference of these two subsets
define a principal divisor divf associated with function f . The subgroup of DivX consisting of the
principal divisors is denoted by PrinX .
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Definition 2 Two divisors D,D′ ∈ DivX are linearly equivalent
D ≈ D′
if their difference D −D′ is principal divisor
D −D′ = div(f) ≡ 0 mod PrinX .
The Picard group of X is the quotient group
PicX =
DivX
PrinX
=
Divisors defined over k
Divisors of functions defined over k
.
For a general (not necessarily smooth) variety X, what we have defined is not the Picard group, but
the Weil divisor class group. For an irreducible normal variety X , the Picard group is isomorphic
to the group of Cartier divisors modulo linear equivalence. For a thorough treatment see [10, 13].
The Picard group is a group of divisors modulo principal divisors, and the group operation is
formal addition modulo the equivalence relations. These group operations define so-called arith-
metic of divisors in Picard group
D +D′ = D′′ and [ℓ]D = D′′ , (3.22)
where D,D′ and D′′ are divisors, + and [ℓ] denote addition and scalar multiplication by an integer,
respectively.
Remark 3 There are some other equivalence relations on divisors, for instance homological equiva-
lence, numerical equivalence, algebraic equivalence or rational equivalence, which are different from
the linear equivalence D ≈ D′ [10]. It allows us to define relations between divisors which are differ
from the standard arithmetic relations (3.22).
Let X be a hyperelliptic curve of genus g defined by equation
y2 + h(x)y = f(x), (3.23)
where f(x) is a monic polynomial of degree 2g + 2 with distinct roots, h(x) is a polynomial with
degh ≤ g. Prime divisors are rational point on X denoted Pi = (xi, yi), and P∞ is a point at
infinity.
Definition 3 Divisor D =
∑
miPi, mi ∈ Z is a formal sum of points on the curve, and degree of
divisor D is the sum
∑
mi of the multiplicities of points in support of the divisor
supp
(∑
miPi
)
=
⋃
mi 6=0
Pi .
The degree is a group homomorphism deg : DivX → Z. Its kernel is denoted by
Div0X = {D ∈ DivC : degD = 0} .
Quotient group of DivX by the group of principal divisors PrinX is called the divisor class group
or Picard group. Restricting to degree zero, we also define Pic0X = Div0X/PrinX . The groups
PicX and Pic0X carry essentially the same information on X , since we always have
PicX/Pic0X ∼= DivX/Div0X ∼= Z .
The divisor class group, where the elements are equivalence classes of degree zero divisors on X , is
isomorphic to the Jacobian of X . By abuse of notation, a divisor and its class in PicX will usually
be denoted by the same symbol.
In order to describe elements of Jacobian we can use semi-reduced divisors.
Definition 4 A semi-reduced divisor is divisor of the form
D =
∑
miPi −
(∑
mi
)
P∞ = E −
(∑
mi
)
P∞ ,
where mi > 0, Pi 6= −Pj for i 6= j, no Pi satisfying Pi = −Pi appears more than once and E is an
effective divisor.
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For each divisor D˜ ∈ Div0X there is a semi-reduced divisor D so that D ≈ D˜. However semi-
reduced divisors are not unique in their equivalence class. In [20] we used this fact in order to get
auto Ba¨cklund transformations associated with an equivalence relations.
Definition 5 A semi-reduced divisor D is called reduced if
∑
mi ≤ g, i.e. if the sum of multi-
plicities is no more that genus of curve C. The reduced degree or weight of reduced divisor D is
defined as w(D) =
∑
mi.
This is a consequence of Riemann-Roch theorem for hyperelliptic curves that for each divisor
D˜ ∈ Div0X there is a unique reduced divisor D so that D ≈ D˜.
3.2 One example of discretization
Let us consider adding two full degree genus two divisors
D +D′ = D′′
with respective supports supp(D) = {P1, P2} ∪ {P∞} and supp(D
′) = {P ′1, P
′
2} ∪ {P∞} such that
no Pi has the same x-coordinate as P
′
j . By definition cubic polynomial
P(x) = b3x
3 + b2x
2 + b1x+ b0
interpolates four points P1, P2, P
′
1, P
′
2 and, therefore, it has the standard form
P(x) =
(x− x′2)(x− x
′
1)(x− x2)y1
(x1 − x′1)(x1 − x
′
2)(x1 − x2)
+
(x − x′2)(x − x
′
1)(x − x1)y2
(x2 − x′1)(x2 − x
′
2)(x1 − x2)
+
(x− x′2)(x− x2)(x− x1)y
′
1
(x′1 − x1)(x
′
1 − x2)(x
′
2 − x
′
1)
+
(x − x′1)(x − x2)(x − x1)y
′
2
(x′2 − x1)(x
′
2 − x2)(x
′
2 − x
′
1)
,
(3.24)
due to Lagrange interpolation. Substituting y = P(x) into the definition of genus two hyperelliptic
curve X
y2 = f(x) , f(x) = a6x
6 + a5x
5 + a4x
4 + a3x
3 + a2x
2 + a1x+ a0 .
we obtain the so-called Abel polynomial [1]
ψ(x) = P(x)2 − f(x) = (b23 − a6)(x− x1)(x − x2)(x − x
′
1)(x − x
′
2)(x− x
′′
1 )(x− x
′′
2) .
Equating coefficients of ψ gives abscissas of points P ′′1 and P
′′
2 :
x′′1 + x
′′
2 = −x1 − x2 − x
′
1 − x
′
2 +
a5 − 2b2b3
b23 − a6
, (3.25)
x′′1x
′′
2 =
2b1b3 + b
2
2 − a4
b23 − a6
− (x1 + x2 + x
′
1 + x
′
2)(x
′′
1 + x
′′
2 )− x1(x2 + x
′
1 + x
′
2)
− x2(x
′
1 + x
′
2)− x
′
1x
′
2 .
whereas the corresponding ordinates y′′1,2 are equal to
y′′3,4 = −P(x
′′
1,2) . (3.26)
Using explicit formulae for the corresponding transformation B (3.17) we can prove the following
statement.
Proposition 1 Equations (3.19) and (3.25-3.26) determine transformation B : (u, pu) → (u˜, p˜u)
preserving the form of the canonical Poisson bracket (2.11), i.e.
{u˜i, p˜uj} = δi,j , {u˜1, u˜2} = {p˜u1 , p˜u2} = 0.
This canonical transformation also preserves the form of integrals of motion (2.12).
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The proof is a straightforward calculation.
We can rewrite addition of divisors (3.25-3.26) as canonical transformation of initial variables
(γ,M) → (g˜, M˜) using (2.10) and any modern computer algebra system. We do not show these
bulky expressions here because the main our aim is the construction of new integrable systems
instead of explicit construction of possible discretizations of the Chaplygin ball motion.
Remark 4 Construction of integrable discretizations associated with doubling of divisors and
other arithmetic operations in Jacobian is discussed in [20, 21, 22].
4 Integrable deformation of the Chaplygin ball at (γ,M) = 0
According [17, 18, 19] we can apply hidden symmetries of the generic level set of integrals of motion
to construct new canonical variables and new new integrable systems on the initial phase space.
Indeed, let us consider transformations B (3.25-3.26) when P ′1 = P∞ and P
′
2 = (d
−1, 0) is the
ramification point. In this case B has the following form in original variables
γ˜21 =
1
(a1d− 1)g˜2
(
γ21 −
(γ21 + γ
2
2 + γ
2
3)(M
2
2 +M
2
3 )
M21 +M
2
2 +M
2
3
)
,
γ˜22 =
1
(a2d− 1)g˜2
(
γ22 −
(γ21 + γ
2
2 + γ
2
3)(M
2
1 +M
2
3 )
M21 +M
2
2 +M
2
3
)
,
γ˜23 =
1
(a3d− 1)g˜2
(
γ23 −
(γ21 + γ
2
2 + γ
2
3)(M
2
1 +M
2
2 )
M21 +M
2
2 +M
2
3
)
,
M˜1 =
g
g˜
(
−
(γ˜22 + γ˜
2
3)γ2γ3M1
γ˜2γ˜3
+
γ1γ˜2γ3M2
γ˜3
+
γ1γ2γ˜3M3
γ˜2
)
,
M˜2 =
g
g˜
(
γ˜1γ2γ3M1
γ˜3
−
(γ˜21 + γ˜
2
3)γ1γ3M2
γ˜1γ˜3
+
γ1γ2γ˜3M3
γ˜1
)
,
M˜3 =
g
g˜
(
γ˜1γ2γ3M1
γ˜2
+
γ1γ˜2γ3M2
γ˜1
−
(γ˜21 + γ˜
2
2)γ1γ2M3
γ˜1γ˜2
)
,
(4.27)
where g˜ is the conformal factor (2.5) in γ˜-variables
g˜ =
1√
1− d(γ˜,Aγ˜)
≡
1√
1− d(a1γ˜21 + a2γ˜
2
2 + a3γ˜
2
3)
,
which can be also rewritten as a function on the original conformal factor and integrals of motion
g˜2 =
1
g2
(
dH1 −H2
(a1d− 1)(a2d− 1)(a3d− 1)H2
)
.
This transformation of variables has the following properties:
Proposition 2 If (γ,M) = 0 then transformation (4.27) preserves the form of the Poisson bivec-
tor Π (2.6), the form of the bracket (2.8) and the form of integrals of motion, i.e.
C1 = (γ, γ) = (γ˜, γ˜) , C2 = (γ,M) = (γ˜, M˜) = 0 ,
and
H1 = (AγM,M) = (Aγ˜M˜, M˜) , H2 = (M,M) = (M˜, M˜) .
The proof is a straightforward calculation.
Remark 5 At d = 0 conformal factor is equal to unity g = 1 and transformation (4.27) preserves
canonical Poisson brackets on cotangent bundle to sphere T ∗S2
{Mi,Mj} = εijkMk, {Mi, xj} = εijkxk , {xi, xj} = 0 . (4.28)
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It also preserves the form of Casimir functions (γ, γ) = (γ˜, γ˜), (γ,M) = (γ˜, M˜) = 0 and integrals
of motion
H1 = a1M
2
1 +a2M
2
2 +a3M
2
3 = a1M˜
2
1 +a2M˜
2
2 +a3M˜
2
3 , H2 =M
2
1 +M
2
2 +M
2
3 = M˜
2
1 +M˜
2
2 +M˜
2
3 .
Using this hidden symmetry of the level set manifold we can construct a new integrable system on
cotangent bundle T ∗S2.
Let (u˜1, u˜2, p˜u1 , p˜u2) are images of coordinates (u1, u2, pu1 , pu2) after transformation (4.27).
Suppose that two functions
λk = 4(du˜k − 1)(a1 − u˜k)(a2 − u˜k)(a3 − u˜k)p˜
2
uk
are eigenvalues of the recursion operator N = Π′Π−1, where
Π′ =


0 0 λ1 0
0 0 0 λ2
−λ1 0 0 0
0 −λ2 0 0

 (4.29)
is the Poisson bivector in (u˜1, u˜2, p˜u1 , p˜u2) variables. The Nijenhuis torsion of N vanishes as a
consequence of the compatibility between Π′ and Π (2.11).
So, we have a Poisson-Nijenhuis manifold (partial case of bi-Hamiltonian manifolds) endowed
with a pair of compatible non-degenerate Poisson brackets. On such manifold functions we can
determine functions Jm = 1/2mtrN satisfying the Lenard relations
Π′dJi = ΠdJi+1 ,
which are in involution with respect to both Poisson brackets.
In our case first such integral of motion is equal to
H˜ = λ1 + λ2 = (ω˜,M) = (A˜
′
γM,M) , A˜
′
γ =
A− (γ,Aγ)E
2
+ dg2Bγ , (4.30)
where E is a unit matrix and
Bγ =

 (a1 − a3)(a1 − a2)x21 0 00 (a2 − a3)(a2 − a1)x22 0
0 0 (a3 − a1)(a3 − a2)x
2
3


Second integral of motion is the following polynomial of fourth order in momenta
K˜ = λ1λ2 = 4g
2(a1x1M1 + a2x2M2 + a3x3M3)
2
((
1− a1d− g
2d2(a1 − a3)(a1 − a2)x
2
1
)
M21+
+
(
1− a2d− g
2d2(a2 − a1)(a2 − a3)x
2
2
)
M22 +
(
1− a3d− g
2d2(a3 − a1)(a3 − a2)x
2
3
)
M23
)
.
or
K˜ = 4g2(γ,AM)2
(
(E− dA− d2g2Bγ)M,M
)
. (4.31)
It is easy to prove that functions H˜ and K˜ are in involution with respect to the Poisson bracket
(2.8) and Poisson bracket associated with bivector Π′ (4.29).
In this case new angular velocity of the ball
ω˜ = ω +∆ω = AγM +
A+ (γ,A, γ)E
2
M
is the additive deformation of initial angular velocity ω = AγM , that allows us to say about
integrable deformation of the Chaplygin ball at (γ,M) = 0. It will be interesting to study a
physical meaning of the corresponding nonholonomic model.
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4.1 Integrable Hamiltonian systems on the sphere
If d = 0, then the integrals of motion (4.30-4.31) are equal to
H˜ = (γ, γ)(M,AM)− (γ,Aγ)(M,M) , K˜ = (γ,AM)2(M,M) .
These functions are in involution with respect to the canonical Poisson bracket (4.28) and, therefore,
determine integrable Hamiltonian systems on cotangent bundle to unit sphere T ∗S2. We can also
add some potentials to H˜ , for instance,
H˜ ′ = H˜ + a(γ,Aγ) + b(γ,Aγ)3
without loss of integrablity. Integrable geodesic flow associated with H˜ has been found in [22]
together with another geodesic flows with integrals
Hˇ = (γ,Aγ)Hˆ − (γ, γ)(γ,AM)2 , Kˇ = (γ,AM)2
(
(γ,Aγ)(M,AM)− (γ,AM)2
)
.
One more integrable geodesic flow we can obtain directly applying arithmetic of divisors
associated another equivalence relation, similar bi-Hamiltonian systems on the plane are discussed
in [20]. Indeed, let us consider the free motion on the sphere with integrals
H1 =M
2
1 +M
2
2 +M
2
3 , H2 = −(a1M
2
1 + a2M
2
2 + a3M
2
3 ) .
In elliptic coordinates u1,2 and momenta pu1,2
γi =
√
(u1 − ai)(u2 − ai)
(aj − ai)(ak − ai)
, i 6= j 6= k ,
Mi =
2εijkγjγk(aj − ak)
u1 − u2
(
(ai − u1)pu1 − (ai − u2)pu2
)
.
these integrals read as
H1 =
φ1p
2
u1
u1 − u2
+
φ2p
2
u2
u2 − u1
, H2 = −
u2φ1p
2
u1
u1 − u2
−
u1φ2p
2
u2
u2 − u1
, (4.32)
where
φk = 4(a1 − uk)(a2 − uk)(a3 − uk) , k = 1, 2.
The corresponding separation relations determine genus one hyperelliptic curve
X : y2 = f(x) , f(x) = 4(a1 − x)(a2 − x)(a3 − x)(H1x+H2) .
Here x = u1,2 and y = φ1,2pu1,2 and Abel’s quadratures on this curve have the form
du1√
f(u1)
+
du2√
f(u2)
= 0 ,
u1du1√
f(u1)
+
u2du2√
f(u2)
= 2dt .
In order to reduce non-trivial second quadrature to the standard holomorphic form
du1√
f(u1)
+
du2√
f(u2)
= 2dτ (4.33)
we have to change time t→ τ and replace the canonical Poisson bracket {., .} to the bracket {., .}W
{ui, puj}W = uiδij , {u1, u2}W = {pu1 , pu2}W = 0 , (4.34)
see details in [20].
Supposing that variables u˜1,2 and p˜u1,2 satisfy to the same separation relations and quadratures
(4.33), one gets Abel’s differential equation
ω(x1, y1) + ω(x2, y2) + ω(x
′′
1 , y
′′
1 ) + ω(x
′′
2 , y
′′
2 ) = 0 (4.35)
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where ω = dx/y is a holomorphic differential on an elliptic curve and
x1,2 = u1,2 , y1,2 = φ1,2pu1,2 , x
′′
1,2 = u˜1,2 , y
′′
1,2 = −φ˜1,2p˜u1,2 .
According [1] solutions of this equation are the coordinates of points of intersection P1,2 = (x1,2, y1,2
and P ′′1,2(x
′′
1,2, y
′′
1,2 of elliptic curve X with the plane curve (conic section)
Y : y = P(x) , P(x) = b2x
2 + b1x+ b0 .
The elimination of coefficients bi leads to determinant∣∣∣∣∣∣∣∣
x21 x1 1 y1
x22 x2 1 y2
x′21 x
′
1 1 y
′
1
x′22 x
′
2 1 y
′
2
∣∣∣∣∣∣∣∣
= 0 , (4.36)
as the integral relation corresponding to Abel’s differential equation (4.35).
We can determine coefficients bi using a standard method [10, 13]. By definition four points
P1, P2, P
′′
1 , P
′′
2 form an intersection divisor of X and Y
X · Y =
∑
P∈X
⋂
Y
multP (X,Y )P = P1 + P2 + P
′′
1 + P
′′
2 .
Note that it is symmetric in X and Y , so the result can be considered as an element of Picard
groups PicX and PicY , simultaneously.
In the previous Section we consider the addition of divisors in Picard group of hyperelliptic
curve X
D +D′ = D′′ , D,D′, D′′ ∈ Pic0X ,
where supp(D) = {P1, P2} ∪ {P∞} and supp(D
′′) = {P ′′1 , P
′′
2 } ∪ {P∞}. Now we consider similar
addition of divisors in the second Picard group of conic section Y
D +D′ = D′′ , D,D′, D′′ ∈ Pic0Y .
Here suppD′ = {P ′1} ∪ {P∞} and P
′
1 = (x
′
1, y
′
1) is a point on the plane out of X . Parabola Y
interpolates P1, P2 and P
′
1
y1 = P(x1) , y2 = P(x2) , y
′
1 = P(x
′
1).
According [20], we take P ′1 = (0, 0) and substitute y = P(x), where
P(x) = x
(
(x− x2)y1
(x1 − x2)x1
+
(x− x1)y2
(x2 − x1)x2
)
(4.37)
due to Lagrange interpolation, into the equation y2− f(x) = 0 for X . As a result we obtain Abel’s
polynomial on x
ψ(x) = P2 − f(x) = A2(x− x1)(x− x2)(x − x
′′
1 )(x− x
′′
2 ) ,
having four zeroes at the points of intersection. Equating coefficients of ψ gives abscissas x′′1 and
x′′2 , whereas ordinates are equal to
y′′k = −P(x
′′
k) , k = 1, 2.
In our case
A2 =
(
4u21(u2 − u1)− φ1
)
φ1p
2
u1
u21(u1 − u2)
2
+
2φ1φ2pu1pu2
u1u2(u1 − u2)2
+
(
4u22(u1 − u2)− φ2
)
φ2p
2
u2
u22(u2 − u1)
2
and desired variables u˜1,2 = x
′′
1,2 are the roots of the polynomial
U˜(x) =
ψ(x)
(x − x1)(x − x2)
= A2x
2 +A1x+ 4a1a2a3
(
φ1p
2
u1
u1(u2 − u1)
+
φ2p
2
u2
u2(u1 − u2)
)
, (4.38)
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where
A1 =
(
4u21(a1 + a2 + a3 − u1)− φ1
)
φ1p
2
u1
u21(u1 − u2)
+
(
4u22(a1 + a2 + a3 − u2)− φ2
)
φ2p
2
u2
u22(u2 − u1)
.
Using equations (4.37-4.38) we obtain x′′1,2 and y
′′
1,2 as functions on x1,2 and y1,2. So, we can
explicitly determine auto Ba¨cklund transformations for the motion on the sphere governed by
Hamiltonians H1,2 (4.32).
Proposition 3 If variables u˜1,2 are the roots of polynomial (4.38) and
p˜uk = −
x
4(a1 − x)(a2 − x)(a3 − x)
(
(x− u2)φ1pu1
(u1 − u2)u1
+
(x− u1)φ2pu2
(u2 − u1)u2
)∣∣∣∣
x=u˜k
,
then mapping (u, pu)→ (u˜, p˜u) preserves the form of Hamiltonians H1,2 (4.32), Abel’s quadrature
(4.33) and the form of the Poisson bracket {., .}W (4.34), i.e.
{u˜i, p˜uj}W = u˜iδij , {u˜1, u˜2}W = {p˜u1 , p˜u2}W = 0 .
The proof is a straightforward calculation.
According [20], in order to get new canonical variables on T ∗S2 we can use additional Poisson
map
ρ : (u1, u2, pu1 , pu2)→ (u1, u2, u1pu1 , u2pu2) ,
which reduces canonical Poisson bracket {., .} (2.11) to bracket {., .}W (4.34). Indeed, using the
composition of Poisson mappings ρ and (u, pu) → (u˜, p˜u) we determine variables uˆ1,2, which are
the roots of the polynomial
ρ(U˜)(x) = ρ(A2)x
2 + ρ(A1)x+ 4a1a2a3
(
u1φ1p
2
u1
u2 − u1
+
u2φ2p
2
u2
u1 − u2
)
= 0 (4.39)
The corresponding momenta are equal to
pˆuk = −
1
4(a1 − uˆk)(a2 − uˆk)(a3 − uˆk)
(
(uˆk − u2)φ1pu1
(u1 − u2)
+
(uˆk − u1)φ2pu2
(u2 − u1)
)
(4.40)
The straightforward calculation allows us to prove the following statement.
Proposition 4 Canonical Poisson bracket
{ui, puj} = δij , {u1, u2} = {pu1 , pu2} = 0
has the same form
{uˆi, pˆuj} = δij , {uˆ1, uˆ2} = {pˆu1 , pˆu2} = 0
in variables uˆ1,2 and pˆu1,2 (4.39,4.40).
Let (uˆ1, uˆ2, pˆu1 , pˆu2) are images of coordinates (u1, u2, pu1 , pu2) after transformation (4.39,4.40).
Suppose that two functions
νk = 4uˆk(a1 − uˆk)(a2 − uˆk)(a3 − uˆk)pˆ
2
uk
are eigenvalues of the recursion operator N = Π′Π−1, where
Π′ =


0 0 ν1 0
0 0 0 ν2
−ν1 0 0 0
0 −ν2 0 0


is the Poisson bivector in (uˆ1, uˆ2, pˆu1 , pˆu2) variables. The Nijenhuis torsion of N vanishes as a
consequence of the compatibility between Π′ and Π and, therefore, the following functions
Hˆ =
ν1 + ν2
2
=
2∑
i,j=1
gˆijpuipuj ,
12
where
gˆ =


φ1u1
(
2u1 + u2 − u1u2(a
−1
1 + a
−1
2 + a
−1
3 )
)
u1 − u2
0
0
φ2u2
(
u1 + 2u2 − u1u2(a
−1
1 + a
−1
2 + a
−1
3 )
)
u2 − u1


and
Kˆ =
φ1φ2
a1a2a3
(
u21pu1 − u
2
2pu2
u1 − u2
)2
φ1u1p
2
u1
− φ2u2p
2
u2
u1 − u2
.
are in the involution with respect to the canonical Poisson bracket on T ∗S2.
In terms of original variables γ and M functions Hˆ and Kˆ have more complicated form.
Proposition 5 If (γ, γ) = 1 , (γ,M) = 0 and A is the nonsingular diagonal matrix then functions
Hˆ = α(M,AM)−
(
(γ,A∨γ)− α(γ,Aγ) + αtrA
)
· (M,M) ,
where
α = (γ,A∨γ)trA−1 + 2(γ,Aγ)− 2trA ,
and
Kˆ =
(
(γ,A∨γ) · (γ,AM)−
(
(γ,Aγ)− trA
)
· (γ,A∨M)
)2
×
(
(M,AM) +
(
(γ,Aγ)− trA
)
· (M,M)
)
, (4.41)
are in involution with respect to the canonical Poisson bracket (4.28). Here A∨ = A−1 · detA is
the cofactor matrix and trA is a trace of matric A.
The proof is a straightforward calculation.
Construction of geodesic flows on Riemannian manifolds is a classical object [2]. A particular
place among them is occupied by integrable geodesic flows. We obtain integrable geodesic flow
on the sphere S2 with quartic in momenta integral of motion which is absent in the list of known
integrable systems on the sphere.
The work was supported by the Russian Science Foundation (project 15-11-30007).
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