The melting curves and structural properties of tantalum (Ta) are investigated by molecular dynamics simulations combining with potential model developed by Ravelo et al. [Phys. Rev. B 88, 134101 (2013)]. Before calculations, five potentials are systematically compared with their abilities of producing reasonable compressional and equilibrium mechanical properties of Ta. We have improved the modified-Z method introduced by Wang et al. [J. Appl. Phys. 114, 163514 (2013)] by increasing the sizes in L x and L y of the rectangular parallelepiped box (L x ¼ L y ( L z ). The influences of size and aspect ratio of the simulation box to melting curves are also fully tested. The structural differences between solid and liquid are detected by number density and local-order parameters Q 6 . Moreover, the atoms' diffusion with simulation time, defects, and vacancies formations in the sample are all studied by comparing situations in solid, solid-liquid coexistence, and liquid state. V C 2015 AIP Publishing LLC. [http://dx
The influences of size and aspect ratio of the simulation box to melting curves are also fully tested. The structural differences between solid and liquid are detected by number density and local-order parameters Q 6 . Moreover, the atoms' diffusion with simulation time, defects, and vacancies formations in the sample are all studied by comparing situations in solid, solid-liquid coexistence, and liquid state. Transition metal tantalum (Ta), an important standard material in shock Hugoniot experiments 1 and a potential pressure standard in Diamond-anvil cell (DAC) runs, 2 has attracted more and more attention in the fields of highpressure technologies. To validate the scientific design and rational application, it is crucial to make the equation-ofstate of Ta well-informed. However, the melting curves of Ta, obtained from shock-wave compression, 3 DAC experiments, [4] [5] [6] [7] [8] and theoretical methods, [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] show great inconsistencies up to now.
In experiments, by extrapolating melting temperature from DAC pressure of about 100 GPa to shock loading pressure of about 300 GPa, there exist several thousand degrees of discrepancies. Most recently, Dewaele et al. 4 obtained a sharper DAC melting curve compared with the previous reported flat data, when excluding the effects of chemical reactivity of Ta samples with pressure medium. However, almost at the same time, Ruiz-Fuertesa et al. 5 still obtained the same flat melting curve in another new DAC experiment, in contrast with the results of Dewaele et al. 4 Thus, the discrepancies still exist between the DAC and the shock melting data.
In theories, many researchers have made an attempt at explaining such discrepancies mainly from two aspects. On one hand, whether or not a solid-solid phase transition occurred before melting is a hot topic. Several possible phases, i.e., hex-x, [18] [19] [20] [21] A15, 22, 23 and pnma, 24 have been reported to be the possible competitive phases with bodycentered cubic (bcc) at high pressure and high temperature. However, no agreement has been reached among them at the moment. On the other hand, a series of theoretical melting curves produced from various methods have been reported during the recent ten years, such as density-functional-theories (DFT) based on mean-field potentials, 9 molecular dynamics (MD) simulations with different potentials (i.e., embedded-atom method (EAM), 10 extended Finnis-Sinclair (EFS), 11, 12 and the model generalized pseudopotential theory (MGPT) potentials 13, 14 ) , and the DFT-based ab initio MD simulations 18 also produced inconsistent results. Among these alternative methods, MD simulations with relevant potentials draw more attentions due to the advantage of simulating huge systems. However, two potential factors may affect the simulation results: one is the selected inter-atomic potential models, and the other is the applied simulation methods.
In 2013, Ravelo et al. 17 systematically compared several available potentials of Ta (FS model from Ref. 25 , EAM model from Refs. [26] [27] [28] . They found that all these potentials produce an "unwanted" phase transition from bcc ! hexagonal close-packed (hcp) at pressure lower than 100 GPa. They speculated that such insufficient may be due to the fact that these models only considered properties at T ¼ 0 and P ¼ 0. By considering high pressure properties of Ta, they obtained two potentials which can produce a stable bcc phase in pressure range up to 300 GPa. Thus, it is necessary to test the applied potential models before simulations. In this work, we will further compare the reliability of several available potentials of Ta systematically, including the compressional and equilibrium mechanical properties. And then, we will choose the most suitable potential to calculate the melting properties of Ta.
For the simulation methods on predicting melting curves of a material, there are mainly four schemes, i.e., one-phase method, 29 two-phase method, 30 Z method, 31, 32 and Gibbs a)
Authors to whom correspondence should be addressed. free energy method. 33 Recently, Wang et al. 15, 16 systematically summarized the four methods from the degrees of accuracy, empiricism, and complexity. They proposed that Z method is able to explain the physical meaning of the maximum superheating, but produces a melting curve slightly lower than two-phase simulation by taking the lowest temperature of liquid as melting point. 15, 16 Then, they proposed a modified Z (M-Z) method which allows one to obtain the melting temperature from solid-liquid coexistence state by introducing a rectangular parallelepiped simulation box (Lx ¼ Ly ( Lz). With their modified Z method, one can obtain a solid-liquid coexistence state, from which the melting point can be predicted more precisely. They have confirmed that this method has equivalent accuracy with two-phase method but with simpler simulation. However, we
), the length along x (L x ¼ 4a) and y (L y ¼ 4a) directions are really short. As is well known, the melting point will be affected by the size of the simulation box as well as the short length in x and y directions. Moreover, at high pressure, the short side of the simulation box will be smaller than two times of the cutoff of the interatomic potential. Thus, another purpose in this work is to check the influence of L x and L y on the melting temperature.
With the reliable potential and proper method to simulate melting curve, we will further explore the structural properties including diffusion and defects formations of Ta during melting. The rest of this paper is organized as follows. Section II details the computational methods. In Sec. III, we present our obtained results and discussions. The conclusions are drawn in Sec. IV.
II. COMPUTATIONAL METHODS

A. Interatomic potential
Several inter-atomic potential models are selected to be tested, i.e., EAM potential from Ref. 17 
where the total energy of the ith atom U is expressed as the sum of the conventional central pair-potential and the embedding potential representing the interaction of many atoms. But the explicit expressions of V(r) and f(q) are different in each potential. For a detailed information, the readers are recommended to refer Refs. 17, 28, 34, and 35.
B. Molecular dynamics simulations
All our simulations are performed with the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) code. 36 The Newton equation of motion was solved using the velocity algorithm with a time step of 1.0 fs. The system was simulated for a sufficiently long period of 200 000 time steps, with the first 170 000 time steps to establish equilibrium and the subsequent 30 000 time steps to obtain the statistical averages of physical properties such as pressure, temperature, volumes, and so on. For states around melting, we continue our simulations for a longer simulation time over 2 000 000 time steps in order to gather steady information.
C. Equilibrium melting temperature
For melting prediction, modified-Z method 15, 16 proposed recently by Wang et al. is selected, together with twophase simulation 30 and Z method 31, 32 for comparison. In two-phase simulation, the initial simulation sample contains 12 Â 12 Â 24 bcc Ta unit cells, corresponding to 6912 atoms (two atoms in one unit cell). A solid-liquid coexistence interface is first constructed by slightly heating the sample to temperature close to melting point (3000 K). And then with half of the atoms frozen, the other part is heated to T ¼ 10 000 K to make sure a complete melting. Next, this sample is further simulated in isothermal-isobaric (NPT) ensemble to obtain the melting points. At a given pressure, if the simulated temperature is higher than melting point, the solid-liquid interface will move toward solid part. Conversely, the solid-liquid interface will move toward liquid part. By decreasing the interval of simulated temperature, we can obtain the exact melting temperature at the given pressure.
In Z method, the initial simulation sample contains 12 Â 12 Â 12 bcc Ta unit cells (3456 atoms). The simulations are performed in microcanonical (NVE) ensemble. At a given volume, by changing the initial temperatures, corresponding to different total energy, the system will become solid at low temperature and liquid at high temperature. The whole processes carry on along the isochore curve, which contains two parts with one being solid and the other being liquid. Melting point is defined as the lowest temperature of liquid.
For the M-Z method, the simulation processes are the same as those reported by Wang et al. 15, 16 Different from Z method, the simulation box is rectangular parallelepiped with L x ¼ L y ( L z instead of cubic. In our simulation, a box with 6 Â 6 Â 48 unit cells (3456 atoms) is applied. With this method, the produced isochore curve contains solid, solidliquid coexistence, and liquid part. The melting points are obtained by pursuing the steady solid-liquid coexistence phase.
III. RESULTS AND DISCUSSION
A. Compressional and equilibrium mechanical properties of Ta Although the exact phase (i.e., hex-x from Refs. 18-21, A15 from Refs. 22 and 23, and pnma from Ref. 24 ) at high pressure and high temperature is controversial, bcc phase has been proved to be the most stable phase at T ¼ 0 up to 300 GPa. In molecular dynamics simulation, it is really a hard work to choose a proper potential to describe the phase relation of Ta. Though there have been many potentials available for Ta, each potential is developed confined to specific conditions. This directly leads to the potentials having disadvantage in describing the properties of materials. For an example, in the recent work of Ravelo et al., 17 they tested five general potentials of Ta and found that all these potentials produce an "unwanted" bcc ! hcp phase transition at pressure lower than 100 GPa. By fitting the experimental and density functional theory data, Ravelo et al. 17 developed two another potentials, which can well distinguish bcc and hcp phase and produce a stable bcc phase up to 300 GPa.
In our work, we test the two EAM potentials from Ref. 17 , which have been reported to produce reasonable descriptions of the mechanical and physical properties of Ta. 37, 38 We also compared the results obtained with EFS potential from Ref. 28 17 this potential has previously been recommended to produce many properties comparable with the experimental data, especially for melting properties. 11, 12, 16 The other two potentials from Refs. 34 and 35 have also been widely used in the previous work [39] [40] [41] [42] and not included in the calculations of Ravelo et al. 17 Thus, we select the five potentials above for comparison and choose the best one to further calculate the melting properties of Ta.
In Fig. 1 (a), we presented the produced enthalpy differences between bcc and ideal hcp phase DH bcc!hcp , as well as those between bcc and face-centered-cubic (fcc) phase DH bcc!fcc at zero temperature. We found that bcc transforms to idea hcp phase at a lower pressure than bcc!fcc transitions for all the applied potential models. With increasing pressure, except potential from Ref. 17 , all other potentials produce bcc ! hcp phase transitions below 100 GPa, which is contrary to the available experimental and theoretical results. For two potentials from Ref. 17 , in order to distinguish them, we assigned them as EAM1 and EAM2 in Fig.  1 . We note that EAM1 and EAM2 produce a bcc!hcp phase transitions at pressures about P ¼ 465 GPa and P ¼ 321 GPa, respectively. In the calculations of Ravelo et al., 17 the transition pressures are P ¼ 463 GPa and P ¼ 325 GPa from EAM1 and EAM2, respectively. The agreements between our results and those from Ref. 17 are relatively well.
To further test the phase stabilities of Ta with EAM1 and EAM2 potentials, we also compared the enthalpy differences between bcc phase and several most competitive possible phases at high pressure and high temperature that have been reported, i.e., hex-x from Refs. 18-21, A15 from Refs. 22 and 23, and pnma from Ref. 24 in Fig. 1(b) . We found that EAM1 potential produces a bcc ! pnma phase transition at about 110 GPa. However, bcc is always the most stable phase in the pressure range of 0-300 GPa with EAM2 potential. Moreover, we note from Fig. 1 (a) that for EAM2 potential, the enthalpy of idea hcp phase is very close to that of bcc in the pressure range of 100-300 GPa. This indicates that phase transition is possible to occur at high temperature. Burakovsky et al. 18 reported that if there is a phase transition, intersection can be found in the produced melting curves. However, no intersection is found in our melting curves of bcc and hcp phases, indicating that bcc is more stable than hcp phase at high temperature until melting. In Table I , we also compared the energy differences of bcc, fcc, and hcp phase at T ¼ 300 K and P ¼ 0 GPa with the five potential models. To further assess on the qualities of the applied potentials, we have performed MD simulations to calculate the pressure-volume (P-V) relations by using the five potential models. All the results are plotted in Fig. 2 , compared with the data from DAC experiments. 2, 44 Obviously, except potential from Ref. 34 produces a result that deviates from the experimental data, all other potential models can produce reasonable P-V relations. Moreover, the obtained equilibrium volumes are 18.034 Å from both EAM1 and EAM2, 17.969 Å from EFS, 18.011 Å from EAM, and 18.010 Å from MEAM potentials. All these data can compare favorably with the experimental data of 18.035 Å , 44 and those from EAM1 and EAM2 show the best agreement, as presented in Table I .
Hugoniot curve can be obtained according to the Rankine-Hugoniot formula
where E H is the molar internal energy along the Hugoniot and E 0 and V 0 are the molar internal energy and volume at zero pressure and temperature, respectively. We calculated the pressure-temperature (P-T) relations along the Hugoniot according to Eq. (2). For a given volume V H , we adjusted temperature and obtained pressure and energy from MD until the Rankine-Hugoniot relation was satisfied. The obtained Hugoniot P-T relations are presented in Fig. 3 , together with other theoretical calculations. 1, 11, 13, 17, 45 We note that even though the five potential models produce P-T relations deviated from each other more or less, the tendencies are nearly the same as other theoretical data. It is really difficult to make a comment that which result is better, especially when TABLE I. The calculated equilibrium lattice constants a (Å ), atomic volumes V (Å ), elastic constants C 11 , C 12 , and C 44 (GPa), bulk modulus B (GPa), cohesive energies E c (eV), vacancy formation energies E f (eV), and energies differences DE bcc!fcc and DE fcc!hcp of Ta, in comparison with the experimental data. limited experimental data are available. Moreover, for EAM1, EAM2, and EFS potential models, we can detect that obvious jumps occurred in the P-T curve, indicating the solid-liquid transitions. When compared with the experimental shock melting point, 3 the results from EAM2 and EFS potential models located within the error and that from EAM1 seem to be a little lower.
In Table I , we also systematically compared the equilibrium lattice constants, elastic constants, cohesive energies, and vacancy formation energies of Ta obtained with the five potential models. We can find that all the potentials can produce reasonable results when compared with the experimental data. [46] [47] [48] [49] [50] However, when extended to high pressure, "unwanted" bcc!hcp (for EFS Figs. 1(a) and 1(b) . Burakovsky et al. 18 have reported that from different initial phases, the produced melting curves would have significant discrepancies with each other. Thus, the melting properties obtained from potential models which produce inaccurate phase relations are really questionable. Therefore, selecting a potential which can produce phase stabilities reasonably is of great importance. Combined with compression properties in Figs. 1-3 and equilibrium mechanical properties in Table I , as well as those reported by Ravelo et al.,
17 EAM2 is better than EAM1. Thus, we apply EAM2 potential to further calculate the melting curves and other melting properties in the following. Moreover, as the calculated bcc!hcp phase transition occurs at pressure P ¼ 321 GPa, we only calculate the melting curves in pressure range of 0-300 GPa to ensure the correctness.
Along our Hugoniot P-T curve, we also calculated the high pressure and high temperature sound velocities in pressure range of 0-300 GPa with EAM2 potential for bcc Ta. The comparisons of the calculated sound velocities with the experiments are plotted in Fig. 4 . It is noted that both our shear sound velocities (C l ) and bulk sound velocities (C b ) data can compare very well with the experimental data. 3, [51] [52] [53] [54] By the systematical comparisons above, we believe that the melting properties calculated with EAM2 potential in the following should be reliable.
B. Melting curves of Ta
Appling two-phase, Z, and M-Z methods combined with EAM2 potential model, we systematically compared the discrepancies of the produced melting curves. For two-phase simulations, melting temperatures are calculated at different pressures with pressure interval of 50 GPa. At a given pressure and temperature in NPT ensemble, the temperature and pressure reach the target values in a short time, as shown in Fig. 5(a) , corresponding to pressure from about 10 to 280 GPa. At each volume, simulations started from perfect bcc Ta crystal in NVE ensemble. Different initial temperatures from low to high are applied to explore the melting temperature. As expected from equipartition, the initial T drops rapidly to about half of its initial value (as shown in the figure), and it then fluctuates at a quasisteady state, which are shown in Fig. 5(b) for Z method and Fig. 5(c) for M-Z method. In Fig. 5(b) , we illustrate two examples at V ¼ 17.97 Å 3 for initial T ¼ 8500 and 8600 K. We can note that for initial T ¼ 8500 K, the produced temperature stays steady at about 3838 K all the time, indicating that the crystal is always solid. At T ¼ 8600 K, the produced temperature drops again after a period of $95 ps due to melting and then fluctuates at a lower steady value of 3239 K. For M-Z method, the situations are similar to those of Z method when initial T ¼ 7900 K, indicating that the final state is solid. When T ¼ 8400 K, the produced temperature decreases gradually in the first $100 ps and then stays in a steady solidliquid coexistence state. T ¼ 8700 K shows similar tendencies as those of T ¼ 8400 K when time is lower than $950 ps, but then drops abruptly to a lower value, indicating that the melting happens. The system pressures in the figure have similar behaviors with the temperatures, except that they jump when the temperatures fall.
Alfè et al. 55 have reported that the melting times that elapse before melting are different in different simulations because the melting transition is not correlated with the details of the initial conditions. Thus, if the system settles in exactly the same thermodynamic state, the final temperature and pressure should be the same in different simulations. Therefore, to make sure that the final solid-liquid coexistence are stable, we produced five independent simulation runs for T ¼ 8400 K. The obtained final temperatures are 3391, 3391, 3378, 3384, and 3389 K, and pressures are 11.9 GPa for all the case, indicating that our finally obtained coexistence states are stable and our simulation time is long enough.
With two-phase and Z methods, we calculate the melting curves with EAM2 potential and the results are presented in Fig. 6(a) . It is clear that the melting curve obtained from Z method is slightly lower than that from two-phase simulations. To verify that the results are not affected by the box size, we choose three different supercells consisting of method and two phase simulation in Fig. 6(a) are caused only by different methods.
To solve the problem of underestimating the melting temperatures in Z method, Wang et al. 15, 16 proposed a new method by introducing a rectangular parallelepiped simulation box (L x ¼ L y ( L z ). The whole system is simulated in NVE ensemble. At a given volume, by gradually increasing the simulated temperature, the system will experience solid!solid-liquid coexistence!liquid state along the isochore. In Fig. 7(a) , we present an example with V ¼ 17.97 Å 3 . The melting temperature is determined by the steady solidliquid coexistence state. To compare the melting curves obtained with Z method and M-Z method, we construct a rectangular parallelepiped simulation box with 6 Â 6 Â 48 unit cells (3456 atoms), which contains the same atoms as we used in Z method. We can find from Fig. 7(b) that M-Z method produces melting points nearly in line with those from two phase simulation, but higher than those obtained with Z method. In fact, the solid-liquid coexistence state from M-Z method can exist in a relatively wide range, and the points fluctuate slightly around a certain area, as illustrated in Fig. 7(c) , which corresponds to the first melting point marked with dashed ellipse in Fig. 7(b) or the solid-liquid coexistence state (T m ) in Fig. 7(a) . Thus, we fit these points with polynomial. We can find that it is relatively difficult to distinguish the two curves from two phase simulations and the fitting line from M-Z method. In Fig. 7(c) , by comparing the melting temperature at the same initial volume V ¼ 17.97 Å 3 , we can also easily note that M-Z method produces melting temperatures higher than that from Z method.
In the M-Z method, Wang et al. 15, 16 have reported the detailed method and principle in constructing the initial simulation box, i.e., the smallest box to obtain the solid-liquid coexistence is about 4 Â 4 Â 16a 3 , and the aspect ratio of the simulation box should be no less than 4. However, we know that simulation size is important in molecular dynamics simulation with inter-atomic potential. Moreover, the short side of the simulation box will be smaller than two times of the cutoff of the interatomic potential at high pressure. The size of L x and L y used in the studies of Wang et al. 15, 16 is only 4a. We suspect that such a small size will affect the melting points. Thus, in Fig. 8(a) , we introduce two rectangular parallelepiped box (L x ¼ L y ( L z ) boxes, i.e., 6 Â 6 Â 48 and 4 Â 4 Â 108, to explore the influence of the size L x and L y to the melting temperature. We can find that system with 4 Â 4 Â 108 unit cells produces a melting curve obviously higher than that from 6 Â 6 Â 48 unit cells. Moreover, to explore if such difference is affected by the different size in L z , we keep L x and L y unchanged and decrease the size in L z . Thus, we compared the melting curves from 4 Â 4 Â 108 and 4 Â 4 Â 48 unit cells. We found that the two fitted melting curves are difficult to distinguish, as shown in Fig. 8(b) . Therefore, we can speculate that melting temperature is mainly affected by the size in L x and L y of the rectangular parallelepiped box. When L x and L y are fixed, the aspect ratios of the simulation box have little effects to the melting temperatures as long as steady solid-liquid coexistence state can be obtained. Moreover, with large aspect ratio, the solidliquid coexistence states at a given volume cover a wider range, as illustrated in Fig. 8(b) . Thus, we can conclude that due to the small sizes in L x and L y for systems with 4 Â 4 Â 108 and 4 Â 4 Â 48 unit cells, they are really not suitable to simulate the melting curves of Ta, and system with 6 Â 6 Â 48 unit cells produce more reasonable results.
To make sure that 6 Â 6 Â 48 unit cells is large enough both in box size as well as in L x and L y , we also calculate the melting curve with 8 Â 8 Â 64 unit cells. The obtained two polynomial fitting curves are in line, as shown in Fig. 9 . This indicates that box with 6 Â 6 Â 48 unit cells is sufficient for our calculation. We also illustrate the experimental data from DAC, 4-7 piston-cylinder measurements, 8 and shock-wave compression, 3, 56, 57 as shown in Fig. 9 . When comparing our melting curves with the data from Refs. 5-8, agreements can be found only at pressures around 10 GPa. With increasing pressure, the deviations become more and more significant. However, our melting line is in good agreement with recent DAC melting data from Ref. 4 , and the line is always within the error ranges. In the work of Dewaele et al., 4 they excluded the effects of chemical reactivity of Ta samples with pressure medium and pressure medium melting. And they believe that the previous tantalum melting curve [6] [7] [8] has been underestimated because of the undetected chemical reactions or errors of pyrometry. Melting temperatures produced from shock compressions 3, 56, 57 are greatly higher than those from DAC 4-7 and piston-cylinder experiments. 8 Brown and Shaner 3 gave the first shock melting data of 8500 6 1500 K at about 300 GPa. Recently, Dai et al. 56 and Li et al. 57 further complemented and perfected the shock data in a wider pressure range of about 100-200 GPa and 300-400 GPa. We note that although shock data from Refs. 56 and 57 seem to be a little higher than that from Ref. 3 , if extrapolated to the same pressure range, all these data can roughly fall on the same line in their error ranges. Errandonea 58 claimed that shock-wave experiments overestimate the melting temperature due to the small time scale in shock experiments. Because of this, they introduced a superheating correction to the shock-wave data of Brown and Shaner 3 and produced a lower value, as presented in the figure. If compared with the original shock data directly, 3, 56, 57 we can note that our melting curve seems to be a little lower and just close to the minimum value of the error range. When compared with the superheating corrected value from Ref. 58, our results can perfectly locate within the error range. Thus, while considering the superheating correction to data from Refs. 56 and 57, the discrepancies between our data and those from shock compression can be greatly decreased.
C. Structural properties during melting
During melting, the atomic structures undergo great changes with temperatures. It is an acknowledgement to us that the atoms arrange based upon a certain rule in solid but disorderly in liquid. Moreover, due to thermal vibration, the atoms diffuse with simulation time, and defects as well as vacancies will form in the sample. Here, we take V ¼ 17.97 Å 3 as an example to investigate the structural variations during melting with systems containing 6 Â 6 Â 48 unit cells. According to our simulations, the final states are solid when the initial simulation temperatures T 7900 K. In temperatures between 8000 and 8600 K, solid-liquid coexistence can be obtained, with which melting temperatures are determined. At T ! 8700 K, the final simulation states are liquid. Thus, three different states are all considered in the following.
By cutting the simulation supercells into 160 slices along Z axis, we plot the average number density in slices. The solid phase is identified by periodic oscillations of the number density, as shown in Fig. 10(a) for T ¼ 7900 K. For liquid state, the number density fluctuates randomly with much smaller amplitudes 59 ( Fig. 10(c) for T ¼ 8700 K). When T ¼ 8000-8600 K, the systems eventually evolve into steady solid-liquid coexistence states after a long simulation. 
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The average number density in slices presents us an obvious view of the solid part and liquid part, as shown in Fig. 10(b) for T ¼ 8400 K. Local-order parameters Q 6 introduced by Steinhardt et al. 60 provides useful analysis to distinguish solid from liquid state during the simulation. In Fig. 10 , Q 6 is also illustrated along Z axis. A value greatly larger than zero represents solid, and a value close to zero indicates the liquid state. The agreements with the results from number density analyses are relatively well.
To appreciate the diffusion process, we calculated the distance that every atom traveled from its initial ideal bcc lattice position with simulation time at three different temperatures, i.e., T ¼ 7900, 8400, and 8700 K. The results are presented in Fig. 11 , which show how many atoms traveled a given distance (<30 Å ) at different moments of time from 2 to 200 (Â10 4 ) time steps. At T ¼ 7900 K in Fig. 11(a) , several peaks can be found at different distances. At the initial time, clear peaks can be detected in distance within 6 Å , and plenty of atoms are located in the first peak. This is because atoms diffuse by jumping from one unit cell to another. They spend most of their time within some unit cell and then a very short time traveling to the neighboring unit cell. As time goes by, more and more atoms jump out of their original unit cells, and the displacement of atoms gradually increase. This leads to the peaks in small displacements decrease gradually until disappear, and those for larger displacements consequential increase. At last, peaks are not so apparent, and the displacements of atoms locate in a wide range. For T ¼ 8400 K in Fig.  11(b) and T ¼ 8700 K in Fig. 11(c) , the situations are similar as those for T ¼ 7900 K. The only difference is that the atoms move faster and farther with time. At the same simulation time, more atoms have lager displacements at a higher simulation temperature.
Due to the fact that all atoms might move away from their initial ideal crystalline positions, defects and vacancies come into existence. We here applied the method introduced by Belonoshko et al. 61 to distinguish the defects and vacancies formed in the samples. Simulation sample at any given time step is compared with the perfect bcc Ta crystal. All atoms are classified as either "normal" atoms or defect atoms. The defect atoms are those which occupy an interstitial. Accordingly, the perfect bcc lattice sites are considered as either occupied or vacant. For a node in perfect bcc crystal, if no atoms can be assigned to it within a certain distance (equal to the lattice constant) or the atoms close to this node are already classified to the neighboring nodes, the node is claimed vacant and represents a vacancy. After checking out all the nodes, we come up with the vacant nodes as well as the atoms which have not been assigned to any node. The former are vacancies and the latter atoms are defects, and they are equal in number. In Figs. 12(a)-12(d) , we illustrate the number of defects at T ¼ 7900, 8200, 8400, and 8700 K, respectively. It is obvious that when the sample stays in solid state with initial T ¼ 7900 K, there are comparably few defects, only about 11 in an average. At both T ¼ 8200 and 8400 K, the samples evolve from solid to solid-liquid coexistence, the corresponding defects are very few at the begin and then increase to a high level. In solid-liquid coexistence state, the systems are in dynamic balancing, and the number of defects fluctuates in a relatively wide range. The average defects numbers are $410 for T ¼ 8200 K and $433 for T ¼ 8400 K. When the initial T ¼ 8700 K, the sample evolves from solid-liquid coexistence to liquid after $100 Â 10 4 time steps. The number of defects fluctuates obviously with an average number of $455 first and then closes to a constant of $478 after 100 Â 10 4 time steps. To inspect the spatial correlation of the defects, we plot several snapshots of the defects and vacancies obtained during the molecular dynamics simulations in Fig. 13 . For solid and liquid state, we only choose one steady state at time step of 150 Â 10 4 as an example to illustrate the snapshots of the defects and vacancies at T ¼ 7900 and 8700 K, respectively. The defects and vacancies distribute in the sample randomly, and the numbers of defects (or vacancies) are 9 for solid and 477 for liquid at this moment. For solid-liquid coexistence state, we choose T ¼ 8200 K as an example illustrating several evolving processes. At the beginning, fewer defects (or vacancies) can be found ($26), corresponding to solid state. With increasing time, the growth of the nucleus becomes irreversible, and we can see a cloud of defects and vacancies ($139) formed at time step of 20 Â 10 4 . Steady solid-liquid coexistence state has formed in a short time after that. Two coexistence states at time step of 32 Â 10 4 and 150 Â 10 4 are presented, with defects number of about 347 and 425, respectively. The solid and liquid parts in the coexistence state can be distinguished by the distribution of defects and vacancies. In solid state, the number of vacancies and defects are obviously less than those on liquid part. However, by comparing the number of defects and vacancies in the solid part at time step of 32 Â 10 4 and 150 Â 10 4 with those at 4 Â 10 4 , we found that the defects and vacancies in solid part of coexistence state seems to be more than those in pure solid state. This is due to the fact that in coexistence states, the whole sample stays in dynamic balancing, and the nucleuses also vanish and appear continually in the sample.
IV. CONCLUSIONS
We have performed molecular dynamics simulations combining with the embedded-atom potential model produced by Ravelo et al. to investigate the melting curve and structural properties of tantalum. The main findings are listed as follows:
(1) Five different potential models are systematically compared by detecting their abilities of producing the compressional properties like phase stabilities, pressurevolume relations, and Hugoniot pressure-temperature curves, as well as equilibrium mechanical properties like lattice parameters, elastic constants, bulk modulus, cohesive energies, and vacancy formation energies. We found that nearly all these potential models can reproduce the equilibrium mechanical properties well. However, when turned to compressional properties, especially the phase stabilities, except EAM2 potential models from Ravelo et al., all other potentials produced "unwanted" bcc!hcp transitions (for EFS, EAM, MEAM potentials) at pressure lower than 100 GPa and bcc!pnma transition (EAM1 potential) at about 110 GPa. Moreover, the sound velocities calculated from EAM2 potential also compare favorably with the experimental data. (2) To calculate the melting curves of Ta, we applied three different methods, i.e., two phase, Z, and modified-Z method. We found that Z method underestimate the melting curve to a certain extent. By increasing the sizes in L x and L y of the rectangular parallelepiped box (L x ¼ L y ( L z ), we improved the modified-Z method and produced a melting curve consistent with that from two phase simulations. The influence of size and aspect ratio of the simulation box to melting curves are also fully tested. We found that melting temperature is mainly affected by the size in L x and L y of the rectangular parallelepiped box. When L x and L y are fixed, the aspect ratios of the simulation box have little effects to the melting temperatures as long as steady solid-liquid coexistence state can be obtained. Moreover, with large aspect ratio, the solid-liquid coexistence states at a given volume cover a wider range. All our tests indicate that simulation systems with small L x and L y to be 4a in the work of Wang et al. 15, 16 is unreasonable. To obtain a more accurate melting temperature, the simulation system should be large enough. From our work, we found that supercell with 6 Â 6 Â 48 unit cells can produce a melting curve nearly the same as that with 8 Â 8 Â 64 unit cells, indicating that system with 6 Â 6 Â 48 unit cells is large enough. (3) By comparing our melting curve with the DAC and piston-cylinder experimental data, our melting line is in good agreement with recent DAC melting data from Dewaele et al., but deviate with others at high pressure.
When compared with the shock data, our results show agreement with the superheating corrected value. (4) The structural differences between solid and liquid are detected by number density and local-order parameters Q 6 . The obtained results are self-consistent. Moreover, the atoms' diffusion with simulation time, defects, and vacancies formations in the sample are all studied by comparing situations in solid, solid-liquid coexistence, and liquid state. In solid state, there are rarely few defects. However, in both solid-liquid coexistence and liquid state, plenty of defects are formed in the sample.
