previous results and solves a number of open problems. In 1937, Scholz [7] raised the problem of determining L(1, 1, N) (computing one power of one indeterminate) and observed that log N <_-L(1, 1, N) _-< 2 log N.
In 1939, Brauer [2] obtained the asymptotic formula L(1, 1, N) log N, and in 1960, Erd6s [3] improved this to [ log (N+l) .)
log(N+ 1) + L(1, 1, N) log N + log log (N + 1) ,1o o -/ 1) In 1963, Bellman [1] raised the problem of determining L(1, q, N) (computing one monomial in several indeterminates), and in 1964, Straus [-8] showed that L(1, q, N)---log N for each fixed q.
In 1969, Knuth [4] (Section 4.6.3, Exercise 32) raised the problem of determining L(p, 1, N) (computing several powers of one indeterminate), and in 1976, Yao [9] showed that L(p, 1, N)--log N for each fixed p.
In a preliminary version of this paper [5] , the author raised the problem of determining L(p, q, N) and showed that if p 2 ( and q 2(", then L(p, q, 1)pq/log (pq). In this paper we shall prove the following THEOREM.
Since p (N + 1)(q) and q (N +1)(") together imply (in fact, are equivalent to) w o(H/log H), this theorem implies the result described in the abstract, as well as all the other asymptotic formulae cited above. The proof of the theorem is in two parts: a lower bound and an upper bound. The lower bound, presented in 2, owes several ideas to the paper [3] of Erd6s cited above. The upper bound, presented in 3, would be the more difficult part of the proof if we had to start from scratch. In another paper [6] , however, the author has given a result (also growing out of the preliminary version [5] ) which allows the upper bound to be deduced as a corollary.
1.1. Reformulation of the problem. It is both traditional and convenient to reformulate the problem at hand in additive rather than multiplicative notation. We shall say that a matrix is standard if its rows are distinct and appear in the standard order. Henceforth we shall restrict our attention to standard matrices, and all matrices will be assumed to be standard even if this is not explicitly mentioned. is the base of natural logarithms), we obtain
There are q + 1 U(log q) U(log w) possible values of m, and for each value of n <-L(p, q, N),
Thus, for any value of n <-_ L(p, q, N), there are at most
Each chain is associated with some code, and at most one chain is associated with each code. Thus the bound just derived applies to chains as well as codes. 7] We can now complete the proof. By Lemmas 2.1-3 and-5, there is a value of n <-L(p, q, N) such that (H2/n)nU(n)U(w) >-_2HU(w logH) or, by taking logarithms, 2n logH-n logn+O(n)>-H+O(w log H).
Ignoring the n log n term for the moment, this implies Proof. Let (t/, , , ) Let C(p, q, N) denote the maximum of C(y) over all p-by-q (N + 1)-ary matrices y. In [6] it was shown that H C(p,q,N)<_ log H log log H'X 1/2) o ) + 0( log N)+ O(w).
Thus the preliminary upper bound will follow if we prove L(y)_-< C(y), which implies L(p, q, N) C(p, q, N).
Consider a graph with at most C(y) edges that meets the conditions enumerated above. We may assume that this graph has no cycles, since the deletion of all edges involved in cycles would not affect the number of paths from an input to an output unless that number were originally infinite. From this graph we can obtain another in which the degree (the number of edges directed from) each vertex is 0, 1 or 2, which has at most C(y) vertices with degree 1 or 2, and which also meets the conditions enumerated above; this is done by replacing each vertex with degree d-> 3 by d-1 vertices with degree 2. We can then associate with each vertex a vector which, for We shall consider two cases, according to whether p -> q or p < q.
If p _-> q, we shall compute yl, , yp from Xx,""", xq in three steps as follows.
(1) For 1 _-< j _-< q and 1 <-b _-< t, compute 2s(b-1)Xj Let us now count the number of additions required to perform these steps. Consider X,(j-,)+b. For b 1, it is xi; for 2-< b -t, it can be computed from using s additions: Consider x' ti-1)+b. For b 1, it is xi, for 2 <= b <-t, it can be computed from x tj-l)+b-1 using one addition"
Thus step (1) requires at most x ,'-l)+b 2X' t0"-l)+b-1.
q(t-1)<-qt =O(H 1/2) additions. Since 0 _-< e'',g =< 1 for 1 <= f <= qs and 1 <= g <= qt, step (2) 
