Gaussian process classification of superparamagnetic relaxometry data: Phantom study.
Superparamagnetic relaxometry (SPMR) is an emerging technology that holds potential for use in early cancer detection. Measurement of the magnetic field after the excitation of cancer-bound superparamagnetic iron oxide nanoparticles (SPIONs) enables the reconstruction of SPIONs spatial distribution and hence tumor detection. However, image reconstruction often requires solving an ill-posed inverse problem that is computationally challenging and sensitive to measurement uncertainty. Moreover, an additional image processing module is required to automatically detect and localize the tumor in the reconstructed image. Our goal is to examine the use of data-driven machine learning technique to detect a weak signal induced by a small cluster of SPIONs (surrogate tumor) in presence of background signal and measurement uncertainty. We aim to investigate the performance of both data-driven and image reconstruction models to characterize situations that one can replace the computationally-challenging reconstruction technique by the data-driven model. We utilize Gaussian process (GP) classification model and a physics-based image reconstruction method, tailored to SPMR datasets that are obtained from (i) in silico simulations designed based on mouse cancer models and (ii) phantom experiments using MagSense system (Imagion Biosystems, Inc.). We investigate the performance of the GP classifier against the reconstruction technique, for different levels of measurement noise, different scenarios of SPIONs distribution, and different concentrations of SPIONs at the surrogate tumor. In our in silico source detection analysis, we were able to achieve high sensitivity results using GP model that outperformed the image reconstruction model for various choices of SPIONs concentration at the surrogate tumor and measurement noise levels. Moreover, in our phantom studies we were able to detect the surrogate tumor phantoms with 5% and 7.3% of the total used SPIONs, surrounded by 9 low-concentration phantoms with accuracies of 87.5% and 96.4%, respectively. The GP framework provides acceptable classification accuracies when dealing with in silico and phantom SPMR datasets and can outperform an image reconstruction method for binary classification of SPMR data.