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Abstract—Recent few-shot learning works focus on training
a model with prior meta-knowledge to fast adapt to new
tasks with unseen classes and samples. However, conventional
time-series classification algorithms fail to tackle the few-shot
scenario. Existing few-shot learning methods are proposed to
tackle image or text data, and most of them are neural-
based models that lack interpretability. This paper proposes an
interpretable neural-based framework, namely Dual Prototypical
Shapelet Networks (DPSN) for few-shot time-series classification,
which not only trains a neural network-based model but also
interprets the model from dual granularity: 1) global overview
using representative time series samples, and 2) local highlights
using discriminative shapelets. In particular, the generated dual
prototypical shapelets consist of representative samples that can
mostly demonstrate the overall shapes of all samples in the
class and discriminative partial-length shapelets that can be used
to distinguish different classes. We have derived 18 few-shot
TSC datasets from public benchmark datasets and evaluated
the proposed method by comparing with baselines. The DPSN
framework outperforms state-of-the-art time-series classification
methods, especially when training with limited amounts of data.
Several case studies have been given to demonstrate the interpret
ability of our model.
Index Terms—time series classification, few-shot learning, in-
terpretability
I. INTRODUCTION
Training a classification model with very few labeled train-
ing samples, namely few-shot classification, has attracted
broad interest recently. In particular, the few-shot classification
model should be able to categorise unseen samples to a class
according to the generalised concepts and knowledge that is
extracted from very few seen examples (training samples) in
this class.
Time-series classification has been broadly applied in
intelligent-based real-world applications, including heart dis-
ease diagnoses (e.g., ECG200 data set), motion detection (e.g.,
GunPoint data set), traffic analysis (e.g., MelbournePedes-
trian data set), and earthquake prediction (e.g., Earthquakes
data set), etc. However, conventional time-series classification
methods fail to tackle the few-shot scenario. Solving the few-
shot time-series classification problem will not only result
in the development of a fast adaptive model for time-series
data but also will benefit applications that have difficulty in
acquiring enough labeled samples. For instance, both using
functional MRI to provide a voxel-level damage assessment
Fig. 1. Application scenarios for few-shot time-series classification on
wearable devices and smartphones. Each end-user can use his or her own
data to train a private intelligent model while preserving privacy.
for an Alzheimers disease patient [1] and using a mobile EEG
headset to provide audio feedback on a learners attention level
[2] suffer from insufficient supervision information.
Recently proposed neural network-based few-shot learning
models achieve state-of-the-art performance in many image
and text classification related tasks [3]–[5]. Few-shot time
series classification is a new area with a promising future due
to the following: firstly, with the development of the Internet
of Things (IoT) and edge computing, numerous edge devices
are deployed to continuously collect environment data which
is usually in time series format, then these devices can make
intelligent decisions according to its own data [6]. The smart
applications in edge devices can be regarded as a typical
problem of few-shot time-series classification [7]. Secondly,
the rising privacy concerns on personal data, especially the
European Union published General Data Protection Regulation
(GDPR), will push the intelligent service from big data cen-
tering model towards the few-shot distributed personal model.
As shown in Figure 1, each end-user should have a private
model that is trained with the user’s own few-shot data. Lastly,
the wide-spreading use of wearable devices and smartphones
enables the development of an intelligent service which is
based on the end-users’ daily time-series data, e.g. medical
time series, moving speed, and sleeping quality [8], [9].
Model interpretability is another challenge when addressing
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this problem for the reason that most neural-based models
are black-box models that lack interpretability. A reasonable
interpretation is critically important to convince end-users that
the trained few-shot model has a good generalisation capability
even though the model is trained with very few training
samples.
This paper proposes a novel Dual Prototypical Shapelet
Network (DPSN) that can simultaneously solve the afore-
mentioned few-shot time-series classification problem and
address the model interpretability challenge. In particular, the
classification model is built on an end-to-end framework that
includes a KNN-based lazy learner, and a neural layer which
is applied to learn the metrics to transform time series data
into a new space. Dual interpretation of the classifier will be
generated by two different model interpretability techniques.
The first type of interpretation is a selected time-series exam-
ple, namely a representative shapelet, to be used as a prototype
to demonstrate the overall shape of all the samples in a class.
The other interpretation output is a sub-sequence of a time-
series example, namely discriminative shapelet, that can be
used to distinguish different classes. The framework of DPSN
is shown in Figure 2.
The papers main contributions are summarised as follows:
• The first study solves the few-shot time-series classifica-
tion task with neural-based methods.
• It proposes a novel dual prototypical shapelet network
that not only outperforms several state-of-the-art time-
series classification methods in a few-shot scenario but
can also generate interpretation.
• The proposed dual interpretation method is a novel inter-
pretability one for time-series classification.
The remainder of the paper is organised as follows. Section II
introduces the related work. The methodology is described in
Section III followed by Section IV with the experiment results,
and the final part is conclusion in Section VI.
II. RELATED WORKS
A. Time Series Classification
Time series classification is a classical research topic with
various solutions. For example, the window method is widely
used to extract distinctive sub-sequences to avoid the align-
ment issue. New distance metrics, such as DTW distance [10],
are introduced to mitigate the influences caused by the length
variance of the discriminate sub-sequence and alignment prob-
lem. Discrete Fourier Transform (DFT) is used to minimize
the alignment and noise problem by mapping time series
data into a frequency domain. Other sophisticated methods
include a tree-based ensemble method (random forest) and
SVM with a quadratic and cubic kernel, etc [11]. Based on
the techniques mentioned above, many algorithms have been
proposed. From the University of California, Riverside (UCR)
time series classification archive [12], WEASEL, ST and
BOSS are three SOTA traditional algorithms for TSC. There
are also numerous deep learning-based methods to solve TSC
tasks [13], [14].
B. Few-shot Learning
In the pre-deep learning era, data is not collected systemat-
ically so that few-shot learning is proposed to target one task
with limited samples. Bayesian model is used to encode the
priors, which is a reflection of the object category distribu-
tion [15]. Attribute annotations of every category can help to
alleviate the few-shot challenge even if no sample is available
for every class, which is called zero-shot learning [16].
Data repositories are accumulating gradually. With the ad-
vent of datasets such as ImageNet [17] and the improvement
of deep neural networks such as ResNet [18], comes the big
data era. Few-shot learning in the big data era focuses on
the setting of continual learning or life-long learning, where
new classes or new tasks with limited samples are considered
as the main challenge for few-shot learning. To meet this
challenge, researchers apply the idea of meta learning where
a meta-learner extracts the common knowledge over various
tasks or classes so that this meta knowledge can be transferred
to new tasks with few samples. The meta learner can grasp
a shared compelling initialization for learner models [19],
a shared metric space for K-nearest neighbors search [4], a
graph [20], [21], an extra memory of representative feature
maps [22] and an optimization strategy for fast adaptation [23].
The ideas have been broadly used in applications for computer
vision [24], natural language processing [25] and health [26]
domains.
Most of the meta-learning based approaches for few-shot
learning mainly target the task of image classification. Im-
ages can be collected from websites or camera devices and
image datasets have vast amounts of data, e.g., ImageNet has
more than 14 million hand-annotated images; The CIFAR-
10 and CIFAR-100 are labeled subsets of the 80 million tiny
images dataset [27]. However, time-series data has limited data
sources and the annotations often require expertise knowledge,
which has a higher cost. Public time-series datasets usually
have less than 1,000 samples, e.g., Gunpoint, ECG200, Wine
etc. Privacy time-series datasets may have even fewer samples.
As a result, we define our problem as few-shot time-series
learning on the small data area, where we focus on one task
with limited samples instead of a continual learning setting
with the idea of meta learning. To the best of our knowledge,
we are the first to focus on the problem of few-shot time-series
learning.
C. Interpretability for Neural-based Model
Interpretability is critically important for neural-based mod-
els due to its black-box nature. Conventional model interpreta-
tion analyses the models parameters and outcomes to generate
an interpretation for the model, for example, [28] analysis
feature importance for generating results, explaining the model
using prototype examples [29] or influential examples [30],
and discovering influential input patterns using activation
maximisation criteria [31]. Gradient analysis is also important
for model interpretation, e.g. Layer-Wise Relevance Propaga-
tion [32], and gradient sensitivity analysis [31]. Many research
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Fig. 2. The framework of DPSN. The framework contains three components: 1) feature extraction will transform the Time series into an SFA feature and
Shapelet feature; 2) The classification part will build a prototype of each class by aggregating SFA feature via a metric learning neural network; 3) The
dual interpretability has two-fold explanations including the representative shapelet which was identified by a prototype from the classification part, and
discriminative shapelets which can be learned by combining information from shapelet feature and prototype.
works have tried to modify the existing DNN/CNN/RNN-
based or attention-based neural model to generate intermediate
information for model interpretation.
Another research direction for model interpretability is to
treat the original model as a black-box, then use another
interpretable model to simulate or approximate the original
model without opening it. For example, [33] distill a black box
neural network into a soft decision tree that is an inherently in-
terpretable model [34] and generate a decision tree to interpret
the RNN-based deep model for time series classification.
III. DUAL PROTOTYPICAL SHAPELET NETWORKS
Following most recent time series learning works [35]–[37],
we learn from training dataset T = {T1, ..., TN} annotated by
labels Y = {y1, ..., yN}. N is the number of training data.
We use K to denote the number of classes. We undertake
classification in more challenging scenarios where the number
of training samples for every class is reduced to 2, i.e.,
‖T k‖=2. We do not test when ‖T k‖=1 for it makes no
sense to learn a prototype from one sample without prior
knowledge. The overall framework of the proposed DPSN
method is shown in Figure 2. The whole procedure is divided
into two stages: feature extraction using SFA (Sec. III-A) and
classification using a prototypical network (Sec. III-B).
Algorithm 1 Training process for DPSN
Input: SFA feature X , Label Y; Transformation net fφ(·).
Number of samples for classification in every iteration Nq .
Output: Trained transformation net fφ(·); Prototype of each
class {Ck}Kk=1.
1: Initialize fφ with random weight; L← 0
2: while not converge do
3: Sample a batch of features X k for every class k ∈ Y
4: Generate Ck for every class using Equation 1
5: For each class k, randomly pick Nq samples from X k
6: Calculate loss using these examples by Equation 3
7: Apply Mini-batch SGD to minimize L and update φ,
8: end while
A. SFA Feature Extraction
The symbolic Fourier approximation(SFA) [38] word his-
togram is a handcrafted feature, which has achieved promising
results in time series classification [11], [36]. However, typi-
cally, the SFA word histogram is sparse and high-dimensional.
Thus, we do some dimension reduction on the histogram. We
remove those words from histogram if their values are all 0 for
each training data. In testing, we do not count words, which
have already been removed. In brief, we transform the time
series to dense SFA features i.e., T → X = {x1, ...,xN}, for
classification below.
SFA word histogram requires two hyperparameter sampling
window size LS and a w for discrete Fourier transform (DFT)
noise reduction. We follow the method in [11] to pick these
two hyperparameters.
B. Prototypical Network
We use a prototypical network, which is originally intro-
duced to tackle the few-shot image classification task, to solve
the few-shot time series classification problem. The prototype
network is a KNN based classifier, which classifies samples
of the class with the nearest prototype. Prototype Ck for class
k is defined by the feature average of X k:
Ck =
1
‖X k‖
∑
x∈Xk
fφ(x), (1)
where X k denotes SFA features of sampled training samples
in class k, x is SFA feature for a time series and f(·) is the
feature extractor parameterised by φ.
Even though most time series networks use 1d CNN for
feature transformation fφ, we prefer a fully connected layer
to map the feature from the SFA domain into the prototype
domain. There are two reasons to use the SFA feature. Firstly,
the SFA feature is a time invariance feature. Thus, we don’t
have to use CNN for it can obtain a time invariance feature.
Secondly, the SFA feature is a handcrafted feature, which
makes it is easy to know what frequencies are denoised
during feature extraction. And this characteristic is essential
for shapelet finding.
Classification result is calculated as a softmax over all
classes k′ ∈ Y using Euclidean distance between a sample
and every prototypes:
Pr(y = k|x) = exp(−‖fφ(x)−Ck‖
2)∑
k′ exp(−‖fφ(x)−Ck′‖2)
(2)
The cross entropy loss L of data sampled from the distri-
bution D can be formulated as:
L = E(x,y)∼D − log Pr(y|x;φ) (3)
More details for this training strategy are shown in Algo-
rithm. 1.
C. Interpret Model Using Representative Shapelets
As discussed in the training process subsection, the classifier
will discover an aggregated central point as a prototype that
can mostly represent all samples in the class. Intuitively, if we
could transform the SFA feature-based prototype to a time
series format, we can obtain a good representative sample
of the class. However, this operation is impossible because
the SFA features are not derivative. Therefore, we choose
a representative example by finding the time series example
which is the nearest neighbour of the prototype in space φ.
This representative sample is the prototype approximation that
can demonstrate the overall shapes of all supportive samples
in the class. These representative shapelets for classes are a
type of explanation for the trained DPSN classifier.
Given a class k, the prototype is generated by simply
calculating the weighted sum of all supportive samples in
the class, and the representative sample is selected using the
following equation
Ti, i = argmin
i
F (fφ(xi),Ck) (4)
where F is the distance function which could be Euclidean
distance or another, e.g. cosine dissimilarity, or KL divergence.
The distance calculation is based on the representation in space
φ. Thus, in our work, we use Euclidean distance as it is easy
to understand by humans [39].
D. Interpret Model Using Discriminative Shapelets
When people introduce or describe a particular object, they
need to use specific or unique attributes that can enable the
audience to distinguish the object from others. A time-series
sample includes numerous sub-sequences, each of which con-
sists of a shapelet and a noise. Given a class, its discriminative
shapelet should 1) exist in every same-class sample, and 2) not
exist in any diff-class sample. We denote the representative
sample by T and extract many sub-sequence T i using a slider
window. The shapelet of T i is Si, discriminative shapelets are
denoted as S.
Given the class k, its best or optimal discriminative shapelet
Sk can be found by maximising the likelihood in Equation 5.
Sk = argmax
i
Lo(S
i, T ,Yk) (5)
Algorithm 2 Discriminative Shapelet Discovery
Input: Time series dataT , SFA feature X , Label Y , well
trained linear transformation network fφ(·)
Output: discriminative shapelet of each class
{Sk}Ki=1
1: calculating {Ck}Ki=1 by Equation 1
2: for Ck in {Ck}Ki=1 do
3: Identity T by Equation 4
4: for each sub-sequence T i in T do
5: Applying DFT on T i
6: Use the first w complex number to reconstruct Si
7: Calculate D = [dSiT1 , ..., dSiTN ] by Equation 9
8: Calculate f-test score of D and Y k
9: end for
10: save the Si with highest f-test score as Sk
11: end for
12: Return
where T and Yk combine to product a bi-classification dataset
where the positive class is the given class k and the negative
class is all other classes. The likelihood function needs to be
aligned to the aforementioned two requirements of discrimina-
tive shapelets. In particular, we measure the likelihood using
f-test as demonstrated in Equation 6.
Lo =
between class variability
within class variability
(6)
where the large value of “between-class variability” indicates
that the selected shapelet does “not exist” in the diff-class
samples, and the small value of the “within-class variability”
indicates that the shapelet is likely to “exist” in the same-
class samples. The shapelet has the largest f-test value is the
discriminative shapelet.
The “between-class variability” measures the distance be-
tween different classes using the following equation:∑K
i=1Ni ∗ (di − d)2
K − 1 (7)
where Ni is the number of samples i the i−th class, di denotes
the mean value of all samples in the i−th class, d denotes the
overall mean of all classes, and K is the number of classes
that is 2 in the bi-classification scenario.
The “within-class variability” calculates the variance of all
the distance-values in the same class using the following
equation. ∑K
i=1
∑Ni
j=1(dij − di)2
N −K (8)
As discussed, d is the value to estimate the likelihood. d
is the distance between a shapelet and a time-series example.
In particular, a time-series T will be transformed to a set of
subsequences T i that is the same length as shapelet S. As
we expect to check whether or not the shapelet exists in the
time-series, distance dST is the minimal distance between S
and the set of subsequences T i. as calculated by Equation 9.
dST = min
i=1...ns
F (T i, S) (9)
6-shots Accuracy(std) % 8-shots Accuracy(std) %
Classifier(ways, original training size) DPSN BOSS ST DPSN BOSS ST
ArrowHead(3-way, 36) 78.72(3.72) 67.6(7.2) 51.26(7.68) 81.34(2.32) 74.46(4.54) 47.77(9.57)
BME(3-way, 30) 72.0(8.93) 82.73(2.03) 64.07(4.74) 74.36(8.53) 86.13(2.73) 69.2(4.9)
CBF(3-way, 30) 97.58(1.67) 96.1(1.96) 89.76(1.7) 97.22(1.73) 95.99(1.46) 88.63(2.12)
Chinatown(2-way, 20) 80.41(3.11) 78.55(4.7) 71.59(18.36) 83.38(2.16) 81.68(2.64) 71.71(16.65)
ECG200(2-way, 100) 83.57(2.07) 75.9(5.39) 65.6(3.01) 86.52(1.36) 78.0(4.45) 67.1(3.73)
GunPoint(2-way, 50) 95.42(1.71) 84.53(4.42) 79.87(7.51) 95.85(1.75) 88.0(3.27) 58.73(11.27)
GunPointAgeSpan(2-way, 135) 86.89(3.94) 80.57(4.27) 63.64(15.04) 86.89(3.94) 80.57(4.27) 63.64(15.04)
GunPointOldVersusYoung(2-way, 135) 81.3(8.72) 77.24(5.94) 68.83(9.33) 81.3(8.72) 77.24(5.94) 68.83(9.33)
ItalyPowerDemand(2-way, 67) 80.89(6.25) 78.81(3.94) 62.61(11.46) 80.89(6.25) 78.81(3.94) 62.61(11.46)
MoteStrain(2-way, 20) 82.41(2.39) 79.03(2.13) 77.87(3.93) 87.32(2.78) 80.62(1.19) 79.72(2.46)
Plane(7-way, 105) 99.75(0.53) 99.24(0.71) 55.43(10.61) 94.34(1.74) 99.52(0.64) 53.43(9.43)
SonyAIBORobotSurface1(2-way, 20) 55.12(2.61) 53.71(9.33) 58.5(6.87) 55.93(2.76) 54.19(9.34) 58.84(7.26)
SonyAIBORobotSurface2(2-way, 27) 81.22(2.1) 79.72(1.58) 68.9(2.81) 84.1(1.32) 83.06(1.76) 75.02(3.59)
SyntheticControl(6-way, 300) 76.47(5.21) 76.57(1.2) 76.73(8.62) 83.96(2.4) 79.8(1.63) 87.53(7.17)
ToeSegmentation1(2-way, 49) 96.18(1.15) 85.39(3.45) 77.54(5.06) 96.48(0.78) 85.96(4.54) 79.91(4.13)
TwoLeadECG(2-way, 23) 93.48(1.69) 89.8(3.02) 75.83(9.27) 95.01(0.53) 91.43(2.0) 74.84(4.86)
UMD(3-way, 36) 85.62(2.62) 85.9(5.96) 85.56(4.78) 89.22(4.1) 90.97(2.34) 86.88(5.41)
Wine(2-way, 57) 64.52(6.75) 57.22(6.17) 50.0(0.0) 66.35(7.33) 57.41(3.88) 50.0(0.0)
average accuracy Rank 1.25 2.25 2.5 1.19 2.33 2.48
average std Rank 1.55 1.95 2.5 1.71 1.86 2.43
Wins 14 2 4 13 3 4
TABLE I
THE ACCURACY(STANDARD DEVIATION) RESULT OF 18 DATASETS IN 4-SHOT AND 8-SHOT SCENARIO, AND STATISTICAL RESULTS OF AVERAGE
ACCURACY AND STANDARD DEVIATION RANK. THE WINS ROW IS THE TOTAL NUMBER OF BEST ACCURACY IN 18 DATASETS
where F is the distance function, ns is the number of
generated sub-sequences from time-series T .
1) Procedure for discovering discriminative shapelets: To
discover the discriminative shapelets, we use the following
four steps.
• Extract sub-sequences from the selected time series data
using a sliding window.
• Extract signals from the sub-sequences using DFT.
• Measure the shapelet distance between each signal and
the time series in the training data.
• Use f-test to find the best signal as the discriminative
shapelets.
The pseudo code for discovering discriminative shapelets is
described in Algorithm 2
IV. EXPERIMENTS
A. Dataset Selection
To experimentally study the proposed model, we chose
and derived 18 few-shot time-series classification datasets
from UCR [12] dataset which included 128 time-series
datasets. In particular, we prefer dataset with limited train-
ing samples and short length for each time series. We
rank the 128 UCR datasets from UCR by the length ×
size of the training sample and choose the top 18 datasets
to be converted to few-shot sample scenario.
The sampling procedure needs a hyper-parameter named
sample ratio which is expressed as a fraction of the total
number of training samples. Moreover, for each sample ratio,
we will sample them 10 times. In this experiment, we set
sample ratio number from 0.1 to 0.9 with the step of 0.1.
Thus, for one UCR dataset, we can build 9 × 10 few-shot
datasets from it. We experimented on each few-shot datasets
and also on the original UCR dataset.
Specifically, assume the sample ratio is 0.3, and the original
dataset has 100 training data, we will randomly sample 30
training data ten times. We will have 10 new datasets and
each dataset has 30 training data. The test datasets were kept
the same as the test dataset in UCR benchmark.
We do not pre-process the input data, except to replace NaN
value with zero for any unequal time series data.
B. Baselines
Two closely related baselines are used in our experiments.
We compare our method with BOSS [11], which also uses
SFA histograms. We also compare our method to Shapelet-
Transform (ST) [41], which also uses shapelets distance to
extract the discriminative feature. The source code for BOSS
and SFA feature extraction is seen in 1. The source code of
ST from 2.
C. Experiment Setup
Both SFA feature and ST need hyper-parameters like win-
dow size and etc. In the original code from UCR dataset,
they use cross validation to select the best hyper-parameters.
However, for few-shot datasets, the number of training samples
can be very small. Thus, it is impossible to do cross validation
to get those hyper-parameter. Thus, we use the same hyper-
parameter as the cross validation selected in the total dataset.
For prototypical neural networks, the transformation net-
work has two fully connected layers with the neuron number
of hidden layer as 256 and the output dimension as 64. We use
Adam to train our model for 1000 epochs with the learning rate
of 0.002, the learning rate decay of 1e-5, and the momentum
of 0.7. We published our code here3.
1https://github.com/johannfaouzi/pyts
2https://github.com/rtavenar/tslearn/blob/master/tslearn/docs/index.rst
3https://github.com/Wensi-Tang/DPSN
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Fig. 3. This figure shows the interpretability results of three handcrafted dataset. Names of the datasets are above each graph. On the top of each line chart,
the title has two numbers ith and label=j. These numbers indicate that the ith data in the training set is selected to represent class j. The blue line is the ith
data, while the red line is the discriminative shapelet from our framework.
Fig. 4. The visualization of differences between Normal and Ischemia on
ECG200 [40]. The lower value of S and long time from S to T is called
ST-segment depression, and lower value of R is called invalid amplitude
Fig. 5. The visualization of differences between Normal and Ischemia on
ECG200 dataset. The red lines indicate the Shapelets found by DPSN, which
include the value of S and time interval between S and T. The results match
the demonstration shown in Fig. 4
D. Experiment Results
1) Experiment Result of Classification: In Tab I, we demon-
strate the 6-shots and 8 shots result of selected 18 few-shot
time-series datasets. We can see that when less training data
is used, for more than half of 18 datasets, DPSN outperforms
baselines on accuracy with lower variance. All results can be
found on this link 4.
2) Interpretability of DPSN: For all figures in this paper,
horizontal and vertical axes are the same as UCR datasets,
and the unit is not labeled as it is not important for the
classification task [12]. We demonstrate the interpretability
of DPSN in Figure 3. We choose three simulated datasets.
Those datasets are chosen because they are easy for humans to
understand, and in the following section, we will demonstrate
the interpretability of DPNS by using two real case studies. A
visualization of all results can be found on this link 5.
4https://github.com/Wensi-Tang/DPSN/blob/master/results/result.txt
5https://github.com/Wensi-Tang/DPSN/tree/master/SFA Python-master/
test/image result
E. Classification Result Analysis
The UCR branch has time-series datasets from various
sources; thus, it is hard to develop one classification method
which could outperform every technique in every dataset.
Therefore, in this part, we want to analyze the relationship
between DPSN’s performance and the characteristic of time-
series. This analysis will benefit model selection.
From a visualization of full result on this link6, we could
see that DPSN has a great relationship with BOSS. This
relationship can also be seen in Tab. I. The reason is that
despite redesigning the distance metric method and classifier,
the SFA feature histogram which we use is the same as BOSS.
This means that will inherit problems from the SFA feature.
Furthermore, the problem is that if a dataset can be de-
scribed by the SFA feature, which characteristics of a dataset
would help us make a selection between BOSS or DPSN.
When compared with the 6-shot and 8-shot results, we could
see that only for the BME dataset, the BOSS is always superior
to DPSN. This is because the BME dataset has more than one
cluster in its class. Thus, learning only one prototype for each
class is not sufficient. This kind of problem can be solved by
the method described in [42]
Another phenomenon is that despite the expectations of the
result of 8-shot to be better than the results of 6-shot, it not
true for all datasets. For example, as Tab I shows, for both
accuracy and standard deviation, the 6-shot results of Plan
dataset is better than that of the 8-shot. This phenomenon can
also be found in other works of few-shot learning tasks like
the one in [43]. The reason is that the relationship between
performance and size of training datasets is not a monotonic
function. There are some fluctuations in it.
From the visualization of all results we can find that the
DPSN outperforms BOSS and ST for all sample ratios. Which
means that the DPSN can be viewed as a general method.
However, the reason we still claim our method, is a few-shot
method is that the technique is a type of K-NN classifier, which
6https://github.com/Wensi-Tang/DPSN/blob/master/All classification
result.pdf
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practically is not an ideal solution for a dataset consisting of
a large amount of training data.
V. CASE STUDIES
This section elaborates the interpretability of our model us-
ing several case studies in real-world datasets and applications.
A. Heartbeat Anomaly Detection
In the ECG200 time-series dataset [40], a binary classifier
can be trained to detect the anomalous heartbeat time-series
wavelets. As shown in Fig. 4, there are two demonstrations for
different shapelets of two kinds of heartbeat wavelets: normal
heartbeat and Myocardial Infarction (Ischemia). We can find
two wavelets that share a similar pattern which starts from a
low value Q, then goes to a sharp peak P and returns back to
a low value S. Differences between normal and Ischemia lies
on that Ischemia has a longer time from S to T (another high
point after S), and a lower value of R than a normal heartbear,
which is called invalid amplitude.
Our DPSN model produces one prototype for each class. As
shown in Fig. 5, the left prototype is a normal heartbeat signal
that can quickly recover from S to T while the Ischemia signal
has a relatively slow recovery curve in the heartbeat wavelet.
Moreover, the discriminative shapelets found by DPSN, which
is highlighted by red lines match the sub-sequence between R
and T in the demonstrated example in Fig. 4. The recovery
time from S to T is prolonged in the case of Ischemia on
the right side. The value of R for Ischemia is lower than the
normal heartbeat case.
B. Analysis of Pedestrian Patterns on Weekday and Weekend
The City of Melbourne, Australia has deployed a pedestrian
counting system to automatically count pedestrian flow within
the city and to gain deeper understanding of public resource
usage in multiple city locations at different times of the day.
Data analysis can facilitate the decision maker to make better
urban planning decisions for future city development in a
human-centric way. As shown in the original features of the
dataset, we can draw some interesting conclusions: 1) in an
urban area, e.g. Chinatown, there are more pedestrians during
the weekdays because many people work in urban areas and
stay in theri home suburbs on the weekends. 2) pedestrians
are more likely to have a short lunch-time during weekdays
and spend more time on the lunch during weekends.
As demonstrated in Figure 6, the prototypes for each
class generated from our model shows the above patterns.
Moreover, two partial-length shapelets are extracted to identify
the most discriminative characteristics. We found that there
are many pedestrians at midnight on the weekends whilst
there are hardly any people on the streets at midnight during
the weekdays. This characteristic of overnight activities can
be used as important features to classify the weekends and
weekdays. The characteristics of populations, as mentioned
above, are not the best discriminative feature. Because the
population in a location is usually impacted by events that
will eventually bring noise to this feature. In summary, the
prototypes can demonstrate the most obvious patterns of the
data, however, the discriminative shapelets can reveal the most
important feature for classification.
VI. CONCLUSIONS
We propose the novel Dual Prototypical Shapelet Networks
model for interpretable time-series classification on few-shot
samples. In experiments, DPSN outperforms handcraft dis-
tance measurement, and the proposed model can be interpreted
on dual granularity: representative sample with overview and
discriminative shapelets with detail view. We use two case
studies to demonstrate how the interpretability can facilitate
the model explanation and derive new knowledge for data
analysis.
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