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BREUIL-KISIN MODULES AND INTEGRAL p-ADIC HODGE THEORY
HUI GAO
WITH AN APPENDIX BY YOSHIYASU OZEKI
Abstract. We show that finite height Galois representations (finite height in terms of Breuil-
Kisin modules) are potentially semi-stable, answering a question of Liu. Previously, Caruso also
provided a proof of this question which unfortunately contains a gap; the gap is observed by Ozeki
and is discussed in the appendix. We furthermore construct a simplified version of Liu’s (ϕ, Gˆ)-
modules, using Breuil-Kisin modules and Breuil-Kisin-Fargues modules with Galois actions, to
classify integral semi-stable representations; the theory can be regarded as the algebraic avatar of
the integral p-adic cohomology theories of Bhatt-Morrow-Scholze and Bhatt-Scholze. A key step
in the paper is to use the idea of locally analytic vectors to define a monodromy operator on the
overconvergent e´tale (ϕ, τ)-modules.
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1. Introduction
1.1. Overview and main theorems. In this paper, we study various aspects of the theory of
(ϕ, τ)-modules, which is a useful tool in p-adic Hodge theory. Let us first fix some notations.
Notation 1.1.1. Let p be a prime, and let k be a perfect field of characteristic p. Let W (k) be
the ring of Witt vectors, and let K0 :=W (k)[1/p]. Let K be a totally ramified finite extension of
K0, and let e := [K : K0]. Fix an algebraic closure K of K and set GK := Gal(K/K). Let Cp be
the p-adic completion of K. Let vp be the valuation on Cp such that vp(p) = 1.
Let π ∈ K be a fixed uniformizer, and let E(u) ∈ W (k)[u] be the minimal polynomial of π
over K0. Fix a sequence of elements πn ∈ K inductively such that π0 = π and (πn+1)p = πn. Fix
µn ∈ K inductively such that µ0 = 1, µ1 is a primitive p-th root of unity and (µn+1)p = µn. Let
K∞ := ∪
∞
n=1K(πn), Kp∞ = ∪
∞
n=1K(µn), L := ∪
∞
n=1K(πn, µn).
In p-adic Hodge theory, we use various “linear algebra” tools to study p-adic representations
of GK . A key idea in p-adic Hodge theory is to first restrict the Galois representations to some
subgroup of GK . In this paper, we study the (ϕ, τ)-modules, which are constructed using the
subgroup G∞ := Gal(K/K∞). The (ϕ, τ)-modules are analogues of the more classical (ϕ,Γ)-
modules, which are constructed using the subgroup Gp∞ := Gal(K/Kp∞). Here let us only
quickly mention that the “Γ” is the group Gal(Kp∞/K), and the “τ” is a topological generator of
the group Gal(L/Kp∞) (cf. Notation 1.4.3).
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2Similar to the (ϕ,Γ)-modules, the (ϕ, τ)-modules also classify all p-adic representations of GK .
Although these two theories are equivalent, they each have their own technical advantage, and
both are indispensable. The (ϕ,Γ)-modules are perhaps “easier” in the sense that both the ϕ-
and Γ-actions are defined over a same ring; whereas the τ -action in (ϕ, τ)-modules can only be
defined over a much bigger ring. However, the ϕ-action in (ϕ, τ)-modules stay tractable even when
K has ramification; in contrast, the ϕ-action in (ϕ,Γ)-modules become quite implicit when K
has ramification. This dichotomy becomes much more substantial when we consider semi-stable
Galois representations: in this situation, there exits very well-behaved Breuil-Kisin modules (also
called Kisin modules, or (ϕ, Gˆ)-modules in different contexts) which is a special type of (ϕ, τ)-
modules; in contrast, such special type (ϕ,Γ)-modules (called Wach modules) exist only if we
consider crystalline representations and if K ⊂ ∪n≥1K0(µn) (e.g., when K = K0 is unramified).
To save space, we refer the readers to the introduction in [GP] for some discussion and comparison
of the applications of these two theories in different contexts.
A main goal of this paper is to study the finite E(u)-height (ϕ, τ)-modules. Such modules
first appeared in the study of p-divisible groups by Breuil (cf. e.g., [Bre98, Bre99]) and later are
constructed for all semi-stable representations by Kisin (cf. [Kis06]). Such modules (and their
variants) also naturally appear in non-semi-stable cases, and are useful to study the structure
of potentially semi-stable deformation rings, cf. e.g. [LLHLM18] for a recent progress. We also
mention that in recent breakthroughs in integral p-adic cohomology theories (cf. [BMS18, BMS19,
BS]), these finite E(u)-height modules play a major role and are realized as cohomology spaces.
Furthermore, there is now a growing interest to study the moduli stack of these modules (cf. e.g.,
[PR09], [EGb], [EGa]); such moduli stacks are expected to be useful in modularity lifting problems
and in the p-adic Langlands program. A main result of this paper is that we can characterize and
classify all such finite E(u)-height (ϕ, τ)-modules, cf. Thm. 1.1.2 in the following.
Let us be more precise now. First, recall that the ϕ-action of a (ϕ, τ)-module is defined over
the ring
(1.1.1) BK∞ := {
+∞∑
i=−∞
aiu
i : ai ∈ K0, lim
i→−∞
vp(ai) = +∞, and inf i∈Zvp(ai) > −∞}.
The τ -action is defined over a bigger ring “B˜L” which we do not recall here, see §3. Indeed, roughly
speaking, a (ϕ, τ)-module D is a finite free BK∞-module equipped with certain commuting maps
ϕ : D → D and τ : B˜L ⊗BK∞ D → B˜L ⊗BK∞ D. A (ϕ, τ)-module is called of finite E(u)-height
(cf. Def. 5.4.3) if there exists some sort of “Breuil-Kisin lattice” inside it, i.e., if there exists some
basis ~e of the (ϕ, τ)-module such that ϕ(~e) = ~eA with A ∈ Mat(S) where
S :=W (k)[[u]] ⊂ BK∞,
and such that there exists some B ∈ Mat(S) satisfying AB = E(u)h · Id with h ∈ Z≥0. Note
that this definition has nothing to do with the τ -action. One of the main goals of this paper is to
prove the following theorem, which in particular answers a question of Tong Liu in [Liu10].
Theorem 1.1.2. (= Thm. 6.2.3) Let Kur ⊂ K be the maximal unramified extension of K, let
m := 1 + max{i ≥ 1, µi ∈ K
ur},
and let Km = K(πm−1). Let D be an e´tale (ϕ, τ)-module, and let V be the associated GK-
representation. Then D is of finite E(u)-height if and only if V |GKm can be extended to a semi-
stable GK-representation with non-negative Hodge-Tate weights. In particular, if D is of finite
E(u)-height, then V is potentially semi-stable.
Remark 1.1.3. The notion “of finite E(u)-height” indeed depends on the choices {πn}n≥0. If V is
of finite height with respect to all such choices, then we can use Thm. 1.1.2 to show that V is
semi-stable; this result is due to Gee, cf. Thm. 6.2.5.
Using Thm. 1.1.2, and using earlier work of Liu and Ozeki, we can construct a simplified
version of Liu’s (ϕ, Gˆ)-modules. As the full definition involves too many notations, we only give
a brief description of (a variant of) the simplified (ϕ, Gˆ)-modules; cf. §7.2 for more details. Let
R := lim←−OK/pOK where the transition maps are x 7→ x
p; R is a complete valuation ring. Let mR
be its maximal ideal, and let W (R) be the ring of Witt vectors (= Ainf in e.g. [BMS18]).
3Definition 1.1.4. Let Modϕ,GK
S,W (R) be the category consisting of triples (M, ϕM, GK) where
(1) (M, ϕM) is a Breuil-Kisin module;
(2) GK is a continuous ϕM̂-commuting W (R)-semi-linear GK-action on the Breuil-Kisin-
Fargues module M̂ := W (R)⊗S M, such that
(a) M ⊂ M̂Gal(K/K∞) via the embedding M →֒ M̂;
(b) M/uM ⊂ (M̂/W (mR)M̂)GK via the embedding M/uM →֒ M̂/W (mR)M̂.
Theorem 1.1.5. (= Thm. 7.2.12) The category Modϕ,GK
S,W (R) is anti-equivalent to the category of
GK-stable Zp-lattices in semi-stable representations of GK with non-negative Hodge-Tate weights.
Remark 1.1.6. A key feature of Def. 1.1.4 is that the ring “R̂” (cf. §5.3), which is rather implicit
yet extremely important in Liu’s theory, disappears in our simplified theory; this in particular
makes it much easier to identify semi-stable representations. Another interesting observation is
that the cohomology theories in [BMS18, BMS19, BS] “realize” the objects in Def. 1.1.4; see
Rem. 7.2.14. In particular, the content of Def. 1.1.4(2)(b) is precisely a semi-stable comparison
theorem.
Remark 1.1.7. In [Wac96], Wach studied some “finite height” (ϕ,Γ)-modules; it is shown in
[Wac96, A.5] that these “finite height” (ϕ,Γ)-modules give rise to de Rham (indeed, potentially
crystalline) Galois representations if there is some additional condition on the Lie algebra operator
associated to the Γ-action. Note however that the “finite height” condition in loc. cit. is of a
different type than the one in our paper. Indeed, the analogue of our “finite E(u)-height” condition
in the setting of (ϕ,Γ)-modules should be the “finite q-height” condition, where q := (1+T )
p−1
T
is a
polynomial; cf. e.g., [Ber04, KR09]. In fact, we can use similar ideas in the current paper to study
“finite q-height” (ϕ,Γ)-modules; in parallel, we can also study the “finite height” (ϕ, τ)-modules
(without E(u) in the play) similar as in [Wac96]. All these will be discussed in another paper.
Remark 1.1.8. Caruso gave a proof of Thm. 1.1.2 in [Car13], which unfortunately contains a
serious gap. The gap is first discovered by Yoshiyasu Ozeki, and is discussed in Appendix A.
Indeed, the gap arises when Caruso tries to define a monodromy operator on the finite E(u)-
height (ϕ, τ)-modules, using the “truncated log” (cf. [Car13, §3.2.2]); very roughly speaking,
Caruso tries to define a log-operator using p-adic approximation technique (using p-adic topology
on various rings).
1.2. Strategy of proof. What we propose in the current paper is that one should use the Fre´chet
topologies (e.g., on various “Robba-style” rings) instead of the p-adic topologies mentioned in
Rem. 1.1.8; and one can in fact get a monodromy operator directly (no approximation needed)
using techniques of locally analytic vectors. Indeed, our monodromy operator will be defined for
all (rigid-overconvergent, cf. Thm. 1.2.1 below) (ϕ, τ)-modules (not just finite E(u)-height ones).
Before we state the theorem concerning the monodromy operator, let us recall the overconvergence
result of (ϕ, τ)-modules.
Theorem 1.2.1 ([GL, GP]). The (ϕ, τ)-modules (attached to any p-adic representations of GK)
are overconvergent. That is, (roughly speaking), the ϕ-action can be defined over the sub-ring:
(1.2.1) B†K∞ := {
+∞∑
i=−∞
aiu
i ∈ BK∞ , lim
i→−∞
(vp(ai) + iα) = +∞ for some α > 0};
also, the τ -action can be defined over some sub-ring B˜†L ⊂ B˜L.
Remark 1.2.2. (1) Thm. 1.2.1 is first conjectured by Caruso in [Car13] (as an analogue of the
classical overconvergence theorem for (ϕ,Γ)-modules by Cherbonnier-Colmez in [CC98]).
A first proof (which only works for K/Qp a finite extension) is given in a joint work
with Liu [GL], using a certain “crystalline approximation” technique; later a second proof
(which works for all K) is given in a joint work with Poyeton in [GP], using the idea of
locally analytic vectors.
(2) Let us mention that it is the second proof in [GP] that will be useful in the current paper.
Not only because it works for all K (which is a minor issue), but also more importantly,
the idea of locally analytic vectors will be very critically used in the current paper to define
the monodromy operator.
4Let us introduce the following Robba ring (which contains B†K∞),
B
†
rig,K∞
:= {f(u) =
+∞∑
i=−∞
aiu
i, ai ∈ K0, f(u) converges
for all u ∈ K with 0 < vp(u) < ρ(f) for some ρ(f) > 0}.
(1.2.2)
Let V be a p-adic Galois representation of GK , and let D
†
K∞
(V ) be the overconvergent (ϕ, τ)-
module associated to V by Thm. 1.2.1. Define
D†rig,K∞(V ) := B
†
rig,K∞
⊗
B
†
K∞
D†K∞(V ),
which we call the rigid-overconvergent (ϕ, τ)-module associated to V ; as we will see in the follow-
ing, it is the natural space where the monodromy operator lives in.
Theorem 1.2.3. (= Thm. 4.2.1) Let ∇τ := (log τ p
n
)/pn for n ≫ 0 be the Lie-algebra operator
with respect to the τ -action, and define N∇ :=
∇τ
pt
where t is a certain (“normalizing”) element
(cf. §4). Then
N∇(D
†
rig,K∞
(V )) ⊂ D†rig,K∞(V ).
Namely, N∇ is a well-defined monodromy operator on D
†
rig,K∞
(V ).
Remark 1.2.4. (1) In comparison, if we use D†rig,Kp∞ (V ) (denoted as “D
†
rig,K(V )” in [Ber02]) to
denote the rigid-overconvergent (ϕ,Γ)-module associated to V (which exists by [CC98]),
then one can easily define a monodromy operator
∇V : D
†
rig,Kp∞
(V )→ D†rig,Kp∞ (V )
as in [Ber02, §5.1]. Here “∇V ” (notation of [Ber02]) is precisely the Lie-algebra operator
associated to Γ-action (i.e., it equals to log g
logp χp(g)
for g ∈ Gal(L/K∞) close enough to the
identity where χp is the cyclotomic character.)
(2) The difficulty in defining N∇ for (ϕ, τ)-modules is that τ (hence ∇τ ) does not act on
D†rig,K∞(V ) itself (whereas Γ acts directly on D
†
rig,Kp∞
(V )); the action is defined only when
we base change D†rig,K∞(V ) over a much bigger ring “B˜
†
rig,L” (cf. Def. 2.4.2). Fortunately,
after dividing ∇τ by pt, and using ideas of locally analytic vectors, one gets back to the
level of D†rig,K∞(V ).
Now, to prove Thm. 1.1.2, via results of Kisin (and some consideration of locally analytic
vectors), it suffices to show the following “monodromy descent” result, which we achieve via a
“Frobenius regularization” technique.
Proposition 1.2.5. (= Prop. 6.1.1) Given a finite E(u)-height (ϕ, τ)-module, and let M denote
the finite height Breuil-Kisin lattice inside it. Then
N∇(M) ⊂ O ⊗S M.
Here O ⊂ B†rig,K∞ is the subring consisting of f(u) that converges for all u ∈ K such that
0 < vp(u) ≤ +∞.
Remark 1.2.6. Indeed, the “road map” of our proof of Thm. 1.1.2 is roughly the same as in [Car13].
Namely, one first defines a certain monodromy operator, then one shows that (in the finite E(u)-
height case) the operator can be indeed defined over the smaller ring O. However, even though
Thm. 1.2.3 “fixes” Caruso’s gap (or more precisely, provides a correct alternative) in defining
the monodromy operator, the technical details in the latter half of our argument (Prop. 1.2.5,
proved in §6.1) are also completely different from that of Caruso. Indeed, Caruso’s argument uses
several newly-defined rings (all with p-adic topology), cf. “the upper half” of [Car13, p. 2583,
Figure 2 ]; as far as we know, these rings have not been used elsewhere in the literature. In
comparison, all the rings we use in §6.1 are already studied in [GP]; in particular, they are all
natural analogues of the rings used in (ϕ,Γ)-module theory, which have been substantially studied
since their introduction in e.g., [Ber02]. Indeed, it seems that our argument is much easier and
more natural.
5Remark 1.2.7. As discussed in Rem. 1.2.6, we do not know if we can actually fix the gap in
Caruso’s work. That is, we do not know if we can use p-adic approximation technique to fix
[Car13, Prop. 3.7] (cf. Appendix A); we further do not know if we can use the p-adic argument
as in [Car13] to obtain Thm. 1.1.2.
Remark 1.2.8. Le´o Poyeton informed the author that he also obtained Thm. 1.2.3 independently.
Further, Heng Du and Le´o Poyeton informed the author that they each are independently working
to prove Thm. 1.1.2, using different methods.
Remark 1.2.9. As a final remark, let us mention that the current paper is (almost completely)
independent of [Car13]. The only exception is that we do use Caruso’s definition of e´tale (ϕ, τ)-
modules and their equivalence with the category of p-adic Galois representations (i.e., the content
of [Car13, Thm. 1]); but these are easy consequences of the theory of field of norms (with respect
to the field K∞), which e.g., was already partially developed in [Bre99, §2]. We refer to Rem.
7.3.1 for some more comments regarding the relation between the current paper and [Car13].
1.3. Structure of the paper. In §2, we review many period rings in p-adic Hodge theory; in
particular we compute locally analytic vectors in some rings. In §3, we review the theory of
(ϕ, τ)-modules and the overconvergence theorem. Most results in §2 and §3 are proved in [GP]
already. In §4, we define the monodromy operator on the rigid-overconvergent (ϕ, τ)-modules. In
§5, we review several theories used in the study of semi-stable Galois representation; in particular,
we show that the monodromy operator defined in Kisin’s theory (for semi-stable representations)
coincide with ours in §4. In §6, when the (ϕ, τ)-module is of finite E(u)-height, we use a Frobenius
regularization technique to descend the monodromy operator to O; this implies that the attached
representation is potentially semi-stable. In §7, we construct a simplified version of Liu’s (ϕ, Gˆ)-
modules.
1.4. Some notations and conventions.
Notation 1.4.1. Recall that in Notation 1.1.1, we already defined:
K∞ := ∪
∞
n=1K(πn), Kp∞ = ∪
∞
n=1K(µn), L := ∪
∞
n=1K(πn, µn).
Let
G∞ := Gal(K/K∞), Gp∞ := Gal(K/Kp∞), GL := Gal(K/L), Gˆ := Gal(L/K).
When Y is a ring with a GK-action, X ⊂ K is a subfield, we use YX to denote the Gal(K/X)-
invariants of Y ; we will use the cases when X = L,K∞.
1.4.2. Locally analytic vectors. Let us very quickly recall the theory of locally analytic vectors,
see [BC16, §2.1] and [Ber16, §2] for more details. Indeed, all the explicit calculations of locally
analytic vectors used in this paper are already carried out in [GP], hence the reader can refer to
loc. cit. for more details.
Recall that a Qp-Banach space W is a Qp-vector space with a complete non-Archimedean norm
‖ · ‖ such that ‖aw‖ = ‖a‖p‖w‖, ∀a ∈ Qp, w ∈ W , where ‖a‖p is the p-adic norm on Qp. Recall
the multi-index notations: if c = (c1, . . . , cd) and k = (k1, . . . , kd) ∈ Nd (here N = Z≥0), then we
let ck = ck11 · . . . · c
kd
d .
Let G be a p-adic Lie group, and let (W, ‖ · ‖) be a Qp-Banach representation of G. Let H be
an open subgroup of G such that there exist coordinates c1, . . . , cd : H → Zp giving rise to an
analytic bijection c : H → Zdp. We say that an element w ∈ W is an H-analytic vector if there
exists a sequence {wk}k∈Nd with wk → 0 in W , such that
g(w) =
∑
k∈Nd
c(g)kwk, ∀g ∈ H.
Let WH-an denote the space of H-analytic vectors. We say that a vector w ∈ W is locally analytic
if there exists an open subgroup H as above such that w ∈ WH-an. Let WG-la denote the space
of such vectors. We have WG-la = ∪HWH-an where H runs through open subgroups of G. We
can naturally extend these definitions to the case when W is a Fre´chet- or LF- representation of
G, and use WG-pa to denote the pro-analytic vectors, cf. [Ber16, §2]. We remark that we can
naturally topologizeWH-an (resp. WG-la, resp. WG-pa) to be a Banach (resp. LB, resp. LF) space.
6Notation 1.4.3. Let Gˆ = Gal(L/K) be as in Notation 1.4.1, which is a p-adic Lie group of
dimension 2. We recall the structure of this group in the following.
(1) Recall that:
• if K∞ ∩Kp∞ = K, then Gal(L/Kp∞) and Gal(L/K∞) topologically generate Gˆ (cf.
[Liu08, Lem. 5.1.2]);
• if K∞∩Kp∞ ) K, then necessarily p = 2, and Gal(L/Kp∞) and Gal(L/K∞) topolog-
ically generate an open subgroup (denoted as Gˆ′) of Gˆ of index 2 (cf. [Liu10, Prop.
4.1.5]).
(2) Note that:
• Gal(L/Kp∞) ≃ Zp, and let τ ∈ Gal(L/Kp∞) be the topological generator such that
τ(πi) = πiµi, ∀i ≥ 1;
• Gal(L/K∞) (⊂ Gal(Kp∞/K) ⊂ Z×p ) is not necessarily pro-cyclic when p = 2. If
∆ ⊂ Gal(L/K∞) is the finite torsion subgroup, then Gal(L/K∞)/∆ is pro-cyclic.
Notation 1.4.4. We set up some notations with respect to representations of Gˆ.
(1) Given a Gˆ-representation W , we use
W τ=1, W γ=1
to mean
WGal(L/Kp∞)=1, WGal(L/K∞)=1.
And we use
W τ -la, W γ-la
to mean
WGal(L/Kp∞)-la, WGal(L/K∞)-la.
(2) Let W τ -la,γ=1 := W τ -la ∩W γ=1, then by [GP, Lem. 3.2.4]
W τ -la,γ=1 ⊂W Gˆ-la.
Remark 1.4.5. Note that we never define γ to be an element of Gal(L/K∞); although when p > 2
(or in general, when Gal(L/K∞) is pro-cyclic), we could have defined it as a topological generator
of Gal(L/K∞). In particular, although “γ = 1” might be slightly ambiguous (but only when
p = 2), we use the notation for brevity.
1.4.6. Valuations. A non-Archimedean valuation of a ring A is a map v : A → R ∪ {+∞} such
that v(x) = +∞ ⇔ x = 0 and v(x + y) ≥ inf{v(x), v(y)}. It is called sub-multiplicative (resp.
multiplicative) if v(xy) ≥ v(x) + v(y) (resp. v(xy) = v(x) + v(y)), for all x, y. All the valuations
in this paper are sub-multiplicative (some are multiplicative). Given a matrix T = (ti,j)i,j over
A, let v(T ) := min{v(ti,j)}.
1.4.7. Some other notations. Throughout this paper, we reserve ϕ to denote Frobenius operator.
We sometimes add subscripts to indicate on which object Frobenius is defined. For example, ϕM
is the Frobenius defined on M. We always drop these subscripts if no confusion arises. Given a
homomorphism of rings ϕ : A→ A and given an A-module M , denote ϕ∗M := A⊗ϕ,AM . We use
Mat(A) to denote the set of matrices with entries in A (the size of the matrix is always obvious
from context). Let γi(x) :=
xi
i!
be the usual divided power.
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72. Rings and locally analytic vectors
In this section, we review some period rings in p-adic Hodge theory. In particular, we compute
the locally analytic vectors in some rings. In §2.1, we review some basic period rings; in §2.2 and
§2.3, we define the rings B˜I , BI and study their G∞-invariants; in §2.4, we study the relation of
these rings via locally analytic vectors; finally in §2.5, we study a locally analytic element t, which
plays a useful role in the definition of our monodromy operator.
2.1. Some basic period rings. Let E˜+ := lim←−OK/pOK where the transition maps are x 7→ x
p,
let E˜ := FrE˜+. An element of E˜ can be uniquely represented by (x(n))n≥0 where x
(n) ∈ Cp and
(x(n+1))p = (x(n)); let v
E˜
be the usual valuation where v
E˜
(x) := vp(x
(0)). Let
A˜+ :=W (E˜+), A˜ := W (E˜), B˜+ := A˜+[1/p], B˜ := A˜[1/p],
where W (·) means the ring of Witt vectors. There is a natural Frobenius operator x 7→ xp on E˜,
which induces natural Frobenius operators (always denoted by ϕ) on all the rings defined above
(and below); there are also natural GK-actions on the rings defined above induced from that on
E˜.
Let π := {πn}n≥0 ∈ E˜+. Let E
+
K∞
:= k[[π]], EK∞ := k((π)), and let E be the separable closure
of EK∞ in E˜.
Let [π] ∈ A˜+ be the Teichmu¨ller lift of π. Let A+K∞ := W (k)[[u]] with Frobenius ϕ extending
the arithmetic Frobenius on W (k) and ϕ(u) = up. There is a W (k)-linear Frobenius-equivariant
embedding A+K∞ →֒ A˜
+ via u 7→ [π]. Let AK∞ be the p-adic completion of A
+
K∞
[1/u]. Our
fixed embedding A+K∞ →֒ A˜
+ determined by π uniquely extends to a ϕ-equivariant embedding
AK∞ →֒ A˜, and we identify AK∞ with its image in A˜. We note that AK∞ is a complete discrete
valuation ring with uniformizer p and residue field EK∞ .
Let BK∞ := AK∞ [1/p] (which is precisely the ring in (1.1.1)). Let B be the p-adic completion
of the maximal unramified extension of BK∞ inside B˜, and let A ⊂ B be the ring of integers. Let
A+ := A˜+ ∩A. Then we have:
(A)G∞ = AK∞, (B)
G∞ = BK∞, (A
+)G∞ = A+K∞.
2.2. The rings B˜I and their G∞-invariants. Recall that we have fixed a compatible system
of primitive pn-th roorts of unity {µn}n≥1 in Notation 1.1.1. Let ε = (1, µ1, µ2, . . .) ∈ E˜
+, and
let [ε] ∈ A˜+ the Teichmu¨ller lift of ε. Let π = ε − 1 ∈ E˜+ (this is not π), and let [π] ∈ A˜+
be its Teichmu¨ller lift. When A is a p-adic complete ring, we use A{X, Y } to denote the p-adic
completion of A[X, Y ].
Definition 2.2.1. For r ∈ Z≥0[1/p], let A˜[r,+∞] := A˜+{ p
[π]r
}, which is a subring of A˜. Here, to be
rigorous, A˜+{p/[π]r} is defined as A˜+{X}/([π]rX−p), and similarly for other similar occurrences
later; see [Ber02, §2] for more details. Let B˜[r,+∞] := A˜[r,+∞][1/p] ⊂ B˜.
Definition 2.2.2. Suppose r ∈ Z≥0[1/p], and let x =
∑
i≥i0
pi[xi] ∈ B˜[r,+∞] (⊂ B˜). Denote
wk(x) := inf i≤k{vE˜(xi)} . For s ≥ r and s > 0, let
W [s,s](x) := infk≥i0{k +
p− 1
ps
· v
E˜
(xk)} = infk≥i0{k +
p− 1
ps
· wk(x)};
this is a well-defined valuation (cf. [Col08, Prop. 5.4]). For I ⊂ [r,+∞) a non-empty closed
interval such that I 6= [0, 0], let
W I(x) := infα∈I,α6=0{W
[α,α](x)}.
Remark 2.2.3. We do not define “W [0,0]”, cf. [GP, Rem. 2.1.9].
Lemma 2.2.4. Suppose r ≤ s ∈ Z≥0[1/p] and s > 0, then the following holds.
(1) When r > 0, A˜[r,+∞] and A˜[r,+∞][1/[π]] are complete with respect to W [r,r].
(2) W [s,s](xy) =W [s,s](x) +W [s,s](y), ∀x, y ∈ B˜[r,+∞]; namely, W [s,s] is multiplicative.
(3) Let x ∈ B˜[r,+∞].
8(a) When r > 0, W [r,s](x) = inf{W [r,r](x),W [s,s](x)}. In particular, this implies thatW [r,s]
is sub-multiplicative.
(b) When r = 0, W [r,s](x)(= W [0,s](x)) =W [s,s](x).
Definition 2.2.5. Let r ∈ Z≥0[1/p].
(1) Suppose I = [r, s] ⊂ [r,+∞) is a non-empty closed interval such that I 6= [0, 0]. Let A˜I
be the completion of A˜[r,+∞] with respect to W I . Let B˜I := A˜I [1/p].
(2) Let
B˜[r,+∞) := ∩n≥0B˜
[r,sn]
where sn ∈ Z>0[1/p] is any sequence increasing to +∞. We equip B˜[r,+∞) with its natural
Fre´chet topology.
Lemma 2.2.6. [GP, Lem. 2.1.10(4)] Let I = [r, s] be a closed interval as above, let V I be the
p-adic topology on B˜I defined using A˜I as ring of integers. Then for any x ∈ B˜I , we have
V I(x) = ⌊W I(x)⌋.
Remark 2.2.7. For our purposes (indeed, also in other literature concerning these rings), it is only
necessary to study (the explicit structure of) these rings when
infI, supI ∈ {0,+∞, (p− 1)pZ}.
Furthermore, for any interval I such that A˜I and B˜I are defined, there is a natural bijection
(called Frobenius) ϕ : A˜I ≃ A˜pI which is valuation-preserving. Hence in practice, it would suffice
if we can determine the explicit structure of these rings for
Ic := {[rℓ, rk], [rℓ,+∞], [0, rk], [0,+∞]}, with ℓ ≤ k ∈ Z
≥0,
where rn := (p−1)pn−1. The cases for I a general closed interval can be deduced using Frobenius
operation; the cases for I = [r,+∞) can be deduced by taking Fre´chet completion.
Convention 2.2.8. Throughout the paper, all the intervals I (over “B˜-rings”, “B-rings,” “D-
modules”, etc.) satisfy
infI, supI ∈ {0,+∞, (p− 1)pZ}.
If they are not closed, then they are of the form [0,+∞) or [r,+∞). I is never allowed to be [0, 0]
(or “[+∞,+∞]”).
Lemma 2.2.9. We have
A˜[0,rk] = A˜+{
uep
k
p
},
A˜[rℓ,+∞] = A˜+{
p
uepℓ
},
A˜[rℓ,rk] = A˜+{
p
uepℓ
,
uep
k
p
}.
Proof. Indeed, these equations are used as definitions in [GP, Def. 2.1.1]; these definitions are
equivalent to our current Def. 2.2.5 by Lem. 2.2.6. See [GP, §2.1] for more details. 
Proposition 2.2.10. [GP, Prop. 2.1.14] Recall that the subscripts K∞ signifies G∞-invariants.
We have
B˜
[0,rk]
K∞
= A˜+K∞{
uep
k
p
}[
1
p
]
B˜
[rℓ,+∞]
K∞
= A˜+K∞{
p
uepℓ
}[
1
p
]
B˜
[rℓ,rk]
K∞
= A˜+K∞{
p
uepℓ
,
uep
k
p
}[
1
p
]
92.2.11. Embedding into B+dR. Let θ : A˜
+ → OCp be the usual map where
θ(
∑
n≥0
pn[xn]) =
∑
n≥0
pnx(0)n ;
it extends to θ : B˜+ → Cp. The kernels of both these maps are generated by E(u). For i ≥ 1,
equip B˜+/(E(u))i with the complete p-adic topology using the image of A˜+ as ring of integers.
Let B+dR := lim←−i≥1 B˜
+/(E(u))i, and equip it with the Fre´chet topology (also called the canonical
topology or the natural topology on B+dR, which is weaker than the (E(u))-adic topology). By
construction, θ extends continuously to
θ : B+dR → Cp.
If x =
∑
n≥0 p
n[xn] ∈ A˜[r0,+∞], then by [Col08, Lem. 5.18], the series
∑
n≥0 p
n[xn] also converges
in B+dR (with respect to the Fre´chet topology). Indeed, this induces a continuous embedding
ι0 : A˜
[r0,+∞] →֒ B+dR,
where we useW [r0,r0]-topology for A˜[r0,+∞]; see e.g., [Ber10, Prop. 28.1] for the proof of continuity.
Hence ι0 induces a continuous embedding
ι0 : B˜
[r0,r0] →֒ B+dR,
which then induces the continuous embeddings
(2.2.1) ιn := ι0 ◦ ϕ
−n : B˜I →֒ B+dR, ∀I ⊂ [0,+∞] such that rn ∈ I.
2.2.12. Embedding into B+cris. Let
Acris := {
∞∑
n=0
an
E(u)n
n!
, an ∈ A˜
+, an → 0 p-adically} ⊂ B
+
dR,
and let B+cris := Acris[1/p]. It is easy to check that the embedding
(B+cris, p-adic topology) →֒ (B
+
dR,Fre´chet topology)
is continuous. (As a side note, the embedding is not continuous if we use (E(u))-adic topology
on B+dR; for example consider the sequence {p
n}n≥1). Recall that we have
B˜[0,r1] = A˜+{
uep
p
}[
1
p
] = A˜+{
E(u)p
p
}[
1
p
],
and hence the image of the embedding
ι0 : B˜
[0,r1] →֒ B+dR
lands inside B+cris (it is critical to use ι0 and not ι1 here); indeed, the image of
∑
n≥0 an(
E(u)p
p
)n is
precisely
∑
n≥0 an(
E(u)p
p
)n. Furthermore, the induced embedding
(2.2.2) ι0 : B˜
[0,r1] →֒ B+cris
is continuous because by Lem. 2.2.6, the W [0,r1] = W [r1,r1]-topology on B˜[0,r1] is equivalent to
the p-adic topology with respect to the p-adic integers A˜[0,r1], and ι0 maps A˜
[0,r1] to Acris. The
embedding (2.2.2) induces similar embeddings for B˜I with I ⊃ [0, r1]; in particular, it induces the
continuous embedding
(2.2.3) ι0 : B˜
[0,+∞) →֒ B+cris.
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2.3. The rings BI and their G∞-invariants.
Definition 2.3.1. Let r ∈ Z≥0[1/p].
(1) Let
A[r,+∞] := A ∩ A˜[r,+∞], B[r,+∞] := B ∩ B˜[r,+∞].
(2) Suppose [r, s] ⊂ [r,+∞) is a non-empty closed interval such that s 6= 0. Let B[r,s] be the
closure of B[r,+∞] in B˜[r,s] with respect to W [r,s]. Let A[r,s] := B[r,s] ∩ A˜[r,s], which is the
ring of integers in B[r,s].
(3) Let
B[r,+∞) := ∩n≥0B
[r,sn]
where sn ∈ Z>0[1/p] is any sequence increasing to +∞.
Definition 2.3.2. (1) For r ∈ Z≥0[1/p], let A[r,+∞](K0) be the ring consisting of infinite series
f =
∑
k∈Z akT
k where ak ∈ W (k) such that f is a holomorphic function on the annulus
defined by
vp(T ) ∈ (0,
p− 1
ep
·
1
r
].
(Note that when r = 0, it implies that ak = 0, ∀k < 0). Let B[r,+∞](K0) := A[r,+∞](K0)[1/p].
(2) Suppose f =
∑
k∈Z akT
k ∈ B[r,+∞](K0).
(a) When s ≥ r, s > 0, let
W [s,s](f) := infk∈Z{vp(ak) +
p− 1
ps
·
k
e
}.
(b) For I ⊂ [r,+∞) a non-empty closed interval, let
WI(f) := infα∈I,α6=0W
[α,α](f).
(3) For r ≤ s ∈ Z≥0[1/p], s 6= 0, let B[r,s](K0) be the completion of B[r,+∞](K0) with respect
to W [r,s]. Let A[r,s](K0) be the ring of integers in B[r,s](K0) with respect to W [r,s].
Lemma 2.3.3. (1) For r > 0, B[r,+∞](K0) is complete with respect to W [r,r], and A[r,+∞](K0)
is the ring of integers with respect to this valuation.
(2) For s > 0, we have W [0,s](x) = W [s,s](x). Furthermore, B[0,s](K0) is the ring consisting
of infinite series f =
∑
k∈Z akT
k where ak ∈ K0 such that f is a holomorphic function on
the closed disk defined by
vp(T ) ∈ [
p− 1
ep
·
1
s
, +∞].
(3) For I = [r, s] ⊂ (0,+∞), we have WI(x) = inf{W [r,r](x),W [s,s](x)}. Furthermore,
B[r,s](K0) is the ring consisting of infinite series f =
∑
k∈Z akT
k where ak ∈ K0 such
that f is a holomorphic function on the annulus defined by
vp(T ) ∈ [
p− 1
ep
·
1
s
,
p− 1
ep
·
1
r
].
Proof. In [GP, Lem. 2.2.5], we stated the results with [r, s] = [rℓ, rk]; but they are true for general
intervals. 
Lemma 2.3.4. [GP, Lem. 2.2.7] Let AIK∞ be the G∞-invariants of A
I. The map f(T ) 7→ f(u)
induces isometric isomorphisms
A[0,+∞](K0) ≃ A
[0,+∞]
K∞
;
A[r,+∞](K0) ≃ A
[r,+∞]
K∞
[1/u], when r > 0;
AI(K0) ≃ A
I
K∞, when I ⊂ [0,+∞) is a closed interval.
We record an easy corollary of the above explicit description of the rings BIK∞ .
Corollary 2.3.5. Let I ⊂ [0,+∞] be an interval. Suppose x ∈ BIK∞ such that ϕ(x) ∈ B
I
K∞, then
we have x ∈ BI/pK∞.
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Proof. Indeed, by Lem. 2.3.4, x =
∑
i∈Z aiu
i with ai ∈ K0 satisfying certain convergence con-
ditions related with the interval I as described in Lem. 2.3.3. We have ϕ(x) =
∑
i∈Z ϕ(ai)u
pi,
hence using the explicit convergence condition, it is easy to see that ϕ(x) ∈ BIK∞ if and only if
x ∈ BI/pK∞ . 
Finally, we write out the explicit structures of some of these rings.
Proposition 2.3.6. [GP, Prop. 2.2.10] We have
A
[0,+∞]
K∞
= A+K∞,
A
[0,rk]
K∞
= A+K∞{
uep
k
p
},
A
[rℓ,+∞]
K∞
= A+K∞{
p
uepℓ
},
A
[rℓ,rk]
K∞
= A+K∞{
p
uepℓ
,
uep
k
p
}.
Remark 2.3.7. Note that ϕ : B˜I → B˜pI is always a bijection; however the map ϕ : BI → BpI is
only an injection. Indeed, B/ϕ(B) is a degree p field extension. However, one can always find
explicit expressions for BIK∞ using Lem 2.3.3.
2.4. Locally analytic vectors in rings. Recall that we use the subscript L to indicate the
Gal(K/L)-invariants. Recall for a Gˆ = Gal(L/K)-representation W , we denote W τ -la,γ=1 :=
W τ -la ∩W γ=1. The following theorem in [GP] is the main result concerning calculation of locally
analytic vectors in period rings.
Theorem 2.4.1. [GP, Thm. 3.4.4]
(1) For I = [rℓ, rk] or [0, rk], we have (A˜
I
L)
τ -la,γ=1 = ∪m≥0ϕ−m(A
pmI
K∞
).
(2) For any r ≥ 0, (B˜[r,+∞)L )
τ -pa,γ=1 = ∪m≥0ϕ−m(B
[pmr,+∞)
K∞
).
Definition 2.4.2. (1) Define the following rings (which are LB spaces):
B˜† := ∪r≥0B˜
[r,+∞], B† := ∪r≥0B
[r,+∞], B†K∞ := ∪r≥0B
[r,+∞]
K∞
.
(2) Define the following rings (which are LF spaces):
B˜
†
rig := ∪r≥0B˜
[r,+∞), B†rig := ∪r≥0B
[r,+∞), B†rig,K∞ := ∪r≥0B
[r,+∞)
K∞
.
Note that B†K∞ (resp. B
†
rig,K∞
) is precisely the explicitly defined ring in (1.2.1) (resp. (1.2.2)).
Corollary 2.4.3. [GP, Cor. 3.4.7] (B˜†rig,L)
τ -pa,γ=1 = ∪m≥0ϕ−m(B
†
rig,K∞
).
2.5. The element t. In this subsection, we study a locally analytic element t, which plays a
useful role in the definition of our monodromy operators.
Recall we defined the element [ε] ∈ A˜+ in the beginning of §2.2. Let t = log([ε]) ∈ B+cris be the
usual element. Define the element
(2.5.1) λ :=
∏
n≥0
(ϕn(
E(u)
E(0)
)) ∈ B[0,+∞)K∞ ⊂ B
+
cris.
The equation ϕ(x) = pE(u)
E(0)
· x over A˜+ has solutions in A˜+− pA˜+, which is unique up to units
in Zp. By [Liu07, Example 5.3.3], there exists a unique solution t ∈ A˜+ such that
(2.5.2) pλt = t,
which holds as an equation in B+cris. Since t ∈ A˜
+ ⊂ B˜†L, and since B˜
†
L is a field ([Col08, Prop.
5.12]), there exists some r(t) > 0 such that 1/t ∈ B˜[r(t),+∞]L .
Lemma 2.5.1. [GP, Lem. 5.1.1] We have t, 1/t ∈ (B˜[r(t),+∞)L )
Gˆ-pa.
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3. Modules and locally analytic vectors
In this section, we recall the theory of e´tale (ϕ, τ)-modules and their overconvergence property.
In particular, we discuss the relation between locally analytic vectors and the overconvergence
property.
In this section and in §5, we will introduce several categories of modules with structures. We
will always omit the definition of morphisms for these categories, which are always obvious (i.e.,
module homomorphisms compatible with various structures).
3.1. E´tale (ϕ, τ)-modules.
Definition 3.1.1. Objects in the following are called e´tale ϕ-modules.
(1) Let Modϕ
AK∞
denote the category of finite free AK∞-modules M equipped with a ϕAK∞ -
semi-linear endomorphism ϕM : M →M such that 1⊗ ϕ : ϕ
∗M →M is an isomorphism.
(2) Let Modϕ
BK∞
denote the category of finite free BK∞-modules D equipped with a ϕBK∞ -
semi-linear endomorphism ϕD : D → D such that there exists a finite free AK∞-lattice M
such that M [1/p] = D, ϕD(M) ⊂M , and (M,ϕD|M) ∈ Mod
ϕ
AK∞
.
Definition 3.1.2. Objects in the following are called e´tale (ϕ, τ)-modules.
(1) Let Modϕ,Gˆ
AK∞ ,A˜L
denote the category consisting of triples (M,ϕM , Gˆ) where
• (M,ϕM) ∈ Mod
ϕ
AK∞
;
• Gˆ is a continuous A˜L-semi-linear Gˆ-action on Mˆ := A˜L ⊗AK∞ M , and Gˆ commutes
with ϕMˆ on Mˆ ;
• regarding M as an AK∞-submodule in Mˆ , then M ⊂ Mˆ
Gal(L/K∞).
(2) Let Modϕ,Gˆ
BK∞ ,B˜L
denote the category consisting of triples (D,ϕD, Gˆ) which contains a
lattice (in the obvious fashion) (M,ϕM , Gˆ) ∈ Mod
ϕ,Gˆ
AK∞ ,A˜L
.
3.1.3. Let RepQp(G∞) (resp. RepQp(GK) ) denote the category of finite dimensional Qp-vector
spaces V with continuous Qp-linear G∞ (resp. GK)-actions.
• For D ∈ Modϕ
BK∞
, let
V (D) := (B˜⊗BK∞ D)
ϕ=1,
then V (D) ∈ RepQp(G∞). If furthermore (D,ϕD, Gˆ) ∈ Mod
ϕ,Gˆ
BK∞ ,B˜L
, then V (D) ∈ RepQp(GK).
• For V ∈ RepQp(G∞), let
DK∞(V ) := (B⊗Qp V )
G∞ ,
then DK∞(V ) ∈ Mod
ϕ
BK∞
. If furthermore V ∈ RepQp(GK), let
D˜L(V ) := (B˜⊗Qp V )
GL,
then D˜L(V ) = B˜L⊗BK∞ DK∞(V ) has a Gˆ-action, making (DK∞(V ), ϕ, Gˆ) an e´tale (ϕ, τ)-module.
As we already mentioned in Rem. 1.2.9, Thm. 3.1.4 below is the only place we use results from
[Car13].
Theorem 3.1.4.
(1) [Fon90, Prop. A 1.2.6] The functors V and DK∞ induce an exact tensor equivalence
between the categories Modϕ
BK∞
and RepQp(G∞).
(2) [Car13, Thm. 1] The functors V and (DK∞ , D˜L) induce an exact tensor equivalence be-
tween the categories Modϕ,Gˆ
BK∞ ,B˜L
and RepQp(GK).
3.2. Overconvergence and locally analytic vectors. Let V ∈ RepQp(GK). Given I ⊂
[0,+∞], let
DIK∞(V ) := (B
I ⊗Qp V )
G∞ ,
D˜IL(V ) := (B˜
I ⊗Qp V )
GL.
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Definition 3.2.1. Let V ∈ RepQp(GK), and let Dˆ = (DK∞(V ), ϕ, Gˆ) be the e´tale (ϕ, τ)-module
associated to it. We say that Dˆ is overconvergent if there exists r > 0, such that for I ′ = [r,+∞],
(1) DI
′
K∞(V ) is finite free over B
I′
K∞ , and BK∞ ⊗BI′K∞
DI
′
K∞(V ) ≃ DK∞(V );
(2) D˜I
′
L (V ) is finite free over B˜
I′
L and
B˜L ⊗B˜I′
L
D˜I
′
L (V ) ≃ D˜L(V ).
Theorem 3.2.2. [GL, GP] For any V ∈ RepQp(GK), its associated e´tale (ϕ, τ)-module is over-
convergent.
Remark 3.2.3. As we already mentioned in Rem. 1.2.2, a first proof of Thm. 3.2.2 is given in
[GL] (which only works for K/Qp a finite extension), and a second proof is given in [GP]; it is the
second proof that will be useful for the current paper, e.g., see Cor. 3.2.4 below.
Let V ∈ RepQp(GK) of dimension d, let D
I′
K∞(V ) be as in Def. 3.2.1 for I
′ = [r(V ),+∞] (which
exists by Thm. 3.2.2), and denote
(3.2.1) D†rig,K∞(V ) := D
I′
K∞(V )⊗BI′K∞
B
†
rig,K∞
,
which is finite free over B†rig,K∞ of rank d; we call it the rigid-overconvergent (ϕ, τ)-module asso-
ciated to V .
Corollary 3.2.4. D†rig,K∞(V ) forms a (B˜
†
rig,L)
τ -pa,γ=1-basis of ((B˜†rig ⊗Qp V )
GL)τ -pa,γ=1. Namely,
((B˜†rig ⊗Qp V )
GL)τ -pa,γ=1 = D†rig,K∞(V )⊗B†rig,K∞
(B˜†rig,L)
τ -pa,γ=1.
Proof. This is extracted from the proof of Thm. 3.2.2 in [GP, Thm. 6.2.6]; indeed, it easily follows
from [GP, Eqn. (6.2.5)]. 
4. Monodromy operator for (ϕ, τ)-modules
In this section, we define a natural monodromy operator on the rigid-overconvergent (ϕ, τ)-
modules.
Let ∇τ :=
log(τp
n
)
pn
for n≫ 0 be the Lie-algebra operator acting on Gˆ-locally analytic represen-
tations.
4.1. Monodromy operator over rings. Recall that by Cor. 2.4.3,
(B˜†rig,L)
τ -pa,γ=1 = ∪m≥0ϕ
−m(B†rig,K∞).
Hence ∇τ induces a map:
∇τ : B
†
rig,K∞
→ (B˜†rig,L)
Gˆ-pa.
Since by Lem. 2.5.1, we have 1/t ∈ (B˜[r(t),+∞)L )
Gˆ-pa, we further have
(4.1.1)
∇τ
pt
: B†rig,K∞ → (B˜
†
rig,L)
Gˆ-pa.
Remark 4.1.1. The p in the denominator of (4.1.1) makes our monodromy operator compatible
with earlier theory of Kisin in [Kis06].
Lemma 4.1.2. Denote the operator N∇ :=
∇τ
pt
, then the map in Eqn. (4.1.1) induces
(4.1.2) N∇ : B
†
rig,K∞
→ B†rig,K∞,
which sends x to −uλ d
du
(x). Indeed, for any I ⊂ [0,+∞), N∇ induces
(4.1.3) N∇ : B
I
K∞ → B
I
K∞.
Proof. By linearity and density, it suffices to check the cases x = ui with i ∈ Z, which is obvious.
The map (4.1.3) is well-defined because λ ∈ B[0,+∞)K∞ and because x ∈ B
I
K∞ implies that
d
du
(x) ∈
BIK∞ (e.g., by Lem. 2.3.3.). Note that as we mentioned in Rem. 4.1.1, this operator is the same
as the one in [Kis06] when I = [0,+∞). 
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4.2. Monodromy operator over modules. By Cor. 3.2.4, we have
(4.2.1) ((B˜†rig ⊗Qp V )
GL)Gˆ-pa = D†rig,K∞(V )⊗B†rig,K∞
(B˜†rig,L)
Gˆ-pa.
Hence similarly as in the §4.1, we have a map:
(4.2.2) N∇ :=
∇τ
pt
: D†rig,K∞(V )→ D
†
rig,K∞
(V )⊗
B
†
rig,K∞
(B˜†rig,L)
Gˆ-pa.
Theorem 4.2.1. The map (4.2.2) induces a map
(4.2.3) N∇ : D
†
rig,K∞
(V )→ D†rig,K∞(V ).
Namely, N∇ is a well-defined operator on D
†
rig,K∞
(V ). Furthermore, there exists some r′ ≥ r(V )
(cf. the notation above (3.2.1)) such that if I ⊂ [r′,+∞) , then
(4.2.4) N∇ : D
I
K∞(V )→ D
I
K∞(V ),
where recall DIK∞(V ) = D
[r(V ),+∞]
K∞
(V )⊗
B
[r(V ),+∞]
K∞
BIK∞.
Proof. Note that we have the relation
gτg−1 = τχp(g), for g ∈ Gal(L/K∞),
where χp is the cyclotomic character. Note also g(t) = χp(g)t for g ∈ Gal(L/K∞). Hence we have
the relation
(4.2.5) gN∇ = N∇g for g ∈ Gal(L/K∞).
Since Gal(L/K∞) acts trivially onD
†
rig,K∞
(V ), hence Gal(L/K∞) also acts trivially onN∇(D
†
rig,K∞
(V ))
using (4.2.5). Thus, we have
N∇(D
†
rig,K∞
(V )) ⊂
(
D†rig,K∞(V )⊗B†rig,K∞
(B˜†rig,L)
Gˆ-pa
)γ=1
= D†rig,K∞(V )⊗B†rig,K∞
(B˜†rig,L)
γ=1,τ -pa
= D†rig,K∞(V )⊗B†rig,K∞
(∪m≥0ϕ
−m(B†rig,K∞)), by Cor. 2.4.3.
Choose a basis ~e of D†rig,K∞(V ), then
N∇(~e) ⊂ D
†
rig,K∞
(V )⊗
B
†
rig,K∞
ϕ−m(B†rig,K∞) for some m≫ 0.
Recall ϕ(t) = pE(u)
E(0)
t. Note that ϕτ = τϕ over D†rig,K∞(V ) ⊗B†rig,K∞
(B˜†rig,L)
Gˆ-pa, hence we have
the relation
(4.2.6) N∇ϕ =
pE(u)
E(0)
ϕN∇.
Using (4.2.6), we can easily deduce that
N∇(ϕ
m(~e)) ⊂ D†rig,K∞(V ),
and hence we can conclude the proof of (4.2.3). Finally, we can use r′ = pmr(V ) to derive
(4.2.4). 
5. Monodromy operator for semi-stable representations
In this section, we will recall Kisin’s definition of a monodromy operator on certain modules
associated to semi-stable representations. The main aim of this section is to show that Kisin’s
monodromy operator coincides with the one defined by us in §4 (in the semi-stable case). The
task might seem innocuous, however the proof turns out to be rather non-trivial, and makes
substantial use of almost all tools from integral p-adic Hodge theory, particularly the (ϕ, Gˆ)-
modules developed by Liu. Indeed, it seems to us that Kisin’s monodromy operator is defined in
an “algebraic” fashion (cf. §5.2.3), whereas our monodromy operator in Thm. 4.2.1 is defined
in an “analytic” fashion. It turns out we will need to pass both these operators to a ring SK0 in
order to show that they coincide.
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In §5.1, we review Fontaine’s filtered (ϕ,N)-modules over K0, and Breuil’s filtered (ϕ,N)-
modules over SK0 . In §5.2, we review Kisin’s construction of O-modules, and recall its relation
with modules in §5.1. In §5.3, we review Liu’s construction of (ϕ, Gˆ)-modules. In §5.4, we review
a result of Cherbonnier on maximal overconvergent submodules and use it to study finite height
modules. In §5.5, we prove the main result of this section, namely the coincidence of monodromy
operators.
As we will use several tools from integral p-adic Hodge theory, we first recall some notations
commonly used therein. Let
R := E˜+, FrR := E˜, W (R) = A˜+, S := A+K∞ .
5.1. Filtered (ϕ,N)-modules over K0 and SK0.
Definition 5.1.1. Let MFϕ,NK0 be the category of (positive) filtered (ϕ,N)-modules over K0 which
consists of finite dimensional K0-vector spaces D equipped with
(1) a Frobenius ϕ : D → D such that ϕ(ax) = ϕ(a)ϕ(x) for all a ∈ K0, x ∈ D;
(2) a monodromy N : D → D, which is a K0-linear map such that Nϕ = pϕN ;
(3) a filtration (FiliDK)i∈Z on DK = D ⊗K0 K, by decreasing K-vector subspaces such that
Fil0DK = DK and Fil
iDK = 0 for i≫ 0.
Let MFϕ,N,waK0 denote the usual subcategory of MF
ϕ,N
K0
consisting of weakly admissible objects.
5.1.2. The ring S. Let
(5.1.1) S := {
∞∑
n=0
an
E(u)n
n!
, an ∈ S, an → 0 p-adically} ⊂ Acris,
Let SK0 := S ⊗Zp Qp ⊂ B
+
cris. There is a Frobenius operator ϕ : SK0 → SK0 which extends the
absolute Frobenius on K0, and ϕ(u) = u
p. The map ι0 : B˜
[0,+∞) →֒ B+cris in (2.2.3) induces a
continuous embedding
ι0 : B
[0,+∞)
K∞
→ SK0,
which is ϕ-equivariant. We can (forcibly) define an operator N∇ : SK0 → SK0 to be −uλ
d
du
, which
extends the one on B
[0,+∞)
K∞
. We further define NS : SK0 → SK0 to be the operator −u
d
du
. We
can define a filtration on S: for i ≥ 0, let Fili S ⊂ S consist of elements with an = 0 for n < i in
(5.1.1), and let Fili SK0 := Fil
i S ⊗Zp Qp.
Definition 5.1.3. Let MFϕ,NSK0
be the category of (positive) filtered (ϕ,N)-modules over SK0 which
consists of finite free SK0-modules D equipped with:
(1) a ϕSK0 -semi-linear morphism ϕD : D → D such that the determinant of ϕD is invertible
in SK0 ;
(2) a decreasing filtration {FiliD}i∈Z of SK0-submodules of D such that Fil
0D = D and
Fili SK0 Fil
j D ⊆ Fili+j D;
(3) a K0-linear map N : D → D such that N(fm) = N(f)m + fN(m) for all f ∈ SK0 and
m ∈ D, Nϕ = pϕN and N(FiliD) ⊆ Fili−1D.
5.1.4. Functor from MFϕ,NK0 to MF
ϕ,N
SK0
. For D ∈ MFϕ,NK0 , we can associate an object in MF
ϕ,N
SK0
by
D = D(D) = S ⊗W (k) D and define on D
(1) ϕ := ϕS ⊗ ϕD;
(2) N := NS ⊗ 1 + 1⊗ND;
(3) Fil0D := D and inductively,
Fili+1D := {x ∈ D|N(x) ∈ FiliD and fπ(x) ∈ Fil
i+1DK},
where fπ : D ։ DK is induced by s(u)⊗ x 7→ s(π)x.
Theorem 5.1.5 ([Bre97]). The functor in §5.1.4 induces an equivalence between MFϕ,NK0 and
MFϕ,NSK0
.
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5.1.6. In fact, for D ∈ MFϕ,NK0 and D ∈ MF
ϕ,N
SK0
, we can associate GK-representations via
Vst(D) := Homϕ,N(D,Bst) ∩HomFil•(DK , K ⊗K0 Bst),
Vst(D) := HomS,Fil,ϕ,N(D, Âst[1/p]),
where Bst is the usual period ring and Âst is a more complicated ring, both of which are equipped
with various structures; we omit all the details since we will not need them; see [Bre97] for more
details. The functor in §5.1.4 is compatible with Galois representations, i.e., Vst(D) ≃ Vst(D(D))
as Qp[GK ]-modules.
Definition 5.1.7. Let MFϕ,N,waSK0
as the essential image of the functor D restricted to MFϕ,N,waK0 .
Recall that MFϕ,N,waK0 classifies semi-stable p-adic representations of GK with non-negative
Hodge-Tate weights (via Vst), and hence MF
ϕ,N,wa
SK0
does too. (Note that using our convention,
the cyclotomic character has Hodge-Tate weight {1}).
5.2. Kisin’s construction of O-modules. Let O := B[0,+∞)K∞ (also denoted as O
[0,1) in [Kis06]).
Explicitly,
O = B[0,+∞)K∞ = {f(u) =
+∞∑
i=0
aiu
i, ai ∈ K0, f(u) converges
for all u ∈ K with 0 < vp(u) ≤ +∞};
(5.2.1)
i.e., it consists of series that converge on the entire open unit disk. Recall that N∇ is the operator
−uλ d
du
on O.
Definition 5.2.1. Let Modϕ,N∇O denote the category which consists of finite free O-modules M
equipped with
(1) a ϕO-semi-linear morphism ϕ : M → M such that the cokernel of 1 ⊗ ϕ : ϕ∗M → M is
killed by E(u)h for some h ∈ Z≥0;
(2) N∇ : M → M is a map such that N∇(fm) = N∇(f)m + fN∇(m) for all f ∈ O and
m ∈M , and N∇ϕ =
pE(u)
E(0)
ϕN∇.
5.2.2. For M ∈ Modϕ,N∇O , Let DO(M) := SK0 ⊗ϕ,O M (i.e., base change along ϕ := ϕ ◦ ι0 : O →
SK0 → SK0) and equip it with:
(1) ϕ := ϕS0 ⊗ ϕM ;
(2) N := NS ⊗ 1 +
p
ϕ(λ)
1⊗N∇
(3) Fili(DO(M)) := {m ∈ DO(M) | (1⊗ ϕ)(m) ∈ Fil
i SK0 ⊗O M}
By [Liu08, Prop. 3.2.1], DO(M) is indeed an object in MF
ϕ,N
SK0
.
5.2.3. For D ∈ MFϕ,NK0 , we can associate an object M ∈ Mod
ϕ,N∇
O by [Kis06]. The construction
is rather complicated, and we only give a very brief sketch. (We want to give a sketch here, since
we care about the construction of the N∇-operator in this section).
For n ≥ 0, let Kn+1 = K(πn) (hence K1 = K), and let Ŝn be the completion of Kn+1 ⊗W (k) S
at the maximal ideal (u− πn); Ŝn is equipped with its (u− πn)-adic filtration, which extends to
a filtration on the quotient field Ŝn[1/(u− πn)].
There is a natural K0-linear map O → Ŝn simply by sending u to u. Recall that we have maps
ϕ : S → S and ϕ : O → O which extends the absolute Frobenius on W (k) and sends u to up.
Denote ϕW : S→ S and ϕW : O → O which only acts as absolute Frobenius on W (k) and sends
u to u.
We adjoin a formal variable ℓu to O which behaves like “log u”. We extend the map O → Ŝn
to O[ℓu]→ Ŝn which sends ℓu to
log[(
u− πn
πn
) + 1] :=
∞∑
i=1
(−1)i−1i−1(
u− πn
πn
)i ∈ Ŝn.
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We also extend ϕ toO[ℓu] by setting ϕ(ℓu) = pℓu, and extend N∇ toO[ℓu] by setting N∇(ℓu) = −λ.
Finally, write N for the derivation on O[ℓu] which acts as O-derivation with respect to the formal
variable ℓu.
Given D ∈ MFϕ,NK0 , write ιn for the following composite map:
(5.2.2) O[ℓu]⊗K0 D
ϕ−n
W
⊗ϕ−n
−−−−−−→ O[ℓu]⊗K0 D → Ŝn ⊗K0 D = Ŝn ⊗K DK
where the second map is induced from the map O[ℓu]→ Ŝn. The composite map extends to
(5.2.3) ιn : O[ℓu, 1/λ]⊗K0 D → Ŝn[1/(u− πn)]⊗K DK
Now, set
(5.2.4) M(D) := {x ∈ (O[ℓu, 1/λ]⊗K0 D)
N=0 : ιn(x) ∈ Fil
0
(
Ŝn[1/(u− πn)]⊗K DK
)
, ∀n ≥ 1},
where the Fil0 in (5.2.4) comes from tensor product of two filtrations. Then Kisin shows that
M(D) is in fact a finite free O-module. We can equip ϕ on M(D) induced from ϕ on O[ℓu, 1/λ]
and D; we can also equip N∇ on M(D) induced by N∇⊗1 on O[ℓu, 1/λ]⊗K0 D. Kisin shows that
this makes M(D) into an object in Modϕ,N∇O .
Theorem 5.2.4. [Liu08, Cor. 3.2.3] We have the following commutative diagram of equivalences
of categories:
MFϕ,NK0

// MFϕ,NSK0
Modϕ,N∇O
::
t
t
t
t
t
t
t
t
t
using functors constructed in §5.1.4, §5.2.2, and §5.2.3.
5.2.5. Let R be the Robba ring as in [Kis06, §1.3], which is precisely B†rig,K∞ in our Def. 2.4.2.
Recall that
O = B[0,+∞)K∞ ⊂ B
†
rig,K∞
= R.
Let Modϕ,N∇,0O be the subcategory of Mod
ϕ,N∇
O consisting of objects M such that R⊗O M is pure
of slope 0 in the sense of Kedlaya (cf. [Ked04, Ked05] or [Kis06, §1.3]).
Theorem 5.2.6. [Kis06, Thm. 1.3.8] Let D ∈ MFϕ,NK0 , and let M = M(D) ∈ Mod
ϕ,N∇
O as in
§5.2.3. Then D ∈ MFϕ,N,waK0 if and only if M ∈ Mod
ϕ,N∇,0
O .
Corollary 5.2.7. The diagram in Thm. 5.2.4 induces the following commutative diagram of
equivalences of categories:
MFϕ,N,waK0

// MFϕ,N,waSK0
Modϕ,N∇,0O
88
r
r
r
r
r
r
r
r
r
5.3. Liu’s construction of (ϕ, Gˆ)-modules. Define a subring inside B+cris:
RK0 :=
{
x =
∞∑
i=0
fit
{i}, fi ∈ SK0 and fi → 0 as i→ +∞
}
,
where t{i} = t
i
pq˜(i) q˜(i)!
and q˜(i) satisfies i = q˜(i)(p−1)+ r(i) with 0 ≤ r(i) < p−1. (Let us mention
that RK0 here has nothing to do with R in §5.2.5; we are only following the notation of [Liu10].)
Define R̂ := W (R) ∩ RK0 . One can show that RK0 and R̂ are stable under the GK-action and
the GK-action factors through Gˆ. Let mR be the maximal ideal of R and I+R̂ = W (mR) ∩ R̂,
then one has R̂/I+R̂ ≃ S/uS =W (k). See [Liu10, §2.2] for all these facts.
Definition 5.3.1. Let Modϕ
S
denote the category of finite free S-modules M equipped with a
ϕS-semi-linear endomorphism ϕM : M→M such that the co-kernel of 1⊗ϕ : ϕ∗M→M is killed
by E(u)h for some h ∈ Z≥0. We say that M is of E(u)-height h (to be precise, ≤ h). Objects in
this category are called Breuil-Kisin modules.
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For M ∈ Modϕ
S
, define
(5.3.1) TS(M) := HomS,ϕ(M,W (R)).
TS(M) is a finite free Zp-representation of G∞ and rankZp TS(M) = rankS(M).
Definition 5.3.2. Let Modϕ,Gˆ
S,R̂
be the category consisting of triples (M, ϕM, Gˆ) which are called
(ϕ, Gˆ)-modules, where
(1) (M, ϕM) ∈ Mod
ϕ
S
;
(2) Gˆ is a continuous R̂-semi-linear Gˆ-action on M̂ := R̂ ⊗ϕ,S M;
(3) Gˆ commutes with ϕ
M̂
on M̂;
(4) regarding M as a ϕ(S)-submodule in M̂, then M ⊂ M̂Gal(L/K∞);
(5) Gˆ acts on the W (k)-module M̂/I+R̂M̂ trivially.
5.3.3. Let M̂ = (M, ϕ, Gˆ) be a finite free (ϕ, Gˆ)-module. By the proof in [Liu10, Prop. 3.1.3]
we can associate a Zp[GK ]-module:
(5.3.2) Tˆ (M̂) := HomR̂,ϕ(R̂ ⊗ϕ,S M,W (R)) ≃ HomW (R),ϕ(W (R)⊗R̂ M̂,W (R)),
where GK acts on Tˆ (M̂) via g(f)(x) = g(f(g
−1(x))) for any g ∈ GK and f ∈ Tˆ (M̂). Recall that
we regard M as a ϕ(S)-submodule of M̂. By [Liu10, Lem. 3.1.1], there is an isomorphism of
Zp[G∞]-modules θ : TS(M)→ Tˆ (M̂) where for f ∈ TS(M), we have
θ(f)(a⊗ x) = aϕ(f(x)), ∀a ∈ R̂, ∀x ∈M.
Theorem 5.3.4. [Liu10] The functor Tˆ induces an anti-equivalence betweenModϕ,Gˆ
S,R̂
and Repst,≥0Zp (GK),
where the latter is the category of GK-stable Zp-lattices in semi-stable representations of GK with
non-negative Hodge-Tate weights.
5.3.5. Construction of (ϕ, Gˆ)-modules. It is important that we recall the construction of (ϕ, Gˆ)-
modules starting from an integral semi-stable Galois representation.
Step 1: construction of the ϕ-module. (See [Kis06] for more details.) Let T ∈ Repst,≥0Zp (GK),
and let V = T [1/p]. Let D ∈ MFϕ,N,waK0 be the module associated to V , and let M = M(D) ∈
Modϕ,N∇,0O . Let MR := R⊗O M . The slope filtration theory of Kedlaya implies that a ϕ-module
over R of pure slope 0 can be descended to the “bounded Robba ring” Rb (= B†K∞ in our Def.
2.4.2), in the sense that there exists some ϕ-module MRb over R
b such that
R⊗Rb MRb =MR.
Then very roughly speaking, we can define some module over S[1/p] by “M b := M ∩MRb” by
noting the fact that S[1/p] = O∩Rb. One then get some integral M inside M b using the integral
structure of T (indeed, the integral structure of the (ϕ, τ)-module associated to T ; cf [Kis06, Lem.
2.1.15]). Finally, M is finite height because M is so by [Kis06, Lem. 1.2.2].
Step 2: equipping the τ -action. (Step 2 of the construction is more important for our purpose;
see [Liu10] for more details.) Let D := DO(M) ∈ MF
ϕ,N
SK0
as in §5.2.2. Then we can define a
GK-action on B
+
cris ⊗S D such that:
(5.3.3) σ(a⊗ x) =
∞∑
i=0
σ(a)γi(− log(ǫ(σ)))⊗N
i
D(x), ∀σ ∈ GK , a ∈ B
+
cris, x ∈ D
where ǫ(σ) = σ([π])
[π]
. Let us recall that (5.3.3) is well-defined and converges with respect to the
p-adic topology (induced from that on B+cris), by e.g., [Liu08, Lem. 5.1.1]. By the construction of
M, we obviously have
SK0 ⊗ϕ,S M = D.
Hence for x ∈M, we have
(5.3.4) (τ − 1)(1⊗ x) =
∞∑
m=1
γm(t)⊗N
m
D (1⊗ x).
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This shows that we have indeed defined a τ -action (hence Gˆ-action) on RK0 ⊗ϕ,S M. One then
needs to use some rather non-trivial argument to show that the τ -action is indeed defined over
W (R), i.e.,
(5.3.5) W (R)⊗ϕ,S M ⊂ B
+
cris ⊗ϕ,S M = B
+
cris ⊗S D is GK-stable.
Since we do not use the ingredient in the proof of (5.3.5), let us only mention that the proof
makes use of the fact that M is of finite height; see [Liu10, Prop. 3.2.1] for more details. This
finishes the proof that the τ -action is defined over R̂. Finally, one easily checks that Gˆ acts on
M̂/I+R̂M̂ trivially by using (5.3.4). This finishes the construction of the (ϕ, Gˆ)-module.
5.4. Finite height modules and overconvergent modules. In this subsection, we review
a result of Cherbonnier, which says that a finite free e´tale ϕ-modules (cf. Def. 3.1.1) always
contains a maximal finite free “overconvergent submodule” (possibly of a smaller rank). If the
e´tale ϕ-module is of finite height, we show that the S-module inside it generates the maximal
overconvergent submodule.
Let
OE := AK∞, OE
† := A†K∞ := AK∞ ∩B
†
K∞
.
Recall ModϕOE is the category of finite free e´tale ϕ-modules (cf. Def. 3.1.1). Define Mod
ϕ
OE
†
analogously; indeed, it consists of finite free OE
†-modules M equipped with ϕOE†-semi-linear
ϕ :M →M such that 1⊗ ϕ : ϕ∗M → M is an isomorphism.
Definition 5.4.1. (1) Let
j†∗ : Modϕ
OE
† → Mod
ϕ
OE
denote the functor where N 7→ N ⊗OE† OE .
(2) LetM ∈ ModϕOE . Let F†(M) be be the set consisting of OE
†-submodules N ⊂M of finite
type such that ϕ(N ) ⊂ N . Let j†∗(M) be the union of elements in F†(M).
Proposition 5.4.2. Let M∈ ModϕOE .
(1) We have j†∗(M) ∈ Mod
ϕ
OE
†, and hence j
†
∗ defines a functor
j†∗ : Mod
ϕ
OE
→ Modϕ
OE
† .
Furthermore, we have
rkOE†j
†
∗(M) ≤ rkOEM.
(2) The functor j†∗ is a left adjoint to j
†∗, namely, if N1 ∈ Mod
ϕ
OE
†, N2 ∈ Mod
ϕ
OE
, then
Hom(N1, j
†
∗(N2)) = Hom(j
†,∗(N1),N2),
where Hom denotes the set of morphisms in each category.
Proof. This is contained in [Che96, §3.2, Prop. 2]. Let us mention that the “ϕ-operator” in loc.
cit. can be any lift of the Frobenius x 7→ xp on the ring OE/pOE (cf. the beginning of [Che96,
§2.2]); hence [Che96, §3.2, Prop. 2] applies (to the different ϕ-actions) in both the (ϕ,Γ)-module
setting and (ϕ, τ)-module setting. 
Definition 5.4.3. Let T ∈ RepZp(G∞). We say T is of finite E(u)-height with respect to ~π =
{πn}n≥0 if there exists some M ∈ Mod
ϕ
S
such that TS(M) ≃ T . We say that V ∈ RepQp(G∞) is
of finite E(u)-height with respect to ~π if there exist some G∞-stable Zp-lattice T (equivalently,
any G∞-stable lattice by [Kis06, Lem. 2.1.15]) which is so. We say that V ∈ RepQp(GK) is of
finite E(u)-height with respect to ~π if V |G∞ is so. Throughout the paper, when E(u) and ~π are
unambiguous, we just say of finite height for short.
Remark 5.4.4. (1) Let V ∈ RepQp(GK), and let (D,ϕD, Gˆ) be the (ϕ, τ)-module attached to
V . Then clearly V is of finite height if and only there exists some M ∈ Modϕ
S
such that
BK∞⊗SM ≃ D as ϕ-modules. Indeed, note that Def. 5.4.3 has nothing to do with τ -part
of the (ϕ, τ)-modules.
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(2) Let m ≥ 1. Let πKm := {πi}i≥m−1 ∈ R, let uKm := [πKm ] ∈ W (R), and let SKm :=
W (k)[[uKm]]. We have W (k)-linear embeddings
S →֒ SKm →֒ W (R), where u 7→ u
pm−1
Km
;
note this implies E(u) = EKm(uKm) ∈ W (R) where EKm(X) = E(X
pm−1) is the minimal
polynomial of πm−1 over K0. Let V ∈ RepQp(GK). If V is of finite E(u)-height with
respect to {πn}n≥0, then V |GKm is of finite EKm(uKm)-height with respect to {πi}i≥m−1,
but not vice versa!
Proposition 5.4.5. Let T ∈ RepZp(G∞), and let M ∈ Mod
ϕ
OE
be its associated e´tale ϕ-module.
Suppose T is of finite height, and let M ∈ Modϕ
S
be the associated module. Then M ⊗S O
†
E =
j†∗(M).
Proof. Clearly M ⊂ j†∗(M) by Def. 5.4.1. By Prop. 5.4.2(2),
(5.4.1) Hom(M⊗S O
†
E , j
†
∗(M)) = Hom(M⊗S OE ,M)
One can check that the morphism on the LHS of (5.4.1) corresponding to the isomorphism on the
RHS has to be an isomorphism itself, using the fact that
(5.4.2) O†E ∩ (OE)
× = (O†E)
×.
(See e.g. the paragraph above [Che96, §3.1, Def. 5] for a proof of (5.4.2)). 
5.5. Coincidence of monodromy operators. In this subsection, we show that the monodromy
operators in Kisin’s construction and in our construction coincide in the case of semi-stable
representations. We first recall some useful notations. For n ≥ 1, let
I [n]B+cris := {x ∈ B
+
cris : ϕ
k(x) ∈ FilnB+cris, for all k > 0},
and for any subring A ⊂ B+cris, write I
[n]A := A ∩ I [n]B+cris. As shown in [Liu10, Lem. 3.2.2],
I [n]W (R) is a principle ideal generated by (ϕ(t))n.
Theorem 5.5.1. Let T ∈ Repst,≥0Zp (GK), and let V = T [1/p]. Let (M, ϕ, Gˆ) be the (ϕ, Gˆ)-module
associated to T .
• Let D†rig,K∞(V ) be the rigid-overconvergent (ϕ, τ)-module attached to V , and let N
la
∇ denote
the monodromy operator defined in Thm. 4.2.1.
• Let (M = O⊗SM, ϕ,N
Kis
∇ ) ∈ Mod
ϕ,N∇,0
O be the module corresponding to V constructed by
Kisin. Recall by Prop. 5.4.5, we have
M ⊗O B
†
rig,K∞
= M⊗S B
†
rig,K∞
= D†rig,K∞(V );
hence we can extend NKis∇ to D
†
rig,K∞
(V ) by NKis∇ ⊗1+1⊗N∇,B†rig,K∞
, which we still denote
as NKis∇ .
Then on D†rig,K∞(V ), we have
NKis∇ = N
la
∇ .
Proof. Step 1: We first review some known results concerning the interplay between the τ -
operator and ND. All contents in Step 1 are known results; cf. in particular [Liu12, §2.4] for more
details.
Let x ∈M. By (5.3.3), we have
(5.5.1) (τ − 1)n(1⊗ x) =
∞∑
m=n
(
∑
i1+...+in=m,ij≥1
m!
i1! . . . in!
)γm(t)⊗N
m
D (1⊗ x).
Hence (τ − 1)n(1⊗ x) ∈ I [n]B+cris ⊗ϕ,S M. By (5.3.5), W (R)⊗ϕ,S M is GK-stable, and hence
(τ − 1)n(1⊗ x) ∈ I [n]W (R)⊗ϕ,S M.
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Using the fact that ϕ(t)
n
nt
∈ Acris and that they converge to 0 as n → +∞, we can conclude that∑∞
n=1(−1)
n−1 (τ−1)
n
nt
(1⊗ x) converges in Acris ⊗ϕ,S M, and we have
ND(1⊗ x) =
∞∑
n=1
(−1)n−1
(τ − 1)n
nt
(1⊗ x).
Note that if we replace τ by τa with any a ∈ Zp − {0}, the above argument still works (change
t in (5.5.1) to at), and we have
(5.5.2) (τa − 1)n(1⊗ x) ∈ I [n]W (R)⊗ϕ,S M,
and hence
(5.5.3) 1⊗ND(x) =
∞∑
n=1
(−1)n−1
(τa − 1)n
ant
(1⊗ x).
Note that the LHS of (5.5.3) is independent of a.
Step 2: By theory of (ϕ, Gˆ)-modules (cf. [Liu10, Prop. 3.1.3]), we have a GK-equivariant
embedding
W (R)⊗ϕ,S M →֒ W (R)⊗Zp T,
which induces a GK-equivariant embedding
(5.5.4) W (R)⊗S M = W (R)⊗ϕ−1,W (R) W (R)⊗ϕ,S M →֒ W (R)⊗Zp T.
Indeed, this together with Prop. 5.4.5 shows that we have a ϕ-equivariant and GK-equivariant
isomorphism
(5.5.5) B˜†rig,L ⊗S M ≃ B˜
†
rig,L ⊗B†rig,K∞
D†rig,K∞(V );
this says that the τ -action from the theory of (ϕ, Gˆ)-modules (LHS of (5.5.5)) is the same as the
τ -action from (ϕ, τ)-modules (RHS of (5.5.5)).
For x ∈M, using the GK-action from (5.5.4), Eqn. (5.5.2) implies that
(5.5.6) (τa − 1)n(x) ∈ tnW (R)⊗S M.
Recall that t ∈ W (R) − pW (R) and satisfies ϕ(t) = pE(u)
E(0)
· t. Hence it is easy to deduce that
t ∈ mR − {0}, where t ∈ R denotes the mod p reduction. It implies that
t
n−1
n
∈ B˜[0,+∞),
and they converge to 0 as n→ +∞. Thus (5.5.6) implies that
(5.5.7)
∞∑
n=1
(−1)n−1
(τa − 1)n
a · n · pt
(x) converges in B˜[0,+∞) ⊗S M.
By the construction, when a ∈ pαZp with α ≫ 0, the operator in (5.5.7) is precisely N la∇ ; fur-
thermore, using the continuous embedding ι0 : B˜
[0,+∞) →֒ B+cris, the series in (5.5.7) converges in
B+cris ⊗S M to the same operator. Hence by constructions in Step 1, we must have
p
ϕ(λ)
⊗ϕ N
la
∇(x) = ND(1⊗ϕ x) for x ∈M.
(Note that this also shows that the expression in (5.5.7) is independent for any a ∈ Zp.) However,
by the construction in [Liu08] recalled in our §5.2.2, we also have
p
ϕ(λ)
⊗ϕ N
Kis
∇ (x) = ND(1⊗ϕ x) for x ∈M.
Thus we have ∇la = ∇Kis. 
6. Frobenius regularization and finite height representations
In this section, we use our monodromy operator to study finite E(u)-height representations. In
§6.1, we show that the monodromy operator can be descended to the ring O for a finite E(u)-
height representation; in §6.2, we show such representations are potentially semi-stable. The
results will be used in §7 to construct the simplified (ϕ, Gˆ)-modules.
22
6.1. Frobenius regularization of the monodromy operator.
Proposition 6.1.1. Suppose T ∈ RepZp(GK) is of finite E(u)-height (with respect to the fixed
choice of ~π = {πn}n≥0), and let M ∈ Mod
ϕ
S
be the corresponding Breuil-Kisin module. Let N∇ be
the monodromy operator constructed in Thm. 4.2.1, then N∇(M) ⊂M⊗S O.
We will use a “Frobenius regularization” technique to prove Prop. 6.1.1. Roughly, by Thm.
4.2.1, we already know that the coefficients of the matrix for N∇ live near the boundary of the
open unit disk; to show that they indeed live on the entire open unit disk in the finite height case,
we use the Frobenius operator to “extend” their range of convergence: this is where we critically
use the finite height condition for the Frobenius operator. Indeed, the proof relies on the following
key lemma.
Lemma 6.1.2. Let h ∈ R>0 and r ∈ Z>0. For s > 0, let A˜[s,+∞) be the subset consisting of
x ∈ B˜[s,+∞) such that W [s,s](x) ≥ 0, and let A[s,+∞) := A˜[s,+∞) ∩B[s,+∞). Then we have:⋂
n≥0
p−hnA˜[r/p
n,+∞] = A˜[0,+∞] = A˜+(6.1.1) ⋂
n≥0
p−hnA˜[r/p
n,+∞) ⊂ B˜[0,+∞)(6.1.2) ⋂
n≥0
p−hnA
[r/pn,+∞]
K∞
= A
[0,+∞]
K∞
= S(6.1.3) ⋂
n≥0
p−hnA
[r/pn,+∞)
K∞
⊂ B[0,+∞)K∞ = O(6.1.4)
Proof. The relations (6.1.1) and (6.1.2) are from [Ber02, Lem. 3.1]. We can intersect BK∞ with
(6.1.1) to get (6.1.3). For (6.1.4), it follows from similar argument as in [Ber02, Lem. 3.1]. Indeed,
suppose x ∈ LHS, then for each n ≥ 0, we can write x = an + bn with an ∈ p−hnA
[r/pn,+∞]
K∞
and
bn ∈ B
[0,+∞)
K∞
. Then
an − an+1 ⊂ (p
−h(n+1)A
[r/pn,+∞]
K∞
) ∩B[0,+∞)K∞ = p
−h(n+1)A
[0,+∞]
K∞
.
By modifying an+1, we can assume an = a for all n ≥ 0, and hence a ∈ S by (6.1.3). Thus,
x = a+ b0 ∈ O. 
Remark 6.1.3. We use an example to illustrate the idea of (6.1.4). Consider the element 1/u ∈
∩n≥0B
[r/pn,+∞)
K∞
, it does not belong to LHS of (6.1.4) because the valuations W [r/p
n,r/pn](1/u)
converge to −∞ in an exponential rate, rather than the linear rate on LHS of (6.1.4).
By (6.1.4), the proof of Prop. 6.1.1 will rely on some calculations of valuations and ranges of con-
vergence; we first list two lemmas. For the reader’s convenience, recall that for x =
∑
i≥i0
pi[xi] ∈
B˜[r,+∞] and for s ≥ r, s > 0 we have the formula
W [s,s](x) := infk≥i0{k +
p− 1
ps
· v
E˜
(xk)} = infk≥i0{k +
p− 1
ps
· wk(x)}.
Lemma 6.1.4. (1) Suppose x ∈ B˜+, then
W [r,r](x) > W [s,s](x), ∀0 < r < s < +∞.(6.1.5)
W [s,s](ϕ(x)) > W [s,s](x), ∀s ∈ (0,+∞)(6.1.6)
(2) We have
W [s,s](E(u)) ∈ (0, 1], ∀s ∈ (0,+∞)
(3) Recall λ =
∏
n≥0 ϕ
n(E(u)
E(0)
). Let ℓ ∈ Z≥0. Then
W [s,s](λ) > −ℓ, ∀s ∈ (0, rℓ].
Proof. Item (1) follows from definition.
For Item (2), first recall that W [s,s] is multiplicative. Note that E(u) =
∑e
i=0 aiu
i where
ae = 1, p|ai for i > 0 and p||a0. It is easy to see that W [s,s](E(u)) > 0 for all s > 0. When
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s ≤ r0, W [s,s](ue + a0) = 1 and W [s,s](
∑e−1
i=1 aiu
i) > 1, and hence W [s,s](E(u)) = 1 . Hence
W [s,s](E(u)) ≤ 1 if s > r0 by Item (1).
For Item (3), we have W [s,s](λ) =
∑
i≥0W
[s,s](ϕi(E(u)/E(0))). Using Item (1), it suffices to
treat the case s = rℓ. We have
W [rℓ,rℓ](λ) = W [rℓ,rℓ](ϕℓ(λ)) +W [rℓ,rℓ](
ℓ−1∏
i=0
ϕi(
E(u)
E(0)
))
> W [r0,r0](λ) +W [rℓ,rℓ](
ℓ−1∏
i=0
ϕi(
1
E(0)
))
> −ℓ
where the last row uses that W [r0,r0](λ) > 0 (note W [r0,r0](E(u)
E(0)
) = 0 and apply (6.1.6)). 
Lemma 6.1.5. Suppose x ∈ BIK∞. Let g(u) ∈ K0[u] be an irreducible polynomial such that
g(u) /∈ K0[up] = ϕ(K0[u]). Suppose g(u)hϕ(x) ∈ BIK∞ for some h ≥ 1, then we have x ∈ B
I/p
K∞
.
Proof. We can suppose infI 6= 0 (otherwise the lemma is trivial). Then we can further suppose
g(u) 6= u (otherwise the lemma follows easily from Cor. 2.3.5). First we treat the case h = 1.
Suppose g =
∑N
i=0 biu
i. Let g1 :=
∑
p|i biu
i (i.e., g1 contains all the u-powers with p-divisible
exponents, including the non-zero constant term) and let g2 :=
∑
p∤i biu
i; hence g2 6= 0 but
g2 6= g. Recall that if we write x =
∑
i∈Z aiu
i with ai ∈ K0, then it satisfies certain convergence
conditions with respect to I as described in Lem. 2.3.3; similarly, the expansion of the product
g(u)ϕ(x) = (g1+ g2) · (
∑
i∈Z ϕ(ai)u
pi) satisfies these convergence conditions. However, there is no
“intersection” between the two parts g1ϕ(x) and g2ϕ(x) as the former part contains exactly all the
u-powers with p-divisible exponents. Hence both g1ϕ(x) and g2ϕ(x) satisfy the aforementioned
convergence conditions, and hence both g1ϕ(x), g2ϕ(x) ∈ BIK∞ . Since g and g2 are co-prime in
K0[u], we must have ϕ(x) ∈ BIK∞. Thus x ∈ B
I/p
K∞
by Cor. 2.3.5.
Suppose now h ≥ 2, and write gh = g1+g2 similarly as above. Similarly we have g2ϕ(x) ∈ BIK∞ .
If (gh, g2) = g
k with k < h, then gkϕ(x) ∈ BIK∞ . This reduces the proof to an induction
argument. 
Remark 6.1.6. The condition g(u) /∈ K0[up] in Lem. 6.1.5 is necessary. For example, suppose
e = p, let g(u) = up − p, and let x = “ 1
u−p
” := 1
u
(
∑
i≥0(
p
u
)i) ∈ B[r0,+∞)K∞ . We have g(u)ϕ(x) = 1,
but x /∈ B[r0/p,+∞)K∞ .
Proof of Prop. 6.1.1. Let ~e be an S-basis of M, and suppose
ϕ(~e) = ~eA,N∇(~e) = ~eM, with A ∈ Mat(S),M ∈ Mat(B
†
rig,K∞
).
Since N∇ϕ =
p
E(0)
E(u)ϕN∇, we have
(6.1.7) MA +N∇(A) =
p
E(0)
E(u)Aϕ(M).
Let B ∈ Mat(S) such that AB = E(u)h · Id, then we get
(6.1.8) BMA +BN∇(A) =
p
E(0)
E(u)h+1ϕ(M).
Suppose N ≥ 0 is the maximal number such that E(u) ∈ K0[up
N
]. Denote
Di(u) :=
i∏
k=1
ϕ−k(E(u)), ∀0 ≤ i ≤ N ;
where we always let D0(u) := 1. For brevity, we denote E := E(u) and Di := Di(u).
Let
M˜ := Dh+1N M,
then from (6.1.8), we have
(6.1.9) BM˜A +Dh+1N BN∇(A) =
p
E(0)
ϕ−N (Eh+1)ϕ(M˜).
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Let ℓ≫ 0 so that
M˜ ∈ Mat(B[rℓ,+∞)K∞ ).
Note that A,B,Di ∈ Mat(S) and N∇(A) ∈ λ ·Mat(S), hence
LHS of (6.1.9) ∈ Mat(B[rℓ,+∞)K∞ ).
Since ϕ−N(E) satisfies the conditions in Lem. 6.1.5, we can iteratively use the lemma and (6.1.9)
to conclude that
(6.1.10) M˜ ∈ Mat
(⋂
n≥0
B
[rℓ/p
n,+∞)
K∞
)
.
To show that M ∈ Mat(O), our proof proceeds in 2 steps: we first show that M˜ ∈ Mat(O) using
Lem. 6.1.2; then we show that M ∈ Mat(O) using a trick of Caruso.
Step 1: Write r = rℓ. Choose c≫ 0 (in particular, we ask that c > ℓ) such that
M˜ ∈ Mat(p−cA[r,+∞)K∞ ).
Then we have
W [r,r](LHS of (6.1.9)) ≥ min{W [r,r](M˜),W [r,r](λ)}, since W [r,r] is multiplicative
≥ min{−c,−ℓ}, by Lem. 6.1.4(3)
= −c
By Lem. 6.1.4(2), we have
W [r,r](ϕ−N(E)) =W [p
Nr,pNr](E) ≤ 1.
Hence using (6.1.9), we have
W [r/p,r/p](M˜) = W [r,r](ϕ(M˜)) ≥ −c− (h+ 1).
Iterate the above argument, we get that for all n,
W [r/p
n,r/pn](M˜) ≥ −c− n(h+ 1).
By Lem. 2.2.6, we have
M˜ ∈ p−c−n(h+1)A[r/p
n,+∞)
K∞
, ∀n.
Using Eqn. (6.1.4) in Lem. 6.1.2, we can conclude that
M˜ ∈ Mat(O).
Step 2: In this step, we show that M ∈ Mat(O). If N = 0, then there is nothing to prove.
Suppose now N ≥ 1. So we have
(6.1.11) M˜ = Dh+1N ·M = ϕ
−N(Eh+1) ·Dh+1N−1 ·M ∈ Mat(O).
From (6.1.7), we also have
MEh +N∇(A)B =
p
E(0)
EAϕ(M)B,
and hence
Eh+1Dh+1N−1 · (ME
h +N∇(A)B) =
p
E(0)
EAϕ(M˜)B.
So we have
(6.1.12) Eh+1Dh+1N−1 ·ME
h = E2h+1 ·Dh+1N−1 ·M ∈ Mat(O).
Note that both ϕ−N(E) and E are irreducible in K0[u] and hence they are co-prime. Hence we
can use (6.1.11) and (6.1.12) to conclude that
Dh+1N−1 ·M ∈ Mat(O).
If N − 1 ≥ 1, we can repeat the above argument. (Note that in the argument of this Step 2, we
do not use the fact ϕ−N(E) /∈ K0[up]; indeed, this condition is used only to conclude (6.1.10)).
Hence in the end we must have
M ∈ Mat(O).
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Remark 6.1.7. The argument in Step 2 above is taken from the paragraph containing [Car13,
p. 2595, Eqn. (3.15)]; in particular, the use of DN(u) is inspired by the argument in loc. cit..
However, the argument before Step 2 are completely different from those in [Car13].
6.2. Potential semi-stability of finite height representations. In this subsection, we show
that finite height representations are potentially semi-stable; in fact, our result is slightly stronger.
Let us first recall two useful lemmas.
For any K ⊂ X ⊂ K, let
m(X) := 1 + max{i ≥ 1, µi ∈ X}.
Recall for each n ≥ 1, we let Kn = K(πn−1) (hence K1 = K). Note that
• (for n ≥ 2), Kn here = “Kn” in [Kis06] = “Kn−1” in [Liu10] and [Oze17].
Lemma 6.2.1. Let m := m(Kur) where Kur is the maximal unramified extension of K (contained
in K). Suppose V ∈ RepQp(GK) is semi-stable over Kn for some n ≥ 1, then V is semi-stable
over Km.
Proof. This is proved in [Oze17, Rem. 2.5]. Note that this fixes a gap in [Liu10, Thm. 4.2.2],
where Liu claims a similar statement using “m := m(K)” instead. Note that in general, it is
possible that m(Kur) > m(K), cf. [Oze17, §5.4]. 
Lemma 6.2.2. Let K ⊂ K(1) ⊂ K(2) be finite extensions such that K(2)/K(1) is totally ram-
ified, then the restriction functor from semi-stable GK(1)-representations to semi-stable GK(2)-
representations is fully faithful.
Proof. This is [Oze17, Lem. 4.11]. (It is basically [Car13, Prop. 3.4], but it is completely
elementary). 
Theorem 6.2.3. Let V ∈ RepQp(GK). Then V is of finite E(u)-height (with respect to the fixed
choice of {πn}n≥0) if and only if there exists W ∈ Rep
st,≥0
Qp
(GK) such that
V |GKm = W |GKm ,
with m = m(Kur). (Equivalently, the condition says that V |GKm is semi-stable and can be extended
to a GK-semi-stable representation with non-negative Hodge-Tate weights.)
Proof. Sufficiency is obvious since W is of finite height. We now prove necessity. By Prop. 6.1.1,
starting from the finite height V , we can construct a triple (M⊗S O, ϕ,N∇) ∈ Mod
ϕ,N∇,0
O , which
gives us a semi-stable GK-representation W . Here (M ⊗S O, ϕ) is pure of slope zero because
(M⊗S BK∞ , ϕ) is part of the e´tale (ϕ, τ)-module associated to V .
Let (DK∞(V ), ϕ, GˆV ) be the e´tale (ϕ, τ)-module associated to V , and let D
†
K∞
(V ) (resp.
D†rig,K∞(V )) be the overconvergent (resp. rigid-overconvergent) module equipped with the in-
duced ϕ and GˆV . Let (DK∞(W ), ϕ, GˆW ), D
†
K∞
(W ), D†rig,K∞(W ) be similarly defined. It is clear
that
DK∞(V ) = M⊗S BK∞ = DK∞(W )
D†K∞(V ) = M⊗S B
†
K∞
= D†K∞(W )
D†rig,K∞(V ) = M⊗S Brig,K∞ = D
†
rig,K∞
(W )
and they carry the same ϕ-action.
By the definition of locally analytic actions, the τV/W -action (which means τV or τW ) over
D†rig,K∞(V/W ) can be “locally” recovered by∇τ,V/W = pt·N
la
∇,V/W whereN
la
∇,V/W is the monodromy
operator defined in Thm. 4.2.1. Indeed, let ~e be an S-basis of M, then there exists some a≫ 0
such that
(6.2.1) ταV/W (~e) =
∞∑
i=0
αi ·
(∇τ,V/W )i(~e)
i!
, ∀α ∈ paZp.
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Note that a priori, the series in (6.2.1) converges to some element in B˜†rig,L⊗B†rig,K∞
D†rig,K∞(V/W );
however since ~e is also basis for DK∞(V/W ) and D
†
K∞
(V/W ), the converged element has to fall
into
B˜
†
L ⊗B†
K∞
D†K∞(V/W ) ⊂ B˜L ⊗BK∞ DK∞(V/W ).
Now, N la∇,V = N∇ by construction, and N
la
∇,W = N∇ by Thm. 5.5.1. Thus we have
N la∇,V = N
la
∇,W .
This implies that the Gal(L/Kp∞(πa))-action on the two (ϕ, τ)-modules are the same. Since
Kp∞(πa) ∩K∞ ⊇ K(πa+1) (possible equality only when p = 2, cf. Notation 1.4.3(1)). Hence we
must have
V |GKa+2 = W |GKa+2 .
We can always first choose a ≥ m(Kur) = m, and hence by Lem. 6.2.1, V is semi-stable over
Km. Thus by Lem. 6.2.2 (using the totally ramified extension Ka+2/Km), we have:
V |GKm = W |GKm .

We record some consequences of Thm. 6.2.3.
Corollary 6.2.4. Let T ∈ RepZp(GK), and fix ~π.
(1) Suppose m(Kur) = m(K) (which only sometimes happens, cf. [Oze17, §5.4]). If T is finite
height with respect to ~π, then it is also finite height with respect to ~µ · ~π = {µnπn}n≥0.
(2) Suppose m(Kur) = 1 (hence necessarily p > 2). Then T ∈ Repst,≥0Zp (GK) if and only if it
is of finite E(u)-height (for the fixed ~π).
Proof. This is obvious. 
The statement and idea of proof of the following Thm. 6.2.5 is due to Toby Gee. Furthermore,
Toby Gee and Tong Liu obtained some similar results (under stronger assumptions, but using
completely different approach) before this paper was written; cf. the upcoming [EGa].
Theorem 6.2.5. (Gee) Let T ∈ RepZp(GK). Then T ∈ Rep
st,≥0
Zp
(GK) if and only if T is of finite
height with respect to all choices of ~π.
We first introduce an elementary lemma.
Lemma 6.2.6. Let K ⊂ M1,M2 be finite extensions, and let M = M1M2. Suppose M/K is
Galois and totally ramified, and suppose M1 ∩ M2 = K. Let V be a GK-representation and
suppose it is semi-stable over both M1 and M2, then V is semi-stable over K.
Proof. It is easy to see that Gal(M/K) acts trivially on DMst (V ) = (V ⊗Qp Bst)
GM , and hence
DMst (V ) = D
K
st (V ). 
Proof of Thm. 6.2.5. Necessity is proved in [Kis06]. We prove sufficiency. Let V := T [1/p], let
U := V |GKur , and let K̂
ur denote the completion of Kur. It suffices to show that the GK̂ur-
representation U is semi-stable. First fix one ~π. Choose another unifomizer π′ of K̂ur (hence of
K) such that π/π′ ∈ O×
K̂ur
\(O×
K̂ur
)p, and choose any compatible system ~π′ = {π′n}n≥0. By [Bir67,
p.90, §2, Lem. 3], for each i ≥ 1, the two fields K̂ur(πi) and K̂ur(π′i) are different (indeed, the
lemma even implies that K̂ur(πi, µi) 6= K̂ur(π′i, µi)). Combined with [Liu10, Lem. 4.1.3], it is easy
to show that
K̂ur(πi) ∩ K̂ur(π
′
i) = K̂
ur, ∀i ≥ 1.
Let m := m(Kur). Consider the 3-step extensions
K̂ur ⊂ K̂ur(πm−1), K̂ur(π
′
m−1) ⊂ M = K̂
ur(πm−1, π
′
m−1).
Since µm−1 ∈ K̂ur, M/K̂ur is Galois and totally ramified. By Thm. 6.2.3, V is semi-stable over
K(πm−1), hence U is semi-stable over K̂ur(πm−1); similarly U is semi-stable over K̂ur(π
′
m−1). Thus
U is semi-stable over K̂ur by Lem. 6.2.6. 
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7. Simplified (ϕ, Gˆ)-modules
In this section, we construct a simplified version of Liu’s (ϕ, Gˆ)-modules. In §7.1, we review
some results of Ozeki on weak (ϕ, Gˆ)-modules. In §7.2, we construct our simplified (ϕ, Gˆ)-modules;
using results in this paper and earlier results of Liu and Ozeki, we show that they classify integral
semi-stable Galois representations.
7.1. Weak (ϕ, Gˆ)-modules. In this subsection, we recall Ozeki’s result on weak (ϕ, Gˆ)-modules.
Definition 7.1.1. Fix a choice of ~π. Let n ≥ 1. we denote by Cn(~π) the category of finite free
Zp-representations T of GK such that we have an GKn-equivariant isomorphism
T [1/p]|GKn ≃ W |GKn
for some W ∈ Repst,≥0Qp (GK).
Definition 7.1.2. A triple (M, ϕM, Gˆ) that satisfies Items (1)-(4) (but not necessarily Item (5))
in Def. 5.3.2 is called a weak (ϕ, Gˆ)-module. Denote the category of such objects as wModϕ,Gˆ
S,R̂
.
For a weak (ϕ, Gˆ)-module, the functor
Tˆ (M̂) := HomW (R),ϕ(W (R)⊗R̂ M̂,W (R)),
still gives a Zp[GK ]-module as in §5.3.3; and we still have rankZp Tˆ (M̂) = rankS M. The following
is the main theorem of [Oze17].
Theorem 7.1.3. [Oze17, Thm. 1.2] The functor Tˆ induces an anti-equivalence between wModϕ,Gˆ
S,R̂
and Cm(K)(~π).
We also review another useful result in [Oze17].
Notation 7.1.4. Let E be a complete discrete valuation field of characteristic 0 with a perfect
residue field of characteristic p. We use SE, R̂E (resp. GˆE) to denote the rings (resp. the group)
constructed using the field E (and some fixed chosen −→πE) corresponding to S, R̂ (resp. Gˆ) which
are constructed using K and ~π.
Definition 7.1.5. [Oze17, Def. 3.1] Let E/K be a finite extension. Let Modϕ,GˆE ,GK
SE ,R̂E ,W (R)
be the
category consisting of (M̂E, GK) which are called (ϕ, GˆE, K)-modules, where:
(1) M̂E = (ME, ϕ, GˆE) ∈ Mod
ϕ,GˆE
SE ,R̂E
is a (ϕ, GˆE)-module;
(2) GK is a continuous W (R)-semi-linear ϕ-commuting GK-action on W (R)⊗ϕ,SE ME;
(3) The two GE-actions on W (R)⊗ϕ,SE ME , respectively induced from Item(1) and restricted
from Item (2), coincide.
Let M̂ = (M̂E, GK) be a module as in Def. 7.1.5, let
TˆE/K(M̂) := HomW (R),ϕ(W (R)⊗ϕ,SE ME,W (R)).
Theorem 7.1.6. [Oze17, Thm. 3.2] The functor TˆE/K induces an anti-equivalence between
Modϕ,GˆE ,GK
SE ,R̂E ,W (R)
and RepE-st,≥0Zp (GK), where the latter is the category of Zp-representations T of
GK such that T [1/p]|GE is semi-stable with non-negative Hodge-Tate weights.
7.2. Simplified (ϕ, Gˆ)-modules. In this subsection, we construct a simplified version of (ϕ, Gˆ)-
modules. Recall that GL = Gal(K/L) and mR is the maximal ideal of R. Denote
W (R)L := (W (R))
GL, W (mR)L := (W (mR))
GL.
Definition 7.2.1. Let Modϕ,Gˆ
S,W (R)L
be the category consisting of triples (M, ϕM, Gˆ), which we
call the simplified (ϕ, Gˆ)-modules, where
(1) (M, ϕM) ∈ Mod
ϕ
S
;
(2) Gˆ is a continuous W (R)L-semi-linear Gˆ-action on M̂ := W (R)L ⊗S M;
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(3) Gˆ commutes with ϕ
M̂
on M̂;
(4) M ⊂ M̂Gal(L/K∞) via the embedding M →֒ M̂;
(5) M/uM ⊂ (M̂/W (mR)LM̂)
Gˆ via the embedding M/uM →֒ M̂/W (mR)LM̂.
Remark 7.2.2. (1) Note that not only R̂ disappears in Def. 7.2.1, there is also no more ϕ-twist
in M̂ =W (R)L ⊗S M.
(2) The embedding M/uM →֒ M̂/W (mR)LM̂ induces an ϕ-equivariant isomorphism
W (kL)⊗W (k) M/uM ≃ M̂/W (mR)LM̂,
where kL is the residue field of L. Note that Gˆ acts on W (kL) (in general non-trivially).
If we only suppose:
(7.2.1) M̂/W (mR)LM̂ is trivial as a W (kL)-representation of Gˆ,
we do not know if we can show Gˆ acts on M/uM trivially. Hence we cannot use (7.2.1)
to replace Def. 7.2.1(5).
The following Def. 7.2.3 is inspired by discussions with Heng Du, Toby Gee and Tong Liu; it
is obviously equivalent to Def. 7.2.1.
Definition 7.2.3. Let Modϕ,GK
S,W (R) be the category consisting of triples (M, ϕM, GK) where
(1) (M, ϕM) ∈ Mod
ϕ
S
;
(2) GK is a continuous W (R)-semi-linear GK-action on M̂ := W (R)⊗S M;
(3) GK commutes with ϕM̂ on M̂;
(4) M ⊂ M̂Gal(K/K∞) via the embedding M →֒ M̂;
(5) M/uM ⊂ (M̂/W (mR)M̂)GK via the embedding M/uM →֒ M̂/W (mR)M̂.
Remark 7.2.4. The module M̂ =W (R)⊗SM above is a Breuil-Kisin-Fargues module, cf. [BMS18,
Def. 1.5].
We record an equivalent condition for Def. 7.2.3(5).
Lemma 7.2.5. Let (M, ϕM, GK) be a triple satisfying Items (1)-(4) of Def. 7.2.3, then the
condition in Def. 7.2.3(5) is satisfied if and only if M̂/W (mR)M̂ is fixed by GKur.
Proof. Necessity is obvious, and we prove sufficiency. If M̂/W (mR)M̂ is fixed by GKur, then
so is M/uM. But M/uM is also fixed by GK∞ by Def. 7.2.3(4), hence it is fixed by GK as
Kur ∩K∞ = K. 
Definition 7.2.6. (1) Let wModϕ,Gˆ
S,W (R)L
denote the category consisting of triples (M, ϕM, Gˆ)
satisfying Items (1)-(4) in Def. 7.2.1
(2) Let wModϕ,GK
S,W (R) denote the category consisting of triples (M, ϕM, GK) satisfying Items
(1)-(4) of Def. 7.2.3.
Remark 7.2.7. It is tempting to call objects in Def. 7.2.6 “simplified weak (ϕ, Gˆ)-modules”;
however we perhaps should not do so. As we shall see Thm. 7.2.9, they are equivalent to the
category of finite E(u)-height representations of GK ; namely, the Gˆ-stability (resp. GK-stability)
of M̂ is automatic for finite E(u)-height representations.
For M̂ ∈ wModϕ,Gˆ
S,W (R)L
, resp. M̂ ∈ wModϕ,GK
S,W (R), the functor
Tˆ (M̂) := HomW (R),ϕ(W (R)⊗W (R)L M̂,W (R))
resp. Tˆ (M̂) := HomW (R),ϕ(M̂,W (R))
still gives a Zp[GK ]-module as in §5.3.3.
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7.2.8. The tensor map M̂ 7→W (R)L ⊗ϕ−1,W (R)L W (R)L ⊗R̂ M̂ induces a functor:
M̂W (R)L : wMod
ϕ,Gˆ
S,R̂
→ wModϕ,Gˆ
S,W (R)L
.
Similarly the tensor map M̂ 7→W (R)⊗W (R)L M̂ induces a functor:
M̂W (R) : wMod
ϕ,Gˆ
S,W (R)L
→ wModϕ,GK
S,W (R).
Theorem 7.2.9. We have equivalences of categories
(7.2.2) wModϕ,Gˆ
S,W (R)L
M̂W (R)
−−−−→ wModϕ,GK
S,W (R)
Tˆ
−→ RepE(u)-htZp (GK)
=
−→ Cm(Kur)(~π),
where Rep
E(u)-ht
Zp
(GK) denotes the category of finite E(u)-height GK-representations.
Proof. It is obvious that M̂W (R) induces an equivalence. The last equivalence is Thm. 6.2.3. The
full faithfulness of Tˆ can be proved using exactly the same argument as the proof for the full
faithfulness of Tˆ : wModϕ,Gˆ
S,R̂
→ RepZp(GK) in the end of [Liu10, §3.1]; note that in loc. cit.,
Item (5) of Def. 5.3.2 is not needed to show full faithfulness. Hence it suffices to show that Tˆ is
essentially surjective.
Indeed, suppose T ∈ RepE(u)-htZp (GK), let M be the corresponding module, and let V = T [1/p].
By Thm. 6.2.3, V |GKm is semi-stable where m = m(K
ur). Hence by Thm. 7.1.6, there exists a
unique module in Modϕ,GˆE ,GK
SE ,R̂E ,W (R)
which corresponds to T where E = Km and we use the sequence
{πi}i≥m−1 as in Rem. 5.4.4(2). In particular, one easily sees thatME = SE⊗SM. We can identify
W (R)⊗ϕ,SM =W (R)⊗ϕ,SEME together with ϕ-structures. SinceW (R)⊗ϕ,SEME is GK-stable,
we can equip a GK-action onW (R)⊗ϕ,SM through the aforementioned identification; this induces
a GK-action on W (R)⊗S M, and gives the desired pre-image of T . 
Remark 7.2.10. The essentially surjectivity of Tˆ is also proved in [Car13, Prop. 3.3]; the proof
there utilizes a (rather complicated and implicit) ring “Su−dp,τ”, but it does not require knowing
the potential-semi-stability of finite height representations a priori. However, the proof in Thm.
7.2.9 perhaps fits better in our studies, as the underlying strategy (e.g., in the proof of Thm.
7.1.6, cf. [Oze17]) is quite common in the study of (ϕ, Gˆ)-modules.
Corollary 7.2.11. If m(K) = m(Kur), then we have equivalences of categories
(7.2.3) wModϕ,Gˆ
S,R̂
M̂W (R)L−−−−−→ wModϕ,Gˆ
S,W (R)L
M̂W (R)
−−−−→ wModϕ,GK
S,W (R)
Tˆ
−→ RepE(u)-htZp (GK)
=
−→ Cm(Kur)(~π)
=
−→ Cm(K)(~π);
(7.2.4) Modϕ,Gˆ
S,R̂
M̂W (R)L−−−−−→ Modϕ,Gˆ
S,W (R)L
M̂W (R)
−−−−→ Modϕ,GK
S,W (R)
Tˆ
−→ Repst,≥0Zp (GK).
Proof. The equivalences in (7.2.3) follow from Thm. 7.1.3 and Thm. 7.2.9. The equivalences in
(7.2.4) easily follow from (7.2.3) and Thm. 5.3.4. 
Theorem 7.2.12. We have equivalences of categories (which strengthen (7.2.4))
(7.2.5) Modϕ,Gˆ
S,R̂
M̂W (R)L−−−−−→ Modϕ,Gˆ
S,W (R)L
M̂W (R)
−−−−→ Modϕ,GK
S,W (R)
Tˆ
−→ Repst,≥0Zp (GK).
Proof. It is obvious M̂W (R) induces an equivalence. To prove the theorem, it suffices to check
that if M̂ ∈ Modϕ,GK
S,W (R), then Tˆ (M̂) is semi-stable. The object M̂ induces an object M̂K̂ur ∈
Mod
ϕ,G
K̂ur
S
K̂ur
,W (R) using MK̂ur := W (k)[[u]] ⊗S M (and using Lem. 7.2.5). It suffices to show that
Tˆ (M̂)|GKur is semi-stable as a GK̂ur-representation; but it is isomorphic to Tˆ (M̂K̂ur), which is
semi-stable by Cor. 7.2.11. 
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Remark 7.2.13. The content of Thm. 7.2.12 is surprising, as there is no appearance of R̂ in the
simplified (ϕ, Gˆ)-modules (although the proof of the theorem depends on it!). The ring R̂ is a
rather implicit ring (although RK0 is very explicit), but it plays a huge role in Liu’s theory of
(ϕ, Gˆ)-modules. It seems very likely we can actually give a direct proof of the equivalence between
Modϕ,Gˆ
S,W (R)L
and Repst,≥0Zp (GK) without using the ring R̂, using the idea of locally analytic vectors.
We postpone this investigation to another occasion.
Remark 7.2.14. (I thank Peter Scholze for useful discussions on this remark.) Let X be a proper
smooth (formal) scheme over OK as in the beginning of [BMS19]. Recall C resp. Ainf there is
precisely our Cp resp. W (R). Then the chomology theories RΓS(X) and RΓAinf(XOC ) “satisfy” the
conditions in Def. 7.2.3 (although the cohomology groups are not necessarily finite free). Indeed,
the ϕ-commuting GK-action on RΓAinf (XOC) comes from functoriality of the constructions (e.g.,
in [BMS18]) with respect to X → Spf OC . Def. 7.2.3(2)(4) follow from the comparison theorem
[BMS19, Thm. 1.2(1)]. Def. 7.2.3(5) is precisely the crystalline comparison theorem [BMS19,
Thm. 1.2(3)].
Let us summarize the relations between the various module categories. Here “≃” signifies an
equivalence, and a hooked arrow “→֒” means “is a subcategory of”.
Rep
E(u)-ht
Zp
(GK) wMod
ϕ,Gˆ
S,W (R)L
≃
oo
≃
// wModϕ,GK
S,W (R)
≃
// Cm(Kur)(~π)
wModϕ,Gˆ
S,R̂
?
OO
≃
// Cm(K)(~π)
?
OO
Modϕ,Gˆ
S,R̂
?
OO
≃
// Modϕ,Gˆ
S,W (R)L
≃
//
?
OO
Modϕ,GK
S,W (R)
≃
//
?
OO
Repst,≥0Zp (GK)
?
OO
In the end, we give a crystallinity criterion for the (simplified) (ϕ, Gˆ)-modules.
Proposition 7.2.15. Suppose the following assumption is satisfied (which is automatic when
p > 2, and can be made to happen when p = 2; cf. Rem. 7.2.16 below):
(7.2.6) K∞ ∩Kp∞ = K.
(1) Let M̂ be an object in Modϕ,Gˆ
S,R̂
, then the following is equivalent:
(a) Tˆ (M̂) is a crystalline representation;
(b) (τ − 1)(M) ⊂ ϕ(t)W (mR)⊗ϕ,S M;
(c) (τ − 1)(M) ⊂ upϕ(t)W (R)⊗ϕ,S M.
(2) Let M̂ be an object in Modϕ,Gˆ
S,W (R)L
or in Modϕ,GK
S,W (R), then the following is equivalent:
(a) Tˆ (M̂) is a crystalline representation;
(b) (τ − 1)(M) ⊂ tW (mR)⊗S M;
(c) (τ − 1)(M) ⊂ utW (R)⊗S M.
Proof. Item (1) is [Oze13, Thm. 21]. Note that there is a running assumption p > 2 in [Oze13];
however it is only to guarantee that (7.2.6) holds. (Recall that assuming (7.2.6) is equivalent to
assuming τ and Gal(L/K∞) topologically generate Gˆ = Gal(L/K); cf. Notation. 1.4.3) Indeed,
the implication from (1)(a) to (1)(c) is already proved in [GLS14, Prop. 5.9], where p > 2 is also
assumed only to guarantee that (7.2.6) holds. When p = 2 and (7.2.6) holds, the argument in
[GLS14, Prop. 5.9] and [Oze13, Thm. 21] work through unchanged.
Item (2) follows easily from Item (1), using the equivalence of categories in Thm. 7.2.12. 
Remark 7.2.16. When p = 2, (7.2.6) does not always happen. However, by [Wan, Lem. 2.1], we
can make some choice of ~π = {πn}n≥0 (indeed, a specific choice of π = π0 already suffices) so
that (7.2.6) holds. This choice is a bit artificial (although only when p = 2); however what we
care most are the representations (attached to these (ϕ, Gˆ)-modules), hence the sacrifice seems
minimal for applications.
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7.3. Independence from Caruso’s work.
Remark 7.3.1. (1) The only place in the current paper where we actually use results from
[Car13] is in Thm. 3.1.4 (also Def. 3.1.2) which is [Car13, Thm. 1]. (Lem. 6.2.2 is also
from [Car13], but it is completely elementary).
(2) Besides those in §1 and in Thm. 3.1.4, the only places where we make references to [Car13]
are in Rem. 6.1.7 and Rem. 7.2.10, where we mention some argument and results from
[Car13].
(3) The results in [Car13] are not used in any of the cited papers in our bibliography, except
[Car13, Thm. 1], which is used in [GL, GP].
(4) Hence, the current paper is independent of the work [Car13] (except [Car13, Thm. 1]).
Appendix A. A gap in Caruso’s work, by Yoshiyasu Ozeki
The statement of [Car13, Prop. 3.7] is false. Here is a counter-example:
• Let A = Qp with p = 3, let m = 4 and let Λ = p−4 · Zp. Let a = b = 0.
The mistake in the proof of [Car13, Prop. 3.7] is rather hidden. Indeed, on [Car13, p. 2580],
Caruso obtains the formula:
logm(ab)− (logm a+ logm b) ∈
pm−1∑
j=1
pℓ(p
m−j)+ℓ(j)
j
· Λ.
As far as we understand, Caruso is implicitly using that Λ is a ring (namely, a Zp-algebra). But
in fact, Λ is only a Zp-module.
Prop. 3.7 of [Car13] is a key proposition in the paper. Indeed, it is used to prove Prop. 3.8,
Prop. 3.9 in loc. cit.. These propositions are then repeatedly used in later argument of that
paper.
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