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The influence of migration on the stochastic dynamics of subdivided populations is still an open
issue in various evolutionary models. We develop here a self-consistent mean-field-like method in
order to determine the effects of migration on relevant nonequilibrium properties, such as the mean
fixation time. If evolution strongly favors coexistence of species (e.g., balancing selection), the mean
fixation time develops an unexpected minimum as a function of the migration rate. Our analysis
hinges only on the presence of a separation of time scales between local and global dynamics and
therefore it carries over to other nonequilibrium processes in physics, biology, ecology, and social
sciences.
PACS numbers: 87.23.Kg, 87.23.Cc,05.40.-a
Natural populations are often subdivided and frag-
mented in space, with the consequence that species or
genetic traits get locally extinct and recolonized by mi-
gration. Understanding and predicting how migration
among subpopulations affects their collective evolution
is therefore an important issue across various disciplines,
e.g., conservation ecology [1], population genetics [2],
evolutionary game theory [3], language competition [4],
learning dynamics [5], and epidemics [6].
The dynamics of subpopulations results from the
competition between the evolutionary “force” (selection)
which favors stronger genotypes and the intrinsic noise
(genetic drift) due to death and reproduction of individ-
uals. This noise eventually drives any finite population
into an absorbing state (fixation), in which all individu-
als have the same traits (e.g., species/language/opinion).
In subdivided populations, migration acts with selection
and internal noise, influencing the statistical properties
of the fixation process, such as the mean fixation time
(MFT). In this respect, it is widely accepted that in
the absence of spatial embedding, the effect of subdivi-
sion in populations of constant and equal size effectively
amounts at a rescaling of the relevant parameters of the
population, such as the population size and the effective
strength of the selection [7, 8]. When selection is con-
stant or absent, the MFT monotonically decreases upon
increasing the migration rate [4, 9, 10], but more complex
behaviors cannot be ruled out a priori. Here we consider
evolutionary forces that favor biodiversity, i.e., the coex-
istence of species or different genotypes, showing that the
MFT can, in fact, display a nonmonotonic dependence on
the migration rate. Even in the absence of mutation, this
kind of evolutionary forces are common in the evolution
of natural populations. For instance, the so-called bal-
ancing selection [2, 11] acts in several contexts, most no-
tably mammalian [12] and plants [13]. The maintenance
of some genetic diseases in humans, e.g., sickle-cell ane-
mia [14], thalassemia [15] and cystic fibrosis [16] is also
ascribed to balancing selection. Analogous mechanisms
are responsible for cooperative behaviors in ecology and
coevolutionary dynamics [17, 18], such as those recently
observed in microbial communities [19], or for emergent
bilingualism in language competition [20].
For concreteness, we focus here on a model specific
to population genetics, and we investigate the effect on
MFT of the interplay between balancing selection and
subdivision. We develop a self-consistent mean-field-like
approach which yields an effective dynamic equation,
from which we derive the nonequilibrium collective prop-
erties, such as the MFT. For weak selection, our approx-
imation renders the one of Ref. [10]. We show that the
MFT can actually develop a minimum as a function of
the migration rate for sufficiently strong selection. This
is in contrast to the assumptions in Ref. [8] and to the
intuitive idea that the collective fluctuation needed to
reach global fixation could be facilitated by increasing
the migration. The existence of this minimum depends,
inter alia, on the optimal frequency, i.e., on the amount of
biodiversity promoted by balancing selection alone. The
nonmonotonicity of the MFT is reflected in the behav-
ior of the so-called “heterozygosity”, which quantifies the
biodiversity within the subdivided population.
The model. — Inspired by common models in popula-
tion genetics, we consider Ω  1 individuals carrying a
single copy of a gene with two possible values (alleles) A
and B. The evolution of this large but finite population
turns out to be effectively described by a diffusion ap-
proximation [21, 22], i.e., by a Langevin equation for the
frequency x of, e.g., allele A. The mean change of x in a
well-mixed population is µ(x) = s˜x(1−x), where s˜ is the
selection rate, while the variance is approximately given
by v(x) = x(1 − x)/(Ωτg), where τg is the generation
time (see Ref. [23] for a derivation of these expressions
from microscopic models). Hereafter, time is measured
in units of generations, so that τg = 1 and the rates
become dimensionless quantities. Balancing selection is
characterized by s˜ = s(x∗−x), where s > 0 is a constant
and x∗ represents the internal optimal frequency which is
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2promoted by balancing effects in an infinite population.
In order to investigate the influence of migration on
subdivided populations with balancing selection in the
simplest possible setting, we consider the celebrated Is-
land model, originally proposed byWright [24] for neutral
evolution. It consists of N subpopulations (demes), each
composed by Ω individuals which evolve as described
above (with the same µ(x) and v(x)), while being allowed
to exchange a randomly picked individual with any other
deme at a rate m/N , such that Ω is unchanged. For suf-
ficiently large Ω and small m and s, the evolution of the
allele frequency xi ∈ [0, 1] in the i-th deme is described
by the Langevin equation [21, 23] (with Itô prescription),
x˙i = µ(xi) +m(x¯− xi) +
√
v(xi) ηi, (1)
where ηi are independent Gaussian noises with
〈ηi(t)ηj(t′)〉 = δi,jδ(t− t′); hereafter the overbar denotes
interdeme averages, e.g., xk =
∑
i x
k
i /N , and thus x¯ is
the interdeme mean frequency (IDMF). For m = 0, the
demes are independent: the deterministic selection term
µ in Eq. (1) drives xi towards x∗, while the random ge-
netic drift finally drives xi towards one of the two pos-
sible absorbing states xi = 0 and 1, corresponding to
fixation of allele B and A, respectively (see Fig. 1(a)).
For m > 0, migration acts as a source of biodiversity
for the subpopulations, preventing their independent fix-
ation (see Figs. 1(b) and 1(c)) and favoring a coordinate
evolution of the interacting demes. For Ωm  1 and x∗
sufficiently close to 0 or 1, the collective evolution rapidly
drives all demes into the same absorbing state; instead,
for a wide range of parameters, the IDMF x¯ fluctuates
for a long time around a value xˆ — characterized by the
vanishing of the deterministic force in the dynamics of
x¯ — until fixation eventually occurs through a rare (for
large N) fluctuation [23, Sec. IIB]. This coordinated be-
havior around xˆ becomes effectively a metastable state if
the typical time Trel required to reach it from the initial
condition is significantly shorter than the typical time
Tfluct for fixation to occur. This condition is satisfied for
msΩ2N  1 [23, Sec. IIA]. The statistics of fixation can
be studied by considering the evolution equation of x¯,
which follows from Eq. (1),
x˙ = s[x∗x− (1 + x∗)x2 + x3] +
√
(x− x2)/(ΩN) η, (2)
where η is a Gaussian noise with 〈η(t)η(t′)〉 = δ(t − t′).
This equation involves higher-order moments, and the
hierarchy does not close; however, we can proceed by
introducing a moment closure scheme based on a self-
consistent mean-field-like approximation.
The approximation. — Since the global variable x¯ is
the average of N local frequencies, it is heuristically ex-
pected that its dynamics is much slower than that of
the individual {xi}, determining a separation of time
scales between the local and global dynamics. In the
absence of selection (s = 0), Eq. (2) is driven only by
the genetic drift, therefore the time scale separation oc-
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Figure 1. Time evolution of the frequency xi of allele A in
the various demes (represented by different colors) of a fully-
connected population consisting ofN = 8 demes with Ω = 100
individuals each (a) in the absence of migration (m = 0) or
(b) for small (Ωm = 0.05) and (c) large (Ωm = 50) migration
rate. The balancing selection is characterized here by x∗ = 0.5
and Ωs = 5. At time t = 0, half of the demes have xi = 0.05,
while the remaining ones xi = 0.95. Upon increasing N , the
fluctuations of x¯ around x∗ reduce significantly in panel (c).
curs for sufficiently large N (NΩm  1). Being cou-
pled only via the slowly varying quantity x¯, {xi} can be
considered as almost independent random variables, each
one described by a conditional quasi-stationary distribu-
tion Pqs(xi|x¯). The latter can be obtained by solving
the stationary Fokker-Planck equation associated with
Eq. (1), in which x¯ is treated as a constant parame-
ter. Under these assumptions the population average
xk(t) can be approximated, for N  1, by the corre-
sponding mean
∫
dxi x
k
i Pqs(xi|x¯). For s = 0 one obtains
Pqs(x|x¯) ∝ x2m′x¯−1(1− x)2m′(1−x¯)−1, where m′ = Ωm is
a rescaled rate introduced for convenience and Pqs(x|x¯)
satisfies the consistency condition x¯ =
∫ 1
0
dxxPqs(x|x¯).
This Pqs(x|x¯) can then be used for evaluating x2 and x3
in Eq. (2) and for calculating the mean drift M(x¯) and
variance V (x¯) of the (stochastic) variable x¯ [10]:
M(x¯) = se x¯(1− x¯)(xe∗ − x¯) and V (x¯) =
x¯(1− x¯)
Ne
. (3)
This implies that at the lowest, non-vanishing or-
der in s, the subdivided population behaves like a
well-mixed one with an effective selection coefficient
se = s/
[(
1 + 1m′
) (
1 + 12m′
)]
, an effective population size
Ne = NΩ
(
1 + 12m′
)
, and an effective optimal frequency
xe∗ = x∗+(x∗−1/2)/m′. The time scale Tmigr associated
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Figure 2. Mean fixation time as a function of the migration
rate m′ with N = 30, Ω = 100, s′ = 1, and x∗ = 0.5. The
solid line corresponds to Eq. (5), while the dashed line ac-
counts for the first-order correction in se/m; symbols with er-
rorbars are the results of numerical simulations of the Wright-
Fisher (WF) model. The dash-dotted lines indicate the upper
bounds for small and large migration, found in Ref. [8].
with the response of xi to a variation of x¯ can be read
from Eq. (1) and it is Tmigr ' 1/m. The typical time
scale of the dynamics of x¯ is determined, instead, either
by the time scale Trel ' 1/se of the drift or by the time
scale Tfluct ' Ne of the stochastic term in Eq. (3). When
Trel < Tfluct, i.e., NΩs > 1 + 1/m′, our approximation
requires Trel  Tmigr, i.e., se  m, while in the oppo-
site case, it is accurate whenever N  1 (see Ref. [23,
Sec. IIA] for a detailed discussion). This approximation
can be generalized to small but non-vanishing values of
se/m by accounting (a) for s 6= 0 in the quasi-stationary
distribution Pqs and (b) for the fact that x¯ slowly changes
during the fast evolution of xi, which results in a distri-
bution Pqs(xi|y(t)) where the effective field y(t) ' x¯(t)
has to be determined self-consistently. The single-deme
quasi-stationary distribution for s′ ≡ Ωs 6= 0 is
Pqs(x|y) ∝ x2m′y−1(1− x)2m′(1−y)−1es′x(2x∗−x). (4)
The consistency condition x¯ =
∫ 1
0
dxxPqs(x|y) gives y =
x¯− (se/m)x¯(1− x¯)(xe∗ − x¯) +O((se/m)2), which can be
used together with Eq. (25) in order to calculate higher-
order corrections in s to M(x¯) and V (x¯) [23, Sec. III].
Mean fixation time. — On the basis ofM(x¯) and V (x¯)
calculated as discussed above, the MFT Tfix(x) for the
whole population with an initial IDMF x¯ is determined
within the diffusion approximation by V (x¯)T ′′fix(x¯)/2 +
M(x¯)T ′fix(x¯) = −1 [25]. For x∗ = 1/2, by using the
lowest-order approximations [(0)] for M and V in Eq. (3)
and choosing the state x¯ = 1/2 (corresponding to the
metastable state) as initial condition, we get
T
(0)
fix = Ne
∫ 1
0
dy
∫ 1
0
dz
eseNey(1−z
2)/4
1− yz2 , (5)
which reaches a constant value for m′  1, while
T
(0)
fix /(NΩ) ' log 2/m′ for m′  1. Figure 2 shows T (0)fix
(solid line) as a function ofm′ for the population specified
in the caption, together with the prediction (dashed line)
which accounts for the first-order correction in se/m to
the mean driftM(x¯) and variance V (x¯) [23]. T (0)fix shows a
marked nonmonotonic dependence on the migration rate
m′, while complying with the bounds of Ref. [8] for small
and large m′ (dash-dotted lines). In fact, T (0)fix (m
′  1)
approaches the value it would have in a well-mixed pop-
ulation of ΩN individuals, whereas for m′  1 fixation
— and thus Tfix — is controlled by the growing time
scale Tmigr ∝ 1/m′ associated with migration. In this
respect, the limit m′ → 0 differs essentially from the case
m′ = 0, in which Tfix is governed by the single-deme fix-
ation times, is finite, and it scales ∝ logN for large N
[23, Sec. IV].
In order to demonstrate the accuracy of our analyti-
cal predictions, Fig. 2 reports the results (symbols with
errorbars) of numerical simulations of the Wright-Fisher
(WF) microscopic model with balancing selection [23].
Their agreement with the analytical prediction of Eq. (5)
is very good and further improves upon including the
first-order corrections in se/m (dashed line).
Figure 3(a) shows that the nonmonotonicity displayed
in Fig. 2 is enhanced upon increasing σ ≡ s′N , while it
disappears for σ < σc, where σc is a critical threshold
below which the MFT behaves qualitatively as in a neu-
tral population with s = 0. The value m′min of m
′ at
which Tfix is minimum diverges for σ → σc ' 5.2 and
decreases upon increasing σ > σc, as shown in Fig. 3(b).
The value σc slightly depends on se/m if the corrections
to Eq. (3) are included. Figure 3(c) shows that the non-
monotonicity of T (0)fix persists also for x∗ 6= 1/2, but only
within an interval of values of x∗ which depends on σ —
as indicated by the shaded area in Fig. 3(d) — and which
covers the entire range for σ & 10.
Biodiversity. — Migration is expected to affect the
level of biodiversity of a population. In diallelic models,
this effect is usually studied in terms of (i) the global het-
erozygosity H = 2x¯(1− x¯), which quantifies the diversifi-
cation of the global population but neglects the possible
subdivision in demes, and of (ii) the intra-deme heterozy-
gosity h = (2/N)
∑N
i=1 xi(1 − xi) = 2x(1− x), which
measures the average level of diversification inside each
deme. Note that 0 ≤ h ≤ H ≤ 1/2. H = 0 corresponds
to the loss of global biodiversity, namely all individuals
within the population have the same genotype; H = 1/2,
instead, corresponds to the maximal possible global bio-
diversity in which the two genotypes are equally present
within the whole population. Analogous interpretation
holds for h = 0 and h = 1/2 at the intra-deme level. As
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Figure 3. Features of the mean fixation time T (0)fix in Eq. (5) for
a population of N = 30 demes with Ω = 100 individuals each:
(a) dependence of T (0)fix onm
′ for x∗ = 0.5 and various values of
σ; (b) m′min as a function of σ; (c) T
(0)
fix as a function of m
′ for
σ = 9 and various x∗; (d) region (gray) of the parameter space
(σ, x∗) where T (0)fix is a nonmonotonic function of m
′. Symbols
with errorbars are the results of numerical simulations of the
WF model.
depicted in Fig. 1(c) the local allele frequencies {xi} ap-
proach each other for m′  1, with xi ' xj and therefore
h ' H. In the case of moderate migration rate m′ . 1
of Fig. 1(b), instead, different demes fix different alleles,
causing h ' 0, while H is maintained positive by migra-
tion which acts as a constant source of biodiversity.
In order to understand how migration affects biodi-
versity before the eventual fixation H = h = 0, we
assume that the population at time t = 0 is in the
metastable state x¯ = xˆ such that H(0) = 2xˆ(1 − xˆ) and
that it persists in this state until fixation occurs. Under
this heuristic assumption, one can approximate H(t) '
[1−pfix(xˆ, t)]H(0), where pfix(x0, t) is the probability that
a population prepared with x¯ = x0 at time t = 0 has al-
ready fixed at time t. pfix satisfies the backward Fokker-
Planck equation ∂tpfix = M(x0)∂x0pfix + V (x0)∂2x0pfix/2,
which can be integrated numerically. By using the ex-
pressions of M and V in Eq. (3), the results of this ap-
proximation for H are presented in Fig. 4 as functions
of m′ for some values of t and they are compared with
those of numerical simulations of the WF model (symbols
with errorbars) [23]. Note that the estimate of H(t) is ex-
pected to become less accurate asm′σ exceeds 1 because,
correspondingly, the state x¯ ' xˆ is no longer metastable
[23, Sec. IIB]. For slow and fast migration H(t) ' H(0)
for a rather long time whereas H(t) rapidly decreases in
time for intermediate values of the migration rate. For
a fixed time and as a function of m′, instead, H has a
minimum at m′ ' m′min, indicating that the global biodi-
versity can be enhanced upon increasing migration [26].
Our predictions agree rather well with the results of sim-
ulations, apart, as expected, from m′ . 1/σ ' 0.03. A
similar study of both H for different values of the param-
eters and h [23] highlights a nonmonotonic dependence
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Figure 4. Dependence of the global heterozygosity H on the
migration rate m′ at various times, for a subdivided popu-
lation with Ω = 100, N = 30, s′ = 1, and x∗ = 1/2: the
prediction of the approximation described in the text (solid
lines) is compared with the results of simulations of the WF
model (symbols with error-bars).
on m′ whenever the corresponding Tfix develops a mini-
mum.
Conclusions. — Focusing on the Island model [24], we
have shown that the mean fixation time of a subdivided
population can become a nonmonotonic function of the
migration rate m in the presence of balancing selection,
an evolutionary mechanism which promotes the coexis-
tence of different genetic traits within the same popula-
tions. The emergence of a minimum depends on both the
selection strength σ ≡ sΩN exceeding a threshold and
on the frequency x∗ of coexistence which is promoted by
the selection. While the MFT increases upon decreas-
ing m because of the slowing down in the migration dy-
namics, its possible increase for sufficiently large m has
a less intuitive explanation. A posteriori this is due to
the formation of a metastable state, the “life time” of
which might increase upon increasing the migration rate.
Our result extends beyond population genetics: it carries
over to any other evolutionary model whose dynamics has
an internal attractive equilibrium (coexistence) in addi-
tion to absorbing states (specialized states). Moreover,
these features should also appear in subdivided popula-
tions with more complex migration or spatial [27] struc-
tures. It would be interesting to understand whether
the features discussed here also emerge by introducing
balancing selection in those population models for which
subdivision induces a bifurcation [28], a phase transition
[29], or a maximum in some characteristic times of the
dynamics [30]. The approach presented here for describ-
ing the dynamics of the entire population via an effec-
tive Langevin equation can be generically applied to any
collective dynamics in which fast local variables are in-
fluenced by slow, global, “mean-field-like" quantities. In
this respect, it extends to transient properties the self-
consistent mean-field-like approximations typically used
in statistical physics to investigate the stationary prop-
erties of nonequilibrium processes [31].
Acknwoledgments. L.D. acknowledges the Italian
FIRB Project No. RBFR10QUW4.
5[1] I. Hanski, Metapopulation Ecology (Oxford University, Ox-
ford, 1999).
[2] M. Hamilton, Population Genetics (Wiley-Blackwell, New
York, 2009).
[3] E. Lieberman, C. Hauert, and M. A. Nowak, Nature (Lon-
don) 433, 312 (2005).
[4] G. J. Baxter, R. A. Blythe, and A. J. McKane, Phys. Rev.
Lett. 101, 258701 (2008).
[5] J. Realpe-Gomez, B. Szczesny, L. Dall’Asta, and T. Galla,
J. Stat. Mech. (2012) P10022.
[6] V. Colizza and A. Vespignani, Phys. Rev. Lett. 99, 148701
(2007).
[7] T. Maruyama, Genet. Res. 15, 221 (1970).
[8] M. Slatkin, Evolution 35, 477 (1981).
[9] M. C. Whitlock, Genetics 164, 767 (2003).
[10] J. L. Cherry and J. Wakeley, Genetics 163, 421 (2003);
J. L. Cherry, Genetics 163, 1511 (2003).
[11] A. Robertson, Genetics 47, 1291 (1962); M. Nei and A.
K. Roychoudhury, Genetics 74, 371 (1973).
[12] A. L. Hughes and M. Nei, Nature (London) 335, 167
(1988); N. Takahata, Proc. Natl. Acad. Sci. U.S.A. 87,
2419 (1990).
[13] S. Wright, Genetics 24, 538 (1939); A. D. Richman, M.
K. Uyenoyama, and J. R. Kohn, Science 273, 1212 (1996).
[14] M. Aidoo, D. J. Terlouw, M. S. Kolczak, P. D. McElroy,
F. O. ter Kuile, S. Kariuki, B. L. Nahlen, A. A. Lal, and
V. Udhayakumar, Lancet 359, 1311 (2002).
[15] D. J. Weatherall, Ann. Trop. Med. Parasitol. 91, 885
(1997).
[16] S. A. Schroeder, D. M. Gaughan, and M. Swift, Nat.
Med. 1, 703 (1995).
[17] M. A. Nowak and K. Sigmund, Science 303, 793 (2004).
[18] A. Traulsen, J. C. Claussen, and C. Hauert, Phys. Rev.
Lett. 95, 238701 (2005).
[19] J.B. Xavier, Mol. Syst. Biol. 7, 483 (2011).
[20] D. M. Abrams, and S. H. Strogatz, Nature (London) 424,
900 (2003).
[21] M. Kimura, J. Appl. Prob. 1, 177 (1964).
[22] This approximation is very accurate within the range of
parameters considered here, although it is known to fail
in general; see, e.g., C. R. Doering, K. V. Sargsyan, and
L. M. Sander, Multiscale Model. Simul. 3, 283 (2008).
[23] see Supplemental Material below for additional details on
the derivation of the results.
[24] S. Wright, Genetics 16, 97 (1931).
[25] M. Kimura, and T. Ohta, Genetics 61, 763 (1969).
[26] A nonmonotonic heterozygosity as a function of migra-
tion has already been reported in a different class of mod-
els: see M. H. Schierup, Genetics 149, 1153 (1998); M.
H. Schierup, X. Vekemans, and D. Charlesworth, Genet.
Res. 76, 51 (2000); C. A. Muirhead, Evolution 55, 1532
(2001); J. Nishino and F. Tajima, Genes Genet. Syst. 80,
287 (2005). In these works, however, biodiversity is sus-
tained by mutations, no fixation occurs, and the popula-
tion reaches a non-absorbing stationary state.
[27] K. S. Korolev and D. R. Nelson, Phys. Rev. Lett. 107,
088103 (2011); L. Dall’Asta, F. Caccioli, and D. Beghè,
Europhys. Lett. 101, 18003 (2013).
[28] P. M. Altrock, A. Traulsen, R. G. Reeves, and F. A. Reed,
J. Theor. Biol. 267, 62 (2010); P. M. Altrock, A. Traulsen,
and F. A. Reed, PLoS Comput. Biol. 7, e1002260 (2011).
[29] B. Waclaw, R. J. Allen, and M. R. Evans, Phys. Rev.
Lett. 105, 268101 (2010).
[30] M. Khasin, B. Meerson, E. Khain, and L. M. Sander,
Phys. Rev. Lett. 109, 138104 (2012).
[31] C. Van den Broeck, J. M. R. Parrondo, and R. Toral,
Phys. Rev. Lett. 73, 3395 (1994); C. Van den Broeck,
J. M. R. Parrondo, R. Toral, and R. Kawai, Phys. Rev.
E 55, 4084 (1997); T. Birner, K. Lippert, R. Müller, A.
Kühnel, and U. Behn, Phys. Rev. E 65, 046110 (2002);
M. A. Muñoz, F. Colaiori, and C. Castellano, Phys. Rev.
E 72, 056102 (2005).
6Supplemental Material
CONTENTS
I. Derivation of the single-deme Langevin equation 6
A. Wright-Fisher model 6
B. Moran model 7
II. Langevin equation for the inter-deme mean frequency x¯ 8
A. Time scales associated with Eq. (16) 8
B. Metastable state 9
III. Corrections to Eq. (3) of the Letter 10
A. Correction to the mean fixation time 11
IV. Global fixation in the absence of migration 12
V. Numerical estimate of σc 12
VI. Fixation probability 13
VII. Intra-deme heterozygosity h(t) 13
VIII. Bounds for the mean fixation time 14
A. Upper bound for slow migration 14
B. Limit of fast migration 15
References 15
I. DERIVATION OF THE SINGLE-DEME LANGEVIN EQUATION
Here we show that the microscopic Wright-Fisher and Moran models are accurately described, for large populations
and small selection and migration rates, by the Langevin equation which is discussed in the Letter.
A. Wright-Fisher model
The Wright-Fisher model [1, 2], consists of a (haploid) population of Ω individuals, each of which carries one of
two possible alleles A and B. At each time step of the dynamics — corresponding to reproduction — the whole
population is replaced by a new generation in which the allele of each new individual is drawn at random with a
probability determined by the properties of the previous generation. The time interval τg between two consecutive
steps represents the duration of a generation and hereafter we set τg = 1. In a neutral model, i.e., in the absence of
selection, each new individual is chosen to carry allele A (resp. B) with probability x = ΩA/Ω (resp. 1 − x), where
ΩA indicates the number of individuals carrying allele A in the previous generation. A difference in allele fitness can
be accounted for by introducing the fitnesses wA = 1 + s˜ and wB = 1 for alleles A and B, respectively. In this case,
the probability pr(x) that a new individual carries allele A after reproduction is
pr(x) =
wAΩA
wAΩA + wBΩB
=
(1 + s˜)x
1 + s˜x
. (6)
Now consider a structured population of N (sub)populations (demes) of equal size Ω which form a fully-connected
graph and in which inter-deme migration can occur: the i-th deme is characterized by an allele frequency xi and, at
each time step, it exchanges m′ = mΩ individuals with every other deme of the population. Equivalently, it exchanges
m′N individuals with a fictitious population whose allele frequency is x¯ =
∑N
j=1 xj/N . In terms of the frequencies xi
and x¯, the probability pm(xi, x¯) that after migration an individual of the i-th deme carries allele A is
pm(xi, x¯) = mx¯+ (1−m)xi, (7)
7in which the first term is the contribution of individuals coming from the other demes, while the second one accounts
for those which did not move from the i-th deme.
In the Wright-Fisher model, migration precedes reproduction and they take place in two subsequent steps
(xi, x¯)
migr−→ x′i repr−→ x′′i , (8)
after which the initial frequency xi is changed into x′′i and the probability that an individual of the i-th deme carries
the allele A is
p(xi, x¯) = pr
(
pm(xi, x¯)
)
. (9)
Note that by inverting the order of these two pocesses this probability would be pm(pr(xi), x¯), which is equivalent
to p(xi, x¯) in Eq. (9) only for m  1. In fact, in the reversed order, selection acts only on a fraction 1 −m of the
population and therefore the population always behaves like a neutral one in the limit m → 1, see Eq. (7). For this
reason, hereafter we focus on the model in which migration precedes reproduction, as schematically indicated in (8).
For sufficiently large values of Ω, one can rely on the diffusion approximation which considers only the mean variation
〈∆xi〉 and the mean square variation 〈∆x2i 〉 of the single-deme allele frequency which result from the implementation
of the dynamical steps discussed above. For a binomial sampling with the probability p(xi, x¯) given in Eq. (9), one
finds {
µ(xi) ≡ 〈∆xi〉 = 〈x′′i − xi〉 = p(xi, x¯)− xi = s˜xi(1− xi) +m(x¯− xi) +O(s˜2, s˜m),
v(xi) ≡ 〈∆x2i 〉 = 〈(x′′i − xi)2〉 = [xi(1− xi) +O(m, s˜)]/Ω +O(s˜2,m2,ms˜).
(10)
Accordingly, within the diffusion approximation and for sufficiently small rates s˜ and m, the dynamics of the Wright-
Fisher model is described by the single-deme Langevin equation (1) presented in the Letter (which has to be interpreted
with the Itô prescription).
B. Moran model
In addition to the Wright-Fisher model discussed above, the Moran model [3] is also commonly used in order to
describe the evolution of a haploid population of Ω individuals, each of which carries either allele A or B. Although
the Moran and the Wright-Fisher models are implemented with different rules at the microscopic level, we show here
that they are actually described by the same Langevin equation, at least within a suitable range of parameters.
In the absence of selection (neutral model), at each time step of the dynamics of the Moran model two individuals
(not necessarily distinct) are chosen at random: one is selected for death and the other for reproduction. The
former is then removed from the population and it is replaced by an exact copy of the latter. Since individuals are
randomly chosen, the probability dA with which individuals carrying allele A are removed from the population and
the probability rA with which they reproduce are given by dA = rA = x = ΩA/Ω, while the analogous probabilities
for the individuals carrying allele B are dB = rB = 1− x.
Within the Moran model, a selective advantage (e.g., for allele A) can be accounted for by modifying the fitness
functions wA,B of the alleles, for instance by setting wA = 1+ s˜ and wB = 1 such that the probability for an individual
carrying allele A to be chosen for reproduction becomes rA(x) = (1 + s˜)x/(1 + s˜x). With this probability, at each
step of the dynamics the number of individuals carrying allele A increases/decreases by one with rates
W+1 = rAdB = (1 + s˜)x(1− x)/(1 + s˜x) and W−1 = rBdA = (1− x)x/(1 + s˜x), (11)
respectively. As in the case of the Wright-Fisher model, migration can be introduced at each step of the dynamics of
the present model by selecting and exchanging two individuals belonging to different demes with probability m/N .
The rates in Eq. (11) are consequently affected as{
W+1 = (1 + s˜)xi(1− xi)/(1 + s˜xi) +mx¯(1− xi),
W−1 = (1− xi)xi/(1 + s˜xi) +m(1− x¯)xi.
(12)
The time evolution of the probability distribution P ({xi}, t) of the deme frequencies {xi}i can be determined from
the corresponding master equation with the rates given by Eq. (12). For large Ω and in the limit of continuous
time δt→ 0 (where δt denotes the time interval separating two consecutive steps), standard expansions, such as the
8Kramers-Moyal expansion [4], lead to the Fokker-Planck equation
∂tP ({xi}, t) = −
N∑
j=1
∂xj [µ(xj)P ({xi}, t)] +
1
2
N∑
j=1
∂2xj [v(xj)P ({xi}, t)], (13)
in which the drift µ and the variance v are given by{
µ(xi) = (W+1 −W−1)/(Ω δt) = s˜2xi(1− xi) + m2 (x¯− xi) +O(s˜2),
v(xi) = (W+1 +W−1)/(Ω2 δt) = [xi(1− xi) +O(s˜,m)]/Ω,
(14)
where we have chosen the temporal step to be δt = 2/Ω. With this choice of time scales, the resulting genetic drift
v(xi) for small s˜ and m is the same as the one of the Wright-Fisher model for a population of the same size, see
Eq. (10). Note that, in order to find the same expression also for the drift µ(xi), it is necessary to rescale the migration
and the selection coefficients as m → 2m and s˜ → 2s˜, respectively. Equation (13) is nothing but the Fokker-Planck
equation associated with the set of N single-deme Langevin equatios (1) considered in the Letter, which, as we argued
above, also describe the dynamics of the Wright-Fisher model.
II. LANGEVIN EQUATION FOR THE INTER-DEME MEAN FREQUENCY x¯
The single-deme Langevin equation (Eq. (1) in the Letter) can be used in order to determine the infinitesimal
increment of the inter-deme mean frequency (IDMF) x¯ as
dx¯ =
N∑
i=1
∂x¯
∂xi
dxi =
s
N
N∑
i=1
xi(1− xi)(x∗ − xi)dt+ 1
N
N∑
i=1
√
xi(1− xi)
Ω
dwi, (15)
where dwi indicate the increments of the independent Wiener processes driving the dynamics of each single deme.
Since the individual stochastic increments [xi(1 − xi)/Ω]1/2dwi/N are independent and Gaussian random variables
with variance xi(1−xi)/(ΩN2)dt, their sum is a Gaussian random variable with variance
∑N
i=1 xi(1−xi)dt/(ΩN2) =
(x − x2)/(ΩN)dt, where the overbar indicates the mean over the demes. The Langevin equation (2) of the Letter
follows immediately. As discussed in the Letter, this Langevin equation for x involves higher-order moments xk which
can be approximated by functions of x if one assumes that there is a separation between the local time scale which
characterizes the response of xi to a change in x¯, and the global time scale of x¯ which, depending on the values of s′N
and m′, is either governed by the deterministic or by the stochastic contribution to the evolution of x¯. In fact, under
this assumption, xi is expected to quickly relax into a quasi-stationary distribution Pqs(xi|x(t)) corresponding to the
slowly-varying x(t), which changes because of migration. Accordingly, one can write down the following effective
Langevin equation for x¯,
x˙ = M(x) +
√
V (x) η, (16)
where M(x¯) and V (x¯) are given by Eq. (3) in the Letter and are calculated on the basis of the specific form of
Pqs(xi|x¯) which follows from solving Eq. (1) of the Letter with a fixed x.
A. Time scales associated with Eq. (16)
There are two time scales emerging from Eq. (16): a relaxation time associated with the deterministic term M(x¯)
and a fluctuation time associated with the stochastic term controlled by V (x¯).
a. Relaxation time. — By neglecting the stochastic fluctuations in Eq. (16) one obtains ˙¯x = M(x¯) = sex¯(1 −
x¯)(x∗ − x¯), where we used the expression for M(x¯) from Eq. (3) in the Letter, which is valid under the assumption
that the separation of time scales discussed above (and in the Letter) holds. This deterministic drift can be expanded
around the metastable value x¯ = xˆ ' x∗ and the linear contribution is responsible for a relaxation towards the value
x¯ = x∗ which occurs exponentially in time, with a time scale
Trel =
1
sex∗(1− x∗) . (17)
9b. Fluctuation time. — Equation (16) can be rewritten as
dx¯ = M(x¯)dt+
√
V (x¯)dw, (18)
where dw is a Wiener process with unit variance. In order to associate a time scale Tfluct to the diffusion-like
contribution of fluctuations, we note that the variance V [x¯]dt+O(dt2) of x resulting from Eq. (18) becomes of order
unity for
Tfluct ' 1/V [x¯] ' Ne
x∗(1− x∗) , (19)
where we used again Eq. (3) of the Letter (which is valid if there is a separation of time scales) and we took the
optimal value x∗ as the typical value for the IDMF x¯.
By using the expression for Ne and se reported in the Letter, the condition Tfluct  Trel becomes (cp. Eqs. (19)
and (17))
s′N  1 + 1
m′
, (20)
which turns into s′m′N = smΩ2N  1 for m′  1. This condition must be satisfied for the existence of a collective
metastable state in the large-N limit.
c. Separation of time scales. — The separation of time scales assumed in the Letter — which allows one to
determine the quasi-stationary distribution of each single deme and then use it in order to calculate approximate
expressions for the higher-order moments xk — amounts at requiring that the time scale Tmigr ' 1/m, associated
with the response of xi to a change in x¯ is much shorter than the one which characterizes the dynamics of x¯. Since the
latter involves essentially two different time scales, i.e., Tfluct and Trel discussed above, Tmigr must be much shorter
than both of them:
Tmigr  min{Tfluct, Trel}. (21)
Under the assumption that this inequality holds — which can be verified a posteriori — Trel and Tfluct are given
by Eq. (17) and (19), respectively. Accordingly, the minimum on the r.h.s. of the previous equation is Trel for
Ns′ > 1 + 1/m′ and Tfluct otherwise. In the former instance, Eq. (21) becomes Tmigr  Trel, i.e., se/m  1 (where
one can neglect the factor x∗(1− x∗), which is ' 1/4 within the range of parameters considered in the Letter). The
remaining case Ns′ < 1 + 1/m′ amounts at requiring Nm′[1 + 1/(2m′)] 1, which is satisfied whenever N  1.
In summary, the separation of time scales discussed here requires se/m  1 for Ns′ > 1 + 1/m′, while it always
holds (when N is large) for Ns′ < 1 + 1/m′.
B. Metastable state
Equation (2) of the Letter always admits x¯ = 0 and x¯ = 1 as stationary solutions (absorbing states), because
x¯ ∈ {0, 1} implies xi = x for all demes and therefore xk = xk, k ≥ 2. For N = ∞ (i.e., in the absence of the noise),
another stationary solution x¯ = xˆ is possible, which however becomes metastable for finite N and corresponds to the
non-trivial solution of
µ(xi) = 0. (22)
If one neglects deme-to-deme fluctuations, such that xk = xk, the mean drift µ(xi) is given by µ(x) and therefore
the non-trivial solution xˆ of Eq. (22) is xˆ = x∗. As explained in the Letter, for large N the deme average xk can be
approximated with the average 〈xki 〉qs over a quasi-stationary distribution Pqs(xi|x¯) conditioned to x¯. Equation (22)
then becomes ∫ 1
0
dxi xi(1− xi)(x∗ − xi)Pqs(xi|xˆ) = 0. (23)
Substituting into Eq. (23) the stationary solution of the Fokker-Planck equation associated with Eq. (1) in the
Letter, i.e., Pqs(xi|y) ∝ x2m
′y−1
i (1 − xi)2m
′(1−y)−1 exp[s′xi(2x∗ − xi)] (where y is a function of x¯ to be determined
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self-consistently from the condition 〈xi〉qs = x¯), we find
xˆ = x∗ +
1
m′
(
x∗ − 1
2
)
+O(s′, 1/m′2), (24)
for small selection rate s′ and large migration rate m′.
Note that xˆ coincides with x∗ for x∗ = 1/2, as one can infer from a detailed analysis of Eq. (23), beyond the
perturbative expansion in Eq. (24). Upon moving x∗ away from 1/2 towards one of the two boundary values 0 or
1, xˆ moves in the same direction but with larger deviations with respect to 1/2, such that it reaches the boundary
before x∗ does. This effect becomes more pronounced as the migration rate decreases, while, as shown by Eq. (24),
xˆ ' x∗ for large m′. When xˆ ∈ {0, 1}, the metastable state identified and discussed in the Letter does no longer exist
and the dynamics of the whole population proceeds quickly to fixation. Interestingly enough, this occurs because the
solution of the deterministic equation obtained from Eq. (16) in the limit N →∞, i.e., with V = 0 and therefore no
noise, rapidly approaches the boundary values within a time which is independent of N and even a small fluctuation
is sufficient to cause fixation. On the contrary, when xˆ /∈ {0, 1}, the state xˆ is actually stationary for N → ∞
and therefore its "lifetime" is expected to diverge as N increases. This, in fact, qualifies the latter state as being
metastable.
III. CORRECTIONS TO EQ. (3) OF THE LETTER
The solution of the stationary Fokker-Planck equation associated with Eq. (1) of the Letter under the assumption
of a constant x and for vanishing selection s = 0 is known to be the Beta distribution [5]
Pqs(xi|y) = x
2m′y−1
i (1− xi)2m
′(1−y)
B(2m′y, 2m′(1− y)) , (25)
where B(u, v) in the normalization is the Beta function which can be expressed in terms of Euler’s gamma function
Γ(u) as B(u, v) = Γ(u)Γ(v)/Γ(u + v). In the presence of selection, an additional factor es
′xi(2x∗−xi) appears on the
r.h.s. of Eq. (25) and the associated normalization constant changes accordingly. The resulting distribution, including
the first-order correction in s (more precisely in α = se/m), for x∗ = 1/2 is given by
P (1)qs (x|y) =
x2m
′y−1(1− x)2m′(1−y)−1
B(2m′y, 2m′(1− y))
{
1 + α(m′ + 1)
[
2m′ + 1
2m′
x(1− x)− y(1− y)
]}
+O(α2), (26)
where the correction term results from the expansion at the first order in α of the exponential in both the numerator
and the normalization constant. Equation (26) allows one to evaluate the moments 〈xk〉qs =
∫ 1
0
dxi x
k
i P
(1)
qs (xi|y) which
— within the assumptions on the existence of the metastable state discussed above — can be used in order to calculate
xk for large N . After the substitution of the parameter y with the value y(x) obtained as described in the Letter
from the self-consistency condition x = 〈x〉qs, we can use the moments 〈xk〉qs as an estimate of xk which appears in
the original Langevin equation for x, reported as Eq. (2) in the Letter. As a result, this equation becomes
˙¯x = sex¯(1− x¯)
(
1
2
− x¯
){
1 + α[A+Bx¯(1− x¯)] +O(α2)
}
+
√
x¯(1− x¯) {1 + α[C +Dx¯(1− x¯)] +O(α2)}
Ne
η,
(27)
with
A =
1− 7m′ − 6m′2
4m′(m′ + 2)(2m′ + 3)
, B =
3(4 + 3m′)
(m′ + 2)(2m′ + 3)
, C =
1− 2m′
4m′(2m′ + 3)
, D =
3
2m′ + 3
. (28)
As anticipated in the Letter, Eq. (27) takes the form of Eq. (16), whereM and
√
V can be read by comparing the latter
with Eq. (27) and render those reported in Eq. (3) of the Letter for α = 0. In Fig. 5 we report the corresponding
functions M(x)/se (panel (a)) and NeV (x) (panel (b)) as functions of x¯ for m′ = 1 and various values of α. By
comparing with the case α = 0 (solid line) one clearly sees that the first-order correction in α does not introduce new
qualitative features in M and V but is merely responsible for some quantitative changes.
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Figure 5. (a) Mean variationM(x) and (b) variance V (x) of the Langevin equation for the IDMF x¯, as functions of x¯, including
the first-order correction in α = se/m′ (see Eqs. (27) and (28)), for m′ = 1 and for various values of α.
A. Correction to the mean fixation time
As a consequence of the corrections O(α) to the Langevin equation for x, the corresponding mean fixation time
(MFT) is modified compared to the value T (0)fix it has in the absence of these corrections (see Eq. (5) of the Letter).
In order to write the MFT in a compact form, it is convenient to perform first the change of variable z = 4x(1 − x)
in Eq. (27): using the Itô-Lemma and neglecting terms O(α2), we obtain
z˙ = A˜ z(1− z)(1 + C˜z)− B˜z(1 + D˜z) +
√
4B˜ z(1− z)(1 + D˜z) η, (29)
with
A˜ = se(1 + αA)/2, B˜ = (1 + αC)/Ne, C˜ = 4αB/(1 + αA), D˜ = αD/(1 + αC). (30)
The MFT associated with Eq. (29) can now be calculated via standard methods [6] and its specific value depends on
the initial condition of the system. When the metastable state exists (i.e., for (i) x¯ ' 1/2 or m′  1, necessary to
have xˆ /∈ {0, 1}, and (ii) Ns′  1 + 1/m′, necessary to have xˆ metastable), it is reached within a typical time Trel
which is largely independent of the size N of the population and is much smaller than the MFT, which increases upon
increasing the size N . Accordingly, for N large enough, the specific choice x¯ = x0 of the initial condition does not
influence significantly the total elapsed time between the initial time of the dynamics and the fixation, provided that
x0 is far enough from the boundaries. Assuming that the system starts from x¯ = 1/2 (corresponding to z = 1), one
finds
T
(1)
fix =
1
2B˜
∫ 1
0
dz
e−βz√
1− z (1 + D˜z)γ
∫ 1
z
dξ
eβξ
ξ
√
1− ξ (1 + D˜ξ)1−γ , (31)
where
γ = A˜(D˜ − C˜)/(2B˜D˜2) and β = A˜C˜/(2B˜D˜). (32)
The asymptotic behavior of T (1)fix for m
′ → 0 can be easily calculated from the previous expression
T
(1)
fix
ΩN
' log 2
m′
(
1− s
′
6
)
(33)
and it renders the one reported in the Letter for s′ = 0. For s′ 6= 0, the negative correction on the r.h.s. improves
the agreement with the results of the simulations of the Wright-Fisher microscopic model (see Fig. (2) of the Letter)
compared to the theoretical prediction with s′ = 0. The asymptotic expression of T (1)fix for large migration ratem→∞,
instead,is the same as the one reported in the Letter at the lowest non-vanishing order in s: the population behaves
like a well-mixed one with size ΩN and selection coefficient s.
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IV. GLOBAL FIXATION IN THE ABSENCE OF MIGRATION
In the absence of migration (m = 0), each deme fixes independently of the others, but global fixation of the
subdivided population occurs only when the last deme has fixed. The fixation probability p(x0, t) is defined as the
probability to have x(t) ∈ {0, 1}, assuming that the evolution of the stochastic variable x started from x(0) = x0
at time t = 0; accordingly, p is the cumulative distribution of the fixation times conditioned to the initial condition
x(0) = x0 [7]. Here we focus on the initial condition x¯0 = 1/2 (which approximately characterizes the metastable
state), denoting by PN (t) the probability that all N demes have already reached fixation at time t with xi(0) = 1/2
for all of them. Due to the independence of the demes (for m = 0), this probability can be expressed in terms of the
single-deme fixation probability P1(t) = pfix1(xi = 1/2, t) as PN (t) = PN1 (t). The probability density associated with
the global fixation time is then given by P˙N (t) = −Q˙N (t) where QN (t) = 1−PN (t) and therefore, the average global
fixation time is
T
(m=0)
fix =
∫ ∞
0
dt t P˙N (t) =
∫ ∞
0
dtQN (t) =
N∑
k=1
(
N
k
)
(−1)k+1
∫ ∞
0
dtQk1(t), (34)
where Q1(t) = 1−P1(t). Assuming that the large fluctuations which cause fixation are independent Poisson processes,
the probability that the system has not fixed after time t is exponentially distributed around the average fixation
time Tfix1 of a deme, namely, Q1(t) ' e−t/Tfix1 . We checked numerically that this approximation is quite accurate in
practice. Accordingly, from Eq. (34) we find
T
(m=0)
fix ' Tfix1[γ + ψ(1 +N)], (35)
where γ is the Euler constant and ψ(z) is the digamma function, with an asymptotic behavior
T
(m=0)
fix ' Tfix1 lnN for N  1. (36)
We point out that the MFT depends logarithmically on N , while in presence of migration such a dependence is at
least linear (or even exponential, in the limit of large N).
V. NUMERICAL ESTIMATE OF σc
The lowest-order estimate T (0)fix of the MFT (Eq. (5) of the Letter) can be written in terms of
T˜
(0)
fix (σ,m
′) ≡ T
(0)
fix
NΩ
=
(
1 +
1
2m′
)
f(X), (37)
where X = σm′/[4(m′ + 1)] and
f(X) =
∫ 1
0
dy
∫ 1
0
dz
eXy(1−z
2)
1− yz2 . (38)
The stationary condition ∂m′T
(0)
fix = 0 = ∂m′ T˜
(0)
fix (σ,m
′) therefore becomes an implicit equation in terms of m′
m′ = 2[f(X)−Xf ′(X)]/[2Xf ′(X)− f(X)], (39)
which admits m′ = m′min(σ) as a solution. Figure 3(b) of the Letter shows that, upon approaching the threshold
value σc of σ at which T
(0)
fix (m
′) develops a non-monotonicity, m′min(σ) diverges. By requiring the r.h.s. of Eq. (39) to
diverge for σ → σc we find numerically that Xc ' 1.3 and therefore σc = 4Xc ' 5.2.
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VI. FIXATION PROBABILITY
The cumulative distribution of fixation times p(x¯, t), where x¯ indicates the initial value of the IDMF, satisfies the
backward Fokker-Planck (FP) equation
∂tp(x¯, t) = M(x¯)∂x¯p(x¯, t) + V (x¯)∂
2
x¯p(x¯, t)/2, (40)
where we assume the drift M and variance V given by Eq. (3) of the Letter. We have solved a discretized version of
Eq. (40) on a grid in the (x¯, t) plane with spacings (∆x¯,∆t) given by ∆x¯ = 1/500 and ∆t ranging from 0.02 to 0.001,
depending on the specific value of m′. We checked numerically that the algorithm we employed for the solution of the
differential equation converges upon decreasing suitably ∆x¯ and ∆t.
Figure 6 demonstrates that the probability p(x¯ = 1/2, t) to reach fixation starting from the metastable state
x¯ = 1/2 evaluated from the numerical solution of Eq. (40) is, as a function of time t, quite well approximated by an
exponential law ' 1− exp(−t/Tfix,fit), for a suitable choice of Tfix,fit. As a further test of the accuracy of the diffusive
approximation also for determining rare events, we compare the solution of Eq. (40) with the results of numerical
simulations of the Wright-Fisher model described in Sec. IA. In particular, we computed the fixation time of the
model by averaging over about 500 realizations of the dynamics. The resulting cumulative distribution is reported
in Fig. 6 (red solid line) and it displays a good agreement with the numerical solution of Eq. (40) (blue dotted line).
The decay time Tfix,fit which characterizes the exponential law reported in Fig. 6 (green dotted line) is chosen such
that to fit the MFT resulting from the simulation of the Wright-Fisher model. As it can be seen from Fig. ?? in
the Letter, within the range of parameters considered there, Tfix,fit computed from the WF simulations agrees rather
well with T (0)fix determined according to Eq. (??) of the Letter. We point out that, in the absence of migration, the
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Figure 6. Fixation probability p(x¯, t) as a function of time, for a population which starts from the initial value x = 1/2. The
numerical solution of Eq. (40) (blue, dashed line), is compared with the results of numerical simulations of the Wright-Fisher
model (red, solid line) and with an exponential law 1 − exp(−t/Tfix,fit) (green dotted). This plot refers to a population with
Ω = 100, N = 30, s′ = 1, m′ = 0.3, and x∗ = 1/2.
single-deme fixation probability (i.e., the cumulative distribution of Tfix1 discussed in Sec. IV) satisfies Eq. (40), where
the functions M(x) and V (x) are given by Eq. (3) of the Letter in which, however, the effective parameters se and
Ne are replaced by s and Ω, respectively, which refer to the single deme. Accordingly, the resulting distribution of
Tfix1 has the same qualitative behavior as the fixation time discussed here, though with a different time scale.
VII. INTRA-DEME HETEROZYGOSITY h(t)
With a procedure analogous to the one described in the Letter for the global heterozygosity H, one can obtain
an estimate for the time evolution of the intra-deme heterozygosity h. The only difference compared to the case
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of H is that the value of h in the metastable state — which is taken to be the initial condition in our heuristic
estimate — is h(0) = hˆ, computed as follows. We assume that at time t = 0 each deme is distributed according to
the quasi-stationary distribution Pqs(xi|xˆ), where xˆ is the value of x in the metastable state discussed in Sec. II B.
In the presence of balancing selection with x∗ = 1/2, one has xˆ = 1/2 (independently of the values of m′ and s′)
and the value hˆ of the intra-deme heterozygosity h in the metastable state is reported in Fig. 7 as a function of the
migration rate m′ for large N (the actual behavior does not change much for smaller values of N). On the basis of
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Figure 7. Intra-deme heterozygosity h within the metastable state xi ' x¯ ' xˆ as a function of the (rescaled) migration rate m′
and for various values of the (rescaled) selection rate s′, in a population with N =∞.
this initial value hˆ of h, an estimate of h(t) can be obtained under the same assumption as the one which was used in
order to discuss H(t). The corresponding evolution is reported in Fig. 8. For slow and fast migration, h(t) remains
close to h(0) for a long time, whereas it rapidly decreases in time for intermediate values of the migration rate. For
a sufficiently large time, instead, the profile of h(t) as a function of m′ develops a minimum at m′ ' m′min. Our
predictions agree rather well with the results of simulations, while they become less accurate for m′ . 1/σ ' 0.03
which is outside the range of validity of our approximation.
VIII. BOUNDS FOR THE MEAN FIXATION TIME
In this section we report the values of the bounds for the mean fixation time (MFT) Tfix which were derived in
Ref. [8] (Ref. [11] of the Letter).
A. Upper bound for slow migration
In the limit of small migration rate m, the analysis of Ref. [8] yields the following upper bound for the MFT
Tfix(m→ 0) ≤ N
Ωmu1(1/Ω,∞) , (41)
where u1(x0,∞) is the probability that, in the absence of migration, the generic deme of the subdivided population
(composed of N identical demes) eventually reaches fixation in the absorbing state with x = 1, starting from the
initial condition x = x0. Note that u1 does not coincide with pfix1 defined in Sec. IV, because the latter is the fixation
probability to any of the two absorbing boundaries x = 0, 1. In fact, u1 can be calculated with standard methods
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Figure 8. Intra-deme heterozygosity h as a function of the migration rate m′ and at various times during the evolution of
the subdivided population with N = 30, s′ = 1, and x∗ = 0.5. The evolution calculated on the basis of the approximation
described in the main text (continuous lines) is compared with the results of the numerical simulations of the Wright-Fisher
model (symbols with error-bars). The approximation is expected to become increasingly accurate as Trel  Tfluct, i.e., as
m′  1/σ ' 0.033.
(see, e.g., Ref. [9]) which give
u1(x, t→∞) =
∫ x
0
dy exp[−s′y(1− y)]∫ 1
0
dy exp[−s′y(1− y)]
(42)
in the presence of balancing selection with x∗ = 1/2.
B. Limit of fast migration
In the limit of large migration rate m → ∞, the subdivided population is expected to behave as a well-mixed
population with the same total number ΩN of individuals; accordingly the MFT can be calculated by specializing the
results of Ref. [6] to the case of balancing selection with x∗ = 1/2:
Tfix(m→∞) = ΩN
∫ 1
0
dy
∫ 1
0
dz
esΩNy(1−z
2)/4
1− yz2 . (43)
It can be noticed from Eq. (43) that the MFT for large migration rate strongly depends on N : if we fix all other
parameters, Tfix(m→∞) increases exponentially as a function of N . In addition, even though the expressions for the
bounds reported in Eqs. (41) and (43) are specific to the case of balancing selection with x∗ = 1/2, they can be easily
generalized as we did in Fig. 3(c) of the Letter, where the bound for m  1 was reported also for x∗ 6= 0.5. Finally,
we emphasize that our prediction for the MFT approaches the bound (43) from below whenever it is a non-monotonic
function of m while it does so from above — as expected from Ref. [8] — when such a non-monotonicity is absent.
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