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While quantum computing proposes promising solutions to computational problems not accessible
with classical approaches, due to current hardware constraints, most quantum algorithms are not yet
capable of computing systems of practical relevance, and classical counterparts outperform them.
To practically benefit from quantum architecture, one has to identify problems and algorithms with
favorable scaling and improve on corresponding limitations depending on available hardware. For
this reason, we developed an algorithm that solves integer linear programming problems, a clas-
sically NP-hard problem, on a quantum annealer, and investigated problem and hardware-specific
limitations. This work presents the formalism of how to map ILP problems to the annealing ar-
chitectures, how to systematically improve computations utilizing optimized anneal schedules, and
models the anneal process through a simulation. It illustrates the effects of decoherence and many
body localization for the minimum dominating set problem, and compares annealing results against
numerical simulations of the quantum architecture. We find that the algorithm outperforms random
guessing but is limited to small problems and that annealing schedules can be adjusted to reduce
the effects of decoherence. Simulations qualitatively reproduce algorithmic improvements of the
modified annealing schedule, suggesting the improvements have origins from quantum effects.
I. INTRODUCTION
Integer Linear Programming (ILP) is an integer opti-
mization problem subject to inequality constraints
x0 = arg min
x
(∑
i
cixi
)
(1.1)
subject to ∑
i
Aaixi + ba ≤ 0 , (1.2)
xi ∈ Z ≥ 0 , (1.3)
where i = 1, · · · , N is the number of dependent variables
and a = 1, · · · ,M the number of constraint equations.
ILP is a commonly tackled problem applicable to sit-
uations such as scheduling, network optimization, and
graph optimization such as the minimum dominating
set problem (MDS). In general, ILP is classically NP-
complete, and as a result, heuristic methods are em-
ployed [1–3]. Standard classical heuristic algorithms fol-
low a greedy scheme which iteratively approximates opti-
mal solutions–starting from a random initial guess, these
algorithms apply locally optimal choices at each step.
The NP-hardness of ILP can be understood by realiz-
ing that while the solution to an n-dimensional linear
problem must lie on the vertices of the feasibility region,
while the optimal integer solution may in general be at
any integer solution inside the feasibility region. While
greedy algorithms do not guarantee optimal global so-
lutions, they find approximate solutions in polynomial
time, which can be utilized in further computations.
An important ILP application is the MDS problem,
which is representatively considered in this work. For a
given a graph G(E, V ), defined by the set of V vertices
and E edges, a dominating set D is a specific subset of
vertices D ⊆ V . In particular, D is a dominating set
if all vertices in V but not in D are adjacent to at least
one vertex in D. This is equivalent to requiring the set of
nearest-neighbor vertices of D (exclusive) and D cover all
vertices N(D)∪D = V (an example is given by Fig. 1a).
The set D is a minimal dominating set if there is no
proper subset of D that is a dominating set, i.e., the re-
moval of any vertex in D results in N(D) ∪D 6= V . An
example is given by Fig. 1b. The domination number
of D is given by the cardinality of |D| ≡ D. The MDS
is defined by D with the smallest domination number.
Fig. 1c shows an example of the MDS of G(V,E) and is
different from the minimal dominating set. We empha-
size that while the maximum independent set is always
a minimal dominating set as exemplified by Fig. 1b, the
MDS, in general, can have a smaller domination number.
As a result, the solution to the dominating set problem
can not be obtained by solving the maximum indepen-
dent set problem, a well-studied problem for quantum
annealers.
For general graphs, existing algorithms on classical
computers find MDS solutions in exponential time ∼
O(1.5n) [4, 5] or approximate solutions in polynomial
time. For example, greedy algorithms locally optimize
decisions about which nodes to add to the dominating
set. Thus one is guaranteed to find a dominating set but
not necessarily an MDS.
In this work, we present a method to obtain optimal
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FIG. 1. Example of different dominating sets for G(V,E). Vertices in the dominating set D are highlighted in blue. a) A
dominating set of G with domination number D = 2. b) A minimal dominating set of G with domination number of D = 2.
c) The MDS of G with domination number of D = 1.
solutions to ILP by employing quantum annealing meth-
ods.
Current implementations of quantum annealing solve
the quadratic binary optimization problem (QUBO)
by slowly varying a time-dependent Hamiltonian [6–8].
Through the adiabatic theorem of quantum mechanics,
the annealer is initially prepared in a trivial ground state
while the final Hamiltonian encodes the solution to the
ILP. Due to the explosion in research efforts towards
hardware implementations of quantum annealers and fu-
ture improvements to the annealing schedule [9], map-
ping ILP to QUBO provides a path forward towards ob-
taining optimal solutions to the class of integer optimiza-
tion problems [10].
In the simplest model for quantum annealing, the pure
state of a quantum system evolves adiabatically to pre-
pare an eigenstate of the encoded problem Hamiltonian.
The time-dependent Hamiltonian is given as
H(t) = A(t)H init +B(t)Hproblem, (1.4)
and H init = −∑i σxi (on the D-Wave), while Hproblem
encodes the problem to be solved. In practice, and as dis-
cussed in Sec. IVC1, modeling dynamics that arise dur-
ing quantum annealing requires a more robust descrip-
tion of the thermally populated mixed quantum states
and the open dynamical processes that govern popula-
tion of the sought-after eigenstate.
The mapping of ILPs to QUBOs we propose is realized
by introducing slack variables sa which turn the inequal-
ities Eq. (1.2) to equalities∑
i
Aaixi + sa + ba = 0, (1.5)
xi, sa ∈ Z ≥ 0. (1.6)
While, in general, the coefficients of the inequality con-
straints are not required to be integer valued, this real
valued inequalities can be trivially rescaled such that
si ∈ Z given fixed precision coefficients Aij and bi.
Furthermore, this formalism can be generalized to con-
strained quadratic optimizations IVA2.
We improve the quantum annealer’s performance by
utilizing annealing offsets, which effectively delay the an-
nealing schedule on a per-qubit basis [11–13]. Converting
to the Ising representation of the the problem Hamilto-
nian,
Hproblem ↔ HIsing =
∑
ij
Jijσ
z
i σ
z
j +
∑
i
hiσ
z
i , (1.7)
we recognize that Eq. (1.7) exhibits spin-glass proper-
ties. More specifically, if the hi coefficients are randomly
drawn from a Bernoulli distribution, one expects spin-
localization behavior to influence the outcome of the an-
neal. In the case of quantum annealing, when an algo-
rithm is mapped to its Ising representation, the values of
hi will frequently take on various values, mimicking spin-
glass like behavior. More explicitly, the spin-glass enters
a glassy state when more disorder is introduced (|hi| be-
comes large), and as a consequence, the wavefunction
experiences many body localization (MBL) effects, the
many-body analog of Anderson localization [14–19].
Our improvement strategy is motivated by the MBL
hypothesis. As a result, we employ a modified annealing
schedule that relies on partitioning the Hamiltonian into
regions of relatively weak and strong external magnetic
fields.
To understand which phenomena are relevant for de-
scribing the proposed offset study’s scaling behavior,
whether they are rooted in the quantum nature or re-
lated to hardware constraints, we simulate the anneal
for a small MDS problem. This simulation solves the
von Neumann equations accounting for different quan-
tum decoherence models and explores whether algorith-
mic improvements on hardware are present in idealized
systems.
II. RESULTS
We first present the QUBO mapping for ILP (IIA),
and demonstrate the methodology on an example imple-
mentation in case of the Minimal Dominating Set prob-
lem (II B) on the D-Wave quantum annealer. Results
from quantum annealing are compared and discussed in
contrast to simulations (II C).
A. QUBO Formulation of ILP
Following Eq. (1.5), the ILP problems simplifies to
solving a system of linear equations on integer valued
variables. We map the integer variables z = x, s appear-
ing in Eq. (1.5) to qubits under the following transfor-
mation [20]
zi =
Ri−1∑
r=0
2rψri (2.1)
3where ψri ∈ {0, 1}. The number of qubits used to rep-
resent the i-th integer variable is allowed to vary with
Ri. The integer-vector qubit transformation can be ex-
pressed as a rectangular matrix. For example, a vector
of two integer variables z0 and z1 represented by one and
two qubits respectively is given as
(
z0
z1
)
=
(
20 0 0
0 20 21
)ψ00ψ01
ψ11
 ≡ T z
ψ00ψ01
ψ11
 (2.2)
If all variables are represented by the same number of
qubits–Ri is a constant for all i–then one can express the
transformation as tensor product of bit vectors
R = (20 . . . 2R−1) , (2.3)
Z = (z0 . . . zN−1) , (2.4)
|1| =|Z|, (2.5)
T z =1⊗R. (2.6)
As a result, the x and s map to the binary vector Ψ
under the transformation(
x
s
)
=
(
Tx 0
0 Ts
)(
Ψx
Ψs
)
= TΨ (2.7)
The integer linear optimization problem is then solved
through the minimization of the quadratic objective func-
tion
χ2(Ψ) = cTTxΨx + p ‖ATxΨx + TsΨs + b‖2 (2.8)
where p is an external parameter representing the
strength of the penalty when violating constraints. This
parameter needs to be sufficiently large, e.g., p ≥ c ·x, to
ensure the constraints are indeed fulfilled1. The objective
function χ2 can be represented as a QUBO Hamiltonian
χ2(Ψ) =ΨT
(
Qxx Qxs
Qsx Qss
)
Ψ + p ‖b‖2 , (2.9)
≡ΨTQΨ + C, (2.10)
where
Qxx =pTx
T
[
ATA+ diag
(
AT b+ bTA
)]
Tx + diag(c)Tx,
(2.11)
Qxs =Q
T
sx = pTx
TATTs, (2.12)
Qss =p
[
Ts
TTs + diag
(
Ts
T b+ bTTs
)]
. (2.13)
The function diag(v) transforms a vector v into a di-
agonal matrix, and absorbs the linear contributions of
the QUBO into the diagonal elements of the quadratic
representation.
1 Depending on the problem, p can be smaller as well. For example,
in the case of the MDS, p ≥ 1 suffices.
The integer solution to the original ILP is computed by
x(0) = TxΨ
(0)
x and the original solution to the problem
is computed by shifting the annealer extracted energy
E ≡ χ2(Ψ(0)) by p ‖b‖2. The slack components of this
vector Ψs can be utilized to check if the constraints are
indeed fulfilled.
B. Annealer Results for the Dominating Set
We demonstrate the proposed algorithm in order to
obtain the MDS on a series of linear graphs G(n), as
shown in Fig. 2. This type of graph is chosen because the
small number of nearest-neighbor connections is more ef-
ficiently embedded into the chimera graph, allowing scal-
ing plots to be generated when using a D-Wave quantum
annealer. In particular, the number of qubits required
to solve MDS scales at worse as nV log2 nV where nV is
the number of vertices for a generic graph before minor
embedding. Details of the mapping of ILP to MDS is
given in Sec. IVA1.
For the graph G(n) the MDS solution is known analyti-
cally, and contains both unique and degenerate solutions.
In particular, the domination number for G(n) is dn/3e
while the number of MDS solutions for n vertices is
1 if n mod 3 = 0,
2bn/3c+ 1 if n mod 3 = 1,
bn/3c+ 2 if n mod 3 = 2, (2.14)
and gives the probability of randomly guessing the MDS
of G(n).
For even the smallest graph G(2), the MDS problem is
not native to the chimera graph and must be embedded.
Following the hypothesis of MBL, we, therefore, must
look at the values of hi after embedding. The qubits
split into two groups depending on the value of hi rela-
tive to (max|{h}|+min|{h}|)/2 given the set of external
magnetic fields {h} defined by a specific embedding. Fur-
ther detail is given in Sec. IVB2. We study the effects of
delaying the anneal schedule of one group of qubits over
the other and present the results of this study is shown
in Fig. 3.
Due to near-term limitations, hardware realizations of
quantum annealing are unique, and possess for example,
different lattice layouts (due to faulty qubits), annealing
schedules, and qubit fidelity. For the following studies,
we perform experiments specifically on the DW_2000Q_6
solver. The annealing time is set to 500µs after perform-
ing a study on various annealing times the G(6) graph.
The black line (offset= 0.0) in Fig. 3 shows results from
G(n) : 10 2 n-1
FIG. 2. Linear graphs G(n) used in this study. Nodes denote
vertices of the graphs and lines are undirected edges.
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FIG. 3. Baseline result of D-Wave (black) compared to ran-
dom guessing (dashed green). The jagged nature of random
guessing reflects the degeneracy of the ground state. Nega-
tive offsets with a ‘s’ tag (blue) are results from delays of large
values of |hi|, while negative offsets with the ‘w’ label (red)
delay the schedule of qubits with small values of hi.
the baseline experiment, without modification to the D-
Wave annealing schedule, and observe improvement over
random guessing (dashed green).
We explore one avenue towards improving the experi-
ment results by introducing per-qubit annealing offsets
into the time evolution. The blue (red) results delay
qubits’ annealing subject to stronger (weaker) external
fields. We observe improvement (diminishment) in the
experimental results when qubits subject to stronger
(weaker) final external fields are delayed in the annealing
schedule, in agreement with the MBL hypothesis. The
phenomena is observed across different problem sizes and
hints at the possibility of a generic improvement strategy.
C. Simulation Results
To understand the effects of annealing offsets, we sim-
ulate the annealing process for the G(2) graph embedded
in chimera topography. We repeat the same anneal pro-
cess with a shortend total annealing time of 1 µs, reduc-
ing the computational demands of the simulation, and
count the number of correct ground state occurrences.
The resulting ground state probability as a function of
offset measured over 100,000 observations is shown in
Fig. 4.
To solve for time evolution dynamics of quantum an-
nealing including thermal and the decoherence effects, we
solve for the master equation in Lindblad form
∂tρ(t) =
−i
~
[H(t), ρ(t)] + L(ρ(t), H(t)) (2.15)
where ~ is the reduced Plank’s constant, ρ(t) is the
density matrix at time t, H(t) is the time-dependent
Hamiltonian and L is the Linblad operator implement-
ing the decoherence models. In this work, we consider
two types of decoherence models: full-counting statis-
tics [15, 21] and single-qubit amplitude damping (local
damping) [22, 23]. The full-counting statistics term mod-
els the global decoherence to all the qubits due to the
classical reservoir. The local damping term models the
decoherence of each qubit independently. Details of the
master equation are given in Sec. IVC1. Implementa-
tion of the annealing schedule and annealing offsets for
the simulation are discussed in Sec. IVC2.
The graph G(2) has degenerate ground states depend-
ing on whether qubit 0 or 1 is chosen to be the MDS
solution. This degeneracy is reflected in the experimen-
tal result and provides a non-trivial benchmark for our
simulation. Fig. 5 show the final state distribution of
the three lowest-lying state. The states (0, 1, 0, 0, 0) and
(1, 0, 0, 1, 0) are the two degenerate ground states of the
embedded Hamiltonian, while (1, 1, 1, 1, 1) is the first ex-
cited state which yields an incorrect solution2. All other
states receive negligible probability at the end of anneal-
ing. The simulation (black) captures the main features
of the experimental result:
1. Significant probability of populating both ground
states (rather than populating only one)
2. Asymmetry in ground state population due to off-
sets and spanning approximately the correct range
3. Population of first excited state with systematically
lower probability when the strong field is delayed
The asymmetry in the ground state distribution at
non-zero offset results from annealing offsets lifting the
ground state degeneracy. The non-degenerate ground
state switches between the two states within the broken
symmetry, depending on which qubit group is delayed.
At zero offset, a slight asymmetry exists in the simula-
tion because the Hamiltonian is only degenerate at the
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FIG. 4. The probability of finding the MDS for G(2) from
D-Wave (black) and simulation (dashed yellow) at annealing
times of 1 µs.
2 According to Eq. (2.7), the first two vector components represent
the nodes of the graph while the following components represent
the slack variables after embedding.
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FIG. 5. Final state distribution from D-Wave (solid bars) and
simulation (black outline). The colors label the type of offset
The (0, 1, 0, 0, 0) state is the first solution where vertex 1 is
in the dominating set. The (1, 0, 0, 1, 0) state is the second
solution where vertex 0 is in the dominating set. The first
excited state is the (1, 1, 1, 1, 1) state where both vertices are
in the dominating set.
last moment, while the D-Wave is also subject to sam-
pling bias [24, 25].
This result can be obtained by tuning three free pa-
rameters: the simulation temperature to the order of 10
milliKelvin, and the two coefficients of the two decoher-
ence models at the order of 1 to 10 ns. These values are
consistent with the reported D-Wave operating temper-
ature [26] and coherence times for flux qubits [27]. Ad-
ditional insights of the simulation are given in Sec. III A.
The resulting probability of recovering the correct so-
lution as a function of annealing offset is given in Fig. 4.
We confirm that the simulation’s offset-scaling follows the
experiment’s scaling, which suggests that the improve-
ments are related to quantum mechanics. An additional
study where an extended annealing schedule is employed
in the simulation, which removes systematic errors intro-
duced by annealing offsets and effects of local damping
are presented in Sec. III B, and further supports this ob-
servation.
III. DISCUSSION
A. Dynamics of Time Evolution
The time-dependent overlap with the exact Ising
ground state is shown in Fig. 6 from applying the sim-
ulator to G(2). We observe for all cases that the sys-
tem undergoes what is analogous to a magnetic phase
transition around s ∼ 0.4. After the phase transition,
we can confirm that the system collapses to effectively
a classical state in the sense that the density matrix be-
comes a diagonal matrix. The steady increase in proba-
bility after the phase transition is a sensitive balance be-
tween the competing effects between full-counting statis-
tics and local damping. In our example, the full-counting
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FIG. 6. Time-dependent probability for resolving the ground
state for simulation results presented in Sec. II C. Different
offsets are labeled in the same way as Fig. 3.
statistics decoherance rate is tuned to be slightly stronger
compared to the local dampening decoherance rate, ef-
fectively resulting in a final thermal annealing process
after the phase transition. If local damping were rela-
tively larger, then the probability after the phase tran-
sition will slowly decrease as the system decoheres into
its local ground state. While we believe both effects are
essential to simulate D-Wave, due to the competing ef-
fects of both decoherence models, we emphasize that a
fully quantitative comparison of both decoherence models
cannot be made just considering the G(2) graph. How-
ever, we emphasize that the simulation suggests that the
ground state is recovered predominantly due to the quan-
tum phase transition happing around s ∼ 0.4.
Finally, we comment that effects of full-counting statis-
tics are required for the simulation to obtain the final
state distribution shown in Fig. 5. Because of the small-
ness of the G(2) problem (and the utilized total anneal-
ing time of 1µs), the annealing offsets lift the ground
state degeneracy in a manor that diabatic transitions do
not occur–setting a discrete, fixed groundstate probabil-
ity for given offsets. Thus, if dynamical thermalization
effects were absent, the simulation would populate pre-
dominantly one of the two unique ground states depend-
ing on the offsets. Once dynamical thermalization effects
are present, the final state distribution continously de-
pends on offsets and becomes a very sensitive observable
to tune the simulation temperature, which, if properly
tuned, agrees well with the experimental operating tem-
perature.
B. Idealized Quantum Annealing
In the simulation, we also reserve the ability to remove
systematic errors associated with finite annealing sched-
ules by extending them, as shown by the red data points
in Fig. 7. With the extended schedule, all qubits start
and end with the same values of A and B and faithfully
preserves the initial and final Hamiltonians. The depen-
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FIG. 7. Extended annealing schedule and simulation result. a) The annealing time is increased by 10% at both the start and
end, and the initial values of A(s) and B(s) at non-zero offset are also not extrapolated in comparison to Fig. 8. Therefore, the
initial and final Hamiltonian are no longer suffer systematic error at non-zero offset. b) The default (dashed yellow) result is
one presented in Fig. 4. Results from extended schedules are presented shown with solid lines with full-counting statistics and
amplitude damping (red), only full-counting-statistics (blue), and only amplitude damping (green).
dence on offset for G(2) (Fig. 4) remains the same under
the extended anneal schedule (Fig. 7), confirming that
the behavior is not a systematic artifact.
The quantum system can be further idealized by in-
cluding either solely the full-counting statistics model
(blue) or solely the local decoherence model (green)3. We
observe in both cases that the overall scaling follows the
story of the MBL hypothesis. Perhaps more importantly,
we observe that a simulation without local decoherence,
where the relaxation is dependent on precisely the in-
stantaneous value of |hi|, exhibits the same scaling as
the experiment. This result suggests that our strategy
for setting annealing offsets is improving the algorithm
beyond the simple explanation of qubits freezing due to
single-particle amplitude damping. The simulation with
only amplitude damping (green) does not fully capture
the results of the experiment. We observe hints of a phase
transition depending on the offset (which may be consid-
ered some measure of disorder) when dynamical thermal-
ization effects are removed. This observation is a strong
evidence for the inclusion of the full-counting statistics
model.
C. Final Remarks
We want to emphasize that while the annealing offsets
are motivated by the MBL hypothesis, and the results
also follow those expectations, we do not have defini-
tive proof that MBL plays a crucial role. Observations
3 For problems without diabatic transitions, like the MDS prob-
lem for a G(2) graph and an anneal time of 1µs, removing all
decoherence models results in ground state probabilities equal to
unity.
of MBL inevitably require the study of finite-size scal-
ing [28], and our current simulation, while being ex-
tremely thorough and explicit, is exponentially slow to
evaluate, making evaluations of even G(3) unfeasible.
However, the intersection of time-dependent quantum
mechanics and emergent phenomena [29] is an exciting
direction that is pertinent to adiabatic quantum com-
puting.
IV. METHODS
A. Additional Mappings to QUBO
1. Minimum Dominating Set QUBO
The solution to the MDS problem can be expressed as
an integer optimization problem given by,
f(x) = min
(∑
v∈V
xv
)
, (4.1)
(4.2)
subject to
xv +
∑
j∈N (v)
xj ≥ 1, (4.3)
xv ∈ {0, 1} (4.4)
where N (v) represents the set of all direct neighbors of
vertex v and the dimension of the dependent variable x is
the number of vertices nV ≡ V . The problem minimizes
the number of vertices in D with a binary variable x =
Ψx encoded by single qubit, subject to the constraint
that at least one vertex in N (ν) is in D. For each vertex
7in V we introduce slack variables
s ∈ {ZnV | 0 ≤ sv ≤ |N (v)| ∀v ∈ V } , (4.5)
which is related to the qubit vector Ψs by s = TsΨs.
The inequality constraint is encoded by
f(Ψx) = min (1 ·Ψx) , (4.6)
subject to
(1+ J)Ψx − TsΨs − 1 = 0 , (4.7)
(Ψs)ν ∈ {0, 1} (4.8)
where the nearest-neighbor sum is expressed by the ad-
jacency matrix J (zero diagonal and symmetric for non-
directional graphs). The algorithm uses
Nq = V +
∑
v∈V
log2N (v) (4.9)
qubits to encode the vertices and slack variables before
embedding. Therefore, the (logical) binary vector Ψ at
worst scales with nV log2 nV qubits for fully connected
graphs.
The target QUBO in the notation of Eq. (2.10) reads
Qxx = 1+ p
[
JTJ + JT + J − diag
(
JT1+ 1TJ
)
− 1
]
,
(4.10)
Qsx = −p(1+ J)TTs , (4.11)
Qss = p
[
Ts
TTs + diag
(
TTs 1+ 1
TTs
)]
, (4.12)
C = pV . (4.13)
2. Integer Quadratic Optimization
Because quantum annealing is capable of solving
quadratic problems, we extend the proposed algorithm
to solve integer quadratic optimization problems as well
such that
x0 = arg min
x
∑
ij
xidijxj +
∑
i
cixi
 (4.14)
without the introduction of auxiliary qubits.
In this case the Qxx component of the QUBO,
Eq. (2.11) obtains a new term
Qxx → Qxx + TTx dTx . (4.15)
B. ILP on the D-Wave
1. Comment on ILP QUBO Penalty Term
The minimal energy solution to Eq. (1.1) and Eq. (2.8)
are exactly the same if the penalty term is greater or
equal to the energy gap of the first excited solution:
p ≥ E1 − E0. Thus some knowledge of the problem is
required. In principle, it is possible to set the penalty
term arbitrarily large, at the cost of problem resolution:
large values for p increase the highest available energy of
the system by multiples of p. After normalization of the
QUBO, this corresponds to decreasing the energy gap be-
tween the ground state and the first excited state. Thus,
if solvers have finite precision, one must estimate reason-
able values for p: for large p more solutions fulfill the
constraints, while for small p, more solutions minimize
the objective function.
2. Minor Embedding
Our proposed offset strategy is motivated by the struc-
ture of the Hamiltonian being evaluated by the annealer.
As a result, details of the embedding are important. We
obtain an embedding for G(n) with the embed_qubo func-
tion provided by the D-Wave Ocean Python package [30]
under the dwave.embedding module [31]. The same em-
bedding is used for all D-Wave solves of the same graph
(independent of offset), and consequently the simulation
solves the resulting embedded Hamiltonian for G(2). Ad-
ditionally, solving the same graph as a function of offset
on the exact same qubits removes (or at least keeps con-
sistent) the systematic effects due to solving a problem
on different physical qubits. We note that comparisons
between different graphs in Fig. 3 are subject to this un-
controlled systematic.
After embedding the QUBO for G(2) requires 5 qubits
(an increase from 4), where by construction, qubits 0 and
3 form the qubit chain. We confirm through brute force
evaluation of the eigenvalue decomposition of the 5 qubit
Hamiltonian, that the embedding provided by D-Wave
solves the expected ILP problem for G(2), with degener-
ate ground states at (0, 1, 0, 0, 0) and (1, 0, 0, 1, 0) corre-
sponding to whether vertex 0 or 1 is chosen for the MDS
solution, and (1, 1, 1, 1, 1) as the first (non-degenerate)
excited state where both vertex 1 and 0 are in the set
yielding a valid dominating set but not the MDS.
The resulting Ising Hamiltonian has external field
equal to h = (2.75, 1.5,−1.0,−1.25,−1.0). Following the
offset strategy described in Sec. II B, qubit(s) 0 (1, 2, 3,
4) are placed in the set with relatively stronger (weaker)
final external fields. This imbalance in the two groups
may perhaps explain the reason why effects of delaying
the weaker fields are more pronounced, since delaying
the strong fields only differs from the baseline by a single
qubit.
8C. Simulation of a Quantum Annealer
1. The Lindblad Equation
To solve for time evolution dynamics of quantum an-
nealing including thermal and the decoherence effects,
we evaluate the master equation Eq. (2.15) in Lindblad
form. The explicit time-dependence of the Hamiltonian
is given by
H(t) =−
∑
i
Ai(t)σ
x
i +
∑
i
Bi(t)hiσ
z
i
+
∑
i>j
√
Bi(t)Bj(t)Jijσ
z
i σ
z
j , (4.16)
where Ai(t) and Bi(t) are site-dependent annealing
schedule functions. The site dependency takes into ac-
count of the annealing offsets. The simulation takes two
decoherance models into account. Full-counting statistics
and local decoherence.
For full-counting statistics, the Lindblad operator is
Lfc(ρ(t), H(t)) =Γfc
∑
j,i<j
[(
2Sijρ(t)S
†
ij − {S†ijSij , ρ(t)}
)
+e−β∆Eij
(
2S†ijρ(t)Sij − {SijS†ij , ρ(t)}
)]
(4.17)
where {, } denotes the anti-commutator, (ij) is the in-
dex for the inter-level spacing ∆Eij = Ej − Ei > 0,
Sij = |Ei〉〈Ej | denotes the many-body lowering operator
and Γfc = 1/Tfc is the full-counting decoherence rate for
coherence time Tfc. That is, due to the interaction with
the classical thermal bath, there is a probability that the
system hops from each higher-energy many-body state to
a lower-energy many-body state. The probability of the
inverse process is given by a Boltzmann factor.
To model the local decoherence of each qubits in the
non-interacting limit, we also consider the amplitude
damping for non-interacting qubits. For the local de-
coherance model, the Lindblad operator is
Lloc(ρ(t), H(t)) =Γloc
∑
j
(
2Ljρ(t)L
†
j − {L†jLj , ρ(t)}
)
+ e−2β|hj |
(
2L†jρ(t)Lj − {LjL†j , ρ(t)}
)
,
(4.18)
where j is the index for qubit. Lj = σ+j = |1〉〈0| for
hj > 0 and Lj = σ−j = |0〉〈1| for hj < 0. That is, each
qubit is damped toward its local ground state if we ignore
all the interactions.
The initial condition is the Gibbs canonical ensemble
ρ(0) =
e−βH(0)
Tr
(
e−βH(0)
) , (4.19)
where β is the inverse temperature. The probability to
get the ground state at measurement is
P = Tr
(
ρ(t)pignd
)
, (4.20)
where the projection operator onto the degener-
ated ground states subspace is defined as pignd =∑
i∈G |gndi〉〈gndi|. Here {|gndi〉|i ∈ G} forms an or-
thonormal basis for the degenerated ground states sub-
space, i.e., 〈gndj |gndi〉 = δij .
For the simulation results presented, we set the tem-
perature to 22.5 milliKelvin. The coherence time for lo-
cal decoherence is set to 15ns, and 1ns for full-counting
statistics.
2. Annealing Schedule and Offsets
In this section, we discuss the details of the anneal-
ing schedule with respect to the dimensionless normal-
ized time s. On D-Wave solvers, annealing offsets effec-
tively advance or delay the annealing schedule of individ-
ual qubits (see E. (4.16)). In Fig. 8, the default D-Wave
annealing schedule is shown in black, in addition to the
effects of applying negative offsets (effective time delay)
to A(s) and B(s) in blue. Further documentation is pro-
vided by D-Wave in Ref. [32, 33].
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FIG. 8. Anneal schedules for amplitudes of initial Hamilto-
nian (dashed) and final Hamiltonian (solid). Offset 0.0 (black)
and -0.05 (purple) are displayed. Intermediate values lie be-
tween and are suppressed for clarity.
The coefficients A(s) and B(s) follow the underlying
control variable c(s), which is designed to grow the per-
sistent current Ip(s) linearly in time. The effective time
delay is implemented by introducing an offset as c(s)+δ.
Because annealing schedules are finite, systematic errors
are introduced because the final values of A(s) and B(s)
will differ for qubits with different offsets. Addition-
ally, the values of the coefficients are unknown outside
of s ∈ [0, 1]. We only employ negative offsets such that
this unkonwn coefficient range, approximated by a linear
extrapolation, only enters at the beginning of the anneal-
ing process.
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FIG. 9. Time-dependent vacuum probability of 5 qubits sys-
tem under pure transverse field.
We verify that our implementation of annealing offsets
on the simulator is consistent with D-Wave by solving
the following three qubit Hamiltonian
Hproblem =
−0.25 1 00 −0.25 0
0 0 −0.25
 (4.21)
which has a doubly-degenerate ground state of (0, 1, 1)
and (1, 0, 1). An annealing offset is then applied to either
qubit 0 or 1, and thus breaks the ground state degeneracy
of the system. Because of the systematic error introduced
when assigning an offset to a qubit, the final Hamiltonian
given by Eq. (4.16) will have small deviations from the
input problem Hamiltonian. For example, we expect a
negative offset to qubit 0 to Eq. (4.21) will yield (1, 0, 1)
as the unique ground state given Eq. (4.16).
We confirm that with different combinations of anneal-
ing offsets, the degeneracy is lifted on the D-Wave results
as expected by solving for the modified problem Hamil-
tonian spectrum, as well as dialing in annealing offset in
the simulation of this three qubit test case.
3. Pure Transverse Field Simulation
To check the correctness of simulator and unit con-
version, we tested a simple annealing schedule for pure
transverse field, i.e. A(s) = A(0) and B(s) = 0. The
initial state is pure zero state ρ = |00...0〉〈00...0|. In
this case the analytical solution can be obtained for the
wave function oscillation. The time-dependent probabil-
ity is P0 = cos2n(s) = cos2n(t/T ) where n is the number
of qubits and T is the annealing time. For annealing
time T = 1/A(0), we expect to see perfect one-period
oscillation. The energy spectrum for this system can be
analytically obtained, so we also checked the Boltzmann
distribution in the initial density matrix construction.
The oscillation is depicted in Fig. 9, where the simula-
tion matches the expected theoretical behavior.
V. DATA AVAILABILITY
We provide access to all the software utilized and data
presented in this publication in the associated GitHub
repository [34]. The utilized software is contained in two
installable Python modules:
qlp for mapping MDS problems to QUBOs and per-
forming simulations,
qlpdb for interfacing and documenting simulation and
experiment data through EspressoDB [35].
The data itself is stored in a SQLite file and associated
repository subdirectories. We provide further documen-
tation in the repository readme file.
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