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Abstract 
 
 i   
Abstract 
The opening up process of the central and eastern European (CEE) countries marked new 
beginnings in terms of greater integration of trade and foreign direct investment (FDI) with 
Western Europe. Adopting a two-stage out-of-sample gravity equation approach to 
predicting East–West trade patterns, a panel data set of bilateral exports from twelve EU 
countries to twenty OECD partner countries is estimated over the 1992-2003 period to 
examine how integrated the CEE countries are with the West European countries. In 
general, countries which are initially less well-integrated with the EU have strongest trade 
potential: among the EU accession countries, the potential candidate countries look set to 
benefit most whereas the mixed trade ratios among the EU associated countries reflect 
very diverse economic structures.  
Using a similar approach to project East–West FDI patterns, the potential to actual ratios of 
FDI stocks indicate a very uneven distribution of FDI among the eleven CEE countries. The 
FDI stock ratios accord with patterns of regional specialisation for the Czech Republic, 
Hungary and Poland and suggest greatest FDI potential lies with the two latest accession 
countries. 
As the West European countries represents the CEE countries‟ main trading partners and 
their main sources of FDI, the nature of the trade-direct investment relation among the 
group of EU–OECD countries is of potential importance to the CEE countries. Merging the 
determinants for both trade and FDI into one model and estimating the merged model as a 
trade equation and as an FDI equation, the EU–OECD patterns of FDI are characterised by 
both horizontal FDI (HFDI) and vertical FDI (VFDI). The dual role of HFDI and VFDI is 
supported when the general model of trade and FDI determinants is estimated using an 
instrumental variables method and when the additional price variables of FDI and trade are 
interpreted as cross-price elasticity effects.  
In a competitive world, attracting more FDI to the CEE countries may not only mean 
catering to the traditional MNE motives, but can also depend on transition-related factors 
and host country policies. Using a panel data set of bilateral FDI flows from twelve EU 
countries to eleven CEE countries, the traditional determinants of direct investment along 
with the liberalisation process and infrastructure endowments are found to significantly 
affect FDI over the 1994-2003 period. 
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Chapter 1  Introduction 
1.1 EU Background 
The European Union (EU) is an economic and political union of twenty-seven member 
countries. From its beginnings in 1952 when the six founding member countries – 
Belgium, France, Germany, Italy, Luxembourg and the Netherlands – formed the 
European Coal and Steel Community (ECSC) to re-invigorate the war-stricken coal and 
steel industries, the EU has since harnessed greater economic integration. The 
process of greater economic integration has involved a parallel process of „deepening‟ 
economic relations between countries and a „widening‟ of membership via several 
rounds of enlargement, which at times, have forged ahead with mixed reactions.1   
The process of deepening integration in Europe broadly accords with the classification 
by Balassa (1976) of the stages of economic integration from autarky to economic 
union. The first stage entails a free trade area (FTA), which eliminates import tariffs and 
quotas on goods between signatory countries. By promoting free trade in coal and steel 
between the six member countries and engaging in protective measures against non-
member countries, the success of the ECSC prompted the signing of the Treaty of 
Rome in 1957 which launched into force the European Economic Community (EEC) in 
1958. In removing trade barriers on industrial trade between member countries and 
harmonising trade policy with respect to non-member countries, the EEC corresponds 
to a customs union, the second stage of economic integration. The formation of the 
European Community (EC) in 1967 sought to establish a common market, 
corresponding to the third stage of economic integration, by extending the liberalisation 
of the movement of goods (and services) between member countries to all factors of 
production, including capital and labour. Finally, the EU, established under the 1992 
Maastricht Treaty, represents the deepest form of economic integration where policies, 
most notably monetary and fiscal policies, are formally co-ordinated. 
The process of widening integration continues with a seemingly unceasing appetite for 
absorbing new countries. So far, the EU has undergone six rounds of enlargement. All 
                                                
1
 The recent accession of Bulgaria and Romania into the EU has divided opinion: on one hand, 
proponents argue that entry into the EU club encourages internal reform; on the other hand, 
premature entry can lower EU leverage in exacting compliance with the 1993 Copenhagen 
criteria including respect for human rights and the rule of law, overseeing a functioning market 
economy and accepting the obligations of EU membership. 
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records of regional trade agreements (RTAs) including the dates of signing and entry 
into force are made available by the World Trade Organisation (WTO).2 In 
chronological order, the original six member countries became nine in 1973 with the 
accession of Denmark, Ireland and the United Kingdom. Greece followed suit in 1981, 
bringing the number of member countries to ten. An expansion from ten to twelve 
countries occurred in 1986 with the entry of Portugal and Spain. With the 1995 
accession of Austria, Finland and Sweden into what had now become the EU, the 
number of „old‟ European members has since stabilised at fifteen. 
As the EU expands, the two most recent rounds of enlargement have added many ex-
communist countries. The year 2004 marked the „big bang‟ of ten new member states 
(NMS), representing the biggest take-in of countries in a single go: Cyprus, the Czech 
Republic, Estonia, Hungary, Latvia, Lithuania, Malta, Poland, Slovakia and Slovenia. 
Bulgaria and Romania joined in 2007, bringing to twenty-seven the number of EU 
member countries. Although the pace looks set to slow, a southwards journey is the 
priority for further enlargement, with best chances of membership for Croatia.  
Separate from the process of enlargement, the EU also builds economic alliances with 
other countries through partnership and co-operation agreements. The aims of the 
partnership agreements include strengthening democracy and development during a 
country‟s transition phase to a market economy as well as encouraging trade and 
investment. The EU has concluded several partnership and co-operation agreements 
with countries of eastern Europe, the southern Caucuses and central Asia. 
Not unlike the drive to increase trade between the EEC member countries as part of a 
customs union, the opening up process of the central and eastern European (CEE) 
countries begins with trade integration. An interest in studying the degree of trade 
integration between the CEE countries and Western Europe can be traced to the early 
1990s when the Council for Mutual Economic Assistance (CMEA), also known as 
COMECON, was dissolved.3 As member countries of COMECON, Bulgaria, 
Czechoslovakia, Hungary, Poland and Romania traded mainly with the Soviet Union 
and were mostly closed to the rest of the world. After ties were disconnected from the 
                                                
2
 Available at: http://www.wto.org. 
3
 The CMEA system was formed in 1949 to co-ordinate economic development and industrial 
production between the Soviet Union and its member countries.  
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Soviet Union, the remaining five of the original six CMEA member countries turned 
their trade orientation towards Western Europe. 
Strong bilateral trade links between the CEE countries and the EU were formed far in 
advance of formal EU entry. Indeed, the eastwards enlargement of the EU was 
preceded by the Europe Agreements, which aimed to establish a free trade area as 
part of a strategy of liberalising trade in industrial goods within a broader legal remit of 
fostering economic co-operation between the EU and the CEE countries during the 
accession process.4 In a way, higher trade levels between the EU and the CEE 
countries during the 1990s helped „normalise‟ patterns of trade long since repressed 
under central planning. The normalisation of trade, however, did not have even 
consequences for all CEE countries as regional patterns emerged, for example, 
between Scandinavia and the Baltic countries and between Austria and Germany vis-à-
vis the Czech Republic, Hungary and Slovakia. 
As important as trade, foreign direct investment (FDI) to the CEE countries surged 
since the mid-1990s. The international flows of trade and FDI to the CEE countries 
share a common origin: taken together, the EU countries represent their most 
important trading partners and their most important sources of direct investment. The 
stream of FDI flows to the region coincides with a broader pattern marking the rising 
importance of FDI as a driving force behind globalisation.  
According to the IMF (2005), globalisation refers to the “increasingly global dimension 
of economic and financial transactions”. Indicators of globalisation have tended to 
measure either the degree of trade integration or the degree of capital market 
integration between countries or regions. Indeed, the IMF (2005) distinguishes the 
former from the latter: „real globalisation‟ is defined in terms of global trade affecting 
markets for goods and services whereas „financial globalisation‟ refers to the global 
integration of capital markets. 
More broadly, the concept of globalisation might also encapsulate labour mobility, but 
widespread market imperfections that restrict the free movement of labour have put 
                                                
4
 The Europe Agreements came into force with Hungary and Poland in 1994; Bulgaria and 
Romania as well as the Czech Republic and Slovakia (after the break-up of Czechoslovakia) in 
1995; Estonia, Latvia, and Lithuania in 1998; and finally, Slovenia in 1999 (European 
Commission, available at: http://ec.europa.eu). 
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paid to globalisation in this regard. In the context of the CEE countries, labour 
restrictions have been applied vigorously in a westward direction. Even membership of 
the EU did not inspire a hearty welcome for the 2004 new entrants‟ workers among the 
established EU members; initially only three countries (Ireland, Sweden and the United 
Kingdom) fully opened up their labour markets, shouldering a disproportionate number 
of individuals from the newly acceded countries.5 Finland and Sweden were the only 
two countries that did not immediately apply labour restrictions on Bulgarian and 
Romanian workers upon their accession in 2007. The curtailment of labour thus means 
that the free movement of individuals does not play a big part in the opening up 
process of the CEE countries. For this reason, the analysis of the CEE countries‟ 
integration with the EU is confined to the study of the first two aspects of globalisation, 
namely trade and FDI. 
1.2 Thesis Objectives 
In broad terms, the aim of this thesis is to analyse the opening up process of the CEE 
countries during their transition phase from communism towards market-based regimes 
over the period 1992-2003, after the break-down of the CMEA system and before many 
ex-communist countries acceded into the EU in 2004. Each of the five empirical 
chapters is dedicated to a relevant aspect of trade and / or FDI as the CEE countries 
began to open their economies – initially to trade and soon afterwards to FDI – and 
their formerly closed nature unfolded. Specifically, the aim of Chapter 3 is to estimate 
trade as a function of the new trade theory determinants among a reference group of 
countries that best represent natural trade relations for the transition economies. 
Chapter 4 is aimed at computing the bilateral volumes of trade that are likely to prevail 
in an East–West direction assuming the thirty-two transition economies that have 
strong links with Western Europe become fully liberalised. As the growth and 
development prospects of the transition economies depend, in part, on both trade and 
FDI with Western Europe, Chapter 5 is aimed at examining whether trade between 
Western Europe and its main trading partners is enhanced or replaced by FDI. The aim 
of Chapter 6 is to compute the bilateral volumes of FDI that are likely to prevail in an 
East–West direction after the CEE countries become fully liberalised. As the CEE 
countries have been particularly successful in attracting direct investment since the 
                                                
5
 The concept of EU citizenship guarantees the free movement of labour within the borders of 
the EU member states, but transitional arrangements mean that labour restrictions can apply for 
a maximum of seven years. 
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mid-1990s, Chapter 7 is aimed at examining the main factors that explain FDI flows to 
the CEE countries over the course of their transition period towards market-based 
economies.  
The empirical contributions to knowledge are five-fold. As the opening up phase of the 
CEE countries involved an increasing degree of trade integration vis-à-vis the 
established EU countries, the first contribution of this thesis computes the bilateral 
volumes of trade in Chapter 4 that are likely to prevail in an East–West direction after 
full economic liberalisation. Early studies quantify bilateral trade volumes for the CEE 
countries using cross-sectional estimates of the gravity model (Biessen 1991), but 
trade projections based on cross-sectional estimates may have poor prediction 
performance (Breuss and Egger 1999). In addition, trade projections from the in-
sample approach have limited credibility because the trade-diverting effects of the 
CMEA system had restricted CEE trade with Western Europe to a less than natural 
level. For this reason, Biessen adjusts the data to account for a series of mis-
valuations. 
Baldwin (1994) seeks to counter the pitfalls of earlier studies by adopting a two-stage 
out-of-sample approach to projecting trade volumes using the gravity equation 
parameters estimated for a panel of OECD countries. Specifically, the first stage 
involves estimating a gravity equation of exports from the EU and the EFTA countries 
to the OECD countries over the ten-year period 1979 to 1988. The second stage 
entails inserting the actual values of the model variables for 1989 into the gravity 
equation. The degree of East–West trade integration is then inferred by setting the 
trade volumes predicted from the gravity model as a ratio of actual 1989 trade volumes 
between the CEE countries and Western Europe. 
Following Baldwin, a two-stage out-of-sample approach is used to predict East–West 
trade patterns. The out-of-sample approach to predicting trade volumes inherently 
assumes that the level of CEE trade integration is similar to the average West 
European nation. As part of the first stage, some variation of the traditional 
specification of the gravity equation is typically used in the literature to model the trade 
patterns between the high-income countries. For example, the gravity model 
determinants of bilateral trade flows between the EU-15 countries and their major 
trading partners estimated by Papazoglou, Pentecost and Marques (2006) over the 
1992-2003 period include the income and the population of both countries, the distance 
between them as well as two dummy variables denoting adjacency between two 
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countries and mutual EU membership. The gravity equation estimated by Bussière, 
Fidrmuc and Schnatz (2005) includes the summed values of GDP, distance, several 
dummy variables, proxy measures for the real exchange rate and exchange rate 
volatility as well as fixed effects for country-pairs and time. 
Although the new trade theory gravity model specification is asserted to have a better 
fit of trade patterns between the industrialised countries (Helpman and Krugman 1985), 
the theoretical contributions of the new trade theory have not been widely incorporated 
in the context of predicting East–West trade patterns. In Chapter 3, the second 
contribution of this thesis involves estimating trade as a function of the new trade 
theory determinants among a reference group of countries that best represent natural 
trade relations for the transition economies. The new trade theory gravity model results, 
estimated for a sample of EU–OECD countries over the 1992-2003 period, are 
presented for several panel estimators. 
In the second stage, East–West potential trade volumes are calculated by combining 
the out-of-sample gravity model parameter estimates with forecast data for a broad set 
of thirty-two countries that have close links with Western Europe. This extends the 
current literature which typically calculates potential trade volumes for a smaller sample 
of countries using past data. The degree of East–West trade integration is then inferred 
from the potential to actual trade ratios. 
The opening up process of the CEE countries is also characterised by an increasing 
degree of FDI integration vis-à-vis the established EU countries. Little attention has 
been devoted to calculating the degree of EU–CEE FDI integration, which is partly 
explained by issues related to FDI data and partly because regional specialisation 
yields very uneven patterns of FDI integration. An exception is Görg and Greenaway 
(2002). Using the out-of-sample gravity equation to predict potential FDI, they evaluate 
FDI integration between the UK and six CEE countries over the years 1996 to 2000. 
The third contribution of this thesis quantifies the degree of EU–CEE FDI integration in 
Chapter 6 using the out-of-sample approach similar to that used for projecting trade, 
but the potential FDI ratios are this time computed from a traditional gravity-type model 
of FDI stocks. 
As the CEE countries have developed strong bilateral trading links with the EU 
countries fostered by the Europe Agreements and, at the same time, the EU countries 
represent the main sources of direct investment to the region, an important question 
Chapter 1  Introduction 
 
  7
from the CEE countries‟ viewpoint is whether trade between Western Europe and its 
main trading partners is enhanced or replaced by FDI. If trade and FDI are 
complementary activities, the gains from increased trade and FDI between the EU–
OECD countries might be more far-reaching and can be spread to the CEE countries. If 
trade and FDI are substitute activities, the CEE countries cannot take for granted 
continuously upward trending bilateral flows of trade and FDI with Western Europe.  
The trade-direct investment nexus has been examined in the empirical literature in 
various ways. In part, the question of whether trade and FDI are complementary or 
substitute activities boils down to whether FDI is of the vertical or of the horizontal type. 
The general equilibrium extensions of the trade literature indicate that vertically 
integrated firms fragment production in stages according to factor price differences 
(Helpman 1984; Helpman and Krugman 1985). Therefore, vertical FDI (VFDI), which 
involves the export of components to foreign affiliates and the re-export of final goods 
produced abroad back to the home country or to third markets, complements trade 
activities. In contrast, horizontal FDI (HFDI), which reduces the export of goods into 
foreign markets because those markets are served locally by MNE affiliate production, 
substitutes trade activities (Markusen 1984). In serving foreign markets locally, HFDI 
can also avoid the costs associated with trade (Brainard 1993). 
At an aggregated level, the sign, size and significance of model coefficient estimates 
can be examined to assess whether VFDI or HFDI dominates FDI patterns. On one 
hand, vertically integrated firms are strongly associated with dissimilar factor 
endowments and cost differences and so the model variables of interest typically relate 
to differences in GDP per capita, labour costs or the cost of capital. On the other hand, 
horizontally integrated firms seek to economise on trade costs and increase foreign 
market share and so the key parameter estimates for this type of FDI include income-
related variables and trade costs. Using the knowledge-capital (KK) model (Carr et al. 
2001), which unifies the treatment of VFDI and HFDI, a hybrid model of FDI 
determinants is estimated for a panel of EU–OECD countries over the 1992-2003 
period by way of assessing the dominant type of FDI and hence inferring the nature of 
the trade-FDI relation. 
Moving beyond the inferences derived from the hybrid model of HFDI and VFDI, two 
approaches in the literature explicitly deal with examining the nature of the trade-FDI 
relation. The first empirical route to identifying whether trade and FDI are substitutes or 
complements was kick-started by Lipsey and Weiss (1981). To consider the effect of 
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US affiliate sales on US exports and vice versa (controlling for host country income and 
distance), a simple OLS regression of trade on MNE activity was estimated. A limitation 
of this approach is that omitted variable bias can drive the results. In seeking to control 
for the possibility that unobserved variables simultaneously influence trade and FDI, 
Clausing (2000) includes country fixed effects in a trade equation. As observable 
factors can simultaneously influence trade and FDI, a two-stage least squares (2SLS) 
regression has been applied to a trade equation. Brainard (1997), for example, 
instruments for affiliate sales in a 2SLS regression of exports and vice versa in an 
attempt to control for simultaneity bias.  
The second empirical route to identifying whether trade and FDI are substitutes or 
complements draws on the cross-price elasticity of demand (CPE) approach in 
consumer theory. Two goods are substitutes (complements) if a rise in the price of one 
good increases (decreases) the quantity demanded of another good. Analogously, 
trade and FDI are substitutes (complements) if a rise in a price variable measuring the 
cost of MNE activity increases (decreases) the volume of trade. Focusing on 
corporation taxes as the price of investment decisions, Grubert and Mutti (1991) rely on 
the sign of the foreign tax rate in a trade equation by way of examining the nature of 
the trade-FDI relation. In a similar vein, Clausing (2000) includes taxes and average 
employee compensation in a gravity equation to examine how the price variables of 
operating abroad affect US exports. A proxy for trade openness is also included as a 
measure of the cost of exporting.  
The fourth contribution of this thesis is concerned with the nature of the trade-FDI 
relation among the EU–OECD countries over the years 1992 to 2003. Two approaches 
are used in Chapter 5 to examine whether trade and FDI are complementary or 
substitute activities. First, including net FDI as an independent variable in a 2SLS 
regression of the exports equation and similarly, including net trade as an independent 
variable in a 2SLS regression of the FDI equation, the coefficient signs for the net trade 
and the net FDI variables should provide an indication of the nature of the trade-FDI 
relation. Second, including two price variables measuring the cost of MNE activity 
(corporation taxes and compensation costs) and a price variable measuring the cost of 
trade (trade protectionism), the coefficient signs for the price variables can be 
interpreted as cross-price elasticities to reveal the nature of the trade-FDI relation. 
A distinguishing feature of the model used in Chapter 5 is that the gravity specification 
of new trade theory (NTT) determinants is merged with the knowledge-capital (KK) 
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determinants of FDI. Taken separately, each model specification is directly related to 
the general equilibrium approach to trade and MNE activity. Merged together, the NTT–
KK model eliminates any arbitrary selection of trade and FDI determinants and reduces 
the problem of omitted variable bias. The NTT–KK model is estimated as a trade 
equation and as an FDI equation in an outward direction to show how trade and FDI 
respond to the same set of RHS variables. The implications of these results are of 
potential importance to the CEE countries not only in terms of the type of FDI they 
might seek to attract, but also in terms of their future growth and development 
facilitated by bilateral trade and FDI with Western Europe. 
Owing to the potentially beneficial effects of FDI on a country‟s growth performance, 
host countries compete fiercely to attract foreign investment. The CEE countries are no 
exception to this trend and have been particularly successful in attracting EU direct 
investment since the mid-1990s. In Chapter 7, the fifth contribution of this thesis 
examines the main determining factors of FDI flows to the CEE countries over the 
course of their transition period from 1994 to 2003.  
At an aggregated level, a growing empirical literature is dedicated to examining the 
effects of host country policies on FDI flows to the CEE countries. Clausing and 
Dorobantu (2005) consider the FDI effect of European Union announcements 
regarding the accession process over the 1992-2001 period, but they readily admit to 
omitting potentially important variables from their profit maximising model, namely 
transport costs, country risk and the privatisation process. In a gravity-type model of 
FDI, Bevan and Estrin (2004) address these variable omissions. Their findings indicate 
that regional integration is an important explanatory factor of FDI in addition to the 
traditional FDI determinants of market size and low labour costs, but transition-related 
factors play no role. Their proxy for country risk, however, does not explicitly consider 
the CEE countries‟ paths of transition from communism to market-based regimes. 
Carstensen and Toubal (2004) find that transition-specific factors are important 
determinants of FDI over the 1993-1999 period. In particular, the level of privatisation, 
proxied by the private sector share of GDP, and the method of privatisation captured by 
five dummy variables, which on a sliding scale hinder FDI (management and employee 
buy-outs) to encouraging FDI (sales to outside owners) significantly affect FDI. A 
country risk variable is additionally shown to be an important determinant of FDI. More 
recently, Bellak, Leibrecht and Damijan (2009) affirm the importance of policy variables 
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relating to infrastructure endowments and taxes as FDI determinants in the CEE 
countries. 
Using a basic gravity-type model of FDI into the CEE countries over the 1994-2003 
period in Chapter 7 and checking for the effects of a variety of possible determining 
factors of direct investment identified in the trade and FDI literature as well as a range 
of policy-related variables, the composite indicators relating to the liberalisation process 
and infrastructure endowments, which are specific to the CEE countries, are found to 
be key determinants of FDI along with the core gravity model variables.  
Highlighting the significant effects of the market-based reforms and infrastructure 
endowments is important in their own right, but understanding the relevant aspects of 
the reforms undertaken by the ex-communist countries and the key elements of their 
physical infrastructures is more useful for attracting additional FDI. To examine which 
aspects of the transition and policy-related factors are most important for FDI, the 
preferred model is re-estimated with each composite index, in turn, disaggregated into 
their sub-component indexes. The final version of the model of FDI determinants into 
the CEE countries, estimated in contemporaneous and in lagged form, pulls together 
the standard gravity model variables, relative factor endowments, regional integration 
as well as the relevant aspects of both the liberalisation process and infrastructure 
endowments.  
1.3 Thesis Overview 
A unifying theme of the analysis of trade and FDI is the gravity model. The basic 
empirical model represents trade as a function of the economic size of countries and 
the distance between them. In line with theoretical developments in the literature, the 
standard gravity model has been augmented with relevant explanatory variables to 
explain bilateral trade patterns across countries initially at a point in time and, more 
recently, over time. The empirical success of the gravity model in explaining bilateral 
trade patterns has broadened its scope to other applications in the international trade 
literature including the calculation of potential trade volumes. Indeed, the gravity 
equation is not confined to modelling international trade data, but has also been 
applied to other international flows, including FDI. 
This thesis applies the gravity model of trade in three broad contexts. First, the gravity 
model of trade determinants is estimated for a sample of EU–OECD countries over the 
1992-2003 period. Second, the estimated gravity model parameters are used to 
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calculate potential trade volumes between thirty-two transition economies and twelve 
West European countries. Third, the gravity equation of trade is customised to model 
the determinants of FDI.  
Three models of FDI determinants are estimated. First, the merged model of NTT–KK 
determinants is estimated for the sample of EU–OECD countries over the 1992-2003 
period. Second, the coefficient parameter estimates from a modified version of the 
NTT–KK model are used to calculate potential FDI volumes between eleven CEE 
countries and eight West European countries. Third, a model of the main factors 
explaining the determinants of FDI into the CEE countries is estimated over the 1994-
2003 period.  
To carry out the empirical analysis, two data sets were constructed using international 
data from several sources, including the International Labour Organisation (ILO), the 
International Monetary Fund (IMF), the Organisation for Economic Co-operation and 
Development (OECD) and the World Bank (WB), all of which are made available by the 
Economic and Social Data Service.6 The empirical analyses of trade and FDI 
determinants contained in Chapter 3 through to Chapter 6 are based on the first data 
set. The reference group of countries for the first data set comprise twelve EU 
countries to twenty OECD countries over the 1992-2003 period. The second data set is 
used to model the determinants of FDI into the CEE countries in Chapter 7. The 
reference group of countries for the second data set consists of twelve EU countries to 
eleven central and eastern European countries and the Baltic states over the period 
1994 to 2003. The somewhat later start date of the sample period reflects country-
specific reasons as well as data limitations related to FDI.  
As both data sets include multiple countries over multiple years, panel methods were 
used. The advantages of using panel methods over time-series and cross-sectional 
methods are outlined by Hsiao (2003). In the context of the gravity model, the main 
benefits of panel methods over a cross-sectional regression include the following.  
First, a panel data set raises the number of observations, increases the variability of 
the data and reduces multi-collinearity among the explanatory variables, thus leading to 
an improved efficiency of the results. Multi-collinearity among the GDP variables is an 
                                                
6
 Available at: www.esds.ac.uk. 
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inherent problem of cross-sectional estimation of the gravity model. Adding information 
over time to the cross-section of countries increases the variability of the data and 
helps reduce the problem of multi-collinearity. The additional information should lead to 
more reliable parameter estimates.  
Second, country heterogeneity can be controlled for. This is important in light of the fact 
that countries can differ in their characteristics – even for countries which have similar 
levels of development. Without being able to control for such heterogeneity, cross-
sectional methods run the risk of yielding biased results. In addition, some variables 
may be unobservable or difficult to quantify. Omitting relevant variables from the gravity 
model potentially biases the results, implying unreliable inferences of the gravity model 
coefficients.  
By and large, the empirical analysis presents the results across three estimators. First, 
a regression by pooled ordinary least squares (POLS) provides benchmark results 
which are nearest the traditional cross-sectional estimates of the gravity model. 
Second, the fixed effects (FE) estimator seeks to control for country heterogeneity 
among the sample of countries. To side-line the FE estimator would also risk omitting 
relevant variables and biasing the results. Wooldridge (2002) thus pronounces that the 
fixed effects estimator should be the starting point of any empirical analysis. Last, if the 
FE estimator is shown to be unsuitable, the random effects (RE) estimator tends to 
become the default estimator as it allows estimation of any time-invariant variables 
when compared with the FE estimator and it is generally more efficient when compared 
with POLS.  
This thesis is split into three parts: the literature review relates to trade as do the first 
two empirical chapters; the third empirical chapter analyses trade and direct investment 
when put together; and the final two empirical chapters relate to FDI.   
The literature review given in Chapter 2 provides an overview of the theoretical 
foundations and the econometric developments of the gravity model of bilateral trade. 
The theoretical contributions span the classical theory of comparative advantage, the 
neo-classical H–O–S model of relative factor abundance right up until the more recent 
contributions relating to country similarities by the new trade theorists. These 
theoretical insights have been informative in augmenting the gravity model specification 
with relevant explanatory variables mainly in a cross-sectional context. The 
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econometric developments of the gravity model of bilateral trade have arisen in line 
with the additional dimensions of panel data sets. 
Building on the theoretical and the econometric developments of the gravity model, a 
gravity model specification of new trade theory (NTT) determinants is estimated in 
Chapter 3, the first empirical chapter, for a sample of EU–OECD countries over the 
1992-2003 period. Theoretically, the gravity model of NTT determinants allows for the 
two-way trade of differentiated goods and should therefore better explain trade patterns 
between the industrialised countries. Empirically, the econometric developments of the 
gravity model, which tend to take account of the increased availability of data over time, 
help inform which panel methods are appropriate. 
In Chapter 4, a two-stage out-of-sample approach to predicting East–West trade 
patterns is adopted on the assumption that a broad set of thirty-two countries, which 
have strong links with Western Europe, complete their transition to market economies 
and become as fully integrated into world markets as the EU countries. As part of the 
first stage, the gravity model parameters of NTT determinants estimated in Chapter 3 
for a sample of EU–OECD countries over the years 1992-2003 are taken to represent 
natural trade relations. As part of the second stage, the potential trade volumes are 
calculated by inserting forecast data for the set of thirty-two transition economies into 
the estimated out-of-sample gravity equation. Setting the potential trade volumes 
predicted from the model as a ratio of actual trade volumes, the degree of East–West 
trade integration is assessed. 
Chapter 5 draws on the general equilibrium approach to trade and MNE activity. First, 
the knowledge-capital (KK) model, which unifies the treatment of a horizontally 
integrated MNE and a vertically integrated MNE, is informative in arriving at an 
estimable model of FDI determinants among the sample of EU–OECD countries. 
Combining the KK model of FDI determinants with any outstanding trade-related 
variables from the gravity model of NTT determinants, the merged model of NTT–KK 
determinants is estimated as a trade equation and as an FDI equation by way of 
assessing the patterns of trade, HFDI and VFDI among the EU–OECD countries over 
the 1992-2003 period. 
Examining more directly the hypothesis of whether trade and FDI are substitute or 
complementary activities, the NTT–KK model is estimated in two ways. First, including 
net FDI as an independent variable in a 2SLS regression of the exports equation and 
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similarly, including net trade as an independent variable in a 2SLS regression of the 
FDI equation, the coefficient signs for the net trade and the net FDI variables should be 
indicative of the nature of the trade-FDI relation. Second, estimating the general model 
of NTT–KK determinants as an exports equation and as an FDI equation, but replacing 
the right-hand side (RHS) trade and FDI variables with their respective price variables, 
the two price variables measuring the cost of MNE activity and the price variable 
measuring the cost of trade can be interpreted as cross-price elasticity effects as in a 
demand study. 
In a manner similar to the two-stage out-of-sample approach used for predicting East–
West trade patterns, the prospects of further rises in FDI stock volumes in an East–
West direction is assessed in Chapter 6. The approach to FDI projections differ from 
that of the trade projections with regard to two key points. First, whereas the predicted 
volumes for trade from the first stage are estimated from a gravity model specification 
of NTT determinants, the predicted volumes for FDI stocks are based on a traditional-
type gravity model specification. Second, whereas the trade volume predictions in the 
second stage are based on forecast data, actual data are used for the FDI stocks 
predictions because the degree of FDI integration for many bilateral country-pairs lags 
behind the degree of trade integration. Furthermore, the results diverge in so far as the 
bilateral FDI projections are for a reduced sample of countries owing to FDI data 
related issues.  
Motivated by the eastwards re-location of EU FDI during the 1990s, a model of FDI 
flow determinants into the CEE countries is estimated over the 1994-2003 period in 
Chapter 7. The traditional explanations for FDI – the differential rate of return 
hypothesis, the labour cost differential hypothesis and the market size hypothesis – are 
useful in laying the foundations for an empirical model of FDI into the CEE countries. 
Turning the perspective from focusing exclusively on MNE motives to focusing on the 
host country, the baseline model is extended to analyse the FDI effects of transition 
and policy-related variables. 
Chapter 8 summarises the main findings of the thesis. 
Chapter 2  Theoretical Foundations and Econometric Developments of the Gravity Model 
  15 
Chapter 2  Theoretical Foundations and Econometric Developments of 
the Gravity Model 
2.1 Introduction 
The empirical success of the gravity model in explaining bilateral trade patterns has led 
to its broad application in the international trade literature. Its widespread use is not 
confined to explaining trade patterns; the gravity model has also been used to measure 
the effect of borders on trade (McCallum 1995), to estimate the effect of regional 
integration policies as well as to calculate potential trade volumes – initially for the 
central and eastern European (CEE) countries due to their formerly inward orientation 
(Wang and Winters 1991; and Baldwin 1994). 
Borrowed from the physics literature, Newton‟s law of universal gravity proposed that 
the forces which keep the planets in their orbits is reciprocally the squares of their 
distances from the centres. Almost three centuries later, the analogous empirical 
gravity model of trade emerged in the 1960s (Tinbergen 1962; Pöyhönen 1963). In its 
basic form, the standard gravity model explains bilateral trade flows by the economic 
size of two countries and the distance between them. 
Despite the attributes of the gravity model of trade – its relative simplicity, parsimony 
and high explanatory power which delivers an equally good approximation as in 
physics – criticism of the model has been twin-pronged: initially, for its lack of 
theoretical foundations and more recently, because of inattention to its econometric 
properties, without which the precision of the estimates may be questionable.  
The first objection to the use of the standard gravity model stems from the fact that it 
did not allude to any theory of trade. Such misgivings about its use in explaining 
international trade flows have been allayed because theoretical foundations have since 
been assigned to the empirical gravity model. In fact, the derivation of the gravity 
equation from a variety of models – typically with features of perfect competition or 
monopolistic competition or both – has prompted Deardorff (1998) to conclude that its 
ability to test any of them is suspect. To reinforce the point, two gravity equations of 
bilateral trade are derived from the Heckscher–Ohlin (H–O) model. The first model is 
one of frictionless trade; without barriers to trade in homogeneous goods, consumers 
and producers are indifferent among trading partners and preferences are identical and 
homothetic or demand is unrelated to supply. In the second model, trade resembles the 
standard gravity equation in which trade decreases with distance. Neither gravity model 
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is suggested to offer evidence in favour of the H–O model, rather, the gravity equation 
is alleged to come from any plausible model of trade. 
More recently, concerns regarding the econometric properties of the gravity model 
have been raised. This is because an econometrically mis-specified model can lead to 
biased estimates of the model coefficients and incorrect inferences. A number of 
variants of the fixed effects (FE) approach – typically parsimonious in (time-varying) 
economic variables and abundant in fixed effects – have been claimed as the correct 
econometric specification of the gravity model (Hummels and Levinsohn 1995; Mátyás 
1997; Egger and Pfaffermayr 2003; Baltagi, Egger and Pfaffermayr 2003a).  
This chapter provides an overview of the theoretical foundations and the econometric 
developments of the gravity model of bilateral trade. The theoretical contributions have 
typically taken the form of augmenting the gravity model specification with relevant 
explanatory variables so as to counter the problem of omitted variable bias in a cross-
sectional regression, which otherwise may lead to a potential bias in the coefficient 
estimates. The main theoretical contributions are provided in section 2.2. Specifically, 
the theory of comparative advantage is set out in section 2.2.1 and the main 
contribution by the new trade theorists is set out in section 2.2.2. With the additional 
dimensions of panel data sets, solving the omitted variable bias problem has re-
emerged in the form of controlling for heterogeneity across countries. The nature of 
heterogeneous trading relations as a source of endogeneity bias and the econometric 
properties of the gravity model are presented in section 2.3. The theoretical and the 
econometric aspects of the gravity model are informative in correctly specifying the 
gravity model of trade, as set out in Chapter 3. A brief summary is given in section 2.4. 
2.2 Micro-Foundations of the Gravity Model  
Mathematically, the law of universal gravitation can be written as follows: 
2
21
r
MM
GF   (2.1) 
which states that the force of gravity, F , between two objects is proportional to the 
product of the masses of the two objects ( 1M  and 2M ) divided by the square of the 
distance, r , between them and G  is a constant. The analogous trade specification 
replaces the force of gravity with bilateral trade as the dependent variable and the 
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masses of the two objects with the economic size or the gross domestic product (GDP) 
of both countries:  
ij
ji
ij
D
YY
T   (2.2) 
where the standard gravity equation of bilateral trade, ijT , between countries i  and j  
is specified in terms of an intercept,  , the two countries‟ income levels, iY  and jY , 
and the distance, ijD , between them. Bilateral trade increases with the GDP of the two 
countries and declines with the distance between them.7 Although the right-hand side 
(RHS) variables of the equation explain quite well the variation of the dependent 
variable, the standard gravity model allowed no role for comparative advantage. As 
pointed out by Harrigan (2001), neither relative technology levels nor relative 
endowments enter the equation. Incorporating trade theory into the gravity model also 
has important statistical benefits; including relevant explanatory variables in the gravity 
model helps combat the problem of omitted variable bias which can otherwise lead to 
mis-specification of the equation.  
2.2.1 Traditional Trade Theory 
In essence, the theory of comparative advantage explains trade in terms of productivity 
differentials. The role of productivity differentials in explaining trade patterns was 
established by the Ricardian classical theory of comparative advantage. On the basis 
of two trading nations, two homogeneous goods and a single homogeneous factor 
input ie labour,8 denoted as a 122   model, both countries will gain if each country 
specialises in the production of that good in which it has least opportunity cost. With 
only a single factor of production, differences in labour productivity lead to more 
efficient production, thus creating a comparative cost advantage. As long as the cost 
                                                
7
 In general, gravity models of trade are specified with trade inversely proportional to distance 
as opposed to the square of distance, which would imply that the effect of distance increases 
the further apart are two countries. Accordingly, the empirical literature typically finds a relatively 
high trade-to-distance elasticity – usually ranging between –0.8 and –1.5. This convention is in 
keeping with the theoretical literature; as Deardorff (1998) points out, it is convenient to use a 
measure that starts at one (one plus distance) to accommodate transactions of a country with 
itself. 
8
 Labour is the only factor of production in the model in accordance with the labour theory of 
value, which relates the value of a good to the labour needed to produce it. 
Chapter 2  Theoretical Foundations and Econometric Developments of the Gravity Model 
  18 
ratios differ, each country will export the good in which it has a comparative advantage 
and will import the good in which it has a comparative disadvantage. Both countries 
benefit from trade because each country increases its consumption opportunities. By 
demonstrating the gains from trade received by participant countries, Ricardo (1817) 
purported to explain the reasons for engaging in international trade.  
The classical theory of trade was extended to encompass a model with two factors of 
production, labour and capital, referred to as a 222   model. The neo-classical 
factor proportions hypothesis, also known as the Heckscher–Ohlin–Samuelson (H–O–
S) model, originally formulated by Heckscher (1919), extended by Ohlin (1933) and 
refined by Samuelson (1948, 1949 and 1953), predicts that relative factor abundance 
determines a country‟s comparative advantage. As the price of a good is ultimately 
determined by the price of its inputs, a good will be cheaper to produce if its inputs are 
locally abundant than if they are locally scarce. Hence, capital-abundant countries – 
specialising in the production of goods in which they are relatively well endowed – will 
export capital-intensive goods and will import labour-intensive goods. The converse 
holds true for labour-abundant countries. In short, the pattern of international trade is 
explained in terms of differences in relative factor endowments across countries.  
So how might the theory of comparative advantage be assimilated into the empirical 
model of trade? In the augmented version of the gravity model, trade is expressed in 
terms of GDP and per capita GDP for both countries. The inclusion of per capita 
income levels as additional regressors in a trade model is well established empirically 
with GDP per capita frequently included in the gravity model to control for a country‟s 
level of economic development.9   
                                                
9
 In undertaking a historical perspective on the economic development of societies, Rostow 
(1960) distinguishes between five sequential stages of economic growth. First, the traditional 
society is one in which adherence to social systems means that output per head is low and 
tends to remain low. Second, the pre-conditions stage for take-off denotes a transition period 
between the traditional society and a modern society. Third, the take-off stage reflects a 
country‟s ability to generate self-sustaining growth, achieved mainly by technological 
improvements and investment. Fourth, the drive to maturity stage is one in which an economy 
develops new industries beyond the original industries responsible for its take-off. The presence 
of new industries means that an economy is in a better position to apply modern technology, to 
engage in greater export activity and to be less reliant on imports. Finally, the stage of mass 
consumption characterises an economy with high per capita income levels such that durable 
consumer goods and services, supported by an affluent population, are the leading sectors of 
production. 
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In terms of the gravity model, the origin of the dependence of trade on per capita GDP 
stems from the factor-proportions hypothesis. In recognition of the faltering ability of the 
hitherto widely-accepted factor-proportions hypothesis – primarily a supply-oriented 
theory – to explain the disproportionately high volume of trade conducted between the 
developed countries, Linder (1961) proposed a demand-based theory which explains 
trade in terms of the similarity of demand characteristics between trading partners. If 
country j ‟s aggregated preferences for goods are similar to country i ‟s consumption 
patterns, then country j  will develop industries that are similar to country i . The 
resulting exchange of certain goods between certain countries will depend on the 
continued production of and demand for similar, but differentiated goods.  
Without establishing a formal model, the predictions of the Linder hypothesis have 
been tested in different ways. For example, in attempting to integrate the factor-
proportions theory of trade into the gravity equation, Leamer (1974) appends measures 
of relative factor endowments using 2-digit standard international trade classification 
(SITC) commodity categories to the model. More pertinent to the Linder hypothesis, 
Gruber and Vernon (1970) include the absolute difference between the two countries‟ 
per capita incomes as an independent variable in the standard gravity equation as a 
way of capturing differences in consumption patterns. A negative coefficient, 
suggesting that trade is positively related to consumers with similar per capita incomes 
and thus similar consumption patterns, indicates support for the Linder hypothesis. 
Hence, the per capita income differential provides an indirect way of testing the Linder 
hypothesis. 
In short, whereas GDP per capita is interpreted as differences in relative factor 
endowments in the H–O–S model, the Linder hypothesis construes it in terms of similar 
demand preferences. By identifying separate roles for GDP and per capita GDP, 
Bergstrand (1989) amalgamates the factor-proportions theory and the demand side 
theory of trade within a Heckscher–Ohlin–Chamberlain–Linder framework: 
ijijijjjjiiiij eADNYYNYYT
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  (2.3) 
where ijT  are the bilateral trade flows, )( ji YY  is the GDP of countries i  and j , 
)( ji NN  are the country populations, ijD  is the distance between the economic 
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centres of countries i  and j , ijA  denotes either trade-aiding or trade-resisting factors, 
  is the intercept and ije  is the error term.   
By deductive reasoning, theoretical expectations regarding the coefficient signs for the 
core gravity model variables are also assigned. The coefficients for exporter and 
importer income levels, )( ji YY , and per capita incomes, )/(/ jjii NYNY , are 
positively signed in aggregate trade flow regressions if the good exchanged is a luxury 
in consumption, is capital-intensive in production and its elasticity of substitution 
exceeds unity.10 In other words, higher than average per capita incomes endemic to 
capital-abundant countries allow their prosperous citizens to consume larger budget 
shares of capital-intensive goods. Therefore, the positive coefficient for importer per 
capita income reflects an increased spending on similar, but differentiated goods. The 
positive coefficient for exporter per capita income reflects the fact that capital-abundant 
countries produce capital-intensive goods in disproportionate amounts. In short, the per 
capita income variables in the augmented version of the gravity model capture demand 
generated by non-homothetic preferences in the importing country (in the spirit of the 
Linder hypothesis) and factor endowment variables in the exporting country (in the 
spirit of the H–O model).  
Using a gravity equation to estimate OECD trade flows for 1965 at the single-digit SITC 
level, Bergstrand finds that the empirical estimates largely support the predictions 
concerning the per capita income effects on trade. Specifically, the coefficient for 
importer per capita income is positive and significant for beverages and tobacco (SITC 
1) and manufactures (SITC 6 and SITC 8). A negative and significant coefficient is 
found for several sectors: raw materials (SITC 2), fuels (SITC 3) and chemicals (SITC 
5). That the former commodity classifications can be deemed as luxuries and the latter 
as necessities seems plausible to Bergstrand. Acceptable estimates are also found for 
exporter per capita income: positive and significant coefficients for food products (SITC 
0), raw materials (SITC 2), chemicals (SITC 5), manufactures (SITC 6) and machinery 
and transport equipment (SITC 7); negative and significant estimates for beverages 
and tobacco (SITC 1) and manufactures (SITC 8) are obtained. Whereas the positive 
                                                
10
 The elasticity of substitution reflects the elasticity of demand with respect to price, which must 
be greater than one in a monopolistic competitive model to ensure positive marginal revenue. 
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coefficient estimates indicate that the products are capital-intensive in production, the 
negative results suggest these products are labour-intensive.  
In deriving inferences regarding the relative factor intensity for each industry, that is, 
the capital-to-labour ratio for each SITC category, the interpretation of the coefficients 
for exporter per capita incomes draws heavily on the Rybczynski (1955) theorem. This 
theorem asserts that, given final goods prices, a rise in a country‟s endowment of a 
factor of production will bring about an increase in the output of a good which uses that 
factor relatively more intensively and a fall in the output of a good which uses that 
factor relatively less intensively. So, for example, a country with a higher capital-to-
labour ratio will tend to shift its output mix towards capital-intensive goods and thereby 
will export more of these goods. 
As an indirect measure of a country‟s capital-to-labour ratio, the estimated coefficient 
for the exporter‟s per capita GDP will be positive if the traded goods are on average 
relatively capital-intensive. Hence, a positive coefficient obtained from a gravity model 
of industrialised countries means that these countries on average trade more 
intensively with each other than they do with the low-income, labour-abundant 
countries. Of course, for a sample of developing countries, the coefficient for the 
exporter‟s GDP per head need not be positive. Indeed, Bergstrand (1989) qualifies the 
inferred coefficients in that they are feasible so long as trade flows are estimated 
among the major industrialised countries, assuming no change in any of the underlying 
assumptions. If instead the coefficients for exporter and importer per capita incomes 
are negative, the traded good tends to be a necessity in consumption and labour-
intensive in production. 
Equivalently, Linnemann (1966) specified the augmented gravity model in terms of 
GDP, )( ji YY , and the population )( ji NN , for both the exporting and the importing 
countries. Adopting Linnemann‟s specification, Anderson (1979) was the first to assign 
micro-foundations to the gravity model. Using the Armington assumption that goods are 
differentiated by country of origin and the properties of the expenditure system with the 
maintained hypothesis of identical Cobb–Douglas preferences (implying expenditure 
functions for any good are identical in all countries, hence, income elasticities equal 
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unity),11 the share of national spending on tradable goods varies as a function of 
income and population. In other words, assuming similar spending patterns, inter-
regional and international variations in the share of expenditure on tradables are 
explained by national income and population.  
Anderson (1979) also considers a gravity equation with transport costs and national 
tariffs in each country, both of which are expected to increase with distance: 
ijgijgijjjiigijg eDNYNYM
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   (2.4) 
where ijgM  is the foreign port value of good g  produced in country i  and shipped to 
country j , transit costs, ijg , include all border adjustments and the remaining RHS 
variables are as previously defined. In short, two versions of the gravity model are 
derived: a gravity model based on income and population and a model which includes 
trade-inhibiting factors. While the former encompasses most of the explanatory power, 
Anderson (1979) suggests that estimation of the latter is of greater practical relevance 
in a world where transport costs and national tariffs lower trade.  
That trade costs differ depending on location was further elaborated by Bergstrand 
(1985). Drawing on the general equilibrium functions of utility and profit-maximising 
agent behaviour, Bergstrand generates a gravity model which explicitly includes price 
variables where ijA  is a vector containing several price terms:   
ijijijjiij eADYYT
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Demand is represented by consumers in country j  that share a CES utility function,12 
where the elasticity of substitution is allowed to differ between domestic and importable 
goods and among importables. Expenditures in country j  are constrained by income 
                                                
11
 Demand for traded goods are determined as if a homothetic utility function in traded goods is 
maximised subject to a budget constraint involving the level of spending on traded goods. 
Graphically, homothetic utility curves are radial blow-ups of one another, hence Anderson points 
out that the trade expenditures by larger nations are scalar expansions of smaller nations‟ trade 
expenditures.  
12
 The ability to substitute one input for another without affecting the level of output is due to the 
neo-classical Cobb–Douglas production function. 
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which is a function of four terms. First, the tariff rate, jg , levied by country j  on the 
good g  is proxied by dummy variables indicating the presence of preferential trading 
arrangements. Second, the transport cost factor to ship g  goods to country j , that is, 
the ratio of imports cost, insurance and freight (cif) to exports free on board (fob) is 
proxied by the distance, ijgD , between the economic centres of countries i  and j  
and a dummy variable indicating contiguity between the countries, ijgC . The inclusion 
of these terms in the gravity model had already been suggested by Anderson (1979). 
Bergstrand proposes that two additional sets of variables be included in the gravity 
model:  the price of g  goods sold in country j , jgP , and the spot value of country j ‟s 
currency in terms of country i ‟s currency, ijS . The rationale for the inclusion of these 
terms stems from evidence of large and persistent deviations of national price levels 
from purchasing power parity (PPP), even in the long-run, due to imperfect commodity 
arbitrage indicating unequal price levels which suggest that goods are differentiated 
rather than close substitutes.  
Cross-country differences in aggregate price levels are proxied by cross-country 
variation in a set of aggregate price indexes. Specifically, cross-country variation of 
export price levels across all countries i  are proxied by export unit value indexes 
(denominated in local currency) using a common base period. For country j , the 
import unit value index is used. The GDP deflator for both countries i  and j  are also 
included in the model. The exchange rate index, included as an indicator of changes in 
the value of a unit of country j ‟s currency denominated in the currency of country i   
relative to the base period is measured such that a rise in the index implies an 
appreciation (depreciation) of the importer‟s (exporter‟s) currency. 
The profit-maximising function of the firm denotes the supply side of the general 
equilibrium framework of world trade where the only factor of production used to 
produce output is labour. The constant elasticity of transformation (CET) for country i ‟s 
production, allocated between home and foreign markets and among export markets, is 
allowed to differ. 
To derive the gravity model of trade, which includes both countries‟ incomes as 
exogenous variables, two additional assumptions are required. First, the market for 
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total trade flows from country i  to country j  is small relative to the rest of the world 
(ROW). Akin to the small open economy (SOE) assumption in the international finance 
literature which implies that the foreign income, the foreign price level and the foreign 
interest rate are treated exogenously, the small market assumption yields a reduced-
form bilateral trade equation with the income and the price terms treated as exogenous 
variables.13 Second, identical utility and production functions are assumed across 
countries so that the model parameters are constant across all country-pairings.  
In estimating the modified gravity model, Bergstrand (1985) outlines the expected 
coefficient signs. Focusing on the ambiguous expected effects for country i , if the 
elasticity of substitution among importables exceeds unity, country i ‟s income, iY , will 
be positively signed and its GDP deflator will be negatively signed. If the elasticity of 
transformation among exportables is greater than the corresponding elasticity of 
transformation between production for the domestic market and the foreign market, 
country i ‟s export unit value index will have a negative coefficient. For country j , if the 
elasticity of substitution among importables is greater than that between the domestic 
goods and the imported goods, country j ‟s import unit value index will be positively 
signed. The sign for country j ‟s GDP deflator will also depend on whether the 
elasticity of substitution between the domestic and the imported products is less than or 
greater than unity. 
Bergstrand outlines the necessary assumptions required if all the price variables were 
to be excluded from the gravity model specification: perfect substitutability of goods 
internationally in production and consumption, perfect commodity arbitrage, zero tariffs 
and zero transport costs. The exchange rate term would also be normalised to unity. 
Bergstrand contends that these assumptions are too restrictive and that the exclusion 
of certain price variables from the gravity equation would lead to mis-specification of 
the model if aggregated trade flows are differentiated by national origin. Hence, the 
price indexes should feature among the explanatory variables in the gravity model of 
trade. 
                                                
13
 Although the exchange rate and the price variables in the gravity model should be measured 
relative to the rest of the world (or relative to a country‟s main trading partners), Bergstrand 
concedes that calculating such complex price terms is beyond the scope of the paper. 
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Not satisfied with the ability of simple price indexes to account for all those factors 
which impede bilateral trade,14 Anderson and van Wincoop (2003) seek to identify 
trade costs that give rise to international differences in prices. Highlighting the 
important role of relative trade barriers, they develop a gravity model in which trade 
between two countries depends on bilateral trade barriers relative to the average trade 
barriers with all other trading partners, the so-called multilateral resistance terms. In 
effect, they justify theoretically the inclusion of a remoteness variable in the gravity 
model, where remoteness is defined not in terms of geographic location,15 but in terms 
of trade costs.  
Using the CES utility function to approximate identical homothetic preferences, 
equilibrium price indexes are generated from the general equilibrium market clearance 
condition. Specifically, the gravity model of bilateral trade is specified as a function of 
income shares and bilateral trade barriers between countries i  and j  relative to the 
product of the multilateral resistance terms: 
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where country incomes are iY  and jY , wY  is world income, ijt , are trade costs 
denoting information costs, design costs, legal and regulatory costs as well as transport 
costs, which are assumed to be borne by the exporter and passed on to the importer.16 
A dummy variable denoting the presence of an international border is also included in 
the trade cost factor as a proxy for the tariff equivalent of the border barrier. The 
additional variables consist of consumer price indexes, iP  and jP , as a proxy for  
trade costs which differ between locations and   is the elasticity of substitution 
between all goods. 
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 The chosen price indexes entail a degree of arbitrary selection while their inclusion in the 
gravity model does not guarantee that the omitted variable bias problem is eliminated. 
15
 The remoteness indicator, accounting for a country‟s overall geographic position relative to 
other countries, is defined by Wei (1996) as a country‟s average distance from other countries, 
weighted by its share in world output.  
16
 Trade costs follow the iceberg melting structure of the economic geography literature wherein 
the modelling of two transport sectors is simplified to one in which a fraction of goods is lost in 
transit. 
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Why does greater multilateral resistance increase trade between countries i  and j ? 
From the perspective of the exporting country i , for a given bilateral trade barrier, ijt , 
higher trade barriers between country i  and the rest of the world will reduce the foreign 
demand for its goods and consequently lower its supply price. Hence, trade between 
countries i  and j  will increase. From the perspective of the importing country j , for a 
given trade barrier between countries i  and j , more barriers between country j  and 
all its other trading partners will reduce the relative price of goods from country i . 
Therefore, country j   will increase its imports from country i . In short, for a given level 
of bilateral resistance, greater multilateral resistance induces trade between countries 
i  and j . Following this reasoning, Australia and New Zealand, for example, should 
experience relatively high bilateral trade because both countries face relatively high 
multilateral resistance with respect to the rest of the world. 
The superiority of using the gravity model specification as given in equation (2.6) is 
borne out in the empirical results. Including the relative trade resistance term, 
)]/([ jiij PPt , in the gravity equation is one of two crucial factors that help solve the 
border puzzle. First, omitting these terms had contributed to the implausibly high 
negative effect of a border barrier on Canadian–US trade, previously found by 
McCallum (1995). The second reason is related to the relative size of a country. A 
uniform increase in trade barriers disproportionately affects smaller countries. As a 
small open economy, Canada engages in a high degree of trade and so even a 
moderate barrier relative to its trading partners will have a large negative effect on its 
trade. On the other hand, larger countries will be mostly immune to multilateral 
resistance. This is confirmed by Anderson and van Wincoop (2003), who, in using US 
data rather than Canadian data, find the adverse effect of a border is considerably 
reduced. 
The consumer price indexes in the model are interpreted more generally than 
pecuniary costs. Trade costs can be non-pecuniary, for example, non-traded goods 
partly explain differences in price levels across countries as do nominal exchange rates 
in the short- to medium-run. Moreover, trade costs are often not directly observable 
because of measurement problems. For this reason, Anderson and van Wincoop 
suggest the multilateral resistance terms be replaced with country-specific dummies. In 
this way, the same gravity equation can be derived. Indeed, Feenstra (2003) advocates 
the inclusion of the country-specific fixed effects in the gravity model specification to 
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capture the mis-specified factors because the benefits in terms of consistency and 
computational simplicity outweigh the relatively small loss in efficiency when compared 
with the non-linear least squares approach used by Anderson and van Wincoop. 
In summary, assigning micro-foundations to the gravity model has instilled confidence 
in its use. The traditional trade theories, however, impose relatively strong restrictions 
on the production structure and the market structure of the economy. Ricardo‟s 
classical theory of comparative advantage is built on the technology assumption of 
constant returns to scale (CRS) in production and the behavioural assumption of 
perfect competition (PC), implying the equality of the (sale) price of a product and its 
production cost. The twin assumptions of technology and firm behaviour are 
maintained in the neo-classical theory but with trade flows determined by factor 
differences rather than cost differences of the same factor.  
Why is it that the constant returns to scale production assumption has become the 
acceptable basis for traditional theories of trade when empirical observation suggests 
production is, in general, subject to economies of scale?17 Indeed, Harrigan (2001) 
criticises the traditional trade theories for their inadequate treatment of the production 
side of the gravity equation. Helpman and Krugman (1985) reason that because 
increasing returns to scale at the firm level are inconsistent with perfectly competitive 
markets and without any generally accepted theory of imperfect competition, the 
production structure of scale economies has been side-lined. The new trade theory 
(NTT) breaks with traditional trade theories by stressing the importance of increasing 
returns to scale and imperfect competition.   
2.2.2 New Trade Theory   
In developing a modern theory of trade, Helpman and Krugman (1985) return to the 
factor proportions theory as the starting point. If the volume of trade depends on 
differences in relative factor endowments, then trade is inversely related to similarities 
of country size. In reality, however, country size similarities rather than differences 
better explain the trade patterns among the industrialised countries. Furthermore, if 
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 Scale economies arise when the average cost of producing a good falls as the output of the 
good rises. At the firm level, (internal) scale economies generally accrue from technological 
factors which allow more efficient use of machinery and equipment or specialisation and the 
division of labour. External economies, consistent with perfect competition, arise at the industry 
level. 
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factor endowment differences between countries wholly explain trade, a country‟s 
exported goods will reflect the factor content of its underlying resources. While largely 
true for a country‟s net exports, it does not explain the substantial rise of two-way trade 
in goods of similar factor intensity. In other words, intra-industry trade (trade in similar, 
but differentiated goods) cannot be explained by the constant returns to scale, perfectly 
competitive assumptions of traditional trade theory.  
The persistence of increasing returns to scale which generate non-negative profits is 
not consistent with the price-taking behaviour inherent to competitive equilibrium. 
Hence, economies of scale at the firm level must be associated with a model of 
imperfect competition. Although theories of trade have been developed using several 
imperfectly competitive market structures with increasing returns, the model developed 
by Dixit and Stiglitz (1977) paved the way for Krugman (1979) and Helpman and 
Krugman (1985) to explain intra-industry trade. 
Helpman and Krugman introduce preferences for differentiated goods into the Dixit–
Stiglitz model of monopolistic competition in which each firm produces a unique variety 
of goods under increasing returns to scale. Hence, each firm has a monopoly power in 
supplying its own variety but is subject to competition from other firms which produce 
the varieties of similar goods. On the demand side, consumers demand differentiated 
varieties of similar, but not identical goods. Using a CES function for utility derived from 
the consumption of a large number of N  product varieties, the Dixit–Stiglitz demand 
structure allows for competition between producers of N  varieties. Consumption of all 
varieties are assumed to be symmetric over the product varieties, hence, Krugman‟s 
„love of variety‟ approach means that consumers demand all available varieties in equal 
quantities.  
On the production side, increasing returns to scale involve the production of only a 
limited number of varieties because this type of market structure is usually 
characterised by high fixed costs of production. In equilibrium, consumers‟ tastes for 
variety are proportional to the number of varieties produced. Given that demand for 
foreign varieties is proportional to the size of the market, trade of similar goods 
produced implies trade is of the intra-industry type.  
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Mapping the factor price equalisation (FPE) set for the 222   trade model,18,19 
Helpman and Krugman highlight the main difference between producing differentiated 
goods under increasing returns to scale and producing homogeneous goods under 
constant returns to scale. In the H–O–S model with homogeneous goods, constant 
returns to scale and identical and homothetic tastes, the volume of trade is constant 
along straight lines parallel to the diagonal and therefore is unaffected by relative 
country size (although indirect effects may occur through differences in factor 
composition).  
In the differentiated goods sector produced with economies of scale, the link between 
the volume of trade and relative country size is established. For example, a re-
allocation of world resources to the capital-abundant country will proportionately 
increase its endowment of capital and labour. This generates two opposing effects on 
the volume of trade. Whereas the increase in production of manufactures in the capital-
abundant country tends to increase the volume of trade, the decline in the relative size 
of the labour-abundant country tends to decrease the volume of trade. If the re-
allocation of resources brings about greater equality in relative country size, the volume 
of trade will increase. At the point where the two countries are identical, each country 
exports half of its differentiated sector output and imports the other half, hence there is 
intra-industry trade in this sector.  
Therefore, introducing increasing returns to scale and imperfect competition into a 
trade model is not only a better reflection of actual production structures but also 
resolves the empirical puzzle regarding the existence of intra-industry trade patterns 
between similar countries. Indeed, the importance of intra-industry trade is heightened 
the more similar countries are in their resources. Extending the 222   trade model 
to a multi-country world, Helpman and Krugman derive a (frictionless) version of the 
gravity model in which trade depends on relative size:  
                                                
18
 Trade has the effect of removing international differences in factor returns. In the 2 x 2 x 2 
model, the exchange of two goods between two countries brings about the equalisation of the 
factor prices used to produce the goods – the rental rate in the case of capital and wages in the 
case of labour (Samuelson 1948, 1949, 1953). 
19
 The FPE set, derived by Dixit and Norman (1980) within the Edgeworth box, is a set of 
allocations of the world factor endowments between countries which occurs in a free trade 
equilibrium. 
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wjiij YssT   (2.7) 
where country i  consumes a fraction, is , of every good that is produced in the world 
economy, wY , and exports a fraction )1( is  of every good it produces, with the 
fraction js  of its output exported to country j . As economies of scale lead to more 
specialisation than would otherwise occur, the more important are increasing returns, 
the larger the relative size of the differentiated product industries.  
In explaining the high volume of intra-industry trade and the high volume of trade 
between countries of similar characteristics, introducing a differentiated goods sector 
produced with economies of scale into a model of monopolistic competition 
represented a milestone in the derivation of the gravity model. Accordingly, the main 
features of the general equilibrium approach to modelling frictionless trade are laid 
out.20 The general equilibrium setting brings together the supply structure and the 
demand structure of the economy and the interplay between production and 
consumption decisions. The main differences between the empirical gravity model 
specifications associated with the new theory and the traditional theories of trade are 
then outlined. 
The demand structure of the Dixit–Stiglitz model of monopolistic competition uses a 
constant elasticity of substitution (CES) function to model the utility, U , derived from 
consuming many varieties of a differentiated good: 
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where U  denotes the utility of a representative consumer, xc  is the particular variety 
of good x  consumed, N  is the number of available varieties and   is the consumer‟s 
love of variety effect where 10    implies that the variety of goods are imperfect 
substitutes and )1/(1    is the elasticity of substitution between varieties of 
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 The gravity model has also been derived with non-zero transport costs, see, for example, 
Anderson and van Wincoop (2003).  
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goods. The consumer‟s spending over the different varieties is constrained by income. 
The budget constraint is:  

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xx Ycp
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 (2.9) 
where xp  is the price of the particular variety of good x  for Nx ,...,1 . The consumer 
maximises the utility derived from consuming many varieties of a differentiated good, 
equation (2.8), subject to the income constraint, equation (2.9), taking the price as 
given. Using the Lagrange multiplier,  , the Lagrangian function,  , is defined as:  
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Consumers equate marginal utility to marginal cost, implying the first-order condition for 
good x  is: 
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where the Lagrange multiplier,  , represents the marginal utility of income. The 
solution to the optimisation problem gives the demand function:  
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where the demand for the variety of the good, xc , depends on the income level, Y , 
the price of the good itself, xp , the elasticity of substitution,  , and the aggregate 
price index, P , which is given by:  
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The supply structure of the model is characterised by increasing returns to scale 
production of the good x , implying the market structure of the sector is imperfectly 
Chapter 2  Theoretical Foundations and Econometric Developments of the Gravity Model 
  32 
competitive. Modelling production subject to internal economies of scale is easiest for a 
one-sector economy producing only one good using one factor of production:  
xx MqFL   (2.14) 
where xL  is the amount of labour needed to produce q  units of the variety of good x  
and F  and M  denote the fixed and the marginal labour input requirements. 
Increasing returns to scale at the firm level implies that costs per unit of output fall as 
the firm expands its output. The fixed labour input ensures that as the firm increases its 
production, less labour is needed to produce a unit of the good so that average costs 
decline. 
Each producer of a particular variety of good x  has monopoly power in supplying its 
own unique variety. Using the production function given in equation (2.14), a firm which 
produces q  units of output will maximise its profits:  
)( xxx MqFwqp   (2.15) 
where   denotes the firm‟s profits and w  is the wage rate. To recover the fixed cost of 
labour inputs, wF , the firm will charge a price, xp , that is higher than the marginal 
cost of producing an extra q  unit of output. This is known as mark-up pricing: 
xx wMp  )/11(   (2.16) 
where the marked-up price depends on the price elasticity of demand, )/11(  . 
Excess profits attract new entrants into the market. As the consumer allocates 
spending over more varieties which substitute for each other, new firms enter the 
market until profits are eroded to zero. Setting profits equal to zero in equation (2.15) 
and using the mark-up pricing rule gives a representative firm‟s output for a variety of 
the good x : 
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Given CES demand, the output of the variety of the good is also constant, implying that 
the size of the sector will vary only if the number of varieties produced expands or 
contracts. As the derived gravity equation is expressed in terms of country 
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characteristics and not the output volumes of a particular good, the total value of the 
differentiated good x  produced in both countries is defined as total GDP, ijTGDP , 
which is the sum of both countries‟ GDP. In the monopolistically competitive model, 
varieties of good x  flow in both directions such that each country consumes a share of 
output of each variety equal to its share of total income. Empirically, a country‟s share 
of world income spent on good x  is defined by Helpman (1987) as  
)1(
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ij ssSGDP  , where is  and js  are the country shares of total GDP. 
Countries which are similar in size, expressed in index form, explain trade of the intra-
industry type, that is, the import and the export of varieties of good x .  
Independent of relative country size, differences in relative factor endowments between 
countries give rise to trade patterns of the inter-industry type, which involves the one-
way trade of homogeneous goods. Drawing on the 222   model, Helpman and 
Krugman (1985) derive the gravity model for a two-sector economy which produces a 
differentiated good x  under increasing returns to scale and a homogeneous good y  
under constant returns to scale using two factors of production, capital K  and labour 
L . The difference between two countries‟ per capita incomes, ijDGDPPC , had 
previously been included in the standard gravity equation (Gruber and Vernon 1970). 
The new trade theory gravity model of trade flows, ijT , estimated by Helpman, is thus 
represented by the following cross-sectional equation:  
ijijijijij DGDPPCSGDPTGDPT   321  (2.18) 
where the model has as its dependent variable the share of intra-industry trade and the 
right-hand side variables are the summed value of the trading partners‟ size, a 
measure of relative country size along with a proxy for relative factor endowments. 
Based on the evidence for fourteen industrialised countries estimated as a cross-
section for every year from 1970 to 1981, Helpman confirms the importance of relative 
country size in trade patterns.  
The general equilibrium approach to deriving the new trade theory gravity equation 
assumes good x  is a differentiated good produced in many varieties under increasing 
returns to scale with an imperfectly competitive market structure. Underlying the factor 
proportions gravity equation is the assumption that homogeneous goods are produced 
under constant returns to scale in perfectly competitive markets. Under these 
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conditions, the general equilibrium approach to deriving the gravity model emphasises 
the importance of relative factor abundance in determining trade patterns, but there is 
no role for trade of the intra-industry trade type. Therefore, the similarity of size index 
does not appear in the traditional specification of the gravity model. In addition, income 
and per capita income are represented as independent variables for both countries in 
the traditional gravity model specification (Bergstrand 1989). Dropping the similarity of 
size index, ijSGDP , from equation (2.18) and replacing total GDP, ijTGDP , and the 
GDP per capita differences, ijDGDPPC , with GDP and per capita GDP for both 
countries, the traditional gravity equation is as follows:  
ijjijiij GDPPCGDPPCGDPGDPT   4321  (2.19) 
In so far as the country size and the factor endowment variables inherent to the 
traditional literature are maintained in equation (2.18), the new trade theory (NTT) 
specification can be viewed as a mere extension of the traditional gravity model 
specification. With emphasis placed on the relative size variable, the NTT gravity model 
takes on an alternative characterisation to the traditional gravity model given in 
equation (2.19). 
To summarise, efforts to unify the empirical specification with theoretical content have 
dispelled the argument that the gravity model is without micro-foundations. In line with 
the various theoretical contributions, the standard gravity model has been augmented 
with relevant explanatory variables commencing with income per head (the H–O–S 
theory of factor endowments, re-interpreted by the Linder hypothesis as similar 
demand characteristics), progressing to various price indexes (export and import unit 
value indexes, GDP deflators, exchange rate variables and multilateral resistance 
terms) and a measure of relative country size (the NTT literature). Trade-enhancing 
variables (preferential trading agreements) and trade-resisting variables (transport 
costs) can also feature among the explanatory variables of the gravity model. The 
inclusion of these variables in a cross-sectional regression estimated by ordinary least 
squares (OLS) has also served to mitigate the problem of omitted variable bias. The 
exclusion of relevant variables – either inadvertently or because of difficulties in 
observing or quantifying the variables – means that the gravity model may have been 
econometrically mis-specified, implying biased estimates and unreliable inferences 
regarding the gravity model coefficients. 
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Using panel methods, the problem of omitted variable bias can be reduced if fixed 
effects are included in the gravity model. In essence, specific fixed effects can control 
for relevant determinants of trade which vary across countries and / or over time and 
that otherwise might be excluded from the model. Recently, a number of fixed effects 
(FE) specifications – typically parsimonious in (time-varying) economic variables and 
abundant in fixed effects – have been presented as the correct econometric 
specification of the gravity model, with each claiming that all previous specifications are 
restricted versions of the general model. The various specifications put forward as the 
„correct‟ gravity model are provided in section 2.3.  
2.3 Econometric Developments of the Gravity Model  
With the increased availability of data, the estimation of the gravity model as a cross-
sectional regression has been largely replaced with panel methods. In combining both 
cross-sectional information and a time dimension, the main advantage of a panel 
estimation approach is its ability to capture more complex phenomena. More 
particularly, important information that may be difficult to observe or quantify need not 
be discarded as per a cross-sectional equation. So, for example, Anderson and van 
Wincoop (2003) suggest the multilateral resistance terms in the gravity model can be 
replaced with country-specific dummies to control for the effects of trade costs that are 
not directly observable in the exporting and the importing countries. This is a special 
case of the fixed effects (FE) estimator or equivalently the least squares dummy 
variables (LSDV) estimator, which attaches )1( NN  cross-sectional dummy 
variables to an otherwise OLS estimator as a way to account for the nature of 
heterogeneous trading relations across countries. Time dummies have also been 
included in the gravity model to control for common shocks affecting all countries in the 
sample. This has allowed a further modification of the FE estimator whereby the 
country-specific dummies can be interacted with the time-specific dummies.  
Not surprisingly, greater availability of data and the concomitant greater use of panel 
data sets has implications in terms of gravity modelling. In particular, several variants of 
the FE approach to gravity modelling have been claimed as the correct econometric 
specification of the gravity model. Among the first to incorporate country-pair effects 
into a trade model, Hummels and Levinsohn (1995) argue that even if the underlying 
theoretical model is correct, the model might not fit the data in every year for every 
country-pair. They assert that factors such as border trade, seasonal trade, cultural ties 
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and trade restrictions, which vary across country-pairs and hence are unique to each 
country-pair, can be accurately modelled as a country-pair fixed effect, ij , to give:  
t
ijij
t
ij
t
ij XT    (2.20) 
where 
t
ijT  are the trade flows from country i  to country j  at time t , 
t
ijX  denotes a 
1k  vector of explanatory variables that vary across countries and over time,    is 
the estimated 1k  vector of coefficients of tijX , ij  denote the country-pair fixed 
effects 
t
ij  is the random error.  
In advancing an explanation for bilateral trade based on factors that are unique to each 
country-pair, the standard FE specification by Hummels and Levinsohn essentially 
avoids biased parameter estimates arising from the omission of time-invariant bilateral 
variables. An estimator that ignores the variation of trade flows between countries 
incurs heterogeneity bias. As many of the bilateral influences on trade are 
unobservable, Cheng and Wall (2005) attribute the country-pair fixed effects to 
ignorance. In a two-way FE model, time-specific effects, 
t , are additionally included 
to control for common shocks affecting all countries in the sample.  
Mátyás (1997) instead proposes a model with two sets of fixed effects consisting of 
country-specific effects for both the exporting country, i , and the importing country, 
j . The triple-indexed specification of the gravity model also includes time-specific 
dummies, 
t : 
t
ij
t
ji
t
ij
t
ij XT    (2.21) 
Egger and Pfaffermayr (2003) amalgamate the specific effects from both models, 
referring to the specific effects in the triple-indexed specification as the main effects 
and the country-pair effects in the standard FE model as the time-invariant exporter-
importer bilateral interaction effects:    
t
ijij
t
ji
t
ij
t
ij XT    (2.22) 
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Baltagi et al. (2003a) argue that as much heterogeneity as possible must be controlled 
for in the model in order to obtain reliable parameter estimates. This is because a 
model that does not span the whole vector space of possible treatments in explaining 
variations in bilateral trade is potentially mis-specified. They utilise a further dimension 
of the panel data set by interacting the country-specific effects for both the exporter and 
the importer countries with the time-specific effects. These interaction effects are 
included to capture country-specific, time-varying effects such as a country‟s business 
cycle; its cultural, political or institutional characteristics; as well as unobserved factor 
endowment variables.  
In short, the recommended specification consists of a generalised gravity model 
wherein a full effects design is used to explain bilateral trade flows, namely three sets 
of main effects (exporter-specific effects, importer-specific effects and time dummies) 
and three sets of interactions (exporter-importer interactions, exporter-time interactions 
and importer-time interactions). Baltagi et al. (2003a) argue that a gravity model which 
excludes one or more interaction effects that are significant, risks omission bias and 
inconsistency of the regression coefficients. The general model is written as: 
t
ij
t
j
t
iij
t
ji
t
ij
t
ij XT    (2.23) 
Baier and Bergstrand (2007) also favour a specification which includes the country-time 
interactions along with the bilateral fixed effects. They point out that multilateral 
resistance is time-varying in a panel context. Therefore, including the country-specific 
effects, as suggested by Anderson and van Wincoop (2003), is correct in a cross-
sectional equation, but is not sufficient when the data have a time dimension.  
In short, the problem of omitted variable bias accruing from a cross-sectional 
dimension, a time dimension or even a mix of both dimensions is easily alleviated in a 
panel context using the FE estimator. Overcoming the hurdle of mis-specification due 
to omitted variables has not silenced all critics of the gravity model: inattention to its 
econometric properties has been a recent source of complaint. Cheng and Wall (2005), 
for example, note that more focus on the gravity model‟s econometric properties is 
necessary to obtain accurate estimates. 
The usual starting point is to choose between the random effects (RE) estimator and 
the FE estimator, where the latter typically refers to the model given in equation (2.20). 
For the former, the orthogonality assumption that the specific effects are uncorrelated 
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with the model regressors must be satisfied to ensure the parameters are consistently 
estimated: 
0),( ij
t
ijXCov   (2.24) 
where 
t
ijX  denotes the explanatory variables and ij  are the country-pair fixed 
effects. If, in fact, the regressors are correlated with the country-pair effects, meaning 
these variables are correlated with the composite error term, the RE estimator is 
inconsistent (Wooldridge 2002). Mundlak (1978) had previously highlighted the 
importance of knowing whether the unobserved effects are correlated or are 
uncorrelated with the (observed) explanatory variables. Whereas the FE estimator 
allows for arbitrary correlation between the country-pair effects and the regressors, the 
RE estimator assumes zero correlation between them. In essence, the former attaches 
a specific intercept as a fixed effect to each country-pair whereas the latter specifies 
the country-pair effect as a random draw that is uncorrelated with the regressors and 
the overall disturbance term. 
Typically, the Hausman (1978) test is used to clarify which estimator is appropriate. 
Asymptotically, both the FE and the RE estimators converge so that they yield identical 
coefficient estimates in a linear regression model when the number of temporal 
observations tends to infinity. In the more usual panel setting of a limited number of 
time observations, the two estimators differ. The Hausman test is premised on the 
difference between the two estimators. The FE estimator is consistent under both the 
null and alternative hypotheses. The RE estimator is consistent (and efficient) only 
under the null hypothesis of zero correlation between the specific effects and the 
explanatory variables and is biased under the alternative hypothesis when the 
orthogonality assumption is violated. A significant difference between the two 
estimators indicates that the null hypothesis does not hold. Hence, a rejection by the 
Hausman test of the null hypothesis of no significant difference in the coefficient 
estimates is interpreted as evidence against the RE estimator and in favour of the FE 
estimator. A non-rejection of the null hypothesis is interpreted as a preference for the 
RE estimator. 
This interpretation falls short according to Baltagi (2003); as the fixed effects impose 
testable restrictions on the model parameters, the validity of these restrictions should 
be tested before accepting the FE estimator to be correct. Other tests are also helpful 
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in assessing the econometric properties of the gravity model. For example, a 
comparison of the correct econometric specification with a mis-specified model will 
entail a reduction in the equation‟s mean squared error (MSE). The regression 
equation specification error test (RESET), a general test of mis-specification developed 
by Ramsey (1969), can also be used to detect the omission of relevant variables or 
inappropriate functional form. In summary, the empirical success of the gravity model in 
terms of goodness-of-fit – the proportion of the variance of the dependent variable 
explained by the RHS variables – should not be used in isolation from other 
econometric tests. Rather, an assessment of the econometric properties is warranted 
as a basis for judging the gravity model. 
Relevant but not confined to gravity modelling, a general reticence in using the FE 
estimator is due to two major limitations. The first issue with using the FE estimator is 
the number of degrees of freedom that are used up, kNdf  , where df  are the 
degrees of freedom, N  is the total number of cross-sectional observations in the 
sample and k  are the number of regressors in the model. As the precision of a 
coefficient estimate is measured by the standard error, t , which when squared gives 
the variance, 
2
t , which in turn depends on the residual sum of squares (RSS), 
2ˆt , 
and the number of degrees of freedom, )/(ˆˆ 22 kNtt   , appending an excessive 
number of dummies to the gravity equation reduces the degrees of freedom.  
More important is the issue that estimation of the effects of the time-invariant variables 
on bilateral trade is not permitted.21 At its simplest, perfect collinearity between the 
bilateral fixed effects and the time-invariant variables precludes the estimation of the 
latter. So, for example, when the dependent variable is explained by time-varying 
variables, 
t
ijX , and time-invariant variables, ijZ , the standard FE specification can be 
written as follows: 
t
ijijij
t
ij
t
ij ZXY    (2.25) 
                                                
21
 An exception is the triple-indexed model because the country fixed effects specified by 
Mátyás (1997) are time-varying and hence are not collinear to the time-invariant variables. 
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where 
t
ijY  is the dependent variable; 
t
ijX  is a vector of explanatory variables that vary 
across countries and over time; ijZ  is a vector of variables that vary across countries, 
but not over time; ij  are the country-pair fixed effects and 
t
ij  is the random error. 
For a gravity model of pre-selected countries, the unobserved specific effects, ij , 
are not likely to be random draws from a common population – an underlying 
assumption of the RE model. Indeed, it is possible that the specific effects are 
correlated with the regressors in 
t
ijX  and ijZ .  
The usual route to dealing with the likely correlation between the unobservable factors 
and the RHS variables in the model is to remove the specific effects from the equation. 
As observed by Hsiao (2003), the computational procedure for estimating the slope 
parameters in the LSDV model does not require the dummy variables be included in 
the matrix of explanatory variables. More particularly, the coefficient estimates can be 
obtained by taking the averages of the time-series for each cross-sectional unit, 
subtracting out the time-series averages and applying the least squares method to the 
transformed data.22  
This is best understood, according to Baum (2006), as removing the panel level 
averages from both sides of the equation. The time averages for the dependent 
variable are denoted as 
t
ij
T
tij YTY 1)/1(  , and similarly for the time-varying 
variables, 
t
ij
T
tij XTX 1)/1(  , and the residual error term, 
t
ij
T
tij T  1)/1(  . The 
time averages for the fixed effects are simply ij  and similarly for the time-invariant 
variables, ijZ . So for each cross-sectional observation, the average of the equation 
over time is: 
ijijijijij ZXY    (2.26) 
                                                
22
 The estimator is also known as the within estimator because pooled OLS is performed on the 
within-transformed data. In other words, pooled OLS uses the time variation of the model 
variables within each cross-sectional observation (Wooldridge 2002). 
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Equation (2.26) is the between estimator (BE) which, in essence, applies the OLS 
estimator to the cross-sectional equation. This means that the BE estimator ignores 
any changes in the model variables over time. Subtracting equation (2.26) from 
equation (2.25) gives: 
)()()()( ij
t
ijijijijijij
t
ijij
t
ij ZZXXYY    
t
ij
t
ij
t
ij XY 
~)
~
(
~
  
(2.27) 
In removing the fixed effects from the model, the coefficients for the time-invariant 
variables,  , are also subtracted out. In effect, the time-invariant variables are 
subsumed into the country-pair effects and cannot be directly estimated. This poses a 
problem if the coefficient estimates of the time-invariant variables are of interest. 
Indeed, one of the core gravity model variables – the physical distance between the 
main economic centres or capital cities of two countries engaged in trade – is time-
invariant. Cheng and Wall (2005) re-interpret this perceived disadvantage as an 
advantage: the FE estimator eliminates the need to estimate bilateral trade 
determinants that are difficult to observe or quantify. Indeed, they advocate the use of 
the FE estimator on the ground that the shortcomings of distance as a measure of 
transport costs are no longer relevant otherwise the inclusion of distance in the gravity 
model is subject to two main limitations.  
First, the shortest geographic distance between the country-pair capitals implicitly 
assumes that overland transport costs incur comparable charges as overseas transport 
costs. The economic cost of cross-border trade, however, will vary depending on the 
transport mode, whether by sea, by air, by road or by rail. For example, Cheng and 
Wall outline that the economic cost of shipping goods between Tokyo and Los Angeles 
is lower than the overland cost of transporting goods between Tokyo and Moscow even 
though the physical distance between the former pair of countries is 1300 kilometres 
greater than is the distance between the latter country-pair. This is because, in general, 
water transport is much cheaper than the other modes of transport. Consequently, it 
forms the preferred mode of transport for much of global trade.  
Second, the straight-line distance assumes only one economic centre per country. 
Although a capital city is likely to correspond to the main economic centre for a small 
country, a large country or region may have several economic centres. For example, 
Los Angeles and Vancouver are reasonable candidate centres for the conduct of trade 
with the Pacific countries whereas New York and Montreal may be more relevant for 
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costing transatlantic trade with Europe. Due to the inter-changeability between cities of 
similar economic importance in a large country, the bilateral distance for a country-pair 
can vary substantially depending on the chosen economic centre. Given that the US 
has the largest GDP and the highest volume of trade, the possibility that the entire 
breadth of the North American continent could be overstated means that the mis-
measurement of economic distance can bias the remaining estimated coefficients in 
the gravity model (Cheng and Wall).23 For this reason, the reference point for Germany 
used by Fidrmuc and Fidrmuc (2003) is not a single point in the country but is the 
centre of a triangle between Frankfurt, Munich and Berlin. Even for smaller countries 
with one major city, distance may not be a realistic indicator of transport costs. For 
example, the close proximity between Vienna and Bratislava will tend to under-estimate 
the actual cost of transporting goods between Austria and Slovakia. 
Notwithstanding the measurement error of using distance as an indicator of transport 
costs, its coefficient estimate and that of any other time-invariant variables can be 
obtained using a two-stage regression approach. In the first stage, the gravity model is 
estimated using the standard FE estimator; in the second stage the estimated country-
pair effects from the FE model are regressed on the time-invariant variables using OLS 
(Bussière et al. 2005).  
More formally known as the fixed effects vector decomposition (FEVD) proposed by 
Plümper and Troeger (2007), this method is described as a three-stage procedure. In 
the first stage, the coefficients for the time-varying regressors are obtained using the 
FE estimator. In the second stage, from which its name is derived, the estimated fixed 
effects vector from the first stage are decomposed into two parts; one that is explained 
by the observed time-invariant variables and one that is explained by the unobserved 
time-invariant variables (the error term). In the third stage, OLS is used to regress the 
dependent variable on the time-varying variables, the observed time-invariant variables 
and the second stage residuals. 
                                                
23
 According to the data for 2003 (current US dollars) available from the World Development 
Indicators (WDI), World Bank, the US accounts for almost 30 per cent of world GDP followed by 
Japan (11.5%), Germany (6.6%), the UK (4.9%), France (4.8%) and China (4.4%). The country 
proportions of world trade are less disparate. Using the same source, the 2003 exports of goods 
and services (current US$) are ranked as follows: the US (11%), Germany (9.2%), China 
(5.1%), Japan (5.4%) and a joint ranking of 4.9% shared by the UK and France. The 
corresponding import rankings are similar: the US (11%), Germany (9.2%), Japan (5.4%), China 
(5.1%) and again a joint ranking for the UK and France (4.9%). 
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Serlenga and Shin (2007) contend that the OLS coefficient estimates from the third 
stage ignores the potential correlation between the time-invariant variables and the 
estimated unobserved effects, implying that the coefficient estimates are likely to be 
biased. The endogeneity between the time-invariant variables and the unit effects can 
be addressed by the Hausman and Taylor (H–T, 1981) instrumental variable estimation 
approach. 
Specifically, Hausman and Taylor split the time-varying and the time-invariant 
regressors in equation (2.25) into two sets of variables containing exogenous 
regressors and endogenous regressors, respectively. The H–T estimator performs a 
two-stage regression using the individual means of the exogenous regressors as 
instruments for the endogenous time-invariant regressors. Baltagi, Bresson and Pirotte 
(2003b) suggest that the choice of the strictly exogenous regressors is a testable 
hypothesis; the contrast between the FE and the H–T estimators can be determined by 
the Hausman (1978) test.  
If the model is identified in the sense that there are at least as many time-varying 
exogenous regressors as there are time-invariant endogenous regressors, the H–T 
estimator is more efficient than the FE estimator, otherwise it is identical to the FE 
estimator. In allowing some of the regressors to be correlated with the unobserved unit 
-level effects, the H–T estimator bridges the gap between the RE estimator, which 
assumes exogeneity of all the regressors, and the FE estimator, which allows for 
endogeneity of all the time-varying regressors. Hence, Baltagi et al. (2003b) propose a 
pre-test estimator that relies on two Hausman tests to choose between the various 
panel estimators. The first Hausman test, typical in the empirical literature, is used to 
contrast the FE and the RE estimators. The second Hausman test is used to indicate 
the preferred choice between the FE and the H–T estimators, that is, whether the 
individual means of the chosen strictly exogenous regressors are instruments for the 
endogenous time-invariant regressors. In both cases, rejection of the null hypothesis 
favours the FE estimator. In the first case, rejection of the null of zero correlation 
between the country-pair effects and the regressors by the Hausman test indicates the 
presence of endogenous regressors and a preference for the FE estimator. In the 
second case, rejection of the null that the exogenous variables are valid instruments 
suggests that the FE estimator is better.  
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2.4 Conclusions  
Several approaches characterise the gravity model of trade: from its inception in the 
1960s as an empirical model, it was traditionally estimated as a cross-sectional or 
pooled regression, sometimes for a series of cross-sections or for data averaged over 
several years24 and more recently using panel estimators. The widespread adoption of 
the gravity model stems from its empirical success in explaining bilateral trade flows. 
Empirical applications include calculating the potential trade flows of a normal country. 
The gravity equation can also be used to quantify the effect of trade-enhancing factors 
such as RTAs or trade-resisting factors like borders.  
Despite the attributes of the gravity model – its relative versatility, parsimony and high 
explanatory power feature among its advantages – the gravity model has not been 
without criticism: initially, for its lack of theoretical foundations and more recently, 
because of a lack of attention to its econometric properties.  
In answer to the first criticism, the gravity model has been augmented with relevant 
explanatory variables in line with theoretical underpinnings. The inclusion of additional 
variables has also served to counter the omitted variable bias problem. The possible 
mis-specification of the gravity equation due to omitted variables is dealt with in a 
different manner in a panel setting. Specifically, the additional dimensions of the panel 
data set have been exploited to account for unobservable factors which influence trade 
patterns. In other words, important information that would otherwise be discarded in a 
cross-sectional regression is retained in a panel regression. In answer to the second 
criticism, the empirical success of the gravity model need not be over-shadowed by a 
lack of attention to its econometric properties if the model‟s performance is 
complemented with several other econometric tests. An outcome of using the standard 
FE estimator is that in capturing the effects of all omitted variables that vary along the 
cross-sectional dimension but remain constant over time, the FE estimator effectively 
subsumes the time-invariant variables into the country-pair fixed effects so that they 
need not be separately estimated. The generalised FE estimator extends this outcome 
to other dimensions of the panel data set. 
                                                
24
 OLS year-by-year estimations are performed when the evolution of trade over a specific time 
period is of interest; data averages have been used to reduce the effects of business cycles or 
shocks of short-term duration. 
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Chapter 3 The Determinants of European Union Trade 
3.1 Introduction  
The gravity model has become the workhorse of applied international trade. In its basic 
form, the standard gravity model expresses bilateral trade as a function of core 
determinants, namely the economic size of two countries and the distance between 
them. Other factors impinge on trade patterns. The gravity model allows non-standard 
trade relations to be modelled. The proliferating number of RTAs, especially since the 
early 1990s, has spawned a renewed interest in studying the effects of regional 
integration on trade. Studies of the trade effects of RTAs most commonly include 
regional integration in Europe, not surprising, according to Greenaway and Milner 
(2002), because the EU represents the deepest and most durable RTA worldwide and 
its succession of enlargements provide the basis for continual study. A positive and 
significant effect of trade policy implies preferential trade relations. 
Building on the theoretical and the econometric developments of the gravity model 
provided in Chapter 2, the new trade theory (NTT) provides the basis to explain EU–
OECD trade patterns over the 1992-2003 period. In allowing for the two-way trade of 
differentiated goods, the gravity model specification of new trade theory (NTT) 
determinants has been claimed to provide a better fit of the trade data among the 
industrialised countries (Helpman and Krugman 1985). Section 3.2 sets out the gravity 
model specification of NTT determinants, which includes a time-varying measure of 
transport costs and a binary-coded dummy variable to capture the trade effect of 
regional integration in the EU. To reduce the risk of omitting potentially relevant factors 
affecting bilateral trade across countries and / or over time, a generalised gravity model 
of fixed effects is specified. The chosen sample of countries is also outlined in this 
section along with the data sources for the model variables.  
Section 3.3 presents the results for the gravity model of NTT determinants across a 
number of panel estimators, namely pooled OLS (POLS), the random effects (RE) 
model as well as four variants of the fixed effects (FE) estimator. As a robustness 
check on the results, a general gravity model of NTT determinants is estimated to 
assess the effects of exchange rate variables on trade. For comparison purposes, a 
gravity model of traditional trade determinants based on the trade theory of 
comparative advantage is also estimated in keeping with the more conventional 
specification used in the applied trade literature. Section 3.4 concludes.    
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3.2 A Gravity Model of EU–OECD Trade Determinants   
Most studies use a gravity model of traditional trade determinants and hence do not 
adequately capture the two-way trade flows of similar, but differentiated goods between 
the EU and its main trading partners. Although the importance of intra-industry trade 
among fourteen industrialised countries has been confirmed by Helpman (1987) for 
every year from 1970 to 1981, the cross-sectional results potentially suffer from bias 
due to omitted variables. To overcome possible omitted variable bias, Helpman‟s 
cross-sectional gravity model specification of NTT determinants is adapted to a panel 
setting.  
3.2.1 A Model of EU–OECD Export Flows   
Following the new trade theory literature (Helpman and Krugman 1985; Helpman 
1987), the determining factors of trade patterns between the EU and its main trading 
partners are modelled using a panel of EU–OECD bilateral export flows over the 1992-
2003 period. The gravity model specification of bilateral exports with the full set of fixed 
effects is: 
t
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(3.1) 
where 
t
ijEXP  are the bilateral export flows from twelve EU countries to twenty OECD 
partner countries, expressed in US dollars at constant 2000 prices; total GDP is a 
measure of the overall country size, given by the natural logarithm ( ln ) of the sum of 
GDP for both the exporting and the importing countries, in constant 2000 US dollars, 
)ln( tj
t
i
t
ij GDPGDPTGDP  ; the similarity of size index for each country-pair is 
obtained from the two countries‟ shares of GDP, given by 
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ij GDPGDPGDPGDPGDPGDPSGDP  , also in 
log form; and the absolute difference in the logged values of GDP per capita income 
levels, in constant 2000 US dollars, is a measure of relative factor endowments 
between the trading partners, 
t
j
t
i
t
ij GDPPCGDPPCDGDPPC lnln  .  
As the distance between two economic centres is time-invariant, its coefficient cannot 
be directly estimated in a fixed effects design, hence a time-varying measure of 
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transport costs is instead included in the model. Freight costs are represented by the 
cost of shipping goods between two countries, obtained by subtracting the value of 
exports (fob) for the exporting country, in log form, from the value of imports (cif) for the 
importing country, also in log form, denoted by 
)ln(ln tij
t
ji
t
ij EXPfobIMPcifFREIGHT  .  
Finally, the trade effect of European regional integration is estimated using a binary-
coded EU dummy variable, which takes the value of one when both countries are EU 
members, otherwise it is zero. The designated values of unity hold for member 
countries throughout the sample period; for Austria, Finland and Sweden, values of 
unity are assigned only after gaining official membership in 1995 when the EU-12 
became the EU-15. Binary-coded dummy variables are frequently used to assess the 
importance of regional integration within a gravity model framework. For example, 
Aitken (1973) estimates a gravity model as a cross-section for each year over the 
period 1951-1967 to examine whether the trade effects of the dummy variables 
denoting the European Economic Community (EEC) and the European Free Trade 
Association (EFTA) are consistent with theoretical predictions. Bayoumi and 
Eichengreen (1998) continue with the theme of the trade effects of the EEC and EFTA 
using a first-difference equation of the gravity model among the industrialised countries 
over the period 1956-1992.  
The LSDV approach to estimating equation (3.1) includes a set of dummy variables 
consisting of the main effects and interactions as a way to control for heterogeneous 
trading relations. The main effects – also known as the triple-indexed specification of 
the gravity model, as proposed by Mátyás (1997) – consist of a set of country-specific 
effects for both the exporting country, i  , and the importing country, j  as well as a 
set of time-specific dummies, 
t , to control for common shocks affecting all countries 
in the sample. The interactions include the country-pair fixed effects, ij  used by 
Hummels and Levinsohn (1995) to account for the factors which are unique to each 
country-pair and a set of country-time interactions for both the exporting and importing 
countries, as advocated by Baltagi et al. (2003a). The remaining term, 
t
ij , is the 
random error term. 
The gravity model specification in equation (3.1) closely resembles the model used by 
Helpman (1987) but is modified in the following ways. First, Helpman defines the 
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dependent variable, the volume of intra-industry trade, as the matching of two-way flow 
of goods within every industry. The aggregated counterpart generally takes the form of 
the average of exports and imports, as used by Bussière et al. (2005). Others specify 
the dependent variable in terms of bilateral imports (Fidrmuc and Fidrmuc 2003) or 
bilateral exports (Papazoglou et al. 2006).   
Given that the declared trade flows between the reporting and the partner countries 
often differ, import data may be preferred on the assumption that a country‟s imports 
are monitored more closely than its exports. This is because the origin of the goods 
must be known in order for customs to apply the corresponding duty on imports 
whereas duties are usually not applicable to goods destined for export. A change in the 
system of recording EU trade data occurred with the abolition of frontier controls 
between EU member states under the single market programme (SMP). Since 1993 
EU trade data is recorded based on declarations from VAT registered traders.25 Under 
the new system, traders have an incentive to report goods for export to other member 
states as they can claim a VAT rebate. Therefore, export data are more reliable when 
compared with import data because the latter would require necessary adjustments to 
account for fraudulent activities. This argument is also used by Baldwin and Taglioni 
(2006) to justify the use of export data as the dependent variable in preference to 
import data.  
Second, the relative factor endowments variable, ,tijDGDPPC  differs from that of 
Helpman in that a non-linear transformation accounts for small or zero differences in 
GDP per capita between the trading pairs. Third, Helpman‟s cross-sectional regression 
is adapted to a panel setting, where the t  superscripts denote the inclusion of a time 
dimension. With the inclusion of the time-varying transport costs variable, this 
specification corresponds closely to that used by Baltagi et al. (2003a). Finally, a policy 
variable, 
t
ijEU , is introduced into the model to consider the effect of European regional 
                                                
25
 Broadly defined, a value added tax (VAT) is a consumption tax on the value added to goods 
and services.  
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integration on trade. All gravity variables, except the EU dummy variable, are estimated 
in natural logarithms.26 
Presenting the results for eight different fixed effects models, Baltagi et al. claim that 
the FE model given in (3.1) is the full FE model and that all other models are restricted 
versions of this design. Accordingly, the FE variants of the gravity model place 
restrictions on the general model. The specification by Egger and Pfaffermayr (2003) 
imposes the restriction that the exporter-time and importer-time interactions equal zero, 
0 tj
t
i  . Further restrictions are added by the triple-indexed specification; as it 
is a special case of the combined model it additionally imposes country-pair 
restrictions, 0ij . If the space and time dimensions of the panel are ignored, then 
no degree of heterogeneity is allowed in the gravity model and in effect the gravity 
model is estimated as a POLS regression (for all available years): 
0 tj
t
iij
t
ji  .  
As is usual in the empirical literature, the results from three panel methods are 
presented: fixed effects (FE), random effects (RE) and pooled OLS (POLS). The POLS 
gravity model parameter estimates are useful for comparing the results with earlier 
studies. Estimation of the gravity model by POLS ignores the dimensions of the panel 
data set.27 The specification of the gravity model traditionally estimated as a cross-
sectional regression explicitly includes several time-invariant variables: 
t
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(3.2) 
where the additional variables in equation (3.2) comprise the geographic distance, 
measured in kilometres, between the capital cities of the exporting and the importing 
                                                
26
 The assumed log-linear functional form of the gravity equation follows the empirical literature. 
Sanso, Cuairan and Sanz (1993) question this maintained hypothesis and propose a more 
general alternative using a Box–Cox transformation. Yet, they concede that the log-linear form 
is very similar to the optimal functional form of the gravity equation.  
27
 OLS estimates derived from data averages mitigate the drawbacks of pure cross-sectional 
estimates. OLS estimates obtained from a panel data set are more efficient owing to the 
increased number of observations, but in aggregating over the entire data set, the OLS 
estimator cannot account for heterogeneity across units. The failure of the OLS estimator to 
account for heterogeneous characteristics yields biased estimates of the gravity model.  
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countries, ijDIST ; and two dummy variables reflecting adjoining land borders, ijADJ , 
and a common language, ijLANG , as a proxy for cultural and historical links between 
trading partners.28,29 
3.2.2 Model Data and Sources   
The sample of countries is chosen to reflect EU trade patterns vis-à-vis its principal 
trading partner countries. The reference group of countries in the panel data set 
comprise bilateral export flows from twelve EU countries30 to twenty OECD trading 
partners31 over the period 1992-2003, with Belgium and Luxembourg treated as a 
single country32 and Switzerland treated as a de facto member country.33 Others have 
expanded the sample of countries to include additional EU trading partner countries. 
For example, in estimating the determinants of bilateral trade flows between the EU-15 
countries and its main trading partners over the 1992-2003 period, Papazoglou et al. 
(2006) also include China, the Czech Republic, Hungary, Poland, Russia and Turkey in 
the sample of twenty-six partner countries, which together jointly receive more than 85 
per cent of EU exports. 
Still others have broadened the number of countries beyond EU trading relations. 
Focusing on the high-income countries, a POLS regression of nineteen countries is 
estimated by Abrams (1980) over the 1973-1976 period while Helpman (1987) 
                                                
28
 The inclusion of both distance and adjacency is usual in the empirical literature in which the 
physical distance between capitals serves as a proxy for transport costs and a common border 
is a proxy for transaction costs.  
29
 Note equation (3.2) would be without the time superscripts if estimated as a cross-sectional 
(for a single year) OLS regression.  
30
 Austria, Belgium–Luxembourg, Denmark, Finland, France, Germany, Italy, the Netherlands, 
Spain, Sweden, Switzerland, the United Kingdom.  
31
 Austria, Belgium–Luxembourg, Canada, Denmark, Finland, France, Germany, Greece, 
Ireland, Italy, Japan, Korea, the Netherlands, Norway, Portugal, Spain, Sweden, Switzerland, 
the United Kingdom, the United States.  
32
 Belgium and Luxembourg are treated as one country because pre-1999 trade data are 
merged owing to their history of a shared economic union, known as the Belgium-Luxembourg 
Economic Union (BLEU). 
33
 Although not a member of the EU, Switzerland is its closest neighbour – economically, 
geographically and culturally. Economically, Switzerland ranks second to Luxembourg in terms 
of income per capita as at 2003 (current US dollars), ahead of the remaining EU-15 countries 
(WDI, WB). Geographically, Switzerland lies in the heart of Europe and is locked in by Austria to 
the East, France to the West, Germany to the North and Italy to the South. Culturally, 
Switzerland is strongly influenced by its surrounding countries reflected in the variety of 
languages spoken by its citizens, including German, French and Italian.  
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estimates a cross-section of fourteen industrialised for each year from 1970 to 1981. 
More recently, greater availability of data has increased the scope for estimating a 
gravity model of bilateral trade flows using larger panel data sets. Baltagi et al. (2003a) 
estimate a gravity model of NTT determinants between the triad (EU-15, Japan and the 
US) and fifty-seven trading partner countries over the period 1986–1997. An even 
larger sample of sixty-one countries observed at annual frequency from 1980 to 2003 is 
used by Bussière et al. (2005). One advantage of pooling more than 50,000 
observations is statistical; it yields tightly estimated coefficients, implying lower 
standard errors.  
The large sample of countries, however, includes many developing and transition 
economies. Stemming from their widespread use of idiosyncratic policy distortions, 
Bussière et al. (2005) drop these countries and re-estimate the gravity model of trade 
determinants for a recommended sub-sample of OECD countries. In line with the 
sample of countries and the time period selected by Papazoglou et al. (2006), but 
dropping all non-high-income countries from the reference group of countries to guard 
against possible policy distortions, the gravity model of NTT determinants is estimated 
for a panel of export flows from the EU-12 countries to the OECD-20 countries over the 
1992-2003 period. 
The data sources are as follows. Nominal export flow data, denominated in US dollars, 
are from the Direction of Trade Statistics (DOTS), International Monetary Fund (IMF). 
This database has the advantage of distinguishing between reporter and partner 
countries so that the bilateral information provides a useful basis with which to capture 
the desired EU–OECD trade patterns. The exports data are expressed in real terms 
based on US producer prices (2000 = 100), sourced from the International Financial 
Statistics (IFS), IMF. The trade-based measure of transport costs is similarly 
expressed.  
Data on GDP and GDP per capita at constant 2000 US dollars are sourced from the 
World Development Indicators (WDI), the World Bank. Constant GDP is a measure of a 
country‟s total production or value added by all resident producers during a year, 
converted from domestic currencies using 2000 official exchange rates. GDP per capita 
is simply GDP divided by mid-year population, which apart from some exceptions, 
counts all residents regardless of legal status or citizenship. 
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Income data has previously been expressed in various ways: in US dollars at current 
prices (Christie 2002); in constant dollar prices (Serlenga and Shin 2007); and in 
international dollars using purchasing power parity (PPP) rates (Baldwin 1994). 
Feenstra (2003) suggests that the conversion of GDP to a common currency using 
PPP exchange rates is more reliable than nominal exchange rates when constructing 
country GDP shares and a dispersion index. Although acknowledging the benefits of 
PPP exchange rates as a basis for international comparisons of wealth, Gros and 
Gonciarz (1996) argue against their use because the amount of goods and services 
that a country can supply or purchase through international trade depends not on the 
economic well-being of its inhabitants (as measured by the purchasing power within a 
country) but rather on the international value of those goods and services a country 
produces. In this fashion, constant prices are used in preference to PPP international 
dollar prices. 
The geographic distance is the great circle distance, measured in kilometres, between 
the economic centres of the exporting and the importing countries, sourced from the 
CEPII.34 The great circle calculations are based on latitudes and longitudes of either a 
country‟s most important city, as defined by the population, or its official capital city. 
Both the adjacency and the common language dummy variables are sourced from the 
CEPII, whereby the latter is based on the shared official language, that is, the language 
spoken by most of the population in both countries.35 A summary of the model variable 
sources and expected signs is provided in Table 3.1.  
 
Table 3.1  Gravity Model Variables of New Trade Theory Determinants of Export Flows 
Variable  Data source  Expected sign  
                                                
34
 Le Centre d‟Etudes Prospectives et d‟Informations Internationales, available at: 
http://www.cepii.org. 
35
 Like distance, the use of a border dummy variable has been criticised mainly because it 
assumes an equivalent effect on trade across all contiguous country-pairs whereas in reality, 
contiguity between the US and Canada, for instance, and China and Russia will have unequal 
effects on bilateral trade flows. The problem of identical effects of adjacent land borders on 
trade can be mitigated if the sample of countries is not skewed by large variations between the 
adjoining country-pairs. As the adjacency dummy is confined to the less heterogeneous 
European countries as opposed to larger samples which contain countries of assorted size, the 
land borders shared by these countries should have more equal effects on trade. 
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Exports   Direction of Trade Statistics, IMF   
     
GDP total  World Development Indicators, WB  + 
     
GDP similarity  World Development Indicators, WB  + 
     
GDP per capita 
difference  
 World Development Indicators, WB  
– (Linder)  
+ (H–O–S) 
     
Distance  CEPII  – 
     
Adjacency  CEPII  + 
     
Language  CEPII  + 
     
Freight  Direction of Trade Statistics, IMF  – 
     
EU dummy  –  + 
 
3.3 The Gravity Model of EU–OECD Trade Determinants Estimated  
Drawing on the theoretical and econometric developments of the gravity model, the 
results for the gravity model of NTT determinants estimated for a panel of EU–OECD 
export flows over the 1992-2003 period are presented in section 3.3.1. The results 
include the trade effect of greater regional integration during the time period, that is, the 
accession of Austria, Finland and Sweden into the EU in 1995. The results are shown 
across a range of panel estimators, namely pooled OLS (POLS), the random effects 
(RE) model and four variants of the fixed effects (FE) model. The latter models 
subsume the trade effects of the time-invariant variables into the country-pair effects, 
implying their coefficients cannot be directly estimated. Among the time-invariant 
variables absorbed by the FE models is distance, which is a proxy for transport costs, 
and adjacency, which is a proxy for transaction or trade costs. This issue is 
circumvented by Baltagi et al. (2003a) who instead include a time-varying measure of 
transport costs in the full effects design. Bergstrand (1985) also proposed that a time-
varying measure of trade costs in the form of an exchange rate index be included in the 
gravity model. Accordingly, the trade effects of exchange rate variables are also 
estimated. The results for the general gravity model of NTT determinants, given in 
section 3.3.2, serve as a robustness check on the results for the parsimonious model 
provided in section 3.3.1. Finally, section 3.3.3 shows the results for the gravity model 
of traditional trade determinants, a model which still pervades the empirical literature.  
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3.3.1 A Gravity Model of NTT Determinants 
Table 3.2 presents the results for the NTT specification of the gravity model. Four 
variants of the FE approach are estimated: the triple-indexed specification proposed by 
Mátyás (1997), the standard FE model used by Hummels and Levinsohn (1995), a 
model which combines the elements from both the triple-indexed version and the 
standard FE model (Egger and Pfaffermayr 2003) and finally the generalised gravity 
model suggested by Baltagi et al. (2003a), which is least likely to suffer from any bias 
due to omitted variables. The POLS estimates are used as a comparison with earlier 
studies, although it ignores the space and time dimensions of the panel data.36 Results 
from the RE estimator, which in general is more efficient than POLS (Wooldridge 
2002), are also shown in the table.37 
The performance of the NTT gravity model in terms of goodness-of-fit is highly 
satisfactory with the independent variables explaining a high proportion of the variance 
of the dependent variable, ranging from 85 per cent to 99 per cent as additional 
degrees of heterogeneity are allowed in the model. The empirical success of the gravity 
equation, however, is not sufficient to justify the use of the FE estimator; its 
econometric properties are also worthy of attention. 
The Hausman (1978) test rejects the appropriateness of the random effects (RE) 
estimator in favour of the FE estimator. This conclusion is also supported by the F  
tests, according to which all main effects and interactions are significant at 
conventional levels, again implying that the FE variants are preferred over the RE 
estimator. On the basis of the F  tests, the unrestricted version of the FE approach is 
preferred, as given by the full effects design, which allows for unobserved effects along 
several dimensions of the panel. In line with the prescriptions of Baltagi et al. (2003a), 
a gravity model which excludes one or more significant interaction effects risks 
omission bias and inconsistency of the regression coefficients. The joint significance of 
the interaction terms is also supported by the root mean squared error (RMSE), which  
                                                
36
 The number of cross-sectional groups is not applicable to POLS; multiplying the number of 
groups for RE and FE (228) by the number of years (12) gives a total of 2736 observations. At 
2709 observations, the panel data set is nearly balanced.  
37
 Use of the Hausman and Taylor (H–T, 1981) estimator requires that there are at least as 
many time-varying exogenous regressors as there are time-invariant endogenous regressors. 
As this condition is not applicable to the gravity model of trade specified in equation (3.1), a gain 
in efficiency over the FE estimator is not possible. Use of the pre-test estimator is therefore 
redundant (Baltagi et al. 2003b). 
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Table 3.2  A Gravity Model of New Trade Theory Determinants of Export Flows 
Regressors   POLS
a
  
Two-way 
RE
a
 
 
Triple-
indexed 
FE
a
 
 
Standard 
FE
a
 
 
Combined 
FE
a
 
 Full FE
a
 
GDP total  1.50** 
(110.00) 
 
1.60** 
(39.67) 
 
1.68** 
(3.74) 
 
1.33** 
(30.53) 
 
2.18** 
(15.21) 
 
1.81** 
(7.64) 
             
GDP similarity  0.81** 
(42.78) 
 
0.86** 
(15.71) 
 
0.93** 
(4.12) 
 
0.73** 
(7.86) 
 
0.91** 
(10.23) 
 
0.72** 
(2.80) 
             
GDP per capita 
difference  
 –0.04 
(–1.11) 
 –0.05 
(–0.69) 
 –1.02** 
(–9.19) 
 –0.04 
(–0.47) 
 –0.03 
(–0.33) 
 
0.02 
(0.21) 
             
Distance  –0.74** 
(–53.53) 
 –0.87** 
(–18.32) 
 –  –  –  – 
             
Adjacency  0.54** 
(17.44) 
 
0.46** 
(4.69) 
 –  –  –  – 
             
Language  0.19** 
(6.32) 
 
0.07 
(0.64) 
 –  –  –  – 
             
Freight  –  –  –  –  –  –0.34** 
(–7.46) 
             
EU dummy  0.40** 
(17.84) 
 
0.08** 
(6.05) 
 
0.22** 
(4.39) 
 
0.13** 
(9.37) 
 
0.06** 
(4.56) 
 
0.01 
(0.47) 
             
Intercept  –13.65** 
(–38.80) 
 –15.14** 
(–15.18) 
 –23.74** 
(–2.02) 
 –13.72** 
(–11.84) 
 –36.04** 
(–9.59) 
 –21.52** 
(–4.94) 
             No of obs  2709  2709  2709  2709  2709  2706 
             
No of groups  –  228  –  228  228  – 
             
2R   0.885  0.877  0.853  0.989  0.991  0.996 
             
RMSE  0.477  –  0.543  0.154  0.138  0.097 
             
RESET
b
  8.77**  –  27.01**  0.73  6.42**  1.04 
             
LM test
c
  –  11 698**  –  –  –  – 
             
Hausman
d
  –  –  –  47.20**  291.87**  – 
                  F tests for the main effects and interactions 
             Time  –  663.19**  2.89**  –  59.57**  8.14** 
             
Exporter  –  –  101.45**  –  805.11**  111.97** 
             
Importer  –  –  191.89**  –  1025.94**  63.59** 
             
Exporter*Importer  –  –  –  274.82**  450.73**  253.15** 
             
Exporter*Time  –  –  –  –  –  7.57** 
             
Importer*Time  –  –  –  –  –  7.80** 
  
a 
The reported test statistics in parentheses (z statistics for RE) are heteroskedasticity robust 
   
b
(White 1980). 
  
b 
Using powers of the predicted dependent variable (Ramsey 1969). 
  
c 
Lagrange multiplier (LM) test for random effects (Breusch and Pagan 1980). 
  
d 
Based on the difference between the FE and the RE estimators (Hausman 1978). 
  ** denotes significance at the 5% level; * denotes significance at the 10% level. 
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in general declines as an increasing degree of heterogeneity is admitted into the 
model. The RESET test rejects all specifications except for the full effects and the 
standard FE models. In short, the most general model is supported econometrically. 
Regarding the parameter estimates in Table 3.2, the coefficient signs broadly accord 
with theoretical predictions. In terms of the GDP-related variables – total GDP and the 
similarity of GDP index – the positive and significant coefficient estimates across the 
estimators support the new trade theory that economic size and similarity of size 
matters for trade. More particularly, the coefficient for the similarity of size index tends 
to be close to its theoretical value, which will be 0.5 if two countries are identical 
because each will export half of its differentiated sector output and will import the other 
half (Helpman and Krugman 1985). The relative stability of the total GDP and the 
similarity of GDP variables across the specifications indicate that heterogeneity has 
fairly benign consequences in the NTT gravity model. This can be seen by comparing 
the RE coefficients with the POLS and the combined FE coefficients; as the RE results 
are much closer in size to POLS, the effect of unobservable variables is relatively 
unimportant (Wooldridge 2002). 
In terms of the absolute difference in income per head, the negatively-signed 
coefficient across all specifications apart from the full effects design provides broad 
support for Linder‟s hypothesis that a similarity of relative factor endowments will 
increase trade between the EU and the high-income OECD countries. Ranging from a 
high of unity (the triple-indexed model) to near-zero values, its coefficient is seldom 
significant.  
The results for the new trade theory gravity model coefficients are consistent with other 
findings in the literature. Although the magnitudes of the combined country size and 
relative size coefficient estimates seem rather high when compared with Helpman‟s 
(1987) cross-sectional results, they are in line with the more recent empirical literature 
based on panel estimators (Egger 2002; Baltagi et al. 2003a). The results from these 
studies also share broad support for Linder‟s hypothesis, often at the conventional level 
of significance.  
Unlike the FE variants, POLS and RE can generate coefficient estimates for the time-
invariant variables. Baltagi et al. (2003a) bypass this issue by including a time-varying 
measure of transport costs in the full effects design. Comparing the trade effects of the 
alternative measures of transport costs, the POLS and the RE coefficients for the time-
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invariant distance variable are much higher than that of the time-varying shipping costs 
variable in the unrestricted FE model. The latter result is consistent with the findings of 
Baltagi et al. (2003a) and is congruent with Grossman (1998) who is critical of a high 
trade-to-distance elasticity in a world of modest transport costs. In conjecturing that 
shipping costs are on average about 5 per cent of the value of traded goods, the 
distance elasticity should be no more than –0.03.  
Yet, despite the fact that the time-varying measure of shipping costs is more in line with 
its expected trade-impeding effect, the geographic distance measure continues to be 
widely used. Distance has been used in gravity models of trade not only as a proxy for 
transport costs, but also as a broader measure of information costs. The fact that 
greater distance dampens trade might also be due to psychological distance: economic 
agents generally find it more convenient to import from neighbouring countries, often 
for reasons related to greater availability of information or because of cultural and 
historical factors. The possibility that distance captures more complex phenomena was 
previously highlighted by Rauch (1999), who argues that greater distance is associated 
with greater information and search costs. This goes some way towards explaining the 
relatively high distance elasticity – usually ranging between –0.8 and –1.5 – that is 
typically found in the literature. 
Both the POLS and RE coefficients for the adjacency dummy variable are positively 
signed and significant, indicating an enhanced effect of adjoining land borders on trade 
between the EU and the OECD countries, although the RE estimated effect is 
somewhat smaller in size. As a proxy for similar tastes and shared cultural links, the 
coefficient for the common language dummy is positively signed, albeit not significant 
according to the RE model; the variety of languages spoken among the European 
countries most likely accounts for this non-significance. 
The trade-enhancing effect of EU regional integration is confirmed by the positive 
coefficient sign for the EU dummy across all specifications. Its magnitude is highest for 
the POLS and triple-indexed estimates, halves in size for the standard FE model, 
further decreases in size for the combined model and dwindles away to insignificance 
as an increasing degree of country and time heterogeneity is admitted into the model. 
The RE coefficient estimate for the EU dummy variable is reasonably close in value to 
the moderately-sized coefficient obtained by the combined FE model.  
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The small magnitude of the EU dummy coefficient is not in keeping with the importance 
of trade liberalisation within the EU. According to the European Commission (1996) the 
Internal Market programme brought about the removal of a number of obstacles to 
trade through mutual reduction. First, substantial progress towards dismantling 
technical barriers to trade (TBTs) has been accomplished by greater harmonisation, 
including reduced requirements for technical specifications or standards for products – 
all of which had imposed additional costs on importers. Second, directives on public 
procurement to allow equal opportunity to submit offers and win contracts have helped 
ensure that national suppliers of goods are not awarded more favourable treatment 
than their foreign counterparts. The liberalisation of public procurement has led to 
greater competition between European companies for public contracts, an 
improvement in industrial efficiency and competitiveness as well as a decline in the 
purchasing costs of utilities. Finally, the development of simplified internal customs and 
fiscal controls has resulted in considerable savings for traders more because of lower 
compliance costs associated with frontier delays rather than a decline in freight costs. 
In short, the objective of the un-curtailed movement of goods between member states 
required the dismantling of trade barriers, with consequential beneficial effects on the 
volume of intra-EU trade.  
The RE and combined FE coefficient estimates for the EU dummy are in line with the 
empirical literature which tends to find a limited effect of European regional integration 
on trade. Bussière et al. (2005) offer the following explanations. First, if most EU 
member countries have already joined the EU before the start period of the sample, 
then the EU dummy captures the trade effect of those countries that entered during the 
sample period. The effect might not be very sizeable given that the EU dummy 
coefficients reported in Table 3.2 captures the trade effect of EU accession by three 
countries only, namely Austria, Finland and Sweden. Second, previous trade 
agreements between several EU members often coupled with historically close trading 
links means that EU entry may not have spurred further trade integration beyond 
existing high levels. For example, Austrian accession may have had little effect on 
trade owing to its strong trade links traditionally shared with Germany. In other cases, 
trade expansion may well have been anticipated before actual EU entry, for example, 
Portugal and Spain experienced marked trade increases before official EU 
membership. Finally, for a large sample of countries, the trade effect of the EU dummy 
may be understated because the wave of liberalisation in the emerging market 
economies during the 1980s and 1990s likely resulted in a sharper rise in trade – 
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regarding the emerging economies‟ trade shares with the mature economies and the 
number of trading partners – than was experienced by the EU countries. 
The latter may be helpful in explaining the general insignificance and low EU effect on 
trade obtained by Bussière et al. for a large sample of countries estimated by the fixed 
effects (FE) model, the random effects (RE) model and the dynamic OLS (DOLS) 
estimator.38 For a sub-sample of OECD countries they obtain a positive and significant 
coefficient estimate for the EU dummy using the two-way FE estimator, although it is 
somewhat higher than the corresponding estimate reported in Table 3.2. A comparison 
of the EU dummy coefficients across the specifications suggests that previous findings 
tend to over-estimate the effect of regional integration, as indicated by the estimated 
POLS coefficient which is higher in magnitude than the RE model and the nested 
versions of the most general FE model. Once the gravity model controls for the various 
dimensions of the panel as given by the full effects design, the effect of European 
regional expansion becomes insignificant. This finding points to the importance of the 
econometric specification when evaluating trade policy effects.39 
3.3.2 A General Gravity Model of NTT Determinants 
Motivated by the gravity model derived by Bergstrand (1985), which explicitly includes 
an exchange rate index to account for location-dependent trade costs, the effects of 
exchange rate variables on trade is also examined. Stemming from the fact that large 
shifts in real exchange rates occurred around the time the European Monetary Union 
(EMU) was formed, Bussière et al. (2005) control for both the exporting and the 
importing countries‟ movements in the real exchange rate. A measure of exchange rate 
volatility is also included in the model. Following Bussière et al., the general version of 
the gravity model specification of NTT determinants additionally includes three 
exchange rate variables:  
 
                                                
38
 The DOLS estimator can be used to relieve possible endogeneity bias arising from the joint 
determination of trade and the GDP-related variables by allowing the equation‟s error term to be 
correlated with the leads and lags of the first differences of the non-stationary regressors.  
39
 Note that the results are robust to the treatment of Switzerland as an EU country; dropping it 
from the sample of EU countries does not materially alter the results.  
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(3.3) 
where the real exchange rate, 
t
iRER  and 
t
jRER , is the nominal exchange rate of 
countries i  and j  vis-à-vis the US dollar expressed as a ratio of goods prices abroad 
to domestic prices and transformed into natural logarithms. Prices refer to the 
consumer price index (CPI). The volatility of the exporting country‟s nominal exchange 
rate (in natural logarithms) vis-à-vis the US dollar, 
t
iVOL , is the standard deviation of 
the monthly changes within a year. Note that the exchange rate variables now replace 
the trade-impeding shipping costs variable included by Baltagi et al. (2003a) in the full 
effects model.  
The data sources for the real exchange rate variables consist of official exchange rates 
from the WDI, World Bank, given in local currency units (LCU) per US dollar. The 
exchange rates for each country that adopted the euro were chain-linked with the euro 
exchange rate upon EMU entry. Consumer prices (2000 = 100) are from the IFS, IMF. 
The monthly exchange rates for the volatility variable, in national currencies (NC) per 
US dollar, are from the IFS, IMF, and are also chain-linked for the Euro Area countries 
in the sample. 
As the trade data are denominated in US dollars, Bussière et al. (2005) include the real 
exchange rate for both countries against the US dollar to control for valuation effects. 
The real exchange rate variables can also be interpreted as a measure of a country‟s 
competitiveness in international trade vis-à-vis the US. An increase in the real 
exchange rate implying a depreciation of the currency signals a gain in national 
competitiveness with consequential beneficial effects on exports, hence the real 
exchange rate coefficient is expected to be positive for the exporting country. Arguably, 
a corresponding increase in the real exchange rate for country j  would hurt its 
imports, implying a negative coefficient for the importing country‟s real exchange rate.  
The analysis of the trade effect of exchange rate variability is conventionally modelled 
in a simpler trade model where typically a country‟s export demand function is 
determined by the foreign income of its main trading partners, the relative price ratio of 
its exports as a measure of international competitiveness and a measure of exchange 
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rate volatility to capture the heightened risk involved in international trade transactions. 
Formally, the measure of exchange rate volatility is defined as follows:  
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where 
t
iE  is the natural logarithm of the exporting country‟s nominal exchange rate. 
Using twelve as the order of the moving average and averaging over each year, 
equation (3.4) amounts to an annualised standard deviation of changes in monthly 
exchange rates. This measure of exchange rate volatility is standard in the literature 
but can vary depending on whether the nominal or the real exchange rate is used or in 
terms of the order of the moving average. 
Regarding the expected coefficient sign of the exchange rate volatility variable, its 
effect on trade will be negative under two main assumptions: exporters are risk-averse 
and there is not perfect hedging. As certainty of future revenues and potential profits 
cannot be established under conditions of oscillating exchange rates, a risk-averse 
agent will incur extra costs in using financial instruments to mitigate the effects of any 
changes in the exchange rate. Uncertainty of profits occurs because of a timing 
difference between agreeing on an international trade contract – denominated in a 
currency at an agreed rate at a specific point in time – and delivery of the goods at a 
future point in time. Given that the exporting decision is made in advance of exchange 
rate movements being realised, any exchange rate changes during the intervening 
period will create uncertainty about potential profits. Higher risk constitutes higher costs 
hence risk-aversion on the part of an agent will depress trade volumes. Under the 
second assumption of imperfect hedging, currency positions cannot be fully protected 
against exchange rate movements. As exchange rate risk cannot be eliminated, further 
reductions in trade volumes will ensue.40 
The expected effect of variable exchange rates on international trade activity need not 
necessarily be negative. For example, De Grauwe (1988) countered that the trade 
effect of exchange rate variability depends on an agent‟s degree of risk-aversion. The 
                                                
40
 Hedging against exchange rate risk may be difficult even where forward markets are 
available, for example, forward markets may not be accessible to traders, agents might have 
insufficient means to avail of such market instruments or currencies may not be convertible.  
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outcome of the effect of exchange rate volatility on trade will either be negative or 
positive when the trader‟s pre-disposition towards risk is explained in terms of income 
and substitution effects. If the substitution effect prevails, a risk-averse agent will be 
deterred from engaging in international trade transactions. If the agent is highly risk-
averse, the income effect dominates the substitution effect and an increase in trade 
activity occurs. This is because a sufficiently risk-averse agent is concerned with a 
possible loss of revenues in times of greater exchange rate volatility and will engage in 
greater trade activity when the risks are higher in order to nullify such losses.  
Although there is a vast literature suggesting an ambiguous effect of exchange rate 
volatility on trade, a theoretical motivation for its inclusion in the gravity model is less 
clear-cut. Not all empirical studies, however, have shied away from its addition to the 
gravity model, Abrams (1980), for example, examined the effect of fluctuating bilateral 
exchange rates on trade flows within the gravity framework.  
The results for the general gravity model of new trade theory (NTT) determinants with 
additional exchange rate variables are reported in Table 3.3. This time the combined 
FE and unrestricted FE models pass the RESET test and the RMSE remains lowest for 
the full effects design. Including the additional exchange rate variables does not 
materially alter the results for the remaining estimated coefficients.  
Can the additional variables be justified in the gravity model? The coefficient sign, size 
and significance for the real exchange rate variables are mixed depending on the 
specification used. The effect of changes in national competitiveness on trade for the 
exporting country is fairly small, consistent with the findings by Bussière et al. (2005). 
Valuation effects are more apparent for the importing countries, as shown by the 
generally higher magnitude and more frequently significant coefficients for country j . 
The significant relation, however, is not consistent in sign across all specifications – the 
coefficient for the importing country‟s real exchange rate in the full effects design is 
inconsistently signed.  
The results for the exchange rate volatility coefficient are rather erratic, ranging from a 
large negative effect on trade (POLS and the standard FE estimates) to a fairly small 
and benign effect on trade (RE and the triple-indexed and combined FE specifications), 
although it is significant only in one case. Multi-collinearity issues preclude its 
estimation in the full effects design. These results suggest that the effect of variable  
Chapter 3  The Determinants of European Union Trade   
  63 
Table 3.3  A General Gravity Model with Exchange Rate Variables 
Regressors   POLS
a
  
Two-way 
RE
a
 
 
Triple-
indexed 
FE
a
 
 
Standard 
FE
a
 
 
Combined 
FE
a
 
 Full FE
a
 
GDP total  1.51** 
(104.39) 
 
1.59** 
(38.92) 
 
1.44** 
(3.02) 
 
1.98** 
(29.84) 
 
1.86** 
(12.09) 
 
2.09** 
(24.79) 
             
GDP similarity  0.82** 
(42.18) 
 
0.90** 
(17.54) 
 
0.81** 
(3.37) 
 
0.96** 
(10.92) 
 
0.90** 
(9.90) 
 
0.90** 
(4.77) 
             
GDP per capita 
difference  
 –0.01 
(–0.38) 
 –0.02 
(–0.33) 
 –1.03** 
(–8.82) 
 –0.03 
(–0.33) 
 –0.04 
(–0.52) 
 –0.02 
(–0.23) 
             
Distance  –0.73** 
(–46.85) 
 –0.71** 
(–15.74) 
 –  –  –  – 
             
Adjacency  0.55** 
(16.88) 
 
0.59** 
(6.01) 
 –  –  –  – 
             
Language  0.20** 
(6.32) 
 
0.04 
(0.34) 
 –  –  –  – 
             Exporter real 
exchange rate  
 
0.03** 
(2.67) 
 
0.05 
(1.50) 
 
0.4 x 10
–2
  
(0.01) 
 –0.02 
(–0.56) 
 
0.05 
(1.02) 
 
0.39** 
(9.84) 
             Importer real 
exchange rate  
 –0.01 
(–1.57) 
 –0.12** 
(–4.94) 
 –0.69** 
(–4.46) 
 –0.66** 
(–15.57) 
 –0.64** 
(–11.74) 
 
0.11** 
(2.76) 
             Exporter exchange 
rate volatility 
 –2.60 
(–1.61) 
 
0.29 
(0.31) 
 
0.48 
(0.12) 
 –3.21** 
(–5.51) 
 
0.35 
(0.37) 
 – 
             
EU dummy  0.40** 
(16.84) 
 
0.09** 
(5.76) 
 
0.22** 
(3.71) 
 
0.11** 
(6.87) 
 
0.08** 
(4.92) 
 
0.04 
(1.58) 
             
Intercept  –14.20** 
(–36.28) 
 –15.71** 
(–14.84) 
 –15.77 
(–1.25) 
 –25.82** 
(–15.51) 
 –23.19** 
(–5.26) 
 –30.37** 
(–13.20) 
             No of obs  2494  2494  2494  2494  2494  2494 
             
No of groups  –  228  –  228  228  – 
             
2R   0.885  0.870  0.853  0.992  0.992  0.996 
             
RMSE  0.475  –  0.542  0.132  0.130  0.101 
             
RESET
b
  7.49**  –  24.10**  2.63**  1.79  1.52 
             
LM test
c
  –  9 944**  –  –  –  – 
             
Hausman
d
  –  –  –  605.31**  174.63**  – 
  
a 
The reported test statistics in parentheses (z statistics for RE) are heteroskedasticity robust 
   
b
(White 1980). 
  
b 
Using powers of the predicted dependent variable (Ramsey 1969). 
  
c 
Lagrange multiplier (LM) test for random effects (Breusch and Pagan 1980). 
  
d 
Based on the difference between the FE and the RE estimators (Hausman 1978). 
  ** denotes significance at the 5% level; * denotes significance at the 10% level. 
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exchange rates on trade is sensitive to the estimator used. Using a similar definition for 
exchange rate volatility, Bussière et al. (2005) also obtain differing coefficient signs 
across a number of estimators.   
On balance, the effect of exchange rate volatility does not significantly alter the 
behaviour of risk-averse agents. Might the agent‟s behaviour be influenced if the 
unanticipated component of exchange rate movements rather than exchange rate 
variability per se is estimated? In other words, rather than focusing on an agent‟s 
aversion to volatile exchange rates, as measured by the squared deviations from their 
expected values, a forecast of exchange rate uncertainty can be obtained. 
As an alternative to the exchange rate volatility measure given in equation (3.4), 
exchange rate behaviour can be modelled as an autoregressive conditional 
heteroskedastic (ARCH) model, introduced by Engle (1982) and commonly used to 
model financial time-series that exhibit clustering behaviour over time. Similarly, 
changes in the exchange rate may not be constant over time. If the variance of the 
error term is not constant, it can be conditioned on the squared error term from 
previous periods: 

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q
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itit
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22                              (3.5) 
where 
2
t  is the conditional variance of the error term, )var( t . In other words, a 
shock in period 1t  likely affects the variance of the next innovation in the same 
direction. The ARCH )(q  model given in equation (3.5) suggests the effect of a shock 
q  periods ago affects the variance of current changes in the exchange rate. For the 
generalised ARCH (GARCH) model suggested by Bollerslev (1986), the error variance 
also depends on the variance from previous periods, yielding the GARCH ),( qp  
model:  
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Overall, the best fitting model for the monthly changes in the nominal exchange rate for 
each country consisted of a GARCH(1,1) process and to a lesser extent an ARCH(1) 
process, from which the variance series were obtained. Congruent with the measure of 
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exchange rate volatility based on the standard deviation, the square root of each 
variance series was computed. The annualised series were then calculated by taking 
their monthly averages. Replacing the measure of exchange rate volatility in equation 
(3.3) with the forecast values of exchange rate uncertainty becomes:  
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(3.7) 
where 
t
iSRU  is the square root of the variance series predicted from the GARCH 
model. The results are presented in Table 3.4. Interchanging these two variables 
mainly affects the real exchange rate variables. For the exporting country, its coefficient 
is now significant for all estimators apart from the triple-indexed model. For the 
importing country, the change in sign for the full effects design coupled with the gain in 
significance for POLS means that the coefficient for the real exchange rate is 
consistent in sign and significance across all estimators. The GDP per capita income 
difference variable is also affected by the inclusion of exchange rate uncertainty, 
becoming significant according to POLS and reversing in sign for the full effects design. 
Regarding the coefficient of exchange rate uncertainty itself, its negative effect on trade 
is consistent in sign across the RE and the three restricted FE variants, but it is 
significant only for the standard FE model. It is dropped for the unrestricted model and 
is implausibly high for POLS. 
Overall, the results suggest some caution is warranted when including exchange rate 
variables in the gravity model of NTT determinants, reported in Table 3.3 and Table 
3.4. The general significance of the real exchange rate variables is not altogether 
surprising as Bergstrand (1985) had previously provided a theoretical basis for their 
inclusion in the gravity model. The coefficient of exchange rate volatility and exchange 
rate uncertainty is rarely significant, perhaps forming the reason why it has not been 
given theoretical underpinnings in the gravity model. Nevertheless, a significant 
coefficient for at least one estimator lays bare the possibility of further refinements to 
the gravity model. 
Although the results indicate a possible role for exchange rate effects on trade, the 
ambiguity of the coefficient signs across the estimators punctuated with implausibly 
high magnitudes raises questions regarding their inclusion in the gravity model.  
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Table 3.4  A General Gravity Model with Exchange Rate Uncertainty 
Regressors   POLS
a
  
Two-way 
RE
a
 
 
Triple-
indexed 
FE
a
 
 
Standard 
FE
a
 
 
Combined 
FE
a
 
 Full FE
a
 
GDP total  1.52** 
(108.81) 
 
1.66** 
(39.81) 
 
1.70** 
(3.61) 
 
2.13** 
(35.47) 
 
2.24** 
(16.01) 
 
1.77** 
(6.71) 
             
GDP similarity  0.80** 
(43.75) 
 
0.85** 
(15.50) 
 
0.95** 
(4.01) 
 
0.92** 
(10.61) 
 
0.88** 
(10.02) 
 
0.66** 
(2.29) 
             
GDP per capita 
difference  
 –0.01** 
(–2.75) 
 –0.03 
(–0.40) 
 –1.26** 
(–11.24) 
 –0.02 
(–0.26) 
 –0.02 
(–0.25) 
 
0.08 
(0.84) 
             
Distance  –0.75** 
(–49.64) 
 –0.83** 
(–18.95) 
 –  –  –  – 
             
Adjacency  0.52** 
(16.38) 
 
0.47** 
(4.59) 
 –  –  –  – 
             
Language  0.18** 
(5.98) 
 
0.05 
(0.44) 
 –  –  –  – 
             Exporter real 
exchange rate  
 
0.04** 
(3.18) 
 
0.09** 
(2.72) 
 
0.16 
(0.64) 
 –0.14** 
(–3.61) 
 
0.16** 
(2.98) 
 
0.70** 
(4.17) 
             Importer real 
exchange rate  
 –0.06** 
(–7.63) 
 –0.18** 
(–7.50) 
 –0.47** 
(–3.09) 
 –0.54** 
(–13.95) 
 –0.37** 
(–8.38) 
 –0.04** 
(–2.04) 
             Exporter exchange  
rate uncertainty 
 
9.45** 
(3.83) 
 –1.14 
(–1.25) 
 –1.42 
(–0.35) 
 –3.36** 
(–3.59) 
 –0.87 
(–0.92) 
 – 
             
EU dummy  0.37** 
(16.54) 
 
0.07** 
(5.25) 
 
0.16** 
(3.07) 
 
0.10** 
(7.17) 
 
0.06** 
(4.32) 
 
0.03 
(1.23) 
             
Intercept  –14.31** 
(–37.84) 
 –16.53** 
(–15.03) 
 –24.20* 
(–1.93) 
 –35.63** 
(–24.00) 
 –40.59** 
(–10.83) 
 –23.60** 
(–5.66) 
             No of obs  2589  2589  2589  2589  2589  2589 
             
No of groups  –  216  –  216  216  – 
             
2R   0.889  0.876  0.851  0.992  0.993  0.996 
             
RMSE  0.465  –  0.543  0.128  0.125  0.099 
             
RESET
b
  11.61**  –  28.16**  1.62  2.11*  1.94 
             
LM test
c
  –  11 395**  –  –  –  – 
             
Hausman
d
  –  –  –  282.62**  73.97**  – 
  
a 
The reported test statistics in parentheses (z statistics for RE) are heteroskedasticity robust 
   
b
(White 1980). 
  
b 
Using powers of the predicted dependent variable (Ramsey 1969). 
  
c 
Lagrange multiplier (LM) test for random effects (Breusch and Pagan 1980). 
  
d 
Based on the difference between the FE and the RE estimators (Hausman 1978). 
  ** denotes significance at the 5% level; * denotes significance at the 10% level. 
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Simplifying the model by eliminating the exchange rate variables gives the 
parsimonious gravity equation of NTT determinants estimated in 3.3.1, which provides 
a reasonable approximation of the factors governing the trade patterns between the 
EU–OECD countries over the period 1992-2003. 
The main thrust of equation (3.1) highlights the importance of intra-industry trade 
among the industrialised countries via the significant coefficient for the similarity of 
GDP variable. Yet, the empirical literature continues to use the traditional specification 
of the gravity model when estimating the trade determinants among the industrialised 
countries and in so doing ignores the important insights of Helpman and Krugman 
(1985). For example, in estimating the potential trade effects of EU enlargement, 
Papazoglou et al. (2006) specify a gravity equation in terms of the income and 
population for both trading partners and bilateral trade factors. Is there a statistical 
basis for estimating the gravity model of bilateral trade using the same set of countries 
but explained in terms of the traditional determinants? 
3.3.3 A Gravity Model of Traditional Trade Determinants 
The expenditure equation of tradable goods pioneered by Anderson (1979), whereby 
the home country‟s GDP is a proxy for the production of traded goods and the 
destination country‟s GDP is a proxy for expenditure on traded goods, provided a 
theoretical justification for estimating the standard gravity model. In the augmented 
version of the gravity model, Bergstrand (1989) appended GDP per capita to capture 
demand generated by non-homothetic preferences in the importing country and factor 
endowment variables in the exporting country. Following the traditional trade literature, 
the econometric specification of the gravity model of bilateral exports with the full set of 
fixed effects is:  
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(3.8) 
where the bilateral export flows are as before; 
t
iGDP  and 
t
jGDP  are expressed in 
constant 2000 US dollars and denote the economic size of the exporting and the 
importing countries respectively; and 
t
iGDPPC  and 
t
jGDPPC , expressed in constant 
2000 US dollars, are the respective countries‟ per capita income levels. Equation (3.8) 
includes the full set of main effects and interactions, includes the EU dummy to account 
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for trade effects of regional integration and excludes the exchange rate variables to aid 
comparison with the parsimonious gravity model of NTT determinants. In essence, the 
gravity model of traditional determinants given in equation (3.8) is an amended version 
of the gravity model of NTT determinants given in equation (3.1). Specifically, the 
similarity of size index is dropped from the specification, total GDP is replaced with 
GDP for both countries and likewise, the absolute difference in the per capita income 
levels is replaced with GDP per capita for both countries.  
The results for the traditional determinants of EU–OECD export flows, estimated in 
logarithmic form (except for the EU dummy variable) over the 1992-2003 period, are 
reported in Table 3.5. As with the gravity model of NTT determinants, the data 
overwhelmingly reject the null hypothesis that the main effects and interactions are 
zero. The joint significance of the cross-sectional dummies is not unusual according to 
Wooldridge (2002). The choice of the general FE estimator is supported in so far as the 
RESET null hypothesis of proper functional form is marginally significant for the full FE 
design, but is rejected for POLS and all nested versions of the fixed effects model. The 
declining RMSE also recommends the unrestricted model.41 
In terms of the parameter estimates, the GDP coefficients for both the exporting and 
the importing countries are positive and significant across all specifications, but the 
magnitude of the GDP elasticities is subject to considerable variability. The POLS, RE 
and unrestricted FE coefficient estimates for GDP are reasonably close to their 
theoretical values of unity. An estimated GDP coefficient in excess of unity is not 
atheoretical; the coefficient for exporter GDP estimated using the full FE model 
substantiates the home market effect. This implies that foreign demand for goods 
which are subject to increasing returns increases trade more than proportionally 
(Marques 2008). 
The GDP coefficients are radically different in magnitude for the restricted FE variants 
and are particularly high for the triple-indexed specification.42 Egger and Pfaffermayr 
(2003) suggest that a specification using country-pair fixed effects is required to get 
unbiased coefficient estimates. By capturing the unobserved time-invariant variables,  
                                                
41
 Note that the unrestricted model is estimated without the shipping costs variable, FREIGHT, 
in line with the conventional FE specification of the gravity model.  
42
 The triple-indexed GDP coefficient for the exporting country is only marginally significant, but 
is significant at the 5 per cent level if the time-invariant variables are also included in the model. 
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Table 3.5  A Gravity Model of Traditional Determinants of Export Flows 
Regressors   POLS
a
  
Two-way 
RE
a
 
 
Triple-
indexed 
FE
a
 
 
Standard 
FE
a
 
 
Combined 
FE
a
 
 Full FE
a
 
Exporter GDP  0.76** 
(78.03) 
 
0.75** 
(24.12) 
 
3.11* 
(1.72) 
 
2.31** 
(5.40) 
 
2.56** 
(5.92) 
 
1.26** 
(62.56) 
             
Importer GDP  0.80** 
(91.44) 
 
0.81** 
(30.18) 
 
3.18** 
(3.26) 
 
2.21** 
(6.57) 
 
1.91** 
(5.65) 
 
1.00** 
(35.70) 
             
Exporter GDP 
per capita 
 
0.17** 
(3.88) 
 –0.11 
(–1.08) 
 –3.07 
(–1.63) 
 –2.49** 
(–5.22) 
 –2.11** 
(–4.45) 
 – 
             
Importer GDP 
per capita 
 –0.37** 
(–13.64) 
 
0.03 
(0.42) 
 –2.37** 
(–2.10) 
 –1.39** 
(–3.65) 
 –0.90** 
(–2.37) 
 –0.58** 
(–5.87) 
             
Distance  –0.83** 
(–55.56) 
 –0.90** 
(–20.45) 
 –  –  –  – 
             
Adjacency  0.48** 
(14.38) 
 
0.44** 
(4.55) 
 –  –  –  – 
             
Language  0.18** 
(5.97) 
 
0.08 
(0.72) 
 –  –  –  – 
             
EU dummy  0.30** 
(12.48) 
 
0.09** 
(6.17) 
 
0.34** 
(6.91) 
 
0.17** 
(11.70) 
 
0.09** 
(6.27) 
 
0.04 
(1.60) 
             
Intercept  –12.18** 
(–19.34) 
 –12.73** 
(–8.22) 
 –93.14** 
(–2.80) 
 –64.63** 
(–8.57) 
 –71.27** 
(–7.89) 
 –26.69** 
(–24.11) 
             No of obs  2709  2709  2709  2709  2709  2709 
             
No of groups  –  228  –  228  228  – 
             
2R   0.893  0.877  0.841  0.989  0.991  0.996 
             
RMSE  0.460  –  0.564  0.150  0.137  0.103 
             
RESET
b
  17.76**  –  27.36**  4.83**  8.68**  2.37*** 
             
LM test
c
  –  11 701**  –  –  –  – 
             
Hausman
d
  –  –  –  114.18**  105.82**  – 
                  F tests for the main effects and interactions 
             Time  –  587.09**  2.09**  –  52.86**  7.82** 
             
Exporter  –  –  100.61**  –  695.51**  119.58** 
             
Importer  –  –  181.43**  –  548.60**  47.77** 
             
Exporter*Importer  –  –  –  325.12**  551.11**  263.80** 
             
Exporter*Time  –  –  –  –  –  8.41** 
             
Importer*Time  –  –  –  –  –  8.28** 
  
a 
The reported test statistics in parentheses (z statistics for RE) are heteroskedasticity robust 
   
b
(White 1980). 
  
b 
Using powers of the predicted dependent variable (Ramsey 1969). 
  
c 
Lagrange multiplier (LM) test for random effects (Breusch and Pagan 1980). 
  
d 
Based on the difference between the FE and the RE estimators (Hausman 1978). 
  ** denotes significance at the 5% level; * denotes significance at the 10% level. 
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the country-pair effects are better aligned to the bilateral nature of trade whereas the 
exporter and the importer effects are already largely accounted for in a time-varying 
model which includes GDP and GDP per capita. Thus, while the inclusion of the 
exporter and the importer effects are warranted econometrically, most of the variation 
in bilateral trade data stems from the interaction effects representing the bilateral 
dimension of the panel data set (Egger and Pfaffermayr).43 
The coefficients for the factor endowment variables are also sensitive to the 
specification. The positively signed POLS coefficient for the exporting country‟s GDP 
per capita suggests an increase in the production of capital-intensive goods will 
increase trade whereas the opposing sign for the importing country‟s GDP per capita 
suggests the traded goods are necessities in consumption. In the light of Bergstrand‟s 
(1989) interpretation that both the per capita income coefficients should be positive if 
the traded goods are capital-intensive in production and luxuries in consumption, the 
latter is a curious result given the OECD-based sample. All FE variants, indicating the 
traded goods are labour-intensive in production and are necessities in consumption, 
also contradict Bergstrand‟s inferences. Moreover, the coefficient elasticities tend to be 
unusually high. Note that the exporter GDP per capita coefficient is dropped in the full 
effects design.44 
According to the two-way RE estimator, the GDP per capita coefficients are signed the 
other way around, although neither is significant. Similarly signed coefficient estimates 
for the income per capita variables were also obtained by Papazoglou et al. (2006). 
The RE coefficient signs may be partly driven by the fact that the sample of twenty 
OECD countries includes several countries (Norway, Japan and the US) which have 
higher per capita income levels than the EU-12 countries.  
The coefficients for the time-invariant variables generated by POLS and the RE 
estimator are not unlike those in the gravity model of NTT determinants. Regarding the 
                                                
43
 Note that when exporter-importer interactions are added to the triple-indexed specification, 
the combined model reduces to a conventional two-way FE model with time-specific effects and 
bilateral country-pair effects. In other words, the combined model and the two-way FE model 
effectively yield identical coefficient estimates. This was previously pointed out by Egger and 
Pfaffermayr. In a similar vein, the main effects are rendered redundant in the full effects 
specification, although their significance suggests their inclusion in the model is supported 
econometrically. 
44
 An excessive number of dummies in a model may aggravate the problem of multi-collinearity 
among the regressors (Baltagi 2003). 
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general declining magnitude and loss of significance of the EU dummy coefficient 
across the FE estimators, the traditional gravity model is consistent with the NTT 
gravity model.  
Are the gravity model results reasonable when estimated by the full FE design or its 
nested versions? An indication of implausible results is suggested by the high GDP 
coefficient magnitudes for the unrestricted FE variants, which are higher than two and 
even exceed three for the triple-indexed model. Similarly, the GDP per capita 
coefficients are exceptionally high for the nested versions of the FE model. The 
summary statistics for the data may be helpful in explaining these high coefficient 
magnitudes.  
Table 3.6 presents the summary statistics for the main gravity model variables in 
logarithmic form, as specified in equations (3.1) and (3.8). For the time-invariant 
variables (distance, adjacency and language), the overall standard deviation is fully 
accounted for by the between standard deviation, that is, the variation between the 
cross-sectional units. The within standard deviation, or the time variation within these 
explanatory variables, is zero. As shown in equation (2.27), the upshot of using the FE 
estimator (or the within estimator) is that the time-invariant variables are, in effect, 
subsumed into the country-pair effects and cannot be directly estimated. Although 
Cheng and Wall (2005) view this as an advantage because bilateral trade determinants 
that are difficult to observe or quantity need not be estimated, this poses a problem 
when the time-invariant variables are parameters of interest. In this case, the FE 
estimator cannot be used because the explanatory variable is constant over time 
(Wooldridge 2002). 
Looking at the panel structure variation for the traditional time-varying gravity model 
variables, the within standard deviation is only a fraction of the between standard 
deviation. As the fraction of the within standard deviation is less than one-tenth of the 
between standard deviation for both the exporter GDP and the importer GDP, this 
poses a serious problem for the FE estimator. Neither is the gravity model of NTT 
determinants free of the problem of too little within variation. Indeed, the between 
standard deviation is over fifteen times the within standard deviation for the similarity of 
size index. 
What courses of action are available to justify use of the FE estimator? One possibility 
is to exclude from the model one or more variables with a low within standard  
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Table 3.6  Summary Statistics for the Gravity Model Variables 
Variable    
Panel 
structure 
 Mean  
Standard 
deviation 
 Minimum  Maximum 
   Exports  overall  21.79  1.40  18.31  25.05 
  between    1.39  18.89  24.84 
  within    0.21  20.61  22.64 
Time-invariant and near constant gravity model variables  
   Distance  overall  7.37  0.94  5.15  9.28 
  between    0.95  5.15  9.28 
  within    0.00  7.37  7.37 
   Adjacency  overall  0.15  0.36  0.00  1.00 
  between    0.36  0.00  1.00 
  within    0.00  0.15  0.15 
   Language   overall  0.12  0.33  0.00  1.00 
  between    0.33  0.00  1.00 
  within    0.00  0.12  0.12 
   EU dummy  overall  0.56  0.50  0.00  1.00 
  between    0.44  0.00  1.00 
  within    0.23  –0.19  0.81 
Traditional time-varying gravity model variables 
   Exporter GDP  overall  26.72  0.93  25.21  28.28 
  between    0.93  25.40  28.23 
  within    0.09  26.54  26.91 
   Importer GDP  overall  26.76  1.32  24.65  29.96 
  between    1.31  25.05  29.80 
  within    0.11  26.36  27.16 
   Exporter GDPPC  overall  10.00  0.22  9.35  10.44 
  between    0.21  9.48  10.40 
  within    0.08  9.83  10.16 
   Importer GDPPC  overall  9.94  0.39  9.05  10.55 
  between    0.39  9.20  10.49 
  within    0.10  9.59  10.27 
New trade theory time-varying gravity model variables 
   GDP total  overall  27.70  0.95  25.67  30.13 
  between    0.95  25.93  29.99 
  within    0.09  27.44  27.98 
   GDP similarity  overall  –1.24  0.61  –3.76  –0.69 
  between    0.61  –3.73  –0.69 
  within    0.04  –1.54  –0.94 
   GDPPC  
   difference 
 overall  0.35  0.29  0.00  1.31 
  between    0.28  0.01  1.20 
  within    0.04  0.05  0.67 
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deviation. This could entail dropping importer GDP from the gravity model of traditional 
determinants and excluding the similarity of size index from the gravity model of NTT 
determinants. The traditional and NTT gravity model specifications, however, are taken 
directly from the theoretical literature and so estimation of these specifications can be 
justified. A second possibility would be to expand the sample size in order to gain 
greater time variation within each cross-sectional unit, but the purpose of estimating the 
gravity model is to reflect EU trade patterns over the period 1992 to 2003. More 
sensible would be to choose an alternative estimator. Indeed, Wooldridge suggests 
that the RE estimator is appropriate when such data issues arise. 
Overall, the gravity model of traditional trade determinants provide reasonably 
satisfactory results when estimated by POLS and the RE estimator, but this model 
neglects to take account of the theoretical contribution by Helpman and Krugman 
(1985), namely that increased volumes of trade occur between large countries of 
similar size. As shown in section 3.3.1, the coefficient for the similarity of size index is 
found to be significant implying its inclusion in a gravity model of bilateral trade is 
warranted, consistent with the new trade theory. Furthermore, the GDP and the GDP 
per capita variables were found to exhibit less sensitivity to the choice of the estimator 
when included as joint variables in the gravity model of NTT determinants compared 
with the separate income variables in the gravity model of traditional trade 
determinants. Consequently, the NTT specification of the gravity model forms the 
preferred way to model the determinants of EU–OECD bilateral trade over the 1992-
2003 period. In terms of the estimation strategy, the RE estimator is preferred even 
though the econometric tests support a variant of the FE estimator. This is because the 
panel structure variation for the time-varying gravity model variables did not portray 
sufficient within variation that is necessary for FE estimation. 
3.4 Conclusions  
The success of the gravity model in explaining bilateral trade flows has led to its 
widespread use in the empirical literature of international trade. Although the core 
gravity variables of the standard model deliver most of the explanatory power, a better 
fit of the data has come with augmenting the standard gravity model with relevant 
explanatory variables. Factor endowments are emphasised in the traditional trade 
literature, but whereas the H–O–S theory suggests trade patterns depend on 
differences in factor endowments the Linder hypothesis explains trade in terms of 
similarities in factor endowments. Bilateral trade is also affected by other factors, be 
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they trade-enhancing (shared borders, similar cultures, preferential trading 
agreements) or trade-resisting (transport costs, tariffs, price and exchange rate 
variables). The new trade theory highlights the importance of similarities between 
countries, potentially leading to an even better fit of trade patterns between the 
industrialised countries. Naturally, the theoretical contributions were driven by an 
attempt to assimilate trade theories into the gravity model specification rather than 
necessarily increasing the explanatory power. 
The traditional approach to estimating the gravity model tended to rely on cross-
sectional OLS regressions or pooled data. More recently, panel estimators that allow 
for potentially relevant unobservable variables have been used to generate the gravity 
model coefficient estimates. Although the literature posits that some variant of the FE 
specification forms the correct econometric specification of the gravity model – and this 
is a testable hypothesis – use of the FE variants has not been full embraced in the 
empirical literature. This is because the FE estimator is unable to directly estimate the 
coefficients for the time-invariant variables of the gravity model. 
Using a panel of EU–OECD bilateral export flows over the 1992-2003 period, the 
approach to gravity modelling in this chapter carries three main features. First, 
Helpman‟s (1987) cross-sectional gravity model specification of NTT determinants is 
adapted to a panel setting. Use of the gravity model specification of NTT determinants 
contrasts with most studies which use a gravity model specification of traditional trade 
determinants and hence do not adequately capture the North–North patterns of two-
way trade flows of differentiated goods. Second, an exposition of the econometric 
properties favours the FE model over the RE model hence four variants of the FE 
approach are used to estimate the gravity model (Hummels and Levinsohn 1995; 
Mátyás 1997; Egger and Pfaffermayr 2003; Baltagi, Egger and Pfaffermayr 2003a). For 
a comparison with earlier studies, the POLS estimates are also generated. Third, to 
check the robustness of the gravity model results, a generalised gravity model with 
exchange rate variables (Bergstrand 1985) and the conventional gravity model of 
traditional trade determinants are estimated using the same data set.  
The main results for the estimated gravity model of new trade theory (NTT) 
determinants can be summarised as follows. First, the positive and significant 
coefficient estimates across all estimators support the new trade theorists that 
economic size and similarity of size matters for trade (Helpman and Krugman 1985; 
Helpman 1987). Second, consistent with the more recent empirical literature based on 
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panel estimators (Egger 2002; Baltagi et al. 2003a), Linder‟s hypothesis suggesting 
that a similarity of relative factor endowments will increase trade between the EU–
OECD country-pairs is corroborated across all estimators apart from the full effects 
design, although it is rarely significant. Third, the POLS and the RE estimates for the 
time-invariant variables carry the expected signs; the trade-impeding effect of transport 
costs and the trade-enhancing effect of both the adjacency and common language 
dummy variables are in general significant. Last, all estimators are congruent in 
confirming the positive effect of EU regional integration, but its coefficient becomes 
insignificant as an increasing degree of country and time heterogeneity is admitted into 
the model.  
In terms of the robustness checks on the NTT gravity model results, the generalised 
gravity model with exchange rate variables indicate a possible role for real exchange 
rate effects on trade. Nevertheless, the ambiguous and sometimes implausible 
exchange rate coefficient signs across the estimators suggest their elimination is 
feasible, hence the parsimonious gravity model of NTT determinants is better suited to 
modelling bilateral trade patterns between the EU–OECD countries. 
Estimation of the gravity model of traditional trade determinants using the same data 
set indicates reasonable results when estimated by POLS, the RE estimator and the 
full effects FE estimator, although the latter suffers from the problem of multi-
collinearity. Even though the full effects design guards against inconsistent estimation 
and is supported by the econometric tests, unusually high GDP coefficient magnitudes 
for the restricted FE variants prompted a check on the panel structure variation of the 
gravity model variables.  
As the summary statistics showed limited within variation for the time-varying gravity 
model variables – for both the gravity model of NTT determinants and the gravity model 
of traditional trade determinants – the suitability of the FE estimator is called into 
question. Linked to this is the issue that the FE estimator cannot directly obtain 
coefficients for the time-invariant gravity variables owing to a lack of within variation. At 
any rate, the relative stability of the NTT gravity model coefficient estimates across the 
panel estimators indicate a relatively unimportant effect of unobservable variables, 
implying the FE estimator is not appropriate. Consequently, the RE estimator, which 
allows estimation of the time-invariant variables, becomes the preferred estimation 
strategy to estimate the gravity model of NTT determinants between the EU–OECD 
countries over the 1992-2003 period.   
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Chapter 4 An Out-of-Sample Approach to Projecting East–West Trade 
Patterns 
4.1 Introduction  
A renewed interest in the gravity equation occurred in the early 1990s. The disbanding 
of the Council for Mutual Economic Assistance (CMEA) – rendered obsolete by 
democracy, current account convertibility and trade liberalisation – raised the issue of 
where and to what extent trade among its member countries might be re-directed. More 
particularly, in anticipation of a re-orientation of central and eastern European (CEE) 
trade towards Western Europe, an attempt was made to quantify the level of trade 
volumes likely to prevail in an East–West direction after full economic liberalisation. 
Focusing mainly on five of the six original CMEA members and more generally the 
CEE countries, a number of studies sought to estimate the volume of bilateral trade 
flows using the gravity model (Biessen 1991; Wang and Winters 1991; Hamilton and 
Winters 1992; Baldwin 1994).  
The trade-diverting effects of the CMEA system – resulting in the post-war economic 
isolation of its members from the rest of the world – would jeopardise the credibility of 
trade measures based on simple extrapolations from historical data. Furthermore, data 
limitations concerning trade flows were rife during the CMEA period. Under the CMEA 
system intra-CEE trade was conducted in transferable rubles. While this book-keeping 
unit of account facilitated trade between the COMECON trading partners, it was not 
convertible into the hard currencies, implying that the real value of a country‟s 
transferable ruble balance was indeterminate. This means that data adjustments would 
be necessary if pre-1991 data were to be used.45 
Instead of using historical CMEA data, the gravity equation of trade could be estimated 
for a reference sample of countries and its parameters used to project the expected 
trade flows between the CEE countries and Western Europe. In the absence of any 
other influences, normal or potential trade relations can be represented by the level of 
trade predicted by the economic size of countries and the distance between them. In 
other words, the standard gravity model, expressing trade as a function of core 
determinants, provides a reasonably neutral basis as to what levels of trade should be. 
                                                
45
 Biessen, for example, estimates an openness equation (proxied by the ratio of exports to 
GDP) using 1980 data, which are adjusted to account for a series of mis-valuations. 
Chapter 4  An Out-of-Sample Approach to Projecting East–West Trade Patterns 
  77 
The levels of trade arising from non-standard trade relations – including the trade 
effects of RTAs – can also be calculated. The trade flows predicted by the model can 
then be compared with actual trade flows by way of indicating the likelihood of further 
trade integration.  
In finding potential to actual trade ratios far in excess of unity, most early studies 
concluded in favour of a large expansion of future CEE–EU trade. Early trade 
projections obtained from cross-sectional coefficient estimates, however, may not have 
been robust, thereby incurring poor prediction performance. In addition, data limitations 
limit the credibility of the in-sample approach to calculating trade volumes when the 
countries of interest include the CMEA countries.  
Consequently, a two-stage out-of-sample approach is adopted to predict East–West 
trade patterns. The out-of-sample approach is adopted on the assumption that a broad 
set of thirty-two countries, which have strong links with Western Europe, complete their 
transition to market economies and become as fully integrated into world markets as 
the EU countries. The first stage entails estimating trade as a function of a number of 
determinants among a reference group of countries that best represent natural trade 
relations. With the break-down of the CMEA system a new era of trade expansion with 
Western countries was ushered in, culminating in the West European countries 
becoming the CEE countries‟ main trading partners. As the formerly planned 
economies aspire to normal trade relations embodied in EU trade patterns, the gravity 
model of NTT determinants, estimated in section 3.3.1 for a panel of EU–OECD 
bilateral export flows over the 1992-2003 period, can be used as part of the first stage. 
The second stage involves calculating East–West potential trade volumes by 
combining the out-of-sample gravity model parameter estimates with forecast data for a 
broad set of thirty-two countries that have close links with Western Europe. This 
extends the current literature which typically calculates potential trade volumes for a 
smaller sample of countries using past data. More informative as to the degree of 
East–West trade integration are the potential to actual trade ratios, given in section 
4.3.2. Section 4.4 concludes.  
4.2 A Gravity Model Approach to Predicting Potential Trade Volumes 
Two broad-based gravity approaches to calculating potential trade volumes have been 
undertaken in the literature. For the in-sample projection approach, the gravity model 
coefficients that explain the observed trade flows for a chosen sample of countries are 
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used to obtain the potential trade flows between the pairs of countries within the 
sample. This approach is used mainly because it allows the effects of bilateral trade 
relations, be they impediments or stimulants, to be directly estimated. Biessen (1991) 
estimates a gravity model using data for the then European Economic Community 
(EEC) countries, the European Free Trade Association (EFTA) countries and the 
CMEA countries. In finding negative and highly significant coefficient estimates for both 
the East–West and the West–East dummy variables, Biessen concludes that the 
distorting effects of central planning and western restrictions had reduced bilateral 
trade flows between the CEE countries and Western Europe.  
Of course the trade volume projections are conditional on the data used. The out-of-
sample projection approach acknowledges that the inward-oriented policies adopted by 
the former communist countries under the CMEA system restricted multilateral trade to 
a level less than was otherwise natural.46 Using this approach, Wang and Winters 
(1991) gauge the potential for East–West trade expansion based on a gravity model 
estimated for seventy-six market economies, averaged over the 1984-1986 period. 
In assuming that the level of CEE trade integration is similar to the average West 
European nation, an out-of-sample approach is also used by Baldwin (1994). 
Specifically, a gravity equation of exports from the EU and the EFTA countries to the 
OECD countries is estimated over the period 1979 to 1988; next, the actual values of 
the model variables for 1989 are inserted into the gravity equation to predict the CEE 
export patterns to Western Europe; and then the predicted export flows are compared 
with the actual 1989 trade flows to infer the degree of East–West trade integration. 
Opposing results to that of Biessen are found. More particularly, East–West trade 
projections are found to be a multiple (almost fivefold) of actual 1989 levels, indicating 
the importance of West European markets for these countries‟ potential export growth. 
The predicted trade growth, however, was found not to be uniform across all CEE 
countries as the trade ratios ranged from 1.2 for Romania to 5.2 for Bulgaria. As values 
closer to unity imply that actual trade levels do not deviate substantially from the 
                                                
46
 The trade-distorting effects of central planning and war form the main reasons why Collins 
and Rodrik (1991) rely on 1928 data to estimate the CEE countries‟ trade shares. In arguing 
that the 1928 data reflect normal market economies that exhibit normal trade patterns, these 
authors examine how the trade shares for six western comparator nations with thirty-three 
partner countries changed, on average, between 1928 and 1989. They then proceed to forecast 
the CEE countries‟ post-transition trade shares by assuming that the CEE trade shares follow a 
similar path as the comparator countries. 
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normal trade relations predicted by the model, the former value suggests there are few 
opportunities for further trade integration between Romania and Western Europe.   
With respect to intra-CEE trade, Baldwin (1994) finds ratios of less than unity, 
suggesting that Hungary, Poland and Romania had already exceeded the predicted 
levels of trade with one another by 1989, meaning a high degree of bilateral trade 
openness had existed within this region. These trade ratios were even lower for the 
CEE countries as a share of the summed trade values of the CEE countries and the 
former Soviet Union, confirming the trade-diverting effects of the CMEA trading system.  
Gros and Gonciarz (1996) note that Baldwin, in common with other early studies, did 
not account for the rapid opening of the formerly planned economies and the 
accompanying re-orientation of trade towards the Western nations, especially Europe. 
A relatively high degree of openness, comparable with Western European countries of 
similar sized population, is confirmed for a select number of CEE countries as early as 
1994, implying that these countries' actual trade patterns are not unlike those of the 
Western market economies and thereby have little opportunity for further growth in 
bilateral trade.47 
In noting that national income, as measured by GDP, is a fundamental variable in the 
gravity model that explains the observed bilateral trade flows, a valid concern by Gros 
and Gonciarz relates to the general unreliability of GDP data under the CMEA system. 
Specifically, they examine whether the pre-reform GDP data has any bearing on the 
East–West trade projections obtained by Baldwin. They first update the base year of 
the model to 1992 and in combining the gravity model parameters from Baldwin with 
the actual 1992 data, they then compare the medium-term projected trade flows based 
on 1992 data with the 1989 trade projections for the three most advanced CEE 
economies (CEE-3). They find that the original trade predictions suggesting a large 
expansion of CEE trade were in fact conditional on overvalued 1989 income data. 
These large trade projections were wiped out when the downwardly-revised 1992 data 
were used, indicating little remaining potential for trade growth between the CEE 
                                                
47
 Gros and Gonciarz point out that once the CEE countries began to trade competitively in 
convertible currencies, these countries‟ trading regimes soon shared the main features of their 
European counterparts: state monopolies were abolished allowing private activity in the foreign 
trade sector to flourish, licensing and quotas were largely removed and tariffs and the exchange 
rate became the primary instruments of trade policy. 
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countries and the Western countries. In short, the findings by Gros and Gonciarz that 
potential trade expansion was already exhausted by 1992 serve to highlight the 
possible dangers in deriving conclusions from pre-reform data. 
East–West trade predictions that are predicated on pre-reform data are not likely to be 
indicative of prospective trade integration. East–West trade predictions post-1991 may 
be little better. Among other factors, Nilsson (2000) observes considerable changes in 
the economic size of the candidate countries after they commenced the process of 
transition and reform. This calls into question the conclusions obtained by Gros and 
Gonciarz. In other words, trade projections based on 1992 data may still be too early to 
adequately capture the changing trade structures of the CEE countries as the transition 
process got underway.  
In a similar vein, Bussière et al. (2005) suggest that transition-related factors, which 
may be unobservable and therefore are difficult to measure,48 may have introduced a 
wedge between the actual and the predicted values of trade during the early stages of 
the transition process. A divergence between the actual and the predicted values of 
trade means that the estimates might be distorted if the predicted values are simply 
extracted from the gravity model equation. Hence, normal trade patterns may not be 
adequately represented by fitting a gravity model to East–East and East–West trade 
flows, especially if the data relate to the early 1990s. This is because the in-sample 
approach does not fully capture the fact that the CEE countries‟ centralised and highly 
administrative trading regimes were subsequently replaced with market systems. 
For similar reasons, the conclusions of earlier studies concerning the effects of regional 
trade integration between the EU countries and the CEE countries are also 
controversial. This is because the significance of a trade dummy variable can only be 
interpreted in terms of the reference group of countries in the gravity model. In the out-
of-sample approach, a positive and significant coefficient for the dummy variable 
implies above-normal trade levels are due to the preferential trade arrangement. In the 
in-sample approach, a similar effect will only mean that trade flows are greater than the 
                                                
48
 The listed unobservables pertinent to the transition process include the development of 
financial institutions, the building of transport facilities, as well as the required amount of time it 
takes for businesses to establish new contacts and to acquire new skills. This process may 
have lasted over an extended period of time for some countries, thereby preventing them from 
reaching their potential trade levels. 
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average level of the combined East–West and East–East trade flows. In summary, the 
average of East–West and East–East trade based on pre-reform or pre- transition data 
may not actually represent normal trade relations.  
In choosing between the in-sample and the out-of-sample approaches post-1991, of 
noteworthy importance is the changing trade structure of the CEE countries during the 
transition process. More recent studies which account for the transformation process 
undergone by the CEE countries (and are superior in quality to studies based on pre-
reform data) are less liable to suffer from the pitfalls of the earlier studies that used the 
in-sample approach. Yet, it is still far preferable to use an out-of-sample approach, 
which guards against data limitations and reflects normal trade levels. Inherently, the 
out-of-sample approach assumes that the CEE countries‟ projected trade patterns after 
external liberalisation fit a model of how a normal country‟s geographic trade patterns 
are related to various characteristics.  
The careful selection of the reference countries coupled with an appropriate base year 
may not be enough to generate reliable point estimates of the gravity model. Breuss 
and Egger (1999) dispute the statistical meaningfulness of absolute trade potential 
flows derived from cross-section data. Using three different specifications, they find 
actual exports have already surpassed potential exports, indicating no structural 
mismatch of trade relations in an East–West direction when compared with a typical 
OECD country-pair. These results, consistent with the more recent literature, reflect 
neither a poor choice of sample countries nor a dependency on an inappropriate base 
year. In fact, these authors use the out-of-sample approach in which they hold that 
intra-OECD trade mirrors a steady-state for which East–West as well as East–East 
trade relations should approach in the medium term. Additionally, in order to minimise 
the arbitrariness of selecting a base year, their estimates are derived from data 
averages over the period 1990-1994.  
Yet, Breuss and Egger attach little statistical worth to their conclusions regarding 
potential East–West trade volumes. The reason has to do with the prediction 
performance of cross-section gravity equations in which they find large confidence 
intervals – more than 350 per cent – around the predicted values. Given that the gravity 
equation is usually estimated in logarithmic form, the width of these intervals means 
that the exponent of the interval limits incurs huge uncertainty around the trade values, 
thereby invalidating any predictions concerning the absolute trade values derived from 
cross-section gravity equations. In short, while the cross-sectional gravity model has 
Chapter 4  An Out-of-Sample Approach to Projecting East–West Trade Patterns 
  82 
strong predictive power in explaining trade patterns between countries, predicting 
potential trade volumes from a cross-sectional gravity equation is problematic. 
In reaction to the questionable reliability of the gravity model‟s point estimates 
generated from pre-transformation data, Jakab, Kovács and Oszlay (2001) instead 
focus on the gravity model dynamics. First, a gravity model using a panel of 53 
countries over the 1990–1997 period is estimated to assess the trade performance for 
the Czech Republic, Hungary and Poland (CEE-3). Next, describing their approach as 
a panel error correction model (PECM) the change in actual trade values is regressed 
on the difference between actual and potential data in the previous period. The 
average speed of convergence – expressing the average growth rate of potential trade 
as a ratio of the average growth rate of actual trade over the sample period – is used to 
examine whether CEE-3 trade converges on the estimated relation, which is assumed 
to be the equilibrium relation. In this way, they posit convergence if the growth rate of 
potential trade is less than the growth rate of actual trade and divergence if the 
opposite holds true. They recognise, however, that in the event of potential trade 
values exceeding actual trade values, a true measure of convergence would yield a 
negatively signed coefficient. In general, gravity modelling has little to say about 
adjustment towards equilibrium trade levels mainly because the econometrics of the 
panel version of the ECM is not well developed.  
In general, the questionable reliability of the gravity model‟s point estimates in 
predicting trade flows is a feature of the earlier studies for two reasons. First, as 
already noted, the use of pre-reform or pre-transformation data may not have fully 
captured normal trade relations. Second, the pervasive use of cross-sectional 
regressions – usually for a single year, but occasionally averaged over time to reduce 
cyclical or temporary shock effects – did not allow for intertemporal variation. Since 
then, improvements in the econometric specification of the gravity model have been 
crucial to reducing the standard errors of the model‟s coefficients. In particular, insights 
into the choice of an appropriate estimator have served to reduce bias of the coefficient 
estimates as well as the ensuing bias of potential trade flows. In other words, the multi-
dimensional aspects of panel data, which allow for variation across units as well as 
over time, have greatly enhanced the reliability of the gravity model‟s coefficient 
estimates. Consequently, important statistical benefits accrue if the gravity model point 
estimates are generated from a panel data set rather than a cross-sectional regression. 
To this end, the gravity model point estimates for a panel of EU–OECD countries over 
the period 1992-2003 have already been generated in Chapter 3. The gravity model 
Chapter 4  An Out-of-Sample Approach to Projecting East–West Trade Patterns 
  83 
coefficient estimates can then be used to calculate bilateral trade volume ratios in an 
East–West direction as part of the second stage of the out-of-sample approach to 
predicting trade patterns.      
4.3 The Degree of East–West Trade Integration Calculated 
No surprise that the literature on the out-of-sample trade projections increasingly avails 
of the statistical benefits of panel methods to generate the coefficient estimates of the 
gravity model. Moreover, a panel data set allows the study of trade patterns over the 
CEE countries‟ entire transition phase from communism towards market-based 
regimes after the break-down of the CMEA system and before the „big bang‟ accession 
of countries into the EU in 2004. Consequently, the chosen sample period for the panel 
data set spans 1992 to 2003.  
The adopted two-stage out-of-sample gravity approach to projecting East–West trade 
integration is similar in principle to that used by Baldwin (1994), but with some 
variations to the sample period, the sample of countries and the gravity model 
specification. First, the sample period spanning the transition process of the CEE 
countries updates the 1979-1988 sample period used by Baldwin. Papazoglou et al. 
(2006) also use the 1992-2003 time-frame to estimate the gravity model as a precursor 
to forecasting the potential trade effects of EU enlargement for each of the transition 
economies. 
Second, the reference group of countries comprising twelve EU countries‟ exports to 
twenty OECD countries is similar in size, albeit smaller, to the group of seventeen 
exporting countries (the EU and the EFTA countries) to twenty OECD trading partner 
countries used by Baldwin to represent trade flows for the average West European 
nation.49 The choice of countries, as given in 3.2.2, conforms to the literature on out-of-
sample trade projections, which tends to use the industrialised countries as the 
reference sample in the gravity model owing to their relatively high degree of economic 
integration into world markets, including their predominant share in global trade.50 
                                                
49
 In essence, the two groups of exporting countries differ by a number of relatively small 
countries: the group of seventeen reporting countries used by Baldwin (1994) reduces to the 
EU-12 when three peripheral EU countries (Greece, Ireland and Portugal) and two EFTA 
countries (Iceland and Norway) are dropped. Note, Switzerland is retained in the sample 
because of its relative importance in EU trade patterns.  
50
 The OECD countries account for about 75 per cent of global exports. 
Chapter 4  An Out-of-Sample Approach to Projecting East–West Trade Patterns 
  84 
Given the interest in the transition economies‟ potential trade levels, many studies 
focus on bilateral trade relations with Western Europe; the earlier studies in anticipation 
of a westwards re-orientation in trade and later studies because the Euro Area 
represents the dominant trading partner of these countries. 
Third, there is an overlap in the out-of-sample approach to calculating potential trade 
volumes in so far as a parsimonious specification of the gravity model is used. 
Although Baldwin acknowledges that relative prices of traded goods should enter the 
estimated equation, the gravity equation fits the data quite well without relative prices. 
Furthermore, as relative prices tend to vary in the short-run only, they are modelled as 
white noise in the error term. Among other factors, the exchange rate is a determinant 
of relative prices. According to Baldwin, a gravity model without relative prices offers a 
reasonable basis for projecting East–West trade patterns. This line of reasoning 
provides an additional rationale for choosing the baseline gravity model, estimated in 
section 3.3.1 without relative prices, over the general gravity model, estimated in 
section 3.3.2 with exchange rate variables.  
Fourth, a distinguishing feature of the first stage is the estimation of the new trade 
theory (NTT) gravity model for a panel of EU–OECD countries in contrast to Baldwin‟s 
gravity model of traditional trade determinants consisting of GDP, per capita GDP, 
distance and two dummy variables denoting adjacency and regional integration. The 
former gravity model specification, estimated in section 3.3.1, was justified on the 
ground that the coefficient for the similarity of size index was found to be significant 
implying its inclusion in a gravity model of bilateral trade is warranted, consistent with 
the theoretical contributions of Helpman and Krugman (1985). So far, only a limited 
number of studies have used the NTT gravity model in the context of predicting East–
West patterns of trade.51 
Finally, a similar estimation strategy is shared in the first stage of the two-stage out-of-
sample approach to calculating trade potential; Baldwin also generates the gravity 
                                                
51
 Two notable exceptions calculate East–West trade volumes from a gravity model of NTT 
determinants. Breuss and Egger (1999) use both the traditional and the NTT gravity model 
specifications to demonstrate the unreliability of potential trade calculations from a cross-
sectional gravity equation, but they do not use panel methods. Panel methods are used by 
Egger (2002) to estimate the NTT gravity model, but the data set of intra-OECD countries‟ 
exports over the 1986-1997 period include pre-reform data for ten CEE countries, hence the 
gravity coefficients may not be representative of normal trade relations. 
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model coefficients using the RE estimator. For clarity, the gravity model specification is 
re-stated:  
t
ij
t
ij
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ij
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ij DGDPPCSGDPTGDPEXP 321    
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(4.1) 
where the out-of-sample trade projections are generated from equation (4.1) using the 
RE estimator. Although section 3.3.1 presented the gravity model results using three 
panel methods, namely POLS, random effects (RE) and a variety of fixed effects (FE) 
specifications, the latter are inherently unsuitable to the purposes of calculating 
potential trade volumes, hence the specific effects are excluded from equation (4.1).  
The over-riding reason against using the FE variants to generate the out-of-sample 
projections relates to the time-invariant variables. Without being able to directly obtain 
the coefficient estimates for all core gravity model variables – distance, in particular – 
the parameters of interest are not separately estimated from the cross-sectional fixed 
effects. Along these lines, Deardorff (1998) argues that the measure of distance should 
not go to zero for adjacent countries, otherwise empirical work yields infinite trade 
between two countries. 
One way around this problem would involve estimating the time-invariant variables 
from a two-stage regression. Formally known as the fixed effects vector decomposition 
(FEVD) approach proposed by Plümper and Troeger (2007), this estimator yields 
identical coefficient estimates if the first stage regression is estimated using the 
standard FE estimator and the second stage is an OLS regression of the country-pair 
effects (estimated from the first stage) on the time-invariant variables. This is not 
enough, however, if the estimated time-varying coefficients do not conform to 
theoretical priors. In particular, implausibly high GDP coefficients generated from 
several FE variants will tend to skew the associated potential trade calculations 
upwards. At any rate, the panel structure variation for the time-varying gravity model 
variables indicated an insufficient degree of within variation that is necessary for FE 
estimation.  
Estimation of the time-invariant variables is possible using POLS and the RE estimator, 
thus making these panel methods suitable to this application of the gravity model. 
Accordingly, the potential trade calculations associated with equation (4.1) include the 
effects of three time-invariant variables, namely distance, adjacency and language. 
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Narrowing the choice between POLS and the RE estimator: while the former provides 
benchmark results, more credence is given to the latter because it produces more 
efficient results. 
All in all, the first stage of the out-of-sample projection approach to calculating East–
West trade integration is not unlike that used by Baldwin (1994), the main difference 
relating to the gravity model specification used for the trade volume projections. As 
Baldwin‟s gravity model is closest to the gravity model specification estimated in 
section 3.3.3, it is interesting to note that the different sample period and the smaller 
sample of countries have no serious consequences in terms of the results. More 
specifically, the coefficients for the core gravity variables – income and distance – are 
similar in size and significance, although there is a slight divergence in the results for 
the remaining model coefficients.   
Having estimated the gravity equation in section 3.3.1, the second stage of the two-
stage out-of-sample approach involves calculating trade volumes by taking the model 
variable coefficients and inserting their corresponding values into the estimated 
equation. Basically, this means inserting values for GDP, per capita income, bilateral 
distance and so on into the equation and transforming the logarithmic model back into 
levels variables.52, 53 These calculations, in essence, project trade volumes in the short- 
to medium-run. The simulated export flows are frequently compared with actual trade 
flows in order to assess the potential for future expansion or depletion of trade links 
between a pair of countries. A value in excess of unity suggests remaining potential for 
trade expansion. In this way, the potential to actual trade ratios are informative as to 
the degree of trade integration in an East–West direction. 
Some variation in the time frame and the sample of countries is also discernible in the 
second stage of the out-of-sample approach to projecting East–West trade integration. 
In the second stage, Baldwin (1994) compares the potential bilateral trade flows with 
                                                
52
 As an example, the potential trade volume between the Czech Republic and Austria was 
calculated in EXCEL according to the following formula: = EXP($D$11 + $D$3*LN(F22) + 
$D$4*LN(F148) + $D$5*LN(F190) + $D$7*LN(F358) + $D$8*F400 + $D$9*F442 + 
$D$10*F484), where the „$D$X‟ cells contain the estimated gravity model parameters (for 
example, the $D$3 cell is the estimated coefficient for total GDP) and the „F‟ cells contain the 
corresponding values for 2008 (for example, the F22 cell is the 2008 GDP value summed for 
both countries).  
53
 Distinct effects can also be quantified by comparing the trade volumes predicted by a 
baseline gravity model and a model augmented with policy variables.  
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the actual bilateral trade flows using 1989 data. As an alternative to using actual flow 
data (or past information) normal trade volumes can instead be forecasted if the 
inserted variables are forward-looking. In other words, the gravity model coefficients 
can also be used for forecasting purposes.  
The World Economic Outlook (WEO) database, IMF, provides actual data and IMF staff 
estimates for GDP and per capita GDP, among other macroeconomic series.54 
Although the predictive ability of the gravity model declines as the year of the inserted 
values increasingly departs from the historical average,55 inserting the 2008 GDP and 
GDP per head data (in current US dollars) from the WEO, IMF, along with bilateral 
distance and the zero-one dummy variables into the estimated gravity equation should 
yield a reasonably good forecast of trade volumes for 2008. Note that in order to make 
the cross-sectional information compatible with the constant data in the panel data set, 
the 2008 data are deflated by the US GDP deflator (2000 = 100) obtained from the 
same source.56 The potential trade flows are then expressed as a ratio of actual 2003 
trade flow data (in US dollars) sourced from the DOTS, IMF, and deflated by US 
producer prices (2000 = 100), sourced from the IFS, IMF. 
A number of caveats apply to these forecasted values. First, forecasts are conditional 
on the inserted values taken at a certain time (2008). Second, adapting the potential 
trade volumes to future years may not only depend on all countries‟ GDP values at 
2008 but also on the estimated parameters of the model, which may be subject to 
change depending on the estimator used.  
In assuming that the level of CEE trade integration is similar to the average West 
European nation, Baldwin (1994) calculates East–West trade projections for sixteen 
countries comprising twelve CEE countries and four former Soviet republics. The 
sample of countries in the second stage is doubled on the assumption that a broad set 
of thirty-two countries – which have strong links with Western Europe – complete their 
transition to market economies and become as integrated as any EU–OECD country 
                                                
54
 World Economic Outlook (WEO) Database for April 2007, available at: http://www.imf.org.  
55
 This is because the width of the confidence intervals is smallest when the inserted values are 
equal to the historical average but widens sharply – and thereby increases the prediction error 
of the regression – as the inserted values increasingly deviate from the sample mean (Gujarati 
1999).  
56
 Producer prices are not available for this database.  
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pair. The next provides more details on the selected group of countries in the second 
stage.  
4.3.1 The EU Accession and Associated Countries  
The selected group of thirty-two countries includes the accession countries involved in 
the process of EU enlargement – either past or future – as well as the associated 
countries, which benefit from a privileged relationship with the EU under the European 
Neighbourhood Policy (ENP).57,58 The ENP, developed in 2004, is distinct from the 
process of enlargement and instead focuses on strengthening deeper political and 
economic co-operation with EU neighbouring countries, whether connected by land or 
by sea.  
Specifically, the countries involved in EU enlargement consist of the ten new member 
states, segregated by their timing of EU entry59 the candidate countries which are 
engaged in entry negotiations60 and potential candidate countries in the Western 
Balkans.61 The ENP countries are sub-divided according to geography: the Eastern 
ENP countries,62 countries belonging to the Caucasus63 and countries formerly known 
as the Euro–Mediterranean partners under the MEDA II system.64 All in all, the 
countries of interest are classified into seven different groups.  
Before embarking on the calculations of potential trade between the EU and the thirty-
two countries which have strong links with Western Europe, it is interesting to assess 
how „strong‟ these trade links are. Using DOTS data from the IMF, Figure 4.1 to Figure 
4.7 plots each country‟s share of world trade (exports plus imports) with the Euro Area.  
                                                
57
 The associated countries, also referred to as the EU partner countries, are so-called because 
of their Association Agreements or Partnership and Co-operation Agreements with the EU.  
58
 The term transition economies has been used generically to denote the countries that joined 
the European Union in 2004 and in 2007, also referred to as the new member states (NMS), as 
well as the accession countries that have entered or seek to enter into accession negotiations. 
59
 Excluding Cyprus and Malta, the 2004 eight new member states are: the Czech Republic, 
Estonia, Hungary, Latvia, Lithuania, Poland, Slovakia and Slovenia; the two newer members 
are Bulgaria and Romania.  
60
 Croatia and Turkey. The EU has accepted an application for membership by the former 
Yugoslav Republic (FYR) of Macedonia in March 2004, although entry negotiations have not yet 
begun.  
61
 Albania, Bosnia and Herzegovina, Serbia. 
62
 Belarus, Moldova, Russia, Ukraine. 
63
 Armenia, Azerbaijan, Georgia. 
64
 Algeria, Egypt, Israel, Jordan, Lebanon, Libya, Morocco, Syria, Tunisia. 
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From Figure 4.1, it can be observed that by 1993, countries belonging to the Euro Area 
had already become important trading partners for the group of eight new member 
states, implying an almost immediate release of economic ties from the former Soviet 
Union. According to the data, Latvia was initially the slowest to open up its trade links 
to Western Europe, but doubled its trade shares over the 1993-2003 period from 18 to 
36 per cent. Slovakia experienced a similarly dramatic increase in its share of trade 
with the Euro Area, rising from just over a quarter of total trade in 1993 to 55 per cent in 
2003 by which time it joins the ranks of the top-four countries, namely the Czech 
Republic, Hungary, Poland and Slovenia. The trade shares for these four countries, 
veering around 60 per cent, remain relatively stable throughout the period. Estonia‟s 
trade shares with the Euro Area of around 40 per cent is maintained throughout the 
period while Lithuania is the only country of the group to experience a declining share 
of trade with the Euro Area. The two newer member countries record an equally 
impressive re-orientation of trade shares towards the Euro Area (Figure 4.2). At almost 
40 per cent a piece in 1993, the trade shares of Bulgaria and Romania with the Euro 
Area depict a steady, parallel trend since 1995, but with the latter maintaining a ten per 
cent lead over the former.  
Without historical membership of COMECON, the candidate countries have been more 
open to the West European countries. Croatia, in particular, has traded a lot with the 
Euro Area – over 68 per cent of its total trade in 1993 (Figure 4.3), although declining 
somewhat to less than 60 per cent by 2003. Macedonia and Turkey share similar 
proportions of trade with the countries belonging to the Euro Area. Curiously, only a 
barely discernible increase in the trade shares occurs in the wake of Turkey‟s customs 
union with the EU coming into force on January 1st 1996.  
The potential candidate countries‟ trade proportions with the Euro Area follow diverse 
patterns over the period, but broadly converge by 2003, as shown in Figure 4.4. 
Albania‟s high trade shares with the Euro Area seemingly contradict its official 
membership of COMECON; however, it had not participated in COMECON activities 
since the early 1960s. The dip in its trade share after the mid-1990s likely reflects 
political tensions.  
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Figure 4.1 Trade Shares with the Euro Area: Eight New Member States 
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Figure 4.2 Trade Shares with the Euro Area: Two Newer Member States 
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Figure 4.3 Trade Shares with the Euro Area: Candidate Countries 
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Figure 4.4 Trade Shares with the Euro Area: Potential Candidate Countries 
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Figure 4.5 Trade Shares with the Euro Area: ENP Eastern Countries 
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Figure 4.6 Trade Shares with the Euro Area: ENP Caucasus 
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Figure 4.7 Trade Shares with the Euro Area: ENP Mediterranean Countries 
The ENP Eastern countries, sharing strong links with Russia, are traditionally more 
closed to Western Europe. The exception among this group of countries is Russia; 
Europe‟s dependence on oil necessarily makes Russia an important trading partner 
(Figure 4.5). Remoteness contributes to the initial low trade shares between the Euro 
Area and the ENP Caucasus (Figure 4.6). Of this group of countries, Azerbaijan has 
made substantial inroads westwards – its trade share with the Euro Area exceeds 40 
per cent by 2003. 
Finally, Figure 4.7 shows the trade shares for the ENP Mediterranean countries with 
the Euro Area. Clearly, Western Europe opened its markets to this group of countries 
before the Euro–Mediterranean partnership process of signing Association Agreements 
got underway at Barcelona in 1995. A rather mixed degree of trade integration with the 
Euro Area is represented by this group of countries. At the higher end of the scale, the 
trade shares of Algeria, Morocco and Tunisia never drop below 55 per cent and are as 
high as three-quarters of total trade for Libya in the year 2000. At the lower end of the 
scale, not much more than a fifth of Jordan‟s total trade is with the Euro Area.  
Would the thirty-two countries have traded more with the West European countries had 
normal economic relations prevailed? Is it feasible to analyse all thirty-two countries 
using the same out-of-sample modelling strategy? Although not all countries share a 
history of depressed trade with Western Europe because of affiliated links with the 
former Soviet Union, the seven groups of countries have in common an internationally 
closed and economically isolated past, but which more recently are undergoing 
transition towards market-based economies. 
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4.3.2 The EU-32 Trade Ratio Projections  
The potential to actual trade ratios, presented in Table 4.1, are generated from the RE 
coefficient estimates for the gravity model of NTT determinants, as shown in Table 3.2. 
The projected trade volumes, expressed as a ratio of actual 2003 data, are shown for 
each pair of countries.65 Summary information is also given, calculated as a simple 
average of the bilateral trade ratios for the thirty-two countries of interest vis-à-vis the 
EU-12 countries (as listed in section 3.2.2) and vis-à-vis the OECD countries, which 
additionally includes Japan, Korea and the United States in the calculations. 
Regarding the trade ratios for the eight new member states (NMS), the predictions of 
the gravity model of NTT determinants suggest trade expansion looks set to continue 
absent any unforeseen shocks to the global trading system. For most country-pairs, 
sizeable increments in trade are indicated, involving multiples of actual 2003 levels. 
Substantial trade growth is also in evidence, especially for the Baltic countries. The 
high projected trade ratios are consistent with early studies, which concluded in favour 
of large potential trade increases in an East–West direction (Wang and Winters 1991; 
Hamilton and Winters 1992; Baldwin 1994). 
A minority of country-pair trade ratios suggest some of the accession countries are on 
the brink of achieving potential trade. For example, the near unity values suggest trade 
between Hungary vis-à-vis Belgium and the Netherlands is nearly expended as is trade 
between Estonia and its neighbouring countries, Finland and Sweden. Indeed, a 
sprinkling of less than unity values suggest trade between Hungary and Slovakia vis-à-
vis Germany is already exhausted. 
From the perspective of the EU countries, there tends to be a clear geographical 
divide. Together with Belgium and the Netherlands – two of the most open countries 
among the EU-12 – Germany and Italy tend to exhibit relatively low trade potential, 
most likely reflecting already well-established trade links with the new member states. 
Indeed, practically all eight NMS espouse values close to one vis-à-vis Germany. On 
the other hand, the group of countries comprising Austria, France, Spain, Switzerland 
and the UK tend to indicate higher trade ratios, implying plenty of scope for more trade 
integration. The trade ratios are rather mixed for the Nordic countries (Denmark, 
                                                
65
 See the Appendix for the country listing corresponding to the three-letter international country 
codes.  
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Finland and Sweden); whereas the relatively low trade ratios vis-à-vis the Baltic 
countries suggests a key role of proximity, the benefits of close trading links seems to 
lose their appeal further south.   
Taking an overall view of the eight NMS, the summary ratios suggest that Slovakia, 
Latvia and Poland, in that order, are in best position to benefit from the gains of 
increased trade vis-à-vis the EU countries. At the other end of the spectrum, Hungary‟s 
position of compromised trade growth is likely reflects its early programme of 
liberalisation. Ranging from 1.28 (Hungary) to 3.18 (Slovakia), the predicted trade 
ratios between the eight NMS and the EU-12 are within the range obtained by Baldwin 
(1994). The summary ratios vis-à-vis the OECD countries carry similar rankings. 
In terms of the two newer member countries, potential trade expansion is especially 
pronounced vis-à-vis the Nordic countries, Spain and the UK. Overall, the summary 
trade ratios suggest trade between both countries and the EU-12 may well double by 
2008. The predicted trade ratios are much more evenly spread when compared with 
the summary information obtained by Baldwin (1994) according to which trade growth 
is predicted to increase by a factor of 1.2 for Romania and 5.2 for Bulgaria.  
A similar story emerges for the candidate countries with trade predicted to roughly 
double for Croatia and Turkey. Macedonia‟s trade with the EU as a whole could well be 
as high as three times 2003 levels. Trade between the potential candidate countries 
and the EU countries are projected to rise even more sharply; the double-digit ratios 
suggest the actual level of trade is far less than is predicted by the RE coefficient 
estimates. The major exception is trade with Italy – likely reflecting geographic 
proximity to the region. Even for Germany – an export-oriented country with extensive 
trade links beyond its neighbouring countries – bilateral trade with Albania could be six 
times 2003 levels. The high ratios, indicative of low initial levels of trade, most probably 
reflect the political turmoil and instability of the region over the last decade or more. 
The reported ratios for the ENP countries – both Eastern and from the Caucasus – 
indicate these countries are also liable to benefit from huge increases in trade levels 
with the EU countries. As the most important source of oil for Europe, the economic 
muscle of Russia is manifested in the ratios predicting further trade growth with the EU 
countries. In time, Azerbaijan can also handsomely benefit from further trade 
integration with the EU.  
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Table 4.1  Potential to Actual ratios of East–West Trade: calculated using two-way RE Parameter Estimates 
 AUT BEL DNK FIN FRA DEU ITA NLD ESP SWE CHE UKK EUU OECD 
               
Eight New Member States 
               
CZE 3.01 1.66 6.91 3.73 3.10 1.16 2.21 2.02 2.85 3.21 3.07 4.41 1.95 2.05 
EST 2.58 1.68 1.72 1.35 3.18 1.27 2.74 1.62 4.37 1.09 5.10 5.07 1.74 1.89 
HUN 1.98 1.04 4.09 1.58 2.01 0.49 1.72 1.10 2.40 2.16 2.22 3.04 1.28 1.33 
LVA 3.29 2.70 2.46 1.65 5.51 1.38 2.34 2.28 5.53 2.30 2.90 5.33 2.42 2.71 
LTU 3.33 1.79 1.63 1.69 3.30 1.03 1.85 1.97 4.26 2.11 4.44 4.19 1.95 2.20 
POL 3.23 1.34 3.84 2.48 2.32 1.45 1.79 1.62 2.88 2.58 3.24 4.53 2.03 2.23 
SVK 10.79 2.16 7.92 4.30 4.35 0.85 3.10 3.08 2.50 4.60 4.93 7.79 3.18 3.37 
SVN 1.37 2.07 6.57 5.95 1.58 1.10 2.04 2.11 2.59 3.05 3.78 7.40 1.87 1.99 
               
Two Newer Member States 
               
BGR 1.57 1.73 3.59 6.57 2.39 1.07 1.74 1.78 3.14 3.91 2.58 4.50 1.92 2.17 
ROU 1.50 2.56 10.30 13.16 2.46 1.43 1.27 2.63 5.96 6.29 4.89 4.97 2.16 2.49 
               
Candidate Countries 
               
HRV 1.50 2.70 4.25 7.21 4.10 1.37 1.54 2.50 4.61 2.88 5.03 8.92 2.20 2.39 
MKD 2.00 4.17 5.59 5.65 5.02 1.49 4.10 1.70 6.07 5.01 3.52 9.35 3.14 3.54 
TUR 3.45 0.93 5.56 3.05 1.98 1.00 1.90 1.29 2.17 2.76 1.64 2.73 1.71 1.80 
               
Potential Candidate Countries 
               
ALB 9.50 9.37 14.09 18.67 16.54 6.10 1.38 14.79 7.97 7.67 10.00 25.27 3.85 4.41 
BIH 1.39 4.66 10.06 16.08 9.66 1.65 2.75 4.44 8.59 7.61 7.44 27.94 3.32 3.73 
SRB 1.82 3.14 5.24 10.92 5.51 1.86 2.49 2.79 8.37 3.23 15.77 12.10 3.16 3.58 
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Table 4.1  (contd)   
 AUT BEL DNK FIN FRA DEU ITA NLD ESP SWE CHE UKK EUU OECD 
               
ENP Eastern Countries 
               
BLR 6.61 5.18 11.41 13.12 11.13 1.73 4.73 4.57 16.09 13.66 13.75 17.98 4.86 5.49 
MDA 2.84 1.74 10.95 1.04 1.12 1.14 1.54 1.76 8.79 18.07 2.97 15.06 1.88 2.18 
RUS 3.62 3.18 5.75 2.59 5.39 1.79 3.55 2.30 9.25 5.75 4.97 8.11 3.43 3.79 
UKR 2.94 2.41 5.27 3.61 5.20 1.49 3.17 2.74 8.46 5.44 5.37 7.89 3.15 3.49 
               
ENP Caucasus 
               
ARM 12.88 0.40 21.50 14.93 9.72 3.16 3.76 8.28 14.39 19.35 7.52 20.14 4.05 4.00 
AZE 10.43 5.59 14.39 16.08 10.85 3.73 5.22 4.11 26.56 5.87 9.35 2.80 5.28 5.79 
GEO 4.70 3.54 8.36 14.89 2.98 3.58 3.64 4.46 7.77 7.36 9.92 5.38 4.37 4.10 
               
ENP Mediterranean Countries 
               
DZA 8.79 1.86 14.28 3.65 0.95 5.25 3.45 5.15 5.52 4.07 9.97 11.92 3.03 3.21 
EGY 5.24 1.61 3.63 2.64 1.61 1.75 1.88 2.06 3.25 2.19 1.76 2.76 2.08 1.75 
ISR 4.73 0.23 3.56 2.49 1.94 1.06 1.98 0.84 2.20 2.27 1.12 1.02 1.20 0.97 
JOR 3.81 0.75 1.40 1.82 1.11 0.83 1.19 0.91 1.70 1.59 0.96 1.19 1.13 1.00 
LBN 4.90 0.53 1.98 2.75 0.51 0.73 0.76 1.13 1.42 2.60 0.67 1.40 0.87 1.00 
LBY 9.68 4.53 10.00 22.52 5.42 3.39 1.77 4.23 9.42 3.07 5.32 4.25 3.50 3.89 
MAR 6.86 1.31 7.07 2.75 0.57 1.79 1.50 1.65 1.26 1.81 3.51 3.10 1.35 1.54 
SYR 5.66 0.86 6.33 3.15 1.45 1.49 1.44 2.06 2.84 2.53 2.11 4.90 1.91 1.95 
TUN 6.71 0.83 7.95 2.12 0.43 1.40 1.11 1.91 1.63 2.04 5.50 4.91 1.17 1.32 
               
 
 
Chapter 4  An Out-of-Sample Approach to Projecting East–West Trade Patterns 
  97 
A rather mixed degree of trade integration with the EU is shown for the ENP 
Mediterranean countries. On one hand, some countries exhibit trade patterns more 
akin to a normal country‟s trade behaviour, for example, the trade ratios are close to 
unity for Lebanese trade vis-à-vis several EU countries. On the other hand, high trade 
ratios indicate ample manoeuvre for more trade integration. For example, Algerian and 
Libyan bilateral trade with several EU countries could be as high as ten times 2003 
levels.  
The summary trade ratios for the Mediterranean partner countries indicate greatest 
trade potential for Libya and Algeria, albeit starting from a low level because of their 
inward orientation. Egypt and Syria are also in a strong position to increase East–West 
trade. A similar story emerges for Turkey, which has yet to reap the benefits of its 
customs union with the EU, initiated 1 December 1995; its trade with the EU as a whole 
could well double 2003 levels. The trade ratios, however, suggest Israel, Jordan and 
Lebanon have limited scope for increased trade, assuming they were fully integrated 
into global markets. In studying the trade and growth prospects for the Middle East and 
North African (MENA) countries, Ekholm, Torstensson and Torstensson (1996) also 
find a mix of trade ratios for this group of countries. 
On the whole, trade expansion looks set to continue for most country-pairs. In terms of 
the summary information vis-à-vis the EU countries, the trade ratios generated by the 
RE coefficient estimates suggest sizeable increments in trade for all accession 
countries, especially for the potential candidate countries. In consigning political 
tensions to the past, these countries can build economic links in the future. Of the 
associated countries, the trade ratios suggest that future trade growth lies mainly with 
the Eastern ENP countries as well as those countries belonging to the Caucasus. 
4.4 Conclusions   
The break-up of the Soviet Union spurred an interest in a particular application of the 
gravity model: in anticipation of a re-orientation of CEE trade towards Western Europe, 
the gravity model coefficients have been used as a basis for calculating bilateral trade 
volumes in an East–West direction. Implicit to the out-of-sample approach to projecting 
East–West trade is the assumption that the CEE countries espouse similar levels of 
openness as the EU countries and hence have become fully integrated into the world 
trade system. 
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On the assumption that a broad set of thirty-two countries, which have strong links with 
Western Europe, complete their transition to market economies and become fully 
integrated into the world economy, the two-stage out-of-sample approach used by 
Baldwin (1994) to calculate East–West trade integration is adopted. The approach, 
however, differs in the first stage with respect to the sample period and the model 
specification: spanning the entire transition phase from communism towards market-
based regimes, the 1992-2003 period avoids the pitfalls associated with the use of pre-
reform and pre-transition data; while the gravity model specification of NTT 
determinants – claimed to better explain trade patterns among the industrialised 
countries – is used to generate the RE coefficient estimates. As part of the second 
stage, East–West trade integration is calculated for a larger sample of transition 
economies using forecast data.  
More specifically, data for 2008 are inserted into the gravity equation as part of the 
second stage to calculate East–West potential trade volumes, which are then set as a 
ratio of actual 2003 data by way of inferring the potential for further trade integration. 
The potential to actual trade ratios can be summarised as follows. The bilateral trade 
ratios indicate continued trade expansion for the countries which have already acceded 
into the EU with only a sprinkling of exceptions. Sizeable trade growth with the EU 
countries is not wholly surprising given the five-year gap between the projected 2008 
trade volumes and the actual 2003 trade volumes. Nevertheless, the bilateral trade 
ratios signal a trajectory of further trade growth absent any sudden shocks to the 
region. Growth in trade, however, is predicted to stagnate for many Mediterranean 
countries.  
The summary trade ratios are helpful in evincing a regional break-down of potential 
trade growth. Among the accession countries, the scope for further trade integration is 
most pronounced for the potential candidate countries, indicating additional trade 
benefits from EU regional integration. The predicted trade growth for the eight NMS is 
found to be much more evenly distributed than was obtained by Baldwin (1994). 
Among the associated countries, the potential for trade growth is highest for the 
Caucasus and the Eastern ENP countries, but is somewhat more disparate for the 
Mediterranean countries. Ekholm et al. (1996) also find a mix of trade ratios for the 
MENA countries. Broadly speaking, countries which are initially less well-integrated 
with the EU can benefit from higher trade if they continue on the path of strengthening 
deeper political and economic co-operation under the auspices of the European 
Neighbourhood Policy.  
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Chapter 5  The Nature of the Trade-Direct Investment Relation 
5.1 Introduction  
As the transition economies have developed strong bilateral trading links with the EU 
countries fostered by the Europe Agreements and, at the same time, the EU countries 
represent the main source of direct investment to the region, an important question 
from the CEE countries‟ viewpoint is whether trade between the EU countries and its 
main trading partners is enhanced or replaced by foreign direct investment (FDI). If 
trade and FDI are complementary activities, the gains from increased trade and FDI 
between the EU–OECD countries might be more far-reaching and can be spread to the 
CEE countries. If trade and FDI are substitute activities, the CEE countries cannot take 
for granted continuously upward trending bilateral flows of trade and FDI with Western 
Europe.  
The rising importance of FDI among the EU–OECD countries mirrors the broader 
global patterns of integration; the marked increase in the growth of multinational 
enterprise (MNE) activity witnessed over the last two decades has outpaced the rate of 
growth in international trade. Based on the data available from the United Nations 
Conference on Trade and Development (UNCTAD 2008), world foreign direct 
investment (FDI) outflows and FDI inflows in 2006 were nearly 4.5 times and 5.5 times 
their 1990 levels respectively. Over the same period, world exports and world imports 
were 2.5 times their 1990 levels, thus implying that the rate of increase in FDI roughly 
doubled that of trade.66 This is despite the fact that a sharp fall in FDI flows occurred 
after reaching peak levels in 2000 whereas trade flows were largely unaffected by the 
global downturn in 2001. 
Not surprisingly, the high growth rate of FDI has spawned theoretical and empirical 
interest. Traditionally, the explanation for overseas investment by MNEs related to 
three sets of factors: natural resources, cost efficiencies and market share. More 
recently, the observation that much of global trade is conducted by MNEs has 
prompted general equilibrium extensions of the trade literature in which MNEs also 
feature. The type of firm most active in equilibrium is strongly linked to the traditional 
                                                
66
 The proportionate increase in FDI flows is even higher if an earlier base year is taken: 
between 1985 and 2006 the rate of increase of world FDI flows quadrupled that of trade. 
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motives for FDI: the characteristics of a vertically integrated firm resemble the 
behaviour of efficiency-seeking MNEs whereas a horizontally integrated firm is more 
connected with market-seeking behaviour. A hybrid model with features of both types 
of firms has also been proposed. Perhaps this is sensible in light of the fact that FDI 
data are not split according to the differing types of firms.  
A natural spin-off question of the general equilibrium approach to trade and MNE 
activity is whether MNE activity displaces trade or enhances trade. More succinctly, are 
trade and MNE activity substitutes or complements? The conventional wisdom 
suggests that horizontally integrated firms substitute for trade while vertically integrated 
firms complement trade. At an aggregated level, the sign, size and significance of 
model coefficient estimates can be examined to assess which type of FDI dominates 
FDI patterns and hence inferences can be made regarding the nature of the trade-FDI 
relation. On one hand, vertically integrated firms are strongly associated with dissimilar 
factor endowments and cost differences and so the model variables of interest typically 
relate to differences in GDP per capita, labour costs or the cost of capital. On the other 
hand, horizontally integrated firms seek to economise on trade costs and increase 
foreign market share and so the key parameter estimates for this type of FDI include 
GDP-related variables and trade costs.  
Moving beyond the inferences derived from the hybrid model of HFDI and VFDI, the 
coefficient estimates for a model of FDI can be compared directly with the 
corresponding coefficient estimates for a model of trade. Merging the gravity model 
specification of NTT determinants with the KK model of FDI determinants and 
estimating the NTT–KK model as a trade equation and as an FDI equation, a 
comparison of the model coefficients for the respective equations shows how trade and 
FDI respond to the same set of RHS variables. With the added benefit that the NTT–
KK model eliminates any arbitrary selection of trade and FDI determinants and reduces 
the problem of omitted variable bias, two approaches which explicitly deal with 
examining the nature of the trade-direct investment relation are then applied.  
This chapter draws on the general equilibrium approach to trade and MNE activity to 
arrive at an estimable model of FDI determinants. Section 5.2 sets out the main 
theoretical developments in the general equilibrium extensions of trade that lead to 
MNE activity. Using the hybrid model, which unifies the treatment of a horizontally 
integrated MNE and a vertically integrated MNE, the knowledge-capital (KK) model is 
estimated for a panel of EU–OECD countries by way of assessing the dominant type of 
Chapter 5  The Nature of the Trade-Direct Investment Relation 
 
 
101 
FDI and hence inferring the nature of the trade-FDI relation. Section 5.3 presents the 
model, data sources and the results for the KK model of FDI determinants estimated 
over the 1992-2003 period. Extending the analysis, any outstanding trade variables 
pertinent to the gravity model of new trade theory (NTT) determinants, as given in 
Chapter 3, are added to the KK model of FDI determinants. Based on the merged 
model of trade and FDI determinants, the hypothesis that FDI either substitutes or 
complements trade is examined using two approaches: instrumental variables (IV) and 
cross-price elasticities. The results are presented in section 5.4. Section 5.5 concludes. 
5.2 International Trade and a Theory of the Multinational Enterprise 
Undoubtedly, the general equilibrium approach to trade and MNE activity is strongly 
influenced by the traditional motives for overseas investment. Historically important 
were natural resource-seeking enterprises, motivated primarily by high returns on 
investment in mineral and oil-extraction activities. Such activities usually require a good 
physical infrastructure system to transport raw materials to their final destination. 
Although once typifying North–South flows, FDI in natural resources remains important 
only for resource-rich countries where technical skills or capital are limited, implying a 
continued reliance on foreign firms for these activities. Elsewhere, the emergence of 
large indigenous firms has largely replaced the handling of production and distribution 
activities previously carried out by foreign firms. Indeed, the decline in the relative 
importance of resource-seeking MNEs is borne out by the decreased share of the 
primary sector in world output (UNCTAD 1998). On the whole, natural factor 
endowments have given way to cost-efficiency and market-seeking considerations as a 
motive for FDI.  
Efficiency-seeking MNEs invest abroad to avail of lower cost inputs in the production 
process. If different parts of the production process have different input requirements 
and input prices vary across countries, efficiency-seeking firms will split their production 
activities across different countries to take advantage of low-cost production structures. 
Although labour mobility and arbitrage should equalise factor prices, in practice, 
restraints on the free movement of labour and imperfect capital markets provide profit 
opportunities for international firms. Take, for example, the production of final goods in 
a labour-intensive industry such as textiles; the availability of a low-cost, relatively 
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unskilled labour force becomes important.67 Moreover, large differences in cross-
country productivity rates mean that labour-adjusted productivity rather than labour 
costs per se underpin the cost-efficiency motive of MNEs. In so far as the final goods 
are exported back to the home country for consumption, MNE activity contributes to 
increased trade activity, that is, a complementary relation exists between the two. 
Costs unrelated to production inputs can also influence the decision to invest abroad. 
Low transaction costs, such as negligible transport costs, can stimulate efficiency-
seeking foreign investment. Conversely, a greater distance between the parent 
enterprise and the affiliate, implying higher transaction costs, can have a strong 
deterring effect on the foreign activities of this type of firm, thereby reducing the volume 
of FDI flows. In short, the existence of dissimilar factor endowments leading to 
divergent factor prices motivate cost-efficiency seeking MNEs to locate production 
activities in middle-income and developing countries, thus giving rise to a pattern of 
North–South investment flows. In addition, high trade costs tend to restrict the North–
South pattern to geographic regions, for example, EU direct investment in the CEE 
countries or Japanese FDI in East Asia (UNCTAD).  
Alternatively, firms go abroad to increase their market share. Gaining access to large 
foreign markets is beneficial to MNEs because it provides opportunities for both scale 
and scope economies in the production of tradable goods.68 As such, foreign markets 
provide the means by which a firm can maintain its competitiveness and grow. Market-
seeking MNEs thus organise similar production activities across borders, typically in a 
North–North flow direction.  
High tariffs create an additional incentive for multi-plant production. Known as the 
„tariff-jumping‟ motive for MNEs, firms circumvent protectionist measures such as high 
tariffs and quotas by producing goods locally rather than by exporting into that market. 
Indeed, market access constituted the prevailing motive for overseas investment in 
manufactures during the heyday of import-substitution investment – the inter-war 
                                                
67
 Low labour costs are a natural consequence of labour abundance unless offset by 
interventions such as a high minimum wage or costly social insurance taxes (UNCTAD 1998).  
68
 Economies of scale – arising from the use of high-tech equipment, for example, or the more 
efficient use of human capital due to an increased specialisation of labour – allow the average 
cost of production to decline as the plant size and output is expanded. Economies of scope lead 
to a reduction in costs because the joint production of related goods is less costly than if 
individual goods are separately produced. 
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period for the developed countries; the 1960s and the 1970s for the developing 
countries (UNCTAD). In other words, costly trade barriers go hand-in-hand with the 
market-seeking motive of MNEs. Put another way, as MNE production of this form can 
be viewed as an alternative to trade, it displaces trade. 
Essentially, the motives for FDI have been incorporated into the microeconomic 
general equilibrium theory of international trade. Following the classification of foreign 
activities of international corporations by Caves (1971), FDI is either vertical (VFDI) in 
nature or is horizontal (HFDI).69 A vertically integrated firm, corresponding to the 
efficiency-seeking motive of the MNE, adds a stage in the production process to the 
firm‟s principal activity. The additional stage can come either earlier or later than the 
firm‟s primary activity: backward vertical integration entails the securing of a reliable 
source and supply of raw materials; forward vertical integration involves the acquisition 
of distribution outlets so that products can be customised to consumer preferences. In 
contrast, a horizontally integrated firm seeks to avoid costs associated with tariffs and 
transport by supplying the market directly through an affiliate enterprise. Akin to the 
market-seeking motive for investing abroad, additional affiliates are established to 
produce similar goods in different locations that are regionally segmented by 
substantial transport costs or trade barriers. 
5.2.1 A Vertically Integrated MNE 
Using the general equilibrium model of trade based on increasing returns to scale and 
imperfect competition, Helpman (1984) and Helpman and Krugman (1985) develop a 
theory of the multinational enterprise (MNE). MNEs are formed to exploit cross-country 
differences in factor rewards. There is product differentiation and economies of scale in 
some industries and inputs such as management, marketing, finance and product 
specific research and development (R&D) provide the incentives for specialisation of 
economic activities in one location and their dispersion elsewhere.   
Formally, the theory of the vertically integrated MNE is built on a modified version of 
the 222   trade model. Food is the homogeneous goods sector produced under 
                                                
69
 A third classification is conglomerate FDI to indicate diversification into unrelated activities 
across national boundaries. As firms increasingly focus on core business, however, and 
conglomerate FDI loses its appeal among foreign investors, Caves focuses on the other two 
types of FDI. 
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constant returns to scale. Manufactures is the differentiated goods sector, which 
requires inputs of labour, capital and headquarter (HQ) services to produce the firm‟s 
variety of the finished good. HQ services such as R&D investment in a new variety of a 
good give rise to internal economies of scale in the differentiated goods sector. As a 
unique activity, R&D represents an asset that is specific to the firm and its benefits can 
be spread to another production facility. The creation of each new variety involves both 
fixed costs and marginal costs. 
To maximise profits, a firm will make cost-minimising location choices. As R&D 
activities are capital-intensive relative to other production activities, a firm will locate its 
HQs in the relatively capital abundant country (assumed to be the home country) and 
will locate its production facilities in the relatively labour abundant country (assumed to 
be the foreign country). In this way, factor prices differences motivate cross-border 
investment, unit costs are lowered by concentrating production in a single plant in the 
foreign country and the final goods are exported back to the home country and 
elsewhere for consumption. 
Helpman and Krugman graphically represent the distribution of the world‟s endowment 
of factors of production to identify the conditions that lead to the formation of MNEs. In 
the 222   H–O–S model, the set of endowment allocations is divided into two 
subsets: a subset for which factor prices are equalised and there is no specialisation in 
production and a subset in which the relatively well endowed factor of production 
receives a lower reward and vice versa and at least one country specialises in the 
production of the good for which its inputs are relatively abundant. Within the factor 
price equalisation (FPE) set, factor endowments are sufficiently similar so that factor 
prices are equalised, national firms exist and there is no incentive to open subsidiaries 
in the foreign country. Outside the FPE set, factor rewards differ and so capital will be 
cheaper in the capital-abundant country and labour will be cheaper in the labour-
abundant foreign country. MNEs emerge because a firm now has an incentive to locate 
HQ activities in the home country and production activities in the host country. In short, 
MNEs are formed if the endowment allocation lies outside the FPE set. 
The role of differing endowment allocations across countries is thus summarised in 
terms of the patterns of trade. The volume of trade depends on relative country size 
and relative factor endowments. Within the FPE set, only national firms exist and the 
volume of trade increases with similarities in relative country size. As there are no 
MNEs, the share of intra-firm trade – trade among affiliates of the same MNE – is zero. 
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Outside the FPE set, production is geographically separated in response to differing 
factor endowments across countries. This FPE set is further divided into two subsets. 
In the first subset, the home country specialises in the production of manufactured 
goods and HQ activities (the differentiated good). The foreign country specialises in the 
production of food (the homogeneous good) and produces some varieties of the 
differentiated good.70 Consistent with the H–O–S theory, the relatively capital abundant 
country is a net exporter of manufactures and differentiated products and is a net 
importer of food. In the second subset, the home country is a net importer of 
manufactured products. This occurs only if the share of output in the number of 
varieties produced in the foreign country exceeds the corresponding share produced in 
the home country. The implications of the two subsets lie in the ambiguous effect of 
relative country size on the volume of trade in the region where MNEs arise.  
In short, given relative country size, unequal international factor prices arising from 
differences in relative factor endowments between countries give rise to the MNE. 
Extending the analysis so that the MNE has production facilities in more than one 
country and engages in trade of finished goods, intermediate inputs and invisibles 
(invisible exports of HQ services from the parent firm to its subsidiaries), the vertically 
integrated firm is shown to be a single-plant firm that locates activities according to 
international differences in factor prices such that the production process is fragmented 
into stages based on factor intensities. As the theory of a vertically integrated firm 
builds on the new trade theory, a gravity model of a vertically integrated MNE in a 
panel setting potentially includes the core NTT variables:    
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where MNE activity, 
t
ijMNE , occurs between countries i  and j
71 and the remaining 
RHS variables are familiar from the new trade theory literature where 
t
ijTGDP  is total 
income, 
t
ijSGDP  represents two-way trade in the differentiated good and 
t
ijDGDPPC  
                                                
70
 The foreign country exports a number of varieties of the differentiated product, some of which 
are produced by firms in the foreign country, others which are produced by MNE subsidiaries. 
71
 According to the definition of the transnationality index, MNE activity can be defined in terms 
of a firm‟s share of foreign sales, its share of foreign employment or its share of foreign assets 
(see section 5.3.1). 
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denotes one-way trade of final goods. With two stages in the production process, 
intermediate goods in the form of HQ services are exported to the foreign country and 
the final goods are exported back to the home country, implying that MNEs generate 
inter-industry trade.  
Whereas the new trade theory diminished the role of differing factor endowments in the 
explanation of trade patterns, its importance is renewed in the presence of a vertically 
integrated MNE. In other words, if countries are sufficiently similar in their endowments, 
factor prices are equalised through trade and there is no incentive for vertically 
integrated cross-border investment; on the other hand, if countries are sufficiently 
different in their endowments, VFDI takes place.  
In essence, the Helpman–Krugman (H–K) theory of the vertically integrated MNE 
formalised the earlier approach to FDI based on the neo-classical theory of portfolio 
capital flows. The theory of portfolio capital flows, premised on the assumption that 
investors seek a high return on their assets, suggests that capital will flow from 
countries that are relatively abundant in capital to countries where capital is relatively 
scarce up to the point where the return on capital is equalised internationally.72 The 
theory of portfolio capital flows, however, did not delineate between direct investment 
and portfolio capital flows. Neither did it predict the flow of capital between countries of 
similar factor proportions. An alternative theory of the firm was required to explain MNE 
activity between countries of similar characteristics. 
5.2.2 A Horizontally Integrated MNE 
In developing a model of the MNE, Markusen (1984) places emphasis on the 
„economies of multi-plant operation‟, meaning technical advantages accruing to a two-
plant firm because its fixed costs are less than double those of a single-plant firm. 
Intangible assets or firm-specific assets – activities not directly related to the physical 
production of goods – are identified as an important source of multi-plant economies. 
The firm-specific assets are characterised with a ‟public good‟ or „jointness‟ aspect of 
the firm‟s production activities, implying that a distinctive product or production process 
                                                
72
 An underlying assumption of the H–O–S model of international trade is that the two factor 
inputs – capital and labour – are immobile between countries whereas the theory of portfolio 
capital flows allows capital mobility between countries until arbitrage eliminates further profit 
opportunities. The latter is consistent with the factor proportions explanation of the MNE, which 
can only take place outside the FPE set where factor mobility is permitted.  
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developed from R&D expenditures can be transferred to additional production facilities 
in other locations without a loss in their marginal product.  
The model consists of two countries and two goods, but with the assumption of 
identical factor endowments and identical technology, the H–O–S and Ricardian 
reasons for trade are neutralised so that the vertically integrated MNE cannot arise in 
equilibrium. Two versions of the model are developed: a version in which a single 
independent national firm produces the goods in each country (a duopoly) and a 
version in which the world production of a good is produced by the MNE (a monopoly). 
Scale economies of the multi-plant firm eliminate the need to duplicate the joint inputs 
(R&D) across plants that would otherwise be necessary for the two independent 
national firms. By allowing the firm to produce the same product in multiple plants, a 
horizontally integrated firm can serve foreign markets by local production.73 
If firms serve the foreign market locally rather than export into that market, trade 
barriers can be avoided. Put another way, high trade costs are positively associated 
with horizontally integrated MNEs. A substantial component of trade costs takes the 
form of transport costs. The firm‟s decision between exporting into a foreign market and 
serving it directly by overseas investment might then depend on the amount of savings 
a MNE can make on transport costs and warehouse expenses. Establishing an affiliate 
enterprise also avoids possible damage to perishable goods during transit and provides 
greater flexibility in fulfilling local consumer preferences. In this way, local production by 
the MNE can be viewed as an alternative to trade.  
Brainard (1993) develops a model where firms in the differentiated goods sector 
choose between exporting and MNE production as alternative modes of accessing 
foreign markets. The manufacturing sector has increasing returns at the firm level due 
to an R&D input that does not diminish in value when spread among production 
facilities; increasing returns at the plant level which lower unit costs due to 
concentrating production in a single location; and a variable transport cost factor that 
rises with distance. Transport costs, modelled as a fraction of output that is lost in 
transit (iceberg trade costs), reflect a variety of disadvantages accruing to an exporter 
such as shipping costs, trade barriers, linguistic and cultural differences as well as a 
                                                
73
 The horizontally integrated firm has a vertical element in the sense that the firm-specific 
assets are centralised in the capital-abundant country and production activities are 
geographically dispersed in the labour-abundant country. 
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slow responsiveness to consumers. By locating production close to the customer, the 
disadvantages associated with trade become advantageous to the MNE. The choice 
between exporting and overseas investment in the differentiated sector is thus 
formulated in terms of a trade-off between proximity to customers and concentration of 
production to achieve scale economies.   
In this model, competition among firms in the differentiated sector leads to three 
possible types of equilibrium. First, a pure trade equilibrium or a single-plant national 
firm configuration is more likely to prevail, the lower is the corporate fixed cost, the 
higher is the fixed production cost and the lower are the transport costs and the 
distance between the markets. In the limit, as the corporate fixed cost goes to zero a 
single-plant equilibrium will prevail. Second, a pure MNE equilibrium in which both firms 
operate production facilities in both countries is more likely, the higher are corporate 
economies of scale, the lower is the fixed production cost and the higher are transport 
costs and the distance between markets. Third, a mixed equilibrium in which national 
firms and MNEs co-exist in the differentiated sector arises for intermediate ranges of 
corporate level returns and transport costs relative to plant-level scale economies. 
According to the predictions of the proximity-concentration hypothesis, whether 
national firms or multinational firms prevail in equilibrium depends on a set of 
characteristics at the industry or sectoral level, s , and at the country level, country j :   
t
j
t
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t
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t
ij FREIGHTEOSPLANTEOSFIRMMNE 321    
             
t
ij
t
j
t
j
t
s INVOPENTRADEOPENTARIFF   654  
(5.2) 
where MNE activity, 
t
ijMNE , is measured by the sales of US-owned affiliates located 
abroad and the sales of foreign-owned affiliates located in the US; economies of scale 
at the corporate or the firm level in each sector, 
t
sEOSFIRM , is proxied by the number 
of non-production employees in the average US based firm; and economies of scale at 
the plant level in each sector, 
t
sEOSPLANT , is the average size of a US plant proxied 
by the number of production employees in the median US plant, ranked by value 
added. 
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Transport costs are captured by the freight and insurance charges reported by 
importers, 
t
jFREIGHT , and the ad valorem tariff rates for industries classified by ten-
digit harmonised codes, 
t
sTARIFF , are aggregated into three-digit standard industrial 
classifications (SIC). An index of a country‟s degree of openness to trade, 
t
jTRADEOPEN , is also included as a measure of the absence of trade barriers not 
captured by tariffs.74 In a similar vein, an index of a country‟s degree of openness to 
direct investment, 
t
jINVOPEN , is included as a measure of investment restrictions.  
Brainard (1997) empirically assesses the proximity-concentration trade-off between 
MNE sales and trade. Using export shares as the dependent variable, domestic firms 
gain if lower average costs are due to concentrating activities in a single location, but 
such firms gain little if lower average costs arise from transferring R&D across national 
borders, hence the coefficient of scale economies at the plant level (firm level) is 
predicted to be positively (negatively) signed. High transport costs deter national firms 
from exporting goods abroad, implying the freight and tariffs coefficients are expected 
to be negatively signed. As trade openness is an indicator of the absence of trade 
barriers, its coefficient is predicted to be positively signed, but the opposite effect is 
predicted for the absence of barriers to investment. The predicted signs are expected 
to be reversed when affiliate sales as a share of total sales is instead used as the 
dependent variable. The estimated effects are found to support the predictions of the 
proximity-concentration hypothesis, namely that overseas investment by MNEs 
increases relative to exports, the higher are scale economies at the firm level relative to 
the plant level, the higher are transport costs and trade barriers and the lower are 
investment barriers. 
                                                
74
 Technically, measures of trade openness distinguish between a country‟s openness to trade 
defined in terms of trade performance outcomes and openness to trade arising from trade 
policy-induced distortions. Frequently, a country‟s openness to trade is defined in terms of its 
trade intensity, which expresses trade performance (exports, imports or exports plus imports) as 
a share of income. Romer (1993), for example, prefers the import share of GDP on the ground 
that a more open country will have fewer import restrictions and will thus have a higher import 
share of GDP. Alternative indicators of openness are associated with distortionary trade policies 
such as tariffs, non-tariff barriers, taxes on international trade as well as black market premia for 
foreign exchange. Along these lines, Sachs and Warner (1995) classify countries as either open 
or closed using a binary index based on a five-policy test. Composite indexes which rank a 
country‟s degree of openness are also available, for example, the Heritage Foundation‟s trade 
freedom index is an overall measure of the absence of tariff and non-tariff barriers. In picking up 
both sources of openness, however, the various indicators often tell a similar story. 
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Summarising the main differences between the vertically integrated MNE and the 
horizontally integrated MNE, Brainard (1993) contrasts the patterns of production and 
trade associated with each explanation for MNE activity. The vertically integrated MNE 
is a single-plant firm that produces R&D intermediates in the home country and 
processes final goods in the foreign country in response to factor price differentials. 
MNE activity therefore involves the flow of either intermediates or final goods within an 
industry in a one-way direction. Although the vertically integrated MNE contributes to 
inter-industry trade, it has little to say about two-way intra-industry trade between 
countries with similar factor proportions. This is explained by the pure MNE equilibrium, 
which predicts that multi-plant firms establish manufacturing facilities in both countries 
and trade takes place in two directions within the same industry. 
5.2.3 A Hybrid MNE 
Brainard (1993) elaborates the model by merging the proximity-concentration trade-off 
with factor proportion differences. In the model, a two-stage production structure is 
adopted as the firm is assumed to co-locate the first manufacturing plant with its R&D 
facilities. Two factors consisting of skilled labour and unskilled labour are used to 
produce two goods, R&D and agriculture. Ranking the factor intensity of the production 
activities according to any relative wage rate, R&D activity is deemed the most skill-
intensive activity and agriculture the least.75  
Brainard adopts a symmetric equilibrium to analyse firm configurations and trade 
patterns as factor proportions become increasingly unbalanced. Given equal factor 
proportions, factor prices are equalised across the two countries and there is symmetry 
in the number of firms. As before, there are three possible equilibria, but attention is 
focused on the pure trade and the pure MNE equilibria.  
First, a pure trade equilibrium emerges where both firms have a single manufacturing 
plant. Analysing the effect of moving skilled labour from country B to country A and 
moving unskilled labour from country A to country B in the same proportions as the 
aggregate skilled to unskilled labour ratio, the relative wage of skilled labour in country 
A (country B) decreases (increases). Firms respond to the factor availabilities by 
moving R&D activities to country A and agriculture to country B, thereby maintaining 
                                                
75
 This ranking is consistent with the observation that R&D activity is intensive in engineering 
skills and capital (skilled labour) and agriculture is intensive in unskilled labour. 
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factor price equalisation. Eventually, the continued re-allocation of factor supplies 
means that factor prices diverge and production technologies differ. With sufficiently 
strong factor imbalances, the production of R&D is concentrated in country A and the 
production of agricultural goods is concentrated in country B and manufacturing is split 
between the two countries in unequal proportions. In terms of trade patterns, there are 
two-way trade flows of the differentiated goods, which are unbalanced in nature due to 
income differentials. Additionally, there are one-way trade flows of R&D activities from 
country A to country B and one-way trade flows of agricultural goods in the reverse 
direction. 
Second, a pure MNE equilibrium arises where each firm in the differentiated sector has 
manufacturing facilities in both countries. Similarly, the progressive unbalancing of 
factor proportions leads to an eventual concentration of activities in a single market 
with similar implications for trade patterns. The introduction of unequal factor 
proportions brings about a broader range of production patterns: the location of each 
stage of the production process now depends on the twin influences of relative factor 
intensities and the proximity-concentration trade-off. This means that some firms will 
concentrate production in the country with favourable factor conditions and export while 
other firms will maintain production facilities in both countries. In equilibrium, the 
returns to both configurations will be equal implying that the total extent of MNE activity 
remains unchanged. The number of firms with multi-plant configurations, however, will 
diminish by an amount equal to the number of single-plant MNEs.  
Markusen, Venables, Eby Konan and Zhang (1996) and Markusen (1997) continue the 
theme of integrating the treatment of horizontal and vertical MNE activities. The model 
has familiar features from the 222   H–O–S structure. The two countries produce 
two goods using two factors of production, skilled labour and unskilled labour, which 
are internationally immobile. One good is produced under constant returns to scale in a 
competitive industry. The other good is produced with increasing returns to scale by 
imperfectly competitive firms with free entry and exit.  
Firm-specific fixed costs create knowledge-based assets. Due to the joint input 
property of knowledge capital and R&D, firm-level scale economies induce horizontal 
MNEs to replicate the same product in different locations. R&D activities are skilled-
labour-intensive in production and are geographically separable from other firm 
activities. Vertical MNEs are motivated to enter the market, locating R&D activities 
where skilled labour is cheaper and locating production activities where unskilled 
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labour is cheaper. In terms of the skilled-labour-intensity of each activity, HQ services 
is ranked highest, with rankings lowering progressively for production, plant-level 
activities and finally the rest of the economy, as given by the homogeneous good in the 
competitive sector. Transport costs are specified as units of unskilled labour per unit of 
HQ activities exported.  
Six types of firms can exist in the increasing returns sector: two national firms, two 
vertically integrated MNEs and two horizontally integrated MNEs; two of each firm type 
because HQ activities can be located either in the home country or in the foreign 
country. As the model contains alternative configurations of the firm, the dimensionality 
of the model increases and a comparative static analysis becomes intractable.76 
Instead, Markusen et al. (1996) rely on the world Edgeworth box, where total world 
endowments are specified in terms of skilled and unskilled labour.77 The model is then 
parameterised to illustrate the dominance of a firm type.78 The parameters consist of 
country size variables, factor endowments variables as well as measures of trade costs 
and investment barriers.  
Different country characteristics favour different firm types. Specifically, national firms 
dominate other firm types under three scenarios: first, the country is large and is 
skilled-labour-abundant; second, trade costs are low and countries are similar in size 
and relative endowments; and third, investment barriers in the foreign country are high. 
As countries become increasingly different in relative factor endowments, factor price 
equalisation fails to hold and vertically integrated firms enter the market. In this case, 
the firm will locate its HQ activities in the skilled-labour-abundant country and locate its 
production facilities in the unskilled-labour-abundant country. Thus, vertical 
multinationals dominate when trade costs remain low and countries differ substantially 
in relative factor endowments, although they may be somewhat similar in size. 
Horizontal MNEs dominate production when trade costs are moderate to high and 
countries are similar in size and relative factor endowments. To consider the 
counterfactual, if trade costs are low and countries differ in size, national firms will be 
                                                
76
 For analytical tractability, earlier models of horizontal MNEs either assumed that different 
activities use factors in the same proportion or that there is only one factor of production.  
77
 The Edgeworth box is a graphical representation combining the elements of an efficient 
production equilibrium, stated in terms of the factors of production and the quantity of output 
used.  
78
 A firm type „dominates‟ all others in equilibrium when the number of firms of a certain type is 
greater than the number of firms of any other type.  
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located in the large country and thus will have an advantage over horizontal MNEs. If, 
on the other hand, trade costs are low and countries differ in factor endowments, the 
advantage lies with vertical MNEs.  
In short, both vertically integrated and horizontally integrated MNEs arise in the hybrid 
model. Based on the simulated predictions generated by Markusen et al. (1996) and 
Markusen (1997), Carr, Markusen and Maskus (2001) estimate an empirical model, 
referred to as the knowledge-capital (KK) model.79 The model relates MNE activity to 
country characteristics as follows:  
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(5.3) 
where MNE activity, 
t
ijMNE , and total income, 
t
ijTGDP , are as before; the similarity of 
size index from the new trade theory literature is now captured by the difference of 
GDP squared, 
t
ijDGDPSQ ;
80 the measure of relative factor endowments is given by 
the difference in skilled labour endowments between the two countries, 
t
ijDSKILL ; the 
cost of trade and investment is allowed, as given by the geographic distance between 
capital cities, ijDIST , an index measure of trade protectionism for both countries, 
t
iTRADECOST  and 
t
jTRADECOST , and an index measure of restrictions on 
investment, 
t
jINVCOST . Two interactions terms are included in an attempt to capture 
the interplay of relationships.81 The presence of MNEs in the hybrid model depends on 
country characteristics only whereas industry characteristics feature in Brainard‟s 
model to test the proximity-concentration hypothesis.  
                                                
79
 The term „knowledge-capital‟ was coined by Markusen (1998) in reference to the association 
of MNEs with R&D, scientific and technical workers, product newness and complexity as well as 
product differentiation. 
80
 The non-linear form of this term reflects the simulated inverted U-shaped relation between 
affiliate sales and country size differences (Carr et al. 2001).  
81
 Full details of the model are given in section 5.3. 
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On the whole, the predictions of the general equilibrium approach to MNE activity are 
not unlike the traditional explanations of FDI based on efficiencies and market share. 
The link between trade and MNE activity, however, is explicitly created in the general 
equilibrium approach. Broadly speaking, the theoretical predictions suggest that a 
vertically integrated firm, which geographically separates production by stages, 
complements trade. On the other hand, a horizontally integrated firm, which produces 
similar goods in multiple countries, tends to substitute trade.  
5.3 The Knowledge-Capital Model 
In order to gauge whether HFDI or VFDI dominates the pattern of FDI among the EU–
OECD countries and hence make inferences regarding the nature of the trade-FDI 
relation, the hybrid model is estimated using bilateral FDI stocks and FDI flows from 
twelve EU countries into twenty OECD partner countries over the years 1992-2003. 
Before presenting the model and data sources the link between MNE activity and FDI 
is established.  
5.3.1 The Link between MNE activity and FDI  
The scale of MNE operations performed abroad can be measured by quantifying firm-
level data based on the size of a firm‟s sales, its value added or the number of people it 
employs. The transnationality index, devised by UNCTAD and appearing in its World 
Investment Reports (WIR) since 1995, is a composite index based on the average of 
three ratios: a firm‟s share of foreign assets to total assets, its share of foreign sales to 
total sales and its share of foreign employment to total employment. A high index of 
transnationality indicates a high degree of global involvement by the firm whereas a low 
index suggests the firm is more domestically oriented. Thus, the transnationality index 
gauges the extent to which a firm is multinational. 
Empirical studies of MNE activity that use this level of detail are largely confined to the 
US and a select number of other developed countries owing to the availability of 
reasonably good firm-level data. Brainard (1997), for example, uses 1989 industry data 
to examine the extent to which MNE location decisions reflect a trade-off between 
proximity to customers and concentration of production involving scale economies (the 
proximity-concentration hypothesis). Outward activity of US MNEs is proxied by export 
shares and outward affiliate sales shares while inward activity is based on import 
shares and inward affiliate sales shares. Yeaple (2003) also exploits US data on 
affiliate sales and exports in foreign markets for 1994 to examine the structure of US 
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outward FDI. Disaggregated data also exist for some European countries. Using data 
on Swedish MNEs, Braconier and Ekholm (2000) estimate cross elasticities of labour 
demand in different locations. Becker, Ekholm, Jäckle and Muendler (2005) undertake 
a comparison of German and Swedish MNEs to analyse the determinants of location 
choice and the degree of substitutability of labour across locations.  
The lack of disaggregated data does not preclude the study of the pattern of firm 
expansion in foreign countries. This is because the pattern of MNE activity, in general, 
relies on FDI data (flows or stocks). Direct investment is defined by the IMF (1993) as 
“the category of international investment that reflects the objective of a resident entity in 
one economy (the direct investor) obtaining a lasting interest in an enterprise resident 
in another economy”. The lasting interest implies a long-term relation between the 
direct investor and the enterprise and an effective voice in the management of the 
enterprise. Typically, equity participation or voting power is set above 10 per cent. The 
components of direct investment capital are equity capital, re-invested earnings as well 
as other capital associated with inter-company debt transactions. 
International comparability requires widely available data. FDI data are much more 
widely available than data for MNE affiliate activities. Buch, Kleinert, Lipponer and 
Toubal (2005) allude to FDI as the typical proxy for the internationalisation of 
production because of its relative broad availability. Moosa (2002) clarifies the meaning 
of international production: it occurs when a firm exercises control over an enterprise 
located abroad, whether through contractual arrangements such as licensing and 
franchising (the non-equity forms of FDI) or through capital investment via FDI. More 
frequently, financial flows consist of the equity forms of FDI, cast as the amount of 
funds required to establish an enterprise abroad (greenfield investment), to acquire a 
foreign firm (mergers and acquisitions) or to expand production of foreign affiliates. As 
MNEs provide the main channel through which this investment occurs, Moosa reasons 
that the growth of international production is best monitored through changes in FDI 
activity over time. Indeed, Lall and Streeten (1977) contend that MNEs dominate not 
only international production, but also international investment, trade, finance and 
technology.  
In a similar vein, Bellak and Cantwell (2004) suggest that international production can 
be measured at a national level by outward and inward FDI stocks. Indeed, they view 
the degree to which production by domestically owned firms is outward oriented and 
the degree to which production by foreign owned firms is inward oriented as being 
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representative of the extent to which a given country‟s production is multinational. As 
FDI data provide the only reasonable proxy for the patterns of MNE activities across 
countries, they advocate that FDI data be provided on a comparable basis. The 
necessary adjustments to international comparability thus entail converting FDI data 
into a common currency at constant prices and exchange rates (Bellak and Cantwell 
2004). 
In its fifth edition of the Balance of Payments Manual (BPM5), the IMF (1993) 
recommends that stock positions, income transactions and direct investment financial 
flows be reported at market value. As Eisner and Pieper (1990) point out, it is the 
current market value of assets and liabilities that matters to their holders and not the 
book value of acquiring a direct investment enterprise. Yet, many countries report FDI 
stocks at their book values mainly because of the difficulties of establishing market 
values between enterprises in a direct investment relationship.82 For example, 
transactions occurring between semi-autonomous divisions, such as the supply of 
components from one subsidiary to another, may or may not reflect market prices. 
These transfer prices between subsidiaries may deviate from market prices so as to 
minimise the payment of tariffs or to shift profit from a high-taxation country to a low-
taxation country.  
Moreover, empirical results indicate that direct investment data do not necessarily 
compromise the true degree of overseas activity by MNEs. For example, Blonigen, 
Davies and Head (2003) find qualitatively similar coefficient estimates for the 
knowledge-capital model when FDI data are used instead of affiliate sales data. Not 
surprisingly, they refer to FDI flows as “the defining activity of MNEs”. 
                                                
82
 The Report on the Survey of Implementation of Methodological Standards for Direct 
Investment (SIMSDI 2000), a joint publication by the IMF and the OECD, suggests that of those 
countries that compile FDI position data, only three OECD countries and nine non-OECD 
countries compile FDI position data using market values as the main valuation method. 
Nineteen of the twenty-five OECD countries and fourteen of the twenty-three non-OECD 
countries use book values from the balance sheet – reported either on a historical basis or 
some interim but not current revaluation – to determine FDI asset and liability stock positions. In 
conjunction with book values, five OECD countries and six non-OECD countries also used 
market values.  
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5.3.2 A Model of EU–OECD FDI Stocks  
Following the general equilibrium extensions of the trade literature which give rise to 
MNEs, the specification for the knowledge-capital model of bilateral FDI stocks, 
estimated over the period 1992-2003, is:  
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(5.4) 
where 
t
ijFDIS  are the outward bilateral FDI stocks of twelve EU countries into twenty 
OECD partner countries, expressed in US dollars at constant 2000 prices; total GDP, in 
constant 2000 US dollars, represents the joint market size, 
)ln( tj
t
i
t
ij GDPGDPTGDP  ; the difference in the size of two countries is captured 
by the difference of GDP squared,  given by 
2)ln(ln tj
t
i
t
ij GDPGDPDGDPSQ  ; 
and a measure of relative factor endowments is given by the difference in skilled labour 
between the two countries, )ln(ln tj
t
i
t
ij SKILLSKILLDSKILL  .
83 As with the new 
trade theory, the coefficient of total GDP is expected to be positively signed and that of 
the difference of GDP squared is expected to be negatively signed (or opposite in sign 
to the similarity of size index). In principle, skilled labour differences can be 
ambiguously signed much like the expected sign of per capita income differences, 
which was used as a proxy for factor endowments in the trade model (see section 
3.2.1), but as firm HQ tend to be located in the skilled-labour-abundant country, its sign 
is predicted to be positive.  
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 Blonigen et al. (2003) argue that when skilled labour differences are specified in absolute 
terms, the horizontal model cannot be rejected. In a reply, Carr, Markusen and Maskus (2003) 
outline that their original paper (Carr et al. 2001) seeks to estimate the more general model and 
not test nested versions of it. They also insist that skilled labour differences should not be 
specified in absolute terms.  
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The inclusion in equation (5.4) of the geographic distance between the two countries‟ 
economic centres, ijDIST , is familiar from the gravity model of trade. In the context of 
FDI, distance represents an element of trade and investment costs. As an element of 
trade costs, its coefficient sign is ambiguous, depending on the prevailing type of FDI. 
Whereas a positive and significant effect points to the presence of HFDI aligned with 
the tariff-jumping motive of FDI, a negative and significant effect suggests trade costs 
have a deterring effect on VFDI. In practice, however, a negative and significant 
coefficient sign is usual in the empirical literature irrespective of the type of FDI, 
perhaps reflecting the shortcomings of distance as a measure of trade costs. As an 
element of investment costs, restrictions on FDI discourage all foreign investors, 
implying an expected negative coefficient regardless of the FDI type.  
Carr et al. (2001) also include measures of the perceived costs associated with trading 
and investing abroad. An index of trade protectionism is used as a measure of trade 
costs. Its coefficient is expected to be positive in sign for the host country because high 
trade costs stimulate HFDI in the destination market, but a negative sign is expected 
for the home country because high trade costs diminish the VFDI incentive to locate 
plants abroad for the shipment of goods back to the home market. The index of 
investment barriers reflects an array of restrictions on investment including constraints 
on acquiring control in a company, labour controls on hiring and firing as well as 
restrictions on accessing capital markets, all of which are expected to negatively affect 
FDI. Similar variables are included for both the source and the host countries: an index 
for trade freedom, 
t
iTRADEOPEN  and 
t
jTRADEOPEN , and an index for property 
rights, 
t
iPROPEN  and 
t
jPROPEN . Note that the indexes of trade openness should 
be opposite in sign to the predicted effects of Carr et al.’s (2001) indexes of trade 
restrictions.  
Also included are two interaction terms. The first interaction term is the product of the 
differences in economic size and skilled labour endowments, )( tij
t
ij DSKILLDGDP  , 
where )ln(ln tj
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t
ij SKILLSKILLDSKILL  . 
According to the simulations of Carr et al. (2001), affiliate production is highest when 
the home country is relatively small and is highly skilled-labour-abundant. These 
country characteristics favour the geographic separation of a firm‟s headquarters from 
its production facilities. The firm‟s headquarters will be located in the home country, 
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which is abundant in skilled labour and the firm‟s production facilities will be located in 
the foreign country, which is large enough to support production at a lower cost. In 
other words, VFDI takes place between countries of different size, implying the 
coefficient for the interaction term is expected to be positive. As incomes converge and 
countries become increasingly similar in size, HFDI will replace VFDI, and the 
coefficient sign of the interaction term is expected to turn negative.84  
The second interaction term included by Carr et al. (2001) is the product of trade costs 
in the host country and the difference between skilled labour endowments squared, 
t
ijDSKILLSQ .
85 As horizontal MNEs are encouraged by high trade costs and similar 
relative endowments the coefficient for this term is expected to be negative, although 
an ambiguous effect is possible because it is not a theoretically sharp hypothesis.86 In 
line with the trade openness indexes included as independent variables in equation 
(5.4), the host country‟s index of trade openness is interacted with the squared 
difference between skilled labour endowments, )( tij
t
j DSKILLSQTRADEOPEN  , 
where  
2)ln(ln tj
t
i
t
ij SKILLSKILLDSKILLSQ  . As the index of trade restrictions 
used by Carr et al. is replaced with an index of trade openness, the coefficient for the 
interaction term is now expected to be positively associated with HFDI. The error term, 
t
ij , is denoted as before.  
                                                
84
 As a firm‟s headquarters tends to be located in the skilled-labour-abundant country no matter 
the type of FDI, a positively signed coefficient for DSKILL can be taken as given. The predicted 
sign of the interaction term is therefore largely determined by DGDP and will be positively 
signed if countries differ in size (ie the home country is small and VFDI prevails) and will be 
negatively signed if countries are similar in size (and HFDI prevails). 
85
 From their simulations, Carr et al. suggest that the trade cost index for both the source and 
the host country be interacted with the squared endowment differences. As this would lead to 
problems of multi-collinearity, only one interaction term based on host country trade costs is 
included in the model. 
86
 Weak empirical support for this hypothesis is due to the fact that the predicted sign of the 
interaction term depends on the assumptions made in relation to skilled-labour endowments. If, 
on one hand, the coefficient for DSKILLSQ is assumed to be positively signed because a firm‟s 
headquarters tends to be located in the skilled-labour-abundant country regardless of the FDI 
type, then a positive coefficient for the interaction term indicates the presence of HFDI (high 
trade costs go hand-in-hand with HFDI) and a negative coefficient is a signal of VFDI (high 
trade costs reduce VFDI). If, on the other hand, the coefficient for DSKILLSQ is assumed to be 
negatively signed because countries are similar in skilled labour endowments, then the overall 
effect of the interaction term will be reversed in sign for the FDI types. In keeping with the latter, 
Carr et al. assume similarities of skilled labour endowments between countries. 
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Equation (5.4) closely corresponds with the KK model estimated by Carr et al. (2001), 
as presented in equation (5.3).87 The main difference between equation (5.4) and the 
KK model relates to the dependent variable. The dependent variable in the KK model is 
the (real) volume of sales by manufacturing affiliates, pooled in an outward and an 
inward direction. Equation (5.4) has as its dependent variable FDI stocks, which, 
included in a one-way outward direction is more useful for analysing the substitution-
complementarity relationship between trade and FDI. Blonigen et al. (2003) also 
estimate the KK model using FDI stock data by way of increasing the variation in 
coverage over the original KK sample, which includes the US in every country-pair 
observation. In addition, whereas equation (5.4) is estimated in natural logarithms, 
apart from the index variables, the KK model estimated by Carr et al. is expressed in 
linear form.  
5.3.3 Model Data and Sources     
The reference group of countries conforms to the trade model, as given in Chapter 3, 
and consists of bilateral FDI data from twelve EU countries to twenty OECD partner 
countries over the period 1992-2003. The selected sample of high-income countries 
corresponds with the broader pattern of FDI. Based on the data available from 
UNCTAD (2008), about 90 per cent of both world FDI outflows and world outward FDI 
stocks emanates from the developed countries as at 2003. The shares of world FDI 
remain skewed towards the industrialised countries in an inwards direction, although to 
a lesser extent – about two-thirds of total FDI inflows and three-quarters of total inward 
FDI stocks are received by the advanced economies (UNCTAD).  
The sample of source countries of FDI, however, is restricted to the EU countries given 
their importance to the transition economies in terms of both trade and FDI.88 
                                                
87
 The KK model, in turn, carries all the hallmarks of the gravity model of trade: the standard 
gravity variables comprising GDP and distance; a revised version of the similarity of size index 
borrowed from the new trade theory; and a skills variable as a basis for a comparative cost 
advantage, all of which can be re-interpreted in terms of FDI. Furthermore, the inclusion of the 
trade and investment indexes resembles Brainard‟s (1997) use of openness to trade and 
investment indexes to test the proximity-concentration hypothesis. The main novelty of the KK 
model lies with the inclusion of non-linear variables and the explicit attempt to model elements 
of a hybrid model of VFDI and HFDI. 
88
 The transition countries‟ trade shares with the Euro Area (sourced from the DOTS, IMF and 
plotted in section 4.3.1) highlighted the relative importance of EU–CEE trade. No less important 
to the transition economies is FDI from the EU countries, although the data made available by 
the IDIS, OECD are more sparse. Of the listed OECD reporting countries, three transition 
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Accounting for the bulk of trade and FDI with the transition economies, the patterns of 
FDI among the EU–OECD countries are of potential importance to the CEE countries 
not only in terms of the type of FDI they might seek to attract, but also in terms of their 
future growth and development facilitated by bilateral trade and FDI with Western 
Europe. The nature of the relation between EU–OECD exports and FDI outflows plays 
an inherent role in terms of the CEE countries‟ growth and development paths. The 
strength of the East–West bilateral relations also makes the sample of EU–OECD 
countries an appropriate reference group from which to project FDI for the CEE 
countries (see Chapter 6). 
Direct investment between the high-income countries which are similar in size and are 
similar in factor proportions is more conducive to HFDI. If the North–North pattern of 
HFDI is prevalent between the high-income EU–OECD countries, it will be picked up by 
the KK model variables operating through the direct effects of the independent 
variables in equation (5.4) as well as the indirect effects of the interaction terms. The 
hybrid model also allows for the existence of VFDI. According to Carr et al. (2001), total 
affiliate production is highest when a country is moderately small and is abundant in 
skilled labour. These country characteristics are most suitable to VFDI. Of course, the 
ability of the KK model variables to pick up the effects on HFDI and VFDI is conditional 
on the countries in the sample. Carr et al. (2001) suggest the Netherlands, Sweden 
and Switzerland are good examples of home countries which are small and are skilled-
labour-abundant, hence they are included in the sample both as source countries of 
FDI and as host countries of FDI. As the EU–OECD sample of countries cater to both 
types of FDI, the KK model coefficient signs should therefore depend on the most 
prevalent type of FDI. 
In global terms, the EU countries account for over 50 per cent of world FDI outflows 
and 53 per cent of world outward FDI stocks as at 2003 (UNCTAD 2008). The share of 
global FDI rises to 55 per cent when the EFTA countries are included. Of the EU 
countries, the UK ranks highest, accounting for 11 per cent and 14 per cent of world 
FDI outflows and outward FDI stocks respectively. Ranking countries by outward FDI 
stocks, Germany rates second (9.6%), France third (8.4%) and the Netherlands fourth 
(6%). Of the EFTA countries, Switzerland is most important, contributing 70 per cent 
                                                                                                                                            
economies (the Czech Republic, Poland and Slovakia) receive about four-fifths of world inward 
FDI stocks from the EU-15 as at 2003. 
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and 85 per cent of EFTA FDI outflows and outward FDI stocks respectively for the 
same year. Indeed, Switzerland‟s 4 per cent share of outward FDI stocks places it in 
fifth position among the selected group of source countries of FDI, ahead of Belgium 
and Italy in terms of the world rankings. 
Summing the twelve EU countries‟ outward FDI positions across all destination 
countries as at 2003, the sample of twenty OECD countries account for the 
predominant share. Specifically, the twenty OECD countries account for over four-fifths 
of the top-four EU countries‟ outward positions, ranging from 81.4 per cent (the UK) to 
89.4 per cent (France). A similarly high proportion (75 per cent) of Switzerland‟s 
outward FDI stocks goes to the selected twenty OECD countries as at 2003. 
Bilateral FDI stock data are from the International Direct Investment Statistics (IDIS), 
Organisation for Economic Co-operation and Development (OECD). FDI data, 
denominated in US dollars, are deflated by US producer prices (2000 = 100), sourced 
from the IFS, IMF. The producer price index (PPI), defined by the IMF (1993) as an 
index “designed to monitor changes in prices of items at the first important commercial 
transaction” is chosen as a relevant deflator because it best reflects the prices at which 
producers sell their output on the domestic market.89 
Data on GDP, at constant 2000 US dollars, and the geographic distance between two 
economic centres are as before, sourced from the WDI, WB and the CEPII 
respectively.  
Skilled labour for both sets of countries is represented by the percentage ratios of 
enrolment in tertiary education, sourced from the WDI, WB. Enrolment information is in 
general available only since 1999 and is not available for Germany. To prevent loss of 
information, pre-1999 data for each country consists of period averages;90 for 
Germany, secondary school enrolment ratios are used.  
                                                
89
 Given the absence of a direct investment deflator, the PPI provides a reasonable deflator of 
investment-related goods. As the first commercial transaction could also be the sale price of 
goods for export rather than on the domestic market, export flows (Chapter 1) were also 
deflated by producer prices despite the availability of an export price index. 
90
 Carr et al. also use period averages for missing skilled-labour ratios.  
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The indexes for economic freedom are obtained from The Heritage Foundation.91 The 
trade freedom index is a composite measure of the absence of tariffs and non-tariff 
barriers (NTBs). The trade-weighted average tariff rate is a quantitative measure of 
tariffs weighted by the share of imports for each good. Data for NTBs draw on both 
quantitative and qualitative information including quantity restrictions (import quotas, 
export limits, voluntary export restraints and trade embargoes); price restrictions (anti-
dumping and countervailing duties, border tax adjustments and variable levies); 
regulatory restrictions (licensing, domestic content and mixing requirements, safety and 
industrial standards regulations as well as labelling and packaging regulations); 
investment restrictions (exchange and other financial controls); customs restrictions 
(advance deposit requirements, customs classification, valuation and clearance 
procedures); and direct government intervention (subsidies, government industrial 
policy and regional development measures, government-financed research and other 
technology policies, national taxes and social insurance, competition policies, 
immigration policies, government procurement policies, state trading and government 
monopolies as well as exclusive franchises. While higher tariffs charged on imports 
directly raise the cost of trade, NTBs contribute indirectly to the cost of trade through a 
variety of restrictions which limit access to markets.  
The use of index variables compiled from survey data to rank a country‟s degree of 
trade openness is common in the existing empirical literature (see, for example, 
Brainard 1997; Carr et al. 2001; and Blonigen et al. 2003). In a model of growth, 
Edwards (1998) uses a related index of distortions in international trade from the 
Heritage Foundation as one of nine indexes of openness, with no discernible 
differences in the results. Furthermore, Edwards points out that in capturing different 
aspects of trade policy, a composite index can lead to efficiency gains when compared 
with separately introducing into an equation the various aspects of trade policy as 
independent variables.  
The property rights index is a composite measure of the degree to which private 
property can be accumulated and protected by law in a country. The index takes 
account of the ability of individuals, firms and the justice system to enforce contracts, 
the extent to which the justice system is able to penalise those who unlawfully 
confiscate private property, the existence of corruption within the judiciary and the 
                                                
91
 Available at: http://heritage.org. 
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likelihood that a government will expropriate private property. As the data coverage is 
from 1995 onwards only, period averages for the economic freedom indexes were 
used. A summary of the model variable sources and expected signs is provided in 
Table 5.1.  
Table 5.1  The Knowledge-Capital Model Variables of FDI Stock Determinants  
Variable  Data source  Expected sign  
FDI   International Direct Investment Statistics, OECD    
     
GDP total  World Development Indicators, WB  + 
     
GDP difference 
squared 
 World Development Indicators, WB  – 
     
Skill difference  World Development Indicators, WB  + 
     
Distance  CEPII  – 
     
Source country trade 
openness 
 The Heritage Foundation   
– (HFDI)  
+ (VFDI) 
     
Host country trade 
openness   
 The Heritage Foundation  
– (HFDI)  
+ (VFDI) 
     
Source country 
property rights  
 The Heritage Foundation  – 
     Host country   
property rights  
 The Heritage Foundation  + 
     
GDP difference 
* Skill difference  
 World Development Indicators, WB  
– (HFDI)  
+ (VFDI) 
     
Host trade openness 
* Skill difference 
squared  
 
The Heritage Foundation;  
World Development Indicators, WB 
 
+ (HFDI)  
– (VFDI) 
 
5.3.4 The Knowledge-Capital Model Estimated 
Table 5.2 presents the panel estimates for the knowledge-capital model of FDI stocks 
using POLS, the fixed effects (FE) estimator and the random effects (RE) estimator.92 
The results for the latter two estimators are shown with time dummies included in the  
 
                                                
92
 Carr et al. also estimate the KK model with fixed effects, but only the specific effects for the 
host country are included because the US is part of every country-pair. 
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Table 5.2  The Knowledge-Capital Model of FDI Stock Determinants  
  One-way Models  Two-way Models 
Regressors  POLS
a
  
Standard 
FE
a
 
 RE
a
  
Combined 
FE
a
 
 RE
a
 
GDP total  1.50** 
(34.18) 
 
4.34** 
(27.55) 
 
2.93** 
(23.98) 
 
1.72** 
(2.98) 
 
1.63** 
(10.73) 
           
GDP difference 
squared 
 –0.23** 
(–16.96) 
 –0.30** 
(–3.20) 
 –0.43** 
(–9.90) 
 –0.22** 
(–2.24) 
 –0.22** 
(–5.25) 
           
Skilled labour 
difference 
 
0.56** 
(6.40) 
 
0.10 
(0.40) 
 
0.30 
(1.45) 
 
0.18 
(0.76) 
 
0.27 
(1.42) 
           
Distance  –0.77** 
(–16.39) 
 –  –1.19** 
(–8.64) 
 –  –0.93** 
(–7.32) 
           Source country 
trade openness 
 
0.11** 
(8.27) 
 
0.01 
(1.21) 
 
0.01** 
(2.59) 
 
–0.58 x 10
–2
 
 (–0.92) 
 
–0.42 x 10
–2
 
 (–0.65) 
           Host country 
trade openness  
 
0.01 
(0.40) 
 
0.02** 
(3.84) 
 
0.03** 
(5.06) 
 
0.01 
(1.58) 
 
0.01 
(1.54) 
           Source country 
property rights  
 –0.01** 
(–3.15) 
 –0.01** 
(–3.38) 
 
–0.24 x 10
–2
 
 (–0.81) 
 –0.01** 
(–3.06) 
 –0.01** 
(–3.18) 
           
Host country 
property rights  
 
0.02** 
(7.32) 
 
0.59 x 10
–2
 
 (1.31) 
 
0.01* 
(1.93) 
 
0.01** 
(2.15) 
 
0.01** 
(2.66) 
           
GDP difference 
* Skill difference  
 
0.69** 
(10.22) 
 
0.12 
(0.81) 
 
0.26* 
(1.70) 
 
0.06 
(0.42) 
 
0.30* 
(1.93) 
           
Host country 
trade openness           
* Skill difference 
squared  
 
–0.48 x 10
–2
* 
(–1.79) 
 
0.49 x 10
–2
 
 (0.86) 
 
0.49 x 10
–2
 
 (0.89) 
 
0.42 x 10
–2
 
 (0.75) 
 
0.31 x 10
–2
 
 (0.60) 
           
Intercept  –24.14** 
(–12.44) 
 –101.92** 
(–19.62) 
 –54.48** 
(–16.91) 
 –21.34 
(–1.22) 
 –17.43** 
(–4.24) 
           No of obs  1895  1895  1895  1895  1895 
           
No of groups   –  195  195  195  195 
           
2R   0.507  0.950  0.454  0.952  0.485 
           
RMSE  1.44  0.48  –  0.47  – 
           
RESET
b
  3.61**  5.55**  –  5.49**  – 
           
Hausman
c
  –  153.69**  –   9.52  – 
           
Time  –  –  –  6.25**  279.83** 
  
a 
The reported test statistics in parentheses (z statistics for RE) are heteroskedasticity robust  
  
d 
(White 1980).  
  
b 
Using powers of the predicted dependent variable (Ramsey 1969). 
  
c 
Based on the difference between the FE and the RE estimators (Hausman 1978). 
  ** denotes significance at the 5% level; * denotes significance at the 10% level. 
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model to control for common shocks affecting all countries in the sample (also known 
as a two-way model) and without time dummies (also known as a one-way model).93, 94 
The number of significant coefficient estimates shown for the FE and the RE estimators 
is less when compared with POLS. A loss of significance is especially apparent for the 
skilled labour difference variable and its associated interaction terms. Regarding the 
preferred model, the Hausman test is split depending on whether time effects are 
included in the model: in choosing between the one-way models, it favours the FE 
model, but when time effects are included, the failure to reject the null hypothesis 
suggests a preference for the two-way RE model.  
Taking each of the model coefficients in turn, the elasticity coefficient for the joint 
market size variable is positive and significant, consistent with the predicted effect of 
the hybrid model. The standard FE estimate for total GDP is exceptionally high, 
although a coefficient of this magnitude is not absent from the literature. For example, 
using industry level outward stocks of FDI from the US to a group of OECD and non-
OECD countries between 1989 and 1999, the corresponding coefficient estimated by 
Egger and Pfaffermayr (2004a) is even higher. The summary statistics are again 
helpful in rationalising the unusually high coefficient for total GDP. 
As shown in Table 5.3, the between standard deviation for the total GDP variable is ten 
times its within standard deviation. In other words, most variation occurs between the 
cross-sectional units and not within the cross-sectional units. The suitability of the FE 
estimator (also known as the within estimator) is called into question when there is a 
low degree of variation within the model variables. Unlike the FE estimator, the RE 
estimator does not drop all between variability and therefore is a more appropriate 
estimator when the time span is short. The same rationale is applied by Bellak et al. 
(2009) to justify the use of the RE estimator for a model of FDI outflows from seven 
OECD countries to eight CEE countries over the 1995 to 2004 period. 
 
                                                
93
 Estimates for all variants of the FE estimator were obtained, but the parameter estimates for 
the triple-indexed model and the full effects FE were mostly insignificant and implausible. 
94
 Multiplying the number of cross-sectional groups (195) by the number of years (12) would 
give 2 340 as the total number of observations for a balanced panel. At 1 895 observations, the 
panel data set is unbalanced because of missing observations and zero values for FDI stocks. 
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Table 5.3  Summary Statistics for the Knowledge-Capital Model Variables 
Variable    
Panel 
structure 
 Mean  
Standard 
deviation 
 Minimum  Maximum 
FDI stocks   overall  21.41  2.08  12.30  26.49 
  between    2.12  13.16  25.73 
  within    0.62  16.86  24.09 
FDI flows   overall  19.45  2.17  11.58  25.87 
  between    1.88  14.45  23.62 
  within    1.19  11.73  23.99 
     Time-invariant knowledge-capital model variables  
Distance  overall  7.37  0.94  5.15  9.28 
  between    0.95  5.15  9.28 
  within    0.00  7.37  7.37 
     Time-varying knowledge-capital model variables 
GDP total  overall  27.70  0.95  25.67  30.13 
  between    0.95  25.93  29.99 
  within    0.09  27.44  27.98 
GDP difference sq   overall  2.68  3.38  0.85 x 10
9
  19.61 
  between    3.37  0.96 x 10
3  19.39 
  within    0.22  0.65  4.77 
Skilled labour 
difference 
 overall  0.01  0.32  –1.00  1.00 
  between    0.32  –0.90  0.90 
  within    0.05  –0.21  0.34 
GDP*Skill   overall  0.06  0.56  –2.21  2.61 
  between    0.55  –2.02  2.31 
  within    0.08  –0.61  0.87 
Trade*Skill   overall  8.14  11.16  0.00  82.22 
  between    10.93  0.01  66.67 
  within    2.20  –2.75  33.48 
     Knowledge-capital model index variables 
Source country 
trade openness  
 overall  78.52  2.44  63.60  83.30 
  between    1.08  76.62  81.48 
  within    2.19  65.50  84.90 
Host country   
trade openness  
 overall  78.25  2.95  63.60  83.40 
  between    2.13  70.22  81.48 
  within    2.18  65.23  85.03 
Source country PR   overall  83.65  9.15  70.00  90.00 
  between    8.71  70.00  90.00 
  within    2.84  66.15  96.98 
Host country PR    overall  83.57  9.63  50.00  90.00 
  between    8.98  65.56  90.00 
  within    3.44  65.80  96.91 
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Akin to a positive sign for the similarity of size index in the new trade theory, the 
squared difference of GDP is negative and significant across all estimators, as shown 
in Table 5.2, implying that FDI responds positively to size similarities between 
countries. Although both GDP-related variables are more relevant for HFDI, their 
significance does not necessarily indicate the absence of VFDI for the sample of EU–
OECD countries. 
The third explanatory variable is the difference in skilled labour. Its coefficient sign is 
positive, as expected in the presence of both VFDI and HFDI: international firms tend 
to be headquartered in the skilled-labour-abundant country. Not surprisingly, its 
coefficient is in general insignificant, likely reflecting a similarly high level of education 
and training received by individuals in the EU–OECD countries. The skilled labour 
difference variable can also be taken as a measure of relative factor endowments. In 
this context, the positive coefficient sign favours the H–O–S explanation of factor 
endowment differences between countries. The results for all three independent effects 
of the economic size and factor endowment variables are consistent in sign and 
significance with the results obtained by Carr et al. (2003).  
The POLS and the RE results suggest greater distance constrains FDI, whether taken 
as an element of trade costs or investment costs. A negative and significant coefficient 
for distance has been interpreted as evidence of the importance of VFDI among the 
OECD countries (Mariel, Orbe and Rodríguez 2009). Nevertheless, the typical 
empirical finding of a negative and significant coefficient for distance raises some doubt 
as to whether the sign of its coefficient can distinguish between the types of FDI. The 
coefficients for the trade openness indexes may be better able to pinpoint the presence 
of HFDI or VFDI.  
The index of trade openness included for both countries can be considered 
independent of distance. As a composite measure of the absence of tariffs and non-
tariff barriers, the trade openness index will act as either a stimulant of VFDI or an 
impediment to HFDI. Greater trade openness that began under the Single Market 
Programme has served to increase VFDI between the EU and the OECD countries. 
This is borne out by the positive coefficient for the host country‟s trade openness index 
shown in Table 5.2 across all the panel estimators, albeit significant only for the one-
way models. 
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This result is consistent with Mariel et al. (2009) based on a time-varying coefficients 
approach to estimating the KK model among the OECD countries over the period 1982 
to 2003. Defining trade openness as the sum of a country‟s imports and exports divided 
by GDP and subtracting this value from 100 to get a measure of trade restrictiveness, 
evidence of HFDI is initially shown at a time when tariffs and non-tariff barriers were 
higher between the OECD countries, but thereafter VFDI is shown to be associated 
with more openness to trade. VFDI is also confirmed in the reverse direction for the 
one-way models, as shown in Table 5.2. Interestingly, the coefficient for the home 
country‟s index of trade openness changes sign when the time effects are added to the 
model. A similar finding is also obtained by Mariel et al. (2009) in so far as the time-
varying coefficient for the home country‟s cost of trade changes direction in trend and 
latterly favours HFDI. 
As the two-way RE estimator is the preferred model, the overall effects of the trade 
openness indexes suggest that outward FDI from the EU countries is governed by the 
VFDI motive whereas inward FDI received by the EU countries is motivated by HFDI, 
although neither effect is significant at conventional levels of significance. Already high 
levels of trade liberalisation may account for the non-significant results. 
Property rights are an important signal of the smooth functioning of a market economy, 
without which international companies may be unwilling to invest in a country. 
Opposing coefficient signs are obtained for the host country and the source country 
property rights indexes. Respect for property rights positively affects FDI received by 
the host countries whereas impediments to the accumulation of private property, 
perhaps reflecting tighter regulation in the EU countries relative to the sample of twenty 
OECD countries, restrain FDI.  
The coefficient for the product of the differences in economic size and skilled labour 
endowments is positive in line with the view that FDI abroad is highest when the home 
country is small and is relatively skilled-labour-abundant. In other words, the VFDI 
motive for direct investment is supported among the sample of EU–OECD countries, 
albeit only marginally significant for the preferred model. Carr et al. (2001) had 
suggested the Netherlands, Sweden and Switzerland qualify as small, skilled-labour 
abundant countries which set up production facilities in large foreign countries to take 
advantage of lower costs abroad. Other source countries of FDI in the sample may fit 
this category of countries: Austria, Belgium, Denmark and Finland. Supporting 
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evidence for the existence of VFDI among the OECD countries is also found by Mariel 
et al. (2009).  
In contrast, Carr et al. obtain a negative and significant coefficient estimate for the 
interaction term, consistent with the predictions of the KK model that a convergence in 
income will lead to more HFDI. This result likely reflects the inclusion of the US as both 
the home country of FDI and the host country of FDI; being part of every country-pair 
will serve to increase the similarity of GDP between the countries in the sample and 
hence increase HFDI.  
With respect to the second interaction term between the trade openness index of the 
host country and the square of skilled labour differences, its coefficient sign is mixed 
depending on the panel estimator, although none at any reasonable level of 
significance. Conflicting results are also obtained by Carr et al. The coefficient sign for 
the preferred two-way RE model is positive, as shown in Table 5.2, but the 
hypothesised relation is unclear. On one hand, the positively signed coefficient for the 
interaction term can stem from VFDI, which rises if the foreign country is highly open to 
trade and is different in relative skilled labour endowments. On the other hand, the 
positively signed coefficient suggests HFDI is more salient; coupled with similar skilled 
labour endowments, low trade costs associated with a high degree of trade openness 
curtails HFDI. The ambiguity regarding the coefficient sign thus means this interaction 
term contributes little in discerning the dominant type of FDI prevailing among the EU–
OECD countries. 
Are the results sensitive to the choice of the dependent variable? In general, FDI 
stocks are often used in preference to FDI flows because the latter are prone to 
considerable variation from year to year. In addition, zero or negative values tends to 
reduce the number of observations in a panel of FDI flows; this can be mitigated by the 
(generally) positive values of FDI stocks. Moreover, FDI stocks represent a more 
suitable measure of the accumulation of knowledge capital when compared with FDI 
flows. Nevertheless, using FDI flows as the dependent variable may be more 
appropriate to match the annual frequency of export flows in the merged model of 
NTT–KK determinants of FDI and trade (see the next section). At any rate, estimating 
the KK model of FDI outflows for the same sample of countries over the same period 
provides broadly similar results to the KK model of FDI outward stocks. As noted by 
Nicoletti, Golub, Hajkova, Mirza and Yoo (2003), FDI flows can be used to finance the 
acquisition of a local firm, to expand the activity of an existing foreign affiliate or to 
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create a new foreign-owned firm in the local market. In reporting the effects of various 
policies on both FDI flows and FDI stocks, their findings suggest little sensitivity to the 
choice of the dependent variable.  
Table 5.4 presents the corresponding results for the KK model using FDI outflows as 
the dependent variable. The FE estimator suggests the elasticity for total GDP remains 
high, regardless of whether or not time effects are included. An economic interpretation 
could be related to the stylised fact that FDI flows have risen much faster than world 
income over the sample period. A comparison of the between and the within standard 
deviations, however, had called into question the suitability of the FE results owing to 
insufficient within variation. As shown in Table 5.3, the between standard deviation 
accounts for most of the overall standard deviation not only for total GDP, but for 
several KK model variables including the GDP difference squared, skill differences and 
the interaction terms, with little variation left over within the variables. The two-way FE 
model results indicating only a marginally significant coefficient for the similarity of size 
index is conspicuous for the sample of industrialised countries. A low degree of inter-
temporal variation means the FE estimator produces inconsistent results.  
For the preferred two-way RE model, the KK model results are similar, regardless of 
whether the dependent variable is FDI outflows or FDI outward stocks. Apart from 
some slight variation of magnitude, the coefficient sign for just two KK model variables 
relevant to the FDI types is subject to change, although both remain insignificant. First, 
the coefficient sign for the home country's index of trade openness is now positively 
signed, congruent with VFDI. Second, the negative coefficient sign for the interaction 
term between trade openness in the host country and the difference between skilled 
endowments squared is also in harmony with the presence of VFDI. In so far as FDI 
flows can be interpreted as the short-term counterpart to the long-term nature of FDI 
stocks implied by a „lasting interest‟, the results suggest FDI between the EU–OECD 
countries is motivated by VFDI in the short-term, but is liable to switch to HFDI over 
time.    
Overall, the KK model results for the preferred model shown in Table 5.2 and Table 5.4 
are not radically different from the weighted least squares (WLS) results obtained by 
Carr et al. (2001) based on MNE sales data. In particular, the estimated coefficient 
signs for the gravity-type variables (total GDP, the difference of GDP squared, the 
difference of skilled labour endowments and distance) are consistent with the 
predictions of the hybrid model. 
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Table 5.4  The Knowledge-Capital Model of FDI Flow Determinants  
  One-way Models  Two-way Models 
Regressors  POLS
a
  
Standard 
FE
a
 
 RE
a
  
Combined 
FE
a
 
 RE
a
 
GDP total  1.52** 
(29.33) 
 
5.44** 
(15.11) 
 
1.93** 
(17.71) 
 
4.19** 
(3.45) 
 
1.47** 
(12.74) 
           
GDP difference 
squared 
 –0.17** 
(–12.06) 
 –0.29** 
(–2.37) 
 –0.23** 
(–7.79) 
 –0.24* 
(–1.87) 
 –0.15** 
(–4.97) 
           
Skilled labour 
difference 
 
0.48** 
(4.14) 
 
0.48 
(0.77) 
 
0.49** 
(2.06) 
 –0.05 
(–0.09) 
 
0.39* 
(1.66) 
           
Distance  –1.02** 
(–20.58) 
 –  –1.18** 
(–11.06) 
 –  –1.11** 
(–10.72) 
           Source country 
trade openness 
 
0.07** 
(4.92) 
 –0.01 
(–1.12) 
 
0.01 
(0.74) 
 
0.31 x 10
–2
 
 (0.20) 
 
0.01 
(0.75) 
           Host country 
trade openness  
 
0.01 
(0.92) 
 –0.01 
(–0.67) 
 
0.01 
(1.16) 
 
0.27 x 10
–2 
(0.18) 
 
0.45 x 10
–2
 
 (0.31) 
           Source country 
property rights  
 
0.04** 
(8.47) 
 –0.02** 
(–2.06) 
 
0.02** 
(3.05) 
 –0.02* 
(–1.80) 
 
0.01* 
(1.78) 
           
Host country 
property rights  
 
0.02** 
(5.91) 
 –0.01 
(–1.59) 
 
0.01 
(1.20) 
 –0.02* 
(–1.86) 
 
0.42 x 10
–2
 
 (0.66) 
           
GDP difference 
* Skill difference  
 
0.39** 
(5.31) 
 –0.59* 
(–1.70) 
 
0.20 
(1.53) 
 –0.68* 
(–1.95) 
 
0.24* 
(1.79) 
           
Host country 
trade openness           
* Skill difference 
squared  
 –0.01 
(–1.66) 
 
0.01 
(0.73) 
 
0.19 x 10
–2
 
 (0.28) 
 
0.16 x 10
–2
 
 (0.11) 
 
–0.68 x 10
–3 
(–0.10) 
           
Intercept  –26.64** 
(–12.48) 
 –127.60** 
(–11.30) 
 –29.30** 
(–8.97) 
 –92.11** 
(–2.51) 
 –16.00** 
(–4.24) 
           No of obs  1939  1939  1939  1939  1939 
           
No of groups   –  215  215  215  215 
           
2R   0.418  0.744  0.396  0.750  0.426 
           
RMSE  1.64  1.15  –  1.14  – 
           
RESET
b
  5.28**  0.29  –  0.71  – 
           
Hausman
c
  –  159.20**  –   66.26**  – 
           
Time  –  –  –  4.01**  150.21** 
  
a 
The reported test statistics in parentheses (z statistics for RE) are heteroskedasticity robust  
  
d 
(White 1980).  
  
b 
Using powers of the predicted dependent variable (Ramsey 1969). 
  
c 
Based on the difference between the FE and the RE estimators (Hausman 1978). 
  ** denotes significance at the 5% level; * denotes significance at the 10% level. 
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Although overwhelmingly in favour of HFDI, the hybrid model results obtained by Carr 
et al. indicate a role for VFDI, as suggested by the coefficient signs for the difference in 
skilled endowments along with distance and the trade cost index for the home country. 
For the EU–OECD countries, relative skilled labour endowments – whether stated in 
terms of direct effects or indirect effects through interactions – play only a minor role in 
terms of FDI patterns.   
The sample of EU–OECD countries, however, tends to exhibit greater evidence of 
VFDI than Carr et al.’s sample of thirty-seven countries, which includes the US in every 
country-pair observation. Most indicative of VFDI is the host country's index of trade 
openness; its positively signed coefficient for the KK model of FDI outward stocks and 
FDI outflows, albeit not significant, diverges from Carr et al.’s finding of HFDI. In 
addition, VFDI is supported by the product of the differences in economic size and 
skilled labour endowments; the positive and marginally significant coefficient suggests 
small countries like the Netherlands, Sweden and Switzerland seek large markets 
abroad to produce goods at a lower cost. In contrast, Carr et al. find a negatively 
signed coefficient, suggesting affiliate sales of MNEs, whether located in the US or 
abroad, are driven mainly by HFDI.  
The divergence of the results from the predictions of the KK model likely reflects the 
differing sample of countries; whereas Carr et al. (2001) find HFDI motives dominate 
MNE sales between the US and thirty-six countries, greater evidence of VFDI motives 
prevail between the EU–OECD countries. The likeness of the results with Mariel et al.’s 
(2009) time-varying coefficients approach to estimating the KK model among the 
OECD countries over the period 1982 to 2003 supports this conclusion. 
5.4 A Merged Model of NTT and KK Determinants  
The KK model of FDI determinants, estimated in section 5.3.4 for a panel of EU–OECD 
countries over the years 1992 to 2003, indicates the presence of both HFDI and VFDI. 
By design, the KK model specification is appropriate to estimate the determinants of 
FDI among the high-income countries, but what about the nature of the trade-FDI 
relation? As theory suggests HFDI and trade are substitutes whereas VFDI and trade 
are complements, inferences regarding the nature of the trade-FDI relation can be 
derived from the KK model of HFDI and VFDI, but the exact nature of the relation is not 
part of the hybrid model‟s make-up.  
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In merging the KK model of FDI determinants with the NTT model of trade 
determinants, the general model of NTT–KK determinants can be estimated as a trade 
equation and as an FDI equation. A direct comparison of the model coefficients for the 
respective equations shows how trade and FDI respond to the same set of RHS 
variables. Examining more directly the hypothesis of whether trade and FDI among the 
sample of EU–OECD countries are substitute or complementary activities, the NTT–KK 
model is estimated in two ways. First, net FDI is included as an independent variable in 
a 2SLS regression of the exports equation and similarly, net trade is included as an 
independent variable in a 2SLS regression of the FDI equation; their coefficient signs 
should be indicative of the nature of the trade-FDI relation. Second, estimating the 
general model of NTT–KK determinants as an exports equation and as an FDI 
equation, but replacing the right-hand side (RHS) trade and FDI variables with their 
respective price variables, the two price variables measuring the cost of MNE activity 
and the price variable measuring the cost of trade can be interpreted as cross-price 
elasticity effects as in a demand study. 
5.4.1 The NTT–KK model: 2SLS      
Moving beyond the inferences derived from the hybrid model of HFDI and VFDI, an 
explicit attempt is made to examine the nature of the trade-FDI relation among the EU 
countries. First, the KK model of FDI determinants (section 5.3.2) is merged with the 
gravity model of NTT determinants (section 3.2.1). In estimating the merged model of 
NTT–KK determinants as a trade equation and as an FDI equation, the parameter 
coefficients can be directly compared for the respective equations. This approach is 
similar in principle to Brainard‟s (1997) proximity-concentration hypothesis to 
determining whether the equilibrium number of firms will produce goods at home and 
engage in trade or produce goods abroad via HFDI, but in using the NTT–KK model of 
country characteristics, the patterns of trade, HFDI and VFDI among the EU–OECD 
countries is examined. For convenience, the NTT model of exports and the KK model 
of FDI are repeated below:  
t
ij
t
ij
t
ij
t
ij DGDPPCSGDPTGDPEXP 321    
             
t
ij
t
ijijijij EULANGADJDIST   7654  
(5.5) 
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              )(9
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j DSKILLSQTRADEOPEN   )(10       
(5.6) 
where equation (5.5) is the gravity model of new trade theory determinants, as 
presented in section 3.2.1, and equation (5.6) is the KK model of FDI, as given in 
section 5.3.2, but with FDI flows, 
t
ijFDI , used as the dependent variable to match the 
annual frequency of export flows. As the FE estimator has been shown to be 
unsuitable, both specifications explicitly include the usual time-invariant variables. 
According to Wooldridge (2002), a simultaneous equations approach to estimating 
equations (5.5) and (5.6) would be appropriate if the autonomy requirement is satisfied, 
that is, if each equation in the system has economic meaning in isolation from the other 
equation in the system. If, however, the endogenous variables in the system are choice 
variables of the same economic unit, the autonomy requirement fails. As exports and 
FDI represent choice variables of the same firm in serving a foreign market, a 
simultaneous equations approach is deemed unsuitable. 
Instead, the right-hand side of equations (5.5) and (5.6) are combined in one model 
and an instrumental variables (IV) approach – the two-stage least squares (2SLS) 
method to estimating a single equation – is adopted to control for the simultaneity 
between exports and FDI. The merged model of NTT–KK determinants of trade is 
represented as follows:  
t
ij
t
ij
t
ij
t
ij DGDPPCDGDPSQTGDPEXP 321    
              
t
ijijijij EULANGADJDIST 7654    
              
t
j
t
i TRADEOPENTRADEOPEN 98    
              
t
j
t
i PROPENPROPEN 1110    
              )(12
t
ij
t
ij DSKILLDGDP              
              
t
ij
t
ij
t
ij
t
j NFDIDSKILLSQTRADEOPEN   1413 )(              
(5.7) 
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where the dependent variable, 
t
ijEXP , denotes the bilateral exports from twelve EU 
countries to twenty OECD partner countries. Equation (5.7) includes all the gravity 
variables given in equation (5.5), but the similarity of size index, 
t
ijSGDP  is now 
captured by the difference in the economic size of two countries, 
t
ijDGDPSQ .  
In terms of the variables retained from the KK model of FDI determinants, the total 
GDP, 
t
ijTGDP , and the distance, ijDIST , variables directly overlap with the NTT 
model of trade; and the difference in skilled endowments between the two countries, 
t
ijDSKILL , is already captured by the absolute difference in GDP per capita income 
levels, 
t
ijDGDPPC . In distinguishing between the factor-proportions hypothesis of 
differences in relative factor endowments (the H–O–S model) and Linder‟s (1961) 
hypothesis of similar factor endowments as an explanation of trade, the latter might 
also be more discerning between the types of FDI. All remaining determinants of FDI in 
the KK model appear in equation (5.7).  
Following Lipsey and Weiss (1981), who considered the effect of US affiliate sales on 
US exports and vice versa by way of examining the trade-FDI nexus, the exports 
equation includes FDI as an additional explanatory variable. Improving on the OLS 
regression of trade on MNE activity, Brainard (1997) uses net assets as an instrument 
for affiliate sales in a 2SLS regression of exports and vice versa in an attempt to control 
for simultaneity between trade and FDI. Accordingly, equation (5.7) includes net FDI 
flows, 
t
ijNFDI , defined as the difference in the logged values of FDI outflows and FDI 
inflows, )ln(ln tij
t
ij
t
ij INFDIFDINFDI  . A negatively signed coefficient for net FDI 
suggests trade and FDI are substitutes whereas a positively signed coefficient 
suggests the two are complements.  
Inter-changing the dependent variable, the NTT–KK equation is also estimated for 
bilateral FDI outflows, 
t
ijFDI , for the same group of countries, albeit with missing data: 
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(5.8) 
where this time, the RHS variables in equation (5.8) include net exports, that is, the 
difference in the logged values of exports and imports, 
)ln(ln tij
t
ij
t
ij IMPEXPNEXP  .
95 All other variables overlap with equation (5.7). As 
per net FDI in equation (5.7), trade and FDI can be considered substitutes 
(complements) if the coefficient sign for net exports is negative (positive). 
Table 5.5 shows the 2SLS results for the merged model of NTT–KK determinants, 
estimated with exports as the dependent variable and with FDI outflows as the 
dependent variable. A one-period lagged value of net FDI outflows is used as an 
instrument for FDI in the exports equation and similarly a one-period lagged value of 
net exports is used as an instrument for net exports in the FDI equation. All other 
variables serve as their own instruments. 
The CEE countries will be primarily concerned with the nature of the trade-FDI relation 
between EU–OECD exports and FDI outflows in a one-way outward direction. If, on 
one hand, EU–OECD exports and FDI outflows are complements, trade and FDI rise 
together and the gains from increased trade and FDI can be spread to the transition 
countries. If, on the other hand, EU–OECD exports and FDI outflows are substitutes, 
attracting EU direct investment into the CEE countries may hamper East–West trade. 
For completeness, equations (5.7) and (5.8) are also estimated on the basis of a one-
way inward direction by way of indicating the EU countries‟ ability to attract FDI, that is, 
the merged model of NTT–KK determinants is estimated with imports and FDI inflows  
                                                
95
 Including exports as an independent variable in the FDI equation is problematic for the NTT–
KK model coefficients; this is likely due to a high correlation (0.66) between FDI flows and 
exports. 
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Table 5.5  A Merged Model of NTT–KK Determinants: 2SLS   
  Outward Direction  Inward Direction 
Regressors   Exports
a  FDI Outflowsa  Importsa  FDI Inflowsa 
GDP total  1.40** 
(47.16) 
 
1.45** 
(23.24) 
 
1.39** 
(53.09) 
 
1.55** 
(24.43) 
         
GDP difference squared  –0.14** 
(–21.81) 
 –0.16** 
(–10.68) 
 –0.16** 
(–27.81) 
 –0.19** 
(–12.32) 
         
GDP per capita 
difference 
 –0.34** 
(–3.70) 
 –0.74** 
(–3.86) 
 –0.15 
(–1.52) 
 –0.94** 
(–4.24) 
         
Distance  –0.68** 
(–20.30) 
 –0.94** 
(–14.49) 
 –0.64** 
(–19.14) 
 –0.86** 
(–11.39) 
         
Adjacency   0.52** 
(8.67) 
 –0.47** 
(–3.47) 
 
0.48** 
(8.84) 
 
0.06 
(0.41) 
         
Language  0.09 
(1.41) 
 
0.54** 
(3.65) 
 
0.26 x 10
–2
 
(0.04) 
 
0.34** 
(2.04) 
         
EU dummy  0.28** 
(5.61) 
 
0.11 
(0.98) 
 
0.27** 
(5.69) 
 
0.20* 
(1.68) 
         
Source country   
trade openness 
 –0.01 
(–1.16) 
 
0.06** 
(3.74) 
 –0.74 x 10
–2
 
(–0.65) 
 
0.03 
(1.31) 
         
Host country 
trade openness  
 –0.87 x 10
–3
 
(–0.12) 
 
0.03** 
(2.15) 
 
0.40 x 10
–3
 
(0.05) 
 
0.08** 
(4.92) 
         
Source country  
property rights  
 
0.73 x 10
–2
** 
(3.77) 
 
0.03** 
(6.31) 
 
0.59 x 10
–2
** 
(2.95) 
 
0.02** 
(4.66) 
         
Host country 
property rights  
 –0.01 x 10
–2
** 
(–4.05) 
 
0.01** 
(2.23) 
 
0.80 x 10
–2
** 
(2.81) 
 
0.04** 
(7.21) 
         
GDP difference 
* Skill difference  
 
0.19** 
(5.12) 
 
0.43** 
(5.35) 
 
0.06 
(1.64) 
 
0.53** 
(5.62) 
         
Host country trade 
openness 
* Skill difference 
squared  
 
0.30 x 10
–2
** 
(1.97) 
 –0.43 x 10
–2
 
(–1.13) 
 
0.83 x 10
–2
** 
(5.63) 
 –0.01** 
(–3.06) 
         
Net FDI   0.13** 
(3.21) 
 –  0.02 
(0.51) 
 – 
         
Net trade  –  –0.04 
(–0.43) 
 –  0.56** 
(6.17) 
         
Intercept  –10.30** 
(–17.71) 
 –24.06** 
(–9.83) 
 –12.39** 
(–9.76) 
 –30.37** 
(–11.51) 
         
No of obs  859  1785  859  1495 
         
2R   0.859  0.415  0.852  0.480 
         
RMSE  0.47  1.64  0.47  1.61 
         
Exogeneity test  6.24** 
[0.01] 
 
2.38 
[0.12] 
 
0.12 
[0.73] 
 
1.83 
[0.18] 
  
a 
The reported test statistics in parentheses are heteroskedasticity robust (White 1980);  
   
  
probability values are shown in square brackets.  
  ** denotes significance at the 5% level; * denotes significance at the 10% level. 
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as the dependent variable.96 Adjusting the net exports and the net FDI outflow 
variables, the former is re-defined as net imports in the FDI inflows equation and the 
latter is re-cast as net FDI inflows in the imports equation. One-period lagged values 
serve as their respective instruments. 
Taking in turn each of the model coefficients, the total GDP coefficient is consistent in 
sign, size and significance across all specifications for both the outward and the inward 
directions. According to Markusen and Venables (1998), a rise in total income will lead 
to a shift from national firms to horizontal MNEs, hence Carr et al. (2001) suggest a 
sharper hypothesis than that its coefficient be positive; its coefficient should be higher 
than unity because an increase in income raises affiliate production by a greater 
proportion.97 In line with the expectations for the KK model, FDI is elastic with respect 
to total GDP. A somewhat higher coefficient for total GDP in the FDI equations is 
consistent with the stylised fact that FDI has risen faster than trade and much faster 
than income over the course of the sample period. Trade is also income elastic, as 
shown by the significant and above unity coefficient for the sum of GDP in the exports 
and the imports equations, implying that income growth also leads to a more than 
proportionate increase in trade. 
Consistent with the predictions of new trade theory and the hybrid model, the 
coefficient for the squared difference of GDP is unambiguously negative in sign and is 
significant throughout, indicating that a convergence in size similarity between the EU 
and the OECD countries contributes to an increase in both trade and FDI. Although 
these country characteristics favour HFDI, national firms and VFDI also exist under 
these conditions when trade costs are low.  
As a measure of relative factor endowments, the negative coefficient for the difference 
of GDP per capita is significant for all four equations except the imports equation. For 
the trade equations, the results support the Linder hypothesis that a similarity of factor 
endowments among the fairly homogeneous group of EU–OECD countries promotes 
trade. For the FDI equations, the results are in line with the incidence of HFDI 
dominating FDI patterns between countries of similar endowments. In being better able 
                                                
96
 The import data and FDI inflows are sourced and deflated in the same way as exports and 
FDI outflows.  
97
 The implied elasticity of affiliate sales with respect to total income calculated by Carr et al. is 
1.35. 
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to distinguish between the types of FDI, the difference in capita incomes may be a 
better proxy of relative endowments than the hybrid model‟s skilled-labour difference 
variable. This is especially important given the higher coefficient magnitudes for the 
FDI equations, implying that a similarity of factor endowments spurs HFDI more than 
trade. 
The geographic measure of transport costs is consistent in sign and significance for 
both the trade and the FDI equations. Opposing signs for the distance coefficient would 
indicate substitutability between trade and FDI, but this usually involves an alternative 
measure of transport costs. Based on a 1989 cross-section of disaggregated data 
covering bilateral US activity, Brainard (1997) instead uses a more accurate measure 
of transport costs reflecting both geographical factors and product characteristics.98 
Specifically, the cost of freight is calculated as a ratio of freight and insurance charges 
reported by importers to import values at the industry level. In line with the general 
decline in transport costs, the negative signed trade-to-freight elasticity is lower than is 
commonly found in the empirical literature while the FDI-to-freight elasticity is positive 
and insignificant. In the absence of more detailed information at an aggregated level, 
however, the distance between two countries‟ principal cities is used as a measure of 
cross border transport costs in line with its common usage in the empirical literature. 
The effect of adjoining land borders – or geographical proximity between countries – 
positively affects bilateral exports and imports between the EU and the OECD 
countries. Given distance, trade between neighbouring countries expands mainly 
because lower costs lure individuals into conducting more cross border transactions. 
Adjacency may be favourable to trade but it is not always conducive to FDI, the effect 
depending on the type of FDI. As geographic proximity reduces transaction costs and 
hence increase the incentives for VFDI, a positive coefficient for adjacency would be 
expected if FDI is of the vertical type. The negative coefficient sign for the adjacency 
dummy variable in the FDI outflows equation thus indicates the prevalence of 
horizontally integrated FDI between the EU–OECD countries, likely reflecting the 
importance of a common border shared by the quartet of large countries located in the 
heart of Europe: Germany, Italy and Spain, each of which are connected to France. In 
                                                
98
 A more accurate measure of transport costs means that the point estimate for transport costs 
should be even more negative if the goods are bulky and are difficult to transport or if longer 
transit routes are involved. Conversely, a detailed measure of transport costs should capture 
the general decline in transport costs over time.  
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other words, the border effect between countries of a similarly large size dominates the 
border effect between countries that differ in size, for example, between the 
Netherlands (a relatively small country) and Germany (a relatively large country) and 
similarly between Switzerland and France. 
The implications for the transition countries on the doorstep of Western Europe and 
beyond is that the pattern of HFDI between the large advanced European countries 
overwhelms the pattern of VFDI more likely to prevail in an East–West direction, for 
example, FDI between Austria and its bordering countries to the East: the Czech 
Republic, Hungary and Slovakia. This can also work in the reverse direction; the 
positively signed adjacency coefficient for the FDI inflows equation, albeit not 
significantly, suggests FDI flows into the EU countries is not immune to VFDI.  
The common language dummy, by design, reflects a similarity of tastes that are partly 
explained by historically established bilateral ties and shared cultural links. Not 
surprisingly, the estimated parameter coefficients indicate a beneficial effect on both 
trade and FDI, but whereas the significant coefficient estimates in the FDI equations 
suggest the importance of a common language when conducting international 
business, linguistic commonalities are relegated to insignificance in the conduct of 
international trade. 
The effect of EU regional integration on trade is consistently positive and significant for 
the trade equations. The deposed trade barriers, initiated under the programme to 
complete the single market and leading to the free movement of goods between the EU 
member states, bolsters trade. By easing the restrictions on the export of goods from 
the foreign country back to the home country, the diminished trade barriers also serves 
to encourage VFDI in both an outward and an inward direction, although neither EU 
dummy coefficient is significant at conventional levels in the respective FDI equations.  
The index coefficients for trade freedom included for both sets of countries in the FDI 
equations are positively signed and are in general significant, affirming the relation 
between greater trade openness and increased VFDI. Trade is not significantly affected 
by greater trade openness, a plausible outcome for the group of EU–OECD countries 
which had largely removed trade barriers on industrial goods by the early 1990s. 
Guaranteeing the protection of property rights is important for FDI in both an outward 
and an inward direction, as shown by the positive and significant coefficient signs for 
the index variables. On the whole, transparent rules and regulations are also valuable 
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for trade; in the home country where production takes place and in the foreign country 
to which the goods are exported, although respect for property rights is shown to have 
mixed effects in the exports equation.  
The sample of EU–OECD countries is sufficiently heterogeneous to warrant country 
characteristics of differing size when interacted with skilled labour endowments. For the 
FDI equations, the positively signed coefficient for the interaction term suggests affiliate 
production is highest when the home country is small and is skilled-labour-abundant in 
support of the VFDI motive. For the trade equations, its positive coefficient sign 
suggests national firms are also in operation when the home country is large and is 
skilled-labour-abundant such that production takes place at a relatively lower cost 
before the goods are exported abroad. In so far as the positively signed coefficient for 
the interaction term between the differences in economic size and skill endowments is 
compatible across both the FDI and the trade equations, the results support the 
complementarity hypothesis between trade and FDI.  
The coefficient for the interaction term between the host country‟s index of trade 
openness and the square of skilled labour differences is negatively signed in the FDI 
equations, whether FDI outflows are dispatched abroad to the OECD countries or FDI 
inflows are received by the EU countries. Using the assumption of the KK model that 
countries are similar in their endowments of skilled labour, evidence of VFDI patterns 
between the EU–OECD countries is provided, although the coefficient is significant 
only in the inwards direction.   
The interaction terms were included in the KK model as additional explanations for 
MNE activity and so, by design, these variables do not usually feature in a gravity 
model of trade. Fashioned in the spirit of the hybrid model, the positive coefficient for 
the second interaction term in the trade equations can be interpreted in the following 
way. Keeping the assumption that countries are similar in skilled labour endowments, a 
negative coefficient for the interaction term would indicate the importance of national 
firms which trade goods across borders. The unexpected positive coefficient sign is not 
altogether unsurprising given the ambiguities surrounding its coefficient sign in the KK 
model. Nevertheless, the significance of its estimated parameter suggests the 
explanation for trade patterns might move beyond a gravity model specification of the 
direct effects of GDP, factor endowments and trade costs.  
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Overall, a comparison of the NTT–KK model parameter coefficients between trade and 
FDI suggests a dual role of horizontally integrated firms and vertically integrated firms 
operating between the EU–OECD countries. Of particular interest to the transition 
economies is the nature of the trade-FDI relation in an outwards direction. The direct 
effects of income and factor endowments are congruent in suggesting that country 
similarities rather than country differences characterise the EU–OECD countries. 
These country characteristics favour HFDI, which takes place mainly between the high-
income countries (total GDP); between the advanced countries of similar size (the 
squared difference of GDP); and between rich countries relatively abundant in capital 
(the difference of GDP per capita). As these country characteristics also accommodate 
trade, the coefficient signs for the core gravity variables do not necessarily suggest 
HFDI supplants trade. Linked to the similarity of country characteristics is the negative 
coefficient sign for the adjacency dummy variable in the FDI equation, indicating that 
HFDI between neighbouring countries of a similarly large size dominates VFDI 
between neighbouring countries that differ in size. 
FDI patterns between the EU–OECD countries are not exclusively of the horizontal 
type; several parameter coefficients from the NTT–KK model suggest VFDI abounds. 
Probably most indicative of complementarity between trade and VFDI are the direct 
effects of the trade openness indexes and the indirect effect of economic size 
differences when interacted with skill endowment differences; the former indicating that 
the beneficial effects on both trade and FDI of removing trade obstacles undermines 
the tariff-jumping motive associated with HFDI and the latter suggesting the importance 
of differences in country income – whether the home country is relatively large and is 
skilled-labour-abundant, which matters for trade, or it be a relatively small country and 
skilled-labour-abundant, which matters for FDI. Although less reliable in distinguishing 
between the types of FDI, the coefficient sign for the interaction term between the host 
country‟s index of trade openness and the square of skilled labour differences 
nevertheless offers support for the complementarity hypothesis between trade and FDI 
as does the compatible coefficient sign for distance across all four equations.  
The trade-related variables in the NTT–KK model provide additional information on the 
nature of the trade-FDI relation. Specifically, the positively signed coefficient for the EU 
dummy suggests that the removal of trade obstacles within the EU has beneficial 
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effects on both EU–OECD exports and VFDI. In so far as cultural and linguistic 
similarities reduce transaction costs for MNEs, the language coefficient also provides 
an indication that trade and FDI co-move in the same direction.99  
The trade and the FDI regressions also include net FDI and net trade in the respective 
equations as indicators of whether trade and FDI are substitutes or complements. 
Consistent with Brainard‟s (1997) findings based on a 2SLS regression of net assets 
on US exports, the positively signed coefficient for net FDI in the trade equations 
supports the complementarity hypothesis, although it is significant in the exports 
equation only. The mixed coefficient signs for net trade in the FDI equations cast some 
doubt as to whether trade and FDI are wholly complementary activities. In particular, 
the negatively signed coefficient for net exports in the FDI outflows equation suggests a 
crowding out effect. Although concluding in favour of the complementarity hypothesis, 
mixed evidence was also obtained by Lipsey and Weiss (1981) based on an OLS 
regression of US affiliate sales on US exports.  
A test for endogeneity, however, indicates that the null hypothesis of exogeneity is 
rejected in the exports equation only.100 This means that the problem of endogeneity is 
confined to the exports equation, implying that estimation of all other three equations 
by 2SLS is unnecessary. Moreover, a caveat of the 2SLS method is that the instrument 
in the 2SLS regression must satisfy two requirements. First, an appropriate instrument 
must be partially correlated with the endogenous variable.101 As expected, the lag of an 
endogenous variable is highly correlated with itself, although this is more apparent for 
net trade than for net FDI: the reduced form equations suggest that the lag of net 
exports has a 98 per cent correlation with net exports and the lag of net FDI flows has 
                                                
99
 Note that a comparison of the 2SLS results for the FDI outflows equation, shown in Table 5.5, 
with the corresponding results from the two-way RE estimator, presented in Table 5.4, suggests 
the results are robust to the inclusion of the trade variables and to the estimator used. 
100
 The test for endogeneity is carried out by obtaining the residuals from the reduced form 
equation and testing for their significance in the original equation.  
101
 Often described as a simple correlation between the instrument and the endogenous 
variable, Wooldridge (2002) points out that the exogenous variables must be netted out. This 
means that the partial correlation is obtained by linearly projecting the endogenous variable 
onto all the exogenous variables and the instrumental variable. This is more commonly known 
as a reduced form equation.  
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a 25 per cent correlation with net FDI. A t  test confirms the significance of the 
instrument in both cases.102 
Second, an appropriate instrument should be redundant (ignorable) in the original 
equation, that is, the lag of net FDI flows should be excludable from the exports 
equation and the lag of net exports should be excludable from the FDI equation. The 
second requirement for an appropriate instrument is implicitly assumed.103 The 
instrument‟s excludability from the equation, however, is questionable. Indeed, the 
requirements of 2SLS lead Head and Ries (2004) to doubt that an appropriate 
instrumental variable for FDI can be found at all. Estimation of the exports equation by 
2SLS is thus controversial because of difficulties in finding an appropriate instrumental 
variable for FDI. In general, difficulties in finding an instrument that satisfies this 
requirement reflects the main drawback of an IV approach to estimation. 
An additional limitation of running a regression of FDI on exports and vice versa is that 
any conclusions regarding the nature of the trade-FDI relation is pinned on one right-
hand side (RHS) variable. This black-and-white scenario goes against ample evidence 
from the estimated parameters of the NTT–KK model that FDI can both promote and 
demote trade. An alternative approach which allows for estimation of several RHS 
variables may be more revealing of the nature of the trade-FDI relation. 
5.4.2 The NTT–KK model: CPE      
The 2SLS regressions are used in an attempt to control for endogeneity arising from 
the simultaneity between trade and FDI. In another strand of the literature, Grubert and 
Mutti (1991) address the problem of endogeneity by identifying exogenous price 
variables much like in a demand study of cross-price elasticities. The cross-price 
elasticity (CPE) of demand measures the sensitivity of the quantity demanded of one 
good to a change in the price of another good. If two goods are substitutes, say tea and 
coffee, a given increase in the price of coffee will tend to increase the quantity 
demanded of tea. If, on the other hand, two goods are complements, say sugar and 
                                                
102
 A t test for the instrumental variable in the exports equation is 45.64 [0.00] and the 
corresponding test for the instrumental variable in the FDI equation is 16 921 [0.00].  
103
 Wooldridge notes that the assumption that the instrument has no partial effect on the 
dependent variable cannot, in general, be tested because it implies testing for zero correlation 
between the instrument and the equation‟s error term, which is unobservable. 
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coffee, a given increase in the price of coffee will tend to decrease the quantity 
demanded of sugar.  
Reverting to the typical coffee and sugar textbook example, Grubert and Mutti suggest 
that a regression of coffee consumption on sugar is not the best way to identify whether 
the two goods are substitutes or complements. Rather, price variables measuring the 
cost of MNE activity such as tariffs, corporate income taxes and the cost of labour can 
be included in a trade equation. Focusing on taxes when applying the cross-price 
elasticity of demand analogy to trade and FDI, corporation taxes – expected to directly 
influence investment decisions, but which are not directly related to trade flows – are 
included as an exogenous variable in a trade equation. If lower taxes abroad reduce 
the cost of foreign operations, then the coefficient sign for the foreign tax rate in the 
trade equation will provide an indication of whether trade and FDI are substitutes or 
complements.  
Regressing US exports on a set of exogenous variables, taxes are entered in the 
equations in two different forms: the logarithm of )1( t , where t  is the average 
effective tax rate on equity and the inverse of the tax rate, )/1( t , to measure whether 
tax incentives have a disproportionate effect on FDI at low rates. The tax coefficients 
are found to be positive, indicating complementarity between trade and foreign 
production. Arriving at a similar conclusion of complementarity, Clausing (2000) 
includes taxes and average employee compensation in a gravity equation to examine 
how the price variables of operating abroad affect US exports. Critical of the imports-to-
GDP ratio as a proxy for trade openness because small countries tend to appear more 
open, the residual from a regression of the imports-to-GDP ratio on population and 
population squared is instead included in the equation by way of measuring the cost of 
exporting. 
Following the CPE approach to analysing the nature of the trade-FDI relation (Grubert 
and Mutti 1991; Clausing 2000), equations (5.7) and (5.8) are re-stated such that the 
RHS trade and FDI variables are instead captured by their respective price variables. 
Therefore, the NTT–KK specification of exports with the cross-price elasticity variables 
is: 
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(5.9) 
where equation (5.9) includes two price variables measuring the cost of MNE activity 
and a price variable measuring the cost of trade: the marginal tax rate, 
t
jTAX , which is 
the highest rate shown on the schedule of tax rates applied to the taxable income of 
corporations is taken from the WDI, World Bank; and compensation costs, 
t
jCOMP , 
which are the hourly compensation costs of production workers in manufacturing, in US 
dollars, is sourced from the Key Indicators of the Labour Market (KILM), International 
Labour Organisation (ILO). Both price variables, which are expected to directly 
influence FDI, enter the equation in logarithmic form.  
The third price variable is a measure of the cost of trade, 
t
jTRADECOST , defined as 
the log of the maximum value of trade openness minus the actual value of trade 
openness, whereby the former is set equal to 100 and the latter is proxied by the host 
country‟s imports-to-GDP ratio, sourced directly from the WDI, WB, to give 
)]/(100ln[ tj
t
j
t
j GDPMTRADECOST  . A similar measure of trade restrictiveness 
based on the ratio of total country trade (exports plus imports) to country GDP has 
been used by Blonigen et al. (2003) and Mariel et al. (2009).104 
Replacing the dependent variable, the NTT–KK equation is also estimated for EU–
OECD bilateral FDI outflows with the three CPE variables: 
                                                
104
 The correlation between the proxy for the cost of trade, TRADECOST, and the Heritage 
Foundation‟s index of trade openness in the host country, TRADEOPEN, is –0.06. 
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(5.10) 
As the price variables of MNE activity are inversely related to FDI, the coefficients for 
corporation taxes and compensation costs are expected to be negatively signed in the 
FDI equation. Similarly, the coefficient for the price variable of trade is expected to 
negatively affect exports. With respect to the cross-price elasticity effects, the tax and 
the labour cost coefficients will be positive (negative) in the exports equation if trade 
and FDI are substitutes (complements). The coefficient sign for the trade cost variable 
in the FDI equation should similarly depend on the nature of the trade-FDI relation. As 
per the 2SLS regressions, equations (5.9) and (5.10) are also estimated as an imports 
equation and as an FDI inflows equation, but the cross-price elasticity variables in an 
inward direction now refer to the home country.  
Table 5.6 shows the results for the NTT–KK model of trade and FDI determinants, 
which additionally includes the cross-price effects. The results are generated from the 
two-way RE estimator, which also forms the preferred estimator for the KK model of 
FDI determinants, as presented in section 5.3.4. Focusing on the outward direction and 
comparing the two-way RE coefficient estimates for the NTT-KK model determinants 
with the 2SLS parameter estimates, the exports equations yield similar results although 
some subtle differences can be observed. Apart from slight changes in variable 
magnitudes which is most pronounced for the EU dummy, a loss of significance for the 
coefficients of income per capita and both interaction terms form the most substantial 
differences between the two estimators.  
The importance of HFDI is heightened when comparing the RE results for the FDI 
outflows equation with its 2SLS counterpart; the magnitude of the total income variable 
increases and the coefficient for the EU dummy switches sign. A general loss of 
significance can also be detected when comparing the two sets of results. In particular, 
the coefficients for adjacency, language, the trade openness indexes and the first  
Chapter 5  The Nature of the Trade-Direct Investment Relation 
 
 
149 
Table 5.6  A Merged Model of NTT–KK Determinants: CPE   
  Outward Direction  Inward Direction 
Regressors   Exports
a  FDI Outflowsa  Importsa  FDI Inflowsa 
GDP total  1.51** 
(38.10) 
 
1.64** 
(13.89) 
 
1.70** 
(35.73) 
 
1.73** 
(13.88) 
         
GDP difference squared  –0.12** 
(–11.99) 
 –0.15** 
(–5.53) 
 –0.16** 
(–15.21) 
 –0.17** 
(–6.00) 
         
GDP per capita 
difference 
 –0.01 
(–0.17) 
 –0.76** 
(–2.35) 
 –0.07 
(–0.85) 
 –0.62 
(–1.63) 
         
Distance  –0.88** 
(–22.09) 
 –1.02** 
(–8.57) 
 –0.92** 
(–19.34) 
 –1.11** 
(–7.71) 
         
Adjacency   0.44** 
(4.33) 
 –0.37 
(–1.50) 
 
0.38** 
(3.86) 
 –0.04 
(–0.13) 
         
Language  0.03 
(0.22) 
 
0.55* 
(1.95) 
 
0.04 
(0.39) 
 
0.48 
(1.58) 
         
EU dummy  0.07** 
(5.36) 
 –0.13 
(–1.04) 
 
0.03 
(1.40) 
 –0.03 
(–0.19) 
         
Source country  
trade openness 
 
0.83 x 10
–3
 
(0.62) 
 
0.01 
(0.85) 
 –0.70 x 10
–3
 
(–0.31) 
 
0.02 
(1.12) 
         
Host country  
trade openness  
 –0.10 x 10
–2
 
(–0.79) 
 
0.01 
(0.92) 
 –0.19 x 10
–2
 
(–1.02) 
 
0.01 
(0.72) 
         
Source country  
property rights  
 –0.59 x 10
–2
** 
(–6.21) 
 
0.01** 
(2.01) 
 –0.34 x 10
–2
** 
(–2.40) 
 –0.11 x 10
–2
 
(–0.11) 
         
Host country  
property rights  
 –0.27 x 10
–2
** 
(–3.38) 
 –0.27 x 10
–2
 
(–0.37) 
 
0.21 x 10
–2
 
(1.62) 
 
0.03** 
(3.68) 
         
GDP difference 
* Skill difference  
 
0.04 
(1.10) 
 
0.23* 
(1.86) 
 –0.10** 
(–2.09) 
 
0.28 
(1.58) 
         
Host country trade 
openness 
* Skill difference 
squared  
 
0.90 x 10
–3
 
(0.73) 
 –0.76 x 10
–3
 
(–0.12) 
 
0.33 x 10
–2
 
(1.51) 
 –0.67 x 10
–2
 
(–0.87) 
         
Host country taxes   0.03 
(0.95) 
 –0.17 
(–0.72) 
 
0.02 
(0.51) 
 –0.47 
(–1.32) 
         
Host country  
compensation costs 
 
0.18** 
(4.97) 
 –0.33 
(–1.49) 
 
0.19** 
(3.50) 
 –0.17 
(–0.48) 
         Host country  
trade costs 
 –0.12** 
(–3.68) 
 –1.05** 
(–4.78) 
 –0.33** 
(–5.09) 
 –1.32** 
(–4.38) 
         
Intercept  –12.75** 
(–12.17) 
 –15.38** 
(–4.11) 
 –16.95** 
(–13.82) 
 –17.71** 
(–3.66) 
         No of obs  2432  1850  2355  1518 
         No of groups  215  214  215  207 
         2R   0.859  0.483  0.853  0.498 
         Time  262.08**  76.83**  342.13**  71.60** 
  
a 
The reported z statistics in parentheses are heteroskedasticity robust (White 1980);  
   
  
probability values are shown in square brackets.  
  ** denotes significance at the 5% level; * denotes significance at the 10% level. 
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interaction term are no longer significant at the conventional level. Nevertheless, their 
coefficient signs remain intact, indicating that the conclusions regarding the dual role of 
HFDI and VFDI between the EU–OECD countries and their corresponding relation with 
trade is robust to the estimator used. 
Regarding the cross-price elasticity effects, the nature of the trade-direct investment 
relation is split depending on the price variable. According to the two-way RE estimator, 
the coefficients for corporation taxes and compensation costs are negatively signed in 
the FDI equations, as expected, although neither is significant. In the trade equations, 
the positively signed coefficients for the price variables which influence foreign 
investment decisions suggest substitutability between trade and FDI, but significantly 
only for compensation costs. In other words, a rise in the price of operating abroad via 
higher compensation costs lowers direct investment and thus confers an opportunity on 
agents to increase trade. This finding is consistent with the important role of HFDI 
among the advanced countries, as borne out by the GDP-related coefficient estimates 
from the NTT–KK model along with the adjacency and the EU dummy variables.  
In contrast, including the price variable which influences trade favours the 
complementarity hypothesis, as indicated by the negatively signed and significant 
coefficient estimate for trade costs across all four equations. Put one way, more 
protectionism hurts both trade and FDI. Put another way, more openness helps both 
trade and FDI. In the light of the general reduction of trade and non-trade barriers 
among the OECD countries, the incentives for horizontally integrated firms are thus 
curtailed and the benefits of lower trade costs incurred when re-exporting goods from 
the foreign country back to the home country and elsewhere make it more amenable 
for VFDI. This finding is also supported by several parameter coefficients from the 
NTT–KK model, including the trade openness indexes and the interaction terms. 
Previous studies tend to find overwhelming evidence in favour of the complementarity 
hypothesis including Grubert and Mutti‟s (1991) original regression of US exports on 
price variables of direct investment, controlling for a set of exogenous variables. 
Extending the number of cross-price elasticity effects such that price variables 
pertaining to both MNE activity and trade are included in the equation, Clausing (2000) 
reaches a similar conclusion.   
In the light of Clausing‟s criticism of the imports-to-GDP ratio as a proxy for trade 
openness, each country‟s share of trade (exports plus imports) in world trade, sourced 
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from the DOTS, IMF, is used as an alternative trade restrictiveness index, 
)]}/()[(100ln{ tW
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W
t
j
t
j
t
j MXMXTRADECOST  .
105 As Dumble (1994) points 
out, a change in a country‟s share of world trade may stem from a change in relative 
prices or costs. If, for example, relative prices decrease such that goods exported 
abroad become relatively cheaper, substitution into the more competitively priced 
goods imply an increase in a country‟s share of world trade. Re-estimating equations 
(5.9) and (5.10), the results for the trade restrictiveness index in Table 5.6 are found to 
be robust to the trade share definition in an outward direction, although the coefficient 
magnitudes are much higher for the alternative trade restrictiveness index. 
In summary, asserting the exact nature of the trade-direct investment relation at an 
aggregated level is fraught with difficulties, not least because the data do not 
distinguish between the production and trade of similar goods by horizontally integrated 
firms and the production and trade of dissimilar intermediate and final goods by 
vertically integrated firms. Nevertheless, a variety of approaches to examining the 
trade-FDI nexus all suggest some degree of substitutability and complementarity 
between trade and FDI among the EU–OECD countries over the 1992-2003 period, 
whether the evidence is taken from the KK model of FDI determinants suggesting the 
co-existence of both HFDI and VFDI or a direct comparison is made between the trade 
and the FDI coefficient estimates for the merged model of NTT–KK determinants. 
Furthermore, the 2SLS coefficient estimate for net exports in the FDI outflows equation 
contradicted the evidence of complementarity found for all other equations. In addition, 
the mixed effects of the cross-price elasticity variables on trade and FDI supported the 
conflicting relations between trade and FDI associated with the dual patterns of HFDI 
and VFDI.   
                                                
105
 According to the imports-to-GDP ratio, Belgium is the most open of the OECD-20 countries 
as at 2003 – importing goods and services equivalent to 77 per cent of its total income – 
followed by Ireland (68%), the Netherlands (57%), Austria (45%) and Denmark (39%). At the 
other end of the spectrum, the same openness indicator ranks Japan as the least open (or the 
most restrictive) country (10%), tail-gated by the US (14%), with Italy (24%), France (25%) and 
Norway (27%) some distance behind. In contrast, the US takes charge of the trade share 
rankings (13%), followed by Germany (9%), Japan (6%), France (5%) and the UK (4.5%) while 
Greece, Portugal, Finland, Norway and Denmark are lowest in the rankings, each accounting 
for less than one per cent of world trade. In short, small open economies (SOEs) are ranked 
highest according to the imports-to-GDP ratio whereas large countires take priority in the trade 
share rankings. 
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5.5 Conclusions 
The microeconomic general equilibrium theory of international trade lends itself to the 
modelling of MNE activity. More important is the logic of this approach: much of world 
trade is conducted by MNEs. The main strands of the literature deal with a vertically 
integrated MNE and a horizontally integrated MNE. Built on the new trade theory, the 
rationale for VFDI exists outside the FPE set when factor prices are not equalised, thus 
endowing a firm with an incentive to geographically separate production by stages. The 
rationale for HFDI explains MNE activity in terms of the benefits of economies of scale 
in large markets as well as attempts to avoid high trade costs via local production of 
similar goods in multiple countries. A natural extension of merging MNE activity within 
the NTT framework is to ask whether MNE activity and trade rise together or whether 
one reverses the other.  
Before tackling this question directly, an empirical model of FDI was estimated. Carr et 
al. (2001) admit to conceptual difficulties in amalgamating both HFDI and VFDI into a 
hybrid model of FDI, but present what they refer to as the knowledge-capital (KK) 
model of the MNE. Specifying the KK model in terms of country characteristics 
including relative size and relative endowment differences as well as trade and 
investment costs, inferences regarding the nature of the trade-direct investment 
relation can be derived from the hybrid model. Trade and HFDI are substitute activities 
if MNEs seek to access foreign markets and avoid the costs associated with trade. 
Alternatively, trade and VFDI are complementary activities if MNEs fragment 
production in stages according to factor price differences, thereby allowing the export 
of components to foreign affiliates and the re-export of final goods produced abroad 
back to the home country or to third markets. The results for the KK model of FDI 
determinants estimated for a panel of EU–OECD countries over the years 1992-2003 
provide ample evidence of the co-existence of HFDI and VFDI. In other words, intra-
industry trade involving the two-way trade of differentiated goods for sale in local 
markets is commonplace among the EU–OECD sample of countries as is inter-industry 
trade, which involves the one-way trade of homogeneous goods between MNE 
headquarters and their subsidiaries located in the high-income countries. 
Inferences from the KK model, however, do not explicitly address the nature of the 
trade-FDI relation. Rather, trade- and FDI-related variables have simply been added to 
the right-hand side of an equation to determine the exact nature of the trade-FDI 
relation. Lipsey and Weiss (1981), for example, added a proxy for MNE activity to a 
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trade equation and vice versa to determine whether trade and FDI are complements or 
substitutes. This approach, however, creates the additional problem of endogeneity 
arising from the simultaneous determination of trade and FDI. To deal with the problem 
of endogeneity, two main approaches have been used in the literature. First, an 
instrumental variables (IV) approach to estimating a single equation, also known as a 
two-stage least squares (2SLS) regression, has been used to control for endogeneity 
arising from the simultaneity between trade and FDI. Second, exogenous price 
variables of trade and FDI have been identified and interpreted as cross-price 
elasticities of demand.  
Drawing on both approaches, the nature of the trade-FDI relation among the EU–
OECD countries is estimated over the years 1992 to 2003 using 2SLS and CPE 
regressions. A distinguishing feature of the model is that the gravity specification of 
NTT determinants is merged with the KK model of FDI determinants. Taken separately, 
each model specification is directly related to the general equilibrium approach to trade 
and MNE activity. Merged together, the NTT–KK model eliminates any arbitrary 
selection of trade and FDI determinants and reduces the problem of omitted variable 
bias. The general NTT–KK model is estimated as a trade equation and as an FDI 
equation in an outward direction to show how trade and FDI respond to the same set of 
RHS variables.  
The 2SLS results broadly favour the complementarity hypothesis that FDI enhances 
trade, consistent with the findings of Brainard (1997). An exception to the conclusion of 
complementarity is the 2SLS regression of FDI outflows; the negatively signed 
coefficient for net exports, albeit not significant and small in magnitude, introduces the 
possibility that trade and FDI are substitute activities. Estimation of the FDI outflows 
equation by 2SLS, however, is not necessary because the exogeneity test indicates no 
issue of endogeneity. Indeed, the exogeneity test results suggest 2SLS is unnecessary 
for all equations apart from the exports equation. Moreover, estimation of the exports 
equation by 2SLS is controversial because of difficulties in finding an appropriate 
instrumental variable for FDI.  
The CPE coefficients for the price variables which influence investment decisions 
(corporation taxes and compensation costs) are positively signed in the trade 
equations, although significant only for compensation costs. In other words, the cross-
price elasticities suggest FDI substitutes for trade as local sales in foreign markets tend 
to replace exports, consistent with the role of horizontally integrated firms. The 
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outcome of substitutability between trade and FDI, however, unravels for the FDI 
equations. More particularly, the coefficient for the price variable which influences trade 
decisions (trade costs) is negatively signed in the FDI equations. The compatibility of 
the trade cost coefficient sign across all four equations indicates trade-FDI 
complementarity in line with the conclusions by Grubert and Mutti (1991) and Clausing 
(2000). In an inwards direction, complementarity between trade and FDI may well 
reflect an increase in the import of capital goods in setting up local production facilities 
during the early stages of FDI (UNCATD 1998). In an outwards direction, a 
complementary relationship between exports and FDI may become entrenched in the 
long-run (Fontagné 1999). 
The mixed evidence regarding the cross-price elasticities broadly concurs with the 
estimated parameter coefficients from the NTT–KK model of trade and FDI 
determinants and the theoretical conclusions associated with the MNE types; whereas 
the price variables which influence foreign investment decisions point to a relation of 
substitutability between trade and FDI consistent with the market-seeking behaviour of 
HFDI (total income, income similarities, endowment similarities, adjacency and EU 
regional integration), the price variable which influences trade decisions indicates a 
relation of complementarity between trade and FDI consistent with VFDI‟s efficiency-
seeking behaviour (distance, a common language, the direct and the indirect effects of 
trade openness and the interaction term relating to relatively small home countries 
which are abundant in skilled labour). 
In so far as trade and FDI are complements, trade and FDI rise together and the gains 
from increased trade and FDI between the EU–OECD countries might be more far-
reaching and can be spread to the transition and developing countries. In this case, 
policy measures aimed at increasing trade will also be helpful in attracting foreign 
investors to the CEE countries. In so far as trade and FDI are substitutes, the CEE 
countries cannot be complacent: a rising tide of EU FDI outflows to the CEE countries 
will not necessarily lift the sails of bilateral trade between the CEE countries and the 
EU. Returning to the broad set of thirty-two countries which have strong links with 
Western Europe, the next chapter considers whether or not further rises in FDI in an 
East–West direction can be expected in a manner similar to that of trade.  
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Chapter 6  An Out-of-Sample Approach to Projecting East–West FDI 
Patterns  
6.1 Introduction 
Quantifying the level of FDI volumes that are likely to prevail in an East–West 
direction has received less attention than is dedicated to estimating East–West trade 
volumes. Most explanations for this divergence of enquiry are concerned with data 
issues related to FDI. Whereas trade data tend to follow a smooth upward trend and 
are typically available on a continuous basis, FDI flow data are characterised by 
missing, zero and even negative (disinvestment) values. Furthermore, as investment 
projects often require a large initial outlay of capital – in purchasing a factory unit, for 
example – and often incur smaller expenditures thereafter, FDI data are inclined to 
be „lumpy‟ in nature. One way of ironing out the irregular pattern of FDI flow data 
involves using period averages as opposed to one-off values. Alternatively and 
perhaps a better way is to use FDI stock data, which cumulates flow data over 
time.106 
In a manner similar to the two-stage out-of-sample approach used for predicting 
East–West trade patterns, the prospects of further rises in FDI stock volumes in an 
East–West direction is assessed. Distinguishing between the industrialised countries 
and the countries belonging to Europe and central Asia, as classified by the World 
Bank, section 6.2 describes the investment development path (IDP), which links a 
country‟s net FDI position to its per capita GDP value.  
Discerning the stage of the IDP for which the CEE countries conforms provides an 
intuitive explanation as to the exact specification to be used. Guided by the IDP, 
section 6.3 sets out the refinements to the merged model of NTT–KK determinants, 
simplifying it to a more traditional gravity-type specification of FDI stocks which is 
suitable for estimating potential FDI volumes. Section 6.4 presents an indication of 
the degree of East–West FDI integration: owing to data issues related to FDI the 
original trade sample of potential to actual trade ratios between twelve EU countries 
                                                
106
 Stock data represent more than just a temporal aggregate of flows: among other factors, 
stocks also depend on capital gains and losses, retirements of principal or buybacks of equity 
as well as defaults and re-schedulings. 
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and thirty-two countries is reduced to a sample of bilateral FDI ratios between eight 
EU countries and eleven CEE countries. Section 6.5 concludes. 
6.2 The Investment Development Path  
Born out of the increasing importance of the causes and consequences of FDI, 
Dunning (1993) synthesises the literature, referring to three sets of advantages which 
purport to explain why FDI takes place and where it takes place. First, if ownership 
advantages sufficiently outweigh the costs of doing business abroad, firms are 
induced to expand across international borders. Ownership advantages, for example, 
superior technology or specialised skills are exclusive to a firm. Hymer (1960) 
previously highlighted the importance of intangible assets. The more recent literature 
on the theory of the MNE generically refers to a firm‟s unique assets as R&D, which 
is associated with product differentiation, imperfect competition and increasing 
returns. In this context, ownership advantages allow a firm to conduct arm‟s-length 
transactions abroad in the form of licensing or franchising agreements.  
Second, location advantages of a host country provide the basis for the preferred 
investment location. A broad array of host country attributes – typically consisting of a 
mix of market size and trade costs (horizontal FDI) and / or low factor prices (vertical 
FDI) as well as policy related variables – can entice foreign investors to a particular 
location. Indeed, the choice between exporting goods to a foreign market and 
producing near markets can depend on location advantages.  
Last, for reasons related to transaction costs and market failures, as pointed out by 
Brainard (1993), or the prevention of asset dissipation (Markusen 1995), arm‟s length 
transactions can be replaced by internalising the benefits of ownership and location 
advantages through FDI. Emanating from the market failure concepts associated with 
Williamson (1975, 1981) – bounded rationality, agent opportunism and asset 
specificity – Markusen draws on the literature to summarise the distinguishing 
features of models of internalisation. First, a firm will prefer to directly invest in a 
subsidiary in preference to an alternative mode of market entry such as a licensing 
arrangement due to the non-excludability property of a new product or process. 
Second, incomplete contracts may arise because of the firm‟s unwillingness to share 
full information of the product with the licensee. Third, direct investment avoids rent-
sharing with the licensee. Fourth, there are costs in transferring technology and 
knowledge. Fifth, the ease of technology transferability implies that it might also be 
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easily learned. In this case, the licensee has an incentive to defect from the 
agreement and instead compete directly with the MNE. In other words, the transfer of 
a technology can lead to the dissipation of its value. Sixth, a firm‟s reputation for 
quality may be compromised if a licensee has an incentive to produce inferior or non-
uniform products. Finally, the problem of moral hazard arises because the licensee 
may divert its commitments to competing firms or shirk on the arrangement.107 In 
short, internalisation advantages are pivotal in the choice between arm‟s length 
transactions and FDI. The advantages relating to ownership, location and 
internalisation – the OLI paradigm – thus consists of a set of advantages which exist 
simultaneously to explain FDI. 
Aware of the fact that MNEs represent an important channel in transferring 
resources, human capital and technological progress by which a country can 
undergo growth and development, the investment development path (IDP) explicitly 
links a host country‟s level of economic development with its net FDI position 
(Dunning, 1981, 1986; Dunning and Narula, 1996).108 Using the tenets of the OLI 
paradigm, the IDP sets out the trajectory of a host country‟s development stages 
from inward FDI, to the upgrading of a country‟s indigenous firms‟ capabilities and 
ownership advantages (fostered by the presence of MNEs) through to eventual 
outward FDI. Essentially, the IDP re-interprets Rostow‟s (1960) five sequential stages 
of economic growth in terms of a country‟s net FDI position. 
Much like the traditional society characterised by a low GDP per head, stage one is 
associated with pre-industrialisation and limited economic development. Without 
location advantages, a host country offers few incentives to attract inward FDI. With 
negligible inward FDI and no outward FDI, the country‟s net position will be a small 
negative value. Analogous to the transition phase between the traditional society and 
a modern society, the second stage involves an increase in inward FDI due to more 
favourable location advantages such as low costs and policy-driven measures that 
attract foreign investors. Higher inward FDI leads to a more negative net position. 
                                                
107
 Greater commitment between a firm and its subsidiary implies that market failures are less 
problematic than between a firm and a licensee.  
108
 A country‟s net FDI position is the difference between a country‟s stock of outward FDI and 
its stock of inward FDI. 
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The third stage is associated with the internal development of proprietary or 
ownership advantages created by linkages between foreign and domestic firms, for 
example, through the diffusion of technology and knowledge. As domestic firms 
ultimately become foreign investors, the country‟s net FDI position improves and it 
advances in terms of economic development. This stage of the IDP resembles the 
take-off stage in which a country generates self-sustaining growth mainly by 
technological improvements and investment.  
The fourth stage is characterised by intra-industry production and intra-industry trade. 
Akin to the drive to maturity stage linked with new industries, location advantages 
depend almost entirely on created assets and so this stage tends to induce a switch 
in a country's net FDI position from a negative to a positive value, although there may 
be some exceptions among the advanced countries. Last, the fifth stage of mass 
consumption afforded by high per capita income levels is construed by the IDP in 
terms of high levels of both inward and outward FDI, implying that a country‟s net FDI 
position will revolve around zero. 
As a prelude to calculating potential FDI for the countries which are strongly linked 
with Western Europe, it is insightful to consider the stage of the IDP for which this 
group of countries might conform. The net FDI positions and GDP per capita data are 
presented for a select number of countries for which information is available. Similar 
information is presented for the high-income countries, as classified by the World 
Bank. For completeness, information is presented on the countries‟ overall net 
foreign asset positions in addition to the sub-component net portfolio (PF) 
positions.109  
Lane and Milesi-Ferretti (2001) have previously outlined the importance of knowing 
the magnitudes of the investment stock positions held by various countries. The level 
of net foreign assets is central to many open-economy models of growth and 
business cycles, often featuring as an important determinant of external 
sustainability.110 A country‟s net foreign asset position – the difference between a 
                                                
109
 FDI and portfolio equity investment comprise the principal components of the industrialised 
countries‟ overall capital positions; other types of investment available from the IMF‟s BOP 
section consist of other investment as well as reserve assets.  
110
 A switch in a country's net external position is possibly linked to cyclical movements. For 
example, a positive net external position held by the UK throughout the 1980s was revoked in 
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country‟s total assets and its total liabilities – can also be thought of as an indicator of 
net wealth. A net creditor nation is one which has a positive net foreign asset position 
in accounting terms, implying that its investment abroad exceeds its inward 
investment. This means that the income receipts from owning a relatively higher 
amount of international financial assets will increase the country‟s net wealth. 
Conversely, a negative net foreign asset position denotes a net debtor nation, 
implying a reduction in net wealth. Foreign liability holdings require a country to repay 
its obligations with interest in the future, hence an excess of payments over receipts 
reduces net wealth.111 
Furthermore, the equity (and debt) components of the international investment 
position may be important in reducing a country‟s susceptibility to external shocks or 
in understanding the degree of international risk sharing. For example, a sufficiently 
high level of surplus assets enables a country to repay short-term debt at a time of an 
external financial shock. Therefore, the structure of external assets and liabilities is 
an important factor in the analysis of a country‟s financial strength as well as in the 
formation of international perceptions of a country‟s credit risk. 
6.2.1 Net External Positions: High-income Countries   
Table 6.1 shows four sets of information for a selection of the high-income countries 
as at 2003, corresponding to the final year of the data set used. In the first column, 
each country is ranked according to its net FDI stock position vis-à-vis the rest of the 
world. The second and third columns of Table 6.1 present the high-income countries‟ 
net portfolio equity investment positions and net foreign asset positions as at 2003. 
Information on international investment positions (IIP) is available from the IFS 
Balance of Payments (BOP) section, IMF. The fourth column ranks countries 
according to their level of economic development, as measured by GDP per capita 
obtained from the WB, WDI. 
                                                                                                                                         
the early 1990s in the wake of the 1989-1993 recession. The UK‟s return to a net creditor 
status between 1992 and 1994 signalled a resumption of growth, although it has since 
reverted to holding a net debtor position. 
111
 The United States appears to defy this mainstream convention: as the world‟s largest net 
debtor, earnings on its foreign assets should be less than its payments to service its relatively 
higher stock of liabilities. The evidence, however, suggests that to date, its net capital 
earnings have remained positive. 
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Table 6.1  Net External Positions as at 2003: High-income Countries 
Country   Net FDI
a
  
Net portfolio 
equities
a
 
 
Net foreign 
assets
a
 
 
GDP per 
capita
b
 
UK  598.91  –198.92  –78.69  30 127 
US  473.91  –1 730.30  –2 140.36  39 742 
FRA  436.78  –256.93  156.82  29 702 
JPN  245.77  854.15  1 613.62  28 942 
CHE  156.91  209.77  430.42  34 193 
EA  111.77  –1 179.33  –994.00  28 849 
NLD  93.26  –33.71  –13.65  33 516 
ITA  58.00  –129.15  –87.73  27 872 
DEU  54.33  –351.06  179.20  29 773 
CAN  37.90  –143.98  –159.54  33 599 
SWE  29.39  –75.89  –72.45  30 107 
FIN  25.79  –91.86  –45.43  28 716 
NOR  19.81  72.57  100.34  45 142 
DNK  2.40  –32.15  –28.51  32 136 
AUT  1.77  –74.63  –37.22  33 061 
GRC   –10.12  –98.90  –128.48  27 133 
PRT  –26.14  –26.53  –105.07  19 804 
NZL  –32.84  –23.75  –68.33  23 844 
AUS  –37.39  –271.40  –325.81  33 125 
KOR  –41.08  –147.63  –81.76  19 675 
BEL  –43.20  232.05  127.46  30 763 
ESP  –88.34  –108.65  –375.98  26 272 
IRL  –149.52  149.72  –35.55  35 828 
  
a 
Source: International Financial Statistics, IMF (US$ billion). 
  b Source: World Development Indicators, WB (PPP, constant 2005 US$). 
In terms of the net foreign asset positions, geographic diversity characterises the 
polar cases of net contributors and net recipients of overseas investment. In 
particular, the US is confirmed as the world‟s largest net debtor nation, with net 
foreign obligations equating over US$2 trillion in absolute terms, more than double 
that of the Euro Area (EA) countries. Cline (2005) refers to the net international 
position of the US as ”one of the greatest anomalies in the world economy today”. 
The direction of capital flows to the US challenges the neo-classical theory of 
portfolio capital flows which predicts that capital will flow from the high-income 
countries, which are relatively abundant in capital, to developing countries where the 
return on capital is relatively higher. At the other end of the spectrum, Japan – the 
world‟s second largest country as at 2003 – is by far the largest net creditor nation, 
followed by Switzerland, Germany, France, Belgium and Norway.   
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Table 6.1 also provides information regarding the relative importance of the net 
capital sub-component positions. In terms of the net FDI positions, most high-income 
countries have positive net FDI values, corresponding to the advanced stages of the 
IDP. As FDI abroad exceeds direct investment received by the industrialised 
countries, this suggests that FDI is important in terms of North–South flows in 
accordance with the theory of portfolio selection (Tobin 1958; Markowitz 1959) and 
risk diversification (Rugman 1979). In essence, the existence of more favourable risk-
return profiles abroad will lead investors to globally diversify their portfolio of assets. 
Free to diversify risk, investors need not confine their investment portfolios to the 
high-income countries, usually characterised as low-risk and low-return, but rather 
will reap the benefits of higher returns in developing countries. Indeed, international 
geographic diversification is found by Rugman to stabilise profit and sales 
performance. In short, a favourable rate of return leading to higher earnings that can 
be obtained on direct investment in developing countries contributes to the pattern of 
FDI.  
The principal net FDI contributors include the UK and the Netherlands, perhaps no 
coincidence given the historical importance of London and Amsterdam as key 
centres in the development of international finance (Obstfeld and Taylor 2002). At the 
same time, an advanced degree of economic development does not guarantee that a 
country will be a net outward FDI investor – Ireland, for example, is a net recipient of 
FDI stocks amounting to US$150 billion, despite being ranked third in terms of GDP 
per capita.  
The net capital sub-component positions for the high-income countries are generally 
skewed in favour of portfolio equities. Whereas the mainly positive net FDI positions 
suggest a North–South pattern of FDI, implying that the MNE will be headquartered 
in the capital-abundant country with subsidiaries in the labour-abundant country, the 
predominantly negative net portfolio positions signal the dominance of cross-border 
portfolio investment between the industrialised countries. The portfolio stock 
positions are indicative of a preference for investor holdings of domestic (or in this 
case the higher-income countries) assets to internationally diversified portfolio 
holdings. Japan, being a net contributor of portfolio equities, is the main exception. 
Comparing across the three net position types, the US takes primacy in two 
categories, it being the largest net debtor in overall terms and the largest net 
recipient of portfolio equity stocks. In common with many industrialised countries, the 
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net FDI position for the US is positive in value; next to the UK, it ranks as the second 
most important country in contributing overseas FDI. Also rated first in two 
categories, Japan holds a positive net position in all three categories, indicating its 
importance in terms of overseas investment. Member countries of the Euro Area vary 
in their degree of relative importance, some being net recipients and others being net 
contributors depending on the investment type.  
Of the three investment categories, the positive net FDI positions for the advanced 
countries, albeit with some exceptions, provide the clearest link between a country‟s 
stage of economic development and its ability to contribute to the economic growth of 
developing countries through direct investment. The IDP makes this link explicit. 
6.2.2 Net External Positions: Europe and central Asia   
A limitation concerning the available IIP data is that the reporting of stock positions is 
largely confined to the high-income countries, although the data coverage has 
expanded to include other countries, especially since the mid-1990s.112 Table 6.2 
presents the net capital and sub-component positions as at 2003 for the countries 
located in the region Europe and central Asia for which IIP information is available. 
According to the World Bank classification based on the 2004 gross national income 
(GNI) per capita, this set of countries can be separated into several income 
groups.113  
In stark contrast to the mostly positive net FDI positions for the high-income 
countries, the net FDI positions for the countries belonging to Europe and central 
Asia are negative without exception, as shown in Table 6.2. Of these countries, the 
three most important net recipients of FDI are Poland, Hungary and the Czech 
Republic. Consistent with the second stage of the IDP, their negative net FDI  
                                                
112
 In 1980, eleven countries reported IIP data, rising to twenty-five countries in 1993, 
expanding to include sixty-three countries by 2000 and eighty countries by 2002, including 
those which report partial information. 
113
 The countries can be divided according to the full spectrum of income groups: the high-
income economies (Slovenia); the upper-middle-income economies (the Czech Republic, 
Hungary, Slovakia, Estonia, Poland, Croatia, Lithuania, Latvia, Russia and Turkey); the lower-
middle-income economies (Romania, Bulgaria, Belarus, the former Yugoslav Republic of 
Macedonia, Tunisia, Ukraine, Jordan, Azerbaijan and Armenia; and finally, Moldova is 
classified as a low-income economy. The latter two groups are also referred to as developing 
countries.  
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Table 6.2  Net External Positions as at 2003: Europe and central Asia   
Country   Net FDI
a
  
Net portfolio 
equities
a
 
 
Net foreign 
assets
a
 
 
GDP per 
capita
b
 
POL  –55.73  –29.94  –93.68  12 390 
HUN  –44.83  –26.75  –70.34  15 523 
CZE  –43.00  4.69  –81.41  18 269 
TUR  –27.40  –28.06  –105.25  6 783 
TUN  –16.20  –0.56  –29.47  5 885 
SVK  –14.95  –2.38  –12.41  14 227 
ROU  –11.98  –4.49  –16.41  8 260 
UKR  –7.40  –4.04  –20.39  4 778 
AZE  –7.38  –  –7.75  3 352 
HRV  –6.48  –5.22  –13.39  12 171 
BGR  –6.14  –3.76  –5.99  8 145 
EST  –5.97  –0.82  –7.24  13 708 
RUS  –5.86  –88.97  –10.39  10 298 
JOR  –4.92  –1.57  –7.19  3 924 
LTU  –4.84  –1.81  –6.86  12 018 
SVN  –3.96  –2.23  –2.33  20 768 
LVA  –3.16  0.57  –5.16  10 878 
BLR  –1.89  –0.01  –4.00  6 932 
MKD  –1.61  –0.10  –2.00  6 848 
ARM  –0.75  –0.00  –1.58  3 285 
MDA  –0.69  –0.11  –1.68  1 849 
  
a 
Source: International Financial Statistics, IMF (US$ billion). 
  b Source: World Development Indicators, WB (PPP, constant 2005 US$). 
positions reflect substantial inward FDI for reasons related to a variety of location 
advantages which possibly include a large market and proximity to Western Europe, 
an available supply of skilled labour at low cost as well as policy-driven measures. At 
an earlier stage of economic development, the IDP suggests a country‟s negative net 
FDI position will tend to be smaller. Accordingly, Moldova, being the only low-income 
economy in the group receives the lowest amount of FDI in net terms. 
Consistent with neo-classical theory, most countries in Table 6.2 have negative net 
positions in all three categories. The fact that this group of countries are net 
recipients of overall and portfolio equities implies that the scope of the IDP might 
encapsulate other capital flow types. For example, Poland, Hungary and the Czech 
Republic, along with Turkey, feature among the top-ranking countries in the three 
categories with only one exception – the Czech Republic, which contributes overseas 
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portfolio investment of US$4.7 billion in net terms. Latvia also shares a positive value 
in this category, albeit to a much smaller extent.   
On the whole, the group of countries listed in Table 6.2 as at 2003 conform mainly to 
the first and second stages of the IDP, they being net recipients of the three 
investment categories with the amounts tending to increase as a country's stage of 
economic development progresses. In facilitating the transfer of technology and 
resources, direct investment (in net terms) is perhaps most befitting of investment 
development. Evidence of this is provided in Table 6.3, which reports the pair-wise 
correlations between the investment positions and per capita income as at 2003. For 
Europe and central Asia, the degree of association between GDP per capita and the 
net investment positions is strongest for net FDI (–0.42). Although not as strong, the 
link between a country‟s stage of economic development and its net FDI position is 
also apparent for the high-income countries (0.20). Net FDI is the sole investment 
position which is positively correlated to GDP per capita for these countries. The 
correlations thus suggest the strongest link between net FDI positions and per capita 
income, consistent with the IDP.   
Table 6.3  Correlation Matrix    
 High-income Countries  Europe and central Asia 
 Net FDI 
Net 
portfolio 
equities 
Net 
foreign 
assets 
GDP per 
capita 
 Net FDI 
Net 
portfolio 
equities 
Net 
foreign 
assets 
GDP per 
capita 
          Net FDI 1.00     1.00    
          
Net PF equities –0.35 1.00    0.24 1.00   
          
Net foreign  
assets  
–0.16 0.93 1.00   0.91 0.27 1.00  
          
GDP per capita 0.20 –0.17 –0.19 1.00  –0.42 –0.07 –0.27 1.00 
Table 6.3 also highlights the contrasting magnitudes of association between the net 
foreign asset positions and the sub-component categories for the two groups of 
countries: for the industrialised countries, net portfolio equities are highly correlated 
with net foreign assets (0.93) whereas for the countries located in the region of 
Europe and central Asia, the strongest pair-wise association is between net FDI and 
net foreign assets (0.91).  
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6.3  A Gravity Model Approach to Predicting Potential FDI Volumes 
As with the gravity model approach to calculating potential trade volumes in an East–
West direction (see Chapter 4), an out-of-sample approach is used to calculate 
potential FDI stock volumes on a bilateral basis. A baseline model of FDI is needed 
as part of the first-stage to calculate East–West FDI projections. Drawing on the 
merged NTT–KK model (see equation 5.10) and estimating for FDI stocks, the 
specification is modified in a number of ways.  
First and probably most important, including the GDP-related variables in their joint 
form (total GDP and the difference of GDP squared) may not be appropriate in the 
context of East–West projections of FDI. Why? Returning to the trade volume 
projections between the EU countries and the broad set of thirty-two countries that 
are strongly linked with Western Europe (see section 4.3), the level of East–West 
trade integration was assumed to be similar to the average West European nation. In 
capturing the essence of intra-industry trade via total GDP and the similarity of size 
index, the NTT gravity model parameter estimates serve as a suitable basis for 
calculating trade potential between the EU countries and the countries of interest. 
The reason for the compatibility: two-way trade occurs between Western Europe and 
the group of thirty-two countries – or at least for the new member countries. 
While the assumption of a similar level of East–West trade integration may be 
plausible, the assumption of a similar level of East–West financial integration is open 
to question. This is because the incidence of bi-directional FDI between the two 
groups of countries occurs to a much lesser extent. The positive net FDI positions for 
most high-income countries as at 2003 and the negative net FDI values for all 
countries belonging to the region of Europe and central Asia, as shown in section 
6.2, provide an indication of the uni-directional nature of FDI between the two groups 
of countries. In other words, the IDP suggests that Europe and central Asia, lagging 
behind in terms of income per head, also lag behind their Western counterparts with 
respect to the level of financial integration. Accordingly, the preferred model 
specification for calculating FDI potential in an East–West direction is the traditional 
gravity-type model specification, whereby GDP enters the equation separately rather 
than jointly.  
Second, the skilled labour difference between the two countries is re-introduced. 
Although both the difference in skilled labour and the difference in GDP per head 
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have been used as alternative measures of relative factor endowments, the former is 
customised to MNE activity in that HQ activities will usually be located in the skilled-
labour-abundant country and the location of production will typically depend on the 
type of FDI, whether of a horizontal or a vertical nature. 
Third, the adjacency dummy variable is dropped from the FDI specification. Although 
the implied reduction of transaction costs may well affect MNE activities, adjoining 
land borders is more often used to control for cross-border transactions by individuals 
rather than by firms and hence, is more usually included in a trade equation. At any 
rate, the effect of a shared border is, to a certain extent, picked up by the language 
dummy variable.114  
Fourth, the index variables for trade freedom are dropped; their exclusion from the 
potential calculations is due to the non-significance of their coefficient estimates, as 
shown in Table 5.6. The coefficient magnitudes for the property rights index variables 
are frequently significant, but they are also dropped because their FDI-stimulating or 
FDI-impeding effects would diverge from the calculations of potential FDI for a 
baseline model. Fifth, due to statistical complications in returning the interaction 
terms to linear form, they are excluded from the equation. Last, the question of 
substitutability or complementarity between trade and FDI meant that the cross-price 
elasticities of trade and FDI were included in equation 5.10; these variables are not of 
interest here. The traditional specification for FDI stocks, adapted from the gravity-
type equation of NTT–KK determinants and estimated by panel methods for the EU–
OECD countries over the 1992-2003 period, is as follows:   
t
ij
t
j
t
i
t
ij DGDPPCGDPGDPFDIS 321    
               
t
ij
t
ijijij
t
ij EULANGDISTDSKILL   7654  
(6.1) 
where the dependent variable, 
t
ijFDIS , is the outward bilateral FDI stocks from 
twelve EU countries to twenty OECD partner countries and the remaining model 
variables are familiar from the trade and FDI literature. Essentially, the right hand-
side of equation (6.1) is the same as the trade specification of NTT determinants 
                                                
114
 The correlation between the language and the adjacency dummies is 0.54.   
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given in equation (3.2), but with GDP entering the equation for each country (
t
iGDP  
and 
t
jGDP ), skilled labour differences, 
t
ijDSKILL , added in and the adjacency 
dummy, ijADJ , dropped. In evaluating FDI integration between the UK and six CEE 
countries over the years 1996 to 2000, Görg and Greenaway (2002) use a similar 
model specification.115 A model specification comprising trade and FDI determinants 
can be justified on theoretical grounds based on the general equilibrium literature of 
trade and MNE activity. The data sources are as before (see section 3.2.2 for the 
trade-related data sources and section 5.3.3 for the data sources pertinent to FDI).  
The results for the traditional specification of FDI stock determinants among the EU–
OECD countries are reported in Table 6.4. The low value for the RMSE coupled with 
the non-significant RESET test result indicates the model specification using POLS is 
of correct functional form.116 The Lagrange multiplier (LM) test for random effects 
(Breusch and Pagan 1980), however, indicates a rejection of the null hypothesis that 
the variance of the residuals equal zero. In other words, in allowing for the existence 
of bilateral unobservables which are assumed to be random, the LM test chooses the 
RE model over POLS. The LM test result holds for both the one-way and the two-way 
RE models, but the two-way RE model is preferred because the significant F  test for 
time effects suggests their inclusion in the model is warranted. 
Reviewing the results in brief, the two-way RE parameter estimates confirm FDI is 
positively related to both countries‟ incomes; relative factor endowments are 
sufficiently different such that the coefficient for GDP per capita differences support 
the H–O–S model; skill differences accords with its predicted sign, although it is not 
significant; the time-invariant distance and the language coefficients are reasonable;  
 
 
                                                
115
 The model specification differs only in that GDP per capita and skilled labour endowments 
enter the equation independently. 
116
 Note that a plot of the residuals against time suggests there may be a number of outliers in 
the data set; their removal does not materially affect the result for the RESET test at the 
conventional significance level. 
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Table 6.4  A Gravity Model of Traditional Determinants of FDI Stocks 
Regressors   POLS
a
  One-way RE
a
  Two-way RE
a
 
Source country GDP  0.92** 
(26.80) 
 1.84** 
(16.68) 
 0.99** 
(8.60) 
       
Host country GDP  0.75** 
(22.29) 
 1.45** 
(12.58) 
 0.83** 
(7.46) 
       
GDP per capita difference   –0.47** 
(–3.59) 
 0.65* 
(1.95) 
 0.73** 
(2.36) 
       
Skilled labour difference   0.24** 
(2.35) 
 0.20 
(0.93) 
 0.29 
(1.47) 
       
Distance  –0.91** 
(–17.03) 
 –1.40** 
(–7.85) 
 –1.03** 
(–6.30) 
       
Language  0.46** 
(4.06) 
 0.26 
(0.82) 
 0.56** 
(2.05) 
       
EU dummy  –0.19** 
(–2.22) 
 0.31** 
(5.04) 
 0.15** 
(2.40) 
       
Intercept  –16.32** 
(–14.22) 
 –56.99** 
(–16.90) 
 –20.60** 
(–5.13) 
       
No of obs  1907  1907  1907 
       
No of groups  –  196  196 
       
2R   0.457  0.430  0.446 
       
RMSE  1.52  –  – 
       
RESET
b
  1.77  –  – 
       
LM test
c
  –  5 508.23**  5 923.45** 
       
Time effects  –  –  256.54** 
  
a 
The reported test statistics in parentheses (z statistics for RE) are heteroskedasticity robust 
   
b
(White 1980). 
  
b 
Using powers of the predicted dependent variable (Ramsey 1969). 
  
c 
Lagrange multiplier (LM) test for random effects (Breusch and Pagan 1980). 
    ** denotes significance at the 5% level; * denotes significance at the 10% level. 
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and finally, the positively signed EU dummy coefficient indicates that regional 
integration matters for FDI.117 
Overall, the results suggest that the traditional gravity-type model provides a 
satisfactory explanation of bilateral FDI stocks among the EU–OECD countries over 
the 1992-2003 period. As a check on the model specification, equation (6.1) can be 
re-configured in keeping with the joint income variables of the KK model specification 
and the validity of the models can be tested using the J  test proposed by Davidson 
and MacKinnon (1981). Re-specifying equation (6.1), the baseline model for 
estimating the determinants of FDI among the EU–OECD countries over the sample 
period can be expressed as follows:  
t
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t
ij
t
i
t
ij DGDPPCDGDPSQTGDPFDIS 321    
               
t
ij
t
jijij
t
ij EULANGDISTDSKILL   7654  
(6.2) 
where now the sum of GDP and the similarity of GDP enter the equation as joint 
variables, replacing the GDP for both the source and the host countries. As the 
traditional and the KK models are non-nested expressions that explain the same 
phenomenon, the J  test is used to test the validity of the models. This test involves 
generating the predicted values from both models, including them as an additional 
regressor in the other model and testing the non-nested hypothesis that its coefficient 
equals zero based on the t  statistic.  
More precisely, letting KKyˆ  be the predicted values from equation (6.2), under the 
null hypothesis that the data were generated by the alternative hypothesis, a 
significant coefficient estimate for KKyˆ  in the regression of equation (6.1) indicates a 
rejection that the traditional gravity model is the true model (the estimated coefficient 
is 0.99 and the test statistic is 5.88). Reversing the maintained and the alternative 
hypotheses and including the predicted values, TRADyˆ , from equation (6.1) in the 
FDI stocks equation of KK determinants (6.2), a similar rejection that the estimated 
coefficient equals zero indicates that the KK model is not the true model (the 
                                                
117
 Note that there is a degree of sensitivity between the POLS and the RE estimates (the 
coefficient signs for GDP per capita differences and EU regional integration differ), but the LM 
test for random effects clarifies a preference for the RE model. 
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estimated coefficient is 0.94 and the test statistic is 2.48). In supporting neither 
model, the J  test is not helpful in choosing between the rival models of FDI stocks. 
As shown by Davidson and MacKinnon (2002), the J  test has a tendency to over-
reject the null hypothesis against the alternative. Without being able to establish a 
preference for one model over the other empirically, the indications from the IDP are 
relied on to justify the choice of the model specification of traditional determinants of 
FDI stocks.  
6.4 The Degree of East–West FDI Integration Calculated 
Adopting an out-of-sample approach for FDI stocks similar to that used for export 
flows (see Chapter 4), the potential volumes of FDI stocks are calculated using the 
two-way RE parameter estimates presented in Table 6.4, but this time actual 2003 
data rather than forecast 2008 data are inserted into the gravity-type equation. Using 
the past 2003 data, the potential volumes of FDI stocks are then set as a ratio of 
actual 2003 FDI stock values (denominated in US dollars), sourced from the IDIS, 
OECD, and deflated by US producer prices (2000 = 100), taken from the IFS, IMF. 
This means that the model of FDI stocks is used to assess the degree of East–West 
FDI integration at a point in time based on past data rather than future (2008) data. 
Why?  
First, whereas trade tends to be upward trending over time, FDI tends to gravitate 
towards regional clusters. This means that patterns of regional specialisation are 
even more pronounced for FDI than for trade even though both trade and FDI are 
determined by similar factors. As the predictive ability of the gravity-type equation is 
compromised when international patterns of FDI are uneven in nature, bilateral FDI 
volumes calculated from forecast 2008 values that depart from the panel average is 
much more precarious than corresponding values based on 2003 data, which are 
closer in time to the panel average. Second, FDI is a relatively latecomer as a driver 
of globalisation when compared with trade, implying the degree of FDI integration for 
many bilateral country-pairs lags behind the degree of trade integration. Taken 
together, both factors suggest a very uneven distribution of FDI: whereas potential to 
actual FDI ratios that are low in value indicate regional specialisation, ratios that are 
high in value are not necessarily indicative of bumper FDI prospects, but may arise 
because actual volumes of bilateral FDI remain depressed as at 2003. In short, 
comparing the predictive ability of the gravity model as at 2003 with the stance of FDI 
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stocks for the same year may be more useful than using the gravity model for 
forecasting purposes.  
Calculating East–West FDI projections is also complicated by the nature of missing, 
zero, low and even negative FDI values. Even when FDI data are cumulated over 
time – FDI stock data help combat the volatile nature of FDI flow data – these 
problems endure. Arising from these data issues, several countries are trimmed from 
the analysis when compared with the potential to actual calculations of trade ratios in 
section 4.3. Regarding the twelve EU countries, Belgium, Spain, Sweden and 
Switzerland are dropped due to limited or no data. Data issues are much more 
severe with respect to the selected thirty-two countries that are strongly linked with 
Western Europe. All in all, the countries are pared down to eight EU source countries 
(Austria, Denmark, Finland, France, Germany, Italy, the Netherlands and the United 
Kingdom) and eleven host countries located in central and eastern Europe, namely 
the eight new member states that acceded into the EU in 2004, the two newer EU 
member countries since 2007 along with Croatia. 
Table 6.5 presents the potential to actual ratios of FDI stocks for each pair of 
countries using the two-way RE parameter estimates for the traditional gravity-type 
model of FDI stocks, as shown in Table 6.4. Summary information is also given, 
calculated as a simple average of the bilateral trade ratios for the eleven transition 
economies vis-à-vis the EU-8 countries and vis-à-vis the OECD countries, which 
additionally includes Japan, Korea and the United States in the calculations. 
Considerable variability characterise the potential to actual FDI ratios. On one hand, 
near unity values give a good indication of a concentration of FDI activity between 
countries. Examples abound for the top destination countries of FDI: France and 
Germany vis-à-vis the Czech Republic and Slovakia; the UK vis-à-vis Hungary; and 
Austria vis-à-vis Poland. Regional specialisation is also in evidence between 
Denmark and Finland vis-à-vis the Baltic states as well as Austria vis-à-vis Romania. 
Below unity values, most frequently found for Hungary, indicate much received FDI 
from Austria, Finland, Germany, the Netherlands and the UK. 
On the other hand, values far in excess of unity are perhaps as much about 
indications of limited bilateral FDI in 2003 as indications of huge potential for further 
FDI growth. Clearly, French investment interests in Latvia are limited as at 2003. 
Consulting the IDIS, OECD data for that year shows FDI outflows of US$2 million  
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Table 6.5  Potential to Actual ratios of East–West FDI Stocks: calculated using two-way RE Parameter Estimates                                       
Countries AUT DNK FIN FRA DEU ITA NLD UKK EUU OECD 
           
BGR 0.56 4.65 – 11.31 9.56 5.35 1.94 9.91 4.64 5.90 
CZE 0.51 2.48 4.50 1.18 1.01 11.11 0.56 2.49 1.21 1.30 
EST 2.96 1.02 1.27 8.46 9.92 15.53 4.24 5.60 1.72 2.11 
HRV 0.77 4.27 – 33.46 1.75 4.27 3.73 6.56 2.86 3.35 
HUN 0.65 2.12 0.37 1.53 0.44 6.88 0.27 1.06 0.79 0.85 
LVA 28.75 0.72 1.50 105.46 4.16 35.09 11.28 13.72 2.88 3.64 
LTU 47.64 0.28 1.00 13.06 4.26 78.95 32.30 26.14 2.61 3.33 
POL 1.34 1.41 2.46 0.75 1.56 3.14 0.51 1.78 1.35 1.47 
ROM 1.01 30.27 25.61 2.06 5.60 11.29 1.58 8.47 4.17 5.20 
SVK 3.18 4.14 9.87 0.96 0.97 12.91 0.74 4.69 1.92 2.16 
SVN 0.53 1.11 6.53 2.46 4.47 16.04 3.59 5.22 2.93 3.39 
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from France to Latvia, amounting to a total outward FDI position of US$2.5 million – by 
far the lowest of all the eleven CEE countries. As GDP is a key determinant of FDI in 
the gravity model and as such direct investment is predicted to rise in tandem with 
national income, the very high bilateral FDI ratio (105.46) thus suggests that France 
gravely under-invests in Latvia given its domestic size. This is all the more apparent 
when compared with direct investment in a country of a similar sized population: for the 
same year, FDI outflows from France to Slovenia were US$80 million, amounting to a 
total outward FDI position of US$444.5 million. In this case, the gravity model predicts 
bilateral FDI to be just under 2.5 times actual 2003 levels. 
From the perspective of the source countries, the bilateral ratios which are low in value 
suggest Austrian and Dutch direct investment to the CEE countries is disproportionate 
to their size. Denmark and Finland are plainly biased towards investing in the Baltics. 
French foreign investors favour locating subsidiaries in Poland, Slovakia, the Czech 
Republic and Hungary, in that order. Although not in the same order, these countries 
also feature as the top-four preferred locations for German foreign investors. Similarly, 
immoderate bilateral investment levels are indicated by the low values between the UK 
vis-à-vis Hungary. Values above unity suggest manoeuvre for further financial 
integration. Clearly, the large bilateral FDI ratios between Italy and the CEE countries 
indicate a more inwardly nature, perhaps reflecting a preference for domestic to foreign 
investment.  
Overall, the summary FDI ratios shown in Table 6.5 indicate further potential FDI 
growth for all CEE countries except Hungary, which has already received far more 
inward FDI than is predicted by the model. Hungary‟s lead position is not surprising in 
so far as its early liberalisation process granted it a head-start in terms of inward FDI. 
Next in line is the Czech Republic followed by Poland, consistent with the top three net 
FDI positions shown in Table 6.2, although not in the same order. At the other end of 
the scale, Bulgaria stands to gain most according to the ratios associated with the two-
way RE model – having received less FDI than it might otherwise, the high values 
perhaps reflect corrupt practices which stave off foreign investors. Not far behind, the 
summary East–West ratios suggest strong FDI potential is also noteworthy for 
Romania, with Latvia, Lithuania and Slovenia trailing behind.   
Görg and Greenaway (2002) use an alternative route in the second stage of the out-of-
sample approach to arrive at a broadly similar conclusion of large untapped FDI 
potential. To test whether the predicted values of bilateral UK–CEE FDI stocks are 
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equal to the actual observed values, a t  statistic, )]ˆ(/)ˆ[( yseyyt  , is used where 
yˆ  are the predicted values from the model, y  are the actual bilateral FDI values and 
se  are the standard errors of the values predicted from the model. In finding that the t  
statistic is positive and statistically significant for all countries except Russia, they 
conclude that the predicted values for total UK FDI to the CEE countries are greater 
than the observed values, but are driven mainly by services rather than manufacturing. 
6.5 Conclusions  
Examining the trade prospects for the new EU member states and the EU associated 
partner countries is an important issue in the context of European enlargement and 
greater economic integration with its immediate neighbours. Examining the prospects 
of FDI integration is no less an important issue, but calculating the degree of EU–CEE 
FDI integration has received less attention primarily because of data-related 
constraints. Accordingly, the original sample of thirty-two countries is reduced to the 
countries located in central and eastern Europe. 
Assuming that the CEE countries complete their transition to market economies and 
become as integrated into the world economy as the EU countries, the parameter 
estimates from a gravity-type specification estimated for a panel of EU–OECD bilateral 
FDI stocks over the 1992-2003 period are used to compute the FDI projections in an 
East–West direction. The out-of-sample approach is similar to that used in predicting 
East–West trade patterns. The approaches, however, differ with respect to the exact 
specification used; whereas the gravity model of trade is specified in terms of the NTT 
determinants and thereby takes account of two-way trade flows, the gravity-type model 
adapted to FDI stocks is specified in terms of the traditional determinants intent on 
capturing direct investment patterns of a uni-directional nature. Identifying a country‟s 
stage of the IDP was informative in this regard. In short, the out-of-sample gravity 
approach to predicting potential FDI is not unlike that used by Görg and Greenaway 
(2002), but differs in that they evaluate FDI integration between the UK and six CEE 
countries over the years 1996 to 2000.  
Broadly congruent with the net FDI positions as at 2003, the East–West potential to 
actual ratios of FDI stocks associated with the two-way RE coefficient estimates of the 
gravity-type model indicate a very uneven distribution of FDI among the eleven CEE 
countries. On one hand, potential FDI growth is especially apparent for the two latest 
accession countries – Bulgaria and Romania. When aggregated for the EU-8 countries, 
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inward FDI is predicted to increase by up to four times 2003 levels (and is even higher 
if Japan, Korea and the US are factored into the calculations). High potential growth for 
FDI is consistent with limited FDI received in the past, as indicated by the relatively low 
rankings in terms of the 2003 net FDI positions. Görg and Greenaway (2002) arrive at 
a broadly similar conclusion of large untapped FDI potential, although the 
disaggregated data suggest predicted trade growth is driven more by services rather 
than manufacturing. 
On the other hand, the FDI ratios for the Czech Republic, Hungary and Poland are 
reasonably close in value to unity, pointing to regional specialisation associated with 
the substantial inward direct investment which has already taken place. These 
countries are also the top-three net recipients of FDI in the region of Europe and 
central Asia. What is clear is that the central and eastern European countries dominate 
foreign investors‟ preferences in locating investment in the broad region of Europe and 
central Asia. An analysis of the main factors that determine FDI into these countries is 
undertaken in the next chapter.  
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Chapter 7  Direct Investment in the CEE Countries 
7.1 Introduction 
Foreign direct investment (FDI) and, more broadly, private capital flows are 
increasingly global in scope. The dismantling of impediments to the free movement of 
capital, including the reduction of cross-border transaction costs and regulatory barriers 
has considerably improved the opportunities for international diversification (IMF 2005). 
The existence of more favourable risk-return profiles abroad will lead investors to 
globally diversify their portfolio of assets. In other words, capital movements need not 
necessarily be confined to the high-income OECD countries, but will be spread to the 
transition and the developing countries where opportunities for higher returns and 
profits abound. Capital inflows, in turn, provide the basis of much needed investment in 
the transition and the developing countries and comprise a vital ingredient in their 
growth performance. 
A substantial empirical literature is dedicated to examining the main factors that explain 
FDI flows in the broad region of Europe and central Asia and, due to data limitations, 
more narrowly in central Europe and the Baltic states. The rationale for studying the 
patterns of FDI flows into the CEE countries is due to a number of reasons. First, since 
the beginning of the 1990s an unprecedented number of foreign investors have located 
their activities in these countries. Second, MNEs facilitate the transfer of resources, 
human capital and technological progress between countries and thereby represent an 
important means by which the transition economies can undergo growth and 
development. Last, FDI acts as an important means of studying the process of 
economic liberalisation and the countries‟ transition from communism towards market-
based regimes. 
Section 7.2 provides an overview of aggregate net resource flows to all developing 
regions, as classified by the World Bank, and traces the growing importance over time 
of private capital flows, and more particularly FDI, in the region of Europe and central 
Asia. Instructive in specifying a model of FDI determinants into the CEE countries, the 
main hypotheses concerning the traditional explanations for FDI are set out in section 
7.3. Section 7.4 presents a basic model of FDI flow determinants into the CEE 
countries. The model data and sources and the estimated results are also included in 
this section.  
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Using the basic model, the effects of other possible determining factors of direct 
investment identified in the trade and FDI literature as well as a host of policy-related 
variables are examined. Across the model specifications, the policy-related variables of 
market-based liberalisation and infrastructure endowments are found to be key 
determinants of FDI along with the core gravity model variables. To examine which 
policy-related aspects are most important for FDI, the model is re-estimated with the 
liberalisation and the infrastructure endowment indexes broken down into their sub-
component indexes. The final model of FDI determinants into the CEE countries over 
the 1994-2003 period is presented in section 7.4.5. Section 7.5 concludes. 
7.2 Net Capital Flows in Europe and central Asia 
The Global Development Finance (GDF), World Bank, provides data on the volume 
and composition of net resource flows (gross inflows minus principal repayments) to 
the low-income and the middle-income economies. Table 7.1 shows the breakdown of 
aggregate net resource flows according to the World Bank‟s classification of 
geographic regions for five-year intervals over the 1970-2003 period. This period 
covers the earliest available data up until the end date of the sample period for the 
model estimated in section 7.4, and includes data for the 1990s, a decade pertinent to 
the resurgence of capital flows into the developing countries.  
Taking the 1970-2003 period as a whole, net resource flows to all developing regions 
peaked in 1997 at US$310 billion, and despite a 40 per cent fall over the next five 
years, have been on the rebound again since 2003. The period of decline coincides 
with several crises: the Asian financial crisis that began in Thailand in 1997, the 
Russian financial crisis in 1998, the Brazilian crisis in 1999 and the 2001-2002 crisis in 
Argentina.  
Of the six developing regions, a 50-50 split emerges in terms of their ability to attract 
capital inflows. Historically, the region of Latin America and the Caribbean has been 
the primary destination of net capital flows to the developing regions, reflected by its 
relatively higher and persistent amount of net resource flows received up until the mid-
1980s. For most of the next decade, East Asia and the Pacific held commanding role in 
terms of overall net inflows until it was recovered by Latin America and the Caribbean 
in 1997. Coupled with these two regions‟ respective financial crises and a surge of 
inward net resource flows during the 1990s, Europe and central Asia was propelled to 
leading developing region of net resource flows by 2002.  
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Table 7.1  Regional Distribution of Aggregate Net Resource Flows (US$ billion)a  
Type of capital flow 1970 1975 1980 1985 1990 1995 2000 2003 
Aggregate flows
b
   10.33 42.05 84.32 61.81 96.16 232.27 219.61 228.54 
   Europe and C Asia 0.61 2.86 13.49 5.37 11.57 37.68 51.33 71.53 
   E Asia and Pacific 1.73 5.70 10.70 12.51 25.10 87.21 44.22 57.55 
   L America and Carib 4.31 15.47 29.59 15.91 22.22 72.15 84.74 43.45 
   sub-Sahara Africa  1.35 5.47 11.57 9.95 18.40 22.65 20.93 36.16 
   S Asia 1.36 3.84 6.29 7.06 8.98 9.12 12.57 13.36 
   Mid E and N Africa  0.96 8.71 12.67 11.00 9.88 3.45 5.81 6.50 
  
a 
Source: Global Development Finance, WB. 
  b Long-term debt and excluding IMF.  
Capital flows to the remaining three developing regions have been more restrained. 
Relative to the other developing regions, sub-Saharan Africa had better success in 
attracting foreign capital in the late 1980s, but without increasing its share of net capital 
flows during the 1990s, it has gained little in relative terms over the course of the 1970-
2003 period. The Middle East and North Africa experienced a declining share of net 
capital inflows during the 1990s while the corresponding share for South Asia has 
remained subdued throughout the period. 
Focusing on what has become the top-performing developing region as at 2003, Table 
7.2 shows the level and the composition of net resource flows to Europe and central 
Asia, highlighting the relative importance of the various net capital types to the 
region.118 The relatively low values of aggregate net inflows throughout the 1970s and 
the 1980s indicate that the rate of increase in net capital flows to the region has 
occurred mainly since the early 1990s. More particularly, from a low base of less than 
US$1 billion net inflows in 1970 to more than US$71 billion in 2003, the surge in 
overseas capital to Europe and central Asia makes it the largest recipient of net foreign 
capital of the six developing regions. Although the volume of net resource flows abated 
after the unprecedented high of US$67 billion in 1998, an increasing trend since 2002  
                                                
118
 The 2005 edition of the GDF database excludes the high-income countries from Europe and 
central Asia and includes Albania, Armenia, Azerbaijan, Belarus, Bosnia and Herzegovina, 
Bulgaria, Croatia, the Czech Republic, Estonia, Georgia, Hungary, Kazakhstan, Kyrgyz 
Republic, Latvia, Lithuania, Macedonia FYR, Moldova, Poland, Romania, the Russian 
Federation, Serbia and Montenegro, Slovakia, Tajikistan, Turkey, Turkmenistan, Ukraine and 
Uzbekistan. Note that the 2008 GDF edition excludes the Czech Republic and Estonia as they 
are now classified as high-income countries. 
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Table 7.2  Composition of Aggregate Net Resource Flows: Europe and central Asia 
(US$ billion)a  
Type of capital flow 1970 1975 1980 1985 1990 1995 2000 2003 
Aggregate flows
b,c
   0.61 2.86 13.49 5.37 11.57 37.68 51.33 71.53 
   Official flows
d
 0.34 0.54 3.61 2.29 4.23 10.90 9.30 4.42 
   Private flows 0.26 2.31 9.88 3.08 7.35 26.78 42.03 67.11 
      FDI
e
 0.06 0.11 0.03 0.13 1.08 17.44 29.15 35.61 
      Bank loans
f
 0.26 1.42 4.96 2.03 –4.40 5.07 7.93 23.34 
      Bonds
g
 –0.00 –0.00 0.06 0.47 1.89 2.07 5.30 9.59 
      PF equities 0.00 0.00 0.00 0.00 0.09 1.64 1.26 0.59 
      Other creditors
h
 –0.00 0.78 4.82 0.45 8.68 0.57 –1.61 –2.02 
  
a 
Source: Global Development Finance, WB. 
  b Long-term debt and excluding IMF. 
  
c 
Official and private flows many not sum to aggregate flows due to rounding.  
  
d 
Long-term debt to official creditors (excluding IMF) plus official grants (excluding technical  
  
d 
co-operation).    
  
e 
The net change in foreign investment in the reporting country.   
  
f 
The sum of non-guaranteed and publicly guaranteed debt from commercial banks and other   
  
d 
private financial institutions.  
  
g 
The sum of non-guaranteed and publicly guaranteed debt from bonds.  
  
h 
Includes credit from manufactures, exporters and bank credits covered by a guarantee of an  
  
d 
export agency.  
suggests a renewed interest in Europe and central Asia as a destination of net 
resource flows.119 
With a general declining share in official net inflows during the 1990s and a rising share 
of private net inflows, the march from communism to market economies is associated 
with a widening gap between the two types of capital flows. The rise in net private flows 
to the region is primarily driven by FDI and, to a lesser extent, bank loans. Although the 
share of FDI remained weak throughout the 1970s and the 1980s, it has risen steadily 
since the early 1990s. In contrast to the rising trend of FDI, the behaviour of bank loans 
oscillates over the sample period. Along with official flows, bank loans provided the 
main source of foreign capital to the region up to the mid-1980s, tapered off and 
became negative by the early 1990s, but have since rebounded. Other creditors also 
display a substantial degree of variability. The net inflow of bonds has tended to 
increase in recent years while portfolio equities remain largely unimportant to the 
region. 
                                                
119
 The dip in the overall net resource flows to the region coincides with the Russian financial 
crisis in 1998 after which bank loans decreased and other creditors turned negative as access 
to foreign capital dried up. There may also have been a fall-out from the Asian financial crisis. 
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In short, the early 1990s not only marked a considerable growth in capital flows going 
to Europe and central Asia but also signalled the beginning of their changing nature. 
More particularly, the re-orientation of the region‟s composition of net resource flows 
towards private flows rescinded the high share of official flows of the previous decades, 
culminating in the dominance of FDI since the mid-1990s. The upward trending 
behaviour of FDI since the early 1990s also suggests its greater stability relative to the 
other types of private net capital flows, thereby re-iterating its important role in the 
growth and development of these countries. As a result, a growing literature 
investigating the main determinants of FDI into the central and eastern European 
(CEE) countries is under way.  
7.3 Direct Investment Determinants   
Given the increasing importance of FDI, rationalising the MNE motivations for investing 
abroad and understanding the factors that determine direct investment in recipient 
countries remains an important issue from the perspective of the transition economies. 
Barba-Navaretti and Venables (2004) propose that an empirical analysis should ideally 
involve two stages in the firm‟s decision-making process. First, a discrete choice model 
could be used to indicate whether a firm headquartered in the home country i  will set 
up affiliate production in the host country j . Second, the scale of production levels to 
be undertaken, conditional on the choice to locate in that country, could be analysed.  
This approach, however, requires detailed information about a firm‟s operations across 
countries. Although firm-level data on the activities of MNEs exist, this degree of detail 
is generally not available apart from a select group of OECD countries.120 More often, 
the scale of affiliate production is measured by the use of data at an aggregate 
industry-level. In essence, this amounts to a reduced form equation in the sense that 
the firm‟s multi-decision stages are reduced down to one outcome (Barba-Navaretti 
and Venables).  
Resmini (2000) advocates the benefits of using a sectoral-based analysis in examining 
the determinants of FDI activity. As FDI is industry-specific, a sectoral analysis focuses 
attention on industrial specialisation in the home and the host countries, an important 
                                                
120
 Barba-Navaretti and Venables note that country-specific databases containing information on 
the activities of MNEs are compiled by France, Germany, Ireland, Italy, Japan, Sweden, the UK 
and the US.  
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aspect of FDI activity in the transition economies because the concentration of FDI in 
specific sectors may affect the path and pace of the restructuring process. In effect, 
capital and technology as well as managerial and organisation skills received by the 
host country through inward investment differ across sectors and hence have varying 
contributions to the development of the host country. 
Although there are merits to undertaking a sectoral-based analysis of FDI, it is not 
without its drawbacks. The OECD‟s Benchmark notes, for example, that while most 
countries publish an industrial breakdown of FDI, “any sectoral analysis of direct 
investment will remain fairly broad as most direct investors and most direct investment 
enterprises are incorporated companies, not single establishments, and thus may be 
involved in a wide range of activities” (1999: 19). Along these lines, Barrell and Pain 
(1999a) examine the effect of inward investment on technical change in four EU 
countries, noting that while a sectoral analysis conveys relevant information about 
particular industries in which foreign firms are especially influential, it does not allow for 
the possibility of indirect effects across sectors. Using this line of reasoning, an 
aggregate approach to estimating the determinants of FDI will capture those factors 
relevant to a specific industry as well as across industries. Furthermore, the 
comparability of a cross-country analysis of sectoral FDI can also be hampered by the 
fact that industrial classifications differ to some extent between countries.  
Due to the drawbacks of disaggregation coupled with the limitations of data availability, 
an aggregated approach to estimating the determinants of FDI in the transition 
economies is undertaken. This amounts to expressing the dependent variable in terms 
of financial flow data and empirically investigating the determinants of FDI. Indeed, the 
prevailing approach to estimating the FDI determinants in the transition economies is 
the Balance of Payments (BOP) approach. 
A number of hypotheses relating to the traditional explanations for FDI are helpful in 
developing a model of direct investment into the CEE countries: the differential rate of 
return hypothesis, the labour cost differential hypothesis and the market size 
hypothesis. These hypotheses parallel the general equilibrium extensions of the trade 
literature relating to the type of firm most active in equilibrium, as noted in section 5.2. 
Specifically, the market-seeking motive for investing abroad closely resembles the 
features of a horizontally integrated firm whereas the efficiency-seeking motive of 
MNEs shares the characteristics of a vertically integrated firm. Cost efficiencies, in turn, 
relate to the cost of production; MNEs motivated by cost efficiencies may be influenced 
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by the cost of capital and the cost of labour, as suggested by the rate of return and the 
labour cost differential hypotheses.    
7.3.1 The Differential Rate of Return Hypothesis   
Arising from the observation that the rates of return on FDI tend not to be equalised 
across countries, the differential rate of return hypothesis represents one of the first 
attempts to explain international differences in the patterns of FDI. Predicated on the 
profit maximisation assumption that the marginal cost of capital equals its marginal 
return, the hypothesis stipulates that countries with low rates of return incur capital 
outflows whereas countries with high rates of return induce capital inflows.  
The flip-side of the rate of return is the rate of lending. The predicted positive relation 
between the rate of return differential and FDI can be explained as follows. Lower 
lending rates incur fewer costs for a firm, implying higher profits. Domestically, the cost 
of raising capital should not affect FDI flows as interest rates are the same for all firms. 
Internationally, a similarly neutral effect ensues if capital is perfectly mobile because 
convergence implies that the return will be equalised across countries, although 
Bayoumi and Lipworth (1998) argue that other components of the cost of capital, such 
as the price of investment goods and tax rates, can vary by location. In reality, 
imperfectly mobile capital bestows cost advantages on large firms owing to their ability 
to raise funds in a low interest country. Culem (1988) thus explains the positive relation 
between the cost of borrowing and FDI inflows: a lower lending rate entices firms to 
raise funds in that country, thereby reducing the amount of FDI inflows from abroad. 
The converse is also true: a high lending rate induces a higher debt burden and so 
firms substitute domestic funds for FDI flows. 
Pain (1993) calculates the user cost of capital as a weighted average of the short-term 
interest rate and the long-term bond rate, in real terms. Arguably, long-term bond yields 
are suitable as a proxy for the cost of capital over a project‟s lifetime whereas short-
term interest rates are more relevant for internal financing purposes between the 
parent enterprise and its affiliates. In other words, the initial decision of FDI, or equity 
capital involving the purchase of shares in an enterprise abroad, is more likely to be 
influenced by long-term interest rates. On the other hand, decisions related to 
subsequent FDI, including decisions on re-invested earnings (the foreign investor‟s 
share of earnings that is not distributed as dividends by the affiliate enterprises nor 
remitted to the home country) and intra-company loans are more susceptible to short-
term interest rate differences. Regardless of the definition of the interest rate, a lack of 
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support for the differential rate of return hypothesis is not an uncommon result in the 
empirical literature on FDI. 
The general lack of empirical support for the hypothesis may be attributable to 
statistical problems. Pentecost (1987) notes two measurement errors. First, the 
hypothesis is premised on FDI being a function of the expected rate of return 
calculated from expected profits. Actual profits, however, may diverge from the 
available reported profits, mainly because of transfer pricing, a practice often 
undertaken within a firm to move profits from a high tax country to a low tax country. 
Second, an inconsistency in timing is likely to occur between the hypothesised rate of 
return and the statistical rate of return: the former refers to the lifetime of an investment 
project whereas the latter is of shorter duration, usually one year. Further discrepancies 
can also accrue to the various methods used in measuring the rate of return, including 
variations in writing off fixed assets and in recording inventories.  
In addition, the differential rate of return hypothesis assumes perfect substitutability 
between domestic and foreign investment. In reality, foreign investors are not 
indifferent between investment projects of similar return but are averse to risks 
associated with investing in another country. These risks are two-fold. First, exchange 
rate risk creates uncertainty about future profits because the firm‟s future income 
stream is subject to variation in the bilateral exchange rate. Second, country risk, 
emanating from innate differences between the source and the host countries, 
comprise a bundle of political, economic, and financial factors, all of which serve to 
inhibit the freedom of operations typically enjoyed by investors in the home country.  
As a consequence of exposure to these international risks, a direct investor will require 
a risk premium – the amount by which the return on an investment project exceeds the 
risk-free rate – as a pre-condition to investing abroad. The trade-off between 
undertaking a foreign investment project and the additional return required as 
compensation for the increase in risk means that a risk-averse direct investor will 
accept a higher return only up to a certain point. After this point, a direct investor will 
seek to spread such risks via a process of international diversification. In other words, 
an investor will seek to hold an international portfolio of assets comprised of differing 
risk-return profiles.  
An important implication of risk-aversion, stemming from a foreign investor‟s quest to 
reduce or minimise risk, is that capital mobility will be curtailed by the desire to diversify 
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risk. This challenges the uni-directional flow of capital implied by the differential rate of 
return hypothesis, which predicts that capital will flow from low return countries which 
are well endowed with capital to high return countries which are poorly endowed with 
capital until the differential is eliminated by arbitrage. Therefore, the expected direction 
of capital may not be borne out in practice. Caves (1971), for example, notes that the 
direction of capital does not necessarily flow from the low profit countries. Neither are 
the recipients of capital always high return countries, as highlighted by the net 
international position of the US (see section 6.2). As a capital-abundant country 
implying low returns on capital, the status of the US as the world‟s largest net debtor 
nation conflicts with the predictions of neo-classical theory. Indeed, the historical nature 
of this hypothesis which reflects a one-way flow of FDI is at odds with more recent 
patterns of FDI, as manifested in the rise of two-way flows (Moosa 2002). In other 
words, the simultaneous movement of FDI flows in both an inward and an outward 
direction increasingly characterise the pattern of FDI, albeit to a much lesser extent in 
the developing countries.  
In considering the risk of various investment projects in addition to their expected 
returns, the portfolio diversification hypothesis improves on the risk-neutrality 
assumption implicit to the differential rate of return hypothesis. Empirically, however, 
refinements that incorporate a risk measure, computed as the variance or the standard 
deviation of the rate of return, have not enhanced the results as the empirical testing of 
this hypothesis also encounters statistical problems. The inability to explain why a firm 
would undertake FDI rather than portfolio investment is another shortcoming common 
to both hypotheses.121 
Despite the weak empirical support for both hypotheses calling into question their 
relevance in a model of FDI, empirical studies continue to include the cost of capital in 
some form. This may be attributable, in part, to the globalising nature of the world 
economy which forces profit-maximising firms to pursue efficiency-driven strategies.  
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 Among other explanations, the under-development of financial markets and institutions, 
which erode the attractiveness of portfolio investment, is likely to account for the choice of FDI 
over portfolio investment in developing countries.  
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7.3.2 The Labour Cost Differential Hypothesis   
Neo-classical theory suggests that cost advantages in the form of a skilled work force 
available at a relatively low cost will influence the foreign investment decision, but 
whereas the abundant supply of a skilled labour force is expected to positively affect 
FDI inflows, higher labour costs are detrimental to FDI. In relation to the former, Carr et 
al. (2001) show that an abundant supply of skilled labour – defined as the sum of 
occupational categories (professional, technical and kindred workers) and 
administrative workers in employment in each country, divided by total employment – 
matters for US outward investment. In general, however, empirical studies of FDI 
analyse the cost of labour rather than its corresponding skills level. 
MNEs can reduce the production costs of labour-intensive manufacturing products by 
employing low cost labour, conditional on the production cost savings not being offset 
by lower labour productivity. Accordingly, the eastward shift of MNE activity to transition 
and developing economies arises because competitive pressures in knowledge-capital 
countries induce a re-location of MNE activity to low wage locations (Sethi, Guisinger, 
Ford and Phelan 2002).  
The predicted negative relation between the cost of labour and FDI inflows, however, is 
not always supported by the data. For example, in a sectoral panel study of EU FDI 
flows to ten CEE countries between 1991 and 1995, Resmini (2000) reports a positive 
and significant coefficient for the wage differential in the preferred specification. The 
positive coefficients for all sectors are also supported for the scale-intensive and high-
tech industries, classified according to the Pavitt (1984) taxonomy of manufacturing 
sectors. Neither is the labour cost coefficient always significant. In modelling the 
location decisions of Japanese manufacturing plants in the US as a conditional logit 
problem, where the dependent variable is the state chosen by each investor, Head, 
Ries and Swenson (1995) conclude that the labour-driven effects are negligible.  
One reason for the mixed results relates to productivity. If changes in productivity do 
not move in line with labour costs, the true labour cost differential is not fully reflected in 
the data. Empirical ambiguities arise mainly because of the pervasive use of 
unadjusted data, which is often due to deficiencies in the availability of productivity 
data. A positive relation between unadjusted labour costs and FDI inflows can still be 
consistent with the predictions of the labour cost differential hypothesis. Low labour 
productivity levels can substantially raise unit labour costs, possibly eliminating a host 
country‟s comparative advantage in low labour costs and effectively wiping out any 
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labour cost differential between two countries. In defending the use of unadjusted data, 
Resmini argues that the high quality of labour in the CEE countries means that the gap 
in EU–CEE productivity is less important than the EU–CEE wage cost differential.122 
Productivity is also indicative of a country‟s learning process, a potentially important 
supply side determinant of the investment decision (Pain 1993). 
The mixed empirical evidence might also be resolved by other reasons. Husan (1996) 
suggests that a country‟s comparative advantage in low labour costs is frequently 
outweighed by other factors including the timing aspect of FDI. Low labour costs might 
only weakly influence initial FDI but can have stronger effects on subsequent FDI 
because a lapse of time is likely to occur before local employees are hired. This is 
similar in essence to the time lag involved in sourcing goods. A high volume of imports 
for production components tends to accompany the early stages of production, 
implying a limited degree of sourcing components from local suppliers. Over time, 
however, this trend is likely to be reversed as the MNE switches to local producers.  
A further explanation might stem from the substitutability between capital and labour. 
Lucas (1993) points to the possibility that a rise in a host country‟s wage rate can lead 
to one of two outcomes: either FDI is discouraged owing to a higher cost of production 
or FDI is encouraged as a consequence of a change in the relative prices of factors of 
production and an accompanying shift to capital-intensive production.  
Billington (1999) disagrees that the relation is indeterminate: whereas the evidence for 
the FDI effects of labour costs per se are ambiguous, unit labour cost effects on FDI 
are argued to be negative and significant. This argument is borne out by comparing the 
results from a pooled regression of the location determinants of seven industrialised 
countries with the location determinants of eleven UK regions. While labour costs are 
insignificant at the country level, the more precise measure of unit labour costs, 
although non-linear in form, is one of the most influential factors among the FDI 
determinants for the UK at a regional level. The differing results likely reflect one of two 
factors: the preferred use of the unit labour cost measure in the UK regional model to 
the non-adjusted labour data used at a national level; or the greater ease in detecting a 
significant relation between two variables for one country rather than for several 
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 Nevertheless, if the EU–CEE wage differential is greater than the EU–CEE productivity 
differential (implying that the unit cost of labour is relatively lower in the CEE countries), the 
expected negative relation between FDI and unadjusted labour costs should still hold. 
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countries in a panel set-up.123 Nevertheless, the inclusion of labour costs at a national 
level is warranted if a comparative advantage of low labour costs is common to all host 
countries.  
Investment will cross borders not only to follow lower labour cost inputs, but also 
because of more flexible labour standards. Barrell and Pain (1999a) point to the 
importance of the deregulated labour market institutions in the UK, where greater 
flexibility and lower regulatory burdens on business have been essential location-
specific attributes in positively influencing inward investment.   
Consequently, the effects of alternative labour market variables on FDI have been 
analysed. Lucas, for example, considers the effect on FDI of the number of workdays 
lost through industrial disputes. In finding that a greater incidence of industrial disputes 
has a deterring effect on foreign investment for a number of Asian countries (although 
only marginally significant), the results are consistent with his contention that any 
workdays lost impose an additional cost on the firm.  
Friedman, Gerlowski and Silberman (1992) point to foreign investors‟ tendency to 
locate in countries where union representation is weak. Non-unionisation of labour 
markets reduces labour costs and, therefore, is expected to enhance a host country‟s 
relative attractiveness to MNE activity. Labour market characteristics have also been 
studied when labour markets are unionised. Leahy and Montagna (2000), for example, 
develop a model to examine the effects of both centralised and decentralised wage 
bargaining on the MNE‟s choice of location. Contrary to „conventional wisdom‟, they 
find that the MNE is more likely to locate in a country with a centralised wage-setting 
regime, despite it being associated with relatively higher wages. Indeed, Kucera (2002) 
questions the validity of the conventional wisdom, according to which MNEs follow 
weaker regulations. In examining the effects on FDI of a number of core labour 
standard measures, including the freedom of association and recognition of the right to 
collective bargaining, the abolition of child labour as well as the elimination of 
discrimination, his cross-sectional findings for different samples of countries suggest 
little evidence that MNEs exploit low labour standards. Actually, FDI is found to favour 
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 Heterogeneity among a group of host countries can bias the results, but this is less likely to 
be a problem for the eleven UK regions. 
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countries with stronger worker rights, although the results are not always significant 
across different model specifications and country samples.  
In short, international differences in factor prices create profit opportunities for 
efficiency-seeking MNEs, also known as vertical FDI in the trade literature. Accordingly, 
the differential rate of return hypothesis and the labour cost differential hypothesis will 
often serve as a basis for an empirical model explaining FDI patterns of this type. On 
the other hand, FDI of a horizontal nature is more pertinent to the market size 
hypothesis.  
7.3.3 The Market Size Hypothesis   
The size of national markets is very important in traditional explanations of FDI 
behaviour. Firms maintain competitiveness either by increasing existing market share 
or by gaining access to new markets. Large foreign markets provide opportunities for 
economies in the production of tradable goods and thereby increase the likelihood that 
MNEs will recoup the fixed costs associated with foreign plants (Barba-Navaretti and 
Venables 2004). The dependence of FDI flows on the host country‟s economic size has 
come to be known as the market size hypothesis. 
An indicator of the host country‟s market size usually draws on some variation of GDP 
– either its absolute value, its ratio relative to the income of the population or its growth 
rate. UNCTAD (1998) draws on all three market size indicators – GDP, per capita GDP 
and the growth of per capita GDP – to examine the determinants of FDI for a large 
sample of 142 countries over the period 1980 to 1995.  
The various indicators are subject to some subtle differences in the explanation of FDI. 
First, GDP can be used in a model of FDI to denote the size of the host country‟s 
internal market. Second, GDP per capita captures the average income of a country‟s 
residents, thus providing a measure of the overall demand for the foreign affiliate‟s 
goods and services in the local market. Also representing a country's level of economic 
development, Schneider and Frey (1985) contend that the higher the income per 
capita, the better is the nation‟s economic health and the greater are the prospects for 
profitable direct investment. Finally, the growth rate of GDP provides an indication of 
the host country‟s development potential, hence yielding a predictor of its future market 
size (UNCTAD).  
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Measuring the size of the internal market is not always straightforward. In the context of 
greater regional integration, the size of the host country itself may be superseded in 
importance by its preferential access to a larger regional market. This privileged access 
to international markets serves as an important, though not an exclusive, channel 
through which regional integration agreements can positively influence FDI inflows. In 
examining the behaviour of US FDI to Europe over the years 1969 to 1982, Culem 
(1988) uses the GDP value aggregated for five European countries (from 1973 
onwards) as a measure of market size. Surprisingly, the estimated coefficient for the 
overall market size variable is found to be insignificant. The offered explanations 
include the possibility that these EEC member states remained partitioned during the 
period under study. 
In a 1990 cross-sectional study of the industrial patterns of US investment stocks in the 
UK manufacturing sector, Milner and Pentecost (1996) also confront the dilemma 
regarding the appropriate definition of market size. A narrow definition would rely on 
the value of sales within the UK whereas a broader representation of the host market 
size, based on the value of sales for a given industry throughout the EC, might be 
warranted owing to the UK‟s membership of the then European Community (EC). 
Comparing the results for both measures of country size, the market size hypothesis is 
supported by the positive coefficient for the EC market variable, but is only marginally 
significant in the case of the domestic market. 
A measure of the home country‟s market size might also accompany the host country‟s 
indicator of market size in a model of FDI. Culem (1988) proposes that demand-based 
models of FDI – a specification stipulating the dependence of FDI on host country 
characteristics only – are unrealistic because the choice of the optimal foreign location 
is assumed to be independent of the investing country. If, instead, competition for FDI 
is not confined to the potential recipient countries but also exists among the home 
countries, then the firm‟s investment decision process is simultaneously determined by 
both domestic and foreign investment opportunities. Hence, the opportunity cost of 
investing abroad (ie undertaking domestic investment) will also depend on the home 
country‟s characteristics.  
Introducing elements of the investing country into a demand-based model of FDI thus 
constitutes the preferred approach to modelling bilateral FDI flows. In common with the 
gravity model of trade, FDI is explained by source country characteristics, host country 
characteristics and any other relevant explanatory variables including bilateral factor 
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price variables and country-specific policies. This approach connects the literature on 
MNE motives with the location advantages of a host country, the latter providing a 
basis for the preferred investment location.  
Previously, the literature focused exclusively on the firm‟s perspective by attempting to 
understand MNE motives suited to a particular form of overseas expansion. In other 
words, the question of why a firm invests abroad was asked but the question of where 
a firm invests was, as of yet, largely unexplored. In recognising that a set of location-
specific factors tend to reflect the preferences of MNEs, the literature has re-oriented 
its attention since the mid-1980s towards explaining FDI patterns from the host 
country‟s perspective. As a consequence, the empirical literature has tended to model 
MNE motives along with host country characteristics and specific host country policies, 
which are put in place to attract inward investment.  
7.3.4 Host Country Policies   
UNCTAD (1998) sets out a set of core policies that are designed to influence the 
investment decision. Without policies relating to rules and regulations governing the 
entry and the operations of foreign investors, the standards of treatment of foreign 
affiliates as well as the functioning of markets, FDI will simply not take place. Other 
policies affecting foreign investors‟ location decisions – either directly or indirectly – 
include privatisation policy, trade policy and regional integration. Additional measures 
can also be used in the process of competing for FDI: promoting investment, offering 
incentives, providing after-investment services as well as reducing the „hassle costs‟ of 
doing business.  
 Investment Liberalisation   
A general liberalisation of investment since the mid-1980s has increased the propensity 
for inward FDI. According to UNCTAD, the liberalisation of FDI has involved three key 
features. First, market distortions that restrict foreign investors from entering or 
operating in a country have been removed. For example, authorisation requirements 
for the entry of greenfield FDI have been largely replaced with registration. Operational 
conditions relating to performance requirements and the hiring of foreign managerial 
personnel have also been loosened. Privatisation programmes of traditionally closed 
industries – telecommunications, public transport and other public utilities – play an 
important role in this regard, although certain strategic industries continue to apply 
restrictions. For example, broadcasting remains subject to ownership requirements and 
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control restrictions. Additional discriminatory incentives and subsidies have also been 
largely discarded.  
Second, the standards of treatment of foreign investors have been strengthened. 
International agreements safeguard the fair and equitable treatment of FDI after entry 
into a host country. Foreign investors are often granted legal protection and guarantees 
against non-commercial risks. Indeed, aspects of the broader environment within which 
foreign affiliates operate are essential for FDI. For example, a comprehensive legal 
framework including a properly functioning justice system ensures certainty of business 
activities. Finally, market supervision has been bolstered to ensure the proper 
functioning of the market. Mechanisms to supervise international mergers and 
acquisitions (M&As), stock exchanges as well as financial markets have been adopted 
by most countries. Competition laws and anti-trust laws are also on the rise. 
 Trade Policy   
Linking a country‟s trade policy to the volume (and efficiency in use) of FDI, Bhagwati 
(1978) argued that FDI is higher if a country pursues an export-promoting (EP) strategy 
rather than an import-substituting (IS) strategy. The differing effects of the trade 
strategies on FDI are explained in terms of the neutrality of an EP strategy, which 
provides no artificial and transitory incentives for FDI, and the protectionist nature of an 
IS regime, which limits FDI by encouraging domestic investments to serve the market. 
The trade neutral EP strategy is thus defined as a strategy that equates the average 
effective exchange rate on exports to the average effective exchange rate on imports. 
The trade biased strategy (favouring import-substitution activities) is defined as one in 
which the effective exchange rate on imports exceeds the effective exchange rate on 
exports. 
Without data on tariffs, quotas and export subsidies, Balasubramanyam, Salisu and 
Sapsford (1996) classify a country‟s trade policy according to its imports to GDP ratio. 
A country with a high imports to GDP ratio, indicating a relatively low level of import 
protection, is likely to follow an export-promotion policy. In the absence of artificial 
incentives for import-substituting industries, investment is allocated according to the 
market or comparative advantage. Furthermore, there is no need for export subsidies 
(to offset the effects of import-substitution) under this policy. On the other hand, a 
country with a low imports to GDP ratio is deemed to follow an IS strategy.  
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Ranking the import to GDP ratios in ascending order for forty-six developing countries, 
Balasubramanyam et al. apply the test for structural stability developed by Brown, 
Durbin and Evans (1975) based on the cumulative sum of the residuals squared 
(CUSUMSQ). In finding a structural break in the data, the countries are then split 
according to their trade policy regime. The conclusions of Balasubramanyam et al. 
provide some support for Bhagwati‟s hypothesis that the role of FDI in the growth 
process depends on a country‟s trade orientation, it being stronger for countries with an 
EP policy than for countries pursuing an IS policy. 
 Regional Integration    
The proliferating number of regional trade agreements (RTAs), especially during the 
1990s, led to a revival in empirically evaluating the effects of RTAs on trade. The 1992 
single market programme (SMP) spear-headed a similar interest in examining the 
effect of regional integration on FDI flows (see, for example, Mold 2003). More recently, 
the enlargement process is adding a further impetus to estimating the determinants of 
FDI flows into the CEE countries (Clausing and Dorobantu 2005). 
In summary, the surge of FDI flows into central and eastern Europe since the early 
1990s has spurred interest in empirically explaining the region‟s determinants of FDI. 
The traditional explanations for FDI – the differential rate of return hypothesis, the 
labour cost differential hypothesis and the market size hypothesis – are used to lay the 
foundations for an empirical model of FDI into the CEE countries. In relating FDI to the 
dual motives for overseas investment – the efficiency-seeking and the market-seeking 
motives, the empirical model in character is not unlike the knowledge-capital model of 
MNE activity, which is a hybrid model encompassing the features of a vertically 
integrated firm and a horizontally integrated firm. The region‟s ability to attract FDI also 
depends on location-specific factors hence additional policy-related variables are 
included in the model. 
7.4 A Model of FDI Flow Determinants into the CEE Countries 
At an aggregated level, the traditional explanations for FDI have been modelled using 
some version of the gravity model, but the description of the main determinants of FDI 
into the CEE countries is incomplete without considering other potentially important 
explanatory variables. Transition-specific factors including country risk and the 
privatisation process are highlighted by Carstensen and Toubal (2004). Clausing and 
Dorobantu (2005) emphasise the FDI effect of European Union announcements 
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regarding the accession process as do Bevan and Estrin (2004). More recently, Bellak 
et al. (2009) affirm the importance of policy variables relating to infrastructure 
endowments and taxes as FDI determinants in the CEE countries.  
A good starting point to understanding the main determinants of FDI flows into the CEE 
countries during their transition phase is the model of FDI estimated by Bevan and 
Estrin (2004). As other factors can also influence FDI flows to this group of countries, 
section 7.4.4 checks for the possible significant effects on FDI from among a range of 
potential FDI flow determinants which draw on the trade literature (relative endowments 
and time-varying transport costs), the supply side of the economy (skilled-labour 
endowments), the demand side of the economy (corporate taxes and regional GDP) as 
well as additional policy-related factors (infrastructure and exchange rate variables).  
Across the model specifications estimated in section 7.4.4, the policy-related variables 
of liberalisation and infrastructure endowments are found to be important in the 
explanation of FDI flows to the CEE countries along with the core gravity model 
variables. To examine which aspects of the liberalisation process and the CEE 
countries‟ endowments of infrastructure are most important for FDI, the preferred 
model from section 7.4.4 is re-estimated in section 7.4.5, but with the sub-component 
indexes replacing the aggregate indexes respectively. The final model of FDI 
determinants into the CEE countries over the 1994-2003 period, which includes the 
significant sub-component elements of the policy-related variables, is estimated in 
contemporaneous and in lagged form.  
7.4.1 A Model of EU–CEE FDI Flows 
Following the gravity-type model of FDI estimated by Bevan and Estrin (2004), which 
captures the traditional hypotheses of FDI along with host country policy-related 
variables, the model of FDI into the CEE countries is represented by the econometric 
specification:  
t
j
t
ijij
t
j
t
i
t
ij LABDINTDISTGDPGDPFDI 54321    
             
t
ij
t
j
t
j
t
j CEEOPENLIB   876  
(7.1) 
where 
t
ijFDI  are the bilateral FDI outflows, in US dollars at constant 2000 prices, from 
twelve EU countries to eleven central and eastern European countries and the Baltic 
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states over the period 1994 to 2003; 
t
iGDP  and 
t
jGDP , also in constant 2000 US 
dollars, denote the internal market size of the source and the host countries 
respectively; and ijDIST  is the great-circle distance measured in kilometres between 
the two countries‟ main economic centres. In essence, the inclusion of host country 
GDP in the model of FDI captures the market size hypothesis.   
The efficiency-seeking motive of MNEs is captured by the real interest rate differential, 
)ln(ln ti
t
j
t
ij INTINTDINT  , and the real cost of labour in the host country, 
t
jLAB . 
The former is in line with the differential rate of return hypothesis, but the cost of labour 
would ideally be a factor cost differential variable aligned with the labour cost 
differential hypothesis.124 
Equation (7.1) also includes a set of host country policy variables consisting of a 
liberalisation index, 
t
jLIB , which comprises a set of indicators related to enterprises, 
markets and trade as well as financial institutions; an index of trade openness, 
t
jOPEN ; and a dummy variable, 
t
jCEE , reflecting the degree of regional integration 
between the CEE countries and the EU.  
The CEE dummy variable accounts for the diversity of regional integration between the 
eleven CEE countries and the EU (Bevan and Estrin 2004). Based on treaty 
information, all countries take the value of zero until 1998, corresponding to the time 
when the Vienna European Council meeting separated pre-accession countries into 
three categories. Thereafter, values of three are assigned to countries that satisfied the 
Copenhagen criteria, paving the way for entry negotiations (the Czech Republic, 
Estonia, Hungary, Poland and Slovenia); countries exhibiting good progress take the 
value of two (Latvia, Lithuania and Slovakia); Bulgaria takes the value of one; and 
finally, Croatia and Ukraine, with still far-off possibilities of entry, take the value of 
zero.125 Equation (7.1) includes an intercept term,  , and the usual residual error term 
                                                
124
 Expressing host country labour costs relative to source country labour costs is difficult 
because the earnings data available for the host countries are monthly whereas the earnings 
data for the source countries tend to be hourly. 
125
 Bevan and Estrin do not include Croatia in their sample of countries for reasons likely to do 
with its location in the fragile region of South East Europe, which would require country-specific 
modelling. Croatia‟s inclusion in the panel of CEE countries can be justified, however, on the 
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accounting for all other influences on FDI, 
t
ij . All variables are estimated in logarithmic 
form apart from the liberalisation index and the CEE dummy variable. 
7.4.2 Model Data and Sources   
The panel data set consists of bilateral FDI data from twelve EU countries to eleven 
central and eastern European countries and the Baltic states over the period 1994-
2003. The source country data exclude six of the thirty listed OECD countries owing to 
their classification as upper-middle-income economies,126 in addition to eight countries 
for which FDI data are missing or are sporadic.127 Excluding Japan, Korea and the US 
from the sample of source countries gives twelve European countries, with Belgium 
and Luxembourg treated as a single country.128 Bilateral FDI outflows from the source 
countries to the host countries are used in preference to recipient inflows as the latter 
are available only for the Czech Republic, Hungary, Poland and Slovakia.129  
Using data from the World Investment Report (WIR) annex tables made available by 
UNCTAD, the twelve European countries account for 50 per cent of global FDI outflows 
as at 2003.130 Therefore, the group of source countries, which includes the larger 
European countries that directly invest in the CEE countries, is likely to provide a 
reasonable basis with which to examine the determinants of MNE production activities 
                                                                                                                                            
ground that it is close in character to the countries that acceded into the EU in 2004 (EBRD 
2003). 
126
 The Czech Republic, Hungary, Mexico, Poland, Slovakia, Turkey.  
127
 Australia, Canada, Greece, Iceland, Ireland, New Zealand, Norway, Portugal. 
128
 Austria, Belgium–Luxembourg, Denmark, Finland, France, Germany, Italy, the Netherlands, 
Spain, Sweden, Switzerland, the United Kingdom.  
129
 In theory, the total outflows of country i to country j should equate total inflows of country j 
from country i. In practice they often differ because of measurement error and valuation 
problems. In observing the excess of global FDI outflows over global FDI inflows, the most 
important sources for the discrepancies are reviewed in the SIMSDI (2000) report: failure by 
many countries to compile data on reinvested earnings; failure to follow standards regarding 
short-term financing between affiliates; and failure to record the activities of special purpose 
entities, cross-border real estate transactions as well as investment by affiliates in their parent 
companies. Nevertheless, the co-movement of FDI outflows and FDI inflows over time suggests 
that the results are unlikely to be affected. Along these lines, Pain (1993) alludes to the UK, 
where the high level of unrecorded capital inflows is partially offset by the book value reporting 
of FDI. Book values or historic cost accounting understate the value of financial flows when 
compared with market values, the valuation method recommended by the IMF (1993).  
130
 Available at: http://www.unctad.org. 
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in the selected group of host countries. The host country recipients of FDI comprise 
eleven CEE countries including several newly European countries.131  
The sample period, covering the years 1994 through 2003, was justified for the 
following reasons. First, the sample period coincides with a marked increase of MNE 
activity into the region, as highlighted in section 7.2. The range of data also covers the 
transition process of the CEE countries from communism to market economies before 
many countries in the sample acceded into the EU in May 2004.132 Second, pre-1994 
FDI data are frequently zero or are missing. Where data are available, their use is 
compromised by high inflation rates – prevalent especially among the newly 
independent countries in the early 1990s and so the years 1992 and 1993 are 
dropped.133, 134 Third, many CEE countries did not exist in their current form before the 
start date.135 Last, the sample period conforms to improved standards in compiling 
international data and reporting methods, leading to better quality data and implying an 
enhanced cross-comparability of international data.136  
The panel data set is unbalanced as a result of incomplete sets of statistics for all 
countries. The years 1994 through 1998 are dropped for the Baltic states as most EU 
countries have missing FDI outflow data for these years. Additional years are dropped 
for countries which experienced high inflation rates: Bulgaria, 1994-1997137 and 
Ukraine, 1994-1999. Romania is left out from the sample of CEE countries because of 
                                                
131
 Bulgaria, Croatia, the Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Slovakia, 
Slovenia, Ukraine. 
132
 Eight of the eleven CEE countries became members of the EU in May 2004; Bulgaria joined 
in January 2007. 
133
 If deflated by a high inflation rate – a general characteristic of the CEE countries during the 
early 1990s – FDI values expressed in real terms would be severely eroded. 
134
 Bevan and Estrin drop pre-1994 data on the basis that FDI inflows into most transition 
economies were too small and too volatile.  
135
 The three Baltic states (Estonia, Latvia and Lithuania) and Ukraine, now independent 
nations, are former members of the Union of Soviet Socialist Republics (USSR), Croatia was 
part of the Socialist Federal Republic (SFR) of Yugoslavia and Czechoslovakia was split into the 
Czech Republic and Slovakia.  
136
 The SIMSDI (2000) Report – a collaborative study by the IMF and the OECD investigating 
country adherence to recommendations contained within BPM5 (1993) and the OECD‟s 
Benchmark (1999) – records an overall improvement on the standardisation of data sources, 
collection methods as well as dissemination and methodological practices for reporting FDI 
statistics. The Report‟s finding that data consistencies are more pronounced for the OECD 
countries when compared with the non-OECD countries augurs well with the use of OECD FDI 
outflows to the CEE countries. 
137
 After the collapse of the Bulgarian lev in 1996, a currency board regime was agreed with the 
IMF and the World Bank in 1997 to help reduce Bulgaria‟s triple-digit inflation rate.  
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an uncontrolled inflation rate over the entire sample period, although with greater 
macroeconomic stability since 2000 it is attracting an increasing amount of foreign 
investment. Finally, the years 1994-1995 are dropped for Croatia due to political 
complications with Serbia before the Dayton peace accords were signed in December 
1995. 
The data sources are as follows. Bilateral FDI flow data are from the IDIS, OECD and 
are deflated by US producer prices (2000 = 100), sourced from the IFS, IMF. Data on 
GDP for both sets of countries, at constant 2000 US dollars, are sourced from the WDI, 
WB and the geographic distance between two economic centres is sourced from the 
CEPII. 
The real interest rate for both the source and the host countries, defined as the lending 
interest rate adjusted for inflation as measured by the GDP deflator, is taken directly 
from the WDI, WB.138 The host country unit labour costs are the average monthly 
wages and salaries in the manufacturing industry, in national currencies, obtained from 
the KILM, ILO and are expressed as a ratio of GDP per capita, in constant local 
currency units (LCU), sourced from the WDI, WB.139 
The liberalisation index for the host country, made available by the European Bank for 
Reconstruction and Development (EBRD), is a transition indicator of the progress from 
communism to market-based regimes.140 The composite liberalisation index comprises 
a set of eight liberalisation indexes related to enterprises (large scale enterprises, small 
scale enterprises, enterprise restructuring), markets and trade-related variables (price 
liberalisation, trade and the foreign exchange system, competition policy), and financial 
institutions (banking reform and interest rate liberalisation, securities markets and non-
bank financial institutions). Based on an ordinal ranking, a country that has attained the 
standards and performance of a typical industrialised country is assigned high 
                                                
138
 Data limitations concerning long-term interest rates for many CEE countries restrict the 
choice to short-term interest rates. Data limitations likely explain why Bevan and Estrin use 
source country long-term bond yields and short-term deposit rates to calculate the interest rate 
differential. 
139
 Defined by the ILO, earnings “generally include bonuses, cost of living allowances, taxes, 
social insurance contributions payable by the employed person and, in some cases, payments 
in kind, and normally exclude social insurance and contributions payable by the employers, 
family allowances and other social security benefits.” Inter-country comparisons, however, may 
be compromised by variations due to national definitions of employment such as an enterprise‟s 
number of employees as well as differences in collection systems.  
140
 Available at: www.ebrd.com. 
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numerical values of four or more whereas low values of less than one indicate very little 
progress from communism towards market-based systems.  
Information on host country imports as a percentage of GDP is sourced directly from 
the WDI, WB. A summary of the model variable sources and expected signs is 
provided in Table 7.3. 
Table 7.3  Model Variables of EU–CEE FDI Flow Determinants 
Variable  Data source  Expected sign  
FDI   International Direct Investment Statistics, OECD    
     
Source country 
GDP 
 World Development Indicators, WB  + 
     
Host country 
GDP 
 World Development Indicators, WB  + 
     
Distance   CEPII  – 
     
Interest rate 
differential  
 World Development Indicators, WB  + 
     
Host country 
labour costs  
 Key Indicators of the Labour Market, ILO   – 
     
Host country  
liberalisation 
 European Bank for Reconstruction and Development  + 
     
Host country   
openness  
 World Development Indicators, WB  + 
     
CEE dummy  –  + 
 
7.4.3 The Model of FDI Flow Determinants Estimated 
Table 7.4 presents the estimated results for the basic model of FDI flow determinants 
into the CEE countries. Although POLS and the combined FE model pass the RESET 
test for functional form, two tests favour the RE model. First, the non-rejection of the 
Hausman test indicates non-biased RE results. This conclusion is supported for both 
the one-way and the two-way models. Second, the Lagrange multiplier (LM) test for 
random effects (Breusch and Pagan 1980) suggests POLS is inappropriate, as 
indicated by a rejection of the null hypothesis that the variance of the residuals equal 
zero. In choosing between the one-way RE and the two-way RE models, the 
insignificant time effects imply the one-way model is better. This model provides a 
reasonable degree of fit; the explanatory power of the RHS variables accounts for  
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Table 7.4  A Model of EU–CEE FDI Flow Determinants 
  One-way Models  Two-way Models 
Regressors  POLS
a
  
Standard 
FE
a
 
 RE
a
  
Combined 
FE
a
 
 RE
a
 
Source country  
GDP 
 
0.60** 
(8.15) 
 
3.28 
(1.06) 
 
0.60** 
(5.26) 
 
8.39** 
(2.03) 
 
0.59** 
(5.16) 
           
Host country  
GDP 
 
1.00** 
(8.61) 
 
4.01** 
(2.83) 
 
1.06** 
(7.14) 
 
8.50** 
(4.12) 
 
1.02** 
(6.77) 
           
Distance   –1.24** 
(–12.56) 
 –  –1.33** 
(–9.33) 
 –  –1.35** 
(–9.10) 
           
Interest rate 
differential  
 –0.01 
(–0.20) 
 –0.20* 
(–1.95) 
 –0.07 
(–0.96) 
 –0.17 
(–1.55) 
 –0.09 
(–1.17) 
           
Host country  
labour costs  
 
0.02 
(0.29) 
 
0.13 
(0.21) 
 
0.04 
(0.54) 
 –0.03 
(–0.05) 
 
0.04 
(0.48) 
           
Host country  
liberalisation 
 
1.37** 
(3.52) 
 –0.30 
(–0.30) 
 
1.02** 
(2.33) 
 
1.28 
(1.05) 
 
1.25** 
(2.34) 
           
Host country   
openness  
 –0.35 
(–0.93) 
 –0.97 
(–1.17) 
 –0.24 
(–0.59) 
 –1.96** 
(–2.17) 
 –0.46 
(–0.95) 
           
CEE dummy  0.04 
(0.56) 
 
0.31 x 10–
2
 
(0.04) 
 
0.09 
(1.49) 
 –0.06 
(–0.39) 
 –0.02 
(–0.16) 
           
Intercept  –18.00** 
(–4.31) 
 –152.87** 
(–2.13) 
 –18.04** 
(–3.53) 
 –362.44** 
(–3.21) 
 –15.22** 
(–2.84) 
           No of obs  497  497  497  497  497 
           
No of groups   –  116  116  116  116 
           
2R   0.473  0.755  0.471  0.769  0.477 
           
RMSE  1.49  1.15  –  1.14  – 
           
RESET
b
  1.00  4.53**  –  0.70  – 
           
Hausman
c
  –  11.15  –  13.48  – 
           
LM test
d
  –  –  179.15**  –  179.91** 
           
Time effects  –  –  –  2.24**  11.49 
  
a 
The reported test statistics in parentheses (z statistics for RE) are heteroskedasticity robust 
   
b
(White 1980). 
  
b 
Using powers of the predicted dependent variable (Ramsey 1969). 
  
c 
Based on the difference between the FE and the RE estimators (Hausman 1978). 
  
d 
Lagrange multiplier (LM) test for random effects (Breusch and Pagan 1980). 
  ** denotes significance at the 5% level; * denotes significance at the 10% level. 
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nearly half of the variance of FDI flows into the CEE countries. Guided by the Hausman 
test, Bevan and Estrin (2004) also estimate the model using the RE model. 
Moreover, the empirical test results which favour the RE model are also supported by 
the summary statistics, as shown in Table 7.5. The limited within variation, especially 
for both countries‟ incomes, rules out the suitability of the FE model. Matching the 
summary statistics shown in Table 7.5 to the FE results shown in Table 7.4, the 
magnitudes for the GDP coefficients have gone awry when compared with the 
corresponding POLS and RE results. In short, the relatively small sample size of the 
panel data set means the within variation for the income variables is insufficient so as 
to make the FE model unsuitable to estimate the determinants of FDI into the CEE 
countries. 
Focusing on the one-way RE coefficient estimates reported in Table 7.4 (which are 
very similar to the POLS estimates in sign, size and significance) the gravity variables 
are found to be of primary importance in modelling FDI flows to the CEE countries. On 
the demand side, the positive and significant coefficient for host country GDP indicates 
support for the market size hypothesis. The region‟s more outward orientation since the 
early 1990s and the concomitant new market opportunities presented to foreign 
investors forms an important explanation in attracting FDI inwards. On the supply side, 
the corresponding positive and significant coefficient for source country GDP suggests 
that larger countries invest more abroad than their smaller counterparts. The positive 
relation between market size and FDI, however, is qualified by the physical separation 
between the foreign investor and the recipient country; higher transport costs implied 
by the distance variable adversely affects investment flows. 
The empirical literature on FDI frequently finds in favour of the primacy of the gravity 
variables. Shatz and Venables (2000) concur: in obtaining similar findings for 
multinational affiliate sales, they conclude that the gravity variables form the main 
determinants of the FDI location. The gravity variables, however, are not the sole set of 
significant determinants of FDI into the CEE countries. The liberalisation process 
undergone in the post-communist countries also plays a vital role in the explanation of 
rising FDI to the region. 
In line with the set of core policies that are designed to influence the investment 
decision (UNCTAD 1998) the positive and significant coefficient for the host country‟s 
liberalisation index suggests that market-based reforms have been effective in  
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Table 7.5  Summary Statistics for the Model Variables of FDI Flows 
Variable    
Panel 
structure  
 Mean  
Standard 
deviation 
 Minimum  Maximum 
FDI flows  overall  17.31  2.03  11.50  22.21 
  between    1.73  13.85  21.23 
  within    1.13  12.84  22.33 
     Time-invariant variables  
Distance  overall  6.91  0.61  4.09  7.97 
  between    0.62  4.09  7.97 
  within    0.00  6.91  6.91 
     Time-varying model variables 
Source country 
GDP 
 overall  26.77  0.92  25.25  28.28 
  between    0.92  25.43  28.28 
  within    0.06  26.59  26.93 
Host country  
GDP 
 overall  24.00  0.91  22.35  25.93 
  between    0.90  22.49  25.77 
  within    0.10  23.76  24.18 
Interest rate 
differential 
 overall  0.57  0.94  –2.20  5.00 
  between    0.80  –1.01  3.53 
  within    0.62  –2.49  3.22 
Host country 
labour costs  
 overall  1.59  1.26  –3.23  2.70 
  between    1.48  –3.10  2.61 
  within    0.17  0.99  1.98 
     Policy-related variables  
Host country 
liberalisation  
 overall  3.43  0.27  2.67  3.87 
  between    0.27  2.77  3.74 
  within    0.14  2.98  3.66 
Host country 
openness 
 overall  3.98  0.29  3.05  4.49 
  between    0.24  3.34  4.39 
  within    0.12  3.50  4.26 
CEE dummy  overall  1.32  1.32  0.00  3.00 
  between    0.84  0.00  3.00 
  within    1.10  –0.17  2.82 
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influencing FDI flows to the CEE countries. The significance of the liberalisation 
coefficient is not a surprising result given the ex-communist countries‟ entrenched 
totalitarian rule and a general political landscape mired in incompetence and corruption 
and devoid of good governance and the rule of law. 
The broader empirical literature also finds related policy variables to be important in 
explaining FDI flows. Globerman and Shapiro (2002) find that a country‟s governance 
infrastructure – defined in terms of its political, institutional and legal environment – is a 
plausible determinant of FDI for a broad sample of both developed and developing 
country locations between 1995 and 1997. In a similar vein, Brewer (1991) suggests 
greater macroeconomic stability and low risk perception are key in explaining the 
concentration of foreign investment in a limited number of upper-middle-income 
countries. Conversely, countries with less stability and perceived to be of high risk tend 
to receive less direct investment. This is because foreign investors are risk-averse. 
Inhibited by uncertainty affecting the return on investment, foreign investors therefore 
are sensitive to high political, economic and financial risks. 
The remaining model coefficients are insignificant according to the RE results 
displayed in Table 7.4. In particular, the predictions of neo-classical theory are found 
not to hold: the factor market variables are neither significant nor correct in sign. Taking 
the factor market variables in turn, the negative coefficient for the real interest rate 
differential – defined in relative terms as the lending interest rate adjusted for inflation – 
runs counter to its predicted positive effect on FDI inflows.  
This is not an unusual finding in the empirical literature. Love and Lage-Hidalgo (2000), 
for example, find a negative and significant coefficient for the cost of capital differential 
in their time-series study of US FDI to Mexico over the period 1967 to 1994. The result 
suggesting FDI from the US to Mexico decreases as the US cost of capital rises 
relative to that of Mexico goes against the expected positive relation between the cost 
of borrowing and FDI inflows, which presumes that MNEs are sufficiently large so as to 
benefit from borrowing on international capital markets.  
Emphasising the rate of return aspect of MNE motives rather than the cost of capital, 
the real interest rate differential in equation (7.1) is substituted for the annual 
percentage change in Standard and Poor‟s equity prices for the CEE countries, 
sourced from the WDI, WB. Although correctly signed, the estimated coefficient 
remains insignificant.  
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The effect of low labour costs on FDI is more frequently supported. Greater cost 
efficiencies of factor inputs in the production process realise higher profits. The findings 
of Wheeler and Mody (1992) indicate that the level of capital expenditures by US 
electronics affiliates is strongly related to low labour costs. Indeed, their finding of an 
elasticity which is higher for the low-income countries than for the high-income 
countries highlights the importance of low labour costs in decisions related to vertical 
investment. Similarly, a re-location of production activity to the CEE countries has been 
associated with production involving relatively lower labour costs of labour-intensive 
activities. Although not significant, the hypothesised negative relation between host 
country labour costs and FDI flows to the CEE countries is not borne out by the RE 
results shown in Table 7.4.141 
The coefficient for trade openness is also unexpectedly signed and is also insignificant. 
Although not explicitly testing Bhagwati‟s hypothesis, the neutral effect of trade 
openness on FDI suggests the transition economies are leaning towards outwardly 
oriented trade policies. As a more general indicator of trade openness rather than a 
particular type of trade policy regime, UNCTAD (1998) points out that a change in the 
direction of openness has an asymmetric effect on the location of FDI. In other words, 
greater openness attracts FDI, but does not guarantee it will take place. On the other 
hand, less openness, as suggested by the RE results in Table 7.4, reduces FDI.142 A 
negative coefficient for trade openness is not altogether unusual in the literature. Using 
the sum of exports and imports as a ratio to GDP, Harms (2002) also obtains a 
negative coefficient for the trade variable.  
The final policy variable in equation (7.1) denotes the degree of regional integration 
between the CEE countries and the EU. The RE estimator indicates its coefficient 
accords with the predicted positive effect on EU FDI outflows to the CEE countries 
when FDI is of the vertical type, although it is not significant. FDI is positively affected 
by regional integration because VFDI is enhanced by lower trade barriers and reduced 
trade costs whereas the incentives for HFDI are diminished by the removal of the tariff-
jumping motive. Can it be assumed that regional integration attracts VFDI to all eleven 
CEE countries? Splitting the CEE dummy variable into three separate dummies 
                                                
141
 Setting the average monthly wages and salaries in the manufacturing sector as a ratio of 
host country producer prices instead of GDP per capita has no material effects on the results.  
142
 The fact that several countries experienced a reduction in their imports to GDP ratio around 
the time of the global slowdown in 2001 might account for this result. 
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corresponding to the treaty information and re-estimating the model each dummy 
coefficient is positively signed, but only the zero-one dummy coefficient for Bulgaria is 
positive and significant, whether added jointly or independently of the two remaining 
dummies.  
Experimenting with the definition of the CEE dummy, its coefficient is positive and 
significant if instead the CEE dummy treats all eleven CEE countries equally after 1998 
without allowing for different degrees of regional integration. In other words, the more 
basic zero-one dummy is positive and significant according to the RE estimator. The 
coefficient magnitude, however, is lower than that corresponding to the dummy for 
Bulgaria. According to UNCTAD, regional integration contributes positively to FDI but 
varies in the extent of its effect. Deeper integration allowing the free movement of 
capital (including FDI) is expected to have stronger effects on FDI than integration of a 
more shallow nature. The reasons are two-fold; the number of channels through which 
FDI is affected increases while greater policy harmonisation also enhances a location‟s 
attractiveness to FDI.  
Comparing the one-way RE results with the results obtained by Bevan and Estrin 
(2004) the gravity model variable coefficients overlap, being consistent in sign and 
significance.143 The results diverge with respect to the coefficients for unit labour costs, 
regional integration and risk. Whereas the results by Bevan and Estrin indicate the 
importance of low labour costs for FDI accompanied by the beneficial effects of 
regional integration, the results from equation (7.1) emphasise the liberalisation 
process undergone by the former communist countries.  
The EBRD liberalisation index – comprising a set of indicators related to enterprises, 
markets and trade as well as financial institutions – is essentially a transition indicator. 
Bevan and Estrin do not explicitly consider the progress of transition from communism 
to market-based regimes as they instead use country credit ratings developed by 
Institutional Investor. Comprising of institutional, legal and political factors, country 
ratings range from zero to 100, whereby a country that is assigned a value of 100 is 
least likely to default. Arguably, the EBRD liberalisation index better captures the 
transition process of the CEE countries. 
                                                
143
 The coefficient magnitudes differ because the parameter estimates of the linear model 
estimated by Bevan and Estrin are interpreted in terms of units whereas the logarithmic form of 
equation (6.1) imply the coefficient estimates are interpreted as elasticities. 
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For the static model, current values of the independent variables determine current 
values of the dependent variable, but in reality there may be a time delay between an 
investment decision and its implementation. Accordingly, Bevan and Estrin estimate a 
model of the determinants of FDI into the transition economies in contemporaneous 
form and in lagged form. One-year lags of the factor market variables, for example, 
take account of any delayed reactions of MNEs to investment opportunities arising from 
cost efficiencies. Furthermore, risk-averse investors are prone to herding-type 
behaviour in a subsequent period; lagging the risk variable by one period controls for 
this effect on FDI. In any event, information often becomes available only with time. 
Specifying a model in lagged form also helps alleviate possible endogeneity problems 
of the static model. More particularly, lagging the regressors by one period mitigates 
the endogeneity bias arising from the simultaneity between FDI and the right-hand side 
(RHS) variables.144 This is because a lagged model can be interpreted according to the 
time dimensional definition of Granger causality, whereby past values of the 
independent variables have joint effects on the regressand. As the lagged model 
implies the causal relation cannot run in both directions, simultaneity bias is thus 
relieved. Others have also estimated the lagged effects of independent variables on 
FDI (Barrell and Pain 1999b; Harms 2002). 
Specifying the independent variables of equation (7.1) in lagged form, except for the 
time-invariant distance variable, gives: 
ijtjti
t
ij DISTGDPGDPFDI 31,21,1     
             1,61,51,4   tjtjtij LIBLABDINT   
             
t
ijtjtj CEEOPEN    1,81,7  
(7.2) 
Table 7.6 presents the results for the model of FDI determinants to the CEE countries 
estimated in lagged form. As with the static model, the LM test and the F  test for the 
time effects indicate the one-way RE model is preferred, although it is not supported by 
the Hausman test. The results for the contemporaneous and the lagged models are 
similar in so far as the gravity coefficients remain largely unchanged and the openness 
coefficient remains incorrectly signed. The size and the statistical significance of the  
                                                
144
 FDI and GDP are likely to share common determinants as are FDI and trade. 
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Table 7.6  A Lagged Model of EU–CEE FDI Flow Determinants 
  One-way Models  Two-way Models 
Regressors  POLS
a
  
Standard 
FE
a
 
 RE
a
  
Combined 
FE
a
 
 RE
a
 
Source country  
GDP 
 
0.55** 
(7.24) 
 
3.21 
(0.99) 
 
0.55** 
(5.13) 
 
11.52** 
(2.91) 
 
0.55** 
(4.88) 
           
Host country  
GDP 
 
1.02** 
(8.60) 
 
4.98** 
(2.92) 
 
0.98** 
(6.85) 
 
9.15** 
(3.65) 
 
1.00** 
(6.61) 
           
Distance   –1.23** 
(–12.15) 
 –  –1.33** 
(–9.78) 
 –  –1.34** 
(–9.36) 
           
Interest rate 
differential  
 
0.09 
(0.99) 
 
0.20* 
(1.71) 
 
0.15* 
(1.55) 
 
0.10 
(0.77) 
 
0.10 
(0.94) 
           
Host country  
labour costs  
 –0.05 
(–0.84) 
 –0.63 
(–0.83) 
 
–0.02  
(–0.26) 
 –1.22 
(–1.34) 
 –0.03 
(–0.45) 
           
Host country  
liberalisation 
 
1.50** 
(3.88) 
 
1.01 
(1.10) 
 
1.46** 
(3.65) 
 
1.16 
(0.68) 
 
1.35** 
(2.30) 
           
Host country   
openness  
 –0.40 
(–1.00) 
 –1.80** 
(–2.35) 
 –0.59 
(–1.26) 
 –1.55 
(–1.42) 
 –0.57 
(–1.11) 
           
CEE dummy  –0.07 
(–1.23) 
 –0.13 
(–1.52) 
 –0.04 
(–0.73) 
 –0.18 
(–1.00) 
 –0.09 
(–0.74) 
           
Intercept  –17.11** 
(–4.33) 
 –174.62** 
(–2.53) 
 –14.64** 
(–3.16) 
 –493.75** 
(–4.23) 
 –14.22** 
(–2.61) 
           No of obs  468  468  468  468  468 
           
No of groups   –  115  115  115  115 
           
2R   0.463  0.754  0.461  0.768  0.468 
           
RMSE  1.48  1.15  –  1.15  – 
           
RESET
b
  1.88  3.42**  –  1.07  – 
           
Hausman
c
  –  18.08**  –  26.64**  – 
           
LM test
d
  –  –  195.55**  –  191.15** 
           
Time effects  –  –  –  1.76*  11.20 
  
a 
The reported test statistics in parentheses (z statistics for RE) are heteroskedasticity robust 
   
b
(White 1980). 
  
b 
Using powers of the predicted dependent variable (Ramsey 1969). 
  
c 
Based on the difference between the FE and the RE estimators (Hausman 1978). 
  
d 
Lagrange multiplier (LM) test for random effects (Breusch and Pagan 1980). 
  ** denotes significance at the 5% level; * denotes significance at the 10% level. 
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parameters are largely unaffected except for the liberalisation index; its coefficient 
increases in magnitude using the lagged model. 
Some notable differences between the two sets of results are also evident. In 
particular, the lagged coefficients for both the interest rate differential and the host 
country labour costs change sign; the direction of their effects are now in line with their 
expected effects. A change in the coefficient sign is also shown for the regional dummy 
variable. In the context of FDI, the coefficient sign for the CEE dummy provides an 
indication of the dominant type of FDI; a negatively signed coefficient being consistent 
with the tariff-jumping motive associated with horizontal FDI. In the context of trade, 
Aitken (1973) suggests the outcome can depend on the length of time a regional 
integration agreement has been in place. Accordingly, the trade preference coefficient 
will initially be negative and insignificant in the pre-integration period, will change sign 
during the integration phase and increasing in magnitude with the progression of time 
will eventually become positive and significant. Interpreted in the light of Aitken‟s 
predictions, the negatively signed coefficient for the CEE dummy in the lagged model is 
consistent with HFDI in the pre-transition phase whereas its positively signed 
coefficient in the static model is consistent with VFDI as the integration phase gets 
underway. In short, a regional integration agreement induces a switch from HFDI 
(associated with high trade barriers in the pre-integration phase) to VFDI (as trade 
barriers are dismantled during the integration phase).  
7.4.4 The Model of FDI Flow Determinants Modified 
The rising importance of FDI among the CEE countries has spawned a considerable 
empirical literature seeking to explain the main determinants of FDI to the region. 
According to the RE results presented in section 7.4.3, new markets accompanied by 
market-based reforms are central to attracting foreign investment. Host country labour 
cost structures and differential returns are relegated to insignificance as are the 
region‟s openness to trade and the degree of integration with the EU countries.   
Regarding the dominant type of FDI received by the CEE countries over the 1994-2003 
period, the model results suggest a primary role for HFDI and a diminutive role for 
VFDI. The absence of VFDI is a somewhat curious result in view of the fact that the 
CEE countries are still in the process of catching-up with the established EU member 
countries and, as of yet, do not emulate the preeminent role of HFDI associated with 
the North–North patterns of FDI. Until they do catch up, FDI between the EU–CEE 
countries should – at least partly – be explained by cost-efficiencies. At any rate, ample 
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evidence of the co-existence of both HFDI and VFDI from the model of NTT–KK 
determinants for the EU–OECD countries over the years 1992-2003 (see Chapter 5) 
means that VFDI should also show up in the patterns of FDI between the EU–CEE 
countries. The presence of VFDI should be all the more apparent given that the EU 
countries represent the most important source of direct investment to the CEE 
countries. Some modified version of the model is in order.  
First, the non-significant interest rate and the labour cost variables are substituted for a 
broader measure of factor price differences to capture the efficiency-seeking motive of 
MNEs. Second, the possible effect on FDI from among a range of policy variables is 
checked. According to UNCTAD (1998), the rapid liberalisation process has broadened 
the scope for other factors to determine FDI. Additional macroeconomic policies, 
including monetary policy, fiscal policy and exchange rate policy are potentially 
influential factors of FDI. Macro-organisational policies affecting the functioning and 
composition of economic activities are also liable to affect foreign investment decisions. 
A host country‟s location advantages can be altered by its education policy, labour 
market policy as well as infrastructure development, all of which affect the supply and 
the quality of a host country‟s productive resources including its human capital. Last, 
given that trade and FDI are jointly determined, a possible significant effect on FDI is 
also checked for a number of trade determinants. 
Checking for the relevance from among the three sets of possible FDI determinants 
(factor price differences, policies in the CEE countries and trade-related determinants), 
Table 7.7 presents the one-way RE results for the modified versions of the static model 
of FDI flow determinants estimated for the EU–CEE countries over the 1994-2003 
period; the one-way RE model because it is the preferred estimator for the basic model 
presented in section 7.4.3. 
 GDP per capita    
The cost of capital and the cost of labour are production costs: the cost of capital, 
payable by a firm to expand its productive capacity, is classified as a constant fixed 
cost with respect to each manufacturing plant; labour inputs, which depend on the 
firm‟s level of activity, are classified as variable costs. Factor endowment differences 
rather than production cost differences are emphasised in the trade literature (Helpman 
1984; Helpman and Krugman 1985). Accordingly, the absolute difference in per capita 
income is used instead of the rate of return and the labour cost variables. The definition    
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Table 7.7  The Model of EU–CEE FDI Flow Determinants Modified 
Regressors  (1)a (2)a (3)a (4)a (5)a (6)a (7)a (8)a 
Source country GDP 0.63** 
(5.97) 
0.62** 
(5.90) 
0.41** 
(3.24) 
0.60** 
(5.46) 
0.62** 
(5.99) 
0.35** 
(2.75) 
0.63** 
(5.24) 
0.62** 
(5.08) 
         
Host country GDP 1.08** 
(8.79) 
1.07** 
(8.77) 
1.09** 
(8.01) 
1.02** 
(7.73) 
– 1.15** 
(7.46) 
0.99** 
(7.12) 
0.99** 
(7.12) 
         
Distance –1.48** 
(–10.12) 
–1.51** 
(–10.49) 
–1.33** 
(–8.95) 
–1.42** 
(–9.85) 
–1.51** 
(–10.48) 
– –1.49** 
(–10.31) 
–1.49** 
(–10.24) 
         
GDP per capita difference 0.48**  
(2.28) 
0.37* 
(1.68) 
0.30 
(1.31) 
0.36 
(1.47) 
0.41* 
(1.88) 
0.04 
(0.17) 
0.53** 
(2.17) 
0.53** 
(2.15) 
         
Host country liberalisation  1.66** 
(3.79) 
0.95* 
(1.75) 
0.74 
(1.27) 
1.26* 
(1.82) 
0.90* 
(1.66) 
1.33** 
(2.16) 
1.07* 
(1.82) 
1.07* 
(1.91) 
         
Host country openness 0.05 
(0.15) 
0.09 
(0.26) 
0.12 
(0.31) 
–0.13 
(–0.25) 
0.19 
(0.55) 
0.28 
(0.69) 
–0.20 
(–0.51) 
–0.20 
(–0.49) 
         
CEE dummy 0.06  
(1.13) 
0.55 x 10
–2
  
(0.10) 
0.05  
(0.88) 
0.04 
(0.45) 
0.03 
(0.45) 
0.03  
(0.52) 
0.02  
(0.28) 
0.02  
(0.29) 
         
Host country 
infrastructure 
– 0.44** 
(2.17) 
0.53** 
(2.46) 
0.10 
(0.33) 
0.52** 
(2.58) 
0.15  
(0.65) 
0.47** 
(2.25) 
0.48** 
(2.32) 
         
Skilled labour difference – – 0.11 
(0.35) 
– – – – – 
         
Host country tax – – – –0.92 x 10
–2
  
(–0.86) 
– – – – 
         
Regional GDP – – – – 1.09** 
(8.91) 
– – – 
         
Freight  – – – – – –0.52 
(–1.43) 
– – 
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Table 7.7  (contd) 
Regressors  (1) (2) (3) (4) (5) (6) (7) (8) 
Source country real  
exchange rate  
– – – – – – 
–0.59 x 10
–2
 
(–0.04) 
–0.86 x 10
–2
 
(–0.06) 
         
Host country real  
exchange rate  
– – – – – – 0.10 
(1.55) 
0.10 
(1.50) 
         
Source country exchange 
rate volatility  
– – – – – – –0.20 
(–0.01) 
– 
         
Source country exchange 
rate uncertainty  
– – – – – – – –6.04 
(–0.23) 
         
Intercept –22.63** 
(–5.17) 
–20.59** 
(–4.65) 
–16.41** 
(–3.42) 
–18.23** 
(3.43) 
–10.34** 
(3.21) 
–26.42** 
(–4.86) 
–19.24** 
(–3.80) 
–18.99** 
(–3.66) 
         
No of obs 676 676 607 428 676 675 676 676 
         
No of groups 123 123 112 121 123 123 123 123 
         
2R  0.498 0.506 0.477 0.497 0.509 0.333 0.514 0.514 
         
LM test
b
 252.89** 235.48** 164.12** 71.91** 233.23** 340.65** 209.08** 201.16** 
  
a 
The reported z statistics in parentheses are heteroskedasticity robust (White 1980).  
  
b 
Lagrange multiplier (LM) test for random effects (Breusch and Pagan 1980). 
  ** denotes significance at the 5% level; * denotes significance at the 10% level. 
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and the source of the absolute difference in GDP per capita income is as before for the 
trade model, given in sections 3.2.1 and 3.2.2 respectively. Others have also used a 
broad measure of factor endowments in explaining FDI. Clausing and Dorobantu 
(2005), for example, include GDP per capita in a model of FDI stocks to the CEE 
countries and Brainard (1997) estimates the effect of the per-worker income differential 
on affiliate sales activity. 
Factor market effects are introduced when the broad measure for factor price 
differences is used. In particular, the positive coefficient for the per capita income 
differential indicates that relative endowments are sufficiently different so as to affect 
the decision to locate abroad. In other words, MNE activity of a vertical nature is in 
evidence. Interpreted in the context of the Linder hypothesis (1961), different 
consumption patterns between the EU and the CEE countries influence FDI. 
Comparing the remaining model coefficients in column (1), Table 7.7, with the 
corresponding one-way RE results in Table 7.4, the gravity model coefficients are 
largely unaltered, but the coefficient sign for openness now carries the expected sign. 
The magnitude for the liberalisation index coefficient also increases in size. 
 Infrastructure     
As FDI is increasingly mobile in a globalising world, additional location advantages can 
also play a role in determining the pattern of FDI. The positive and significant 
coefficient for the infrastructure index in column (2), Table 7.7, suggests that good 
infrastructure facilities are important in attracting FDI flows to the CEE countries. The 
infrastructure index for each host country, available from the EBRD, is an overall index 
relating to the reform of telecommunications, railways, electric power, roads as well as 
water and waste water. Indeed, a good infrastructure system is even more crucial for 
FDI into the CEE countries than the factor price differences and the liberalisation 
process put together, both of which are only marginally significant when the 
infrastructure index is included in the model. Still, the RE model estimates in column 
(2), Table 7.7, are an improvement on the corresponding results for the basic model, 
shown in Table 7.4.  
 Skilled labour endowments      
An educated and trained labour force can also influence FDI. The Czechs and the 
Hungarians have been particularly successful in attracting top quality foreign 
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investment, which requires technical skills to build knowledge-based industries. The 
difference in skilled labour endowments between the EU and the CEE countries, 
defined and sourced as per sections 5.3.2 and 5.3.3 respectively, is positively signed 
but is not significant, suggesting that the quality of labour in the transition economies is 
not an essential factor of FDI.  
Comparing columns (2) and (3) in Table 7.7, the inclusion of the skilled labour 
difference variable incurs a loss of marginal significance for the absolute difference in 
GDP per capita income, suggesting the two overlap in explaining FDI. Indeed, if 
interpreted in the context of the KK model (Carr et al. 2003), the coefficient sign for the 
skilled labour differences indicates FDI is of the vertical type, consistent with the 
outcome for the per capita income differences. Curiously, the inclusion of skilled labour 
endowments also affects the liberalisation index; its coefficient is no longer marginally 
significant. 
 Taxes       
With rising competition for FDI in a liberalising world, additional macroeconomic 
policies – monetary policy, fiscal policy and exchange rate policy – are candidate 
factors in influencing the FDI location decision (UNCTAD 1998). Monetary policy in the 
form of the interest rate differential has already been accounted for in equation (7.1). In 
terms of fiscal policy, a host country‟s taxation policy may well affect FDI. More 
particularly, the flat tax system characteristic of many CEE countries can encourage 
MNE activity on the grounds of simplicity and transparency and also because the 
relatively lower tax rates applied to the taxable income of corporations increases firm 
profitability.145 
Column (4) in Table 7.7 indicates that the highest marginal corporate tax rate, based 
on information from WDI, WB, has no significant consequence on FDI. Several 
possible explanations might account for this result. First, the corporate income tax rate 
does not adequately capture the true tax treatment of firms. For example, tax 
incentives and grants, which encourage firms to invest in the clean-up and the re-use 
                                                
145
 Flat taxes, whereby a constant marginal rate is applied to income tax – personal, corporate 
or both – have flourished throughout ex-communist Europe since Estonia‟s adoption of a flat 
taxation system in 1994; Latvia and Lithuania soon followed suit (1995) and, more recently, 
Slovakia and Ukraine joined the club of flat taxes (2004). Beyond the sample period, flat taxes 
have also spread to Bulgaria (2008). 
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of brownfield sites, are not captured in the marginal corporation tax rates. Otherwise 
understood as the re-generation of old industrial sites, Meyer and Estrin (2001) 
describe brownfield investment as a hybrid type of investment by a foreign investor 
involving the acquisition of a firm and the replacement of plant and equipment. The 
highest marginal corporate tax rate, however, is the best available measure of the tax 
burden associated with investing in a particular country (Clausing and Dorobantu 
2005).  
Second, the lack of empirical support of tax effects on FDI has been linked to the 
econometric approaches used in the literature. Hines (1996), for example, notes that 
cross-sectional variation in national taxation systems may be correlated with national 
differences in economic variables which also influence investment. Similarly, time-
series variation in tax rates may be endogenous to unobservable economic conditions 
that vary over time. Moreover, infrequent tax rate changes make it difficult to identify 
tax effects. Finally, complicating factors relating to the possibility that MNEs can shift 
profits by transfer pricing and other means can also account for an insignificant tax 
effect on FDI (Barba-Navaretti and Venables 2004).  
 Regional GDP      
Preferential access to European markets may outweigh the benefits of producing for 
local markets. To check for such effects, host country GDP is set as a ratio of GDP for 
the Euro Area, )/ln( tEA
t
j
t
ij GDPGDPREGGDP  , where 
t
ijREGGDP  denotes 
regional GDP, 
t
jGDP  is the income for the host country and 
t
EAGDP  is GDP 
aggregated for the Euro Area. Data for Euro Area GDP, at constant 2000 US dollars, 
are taken directly from WDI, WB. The regional measure of GDP, however, leaves the 
results largely unchanged, as shown by a comparison of columns (5) and (2) in Table 
7.7. Nevertheless, its positive coefficient is significant at the 5 per cent level unlike 
previous studies which find only marginal significance for a broad measure of GDP 
(Barrell and Pain 1999a) or even insignificance (Culem 1988). This result thus confirms 
the market-seeking behaviour of MNEs. 
 Freight       
A time-varying measure of transport and transaction costs, 
t
ijFREIGHT , was included 
in the full effects model of EU–OECD export flows, as presented in equation (3.1). 
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Replacing the time-invariant geographic distance variable with the time-varying 
measure of transport and transaction costs, as defined and sourced in sections 3.2.1 
and 3.2.2 respectively, reduces the negative effect of transport costs on FDI to 
insignificance. Negligible transaction costs, including low transport costs, favour 
efficiency-seeking foreign investment. The alternative measure of transport costs also 
serves to alter the effects of the remaining model coefficients: the magnitudes of the 
source and the host country GDP decrease and increase respectively; the prominent 
role of the liberalisation process returns and the infrastructure coefficient is no longer 
significant.  
 Exchange rates        
The inclusion of exchange rate variables in trade models is well-established empirically 
and can also feature in models of FDI. Goldberg and Klein (1998), for example, 
consider the effect of the real exchange rate on both trade and direct investment. In 
doing so, they highlight a number of channels through which changes in the real 
exchange rate can affect FDI. First, a real exchange rate depreciation reduces the cost 
of production inputs relative to the foreign country, thereby raising the return on capital 
which, in turn, fosters inward FDI. Second, the link between a real exchange rate 
depreciation and FDI can operate through wealth effects. The importance of this 
channel is attributed to the imperfect capital markets approach by Froot and Stein 
(1991) in which relative wealth positions of competing international investors are 
altered. More particularly, a relative increase in the wealth of foreign investors 
translates into higher demand for domestic assets. More demand for assets, however, 
may be more relevant for merger and acquisition (M&A) activity than greenfield 
investment. The third channel is via protectionism. A real exchange rate appreciation 
generates higher import volumes; in order to stem the flow of imports, a country may 
be tempted to engage in protectionist policies. Prospective protectionism may force the 
hand of foreign investors to act sooner rather than later.  
The effect of exchange rate risk on both trade and direct investment has also been 
examined. One strand of the theoretical literature considers the relation between 
exchange rate volatility and foreign investment in the context of flexible production. 
Given that exchange rate volatility and investment differ according to a country‟s 
structure, Aizenman (1992) analyses their adjustment behaviour in response to various 
shocks. On the demand side, an intertemporal version of the Dixit–Stiglitz (1977) 
monopolistically competitive model of the type applied to international trade (Helpman 
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and Krugman 1985) is constructed.146 The supply side of the economy is characterised 
by the short-run Phillips curve.  
Under the assumption of internationally diversified production, FDI is motivated by the 
producer's attempt to increase the flexibility of production by re-allocating employment 
and production towards the cheaper plant. The producer can thus adjust the use of a 
variable factor, and thereby the pattern of international production, to realised shocks. 
The correlation between exchange rate volatility and the level of investment is shown to 
depend on the nature of the shocks; the equilibria of the open economy model indicate 
a negative correlation if nominal shocks dominate and a positive correlation if real 
shocks prevail.   
The model by Aizenman assumes there are no impediments to international trade or 
FDI (ie no transport costs) and agents are risk-neutral. Another strand of the literature 
linking exchange rate volatility and FDI takes account of risk-averse behaviour of 
foreign investors. Not unlike the trade literature, Cushman (1985) emphasises the 
uncertainty of future revenues arising from exchange rate volatility. Assuming a two-
period model in which capital investment is implemented in the current period to realise 
profits in the future period, greater variability of the real exchange rate lowers the 
„certainty equivalent‟ of the firm‟s future real profit. As an alternative, Goldberg and 
Kolstad (1995) distinguish between the effects of exchange rate variability and the 
effects of exchange rate levels by modelling the utility of expected profits.  
Columns (7) and (8) in Table 7.7 present the results for the exchange rate variable 
effects on FDI, defined and sourced as with the trade model of EU–OECD export flows 
in section 3.3.2. An increase in the CEE countries‟ real exchange rates, representing a 
depreciation of their currencies vis-à-vis the US dollar, attracts direct investment flows 
from abroad. The positive, though not significant, coefficient for the host country real 
exchange rate confirms this relation. From the source country perspective, the negative 
albeit insignificant coefficient for the real exchange rate is consistent with a stimulus to 
outward FDI activity when the dollar depreciates. Direct investment from the EU to the 
CEE countries reacts negatively to exchange rate variability – regardless of whether 
the volatility or uncertainty measure is used, although neither is significant. All in all, the 
                                                
146
 The intertemporal version of the model is such that production for a given period requires 
investment in the productive capacity in the previous period.  
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coefficients for the real exchange rate variables carry the expected signs, but exert no 
significant effect on FDI.  
Overall, the results presented in Table 7.7 can be summarised as follows. First, the 
cost-efficiency motive of FDI increases in importance when the per capita income 
differential replaces the cost of capital and the cost of labour variables. Second, 
infrastructure endowments contribute significantly to the explanation of FDI. Third, the 
remaining factors (skilled labour endowments, corporate tax rates, regional GDP, 
freight and the exchange rate variables) show no significant effects on the volumes of 
FDI to the transition economies over the 1994-203 period. Accordingly, the preferred 
model, shown in column (2), Table 7.7, can be represented as follows: 
t
ijij
t
j
t
i
t
ij DGDPPCDISTGDPGDPFDI 4321    
             
t
ij
t
j
t
j
t
j
t
j INFRASCEEOPENLIB   8765  
(7.3) 
where equation (7.3), overlaps with the basic model equation (7.1) except that the per 
capita income differential, 
t
ijDGDPPC , replaces the real interest rate differential and 
the real cost of labour in the host country; and infrastructure endowments, 
t
jINFRAS , 
are also added to the model.  
In short, the preferred model specification for FDI flows from the EU countries into the 
transition economies over the 1994-203 period comprises the standard gravity model 
factors (GDP and distance); relative factor endowment differences (the difference of 
GDP per capita); and a set of host country policy variables related to the liberalisation 
of enterprises, markets and trade as well as financial institutions (an index of 
liberalisation), an index of trade openness (the imports to GDP ratio), a dummy variable 
denoting the degree of regional integration between the transition economies and the 
EU (the CEE dummy) and an index of infrastructure endowments reflecting the reform 
of telecommunications, railways, electric power, roads as well as water and waste 
water. Of the policy-related determinants of FDI, the aggregate indexes of liberalisation 
and infrastructure endowments are more important in the explanation of FDI. The next 
section explores the relative importance of their respective sub-component indexes in 
more detail.  
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7.4.5 The Model of FDI Flow Determinants Disaggregated  
Satisfied that both HFDI and VFDI are now adequately represented in the modified 
model of EU–CEE FDI flows specified in equation (7.3), the focus of the analysis now 
turns to examining the relative importance of the liberalisation and the infrastructure 
endowment sub-component elements. The individual components of the EBRD 
liberalisation index address different aspects of the CEE countries‟ paths of reform 
towards market economies. Aggregation of these sub-components into a composite 
indicator conceals the underlying importance of the various elements of the index. 
Similarly, the EBRD infrastructure index masks the key aspects of a country‟s physical 
infrastructure which are necessary for attracting foreign investment. To examine the 
relative importance of the sub-component indexes for the two policy-related 
determinants of FDI, equation (7.3) is re-estimated with the aggregate indexes of 
liberalisation and infrastructure broken down into their respective sub-component 
indexes. 
 Liberalisation sub-components       
Table 7.8 presents the results when equation (7.3) is re-estimated with the 
liberalisation index disaggregated into its sub-component indexes, as defined and 
sourced in sections 7.4.1 and 7.4.2 respectively. Both the small scale privatisation and 
enterprise re-structuring indexes are incorrectly signed and insignificant, indicating 
limited progress with respect to these variables. Not surprisingly, the coefficient for 
large scale privatisation is significant.147 Privatisation is a notable feature of the 
transition process of the CEE countries. With few financial and administrative 
resources, governments were unable to re-structure ailing industries. Private 
investment stepped in. Foreign investors provided the resources and the expertise that 
local investors were lacking. 
                                                
147
 Note, however, that this specification induces a number of changes in the remaining model 
coefficients: the coefficient for GDP per capita differences is no longer marginally significant and 
the coefficient for openness changes sign. 
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Table 7.8  The Model of EU–CEE FDI Flow Determinants: Liberalisation sub-components 
Regressors  (1)a (2)a (3)a (4)a (5)a (6)a (7)a (8)a 
Source country GDP 0.62** 
(6.02) 
0.59** 
(5.76) 
0.59** 
(5.59) 
0.60** 
(5.77) 
0.62** 
(6.00) 
0.60** 
(5.68) 
0.60** 
(5.74) 
0.60** 
(5.73) 
         
Host country GDP 1.05** 
(8.72) 
1.15** 
(9.58) 
1.16** 
(9.92) 
1.15** 
(9.75) 
1.23** 
(10.15) 
1.14** 
(9.60) 
1.14** 
(9.73) 
1.12** 
(8.79) 
         
Distance  –1.52** 
(–10.55) 
–1.54** 
(–10.64) 
–1.54** 
(–10.73) 
–1.53** 
(–10.51) 
–1.50** 
(–10.36) 
–1.53** 
(–10.60) 
–1.53** 
(–10.55) 
–1.53** 
(–10.56) 
         
GDP per capita difference 0.22 
(1.28) 
0.14 
(0.73) 
0.09* 
(0.44) 
0.14 
(0.83) 
0.46** 
(2.30) 
0.17 
(0.96) 
0.17 
(0.88) 
0.20 
(1.07) 
         
Host country openness –0.17 
(–0.45) 
0.39 
(1.13) 
0.37 
(1.15) 
0.38 
(1.17) 
0.47 
(1.47) 
0.35 
(1.08) 
0.35 
(1.06) 
0.30 
(0.88) 
         
CEE dummy 0.04  
(0.72) 
0.54 x 10
–2
  
(0.09) 
0.01 
(0.24) 
0.21 x 10
–2
 
(0.04) 
0.03  
(0.49) 
0.50 x 10
–2
  
(0.09) 
0.49 x 10
–2
 
(0.09) 
0.38 x 10
–2
 
(0.07) 
         Host country 
infrastructure 
0.52** 
(3.02) 
0.69** 
(4.19) 
0.71** 
(4.35) 
0.53** 
(2.77) 
0.40** 
(2.13) 
0.68** 
(4.20) 
0.68** 
(3.49) 
0.65** 
(3.75) 
         
Host country liberalisation sub-components  
         
Large scale 
privatisation 
0.51** 
(2.83) 
– – – – – – – 
         
Small scale 
privatisation 
– –0.11 
(–0.36) 
– – – – – – 
         
Enterprise                  
re-structuring  
– – –0.24 
(–0.74) 
– – – – – 
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Table 7.8  (contd) 
Regressors  (1) (2) (3) (4) (5) (6) (7) (8) 
Price liberalisation  – – – 0.58 
(1.34) – – – – 
         
Trade and forex  – – – – 0.99** 
(2.77) 
– – – 
         
Competition policy – – – – – 0.53 x 10
–3
 
(0.00) – – 
         
Banking reform  – – – – – – –0.80x10
–2
 
(–0.03) 
– 
         
Financial institutions  – – – – – – – 0.10 
(0.52) 
         
Intercept –17.38** 
(–3.95) 
–19.43** 
(–4.43) 
–19.17** 
(–4.24) 
–21.89** 
(–4.60) 
–26.88** 
(–5.19) 
–19.62** 
(–4.42) 
–19.61** 
(–4.45) 
–19.14** 
(–4.28) 
         No of obs 676 676 676 676 676 676 676 676 
         
No of groups 123 123 123 123 123 123 123 123 
         
2R  0.507 0.503 0.499 0.503 0.511 0.502 0.502 0.502 
         
LM test
b
 246.25** 243.03** 234.74** 243.53** 229.62** 236.93** 235.53** 240.02** 
  
a 
The reported z statistics in parentheses are heteroskedasticity robust (White 1980).  
  
b 
Lagrange multiplier (LM) test for random effects (Breusch and Pagan 1980). 
  ** denotes significance at the 5% level; * denotes significance at the 10% level. 
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Take, for example, Estonia. After the Soviet collapse in 1991, an extensive privatisation 
programme coupled with the lifting of foreign ownership restrictions lured in hefty 
foreign investment, spurring a boom in its manufacturing and service industries. Poland 
is another stalwart of FDI; anything from the retail sector to banking was opened to 
foreign business. The Czech Republic and Hungary are geared towards quality foreign 
investment, including the financial sector. Indeed, with the decision of Raiffeisen 
Zentralbank, an Austrian bank, to open a subsidiary in Hungary in 1986, foreign 
ownership of banking operations preceded the privatisation process that began in 
earnest after the fall of the iron curtain. In effect, Hungary‟s move towards a market 
economy began far earlier than its communist neighbours. 
Of the market and trade-related indexes, neither the price liberalisation nor the 
competition policy coefficients are significant, perhaps indicating that the „Washington 
consensus‟ of fiscal stabilisation, privatisation and price reform was only partly 
successful among the ex-communist countries. The coefficient for the trade and the 
foreign exchange (forex) market, however, is positive and significant. This result is 
consistent with the CEE countries‟ strong re-orientation in trade towards the West since 
the early 1990s. Where once bilateral trade with the Soviet Union dominated, bilateral 
trade with the EU countries now holds sway. Certainly, Estonia's disdain for tariffs and 
subsidies and its ardent embrace of free trade has helped contribute to a strong growth 
rate and a negligible unemployment rate. 
From a statistical point of view, the significance of the trade and forex coefficient 
seemingly captures what the index of trade openness (imports as a percentage of 
GDP) cannot. In stark contrast to the insignificant (and sometimes, incorrectly signed) 
effect of trade openness across all specifications, the significant trade and forex 
coefficient perhaps indicates that it is a better measure of trade liberalisation.  
Overhauling the CEE countries‟ financial sectors has been a slower process, as 
reflected by the insignificance of the banking reform and the financial institutions 
coefficients. Switching from a communist era to one of market forces proved 
problematic as country after country underwent a banking crisis. In fact, financial 
reform had barely begun by the end of the sample period. Only with the turn of the 
century and prompted by the prospect of EU accession did many countries put in place 
new structures with respect to financial systems – banks and banking supervision, 
mortgages and pension funds, stock markets and securities commissions, property 
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laws and governance codes. Widespread foreign ownership of banks has much to do 
with these reforms. 
 Infrastructure sub-components      
Table 7.9 shows the results when equation (7.3) is re-estimated with the infrastructure 
index disaggregated into its sub-component indexes, as defined and sourced in section 
7.4.4. The coefficient for telecommunications is found to be marginally significant. This 
result is consistent with the liberalisation of several industries previously closed to 
foreign investors, including the telecommunications sector. Skype, an internet 
telephony company, is based on software developed in Estonia. Online 
communications is not confined to social purposes. Estonia boasts of its efficient „e-
government‟ system, which brings its citizens and state together through „mouse-clicks‟ 
instead of queues outside offices. In this way, information technology simplifies 
administrative headaches related to form filling. Elsewhere, however, many ex-
communist countries have been slow to go digital, thereby losing out on the benefits 
that it brings. 
The possibility that telecommunications (a sub-component of the infrastructure index) is 
picking up similar effects as large scale privatisation (a sub-component of the 
liberalisation index) might explain why the latter is only marginally significant when the 
former is included in equation (7.3), as shown in column (2) of Table 7.7.  
Railways, power stations, roads and pipelines comprise the remaining sub-components 
of the infrastructure index. Even though railways carry a substantial share of freight in 
central and eastern Europe, its positive coefficient is not significant, perhaps reflecting 
the declining quality of rail networks in the region. The roads coefficient significantly 
affects FDI. A network of good motorways is essential for transporting goods back to 
the home country or elsewhere. A connected artery of motorways free from 
impediments – including gridlock, waiting times involved in toll payments and delays in 
border clearance – lowers freight costs, leading to considerable savings for traders and 
foreign investors alike.  
Of the ex-communist countries‟ road systems, Slovenia rates best. In fact, drivers en 
route to Croatia from Austria are prone to passing through it without even noticing! 
Good motorways are also to be found in Slovakia, playing an important role in 
attracting foreign car manufacturers. On the other side of the spectrum, Poland‟s road   
Chapter 7   Direct Investment in the CEE Countries 
 222 
Table 7.9  The Model of EU–CEE FDI Flow Determinants: Infrastructure                  
sub-components 
Regressors  (1)
a
  (2)
a
  (3)
a
  (4)
a
  (5)
a
 
Source country 
GDP 
 
0.62** 
(5.84) 
 
0.58** 
(5.27) 
 
0.63** 
(6.04) 
 
0.62** 
(6.08) 
 
0.63** 
(5.94) 
           
Host country 
GDP 
 
1.07** 
(8.65) 
 
1.08** 
(7.51) 
 
1.08** 
(8.88) 
 
0.97** 
(7.78) 
 
1.08** 
(8.77) 
           
Distance   –1.49** 
(–10.19) 
 –1.47** 
(–10.03) 
 –1.47** 
(–9.99) 
 –1.49** 
(–10.55) 
 –1.48** 
(–10.06) 
           GDP per capita  
difference 
 
0.37* 
(1.70) 
 
0.39 
(1.65) 
 
0.53** 
(2.36) 
 
0.53** 
(2.57) 
 
0.48** 
(2.27) 
           Host country 
liberalisation 
 
1.17** 
(2.31) 
 
1.31** 
(2.11) 
 
1.82** 
(3.68) 
 
1.33** 
(2.93) 
 
1.70** 
(3.43) 
           Host country 
openness 
 
0.11 
(0.32) 
 
0.09 
(0.16) 
 
0.08 
(0.24) 
 
0.11 
(0.32) 
 
0.06 
(0.16) 
           
CEE dummy  0.03  
(0.66) 
 
0.02  
(0.30) 
 
0.06 
(1.19) 
 
0.01  
(0.22) 
 
0.06  
(1.03) 
           
Host country infrastructure sub-components 
           
Telecomms   0.21* 
(1.87) 
 –  –  –  – 
           
Railways  –  0.15 
(0.86) 
 –  –  – 
           
Electric power  –  –  –0.09 
(–0.66) 
 –  – 
           
Roads  –  –  –  0.53** 
(3.30) 
 – 
           
Water  –  –  –  –  –0.02 
(–0.17) 
           
Intercept  –20.98** 
(–4.67) 
 –20.42** 
(–3.90) 
 –23.33** 
(–5.32) 
 –20.14** 
(–4.63) 
 –22.72** 
(–5.09) 
           No of obs  676  474  676  676  676 
           
No of groups  123  121  123  123  123 
           
2R   0.499  0.504  0.496  0.516  0.498 
           
LM test
b
  256.41**  105.72**  235.03**  216.70**  249.761** 
  
a 
The reported z statistics in parentheses are heteroskedasticity robust (White 1980).  
  
b 
Lagrange multiplier (LM) test for random effects (Breusch and Pagan 1980). 
  ** denotes significance at the 5% level; * denotes significance at the 10% level. 
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network probably rates worst. Traffic congestion increasingly chokes the transport 
system. A similar pattern is emerging in the Baltics and Bulgaria.148   
Drawing on the modified model of EU–CEE FDI flows specified in equation (7.3) and 
replacing the aggregate liberalisation and the infrastructure indexes with the significant 
sub-component elements of the respective policy variables, the general model of FDI 
into the CEE countries is represented as follows: 
t
ijij
t
j
t
i
t
ij DGDPPCDISTGDPGDPFDI 4321    
             
t
j
t
j
t
j CEEFOREXLPRIVATE 765    
             
t
ij
t
jROADS   8  
(7.4) 
where 
t
jLPRIVATE  denotes the privatisation of large scale enterprises; 
t
jFOREX  
relates to the reforms of the trade and the foreign exchange system; and 
t
jROADS , as 
its name implies, relates to the host country‟s network of roads. All remaining variables 
are as before. 
Estimating equation (7.4) in contemporaneous and in lagged form, the results are 
presented in Table 7.10. Although the model coefficient results are robust across all the 
estimators,149 the lagged model of FDI estimated using the one-way RE estimator is 
preferred; the one-period lagged values to control for time delays between an 
investment decision and its implementation, the one-way RE estimator because the LM 
test indicates POLS is not appropriate.  
Summarising, the general gravity-type model of FDI determinants confirms the 
importance of market size and distance (Bevan and Estrin 2004) as well as differences 
in factor endowments (Carstensen and Toubal 2004) in the explanation of FDI flows 
from the EU countries to the CEE countries; an increasing degree of CEE integration  
                                                
148
 Note that replacing the composite index with the infrastructure sub-components has no 
material effects on the remaining model coefficients.  
149
 As with the basic model, estimated in section 7.4.3, the switch in sign for the CEE dummy 
coefficient corresponds with its predicted effect before and during the period of integration 
(Aitken 1973).  
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Table 7.10  A General Model of EU–CEE FDI Flow Determinants 
  Static Model    Lagged Model 
Regressors  POLS
a
  RE
a
  POLS
a
  RE
a
 
Source country  
GDP 
 
0.67** 
(10.70) 
 
0.63** 
(6.35) 
 
0.65** 
(9.74) 
 
0.64** 
(6.94) 
         
Host country  
GDP 
 
0.95** 
(14.10) 
 
1.05** 
(9.48) 
 
1.00** 
(14.14) 
 
1.10** 
(11.12) 
         
Distance   –1.45** 
(–17.20) 
 –1.49** 
(–10.72) 
 –1.45** 
(–16.19) 
 –1.50** 
(–12.04) 
         GDP per capita  
difference 
 
0.70** 
(5.45) 
 
0.51** 
(2.59) 
 
0.72** 
(5.21) 
 
0.66** 
(3.54) 
         Large scale  
privatisation 
 
0.50** 
(4.06) 
 
0.51** 
(3.57) 
 
0.43** 
(3.35) 
 
0.39** 
(2.66) 
         
Trade and forex  0.81** 
(2.55) 
 
0.74** 
(2.07) 
 
1.11** 
(3.49) 
 
1.25** 
(3.66) 
         
CEE dummy  0.01 
(0.30) 
 
0.07 
(1.59) 
 –0.06 
(–1.16) 
 –0.93 x 10
–2 
(–0.19) 
         
Roads  0.82** 
(5.52) 
 
0.45** 
(2.59) 
 
0.73** 
(4.35) 
 
0.37** 
(2.00) 
         
Intercept  –22.23** 
(–7.27) 
 –21.85** 
(–4.82) 
 –23.60** 
(–7.79) 
 –24.78** 
(–6.38) 
         No of obs  676  676  598  598 
         
No of groups  –  123  –  121 
         
2R   0.526  0.520  0.529  0.525 
         
RMSE  1.41  –  1.42  – 
         
LM test
b
  –  214.22**  –  169.31** 
   a 
The reported test statistics in parentheses (z statistics for RE) are heteroskedasticity robust  
  (White 1980).  
  
b 
Lagrange multiplier (LM) test for random effects (Breusch and Pagan 1980). 
  ** denotes significance at the 5% level; * denotes significance at the 10% level. 
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with the EU does not deliver significant effects on FDI;150 the disaggregated indexes 
highlight the importance of privatisation (Carstensen and Toubal) and trade 
liberalisation in attracting FDI to the CEE countries over the transition phase;151 and 
finally, the quality of the network of roads significantly affects FDI (Bellak et al. 2009).152 
In a way, the general model of FDI flows from twelve EU countries to eleven CEE 
countries estimated over the period 1994 to 2003 brings together in one model the 
main determinants of FDI, as highlighted in the literature. 
7.5 Conclusions 
Global capital flows are increasingly on the move, traversing borders and continents in 
search of profit opportunities. An influx of net resource flows to Europe and central Asia 
during the 1990s launched it to lead position among the developing regions. By 2003, 
just about half of all net resource flows to the region consisted of net FDI inflows. 
Political events shape economic decisions; it is no coincidence that foreign investors 
scurried to the ex-communist countries after the iron curtain came down.  
Neither is it any coincidence that these countries gear their policies towards attracting 
the resources, human capital and technological know-how that foreign investment 
brings. An environment pre-disposed to trade and investment helps swing a favourable 
outcome in investment location decisions. The focus of this chapter examines the 
effects of policy-related determinants of FDI. Others have also looked at a variety of 
host country policy determinants of FDI into the CEE countries, for example, 
Carstensen and Toubal (2004) highlight the importance of privatisation and country risk 
over the 1993-1999 period; Clausing and Dorobantu (2005) emphasise the FDI effect 
of EU announcements regarding the accession process over the 1992-2001 period, 
while more recently, Bellak, Leibrecht and Damijan (2009) affirm the FDI effects of 
infrastructure endowments and taxes during the period from 1995 to 2004. 
Using a panel of EU–CEE bilateral FDI flows over the 1994 to 2003 transition period, 
the approach to gravity modelling in this chapter carries three main features. First, the 
                                                
150
 The model results are robust to the zero-one definition of the CEE dummy. 
151
 The openness variable is dropped in favour of the trade and forex sub-component element of 
the liberalisation index; excluding it from the model has no consequences in terms of the overall 
results. 
152
 The telecommunications index is no longer marginally significant when included in the final 
version of the model and so it is dropped. 
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traditional explanations for FDI are used to lay the foundations for an empirical model 
of FDI into the CEE countries. Second, the possible FDI effects among a multiplicity of 
policy and non-policy variables are checked for significance. Third, the composite 
indexes relating to the liberalisation process and infrastructure endowments are broken 
down into their respective sub-component indexes by way of examining which aspects 
of the transition and policy-related factors are most important for FDI.  
The main results from the basic model of EU–CEE bilateral FDI flows over the 1994-
2003 period are as follows. First, continuing the theme of gravity, the market size 
hypothesis is confirmed important for foreign investment. Second, neither the interest 
rate differential nor the labour cost variable supports the cost efficiency motive of FDI. 
Third, the process of liberalisation, symbolic of the transition phase, is a significant 
factor of FDI. 
Checking for the possible significant FDI effects from among a range of other policy 
and non-policy variables, the cost efficiency motive of FDI is introduced. Specifically, 
the broad measure of relative endowments is, in general, found to be sufficiently 
different so as to encourage FDI of the efficiency type. A good physical infrastructure 
also favours this type of FDI behaviour. The broader measure of market size does not 
substantially differ from the size of the host country itself. A variety of policy-related 
variables ranging from factors more easily changed in the short-term (taxes, bilateral 
exchange rate movements as well as two measures of exchange rate instability) to 
factors requiring longer-term commitments (an educated and skilled workforce, 
measured by tertiary school enrolment skills) show inconsequential effects on FDI. All 
in all, the preferred model specification highlights the importance of both HFDI and 
VFDI along with the policy variables relating to market-based reforms and infrastructure 
endowments.  
Last, the model of FDI is re-estimated, but with the liberalisation and the infrastructure 
composite indexes broken down into their respective sub-component indexes. Without 
inducing substantial changes in the remaining model coefficients, the disaggregated 
indexes indicate that large scale privatisation and trade liberalisation contribute 
significantly to the flow of FDI to the CEE countries. A good network of roads, an 
important consideration for cost effectiveness, is shown to be important for FDI when 
the infrastructure sub-components are used in place of the aggregate index.  
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Broadly speaking, the results suggest an array of location determinants is necessary 
for FDI. Of particular importance in attracting FDI to the CEE countries are the market-
based reforms put in place during the period 1994-2003, namely the liberalisation of 
investment through the privatisation of large scale enterprises previously closed to 
foreign investors along with the liberalisation of trade and the foreign exchange system. 
Access to markets and cost considerations are also shown to influence foreign 
investment decisions, implying a dual role of HFDI and VFDI characterises the EU–
CEE patterns of FDI. VFDI also requires a good physical infrastructure to transport the 
finished goods back to the EU countries and elsewhere for consumption. This is 
achieved mainly through the criss-crossing network of roads, which links the transition 
economies with continental Europe.  
The challenge ahead lies in instigating additional policy measures – incentive schemes, 
investment promotions and bilateral investment treaties (BITs); dispensing with corrupt 
practices, a legacy of communism; and maintaining transparency and accountability, 
for example, through the tax system. As the deepening of East–West integration 
removes the reins of other macroeconomic policies – monetary policy and exchange 
rate policy – from the control of domestic authorities, it is imperative that the transition 
economies reap the benefits of increased regional integration with the EU. The switch 
in the coefficient sign for the CEE dummy from negative to positive holds the promise 
that EU accession will significantly raise VFDI to the region. Over the longer term, other 
measures conducive to FDI include raising the skills profile of the work force; 
developing a robust financial system; ensuring good infrastructure facilities are in place 
– both physical and digital; and maintaining competitiveness in a world where countries 
farther east vie for an increasing share of FDI. 
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Chapter 8 Summary and Conclusions 
This thesis sought to examine the opening up process of the CEE countries during their 
transition phase from communism towards market-based regimes over the period 
1992-2003 focusing on the twin aspects of trade and FDI. Not unlike the EU‟s 
antecedent which was aimed at increasing trade of coal and steel among participating 
countries, the opening up process of the CEE countries began with greater trade 
integration with the established EU member countries. As the EU reflects broader 
trends in a globalising world, the CEE countries have not been immune to the rapid 
expansion of MNE activity and the associated patterns of FDI. Indeed, the CEE 
countries have scooped up a rising share of FDI as they underwent reform during the 
1990s. 
The gravity model provided the basic framework for the analysis. Using the empirically 
successful and parsimonious workhorse of international trade, the gravity model was 
first described in line with the chronological theoretical and empirical developments in 
the trade literature; was applied to international flow (and stocks) data to model the 
determinants of both trade and FDI using two data sets; provided the basis with which 
to assess the degree of East–West trade and FDI integration; and was modified 
several times over depending on whether trade, FDI or a combination of both was 
being modelled.  
For each international flow category, variations of the core model itself followed the 
theoretical developments of the gravity model, which broadly suggested either the 
gravity model of traditional trade determinants or the more contemporary model of new 
trade theory determinants. Following the econometric developments of the gravity 
model yielded less success; leaving aside the limitation that the fixed effects (FE) 
estimator cannot directly estimate the effects of the time-invariant variables, all 
variations of the FE estimator were found to be unsuitable when applied to the two data 
sets used for this thesis. In estimating the determinants of trade and FDI, alarmingly 
high magnitudes, especially for the GDP coefficients, indicated the FE results might not 
be trustworthy.  
Under what circumstances might the FE estimator be suitable for gravity model 
estimation? Observing the panel structure of the gravity model variables suggested the 
suitability of the FE estimator required a larger sample size so as to increase the within 
variation of the RHS variables. This suggests there is competition between fixed effects 
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and the sample size. Therefore, one possibility is to increase the sample size; 
estimation of the gravity model using the FE estimator may be appropriate for a global 
sample of countries. Alternatively, for a regular sample size only a sub-set of fixed 
effects may be feasible. Carr et al. (2001) justify the inclusion of country fixed effects 
only for the host country on the ground that the US is part of every country-pair. 
Otherwise, fixed effects may be incorporated as a robustness check on the main 
results, for example, Clausing (2000) includes country fixed effects as part of a 
sensitivity analysis. 
With respect to the FE estimator, the attempt to reconcile the econometric 
developments of the gravity model with the task of estimating the determinants of trade 
and FDI turned out to be unsuitable. Nevertheless, the estimated models draw heavily 
on the various theoretical contributions to the literature, which helped inform the 
inclusion of relevant explanatory variables and reduce the possibility of bias arising 
from omitted variables. Indeed, Wooldridge (2002) acknowledges that once an 
equation contains good control variables, any leftover neglected heterogeneity does 
not cause correlation between the composite errors and the explanatory variables. In 
other words, use of the random effects (RE) estimator becomes attractive. Leaving 
aside the results from the FE estimator, the main findings of the thesis are summarised 
as follows.   
Using a panel of EU–OECD bilateral export flows over the 1992-2003 period, Chapter 
3 sought to estimate a gravity model of trade among a reference group of countries that 
best represent natural trade relations for the transition economies. The gravity model 
specification of the new trade theory (NTT) determinants was used to take account of 
the two-way trade flows of differentiated goods between the advanced countries. The 
results confirmed support for the new trade theory that economic size and similarity of 
size matters for trade. A similarity of relative factor endowments in accordance with 
Linder‟s hypothesis was also suggested to increase trade, although not significantly. 
Each of the time-invariant variables had the predicted effects on trade. Last, the 
findings indicated a beneficial effect of EU regional integration. On the whole, the 
gravity model of NTT determinants provide a reasonable approximation of the factors 
governing normal trade relations embodied in EU–OECD trade patterns over the period 
1992-2003.  
On the assumption that a broad set of thirty-two countries can emulate EU–OECD 
trade patterns after full economic liberalisation, the aim of Chapter 4 was to compute 
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the bilateral volumes of trade that are likely to prevail in an East–West direction. 
Blending the coefficient estimates generated from the out-of-sample gravity model of 
NTT determinants with the corresponding data for 2008, the East–West potential trade 
volumes were calculated and expressed as a ratio of bilateral 2003 trade volumes. The 
trade ratios associated the RE coefficient estimates indicated continued trade 
expansion with only a few exceptions. Among the EU accession countries, the trade 
ratios suggested that the potential candidate countries look set to benefit most. 
Prospective EU enlargement may thus help share the benefits of trade. Among the EU 
associated countries, the trade ratios were somewhat mixed for the Mediterranean 
countries, possibly reflecting their very diverse economic structures. In general, 
countries which are initially less well-integrated with the EU have strongest trade 
potential facilitated by greater political and economic co-operation as part of the 
European Neighbourhood Policy. Not surprisingly, the transition economies would 
surely aspire to the out-of-sample patterns of trade as they transit from communism to 
market-based regimes.  
As the growth and development prospects of the transition economies depend, in part, 
on both trade and FDI with Western Europe, Chapter 5 sought to answer the question 
of whether outward trade and FDI from the West European countries rise together or 
whether one reverses the other. Drawing on the general equilibrium approach to trade 
and MNE activity, the starting point for the empirical analysis is the knowledge-capital 
(KK) model of FDI – a hybrid model which unifies the treatment of a horizontally 
integrated MNE and a vertically integrated MNE. Consistent with the findings of Carr et 
al. (2001), the KK model results suggested the FDI patterns among the EU–OECD 
countries over the 1992-2003 period are characterised by both VFDI and HFDI, 
indicating that FDI can enhance or supplant trade depending on the type of FDI.  
The KK model, however, does not explicitly address the nature of the trade-FDI 
relation. The trade-FDI nexus among the EU–OECD countries can more readily be 
examined if a general model of trade and FDI determinants is estimated. What factors 
should comprise the general model of trade and FDI determinants? Whereas the KK 
model of FDI determinants (Carr et al. 2001) suitably captures the prominent types of 
FDI between the high-income EU–OECD countries, the gravity model specification of 
NTT determinants (Helpman 1987) reasonably captures intra-industry specialisation 
which increasingly characterises trade between the advanced countries. Merging the 
KK model of FDI determinants with the non-overlapping gravity model of trade 
determinants, the merged model of NTT–KK determinants eliminates any arbitrary 
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selection of trade and FDI determinants and reduces the problem of omitted variable 
bias. Although trade and FDI may be driven by the same set of economic factors, this 
does not guarantee complementarity between trade and FDI according to Nicoletti et 
al. (2003).  
Rather, as the nature of the trade-FDI relation depends on the inclusion of certain RHS 
variables in an equation, two approaches to estimating the NTT–KK model were 
adopted. The 2SLS regression of trade supported the complementarity hypothesis that 
FDI enhances trade. The complementary nature of the relation between trade and FDI, 
however, was found to be less clear-cut in the FDI equation. Harmonious results were 
found for the price variable which influences trade decisions (trade costs); the 
compatibility of its negatively signed coefficient for both the trade and the FDI 
equations indicating complementarity between the two. In contrast, the coefficients for 
the price variables which influence investment decisions (corporation taxes and 
compensation costs) were positively signed in the trade equations, suggesting 
substitutability between trade and FDI as local sales in foreign markets tend to replace 
exports.  
The results are not mutually exclusive. Indeed, the mixed evidence suggesting a 
degree of complementarity and substitutability between trade and FDI for the CPE 
regressions, and to a lesser extent the 2SLS regressions, are compatible with the 
results from the general NTT–KK model of trade and FDI determinants. The empirical 
results are consistent with theory: the nature of the trade-FDI relation depends on the 
type of FDI. Whereas previous studies usually find in favour of the complementarity 
hypothesis at an aggregated level, any evidence of substitution between trade and FDI 
usually requires burrowing down to individual sectors. The mixed evidence from the 
NTT–KK model – whether the parameter coefficient estimates are compared between 
trade and FDI, whether the model is estimated as a 2SLS regression or whether it is 
estimated as a regression with cross-price elasticities – suggests host countries should 
be aware of the implications on trade when gearing their policies towards attracting a 
specific type of FDI.   
Chapter 6 was aimed at computing the bilateral volumes of FDI that are likely to prevail 
in an East–West direction after the CEE countries become fully liberalised. The FDI 
projections between eight EU countries and eleven CEE countries were calculated 
from the out-of-sample gravity coefficients generated from a panel of EU–OECD 
bilateral FDI stocks estimated over the 1992-2003 period. Intent on capturing direct 
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investment patterns in a North–South direction, the gravity-type model of FDI stocks 
was specified in terms of the traditional determinants. The specification is also 
consistent with the CEE countries‟ stage of the investment development path (IDP). 
The potential to actual ratios of FDI stocks associated with the RE coefficient estimates 
indicated a very uneven distribution of FDI among the eleven CEE countries. Near 
unity bilateral ratios for Poland, Hungary and the Czech Republic accord with already 
substantial inward direct investment associated with a pattern of regional 
specialisation. The FDI projections suggested greatest potential for further FDI growth 
lie with the two latest accession countries – Bulgaria and Romania. 
Attracting more FDI in a competitive world may not only mean catering to the different 
types of MNE motives, but as crucially can depend on host country policies. As the 
CEE countries have been particularly successful in attracting direct investment since 
the mid-1990s, Chapter 7 sought to examine the main determining factors that explain 
FDI flows to the CEE countries over the course of their transition period towards 
market-based economies, placing particular emphasis on host country policy variables. 
Using a panel of EU–CEE bilateral FDI flows over the 1994-2003 period, the FDI 
effects of the traditional determinants of direct investment along with policy-related 
variables were estimated in Chapter 7. The gravity coefficients confirmed the market-
seeking motive of FDI, but neither the interest rate differential nor the labour cost 
variable supported the cost efficiency motive of FDI. The process of liberalisation, 
symbolic of the transition phase, was found to be a significant factor of FDI. 
Replacing the cost of borrowing and the cost of labour variables with a broader 
measure of cost differences, relative factor endowments were shown to be sufficiently 
different so as to encourage FDI of the efficiency type. Including an index for the host 
country‟s physical infrastructure also supported this type of FDI. Other policy variables 
ranging from factors more easily changed in the short-term (taxes and exchange rate 
variables) to factors requiring longer-term commitments (an educated and skilled 
workforce) were found to have inconsequential effects on FDI.  
Focusing on which aspects of the two policy variables are most important for attracting 
FDI to the CEE countries, the preferred model extension was re-estimated using the 
liberalisation and the infrastructure index sub-components instead of the composite 
indexes. The disaggregated indexes indicated that large scale privatisation and trade 
liberalisation significantly affected the flow of FDI to the CEE countries. A good network 
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of roads and, to a lesser extent, telecommunications were also shown to be important 
for FDI. The implications of the results suggest that understanding MNE motives as 
well as putting in place appropriate policy measures is important if the CEE countries 
are to remain at the forefront of net FDI flows from Western Europe. 
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Appendix  
Country Listing and Three-letter International Country Codes 
OECD Countries  EU Accession Countries  EU Associated Countries 
        
Australia AUS      Albania ALB  Algeria DZA 
Austria     AUT      
Bosnia and 
Herzegovina 
BIH  Armenia ARM 
Belgium BEL  Bulgaria BGR  Azerbaijan AZE 
Canada CAN  Croatia HRV  Belarus BLR 
Denmark DNK  Czech Republic      CZE    Egypt EGY 
Finland FIN  Estonia EST  Georgia GEO 
France FRA  Hungary HUN  Israel ISR 
Germany DEU  Latvia LVA  Jordan JOR 
Greece GRC  Lithuania LTU  Lebanon LBN 
Ireland IRL  Macedonia MKD  Libya LBY 
Italy ITA  Poland POL  Moldova MDA 
Japan JPN  Romania ROU  Morocco MAR 
Korea KOR  Serbia SRB  Russia RUS 
Netherlands NLD  Slovakia SVK  Syria SYR 
New Zealand NZL  Slovenia SVN  Tunisia TUN 
Norway NOR  Turkey TUR  Ukraine UKR 
Portugal PRT       
Spain ESP       
Sweden SWE       
Switzerland CHE       
United Kingdom UK       
United States US       
        
 
