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Über die Rieszsche Summation der Orthogonalreihen 
Von FERENC MÓRICZ in Szeged 
Es sei A= {A„} eine positive, im strengen Sinne wachsende Zahlenfolge mit 
Xn — Das H-te (R, /.)-Mittel der Reihe 2 un wird m i t 
n = 0 
on = = 2 ( 1 -y-1-)"» v = 0 \ A n + 1 / 
bezeichnet. Diese Reihe heißt mit der Rieszschen Methode summierbar, kurz (R, 1)-
summierbar, wenn der endliche Grenzwert 
lim crn 
n—»CO 
existiert, und A|-summierbar, wenn sogar 
gilt [1]. 
Das n-te (R, A)-Mittel der Orthogonalreihe 
(1) 2 a„(pn(x) n= 0 
sei mit <r„(x) bezeichnet. Um die Redeweise zu vereinfachen, erweitern wir die 
Folge {X„} z. B. durch lineare Interpolation zu einer streng wachsenden Funktion 
X(x), die für x=n den Wert A(n) = X„ hat. Man bezeichne mit A(x) die eindeutig 
bestimmte inverse Funktion von X(x). Man setze zur Abkürzung v,„ = [A(2'")] und 
Am=< 2 <t\ (m = 0, 1, ...). 
(_v=v„,+ l J 
(Im Falle v m =v m + 1 ist Am = 0.) Es wird der folgende Satz bewiesen: 
Sa tz . Die Bedingung 
(2) 2 Am^~> 
m = 0 
i) [A(2m)\ bezeichnet den ganzen Teil von /1(2"'). 
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ist notwendig und hinreichend dafür, daß die Orthogonalreihe (1) für jedes orthonor-
mierte Funktionensystem {'['„(x)} im Grundintervall [a, b] fast überall \R, X\-summier-
bar ist. 
Dieser Satz ist die Verallgemeinerung eines Ergebnisses von K TANDORI [2], 
betreffend die |C, l | -Summierbarkei t der Orthogonalreihen. 
B e w e i s d e s S a t z e s . H i n l ä n g l i c h k e i t . Ohne Beschränkung der Allge-
meinheit kann ao=a1=0 und Xi = \ angenommen werden. D a n n ist v0 = l und 
' r 6 "11/2 
« = 2flJ n = 2 ^ ) 
1 1 \ i " 1 1 / 2 I - I I I — , • 1 
(3) =Yb-a z ( T — — ) { 2 W \ = N = 2 \ A „ A H + 1 / LV=2 J 
- / 1 1 \ (mo(n) vm+1 1 !/2 
^Yb-a 2 2 2 , 
n = 2 \ / . „ n"(-1 / v " = 0 v = v m + 1 J 
wobei m0(n) die natürliche Zahl bedeutet, f ü r die v m o ( „)<nSv m o ( „ ) + 1 (n = 2, 3, . . .) 
ist. Auf Grund der Monotoni tä t der Folge {A„} ergibt sich: 
~ / 1 1 \ imo(n) V „ M ") i l 2 
n = 2 \ / . „ An + l / ( _ m = O v = » m + l J 
- / 1 1 \ m o ( « ) 
(4) — ) 2 xVm+1Am= 
= 2 +1 2 I 1 
m= 0 mo(n)Sm\"-n ^-n+l 
Es sei /2 die natürliche Zahl, fü r die m0(n—l)<mSm0(n) besteht, wenn m>m0(2) 
und sonst n = 2. D a AHS/lV m o ( H ) +i £A(A(2m o ( B ,)) = 2" ' o ( i i )a2m ist, so gilt 
(5) 2 h 1 ) — — = 2 (m = 0 , l , ...)• 
n = n \ / t n n + 1 / z 
Auf Grund von (2), (3), (4) und (5) ergibt sich 
b 
2 \\e„(x)-<T„-!(x)| dx^2Yb-a J A„ _ 1 ... _ n ¿-1 n = 2 
woraus wir durch Anwendung des B. Levischen Satzes die |R, A|-Summierbarkeit 
de r Orthogonalreihe (1) in [a, b] fast überall erhalten. 
N o t w e n d i g k e i t . Wir werden den folgenden Hilfssatz benützen: 
H i l f s s a t z . Es sei {/"„(x)} das Rademacher sehe System 2). Für jede Koeffizien-
tenfolge {a„} und für jede Menge E( c [0, 1]) von positivem Maß besteht die Un-
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gleichung 
[ l / f W ) / 2 a / . W dx («SiV), 
wobei C(E) > 0 und N nur von E abhängig sind. 
(6) 
Dieser Hilfssatz ist bekannt [3]. 
Wir beweisen zuerst die folgende Behauptung. Ist die Rademachersche Reihe 
i v . W 
|i?, A|-summierbar auf einer Menge von positivem M a ß , so gilt (2).3) In diesem 
Falle gibt es nach dem Egoroffschen Satz eine Menge E vom M a ß | £ | = - 0 derar t , 
daß 
(7) 2M*)-<rn-i(*)|sM (xiE) 
n=l 
mit einer geeigneten positiven Konstante M gilt. N u n sei N die natürliche Zahl , 
die im Sinne des Hilfssatzes zu E gehört. Es gilt die Abschätzung 
n = N v=N \ 1„+1 
n-1 / 2, 
<Vv(*> - 2 ( 1 — r I v v W 
n=N n=N 
N2 v = o V A, 
1 
Avavrv(x) 
^ 2 K(x) -<7n-l (x) | + 2 Kl-
Hieraus folgt, daß man ohne Beschränkung des Allgemeinheit annehmen kann , 
daß av = 0 ( O s v s j v _ i ) , 
Es sein fiQ < . . . . . . die verschiedenen Glieder der Folge {vm}. Es ist also 
/*o=vo u n c * f ü r jedes / ( ^ 1 ) existieren die Indizes m und m' derart , daß v m _! -< 
<A'/ = v m = v m + 1 = . . . = v m . _ 1 < ^ , + 1 = v m , ( w < m ' ) gilt. 
Durch Anwendung des Hilfssatzes ergibt sich f ü r ^ s J V - 1 
É 
( .Vw ĴII + I + I / v = ÍV+l v=n, \ Aß 1 + 1 + 1/ J 
1/2 
(8) 
S C ( £ ) ( Í — 1 
^ííi+1 + i / (,v=JV+1 
2 
1/2 
£ C ( £ ) 
1 
'•PI M̂l + 1+1 
+ 1 Am-1 • 
2) Es ist r„(x)=sign sin (2"7ix), O S x S l (n—0,1 ). 
3) Für die \C, 1 |-Summierbarkeit hat diese Behauptung P. BILLARD [4] bewiesen. 
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Durch eine einfache Rechnung ergibt sich: 
1 1 V f l 1 
^•m ^/ii + i + i / \ AVm,+ 
V m - 1 + 1 — l — , 5 / ^ „ - ¡ + 1 S 
2m 2m J 4 
Wegen Am — Am+1 =... =Am--2=0 folgt daraus, bei Beachtung von (8) und (9) 
y-
(10) 2 + 2 Am. 
H i - i S N - 1 e 4 v m £ J V - l 
Da die Folge im strengen Sinne wachsend ist, so ergibt sich auf Grund von (7):: 
n= 1 £ 
= 2 1 | l ^ i • . ( * ) - < ^ 1 - 1 (*)!<**• 
1=1 E 
Aus (10) und (11) ergibt sich endlich (2). 
Damit haben wir unseren Satz vollständig bewiesen. 
Ich möchte dem Her rn Dozen t KÁROLY TANDORI meinen aufrichtigen D a n k 
dafür aussprechen, daß er mich bei der Fertigstellung dieser Arbeit mit wertvollen. 
Ratschlägen unterstützt hat. 
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