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L’ALGÈBRE DE HOPF ET LE GROUPE DE GALOIS MOTIVIQUES D’UN CORPS DE
CARACTÉRISTIQUE NULLE, I
par
Joseph Ayoub
Résumé. — C’est le premier volet d’une série de deux articles visant à construire et étudier des groupes de Galois motiviques
dans le cadre des motifs triangulés. On développe d’abord un formalisme général permettant d’associer à un foncteur monoïdal
f , satisfaisant à certaines conditions naturelles, une algèbre de Hopf dans la catégorie monoïdale but de f . Ce formalisme sera
ensuite appliqué à la réalisation de Betti des motifs de Morel-Voevodsky sur un corps de base k muni d’un plongement complexe
σ : k ↪→ C. On obtient ainsi une algèbre de Hopf Hmot(k, σ) de la catégorie dérivée des Q-espaces vectoriels. En utilisant le
théorème de comparaison entre cohomologie singulière et cohomologie de De Rham, on obtient une description explicite de
l’algèbre unitaireHmot(k, σ)⊗C montrant en particulier que le complexeHmot(k, σ) n’a pas d’homologie en degrés strictement
négatifs. On en déduit une structure de Q-algèbre de Hopf sur le 0-ième groupe d’homologie de Hmot(k, σ) dont le spectre sera
baptisé le groupe de Galois motivique.
Abstract. — This is the first article of a series of two, aiming at constructing and studying motivic Galois groups in the context
of triangulated motives. We first develop a general formalism that allows us to associate to a monoidal functor f , satisfying some
natural conditions, a Hopf algebra in the target category of f . This formalism is then applied to the Betti realization of Morel-
Voevodsky motives over a base field k endowed with a complex embedding σ : k ↪→ C. This gives a Hopf algebraHmot(k, σ) in
the derived category of Q-vector spaces. Using the comparison theorem between singular and de Rham cohomology, we obtain
an explicit description of unitary algebra Hmot(k, σ) ⊗ C showing in particular that the complex Hmot(k, σ) has no homology
in strictly negative degrees. We deduce from this a structure of a Hopf algebra on the zeroth homology of Hmot(k, σ) whose
spectrum will be called the motivic Galois group.
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Introduction
Dans cet article et celui qui lui succède [8], nous développons une théorie inconditionnelle du groupe de Galois
motivique d’un corps de caractéristique nulle. Notre théorie s’inscrit naturellement dans le cadre des motifs de Morel–
Voevodsky et ne nécessite aucune construction nouvelle de « motifs ». De plus, nous ne contournons pas les grandes
conjectures (Conjectures Standards, existence d’une t-structure motivique, etc) mais nous les reformulons en partie à
l’aide de certaines de nos constructions (cf. §2.4). Nous obtenons entre autres une description explicite de l’algèbre
des fonctions sur le groupe de Galois motivique en termes de cycles algébriques.
Dans cette introduction, nous donnerons un aperçu de l’article en essayant de le situer par rapport aux travaux
antérieurs sur le groupe de Galois motivique, notamment l’approche originale mais conjecturale de Grothendieck,
l’approche inconditionnelle de Y. André [1] et enfin l’approche de Nori. (À ce jour, Nori n’a rien publié sur le sujet
mais le lecteur trouvera dans [29, §3.3] une exposition de sa construction.)
Une dualité de Tannaka faible. — Comme toutes les constructions de groupes de Galois motiviques, la nôtre est
basée sur une sorte de dualité de Tannaka qui fait l’objet de la Section 1. Strictement parlant, il ne s’agit pas d’une
dualité. En effet, la différence essentielle entre notre formalisme et le formalisme Tannakien réside dans l’absence
d’une dualité. Soyons plus précis : supposons donnée une catégorie tensorielle Λ-linéaire A munie d’un foncteur
monoïdal f dans la catégorie des Λ-espaces vectoriels. (Ici, Λ est un corps de caractéristique nulle.) La théorie de
Tannaka (cf. [41]) fournit des conditions nécessaires et suffisantes qui garantissent que A est, à équivalence près, la
catégorie des représentations d’un pro-Λ-schéma en groupe affine. Ce dernier, noté Aut⊗( f ), est obtenu en prenant les
automorphismes monoïdaux du foncteur f à coefficients dans les Λ-algèbres. On a donc une équivalence de catégories
A ' Rep
(
Aut⊗( f )
)
(1)
qui, pour des raisons évidentes, est considérée comme un « isomorphisme de dualité ». Les conditions d’application
de la dualité de Tannaka sont, il le faut bien, très restrictives. On demande entre autres que A est abélienne et que le
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foncteur f est fidèle. Si au lieu de chercher une équivalence du type (1), on se contente d’un foncteur universel
A // Rep (G) , (2)
on obtient en revanche un formalisme qui s’applique presque tout le temps ! Voici le type de résultats que nous
obtiendrons dans la Section 1 :
Soit Λ un corps et notons Mod(Λ) la catégorie des Λ-espaces vectoriels de dimension quelconque. Soit M
une catégorie monoïdale symétrique Λ-linéaire munie d’un foncteur monoïdal Λ-linéaire f : M // Mod(Λ).
Supposons que f admet un adjoint à droite g qui commute aux sommes quelconques. (1) Il existe alors une
bialgèbre H( f ) et un triangle commutatif
M //
))
coMod(H( f ))

Mod(Λ).
(Ci-dessus, coMod(H( f )) est la catégorie des comodules sur H( f ) et la flèche verticale est le foncteur d’oubli.)
De plus, la bialgèbre H( f ) est universelle pour cette propriété.
Par ailleurs, une condition simple sur l’adjoint à droite g assure que H( f ) est une algèbre de Hopf. Dans ce cas, la
catégorie coMod(H( f )) s’identifie à Rep(G) avec G = Spec(H( f )) et nous obtenons notre version faible de la dualité
de Tannaka. Il existe également une version graduée de l’énoncé précédent qui s’applique au foncteur de réalisation
de Betti pour fournir l’algèbre de Hopf motivique. Toutefois, pour d’autres applications (comme celles qui seront
données dans [8]) nous sommes amenés à généraliser encore la situation.
En effet, nous partons d’un foncteur monoïdal symétrique f : M // E admettant un adjoint à droite g et une
section monoïdale e. Nous supposons que le morphisme de coprojection g(E)⊗e(E′) // g(E⊗ f e(E′)) est inversible
pour tout E, E′ ∈ E. Sous ces conditions, nous montrons que l’objet H = f g(1) ∈ E possède une structure naturelle de
bialgèbre dans E. Les constructions et les vérifications pénibles inhérentes à cet énoncé occupent la Sous-section 1.2.
Dans la Sous-section 1.3, nous vérifions que f (A) est naturellement un H-comodule pour tout objet A ∈ M obtenant
ainsi le foncteur universel de M dans une catégorie de comodules sous une bialgèbre dans E. Nous faisons ensuite le
lien avec les endomorphismes du foncteur f (qui ne préservent pas nécessairement la structure monoïdale). Le but de
la Sous-section 1.4 est de montrer que H est une algèbre de Hopf si le morphisme évident g(E) ⊗ A // g(E ⊗ f (A))
est inversible pour tout A ∈ M et E ∈ E. La Sous-section 1.5 est consacrée à quelques propriétés de fonctorialité de
notre construction.
Comparaison avec le théorème Tannakien de Nori. — Le concept d’une dualité de Tannaka faible a été considéré
auparavant par M. Nori (cf. [29, §3.3]). Soit Λ un corps et soit C une catégorie monoïdale symétrique munie d’un
foncteur monoïdal symétrique R à valeurs dans la catégorie Mod f (Λ) des Λ-espaces vectoriels de dimension finie. À
cette donnée, Nori associe une Λ-bialgèbre N(R) et un triangle commutatif
C //
((
coMod f (N(R))

Mod f (Λ).
(Ci-dessus, coMod f (N(R)) est la catégorie des comodules sur N(R) de dimension finie sur Λ et la flèche verticale est
le foncteur d’oubli.) De plus, la bialgèbre N(R) est universelle pour cette propriété. C’est le théorème Tannakien de
Nori. En fait, Nori considère une situation beaucoup plus générale où C est seulement un diagramme.
Bien que similaires dans leurs formulations, le théorème Tannakien de Nori et le théorème énoncé dans le para-
graphe précédent sont différents. En effet, nous considérons un foncteur f dans la catégorie des Λ-espaces vectoriels
de dimension quelconque et qui admet un adjoint à droite g commutant aux sommes infinies. Un tel foncteur ne
vérifie donc pas les conditions d’application du théorème de Nori. Réciproquement, un foncteur R à valeurs dans
les Λ-espaces vectoriels de dimension finie possède rarement un adjoint à droite. De plus, le lecteur familier avec
le théorème Tannakien de Nori se convaincra de lui-même que notre approche est très différente de celle de Nori.
En effet, notre stratégie consiste à munir l’objet f g(Λ) ( f g(1) dans le cas général) d’une multiplication et d’une
comultiplication explicites et de vérifier à la main toutes les propriétés requises.
1. Sous ces conditions, il est immédiat que l’Hypothèse 1.20 est vérifiée avec e l’unique (à isomorphisme près) foncteur Λ-linéaire, com-
mutant aux sommes et envoyant Λ sur l’objet unité de M.
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Le lecteur peut aussi s’interroger sur nos motivations pour développer notre dualité de Tannaka faible. Nous en
avons au moins deux. Premièrement, notre formalisme Tannakien s’applique à E, la catégorie but du foncteur f , une
catégorie monoïdale quelconque. Ceci n’est pas le cas de la construction de Nori qui ne semble pas se généraliser
au delà du cas où E est une catégorie abélienne. Or, dans [8] nous aurons à considérer le cas où E est une catégorie
triangulée de motifs. Deuxièmement, dans notre approche, l’adjoint à droite g joue un rôle primordial et permet
d’expliciter toutes les structures. Par exemple, on dispose d’une formule pour H( f ). C’est l’objet f g(1) ∈ E, où
1 ∈ E est l’objet unité de la structure monoïdale. De plus, la comultiplication de H( f ) est décrite explicitement,
modulo des isomorphismes évidents, en termes de l’unité de l’adjonction ( f , g) et de l’inverse d’un morphisme de
coprojection. Il en est de même de l’antipode de H( f ) lorsqu’on sait montrer que cette dernière existe. Le fait qu’on
puisse expliciter toutes les structures de la bialgèbre H( f ) nous permettra dans la suite de donner une description
relativement concrète de l’algèbre de Hopf motivique et de sa comultiplication. Ceci est, nous semble-t-il, l’une des
caractéristiques importantes de ce travail.
Le groupe de Galois motivique. — Fixons un corps k muni d’un plongement complexe σ : k ↪→ C et un anneau de
coefficients Λ. Nous notons DA(k,Λ) (resp. DAeff(k,Λ)) la catégorie des motifs (resp. motifs effectifs) sans transferts
sur k à coefficients dans Λ. On dispose d’un foncteur de réalisation de Betti
Bti∗ : DA(k,Λ) // D(Λ)
où D(Λ) est la catégorie dérivée de Mod(Λ). La variante effective de ce foncteur est notée Btieff,∗. Ils admettent des
adjoints à droite notés Bti∗ et Btieff∗ respectivement.
Nous montrons dans la Sous-section 2.1 que les deux foncteurs Bti∗ et Btieff∗ vérifient les conditions d’application
de la dualité de Tannaka faible développée dans la Section 1. Nous obtenons donc deux bialgèbres dans D(Λ) qu’on
notera respectivement Hmot(k, σ,Λ) et Heffmot(k, σ,Λ). En fait, Hmot(k, σ,Λ) est une algèbre de Hopf. De plus, elle
s’obtient à partir deHeffmot(k, σ,Λ) en inversant un élément canonique ς ∈ H0(Heffmot(k, σ,Λ)), i.e., on aHmot(k, σ,Λ) '
Heffmot(k, σ,Λ)[ς
−1]. (2) Ces constructions font l’objet de la Sous-section 2.1.
Pour obtenir un « vrai » groupe de Galois motivique il faut invoquer un résultat du §2.3.1. Plus précisément,
dans ledit paragraphe, nous utilisons le théorème de comparaison de Grothendieck entre cohomologie singulière et
cohomologie de de Rham [19] pour construire un quasi-isomorphisme entre Heffmot(k, σ,C) et un complexe explicite
de formes différentielles. Il se trouve que ce dernier complexe est nul en degrés homologiques strictement négatifs,
ce qui entraîne que Hn(Hmot(k, σ,Λ)) = 0 et Hn(Heffmot(k, σ,Λ)) = 0 pour n < 0. Ceci permet de conclure que
H0(Hmot(k, σ,Λ)) et H0(Heffmot(k, σ,Λ)) sont naturellement des Λ-bialgèbres ; la première est en fait une Λ-algèbre de
Hopf. Ceci dit, nous posons
Gmot(k, σ,Λ) = Spec(H0(Hmot(k, σ,Λ))),
un pro-schéma en groupe affine sur Spec(Λ). C’est le groupe de Galois motivique de k (associé au plongement σ).
Comparaison avec d’autres constructions de groupes de Galois motiviques. — Ésquissons l’approche originale mais
conjecturale de Grothendieck. Si on cherche à appliquer la dualité de Tannaka aux motifs de Chow, on est d’abord
obligé de passer à l’équivalence homologique (pour s’assurer que la réalisation de Betti est fidèle) et on doit ensuite
démontrer que la catégorie des motifs pures pour l’équivalence homologique est abélienne. La seule méthode connue
à ce jour pour faire cela repose sur une partie des Conjectures Standards. Si l’on savait que l’équivalence homolo-
gique coïncide avec l’équivalence numérique, on pourrait utiliser [24] pour montrer que cette catégorie est abélienne
et même semi-simple. On obtient ainsi la construction conditionnelle du groupe de Galois motivique, en fait de son
plus grand quotient réductif.
Notre construction ressemble beaucoup à la construction conditionnelle de Grothendieck. Cependant, elle diverge
au moins à deux endroits :
1. au lieu d’utiliser la catégorie (conjecturalement abélienne) des motifs pures pour l’équivalence homologique,
nous utilisons la catégorie triangulée de tous les motifs mixtes DA(k,Λ),
2. au lieu d’utiliser la dualité de Tannaka, on utilise la dualité de Tannaka faible.
De plus, notre construction fournit le groupe de Galois motivique tout entier et pas seulement son plus grand quotient
réductif.
2. La situation est semblable au cas de la bialgèbre k[(xi j)1≤i, j≤n] dont le spectre est l’anneau des matrices carrées de taille n× n et l’algèbre
de Hopf k[(xi j)1≤i, j≤n][det−1] dans le spectre est le groupe linéaire Glk(n).
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En essayant d’« imposer » certaines des Conjectures Standards, plusieurs mathématiciens ont réussi de réaliser
inconditionnellement la construction de Grothendieck. L’idée commune à ces constructions est de remplacer la caté-
gorie des motifs pures pour l’équivalence homologique par une autre catégorie qui lui est conjecturalement équivalente
mais pour laquelle il est possible de vérifier toutes les conditions d’application de la dualité de Tannaka. Parmi ces
constructions notons celle de Deligne [15] basée sur la notion de « cycle de Hodge absolu » et celle d’André [1] basée
sur la notion de « cycle motivé ». Une troisième construction, toutefois moins naturelle, est due à André et Kahn [3].
La question suivante semble accessible.
Question. — Est-ce que le groupe de Galois motivique d’André est le plus grand quotient réductif de Gmot(k, σ,Q) ?
À notre connaissance, la seule construction de groupe de Galois motivique « total » antérieure à la nôtre est celle
de Nori. Elle est basée sur son théorème Tannakien appliqué à un diagramme D(k) qui n’est pas une catégorie. Le
diagramme D(k) a pour sommets les quadruplés (X,Y, n,m) avec n ∈ N, m ∈ Z, X un k-schéma de type fini et Y ⊂ X
un sous-schéma fermé. Les flèches dans D(k) sont de trois sortes :
1. des morphismes de paires à n et m fixés,
2. une flèche (X,Y, n,m)→ (Y,Z, n − 1,m) pour toute chaîne de sous-schémas fermés Z ⊂ Y ⊂ X.
3. une flèche (X,Y, n,m)→ (P1X ,P1Y ∪ {∞} × X, n + 2,m + 1).
Le (pré-)foncteur R : D(k) // Mod f (Q) associe à (X,Y, n,m) le Q-espace vectoriel Hn((X(C),Y(C)),Q(m)). Le théo-
rème Tannakien de Nori appliqué à R fournit une algèbre de Hopf HNori(k, σ,Q) et, en passant au spectre, un pro-
schéma en groupe GNori(k, σ,Q). Nous pensons savoir répondre par l’affirmative à la question suivante, mais nous ne
rédigerons pas les détails ici.
Question. — Est-ce que GNori(k, σ,Q) est isomorphe à Gmot(k, σ,Q) ?
Là encore, le lecteur peut s’interroger sur les avantages de notre construction par rapport à celle de Nori. Notre
construction est plus adaptée à la théorie des motifs suivant Morel et Voevodsky, et nous pouvons donc disposer de
tout l’arsenal motivique développé dans les dix dernières années pour étudier le groupe de Galois motivique. Ceci
sera exploité dans le présent travail à plusieurs reprises. Par exemple, en utilisant la formuleHmot(k, σ,Λ) = Bti∗Bti∗Λ
et en calculant dans les catégories des spectres motiviques, nous arrivons à décrireHmot(k, σ,Λ) comme un complexe
de cycles explicite. Une telle description de l’algèbre de Hopf motivique est probablement impossible à partir de
la construction de Nori. Voici un deuxième avantage : notre construction fournit une algèbre de Hopf dans D(Λ) et
l’algèbre de Hopf de Nori est au mieux l’homologie en degré zéro. Même si on conjecture que les Hn(Hmot(k, σ,Λ))
sont nuls pour n > 0, il est important d’avoir défini ces objets. En effet, une preuve de l’annulation de ces groupes
sera à notre avis un grand pas vers la Conjecture de Beilinson–Soulé et l’existence de la t-structure motivique.
Notons enfin une divergence importante entre notre approche et celle de Nori. La construction de Nori repose sur
un résultat géométrique : le « basic lemma ». Ce résultat, du à Beilinson et redécouvert plus tard par Nori, affirme que
la cohomologie de Betti de certaines paires de k-schémas (X,Y) est nulle sauf en un seul degré. Notre construction du
groupe de Galois motivique n’utilise pas le « basic lemma ». Tout au plus, nous utiliserons le théorème de Lefschetz
faible via le théorème de comparaison de Grothendieck entre cohomologie singulière et cohomologie de de Rham
algébrique.
Description explicite de l’algèbre de Hopf motivique. — Un des points importants du présent travail est le « calcul »
de l’algèbre de Hopf motiviqueHmot(k, σ,Z). Pour expliquer de quoi il s’agit nous avons besoin de quelques notations.
Pour n ∈ N, notons D¯nét le pro-k-schéma des voisinages étales du polydisque fermé D¯n = {(z1, · · · , zn) ∈ Cn, |zi| ≤ 1}
dans la droite affine Ank . Pour une définition exacte, nous renvoyons le lecteur au §2.2.4. Ces pro-schémas forment un
objet cocubique D¯ét. Pour c ∈ N, on forme le groupe abélien bicubique Zyc(D¯ét ×k D¯ét) donné en bidegré (a, b) ∈ N2
par le groupe des cycles de codimension c dans D¯aét ×k D¯bét qui intersectent proprement toutes les faces. Notons
C(Zyc(D¯ét ×k D¯ét)) le bicomplexe de groupes abéliens associé à ce groupe bicubique. Le Théorème 2.139 affirme que
le complexe Hmot(k, σ,Z) est quasi-isomorphe à une colimite suivant (m, n) ∈ N2 des complexes
Tot(C(Zym+n(D¯ét ×k D¯ét)))[−2m − 2n].
Ceci est à rapprocher de la description de C0(Gal(k¯/k),Z) comme étant le groupe des cycles de codimension 0 dans le
pro-schéma D¯0ét×k D¯0ét = Spec(k¯⊗k k¯). Modulo l’isomorphisme du Théorème 2.139, la multiplication est induite par le
produit extérieur des cycles. Pour la description de la comultiplication, nous renvoyons le lecteur au Théorème 2.144.
La description explicite de Hmot(k, σ,Z) repose sur la construction d’un certain modèle du foncteur composé
Bti∗Bti∗ au niveau des catégories de spectres symétriques (cf. §2.2.5). Cette construction, qui est techniquement plus
exigeante que le reste de l’article, est l’objectif de la longue Sous-section 2.2. En fait, notre modèle du foncteur Bti∗Bti∗
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est d’un intérêt indépendant du calcul de l’algèbre de Hopf motivique. En effet, nous en avons besoin pour énoncer la
Conjecture B de la Sous-section 2.4 et il est probable que toute tentative sérieuse de prouver cette conjecture devrait
passer par une étude approfondie de ce modèle. Comme nous essayerons de le montrer dans la Sous-section 2.4, cette
conjecture est à la fois très explicite et extrêmement forte. Jointe à la Conjecture A (cf. la Sous-section 2.4), elle
devrait entraîner l’existence d’une t-structure motivique et même d’une équivalence de catégories entre la catégorie
triangulée des motifs géométriques (à coefficients rationnels) et la catégorie dérivée des représentations de dimension
finie de Gmot(k, σ,Q).
Périodes formelles. — Le lecteur trouvera au §2.3.1 une description du complexe Heffmot(k, σ,C) à l’aide d’un com-
plexe de formes différentielles. Notons Oalg(D¯∞) la colimite des O(D¯nét) suivant n ∈ N. Les éléments de Oalg(D¯∞)
sont des fonctions sur le polydisque fermé de dimension infinie D¯∞ = {(z1, · · · , zn, · · · ), |zi| ≤ 1}, qui dépendent d’un
nombre fini des variables et qui sont algébriques sur le corps k(z1, · · · , zn, · · · ). Pour I ⊂ N une partie finie, on note
O
(I)
alg(D¯
∞) ⊂ Oalg(D¯∞) le sous-espace vectoriel des fonctions f qui deviennent nulles lorsqu’on substitue chacune des
variables zi, pour i ∈ I, par  ∈ {0, 1}. On a alors un isomorphisme canonique Heffmot(k, σ,C) ' Peff(k, σ) ⊗k C où
Peff(k, σ) est le complexe de formes différentielles (de degré infini)
· · · d //
⊕
I⊂N−{0},
card(I)=d
O
(I)
alg(D¯
∞) dzˆI
d
//
⊕
I⊂N−{0},
card(I)=d−1
O
(I)
alg(D¯
∞) dzˆI
d
// · · · d //
⊕
i∈N−{0}
O
(i)
alg(D¯
∞) dzˆi
d
// Oalg(D¯∞)dzˆ∅.
(Ci-dessus, le symbole dzˆI désigne
∧
i∈N−(Iunionsq{0}) dzi où les dzi sont rangés dans l’ordre croissant des i.) Le 0-ième
groupe d’homologie du complexe ci-dessus est le quotient
Peff(k, σ) =
Oalg(D¯∞)〈
∂ f
∂zi
− ( f (zi = 1) − f (zi = 0)); f ∈ Oalg(D¯∞), i ∈ N − {0}
〉 .
C’est l’anneau des périodes formelles effectives. On obtient l’anneau P(k, σ) des périodes formelles en inversant
l’élément correspondant à la période pi. On dispose d’un morphisme canonique
∫
: P(k, σ) // C dont l’image est
l’anneau des « vraies » périodes. Lorsque k = Q, ce morphisme est conjecturalement injectif. Dans [26], Kontsevich
a introduit la notion de « période abstraite ». Bien que sa définition soit différente de la nôtre, il est plausible que
l’anneau des périodes formelles est le même, à isomorphisme près, que celui des périodes abstraites de Kontsevich.
L’algèbre de Hopf motivique Hmot(k, σ,Q) co-agit sur la réalisation de Betti de tout motif et en particulier sur
la réalisation de Betti de l’objet Ω/k ∈ DA(k,Λ) qui représente la cohomologie de de Rham algébrique. Or, par
construction, nous avons un isomorphisme canonique P(k, σ) ' H0(Bti∗(Ω/k)). Nous déduisons donc que le groupe
de Galois motivique Gmot(k, σ,Q) agit naturellement sur l’anneau des périodes formelles. De plus, le pro-k-schéma
Spec(P(k, σ)) est un torseur sur le pro-Q-schéma en groupe Gmot(k, σ,Q). Ceci fournit une théorie de Galois pour
les périodes formelles qui est un analogue précis et une extension de la théorie de Galois pour k¯/k. Si k = Q et en
admettant que
∫
: P(k, σ) // C est injectif, on obtient la théorie de Galois conditionnelle pour les périodes de [2].
Selon Kontsevich [26], ses périodes abstraites sont aussi sujettes à une théorie de Galois sous le groupe de Galois
motivique de Nori.
Remerciements. — Je tiens à remercier le rapporteur anonyme de cet article et de sa suite [8] pour ses commentaires
qui ont contribué à améliorer le texte. Je lui suis très reconnaissant de m’avoir signalé une erreur embarrassante dans
ma formulation initiale de la conjecture B. (J’avais utilisé la catégorie DA(k) au lieu de sa version étale !)
1. La théorie abstraite : construction d’algèbres de Hopf à partir de foncteurs monoïdaux
Le but de cette section est de décrire une recette générale qui permet d’associer à certains foncteurs monoïdaux
f des algèbres de Hopf dans la catégorie but de f . Nous sommes particulièrement intéressés par le cas où f est la
réalisation de Betti (construite dans [7]) mais aussi celui où f est la réalisation analytique rigide (construite dans
[6]). Toutefois, les conditions d’application de notre recette sont particulièrement simples et il est probable que notre
théorie s’applique dans beaucoup d’autres situations.
Pour simplifier, on se restreint dans ce qui suit aux catégories monoïdales symétriques et unitaires. Ainsi, sauf
mention explicite du contraire, une catégorie monoïdale sera pour nous une catégorie monoïdale symétrique et unitaire
munie d’un objet unité qu’on désignera en général par 1. De même, un foncteur monoïdal (resp. pseudo-monoïdal)
est un foncteur monoïdal, symétrique et unitaire (resp. pseudo-monoïdal, symétrique et pseudo-unitaire). On renvoie
le lecteur à [4, Déf. 2.1.85] pour la signification de ces termes.
L’ALGÈBRE DE HOPF ET LE GROUPE DE GALOIS MOTIVIQUES, I 7
1.1. Algèbres, coalgèbres, bialgèbres et algèbres de Hopf. —
Dans cette sous-section, nous rappelons les notions classiques d’algèbre, de coalgèbre, de bialgèbre et d’algèbre de
Hopf dans les catégories monoïdales. On donnera aussi quelques compléments bien connus mais utiles pour la suite.
1.1.1. Algèbres et coalgèbres dans les catégories monoïdales. — On fixe une catégorie monoïdale (C,⊗,1). Une al-
gèbre de C est un couple (A,m) formé d’un objet A ∈ C et d’une flèche m : A ⊗ A // A (appelée la multiplication)
telle que m ◦ (id ⊗ m) = m ◦ (m ⊗ id). On dit que (A,m) est commutative si m ◦ τ = m avec τ l’isomorphisme de
permutation des facteurs de A⊗A. On dit que (A,m) est unitaire s’il existe une flèche u : 1 // A telle que m◦ (id⊗u)
et m ◦ (u ⊗ id) sont les isomorphismes canoniques A ⊗ 1 ' A et 1 ⊗ A ' A. La flèche u est alors uniquement dé-
terminée. Elle est appelée l’unité de (A,m). Dualement, on a la notion de coalgèbre formée d’un objet B ∈ C muni
d’une comultiplication cm : B // B ⊗ B. Une coalgèbre peut être cocommutative ou counitaire (avec une counité
bien déterminée). Clairement, une algèbre de C est une coalgèbre de la catégorie opposée Cop et vice versa.
Les morphismes d’algèbres (resp. de coalgèbres) sont les flèches qui commutent aux multiplications (resp. aux
comultiplications). Les morphismes d’algèbres unitaires (resp. de coalgèbres counitaires) commuteront par définition
avec les unités (resp. les counités). Pour alléger les notations, nous omettrons souvent de mentionner la multiplication
ou la comultiplication lorsqu’on désigne une algèbre ou une coalgèbre.
Remarque 1.1 — Soit (A,m) une algèbre de C. On définit une algèbre (Aop,mop) en prenant Aop = A et mop = m ◦ τ
(avec τ l’isomorphisme de permutation des facteurs de A ⊗ A). L’algèbre (Aop,mop) est appelée l’algèbre opposée à
(A,m). On définit de même la coalgèbre opposée (Bop, cmop) à une coalgèbre (B, cm). Une algèbre (resp. coalgèbre)
est égale à son opposée si et seulement si elle est commutative (resp. cocommutative).
Lemme 1.2 —
(a) Soient (A1,m1) et (A2,m2) deux algèbres dans C. Alors A1 ⊗ A2 est une algèbre pour la multiplication donnée
par la composition de
(A1 ⊗ A2) ⊗ (A1 ⊗ A2) id⊗τ⊗id∼ // (A1 ⊗ A1) ⊗ (A2 ⊗ A2)
m1⊗m2
// A1 ⊗ A2.
Si A1 et A2 sont commutatives, il en est de même de A1 ⊗ A2. Si A1 et A2 sont unitaires, il en est de même de
A1 ⊗ A2.
(b) L’énoncé dual pour les coalgèbres est également vrai.
Démonstration. La preuve est standard. Elle est omise. C
Lemme 1.3 —
(a) Soit t : (C,⊗) // (D,⊗) un foncteur pseudo-monoïdal. Soit (A,m) une algèbre (unitaire) de C. Alors, t(A) est
naturellement une algèbre (unitaire) de D pour la multiplication donnée par la composition de
t(A) ⊗ t(A) // t(A ⊗ A) t(m) // t(A).
(L’unité de t(A) est donnée par la composition de 1 // t(1) // t (A).) Si l’algèbre A est commutative, alors t(A)
est également commutative. Enfin, si t // t′ est une transformation naturelle de foncteurs pseudo-monoïdaux,
t(A) // t′(A) est un morphisme d’algèbres (unitaires).
(b) L’énoncé dual où t est pseudo-comonoïdal et (B, cm) est une coalgèbre (counitaire) est également vrai.
Démonstration. La preuve est facile. Elle est omise. C
1.1.2. Bialgèbres dans les catégories monoïdales. — On fixe une catégorie monoïdale (C,⊗,1). Rappelons la défi-
nition suivante.
Définition 1.4 — Une bialgèbre de C est un triplet (H,m, cm) formé d’une algèbre (H,m) de C et d’une coalgèbre
(H, cm) de C telles que le diagramme
H ⊗ H m //
cm⊗cm

H
cm
// H ⊗ H
(H ⊗ H) ⊗ (H ⊗ H) id⊗τ⊗id // (H ⊗ H) ⊗ (H ⊗ H)
m⊗m
OO
(3)
commute. On dit que (H,m, cm) est commutative (resp. cocommutative) s’il en est ainsi de l’algèbre (H,m) (resp. de
la coalgèbre (H, cm)). On dit que (H,m, cm) est biunitaire lorsque (H,m) est unitaire, (H, cm) est counitaire et les
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diagrammes suivants sont commutatifs :
1
u

∼
// 1 ⊗ 1
u⊗u

H
cm
// H ⊗ H,
H ⊗ H m //
cu⊗cu

H
cu

1 ⊗ 1 ∼ // 1,
1
u
// H
cu

1.
Une bialgèbre (biuniatire) de C est naturellement une bialgèbre (biunitaire) de la catégorie opposée Cop. Les mor-
phismes de bialgèbres sont les flèches qui commutent aux multiplications et comultiplications. Les morphismes de
bialgèbres biunitaires commuteront par définition aux unités et counités. Si (H,m, cm) est une bialgèbre (biunitaire), il
en est de même de (Hop,mop, cmop). C’est la bialgèbre opposée à H. Pour alléger les notations, nous omettrons parfois
de mentionner la multiplication et la comultiplication lorsqu’on désigne une bialgèbre.
Remarque 1.5 — Soit (H,m, cm) un triplet tel que (H,m) est une algèbre (unitaire) de C et (H, cm) est une coalgèbre
(counitaire) de C. Les conditions suivantes sont équivalentes :
(i) (H,m, cm) est une bialgèbre (biunitaire) ;
(ii) la comultiplication cm : H // H ⊗ H est un morphisme d’algèbres (unitaires, et de même pour la counité
cu : H // 1) ;
(iii) la multiplication m : H ⊗ H // H est un morphisme de coalgèbres (counitaires, et de même pour l’unité
u : 1 // H).
Ci-dessus, on a utilisé la structure de bialgèbre évidente sur l’objet unité de C ainsi que les structures d’algèbre et de
coalgèbre sur H ⊗ H décrites dans le Lemme 1.2.
Lemme 1.6 — Soient (H1, c1, cm1) et (H2, c2, cm2) deux bialgèbres (biunitaires) de C. Alors H1 ⊗ H2 munie de la
multiplication et la comultiplication du Lemme 1.2 est une bialgèbre (biunitaire). Si H1 et H2 sont commutatives (ou
cocommutatives), il en est de même de H1 ⊗ H2.
Démonstration. Étant donnés des morphismes d’algèbres ai : Ai // Bi dans C pour i ∈ {1, 2}, on vérifie immédiate-
ment que a1 ⊗ a2 : A1 ⊗ A2 // B1 ⊗ B2 est un morphisme d’algèbres. Il vient que cm1 ⊗ cm2 : H1 ⊗ H2 // (H1 ⊗
H1) ⊗ (H2 ⊗ H2) est un morphisme d’algèbres. Pour terminer, il reste à montrer que l’isomorphisme de permutation
des facteurs de H1 ⊗ H2 est un morphisme d’algèbres. Ceci est un exercice facile. Les assertions concernant l’unité,
la counité, la commutativité et la cocommutativité sont laissées au lecteur. C
Lemme 1.7 — Soit t : (C,⊗) // (D,⊗) un foncteur monoïdal. Soit (H,m, cm) une bialgèbre (biunitaire) de C.
Alors t(H) est naturellement une bialgèbre (biunitaire) deD pour la multiplication et la comultiplication définies dans
le Lemme 1.3.
Démonstration. Montrons que la comultiplication t(H) // t(H)⊗t(H) est un morphisme d’algèbres. Par construction
de la multiplication sur t(H), l’isomorphisme t(H) ⊗ t(H) ' t(H ⊗ H) est un isomorphisme d’algèbres. Il suffit donc
de voir que t(cm) : t(H) // t(H ⊗ H) est un morphisme d’algèbres. Ceci découle du fait que cm est un morphisme
d’algèbres. C
1.1.3. Algèbres de Hopf dans les catégories monoïdales. — Soit (C,⊗,1) une catégorie monoïdale. Rappelons la dé-
finition suivante.
Définition 1.8 — Une bialgèbre (H,m, cm) de C est une algèbre de Hopf si elle est biunitaire et s’il existe une flèche
ι : H // H telle que le diagramme
H ⊗ H // H ⊗ H
m

H
cm
OO
cu
// 1
u
// H
(4)
commute si la flèche horizontale supérieure est l’un des morphismes : ι ⊗ id ou id ⊗ ι. Une telle flèche ι est appelée
une antipode de H.
Une bialgèbre H est une algèbre de Hopf si et seulement si Hop est une algèbre de Hopf. En effet, une antipode de
H est aussi une antipode de Hop. De même, si H1 et H2 sont deux algèbres de Hopf d’antipodes ι1 et ι2, H1 ⊗ H2 est
une algèbre de Hopf d’antipode ι1 ⊗ ι2. Étant donné un foncteur monoïdal, symétrique et unitaire t défini sur C et si
H est une algèbre de Hopf de C d’antipode ι, alors t(H) est une algèbre de Hopf d’antipode t(ι). Enfin, une algèbre
de Hopf de C est aussi une algèbre de Hopf de la catégorie opposée Cop. Pour mieux comprendre l’antipode d’une
algèbre de Hopf, on fait appel à la proposition suivante.
Proposition 1.9 —
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(a) Soient (A, r) une algèbre et (B, s) une coalgèbre dans C. On définit sur l’ensemble homC(B, A) une loi de com-
position interne en associant à un couple de flèches (a, b) la composition de
a • b : B s // B ⊗ B a⊗b // A ⊗ A r // A . (5)
Cette loi est associative. Si A est unitaire et si B est counitaire, la loi de composition ci-dessus admet un élément
neutre donné par e : B cu // 1 u // A.
(b) Soient (A, r) une algèbre unitaire et (H,m, cm) une algèbre de Hopf dans C. Soit ι une antipode de H. Un
morphisme d’algèbres unitaires a : H // A définit un élément inversible dans le monoïde homC(H, A). Son
inverse (à droite et à gauche) est donné par a ◦ ι.
Démonstration. La preuve est standard. Elle est omise. C
Corollaire 1.10 —
(a) Soit (H,m, cm) une bialgèbre biunitaire de C. Il existe au plus une flèche ι faisant commuter le diagramme (4).
En d’autres termes, une algèbre de Hopf admet une unique antipode.
(b) Soit h : H // H′ un morphisme de bialgèbres biunitaires de C. Supposons que H et H′ sont des algèbres de
Hopf d’antipodes respectives ι et ι′. Alors, h ◦ ι = ι′ ◦ h.
Démonstration. Si ι est une antipode de H, alors ι ∈ homC(H,H) est l’inverse de id ∈ homC(H,H). L’unicité de ι
découle alors de l’unicité de l’inverse dans un monoïde unitaire.
Pour la seconde assertion, h est inversible dans le monoïde homC(H,H′) et son inverse est h ◦ ι. Par ailleurs,
h ∈ homCop(H′,H) est également inversible d’inverse ι′ ◦ h. Or, on a l’égalité des monoïdes : homCop(H′,H) =
homC(H,H′). On déduit que h ◦ ι = ι′ ◦ h par l’unicité de l’inverse dans un monoïde unitaire. C
Corollaire 1.11 — Soit (H,m, cm) une algèbre de Hopf d’antipode ι dans C. Alors, ι : H // Hop est un morphisme
d’algèbres de Hopf.
Démonstration. On montrera seulement que ι est un morphisme de coalgèbres de H dans Hop. Le fait que ι est un
morphisme d’algèbres s’en déduit alors par dualité. Le morphisme τ◦cm : H // H⊗H est un morphisme d’algèbres
unitaires. Il admet donc un inverse dans homC(H,H⊗H) donné par τ◦cm◦ ι. Pour montrer que (ι⊗ ι)◦cm = τ◦cm◦ ι,
on vérifiera que (ι⊗ ι)◦cm est un inverse à τ◦cm et on invoque l’unicité de l’inverse dans le monoïde homC(H,H⊗H).
Les détails de cette vérification sont laissés au lecteur. C
Dans la suite, nous nous intéresserons aux algèbres de Hopf commutatives (mais non nécessairement cocommuta-
tives). Dans ce cas, on a le résultat suivant.
Corollaire 1.12 — Soit (H,m, cm) une algèbre de Hopf d’antipode ι dans C. Si H est commutative (resp. cocommu-
tative), on a : ι2 = id.
Démonstration. Puisque H est commutative, ι : H // H est un morphisme d’algèbres unitaires. Il vient que ι est
inversible dans le monoïde homC(H,H) et son inverse est ι ◦ ι. Étant donné que idH • ι = e, on déduit, de l’unicité de
l’inverse dans un monoïde unitaire, que idH = ι ◦ ι. Le cas respé s’obtient par dualité. C
1.2. Construction d’une bialgèbre H à partir d’un foncteur monoïdal. —
On fixe deux catégories monoïdales (E,⊗,1) et (M,⊗,1) ainsi qu’un foncteur monoïdal f : M // E. On suppose
que f admet un adjoint à droite g : E // M et on pose H = f ◦ g(1). Dans cette sous-section, nous décrirons une
situation simple qui nous permettera de munir H d’une structure naturelle de bialgèbre dans E. Dans la Sous-section
1.4, nous montrerons comment renforcer nos hypothèses pour garantir que H est une algèbre de Hopf.
1.2.1. La multiplication et quelques préliminaires. — Dans la suite, on désignera respectivement par η et δ les mor-
phismes d’unité et de counité des adjonctions. Rappelons le résultat ci-dessous (voir [4, Prop. 2.1.90]).
Lemme 1.13 — Le foncteur g : E // M est naturellement pseudo-monoïdal. Pour tout couple (A, B) ∈ E2, le
morphisme g(A) ⊗ g(B) // g(A ⊗ B) est donné par la composition de
g(A) ⊗ g(B) η // g f (g(A) ⊗ g(B)) ' g( f g(A) ⊗ f g(B)) δ⊗δ // g(A ⊗ B).
Le morphisme de pseudo-unité 1 // g(1) est la composition de 1
η
// g f (1) ' g(1).
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Corollaire 1.14 — L’objet g(1) est naturellement une algèbre commutative et unitaire de M. La multiplication de
g(1) est donnée par la composition de
g(1) ⊗ g(1) η // g f (g(1) ⊗ g(1)) ' g( f g(1) ⊗ f g(1)) δ⊗δ // g(1 ⊗ 1) ' g(1).
L’unité de g(1) est la composition de 1 // g f (1) ' g(1).
Démonstration. Ceci découle du Lemme 1.13 ainsi que le Lemme 1.3 appliqué au foncteur g. C
Corollaire 1.15 — L’objet H = f ◦ g(1) est naturellement une algèbre commutative et unitaire de E. On notera
m : H ⊗ H // H la multiplication de H et u : 1 // H son unité.
Démonstration. On utilise le Corollaire 1.14 ainsi que le Lemme 1.3 appliqué au foncteur f . C
Le foncteur g : E // M possède une structure plus fine que celle d’un foncteur pseudo-monoïdal. En fait, c’est
un f -bicoprojecteur au sens de [4, Déf. 2.1.100 et 2.1.101]. On utilisera uniquement la structure de f -coprojecteur à
droite sur g. On rappelle ce que cela signifie dans le lemme ci-dessous. Le lecteur est renvoyé à [4, Prop. 2.1.97] pour
une preuve.
Lemme 1.16 — On dispose d’un morphisme cd : g(A) ⊗ B // g(A ⊗ f (B)), dit de coprojection, naturel en A ∈ E
et B ∈M, et tel que le diagramme suivant commute (pour C ∈M)
(g(A) ⊗ B) ⊗C cd //
∼

g(A ⊗ f (B)) ⊗C cd // g((A ⊗ f (B)) ⊗ f (C))
∼

g(A) ⊗ (B ⊗C) cd // g(A ⊗ f (B ⊗C)) ∼ // g(A ⊗ ( f (B) ⊗ f (C))).
Ce morphisme est donné par la composition de
cd : g(A) ⊗ B η // g f (g(A) ⊗ B) ' g( f g(A) ⊗ f (B)) δ // g(A ⊗ f (B)).
Remarque 1.17 — On dispose aussi d’un morphisme de coprojection à gauche cg : B ⊗ g(A) // g( f (B) ⊗ A).
Toutefois, cd et cg sont conjugués sous l’isomorphisme de permutation des facteurs.
Les deux lemmes ci-dessous nous seront utiles dans la suite. Leur vérification est laissée au lecteur.
Lemme 1.18 — Pour A ∈ E et B ∈M, le diagramme suivant est commutatif
f g(A) ⊗ f (B) ∼ //
δ⊗id

f (g(A) ⊗ B) cd // f g(A ⊗ f (B))
δ

A ⊗ f (B) A ⊗ f (B).
Lemme 1.19 — Pour A, B ∈M, le carré suivant est commutatif
f (A ⊗ B) η //
η

f (g f (A) ⊗ B)
cd

f g f (A ⊗ B) ∼ // f g( f (A) ⊗ f (B)).
1.2.2. Construction de la comultiplication. — On introduit l’hypothèse qui nous permettra de munir H d’une comul-
tiplication.
Hypothèse 1.20 —
(a) Le foncteur f possède une 2-section dans la 2-catégorie des catégories monoïdales, i.e., il existe un foncteur
monoïdal e : E // M, et un isomorphisme de foncteurs monoïdaux idE ' f ◦ e.
(b) Le morphisme de coprojection cd : g(A) ⊗ e(B) // g(A ⊗ f e(B)) est inversible pour tous A, B ∈ E.
Pour A, B ∈ E on définit θA,B : g(A ⊗ B) ∼ // g(A) ⊗ e(B) comme étant l’inverse de la composition de
g(A) ⊗ e(B) cd∼ // g(A ⊗ f e(B)) ' g(A ⊗ B).
Lorsque les objets A et B sont compris, il nous arrivera parfois de noter simplement θ à la place de θA,B. Voici le
théorème principal de cette sous-section.
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Théorème 1.21 — On suppose que l’Hypothèse 1.20 est satisfaite. L’objet H = f ◦ g(1) est naturellement une bial-
gèbre biunitaire pour la multiplication m du Corollaire 1.15 et de la comultiplication cm donnée par la composition
de
cm : f g(1)
η
// f g f g(1) ' f g(1 ⊗ f g(1)) θ1, f g(1)∼ // f (g(1) ⊗ e f g(1)) ' f g(1) ⊗ f e f g(1) ' f g(1) ⊗ f g(1). (6)
De plus, la counité de H est δ : f g(1) // 1.
La preuve du Théorème 1.21 (notamment de la coassociativité de cm) reposera sur la proposition suivante.
Proposition 1.22 —
(a) On dispose de bijections naturelles en A et B dans E
homM(g(A), g(B))
(1)' homE( f g(A), B) (2)' homE(H ⊗ A, B). (7)
L’isomorphisme (1) ci-dessus est obtenu via l’adjonction ( f , g). L’isomorphisme (2) ci-dessus est déduit de
l’isomorphisme H ⊗ A ' f g(A) égal à la composition de
f g(1) ⊗ A ' f g(1) ⊗ f e(A) ' f (g(1) ⊗ e(A)) ∼
cd
// f g(1 ⊗ f e(A)) ' f g(A).
(b) Soient A, B, C ∈ E, a ∈ homM(g(A), g(B)) et b ∈ homM(g(B), g(C)). Modulo l’identification (7), la flèche b ◦ a
correspond à la composition de
H ⊗ A cm // (H ⊗ H) ⊗ A ' H ⊗ (H ⊗ A) a′′ // H ⊗ B b′′ // C, (8)
avec a′′ et b′′ les images respectives de a et b par (7).
(c) Pour un objet A de E, l’identité de g(A) correspond à H ⊗ A cu // 1 ⊗ A ' A via l’identification (7).
Démonstration. L’identification (7) fait correspondre à une flèche a ∈ homM(g(A), g(B)) la composition de
f g(1) ⊗ A ' f g(1) ⊗ f e(A) ' f (g(1) ⊗ e(A)) cd // f g(1 ⊗ f e(A)) ' f g(A) f (a) // f g(B) δ // B.
La partie (c) de l’énoncé découle alors de la commutativité du diagramme
f g(1) ⊗ A ∼ //
δ⊗id

f g(1) ⊗ f e(A) ∼ //
δ⊗id

f (g(1) ⊗ e(A)) cd∼ // f g(1 ⊗ f e(A)) ∼ //
δ

f g(A)
δ

1 ⊗ A ∼ // 1 ⊗ f e(A) 1 ⊗ f e(A) ∼ // A.
Ci-dessus, on a utilisé le Lemme 1.18 pour la commutativité du sous-diagramme du milieu.
On passe maintenant à la partie (b) de l’énoncé qui est de loin la plus pénible à vérifier. Notons a′ et b′ les images
de a et b par la première bijection dans (7). L’image de b◦a dans homM( f g(A),C) par cette même bijection est donnée
par la composition de
f g(A)
η
// f g f g(A)
a′
// f g(B)
b′
// C.
Il s’ensuit que l’image de b ◦ a par l’identification (7) est la composition de
f g(1)⊗A ' f g(1)⊗ f e(A) ' f (g(1)⊗e(A)) cd∼ // f g(1⊗ f e(A)) ' f g(A)
η
// f g f g(A)
a′
// f g(B)
b′
//C. (9)
On dispose d’un diagramme commutatif
f (g(1) ⊗ e(A)) ∼
cd
//
η

f g(1 ⊗ f e(A)) ∼ //
η

f g(A)
η

f g f (g(1) ⊗ e(A)) ∼
cd
//
∼

f g f g(1 ⊗ f e(A)) ∼ // f g f g(A)
a′

f g(H ⊗ f e(A)) ∼ // f g(H ⊗ A) a′′ // f g(B).
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(La commutativité du sous-diagramme du bas est une simple traduction de la construction de a′′ à partir de a′.) On
déduit que l’image de b ◦ a par l’identification (7) est égale à la composition de
H ⊗ A ∼ // H ⊗ f e(A) ∼ // f (g(1) ⊗ e(A))
η

f g(H ⊗ A)
a′′

f g(H ⊗ f e(A))∼oo f g f (g(1) ⊗ e(A))∼oo
f g(B)
b′
// C.
(10)
En utilisant le Lemme 1.19, on déduit facilement que la composition de (10) est égale à celle de
f g(1) ⊗ A η // f g f g(1) ⊗ A ∼ // f g f g(1) ⊗ f e(A)
∼

f g(H ⊗ A)
a′′

f g( f g(1) ⊗ f e(A))∼oo f (g f g(1) ⊗ e(A))cd∼oo
f g(B)
b′
// C.
(11)
Tous les sous-diagrammes qui constituent
f g f g(1) ⊗ A
∼

∼
// f g f g(1) ⊗ f e(A) ∼ //
∼

f (g f g(1) ⊗ e(A))
∼

×
f g(1 ⊗ f g(1)) ⊗ A ∼ //
θ ∼

f g(1 ⊗ f g(1)) ⊗ f e(A) ∼ //
θ∼

f (g(1 ⊗ f g(1)) ⊗ e(A))
θ∼

×
f (g(1) ⊗ e f g(1)) ⊗ A ∼ //
∼

f (g(1) ⊗ e f g(1)) ⊗ f e(A) ∼ //
∼

f ((g(1) ⊗ e f g(1)) ⊗ e(A))
∼

×
( f g(1) ⊗ f e f g(1)) ⊗ A ∼ //
∼

( f g(1) ⊗ f e f g(1)) ⊗ f e(A)
∼

f (g(1) ⊗ (e f g(1) ⊗ e(A)))
∼

×
f g(1) ⊗ ( f e f g(1) ⊗ A) ∼ //
∼

f g(1) ⊗ ( f e f g(1) ⊗ f e(A)) ∼ // f g(1) ⊗ f (e f g(1) ⊗ e(A))
∼

×
f g(1) ⊗ ( f g(1) ⊗ A) ∼ //× f g(1) ⊗ f e( f g(1) ⊗ A),
(12)
commutent pour des raisons triviales. On retrouvent les flèches ci-dessus marquées par une croix sur le bord du
diagramme suivant
f (g f g(1) ⊗ e(A))
(?)
cd
∼ //
∼

×
f g( f g(1) ⊗ f e(A)) ∼ // f g( f g(1) ⊗ A)
∼

a′′
// f g(B)
∼

f (g(1 ⊗ f g(1)) ⊗ e(A))
θ ∼

×
f g(1 ⊗ ( f g(1) ⊗ A))
∼ θ

a′′
// f g(1 ⊗ B)
∼ θ

f ((g(1) ⊗ e f g(1)) ⊗ e(A)) ∼ //× f (g(1) ⊗ (e f g(1) ⊗ e(A))) ∼ //
∼

×
f (g(1) ⊗ e( f g(1) ⊗ A)) a′′ //
∼

f (g(1) ⊗ e(B))
∼

f g(1) ⊗ f (e f g(1) ⊗ e(A)) ∼ //× f g(1) ⊗ f e( f g(1) ⊗ A) a′′ //
∼

×
f g(1) ⊗ f e(B)
∼

f g(1) ⊗ ( f g(1) ⊗ A) a′′ // f g(1) ⊗ B.
(13)
Les carrés du diagramme précédent sont clairement commutatifs. Le sous-diagramme désigné par (?) commute éga-
lement. Il s’agit, à peu de chose près, d’une application du Lemme 1.16. (Rappelons que les flèches θ sont les inverses
de la composition d’un morphisme de coprojection cd et d’un isomorphisme induit par idE ' f ◦ e.) En recollant les
diagrammes commutatifs (12) et (13) suivants les flèches marquées par des croix, on voit que la composition de (11)
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est égale à la composition de
f g(1) ⊗ A η // f g f g(1) ⊗ A ∼ // f g(1 ⊗ f g(1)) ⊗ A
θ∼

( f g(1) ⊗ f g(1)) ⊗ A
∼

( f g(1) ⊗ f e f g(1)) ⊗ A∼oo f (g(1) ⊗ e f g(1)) ⊗ A∼oo
f g(1) ⊗ ( f g(1) ⊗ A) a′′ // f g(1) ⊗ B ∼ // f g(1) ⊗ f e(B)
∼

C f g(B) ' f g(1 ⊗ f e(B))b′oo f (g(1) ⊗ e(B)).cdoo
(14)
Par la construction de b′′ à partir de b′ et la définition de la comultiplication cm, on voit immédiatement que la
composition de (14) est égale à celle de (8). La proposition est démontrée. C
On peut maintenant donner la preuve du théorème principal de cette sous-section.
Démonstration du Théorème 1.21. On divise la preuve en deux parties.
Partie A : On montre d’abord que la comultiplication cm est coassociative. Pour tous objets A, B, C et D de E et toutes
flèches a′′ : H ⊗ A // B, b′′ : H ⊗ B // C et c′′ : H ⊗C // D de E, les compositions de
H ⊗ A cm // (H ⊗ H) ⊗ A ' H ⊗ (H ⊗ A) cm // H ⊗ ((H ⊗ H) ⊗ A) (15)
' H ⊗ (H ⊗ (H ⊗ A)) a′′ // H ⊗ (H ⊗ B) b′′ // H ⊗C c′′ // D
et de H ⊗ A cm // (H ⊗ H) ⊗ A ' H ⊗ (H ⊗ A) cm // (H ⊗ H) ⊗ (H ⊗ A) (16)
' H ⊗ (H ⊗ (H ⊗ A)) a′′ // H ⊗ (H ⊗ B) b′′ // H ⊗C c′′ // D
coïncident. En effet, notons a : g(A) // g(B), b : g(B) // g(C) et c : g(C) // g(D) les images respectives de a′′,
b′′ et c′′ par l’identification inverse de (7). La partie (b) de la Proposition 1.22 affirme alors que les compositions (15)
et (16) correspondent à c◦ (b◦a) et (c◦b)◦a respectivement par l’identification inverse de (7). L’assertion recherchée
découle ainsi de l’associativité de la composition des flèches dans M.
On obtient à présent l’associativité de cm en prenant A = 1, B = H⊗ 1, C = H⊗ (H⊗ 1) et D = H⊗ (H⊗ (H⊗ 1))
ainsi que les identités pour les flèches a′′, b′′ et c′′.
Pour montrer que (H, cm) est une coalgèbre counitaire, on applique un raisonnement similaire. Soient A et B deux
objets de E et a′′ : H ⊗ A // B une flèche. Par la partie (c) de la Proposition 1.22, les deux compositions de
H ⊗ A cm // (H ⊗ H) ⊗ A ' H ⊗ (H ⊗ A) a′′ // H ⊗ B δ // 1 ⊗ B ' B
et de H ⊗ A cm // (H ⊗ H) ⊗ A ' H ⊗ (H ⊗ A) δ // H ⊗ (1 ⊗ A) ' H ⊗ A a′′ // B
coïncident, et sont égales à a′′. Pour conclure, on prend A = 1, B = H ⊗ 1 et a′′ l’identité.
Partie B : Il reste à voir que les morphismes cm : H // H ⊗ H et cu : H // 1 sont des morphismes d’algèbres uni-
taires. Nous utiliserons librement le Lemme 1.3. Remarquons d’abord que l’algèbre unitaire (H,m) est celle obtenue
de l’algèbre évidente 1 par application du foncteur pseudo-monoïdal et pseudo-unitaire f ◦ g. Par ailleurs, les mor-
phismes d’unité η : id // g ◦ f et de couninté δ : f ◦ g // id sont des morphismes de foncteurs pseudo-monoïdaux
et pseudo-unitaires (voir [4, Cor. 2.1.91]). Ceci montre déjà que cu : H = f g(1) // 1 est un morphisme d’algèbres
unitaires.
Pour montrer que cm est un morphisme d’algèbres unitaires, on montrera que toutes les flèches de (6) sont des
morphismes d’algèbres unitaires. La flèche η : f g(1) // f g f g(1) (avec f g f g(1) muni de sa structure d’algèbre
unitaire déduite de celle de 1 par application du foncteur pseudo-monoïdal f g f g) est bien un morphisme d’algèbres
unitaires. Il en est de même des isomorphismes :
f g f g(1) ' f g(1 ⊗ f g(1)), f (g(1) ⊗ e f g(1)) ' f g(1) ⊗ f e f g(1) et f g(1) ⊗ f e f g(1) ' f g(1) ⊗ f g(1).
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Il nous reste donc à vérifier que θ1, f g(1) est un isomorphisme d’algèbres unitaires. Il suffit clairement de montrer que le
morphisme de coprojection cd : g(1)⊗ e f g(1) // g(1⊗ f e f g(1)) est un morphisme d’algèbres unitaires. Rappelons
que ce morphisme est défini par la composition de
g(1) ⊗ e f g(1) // g f (g(1) ⊗ e f g(1)) // g( f g(1) ⊗ f e f g(1)) // g(1 ⊗ f e f g(1)).
Il est clair que chacune des flèches ci-dessus est un morphisme d’algèbres unitaires. C
1.3. Comodules sur H et opérations. —
On continue ici l’étude menée dans la Sous-section 1.2. Notre but est de montrer que le foncteur f s’enrichit
naturellement en un foncteur dans la catégorie des H-comodules. On commence d’abord par des rappels autour de la
notion de comodule.
1.3.1. Comodules en général. — Soient (C,⊗,1) une catégorie monoïdale et (B, cm) une coalgèbre de C. Rappelons
qu’un B-comodule à gauche est un couple (X, ca) formé d’un objet X de C et d’une flèche (appelée coaction) ca :
X // B ⊗ X telle que (id⊗ ca)◦ ca = (cm⊗ id)◦ ca. On a également la notion de B-comodule à droite. Dans la suite,
nous travaillerons surtout avec les comodules à gauche et nous ne préciserons plus le coté que lorsqu’il s’agit d’un
comodule à droite. La notion de morphisme de B-comodules est celle qu’on pense. On notera coMod′(B) la catégorie
des B-comodules. Si la coalgèbre B est counitaire, on dit que le B-comodule X est counitaire si (cu ⊗ id) ◦ ca est
l’isomorphisme évident X ' 1 ⊗ X. On notera coMod(B) ⊂ coMod′(B) la sous-catégorie pleine des B-comodules
counitaires.
Exemple 1.23 —
(a) Soit X un B-comodule. Pour tout objet Y de C, on définit un B-comodule X ⊗ Y en prenant la coaction donnée
par la composition de
X ⊗ Y ca⊗id // (H ⊗ X) ⊗ Y ' H ⊗ (X ⊗ Y).
(b) Soit (H,m, cm) une bialgèbre biunitaire de C. L’objet unité 1 est naturellement un H-comodule pour la coaction
égale à la composition de 1 u // H ' H ⊗ 1. En utilisant (a) et l’isomorphisme 1 ⊗ A ' A on en déduit une
structure de H-comodule sur tout objet A de C. Elle est donnée par la composition de A ' 1 ⊗ A u⊗id// H ⊗ A. Le
H-comodule A ainsi obtenu est qualifié de trivial.
Lemme 1.24 — Soient (B1, cm1) et (B2, cm2) deux coalgèbres (counitaires) dans C. Pour i ∈ {1, 2}, on suppose donné
un Bi-comodule (counitaire) (Xi, cai). L’objet X1 ⊗ X2 est naturellement un (B1 ⊗ B2)-comodule (counitaire) pour la
coaction donnée par la composition de
X1 ⊗ X2 ca1⊗ca2// (H1 ⊗ X1) ⊗ (H2 ⊗ X2) id⊗τ⊗id// (H1 ⊗ H2) ⊗ (X1 ⊗ X2).
Démonstration. La preuve est de même nature que celle du Lemme 1.2 et sera aussi omise. C
Soient h : B // B′ un morphisme de coalgèbres (counitaires) et (X, ca) un B-comodule (counitaire). Alors, X est
naturellement un B′-module (counitaire) pour la coaction égale à (h ◦ id) ◦ ca. Étant donné que la multiplication d’une
bialgèbre (biunitaire) est un morphisme de coalgèbres (counitaires), on obtient le fait suivant.
Corollaire 1.25 — Soit (H,m, cm) une bialgèbre commutative et biunitaire de C. Étant donnés deux H-comodules
counitaires (X1, ca1) et (X2, ca2), on a H-comodule counitaire X1 ⊗ X2 dont la coaction est la composition de
X1 ⊗ X2 ca1⊗ca2// (H ⊗ X1) ⊗ (H ⊗ X2) id⊗τ⊗id// (H ⊗ H) ⊗ (X1 ⊗ X2) m⊗id // H ⊗ (X1 ⊗ X2).
La catégorie coMod(H) est alors une catégorie monoïdale. Un objet unité est donné par le B-comodule trivial 1.
Remarque 1.26 — Lorsque la bialgèbre H n’est pas commutative, la catégorie (coMod(H),⊗) est monoïdale mais
non symétrique. En effet, si X1 et X2 sont des H-comodules, la permutation des facteurs τ : X1 ⊗ X2 ' X2 ⊗ X1 n’est
pas en général un morphisme de H-comodules.
Remarque 1.27 — Soient (H,m, cm) une bialgèbre commutative et biunitaire de C et Y un objet de C que l’on munit
de la structure de H-comodule trivial. Étant donné un H-comodule X, le H-comodule X ⊗ Y (décrit dans le Corollaire
1.25) coïncide avec le H-comodule de la première partie de l’Exemple 1.23.
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1.3.2. Enrichissement de f en un foncteur dans la catégorie des H-comodules. — Reprenons à présent les notations
de la Sous-section 1.2. On a le résultat suivant qui complète le Théorème 1.21.
Proposition 1.28 — On suppose que l’Hypothèse 1.20 est satisfaite.
(a) Soit A un objet de M. Alors f (A) est naturellement un H-comodule counitaire. La coaction de H sur f (A) est
donnée par la composition de
caA : f (A)
η
// f g f (A) ' f g(1 ⊗ f (A)) θ1, f (A)∼ // f (g(1) ⊗ e f (A)) ' f g(1) ⊗ f e f (A) ' f g(1) ⊗ f (A).
De plus, pour toute flèche a : A // B dans M, f (a) : f (A) // f (B) est un morphisme de H-comodules.
(b) Soient A et B deux objets de M. L’isomorphisme évident f (A ⊗ B) ' f (A) ⊗ f (B) est un isomorphisme de
H-comodules (où l’objet f (A) ⊗ f (B) est muni de la coaction du Corollaire 1.25 déduite des structures de H-
comodules sur f (A) et f (B)).
(c) Soit A un objet de E. L’isomorphisme f e(A) ' A est un isomorphisme de H-comodules si l’objet A est vu comme
un H-comodule trivial.
Démonstration. On divisera la preuve en trois parties. L’assertion que ( f (A), caA) est un H-comodule ne sera établie
que dans la dernière étape. Il sera donc pratique d’introduire la notion de pré-comodule pour désigner un couple
(X, ca) formé d’un objet X de Emuni d’un morphisme ca : X // H⊗X ne satisfaisant à priori à aucune compatibilité
avec la comultiplication de H. La notion de morphismes de pré-comodules est celle que l’on pense. Il est clair que
toute flèche a : A // B de M induit un morphisme de pré-comodules f (a) : ( f (A), caA) // ( f (B), caB).
Étape A. Dans cette étape, on montre que f (A ⊗ B) ' f (A) ⊗ f (B) est un isomorphisme de pré-comodules. On munit
bien-entendu f (A) ⊗ f (B) de la « coaction » du Corollaire 1.25.
En utilisant le Lemme 1.30 ci-dessous (et la définition des isomorphismes θ), on voit aussitôt que le diagramme
g(1 ⊗ f (A)) ⊗ g(1 ⊗ f (B)) θ⊗θ∼ //
m

(g(1) ⊗ e f (A)) ⊗ (g(1) ⊗ e f (B)) id⊗τ⊗id∼ // (g(1) ⊗ g(1)) ⊗ (e f (A) ⊗ e f (B))
m

g((1 ⊗ f (A)) ⊗ (1 ⊗ f (B))) ∼ // g(1 ⊗ f (A ⊗ B)) θ∼ // g(1) ⊗ e f (A ⊗ B)
commute. En utilisant le fait que η : id // g ◦ f est un morphisme de foncteurs pseudo-monoïdaux, on voit égale-
ment que le diagramme
f (A) ⊗ f (B) η⊗η //
∼

f g f (A) ⊗ f g f (B) ∼ //
m

f g(1 ⊗ f (A)) ⊗ f g(1 ⊗ f (B))
m

f (A ⊗ B) η // f g f (A ⊗ B) ∼ // f g(1 ⊗ ( f (A) ⊗ f (B)))
commute. Le résultat recherché est maintenant clair.
Étape B. Dans cette étape on démontre la partie (c) de l’énoncé. Il s’agit de vérifier que la « coaction » de H sur f e(A)
est la coaction triviale. Notons u : 1 // g(1) l’unité de l’algèbre g(1). Du Lemme 1.19, on déduit que le diagramme
f e(A)
∼
//
η

f (1 ⊗ e(A)) u // f (g(1) ⊗ e(A))
cd∼

f g f e(A)
∼
// f g(1 ⊗ f e(A))
commute. Il s’ensuit que la coaction de H sur f e(A) est donnée par la composition de
f e(A) ' f (1 ⊗ e(A)) u // f (g(1) ⊗ e(A)) cd∼ // f g(1 ⊗ f e(A)) ∼θ // f (g(1) ⊗ e f e(A)) ' f g(1) ⊗ f e(A).
Par la construction de l’isomorphisme θ, la composition de
f (g(1) ⊗ e(A)) cd∼ // f g(1 ⊗ f e(A)) θ∼ // f (g(1) ⊗ e f e(A)) ' f (g(1) ⊗ e(A))
est l’identité. Il s’ensuit que la coaction de H sur f e(A) est donnée par la composition de
f e(A) ' f (1 ⊗ e(A)) u // f (g(1) ⊗ e(A)) ' f g(1) ⊗ f e(A)
qui est clairement égale à celle de f e(A) ' 1 ⊗ f e(A) u // f g(1) ⊗ f e(A).
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Étape C. Dans cette dernière étape, on montre que f (A) est un H-comodule counitaire. Ceci achèvera la preuve de la
proposition. Soit A un objet de M. Il faut vérifier que les diagrammes
f (A)
caA
// H ⊗ f (A) id⊗caA // H ⊗ (H ⊗ f (A))
∼

f (A)
caA
// H ⊗ f (A) cm⊗id // (H ⊗ H) ⊗ f (A)
f (A)
caA
//
∼ ((
H ⊗ f (A)
cu⊗id

1 ⊗ f (A)
(17)
commutent. Nous utiliserons la remarque simple suivante. Soit a : A // B une flèche de M telle que f (a) :
f (A) // f (B) admette une section (non nécessairement compatible aux coactions de H). Pour montrer que les
diagrammes dans (17) commutent, il suffit de montrer que les diagrammes correspondants pour B commutent. On ap-
plique cette remarque au morphisme η : A // g f (A). En effet, η : f (A) // f g f (A) admet une section donnée par δ :
f g f (A) // f (A). Il suffit donc de prouver que ( f (g f (A)), cag f (A)) est H-comodule. Or, on dispose d’une chaîne d’iso-
morphismes g f (A) ' g(1⊗ f (A)) ' g(1)⊗e f (A). On est donc ramené à montrer que ( f (g(1)⊗e f (A)), cag(1)⊗e f (A)) est
un H-comodule unitaire. Par la première étape de la preuve, il suffit de vérifier que ( f g(1), cag(1)) et ( f e f (A), cae f (A))
sont des H-comodules unitaires. Par la deuxième étape de la preuve, ( f e f (A), cae f (A)) est un H-comodule unitaire
puisque cae f (A) est la coaction triviale. Il reste à voir que ( f g(1), cag(1)) est un H-comodule unitaire. Il suffit alors de
remarquer que cag(1) = cm. C
Remarque 1.29 — Gardons les hypothèses de la Proposition 1.28. L’association A ∈ M  ( f (A), caA) définit
un foncteur monoïdal f˜ : M // coMod(H) qui factorise le foncteur f . Plus précisément, on a f = o ◦ f˜ avec
o : coMod(H) // E le foncteur d’oubli. On verra dans le §1.5.2 que cette factorisation est universelle.
Le lemme ci-dessous a servi dans la preuve de la Proposition 1.28.
Lemme 1.30 — Soient A′ et C′ des objets de E, et B et D des objet de M. Le diagramme suivant
(g(A′) ⊗ B) ⊗ (g(C′) ⊗ D) cd⊗cd //
id⊗τ⊗id ∼

g(A′ ⊗ f (B)) ⊗ g(C′ ⊗ f (D)) m // g((A′ ⊗ f (B)) ⊗ (C′ ⊗ f (D)))
id⊗τ⊗id∼

g((A′ ⊗C′) ⊗ ( f (B) ⊗ f (D)))
∼

(g(A′) ⊗ g(C′)) ⊗ (B ⊗ D) m⊗id // g(A′ ⊗C′) ⊗ (B ⊗ D) cd // g((A′ ⊗C′) ⊗ f (B ⊗ D))
est commutatif (où on a noté m le morphisme structural du foncteur pseudo-monoïdal g).
Démonstration. La vérification de ce lemme est pénible et sans intérêt. Elle est omise. C
1.3.3. Opérations sur le foncteur f . — On garde les hypothèses et les notations du §1.3.2.
Définition 1.31 — Soit E un objet de E. Une transformation naturelle t : f (−) // E ⊗ f (−) est appelée une
opération si pour tout objet A de M et B′ de E, le diagramme
f (A ⊗ e(B′)) t //
∼

E ⊗ f (A ⊗ e(B′)) ∼ // E ⊗ ( f (A) ⊗ B′)
∼

f (A) ⊗ B′ t // (E ⊗ f (A)) ⊗ B′
commute. On notera OperE( f ) l’ensemble des opérations de f (−) dans E ⊗ f (−).
Soit E un objet de E. Étant donnée une flèche a : H // E, on définit une transformation naturelle ta : f (−) // E⊗
f (−) donnée par la composition de f (−) ca // H ⊗ f (−) a⊗id // E ⊗ f (−). On a le résultat suivant.
Proposition 1.32 — Soit E un objet de E. L’association a ta définit une bijection :
homE(H, E) ' OperE( f ).
Démonstration. Montrons d’abord que la transformation naturelle ta est une opération. Soient A un objet de M et B′
un objet de E. Le H-comodule f (A ⊗ e(B′)) est isomorphe à f (A) ⊗ B′ (où B′ est vu comme un H-comodule trivial).
L’ALGÈBRE DE HOPF ET LE GROUPE DE GALOIS MOTIVIQUES, I 17
En utilisant la Remarque 1.27, on obtient le diagramme commutatif
f (A ⊗ e(B′)) ca //
∼

H ⊗ f (A ⊗ e(B′)) ∼ // H ⊗ ( f (A) ⊗ B′)
∼

f (A) ⊗ B′ ca // (H ⊗ f (A)) ⊗ B′.
Il est maintenant aisé de conclure que ta est une opération. On a donc une application α : homE(H, E) // OperE( f ).
D’autre part, on construit une application β dans l’autre sens en associant à une opération t : f (−) // E ⊗ f (−) la
composition de
f g(1)
t
// E ⊗ f g(1) id⊗cu// E ⊗ 1 ' E .
Nous allons montrer que β ◦ α et α ◦ β sont des identités.
Soit a : H // E une flèche de E. La flèche β ◦ α(a) est donnée par la composition de
f g(1)
cm
// H ⊗ f g(1) a⊗id // E ⊗ f g(1) id⊗cu// E ⊗ 1 ' E.
L’égalité a = β ◦ α(a) est alors claire. D’autre part, soit t : f (−) // E ⊗ f (−) une opération. L’opération α ◦ β(t) est
donnée, en A ∈M, par la composition de
f (A)
ca
// f g(1) ⊗ f (A) t⊗id // (E ⊗ f g(1)) ⊗ f (A) id⊗cu⊗id // E ⊗ f (A).
Considérons le morphisme s : A // g(1) ⊗ e f (A) égal à la composition de
A
η
// g f (A) ' g(1 ⊗ f (A)) θ∼ // g(1) ⊗ e f (A).
En utilisant que t est une opération, on voit que tous les sous-diagrammes qui constituent
f (A)
s
//
t

caA
++
f (g(1) ⊗ e f (A)) ∼ //
t

f g(1) ⊗ f (A) t⊗id // (E ⊗ f g(1)) ⊗ f (A)
E ⊗ f (A) s // E ⊗ f (g(1) ⊗ e f (A)) ∼ // E ⊗ ( f g(1) ⊗ f (A)) ∼ //
id⊗cu⊗id

(E ⊗ f g(1)) ⊗ f (A)
id⊗cu⊗id

E ⊗ f (A) E ⊗ f (A)
sont commutatifs. Ceci montre la relation t = α ◦ β(t). C
Remarque 1.33 —
(a) Étant données deux opérations t : f (−) // E ⊗ f (−) et t′ : f (−) // E′ ⊗ f (−) (avec E et E′ deux objets de E),
on définit une transformation naturelle t′ } t par la composition de
f (−) t // E ⊗ f (−) id⊗t
′
// E ⊗ (E′ ⊗ f (−)) ' (E ⊗ E′) ⊗ f (−).
On vérifie facilement que t′ } t est encore une opération, i.e., un élément de OperE⊗E′( f ). Ceci fournit un
accouplement − } − : OperE′( f ) × OperE( f ) // OperE⊗E′( f ) qui est associatif.
(b) Lorsque (E,m) est une algèbre de E et t, t′ ∈ OperE( f ), on notera t′ ◦ t la composition de
f (−) t
′}t
// (E ⊗ E) ⊗ f (−) m⊗id // E ⊗ f (−).
Ceci définit une loi de composition interne associative sur OperE( f ). Si E est unitaire, cette loi possède un
élément neutre donné par la composition de f (−) ' 1 ⊗ f (−) u⊗id // E ⊗ f (−).
Lemme 1.34 — Soient E et E′ deux objets de E. Soient t ∈ OperE( f ) et t′ ∈ OperE′( f ) deux opérations. L’opération
composée t′ } t correspond via la bijection de la Proposition 1.32 à la composition de
H
cm
// H ⊗ H β(t)⊗β(t
′)
// E ⊗ E′.
Démonstration. On reprend les notations de la preuve de la Proposition 1.32 et notamment les applications inverses
l’une de l’autre : α et β. Étant données une opération t : f (−) // E ⊗ f (−) et une flèche c : E // F, on déduit une
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nouvelle opération en prenant la transformation naturelle composée (c ⊗ id) ◦ t. Si l’énoncé du lemme est vrai pour
deux opérations t et t′, il est alors vrai pour les deux opérations (c ⊗ id) ◦ t et (c′ ⊗ id) ◦ t′ (avec c′ : E′ // F′ une
flèche de E). Étant donné que t = α ◦ β(t) = (β(t) ⊗ id) ⊗ ca et t′ = α ◦ β(t′) = (β(t′) ⊗ id) ⊗ ca, nous sommes ramenés
à traiter le cas où t = t′ = ca. Il s’agit alors de vérifier que les deux compositions de
f (A)
ca
// H ⊗ f (A) id⊗ca // H ⊗ (H ⊗ f (A)) ' (H ⊗ H) ⊗ f (A)
et de f (A)
ca
// H ⊗ f (A) cm⊗id// (H ⊗ H) ⊗ f (A)
sont égales. Mais on a déjà établi que ( f (A), ca) était un H-comodule. Le lemme est démontré. C
Corollaire 1.35 — La bijection de la Proposition 1.32 est un isomorphisme de monoïdes si l’on munit l’ensemble
homE(H, E) de sa loi de composition interne décrite dans la Proposition 1.9, (a) et l’ensemble Oper f (E) de la compo-
sition définie dans la Remarque 1.33, (b).
Définition 1.36 — Soit (E,m) une algèbre de E. Une transformation naturelle t : f (−) // E ⊗ f (−) est dite
multiplicative lorsque le diagramme
f (A) ⊗ f (B) t⊗t //
∼

(E ⊗ f (A)) ⊗ (E ⊗ f (B)) id⊗τ⊗id// (E ⊗ E) ⊗ ( f (A) ⊗ f (B))
m

f (A ⊗ B) t // E ⊗ f (A ⊗ B) ∼ // E ⊗ ( f (A) ⊗ f (B))
commute pour tout A et B dans M. Si E est unitaire, on dit que t est unitaire si la composition de 1 ' f (1) t // E ⊗
f (1) ' E est l’unité de E.
Lemme 1.37 — Soit (E,m) une algèbre unitaire de E. Soit t : f (−) // E ⊗ f (−) une transformation naturelle
multiplicative et unitaire. Alors, t est une opération si et seulement si pour tout objet A′ de E, le triangle
f e(A′) ∼ //
t ((
1 ⊗ f e(A′)
u⊗id

E ⊗ f e(A′)
(18)
est commutatif.
Démonstration. Il s’agit d’un exercice facile qu’on laissera au lecteur. C
Soit (E,m) une algèbre unitaire. On notera Oper×E( f ) ⊂ OperE( f ) le sous-ensemble des opérations multiplicatives
et unitaires. On a le résultat suivant.
Proposition 1.38 — La bijection homE(H, E) ' OperE( f ) de la Proposition 1.32 identifie Oper×E( f ) avec l’ensemble
des morphismes d’algèbres unitaires de H vers E.
Démonstration. Si t : f (−) // E ⊗ f (−) est une opération multiplicative et unitaire, la composition de
f g(1)
t
// E ⊗ f g(1) id⊗cu// E ⊗ 1 ' E
est clairement un morphisme d’algèbres unitaires. D’autre part, la transformation naturelle ca : f (−) // H ⊗ f (−)
est multiplicative et unitaire. En effet, ceci est une traduction du contenu de la seconde partie de la Proposition 1.28.
Il s’ensuit que si a : H // E est un morphisme d’algèbres unitaires, l’opération ta est multiplicative et unitaire. C
Remarque 1.39 —
(a) Soient E et E′ deux algèbres unitaires de E. Étant données deux opérations multiplicatives et unitaires t ∈
Oper×E( f ) et t
′ ∈ Oper×E′( f ), l’opération t′ } t est multiplicative et unitaire. Une façon économique de voir cela
est d’utiliser la proposition précédente et le Lemme 1.34.
(b) Soit E une algèbre commutative et unitaire. Étant données deux opérations multiplicatives et unitaires t, t′ ∈
Oper×E( f ), l’opération t
′ ◦ t est encore multiplicative et unitaire. (On utilise pour cela que m : E ⊗ E // E est
un morphisme d’algèbres unitaires.) En d’autres termes, Oper×E( f ) ⊂ OperE( f ) est un sous-monoïde unitaire.
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1.4. Existence d’une antipode sur H. —
Dans cette sous-section, on montre que la bialgèbre H = f g(1) est une algèbre de Hopf si certaines hypothèses de
la Sous-section 1.2 sont renforcées. On supposera dans cette sous-section l’hypothèse suivante qui entraîne clairement
l’Hypothèse 1.20.
Hypothèse 1.40 —
(a) Le foncteur f possède une 2-section dans la 2-catégorie des catégories monoïdales. De plus, le foncteur e admet
un adjoint à droite u.
(b) Pour tout A′ ∈ E et B ∈M le morphisme de coprojection cd : g(A′) ⊗ B // g(A′ ⊗ f (B)) est inversible.
Sous l’Hypothèse 1.40, on note pd : g(A′⊗ f (B)) ∼ // g(A′)⊗B l’inverse de cd. On définit une flèche cd : H // H⊗H
en prenant la composition de
cd : f g(1) ' f eug f g(1) δ // f g f g(1) ' f g(1 ⊗ f g(1)) pd∼ // f (g(1) ⊗ g(1)) ' f g(1) ⊗ f g(1). (19)
Plus généralement, pour tout objet A de M, on définit une flèche cdA : f (A) // H ⊗ f (A) en prenant la composition
de
cdA : f (A) ' f eug f (A) δ // f g f (A) ' f g(1 ⊗ f (A)) pd∼ // f (g(1) ⊗ A) ' f g(1) ⊗ f (A). (20)
Lemme 1.41 — Les deux diagrammes suivants
H
cd
//
cu

H ⊗ H
m

1
u
// H
f (A)
cdA
//
∼ ((
H ⊗ f (A)
cu⊗id

1 ⊗ f (A)
commutent (pour tout objet A de M).
Démonstration. On montre seulement la commutativité du carré. Notons m la multiplication de l’algèbre g(1). Le
diagramme
g(1) ⊗ g(1) cd∼ //
m

g(1 ⊗ f g(1))
δ

g(1) g(1 ⊗ 1)∼oo
commute. On déduit que la flèche composée m ◦ cd est égale à la composition de
f g(1) ' f eug f g(1) δ // f g f g(1) f g(δ)// f g(1).
Or, le diagramme
f g(1)
∼
//
δ

f eug f g(1)
δ
//
δ

f g f g(1)
δ

1
∼
// f eug(1)
δ
// f g(1)
commute pour des raisons triviales. De plus, la composition de la ligne horizontale inférieure est l’unité de H. En
effet, cette composition est un morphisme d’algèbres untaires de 1 dans H. C
Proposition 1.42 — La transformation naturelle cd : f (−) // H⊗ f (−) est une opération multiplicative et unitaire.
Démonstration. Soient A et B deux objets de M. En utilisant le Lemme 1.30, on obtient que le diagramme
g(1 ⊗ f (A)) ⊗ g(1 ⊗ f (B)) pd⊗pd∼ //
m

(g(1) ⊗ A) ⊗ (g(1) ⊗ B) id⊗τ⊗id∼ // (g(1) ⊗ g(1)) ⊗ (A ⊗ B)
m

g((1 ⊗ f (A)) ⊗ (1 ⊗ f (B))) ∼ // g(1 ⊗ f (A ⊗ B)) pd∼ // g(1) ⊗ (A ⊗ B)
commute. En appliquant le foncteur f au diagramme précédent et en utilisant le diagramme commutatif
f (A) ⊗ f (B) ∼ //
m

f eug f (A) ⊗ f eug f (B) δ⊗δ //
m

f g f (A) ⊗ f g f (B) ∼ //
m

f g(1 ⊗ f (A)) ⊗ f g(1 ⊗ f (B))
m

f (A ⊗ B) ∼ // f eug f (A ⊗ B) δ // f g f (A ⊗ B) ∼ // f g(1 ⊗ ( f (A) ⊗ f (B))),
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il est aisé de déduire que la transformation naturelle cd est multiplicative. Pour montrer que cd est unitaire, on peut
utiliser la Proposition 1.47. On peut également donner une preuve directe inspirée de la fin de la preuve de cette même
proposition. Il reste donc à vérifier que le triangle du Lemme 1.37 commute pour t = cd. On utilise encore une fois la
Proposition 1.47 et le fait que ( f e(A′), cae(A′)) est un H-comodule trivial. C
Définition 1.43 — On appelle ι : H // H la composition de H cd // H ⊗ H id⊗cu // H ⊗ 1 ' H.
Lemme 1.44 — Soient E une algèbre unitaire de E et a : H // E un morphisme d’algèbres unitaires. On définit
une opération multiplicative et unitaire t′a par la composition de
t′a : f (−) cd // H ⊗ f (−) a⊗id // E ⊗ f (−).
L’opération t′a correspond via l’identification de la Proposition 1.32 au morphisme d’algèbres donné par la composi-
tion de H ι // H a // E.
Démonstration. On doit calculer β(t′a) (avec les notations de la preuve de la Proposition 1.32). Il s’agit d’un calcul
immédiat qu’on laissera au lecteur. C
Le résultat principal de cette sous-section est le suivant.
Théorème 1.45 — La bialgèbre H est une algèbre de Hopf d’antipode ι.
La preuve du Théorème 1.45 repose sur les deux propositions suivantes.
Proposition 1.46 — Modulo l’isomorphisme composé f g(1) ' ug f g(1) ' u(g(1) ⊗ g(1)), la flèche ι correspond à
la permutation des facteurs. En d’autres termes, le diagramme
f g(1)
∼
//
ι

ug f g(1)
∼
// ug(1 ⊗ f g(1)) pd∼ // u(g(1) ⊗ g(1))
τ

f g(1)
∼
// ug f g(1)
∼
// ug(1 ⊗ f g(1)) pd∼ // u(g(1) ⊗ g(1))
est commutatif. En particulier, ι est une involution.
Démonstration. Appelons ι′ l’involution de l’énoncé. Il suffit de montrer que ι ◦ ι′ est l’identité. En reprenant les
définitions de ι et ι′, on voit que ι ◦ ι′ est la composition de
f g(1) ' f eug f g(1) ∼ // f eu(g(1) ⊗ g(1)) τ // f eu(g(1) ⊗ g(1)) ∼ // f eug f g(1)
δ
// f g f g(1)
∼
// f (g(1) ⊗ g(1)) ∼ // f g(1) ⊗ f g(1) id⊗cu // f g(1) ⊗ 1 ' f g(1).
On déduit immédiatement que ι ◦ ι′ est la composition de
f g(1) ' f eug f g(1) δ // f g f g(1) ∼ // f (g(1) ⊗ g(1))
∼ τ

f (g(1) ⊗ g(1)) ∼ // f g(1) ⊗ f g(1) id⊗cu // f g(1) ⊗ 1 ' f g(1).
C’est donc la composition de H cd // H ⊗ H cu⊗id// 1 ⊗ H ' H. Par le Lemme 1.41, c’est aussi l’identité. C
Proposition 1.47 — Soit A un objet de M. Le diagramme
f (A)
cdA
//
∼

H ⊗ f (A) id⊗caA // H ⊗ (H ⊗ f (A)) ∼ // (H ⊗ H) ⊗ f (A)
m⊗id

1 ⊗ f (A) u // H ⊗ f (A)
commute.
Démonstration. On doit calculer la composition de
f (A)
cdA
// H ⊗ f (A) id⊗caA // H ⊗ (H ⊗ f (A)) ' (H ⊗ H) ⊗ f (A) m⊗id // H ⊗ f (A). (21)
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Les deux diagrammes suivants commutent pour des raisons triviales :
f (A)
∼
//
η

f eug f (A)
δ
//
η

f g f (A)
pd
∼ //
η

f (g(1) ⊗ A)
η

×
f g f (A)
∼
//
∼θ

f eug f g f (A)
δ
//
θ∼

f g f g f (A)
pd
∼ //
θ∼

f (g(1) ⊗ g f (A))
θ∼

×
f (g(1) ⊗ e f (A)) ∼ // f eug f (g(1) ⊗ e f (A)) δ // f g f (g(1) ⊗ e f (A)) pd∼ //×× f (g(1) ⊗ (g(1) ⊗ e f (A))),
et
f (g(1) ⊗ A) ∼ //
η

×
f g(1) ⊗ f (A)
η

f (g(1) ⊗ g f (A)) ∼ //
θ ∼

×
f g(1) ⊗ f g f (A)
θ∼

f (g(1) ⊗ (g(1) ⊗ e f (A))) ∼ //
∼

f g(1) ⊗ f (g(1) ⊗ e f (A))
∼

f ((g(1) ⊗ g(1)) ⊗ e f (A))
∼

f g(1) ⊗ ( f g(1) ⊗ f (A))
∼

f (g(1) ⊗ g(1)) ⊗ f (A) ∼ // ( f g(1) ⊗ f g(1)) ⊗ f (A).
Par ailleurs, en utilisant le Lemme 1.16, on peut former le diagramme commutatif suivant :
f (g(1) ⊗ (g(1) ⊗ e f (A))) cd∼ //
∼

×× f g f (g(1) ⊗ e f (A))
∼

f ((g(1) ⊗ g(1)) ⊗ e f (A)) cd∼ //
m ,,
f (g f g(1) ⊗ e f (A))
δ

cd
∼ // f g( f g(1) ⊗ f e f (A))
δ

f (g(1) ⊗ e f (A)) cd∼ // f g(1 ⊗ f e f (A)).
En recollant les trois diagrammes ci-dessus selon les flèches croisées et doublement croisées, on déduit que la com-
position de (21) est égale à celle de
f (A)
η
// f g f (A)
θ
∼ // f (g(1) ⊗ e f (A)) ∼ // f eug f (g(1) ⊗ e f (A)) δ // f g f (g(1) ⊗ e f (A)) (22)
' f g( f g(1) ⊗ f e f (A)) δ // f g(1 ⊗ f e f (A)) pd∼ // f (g(1) ⊗ e f (A)) ' f g(1) ⊗ f e f (A) ' f g(1) ⊗ f (A).
Le diagramme
f (g(1) ⊗ e f (A)) ∼ //
∼

f eug f (g(1) ⊗ e f (A)) δ //
∼

f g f (g(1) ⊗ e f (A))
∼

f g(1) ⊗ f e f (A) ∼ //
δ

f eug( f g(1) ⊗ f e f (A)) δ //
δ

f g( f g(1) ⊗ f e f (A))
δ

1 ⊗ f e f (A) ∼ //
∼

f eug(1 ⊗ f e f (A)) δ //
∼

f g(1 ⊗ f e f (A))
∼

f (A)
∼
// f eug f (A)
δ
// f g f (A)
commute pour des raisons triviales. Il s’ensuit que la composition de (22) est égale à celle de
f (A)
η
// f g f (A)
θ
∼ // f (g(1) ⊗ e f (A)) ∼ // f g(1) ⊗ f e f (A) δ // 1 ⊗ f e f (A) ' f (A) (23)
' f eug f (A) δ // f g f (A) θ∼ // f (g(1) ⊗ e f (A)) ' f g(1) ⊗ f e f (A) ' f g(1) ⊗ f (A).
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La composition de la première ligne de (23) est l’identité. En effet, modulo des identifications évidentes, il s’agit de
la composition de f (A) ca // H ⊗ f (A) cu⊗id// 1 ⊗ f (A) ' f (A). On a donc montré que la composition de (21) est égale
à celle de
f (A) ' f eug f (A) δ // f g f (A) θ∼ // f (g(1) ⊗ e f (A)) ' f g(1) ⊗ f e f (A) ' f g(1) ⊗ f (A).
Toutes les flèches ci-dessus sont naturelles en f (A). En d’autres termes, on peut considérer pour A′ dans E la compo-
sition de
A′ ' f eug(A′) δ // f g(A′) θ∼ // f (g(1) ⊗ e(A′)) ' f g(1) ⊗ A′, (24)
et lorsqu’on prend A′ = f (A) on retrouve la composition de (21).
Pour terminer, il nous reste à montrer que la composition de (24) est égale à celle de A′ ' 1 ⊗ A′ u⊗id // H ⊗ A′.
On peut pour cela remplacer A′ par f e(A′). L’isomorphisme f e(A′) ' f eug f e(A′) utilisé dans (24) est alors égal à
l’unité η : f e(A′) // f eug f e(A′) de l’adjonction ( f e, ug). C’est donc la composition de deux morphismes d’unité :
f e(A′)
η
// f eue(A′)
η
// f eug f e(A′). On déduit aussitôt que la composition de (24) (pour l’objet f e(A′)) est égale à
la composition de
f e(A′)
η
// f g f e(A′) θ∼ // f (g(1) ⊗ e f e(A′)) ' f g(1) ⊗ f e(A′)
qui n’est autre que le morphisme structural cae(A′) du H-comodule f e(A′). Le résultat recherché découle maintenant
de la troisième partie de la Proposition 1.28. C
Nous sommes maintenant en mesure de démontrer le résultat principal de cette sous-section.
Démonstration du Théorème 1.45. Soient E une algèbre commutative et unitaire de E et a : H // E un morphisme
d’algèbres unitaires. On dispose de deux opérations multiplicatives et unitaires ta, t′a : f (−) // E ⊗ f (−) (voir la
Proposition 1.32 et le Lemme 1.44). On cherche à calculer l’opération multiplicative et unitaire ta ◦ t′a (voir les
Remarques 1.33 et 1.39). Soit A un objet de M. Le diagramme suivant
f (A)
cdA
// H ⊗ f (A) id⊗caA //
a⊗id

H ⊗ (H ⊗ f (A)) ∼ //
a⊗a⊗id

(H ⊗ H) ⊗ f (A) m⊗id //
a⊗a⊗id

H ⊗ f (A)
a⊗id

E ⊗ f (A)
id⊗caA

E ⊗ (E ⊗ f (A)) ∼ // (E ⊗ E) ⊗ f (A) m⊗id // E ⊗ f (A)
E ⊗ (H ⊗ f (A)) id⊗a⊗id
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commute. Par la Proposition 1.47, la composition de la ligne horizontale supérieure du diagramme ci-dessus est égale
à la composition de f (A) // 1 ⊗ f (A) u // H ⊗ f (A). On en déduit aussitôt que ta ◦ t′a est l’opération triviale donnée
par e : f (−) ' 1 ⊗ f (−) u // E ⊗ f (−). Vu le Lemme 1.44, on a donc ta◦ι ◦ ta = e. En utilisant la Proposition 1.46,
on obtient également ta ◦ ta◦ι = e. Vu le Corollaire 1.35 et la Proposition 1.38, ceci entraîne que a ◦ ι est un inverse
à gauche et à droite de a dans le monoïde des morphismes d’algèbres unitaires de H dans E. Il s’ensuit aussitôt que ι
est une antipode de H. C
1.5. Fonctorialité et comportement vis à vis de la composition des foncteurs. —
Dans cette sous-section, on étudie la fonctorialité en f de la bialgèbre H construite dans la Sous-section 1.2.
1.5.1. Fonctorialité générale. — Pour i ∈ {1, 2}, on se donne deux catégories monoïdales (Mi,⊗,1) et (Ei,⊗,1),
ainsi qu’un foncteur monoïdal fi : Mi // Ei. On suppose que fi admet un adjoint à droite gi et une 2-section
monoïdale ei telle que l’Hypothèse 1.20 est satisfaite. Enfin, on se donne des foncteurs monoïdaux k : M1 // M2 et
k : E1 // E2 et des isomorphismes de foncteurs monoïdaux k ◦ f1 ' f2 ◦ k et k ◦ e1 ' e2 ◦ k. On supposera que la
composition des isomorphismes k ' k f1e1 ' f2ke1 ' f2e2k ' k est l’identité de k.
Par la Sous-section 1.2 on dispose de deux bialgèbres biunitaires H1 = f1 ◦ g1(1) et H2 = f2 ◦ g2(1) dans E1 et E2
respectivement. Par ailleurs, on a une transformation naturelle kg1 // g2k déduite par adjonction de l’isomorphisme
f2k
∼
// k f1. Rappelons qu’elle est égale à la composition de kg1
η
// g2 f2kg1
∼
// g2k f1g1
δ
// g2k. On a le résultat
suivant.
Proposition 1.48 —
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(a) La flèche n : k(H1) // H2 donnée par la composition de k f1g1(1) ' f2kg1(1) // f2g2k(1) ' f2g2(1) est un
morphisme de bialgèbres biunitaires.
(b) Soit X un objet de M1. On munit f2k(X) de sa structure naturelle de H2-comodule décrite dans la Proposition
1.28. On munit k f1(X) de la structure de H2-comodule obtenue par corestriction suivant n : k(H1) // H2 à
partir de sa structure de k(H1)-comodule déduite de celle de la Proposition 1.28. L’isomorphisme k f1(X) '
f2k(X) est alors un isomorphisme de H2-comodules.
Démonstration. En utilisant le Lemme 1.3, on voit immédiatement que n est un morphisme d’algèbres unitaires. On
montrera d’abord la seconde partie de l’énoncé. (Notons que cette partie de l’énoncé se traduit par la commutativité
d’un diagramme ayant un sens sans que l’on sache que n est un morphisme de coalgèbres.) Pour X dans M1, on a un
diagramme commutatif
k f1(X)
∼

η
// k f1g1 f1(X)
∼
//
∼

k f1g1(1 ⊗ f1(X)) θ∼ //
∼

k f1(g1(1) ⊗ e1 f1(X))
∼

×
f2kg1 f1(X)
∼
//

f2kg1(1 ⊗ f1(X)) θ∼ //

f2k(g1(1) ⊗ e1 f1(X))
∼

×
f2g2k f1(X)
∼
//
∼

f2g2k(1 ⊗ f1(X))
∼

f2(kg1(1) ⊗ ke1 f1(X))

×
f2g2(k(1) ⊗ k f1(X)) θ∼ //
∼

f2(g2k(1) ⊗ e2k f1(X))
∼

×
f2k(X)
η
// f2g2 f2k(X)
∼
// f2g2(1 ⊗ f2k(X)) θ∼ // f2(g2(1) ⊗ e2 f2k(X)).
Par ailleurs, le diagramme suivant commute :
k f1(g1(1) ⊗ e1 f1(X))
∼

∼
//
×
k( f1g1(1) ⊗ f1e1 f1(X)) ∼ // k f1g1(1) ⊗ k f1e1 f1(X)
∼

∼
// k f1g1(1) ⊗ k f1(X)

f2k(g1(1) ⊗ e1 f1(X)) ∼ //× f2(kg1(1) ⊗ ke1 f1(X)) ∼ //

×
f2kg1(1) ⊗ f2ke1 f1(X)

f2kg1(1) ⊗ k f1(X)

f2(g2k(1) ⊗ e2k f1(X)) ∼ //
∼

×
f2g2k(1) ⊗ f2e2k f1(X)
∼

∼
// f2g2k(1) ⊗ k f1(1)
∼

f2(g2(1) ⊗ e2 f2k(X)) ∼ // f2g2(1) ⊗ f2e2 f2k(X) // f2g2(1) ⊗ f2k(X).
En recollant les deux diagrammes ci-dessus suivant les flèches croisées, on déduit aussitôt que le diagramme
k f1(X)
caX
//
∼

k(H1) ⊗ k f1(X) n⊗id // H2 ⊗ k f1(X)
∼

f2k(X)
cak(X)
// H2 ⊗ f2k(X)
commute. Ceci démontre la seconde partie de la proposition. Enfin, pour voir que n est un morphisme de coalgèbres,
on applique ce qui précède à X = g1(1). Les détails seront laissés au lecteur. C
Dans le reste du paragraphe, on supposera que E1 = E2 = E et que le foncteur k : E // E est l’identité. On
supposera également que k : M1 // M2 possède un adjoint à droite l.
Lemme 1.49 — Le morphisme de bialgèbres n : H1 // H2 est égal à la composition de f1g11 ' f2klg1 δ // f2g1.
Démonstration. Il s’agit d’un exercice sur les adjonctions qu’on laissera au lecteur. C
Corollaire 1.50 — Supposons que le foncteur k : M1 // M2 est une localisation, i.e., que l est pleinement fidèle.
Alors, le morphisme n : H1 // H2 est inversible.
Remarque 1.51 — Supposons que le foncteur k : M1 // M2 est une localisation et que f1 vérifie l’Hypothèse
1.20 (resp. l’Hypothèse 1.40). Même si l’on ignore que f2 vérifie l’Hypothèse 1.20 (resp. l’Hypothèse 1.40), on a des
isomorphismes canoniques f1g1(1) ' f2klg2(1) ' f2g2(1). Vu le Corollaire 1.50, il est naturel de munir H2 = f2g2(1)
de la structure de bialgèbre déduite de H1. Par ailleurs, pour A ∈ M2, les isomorphismes f2(A) ' f2kl(A) ' f1l(A)
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permettent d’obtenir une structure de H2-comodule sur f2(A) à partir de la structure naturelle de H1-comodule sur
f1(l(A)). On en déduit un foncteur M2 // coMod(H2) qui factorise f2.
On pose K = f1 ◦ l(1), que l’on munit de sa structure de H1-comodule décrite dans la Proposition 1.28. L’unité
de l’algèbre g2(1) induit une flèche r : K // H1. C’est la composition de f1l(1)
u
// f1lg2(1) ' f1g1(1). Il est clair
que r est un morphisme de H1-comodules. Par ailleurs, on dispose d’une flèche évidente v : K // 1 donnée par la
composition de f1l(1) ' f2kl(1) δ // f21 ' 1. Notons le lemme simple suivant dont la preuve est laissée en exercice.
Lemme 1.52 — Avec les notations ci-dessus, on a la relation n ◦ r = u ◦ v.
1.5.2. Universalité. — On peut utiliser la Proposition 1.48 pour montrer que les bialgèbres que nous avons construites
dans la Sous-section 1.2 sont universelles. Pour cela, on a besoin d’une petite digression. Soit (C,⊗,1) une catégorie
monoïdale. Étant donnée une coalgèbre counitaire (B, cm) de C, rappelons que coMod(B) désigne la catégorie des
B-comodules counitaires.
Lemme 1.53 — Soit (H,m, cm) une bialgèbre commutative et biunitaire de C. (3) Le foncteur d’oubli de la coaction
o : coMod(H) // C admet un adjoint à droite r donné par r(−) = (H ⊗ (−), cm ⊗ id). L’unité de cette adjonction
η : id // r◦o appliquée à un H-comodule X est la coaction de H sur X. La counité de cette adjonction δ : o◦r // id
est donnée par la composition de H ⊗ (−) cu⊗id// 1 ⊗ (−) ' (−).
Démonstration. Soit (X, caX) un H-comodule. La compatibilité de la coaction caX avec la comultiplication cm en-
traîne que la flèche caX : X // H⊗X = ro(X) est un morphisme de H-comodules. On a donc bien une transformation
naturelle η : id // r ◦ o. Pour montrer le lemme, il faut vérifier les deux relations habituelles entre unité et counité
d’une adjonction. Ceci est un exercice facile qu’on laissera au lecteur. C
Lemme 1.54 — Gardons les notations et les hypothèses du Lemme 1.53. Notons c : C // coMod(H) le foncteur
qui associe à un objet Y de C le H-comodule trivial sur Y. L’Hypothèses 1.20 est alors vérifiée pour o, r et c. De
plus, l’isomorphisme évident o ◦ r(1) ' H est un isomorphisme de bialgèbres biunitaires si l’on munit o ◦ r(1) de la
structure de bialgèbre du Théorème 1.21.
Démonstration. La catégorie coMod(H) est monoïdale et les foncteurs o et c sont monoïdaux et unitaires et vérifient
idC = o ◦ c. Ceci démontre la première partie de l’Hypothèse 1.20. En revenant aux définitions, on peut montrer que
cd est la composition de
cd : (H ⊗ A) ⊗ X id⊗ca // (H ⊗ A) ⊗ (H ⊗ X) id⊗τ⊗id// (H ⊗ H) ⊗ (A ⊗ X) m⊗id // H ⊗ (A ⊗ X).
Lorsque le H-comodule X est trivial (i.e., dans l’image du foncteur c), cette composition s’écrit
(H ⊗ A) ⊗ X ' (H ⊗ A) ⊗ (1 ⊗ X) id⊗cu⊗id// (H ⊗ A) ⊗ (H ⊗ X) id⊗τ⊗id// (H ⊗ H) ⊗ (A ⊗ X) m⊗id // H ⊗ (A ⊗ X).
C’est donc simplement l’isomorphisme d’associativité. En particulier, la seconde partie de l’Hypothèse 1.20 est aussi
vérifiée. Pour terminer la preuve du lemme, il reste à identifier la bialgèbre o ◦ r(1) fournie par le Théorème 1.21 avec
la bialgèbre H de départ. Il s’agit d’un exercice facile qu’on laissera au lecteur. (Pour montrer que les comultiplications
sont les mêmes, il faut utiliser le calcul précédent de cd dans le cas où X est le H-comodule trivial.) C
Proposition 1.55 — Reprenons les notations et les hypothèses de la Sous-section 1.2. Soit K une bialgèbre commu-
tative et biunitaire de E, et supposons donné un triangle commutatif
M //
f ++
coMod(K)
o

E.
Autrement dit, pour tout A ∈ M, on dispose d’une coaction counitaire de K sur f (A) qui de plus est naturelle en
A. Supposons aussi que cette coaction est triviale si A est dans l’image de e : E // M. Alors, il existe un unique
morphisme de bialgèbres biunitaires H // K suivant lequel la coation de K sur f (A) se déduit par corestriction de
la coaction de H sur f (A) pour tout A ∈M.
Démonstration. Il s’agit d’une application directe de la Proposition 1.48 et des Lemmes 1.53 et 1.54. C
3. On demande que H est commutative pour que coMod(H) soit une catégorie monoïdale symétrique. Toutefois, le lecteur vérifiera facile-
ment que le lemme est également vrai pour les bialgèbres biunitaires non nécessairement commutatives.
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2. Les réalisations de Betti et leurs algèbres de Hopf motiviques
Soient k un corps de caractéristique nulle. Suivant [7], nous savons associer à un plongement complexe σ : k ↪→
C un foncteur de réalisation de Betti. En fait, ce foncteur de réalisation existe dans quatre variantes, selon qu’on
considère les motifs effectifs ou stables, avec ou sans transferts. Dans cette section, nous appliquons le formalisme de
la section précédente à ce foncteur dans ses deux variantes sans transferts et on étudiera les bialgèbres ainsi obtenues.
(On verra dans [8] que les deux variantes avec transferts fournissent les mêmes bialgèbres à isomorphisme près.)
Ces deux bialgèbres seront notées Heffmot(k, σ) (pour la variante effective) et Hmot(k, σ) (pour la variante stable). Nous
montrons aussi que Hmot(k, σ) est une algèbre de Hopf.
Nous donnerons ensuite des complexes explicites qui décrivent les algèbres Heffmot(k, σ) et Hmot(k, σ), ainsi que
leurs tensorisées par C. Comme application de cela, nous obtiendrons que ces bialgèbres sont (−1)-connexes, i.e.,
n’ont pas d’homologie en degrés strictement négatifs.
Dans toute cette section, on fixe un anneau commutatif Λ qu’on supposera (pour simplifier) noethérien et de di-
mension de Krull finie. En pratique, le cas le plus utile est celui où Λ est un anneau de Dedekind ou un quotient d’un
tel anneau. On note Cpl(Λ) la catégorie des complexes de Λ-modules que l’on munit de sa structure de modèles pro-
jective, i.e., telle que les fibrations sont les épimorphismes et les équivalences faibles sont les quasi-isomorphismes.
On note D(Λ) la catégorie homotopique de cette structure. Les objets compacts de D(Λ) sont les complexes parfaits ;
ils sont donc fortement dualisables.
2.1. Constructions et propriétés basiques (version sans transferts). —
Étant donnée une catégorie essentiellement petite C, on notera PSh(C,Λ) la catégorie des préfaisceaux de Λ-
modules sur C. Dans la suite, nous considérons surtout des préfaisceaux de Λ-modules. Ainsi, lorsqu’on ne précise
pas la catégorie dans laquelle un préfaisceau prend ses valeurs, c’est que ce dernier est un préfaisceau de Λ-modules.
Nous avons aussi la catégorie Cpl(PSh(C,Λ)) dont les objets peuvent être considérés comme des préfaisceaux sur C
à valeurs dans Cpl(Λ). Si F est un préfaisceau d’ensembles sur C et A ∈ Cpl(Λ), nous noterons F ⊗ A = F ⊗ Acst
(voir [5, Déf. 4.4.2]) le préfaisceau qui à U ∈ C associe le coproduit de F(U) copies de A. Le produit tensoriel dans
PSh(C,Λ) sera aussi désigné par − ⊗ −. Ceci n’entraînera pas de confusion : un préfaisceau de Λ-modules ne sera
jamais considéré comme un préfaisceau d’ensembles. Bien entendu, on utilisera aussi de la notation − ⊗Λ− si l’on
veut être plus précis.
2.1.1. Rappels sur les catégories des motifs. — Pour un schéma (noethérien) X, on note Sm/X la catégorie des X-
schémas quasi-projectifs (4) lisses que l’on munit de la topologie Nisnevich (désignée par Nis) ou la topologie étale
(désignée par ét). Dans la suite, τ désignera un symbole parmi {Nis, ét}. On dispose d’une structure de modèles
projective τ-locale sur Cpl(PSh(Sm/X,Λ)) (voir [5, Prop. 4.4.31]). Le résultat ci-dessous décrit les objets fibrants
dans cette structure. Malheureusement, il ne figure pas explicitement dans [5, Chap. 4].
Lemme 2.1 — Un complexe de préfaisceaux F ∈ Cpl(PSh(Sm/X,Λ)) est projectivement τ-fibrant si et seulement
si pour tout X-schéma lisse U, la restriction de F au petit site étale Et/U est projectivement τ-fibrante.
Démonstration. La condition est nécessaire puisque la restriction de Sm/X à Et/U est un foncteur de Quillen à
droite par [5, Th. 4.4.50]. Montrons que la condition est suffisante. Supposons donc que la restriction de F à Et/U
est projectivement τ-fibrante pour tout U ∈ Sm/X. On choisit une équivalence τ-locale u : F // G avec G un
complexe de préfaisceaux τ-fibrant. La restriction de u au petit site Et/U est encore une équivalence τ-locale. De
plus, les restrictions de F et G à Et/U sont τ-fibrants ; pour F, c’est notre hypothèse de départ, et pour G on utilise
encore une fois [5, Th. 4.4.50]. Mais une équivalence τ-locale entre complexes de préfaisceaux τ-fibrants est un
quasi-isomorphisme de complexes de préfaisceaux. Ceci entraîne que u est un quasi-isomorphisme de complexes de
préfaisceaux. On en déduit que F est τ-local. Étant donné que tout complexe de préfaisceaux est projectivement fibrant
pour la structure projective non localisée, les objets τ-fibrants sont exactement les objets τ-locaux. Il s’ensuit que F
est projectivement τ-fibrant. C
Une localisation à la Bousfield de la structure de modèles projective τ-locale fournit la structure projective (A1, τ)-
locale pour laquelle les flèches A1Y ⊗ Λ[n] // Y ⊗ Λ[n] sont des équivalences faibles pour tout X-schéma lisse Y et
tout n ∈ Z (voir [5, Déf. 4.5.12]). On pose :
DAeff,τ(X,Λ) = HoA1−τ(Cpl(PSh(Sm/X,Λ))),
4. Dans la suite, et sauf mention du contraire, tous les X-schémas seront supposés quasi-projectifs. Ceci ne restreint pas la généralité des
énoncés locaux pour une topologie plus fine que la topologie de Zariski.
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la catégorie homotopique de la structure (A1, τ)-locale. C’est la catégorie des X-motifs effectifs (sans transferts). Elle
est triangulée et monoïdale et son objet unité est donné par le préfaisceau constant Λcst. Lorsque τ = Nis, on omettra
la mention de la topologie et on notera simplement DAeff(X,Λ).
Soit TX un remplacement projectivement cofibrant du préfaisceau quotient (A1X ⊗ Λ)/((A1X − oX) ⊗ Λ), avec oX la
section nulle de la droite affine relative. On note SptΣTX (Cpl(PSh(Sm/X,Λ))) la catégorie des TX-spectres symétriques
de complexes de préfaisceaux sur Sm/X. On munit cette catégorie de la structure projective stable déduite de la
structure projective (A1, τ)-locale (voir [5, Déf. 4.5.21]). On pose :
DAτ(X,Λ) = HoA1−τ−st(SptΣTX (Cpl(PSh(Sm/X,Λ)))),
la catégorie homotopique de la structure stable (A1, τ)-locale. C’est la catégorie des X-motifs (sans transferts). Elle
est triangulée et monoïdale et son objet unité est ΛX(0) = Sus0TX (Λcst). Lorsque τ = Nis, on omettra la mention
de la topologie et on notera simplement DA(X,Λ). On dispose d’un foncteur de TX-suspension infinie LSus0TX :
DAeff,τ(X,Λ) // DAτ(X,Λ) qui est triangulé et monoïdal (voir [5, Lem. 4.3.9, Prop. 4.3.35 et Cor. 4.3.72]). Il admet
un adjoint à droite REv0. C’est le foncteur dérivé à droite du foncteur Ev0 qui associe à un TX-spectre symétrique son
complexe de préfaisceaux en niveau 0.
L’objet Sus0TX (TX[−2]) sera noté ΛX(1). C’est un objet inversible pour le produit tensoriel ce qui permet de définir
les objets ΛX(n) pour tout n ∈ Z. (Lorsqu’il n’y a pas de confusion possible, nous noterons simplement Λ(n) ces
objets.) Le produit tensoriel par ΛX(n) est le twist de Tate qu’on désignera simplement par † †(n).
2.1.2. Rappels sur la réalisation de Betti. — Comme dans [7], on appellera espace analytique complexe un « ana-
lytic space » au sens de [18] que l’on supposera implicitement dénombrable à l’infini (i.e., égale à une réunion
dénombrable de sous-ensembles compacts). Pour r ∈ R>0 un réel strictement positif et z0 ∈ C un point de la droite
affine complexe, on note D1(z0, r) = {z ∈ C, |z−z0| < r} le disque ouvert de centre z0 et de rayon r muni de sa structure
complexe évidente. On note simplement D1 le disque ouvert de centre 0 et de rayon 1 et Dn le produit cartésien de n
copies de D1. Étant donné un espace analytique complexe X, on pose DnX = X × Dn.
Pour un espace analytique complexe X, on note Ouv(X) l’ensemble des ouverts de X ordonné par l’inclusion et
AnSm/X la catégorie des X-espaces analytiques lisses, i.e., des morphismes lisses d’espaces analytiques complexes
de but X. (Lorsque X = pt, avec pt l’espace analytique final formé d’un seul point, AnSm/pt est simplement la
catégorie des variétés analytiques complexes ; elle sera également notée CpVar.) Les catégories Ouv(X) et AnSm/X
sont des sites pour les topologies de Grothendieck naturelles engendrées par les prétopologies des recouvrements
ouverts. Ce sont les topologies usuelles et elles seront désignées par usu. On dispose alors des structures de modèles
projectives usu-locales sur Cpl(PSh(Ouv(X),Λ)) et Cpl(PSh(AnSm/X,Λ)). On pose :
D(X,Λ) = Housu(Cpl(PSh(Ouv(X),Λ))).
C’est une catégorie triangulée et monoïdale. Notons aussi l’analogue analytique complexe du Lemme 2.1.
Lemme 2.2 — Un complexe de préfaisceaux F ∈ Cpl(PSh(AnSm/X,Λ)) est projectivement usu-fibrant si et
seulement si pour tout X-espace analytique lisse U, la restriction de F au petit site Ouv(U) est projectivement usu-
fibrante.
Démonstration. La preuve du Lemme 2.1 s’étend littéralement au cas analytique complexe. C
Une localisation à la Bousfield de la structure de modèles projective usu-locale sur Cpl(PSh(AnSm/X,Λ)) fournit
la structure projective (D1, usu)-locale pour laquelle les flèches D1Y ⊗Λ[n] // Y ⊗Λ[n] sont des équivalences faibles
pour tout X-espace analytique lisse Y et tout n ∈ Z (voir [7]). On pose :
AnDAeff(X,Λ) = HoD1−usu(Cpl(PSh(AnSm/X,Λ))),
la catégorie homotopique de la structure (D1, usu)-locale. C’est une catégorie triangulée et monoïdale.
Le morphisme de sites ιX : (AnSm/X, usu) // (Ouv(X), usu) , donné par l’inclusion évidente, fournit une ad-
jonction :
Cpl(PSh(Ouv(X),Λ))
ι∗X
// Cpl(PSh(AnSm/X,Λ)).
ιX∗
oo (25)
On a le résultat suivant [7, Th. 1.8].
Théorème 2.3 — L’adjonction (25) est une équivalence de Quillen lorsqu’on munit la source de sa structure projec-
tive usu-locale et le but de sa structure projective (D1, usu)-locale. En particulier, Lι∗X : D(X,Λ) // AnDA
eff(X,Λ)
est une équivalence de catégories et RιX∗ est un quasi-inverse.
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Soit TX un remplacement projectivement cofibrant du préfaisceau quotient (A
1,an
X ⊗ Λ)/((A1,anX − oX) ⊗ Λ) où
A1,anX = C× X et oX la section nulle. On note SptΣTX (Cpl(PSh(AnSm/X,Λ))) la catégorie des TX-spectres symétriques
de complexes de préfaisceaux sur AnSm/X. On munit cette catégorie de la structure de modèles projective stable
déduite de la structure de modèles projective (D1, usu)-locale sur Cpl(PSh(AnSm/X,Λ)). On pose :
AnDA(X,Λ) = HoD1−usu−st(SptΣTX (Cpl(PSh(AnSm/X,Λ)))),
la catégorie homotopique de la structure stable (D1, usu)-locale. Elle est triangulée et monoïdale.
De [7, Lem. 1.10] et [5, Prop. 4.3.35], on déduit que le foncteur de suspension infinie et son adjoint à droite Ev0
fournissent une équivalence de Quillen
Cpl(PSh(AnSm/X,Λ))
Sus0TX
// SptΣTX (Cpl(PSh(AnSm/X,Λ)))Ev0
oo
pour la structure (D1, usu)-locale sur la source et la structure (D1, usu)-locale stable sur le but. On obtient ainsi une
équivalence de catégories LSus0TX : AnDA
eff(X,Λ)
∼
// AnDA(X,Λ) de quasi-inverse REv0.
Fixons à présent un corps k de caractéristique nulle muni d’un plongement complexe σ : k ↪→ C. Pour X un
k-schéma de type fini, on notera Xan l’ensemble des points complexes X(C) muni de sa structure d’espace analytique
naturelle. Si Y est un X-schéma lisse, Yan est un Xan-espace analytique lisse. D’où un foncteur d’analytification
AnX : Sm/X // AnSm/Xan qui induit deux adjonctions de Quillen
Cpl(PSh(Sm/X,Λ))
An∗X
// Cpl(PSh(AnSm/Xan,Λ))
AnX∗
oo
et SptΣTX (Cpl(PSh(Sm/X,Λ)))
An∗X
// SptΣT anX (Cpl(PSh(AnSm/X
an,Λ)))
AnX∗
oo
avec T anX = An
∗
X(TX). Ci-dessus, les catégories sont munies des structures de modèles (A
1, τ)-locale, (D1, usu)-locale,
ainsi que leurs variantes stables. Dans [7, Sect. 2], ces adjonctions de Quillen sont considérées uniquement pour
τ = Nis. Toutefois, le cas τ = ét n’est guère différent puisque le foncteur AnX est encore continu lorsque Sm/X est
munie de sa topologie étale.
On déduit en passant aux foncteurs dérivés à gauche deux foncteurs triangulés et monoïdaux
Aneff,τ,∗X : DA
eff,τ(X,Λ) // AnDAeff(Xan,Λ) et Anτ,∗X : DA
τ(X,Λ) // AnDA(Xan,Λ).
Ces foncteurs admettent des adjoints à droite qu’on note respectivement Aneff,τX∗ et An
τ
X∗. Lorsque X est sous-entendu
(par exemple, lorsqu’on s’intéresse au cas absolu X = Spec(k)) on omettra la mention de la base X en notant ces
foncteurs. Comme avant, si τ = Nis, on omettra la mention de la topologie. Ces foncteurs sont compatibles aux
foncteurs de suspension infinies, i.e., on a un isomorphisme canonique LSus0T anX
◦ Aneff,τ,∗X ' Anτ,∗X ◦ LSus0TX . Pour plus
de détails le lecteur peut consulter le début de [7, Sect. 2].
Dans la suite de l’article, nous utiliserons « An » avec différentes décorations pour désigner les variantes non
dérivées des foncteurs déduits du foncteur d’analytification ; nous utiliserons « An » avec différentes décorations pour
les variantes dérivées.
Définition 2.4 —
(a) La réalisation de Betti effective (au-dessus de X) est la composition de
Btieff,τ,∗X : DA
eff,τ(X,Λ)
Aneff,τ,∗X
// AnDAeff(Xan,Λ) ∼
RιX∗
// D(Xan,Λ).
C’est un foncteur triangulé et monoïdal. Son adjoint à droite sera noté Btieff,τX∗ .
(b) La réalisation de Betti stable (au-dessus de X) est la composition de
Btiτ,∗X : DA
τ(X,Λ)
Anτ,∗X
// AnDA(Xan,Λ) ∼
RιX∗◦REv0
// D(Xan,Λ).
C’est un foncteur triangulé et monoïdal. Son adjoint à droite sera noté BtiτX∗.
Lorsque X est sous-entendu (par exemple, lorsqu’on s’intéresse au cas absolu X = Spec(k)), on omettra la mention
de la base en notant les réalisations de Betti. Lorsque τ = Nis, on omettra la mention de la topologie.
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2.1.3. Les bialgèbres associées aux réalisations de Betti. — Comme avant, k est un corps muni d’un plongement
complexe σ : k ↪→ C. On dispose d’un foncteur (−)cst : Cpl(Λ) // Cpl(PSh(Sm/k,Λ)) qui à un complexe de
Λ-modules A associe le préfaisceau constant Acst de valeur A. Il admet un adjoint à droite Γ(k,−) qui à un complexe
de préfaisceaux F associe F(Spec(k)). Clairement, ((−)cst,Γ(k,−)) est une adjonction de Quillen lorsqu’on munit
Cpl(PSh(Sm/k,Λ)) de l’une de ses structures projectives (non localisée, τ-locale ou (A1, τ)-locale). En fait, (−)cst
envoie les quasi-isomorphismes de Cpl(Λ) sur des quasi-isomorphismes de complexes de préfaisceaux, de sorte qu’il
se dérive trivialement. On dispose donc d’un foncteur (−)cst : D(Λ) // DAeff,τ(k,Λ). Il est triangulé et monoïdal.
On note aussi (−)Σcst : D(Λ) // DAτ(k,Λ) le foncteur composé LSus0Tk ◦ (−)cst.
Lemme 2.5 — Le foncteur (−)cst (resp. (−)Σcst ) est une 2-section à Btieff,τ,∗ : DAeff,τ(k,Λ) // D(Λ) (resp. Btiτ,∗ :
DAτ(k,Λ) // D(Λ)) dans la 2-catégorie des catégories triangulées et monoïdales.
Démonstration. En effet, on dispose aussi d’un foncteur analogue (−)cst : Cpl(Λ) // Cpl(PSh(AnSm/k,Λ)). C’est
également un foncteur de Quillen à gauche et le triangle
D(Λ)
(−)cst
//
(−)cst ((
DAeff,τ(k,Λ)
Aneff,τ,∗

AnDAeff(pt,Λ)
commute à un isomorphisme près. Or, (−)cst : D(Λ) // AnDAeff(pt,Λ) n’est autre que le foncteur Lι∗pt qui est une
équivalence de catégories par [7, Th. 1.8]. Notre assertion, dans le cas effectif, découle maintenant de la définition de
la réalisation de Betti. Le cas stable se démontre de la même manière. C
Notons le lemme utile suivant.
Lemme 2.6 — Les foncteurs Btieff,τ∗ : D(Λ) // DAeff,τ(k,Λ) et Btiτ∗ : D(Λ) // DAτ(k,Λ) commutent aux sommes
infinies.
Démonstration. Lorsque τ = Nis on peut donner une preuve très courte. En effet, dans ce cas DAeff(k,Λ) (resp.
DA(k,Λ)) est compactement engendrée par [5, Th. 4.5.67]. Or, le foncteur Btieff,∗ (resp. Bti∗) envoie un objet compact
sur un complexe parfait de Λ-modules. (Ceci découle par exemple du fait que tout motif compact est fortement
dualisable.) On peut donc appliquer [4, Lem. 2.1.28] pour conclure. L’argument précédent est encore valable si τ =
ét et si la dimension cohomologique de k est finie pour les Λ-modules. (C’est donc toujours le cas si Λ est une
Q-algèbre !) Cependant, le lemme est vrai sans cette hypothèse, mais la preuve est alors plus compliquée. Nous
fournissons les détails dans le cas général pour le lecteur intéressé.
On traite uniquement la cas stable ; le cas effectif se démontre de la même manière avec quelques complications en
moins (voir toutefois la fin de la preuve). Soit (Ai)i∈I une famille d’objets dans Cpl(Λ). Il s’agit de montrer que⊕
i∈I Bti
τ∗(Ai) // Btiτ∗(
⊕
i∈I Ai) (26)
est inversible. On peut supposer que les Ai sont cofibrants. Notons A =
⊕
i∈I Ai. On choisit des cofibrations triviales
de buts fibrants :
Sus0T ank
((Ai)cst) // Fi et Sus0T ank (Acst)
// F
relativement à la structure (D1, usu)-locale stable sur SptΣT anX (Cpl(PSh(AnSm/pt,Λ))). Il existe alors des morphismes
ei : Fi // F rendant commutatifs les carrés
Sus0T ank
((Ai)cst) //

Sus0T ank
(Acst)

Fi
ei
// F.
De plus,
⊕
i∈I Fi // F est une équivalence (D
1, usu)-locale stable. Toutefois, il n’est pas clair que cette flèche est un
quasi-isomorphisme de préfaisceaux niveau par niveau.
Remarquons que le morphisme (26) est donné par
∑
i∈I An∗(ei) :
⊕
i∈I An∗(Fi) // An∗(F), où An∗ désigne le
foncteur image directe suivant An : Sm/k // AnSm/pt. On verra que ce morphisme est un quasi-isomorphisme de
préfaisceaux niveau par niveau. Autrement dit, on montrera que pour tout X ∈ Sm/k et n ∈ N,⊕
i∈I Evn(Fi)(X
an) // Evn(F)(Xan) (27)
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est un quasi-isomorphisme de complexes de Λ-modules.
Pour cela, on aura besoin d’une petite digression. Soit G ∈ SptΣT anX (Cpl(PSh(AnSm/pt,Λ))) un T
an
k -spectre fibrant
pour la structure stable (D1, usu)-locale. On a alors une chaîne d’isomorphismes :
Evn(G)(Xan) ' Γ
(
pt,Ev0Hom(SusnT ank (X
an ⊗ Λ),G)
)
' Γ
(
pt,Ev0Hom(Anτ,∗(SusnTk (X ⊗ Λ)),G)
)
.
Or, RΓ(pt,Ev0(−)) : AnDA(pt,Λ) // D(Λ) est une équivalence de catégories monoïdales fermées. Il commute donc
aux bifoncteurs Hom(−,−) et on peut prolonger la chaîne d’isomorphismes ci-dessus par :
' Hom(Btiτ,∗(SusnTk (X ⊗ Λ)),Γ(pt,Ev0(G0))).
En appliquant le raisonnement précédent à F et aux Fi, on est ramené à montrer que le morphisme⊕
i∈I Hom(Bti
τ,∗(SusnTk (X ⊗ Λ)), Ai) // Hom(Btiτ,∗(SusnTk (X ⊗ Λ)), A)
est inversible. Autrement dit, il faut montrer que le foncteur Hom(Btiτ,∗(SusnTk (X ⊗ Λ)),−) commute aux sommes
infinies. Ceci aurait été le cas si l’on savait que l’objet Btiτ,∗(SusnTk (X ⊗ Λ)) est fortement dualisable. Puisque Btiτ,∗
est un foncteur monoïdal, symétrique et unitaire, il suffira de savoir que SusnTk (X ⊗ Λ) ∈ DAτ(k,Λ) est fortement
dualisable. Cette propriété découle formellement de [4, Prop. 2.2.27, Th. 2.3.73 et Th. 2.3.75]. Pour plus de détails, le
lecteur peut consulter [39] ou [6, Lem. 1.3.29] (qui traitent le cas τ = Nis).
On termine la preuve de ce lemme en notant que dans le cas effectif, on se retrouve avec la tâche de vérifier que
Btieff,τ,∗(X ⊗ Λ) est fortement dualisable. Or, l’objet X ⊗ Λ ∈ DAeff,τ(k,Λ) n’est pas fortement dualisable en général.
Mais heureusement, on a un isomorphisme Btieff,τ,∗(X ⊗ Λ) ' Btiτ,∗(Sus0Tk (X ⊗ Λ)), ce qui permet tout de même de
conclure. C
Proposition 2.7 —
(a) Le foncteur de réalisation de Betti effective Btieff,τ,∗ : DAeff,τ(k,Λ) // D(Λ) satisfait à l’Hypothèse 1.20 avec
e le foncteur (−)cst : D(Λ) // DAeff,τ(k,Λ).
(b) Le foncteur de réalisation de Betti stable Btiτ,∗ : DAτ(k,Λ) // D(Λ) satisfait à l’Hypothèse 1.40 avec e le
foncteur (−)Σcst : D(Λ) // DAτ(k,Λ).
Démonstration. La condition (a) de l’Hypothèse 1.20 est satisfaite pour les réalisations de Betti effective et stable
par le Lemme 2.5. Il reste à vérifier la condition (b) de l’Hypothèse 1.20 (resp. de l’Hypothèse 1.40), i.e., que le
morphisme de coprojection
Btieff,τ∗ (A) ⊗ Bcst // Btieff,τ∗ (A ⊗ Btieff,τ,∗(Bcst)) (28)
(resp. Btiτ∗(A) ⊗ M // Btiτ∗(A ⊗ Btiτ,∗(M)) ) (29)
est inversible pour tout et A ∈ D(Λ) et B ∈ D(Λ) (resp. M ∈ DAτ(k,Λ)). Par le Lemme 2.6, le foncteur Btieff,τ∗ (resp.
Btiτ∗) commute aux sommes infinies. Il suffit donc de vérifier que (28) (resp. (29)) est inversible avec B = Λ (resp. M
de la forme SusnTk (X ⊗ Λ) avec X ∈ Sm/k et n ∈ N). En particulier, on peut supposer que B (resp. M) est fortement
dualisable. Le résultat découle maintenant du Lemme 2.8 ci-dessous. C
Lemme 2.8 — Soient M et N deux catégories monoïdales, f : M // N un foncteur monoïdal, et g : N // M
son adjoint à droite. Pour que le morphisme de coprojection g(−) ⊗ B // g(− ⊗ f (B)) soit inversible, il suffit que
B ∈M soit fortement dualisable.
Démonstration. Étant donné un objet † de M ou N, on notera t† le foncteur − ⊗ †. Soit C un dual fort de B, i.e., il
existe des flèches δ : B ⊗ C → 1 et η : 1 → C ⊗ B qui font de tC un adjoint à gauche de tB. Comme f est monoïdal,
symétrique et unitaire, on déduit que f (C) est un dual fort de f (B) et donc que t f (C) est un adjoint à gauche de t f (B).
Par ailleurs, on a un isomorphisme évident t f (C) ◦ f ' f ◦ tC . En utilisant les adjonctions ( f , g), (tC , tB) et (t f (C), t f (B)),
on déduit un isomorphisme de foncteurs β : tB ◦ g ' g ◦ t f (B). Il reste à voir que cet isomorphisme coïncide avec le
morphisme de coprojection de l’énoncé. Cette vérification est omise. C
Les Théorèmes 1.21 et 1.45 fournissent donc respectivement une bialgèbre commutative et biunitaireBtieff,τ,∗Btieff,τ∗ Λ
et une algèbre de Hopf commutative Btiτ,∗Btiτ∗Λ dans D(Λ).
Définition 2.9 —
(a) On note Heffmot(k, σ,Λ) la bialgèbre Bti
eff,τ,∗Btieff,τ∗ Λ. C’est la bialgèbre motivique effective du corps k (associée
au plongement σ).
(b) On note Hmot(k, σ,Λ) l’algèbre de Hopf Btiτ,∗Btiτ∗Λ. C’est l’algèbre de Hopf motivique du corps k (associée au
plongement σ).
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Remarque 2.10 — On a un isomorphisme canonique Btieff,∗ ' Btieff,ét,∗◦aét avec aét : DAeff(k,Λ) // DAeff,ét(k,Λ) le
foncteur « faisceau étale associé ». Ce dernier admet un adjoint à droite, Roét qui est pleinement fidèle. Le Corollaire
1.50 montre alors que la bialgèbre Heffmot(k, σ,Λ) ne dépend pas, à un isomorphisme canonique près, de la toplogie
τ ∈ {Nis, ét}. Le même raisonnement montre qu’il en est de même de Hmot(k, σ,Λ).
Le résultat ci-dessous découle de la Proposition 1.28.
Proposition 2.11 — Soit M un objet de DAeff,τ(k,Λ) (resp. DAτ(k,Λ)). Alors, la réalisation de Betti de M est
naturellement un comodule counitaire sur Heffmot(k, σ,Λ) (resp. Hmot(k, σ,Λ)).
2.1.4. Deux propriétés des bialgèbres motiviques. — On garde les notations du paragraphe précédent. Nous allons
établir deux propriétés simples des bialgèbres Heffmot(k, σ,Λ) et Hmot(k, σ,Λ) introduites dans la Définition 2.9. Dans
ce paragraphe, nous travaillerons avec la topologie Nisnevich.
Notre première tâche sera de comparer les bialgèbres Heffmot(k, σ,Λ) et Hmot(k, σ,Λ). Par la construction de la réa-
lisation de Betti, on a un isomorphisme canonique Btieff,∗ ' Bti∗ ◦ LSus0Tk . La Proposition 1.48 s’applique pour fournir
un morphisme de bialgèbres biunitaires Heffmot(k, σ,Λ) // Hmot(k, σ,Λ). Par le Lemme 1.49, c’est la composition de
Btieff,∗Btieff∗ Λ ' Bti∗LSus0TkREv0Bti∗Λ
δ
// Bti∗Bti∗Λ.
On verra, qu’en tant qu’algèbre commutative et unitaire, Hmot(k, σ,Λ) est une algèbre de « fractions » dans
Heffmot(k, σ,Λ) obtenue en inversant l’image de 1 ∈ Λ par un morphisme explicite ς : Λ // Heffmot(k, σ,Λ). On com-
mence par introduire ς (ainsi que sa variante stable). On choisit un isomorphisme s : Btieff,∗(Tk[−2]) ' Λ (resp.
s : Bti∗(Λ(1)) ' Λ). Par adjonction, s correspond à une flèche t : Tk[−2] // Btieff∗ Λ (resp. t : Λ(1) // Btieff∗ Λ). On
définit ς comme étant la composition de
Λ
s−1
// Btieff,∗(Tk[−2]) Bti
eff,∗(t)
// Btieff,∗Btieff∗ Λ = H
eff
mot(k, σ,Λ)
(resp. Λ
s−1
// Bti∗(Λ(1))
Bti∗(t)
// Bti∗Bti∗Λ = Hmot(k, σ,Λ) ).
Proposition 2.12 — Les flèches ς ne dépendent pas du choix des isomorphismes s. De plus, le triangle
Λ
ς
//
ς ))
Heffmot(k, σ,Λ)

Hmot(k, σ,Λ)
est commutatif.
Démonstration. Rappelons que Λ(1) = LSus0Tk (Tk[−2]). On a donc un isomorphisme Bti∗(Λ(1)) ' Btieff,∗(Tk[−2]).
Ainsi, le choix d’un isomorphisme s : Btieff,∗(Tk[−2]) ' Λ, détermine le choix d’un isomorphisme s : Bti∗(Λ(1)) ' Λ
et vice versa. Avec ces choix, il est immédiat que le triangle de l’énoncé commute.
Montrons l’indépendance de ς du choix de s. Par ce qui précède, il suffit de traiter le cas effectif. Donnons-nous
s′ : Btieff,∗(Tk[−2]) ' Λ un autre isomorphisme. Appelons t′ : Tk[−2] // Btieff∗ Λ et ς′ : Λ // Heffmot(k, σ,Λ) les
flèches déduites de s′ comme ci-dessus. On pose a = s′◦s−1(1). C’est un élément inversible de Λ, et on a t′ = (a×−)◦t
où a × − est l’endomorphisme de multiplication par a sur Btieff∗ Λ. On peut alors former le diagramme commutatif
Λ
s−1
∼ //
a×− ∼

Btieff,∗(Tk[−2]) Bti
eff,∗(t)
// Btieff,∗Btieff∗ Λ = Heffmot(k, σ,Λ)
a×−∼

Λ ∼
s′−1
// Btieff,∗(Tk[−2]) Bti
eff,∗(t′)
// Btieff,∗Btieff∗ Λ = Heffmot(k, σ,Λ).
Ceci montre que ς′ = ς. C
Proposition 2.13 — L’élément ς(1) de l’anneau commutatif et unitaire H0(Hmot(k, σ,Λ)) est inversible.
Démonstration. On construira un inverse à ς(1). On choisit pour cela un isomorphisme s′ : Bti∗(Λ(−1)) ' Λ et on
note t′ : Λ(−1) // Bti∗Λ la flèche déduite par adjonction. On note ξ la composition de
Λ
s′−1
∼ // Bti∗(Λ(−1))
Bti∗(t′)
// Bti∗Bti∗Λ = Hmot(k, σ,Λ).
On montrera l’égalité ξ(1) · ς(1) = 1. On choisit l’isomorphisme s : Bti∗(Λ(1)) ' Λ de sorte que la composition de
Λ ' Bti∗Λ(0) ' Bti∗(Λ(−1) ⊗ Λ(1)) ' Bti∗(Λ(−1)) ⊗ Bti∗(Λ(1)) s
′⊗s
∼ // Λ ⊗ Λ ' Λ
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soit l’identité. Ceci est clairement possible. On montrera que la composition de
Λ ' Λ ⊗ Λ s
′−1⊗s−1
// Bti∗(Λ(−1)) ⊗ Bti∗(Λ(1)) t
′⊗t
// Bti∗Bti∗Λ ⊗ Bti∗Bti∗Λ m // Bti∗Bti∗Λ (30)
est le morphisme d’unité de l’algèbre Bti∗Bti∗Λ. (Ceci entraîne clairement la relation ξ(1) · ς(1) = 1.) Un calcul facile
montre que m ◦ (t′ ⊗ t) : Λ(−1) ⊗ Λ(1) // Bti∗Λ correspond via l’adjonction (Bti∗,Bti∗) à la composition de
Bti∗(Λ(−1) ⊗ Λ(1)) ' Bti∗(Λ(−1)) ⊗ Bti∗(Λ(1)) s
′⊗s
// Λ ⊗ Λ ' Λ,
ce qui, par le choix de s, coïncide avec la composition de Bti∗(Λ(−1) ⊗ Λ(1)) ' Bti∗(Λ(0)) ' Λ. Ceci montre que
m ◦ (t′ ⊗ t) est égale à la composition de Λ(−1) ⊗ Λ(1) ' Λ(0) η // Bti∗Bti∗Λ(0) ' Bti∗Λ. Vu le choix de s, on déduit
aussitôt que la composition de (30) est égale au morphisme d’unité de Hmot(k, σ,Λ). C
Pour simplifier, on note ς au lieu de ς(1). Les structures d’algèbres surHeffmot(k, σ,Λ) etHmot(k, σ,Λ) induisent des
morphismes de multiplication par ς. On peut maintenant énoncer le théorème de comparaison entre Heffmot(k, σ,Λ) et
Hmot(k, σ,Λ).
Théorème 2.14 — La famille des flèches composées(
Heffmot(k, σ,Λ) // Hmot(k, σ,Λ)
ς−n×−
// Hmot(k, σ,Λ)
)
n∈N
(31)
induit un isomorphisme dans D(Λ) :
hocolim
N
[
Heffmot(k, σ,Λ)
ς×−
// · · · ς×− // Heffmot(k, σ,Λ)
ς×−
// Heffmot(k, σ,Λ)
ς×−
// · · ·
]
' Hmot(k, σ,Λ). (32)
Démonstration. Pour la preuve du théorème, on travaillera avec les spectres non symétriques. Ceci est possible grâce
à [5, Th. 4.3.79] et au fait que la permutation des facteurs agit trivialement sur Tk ⊗ Tk dans DAeff(k,Λ).
Soit Sus0T ank
(Λ) // E = (En)n∈N un remplacement stablement (D1, usu)-fibrant, i.e., une cofibration triviale de but
un T ank -spectre fibrant relativement à la structure projective (D
1, usu)-locale stable sur la catégorie des T ank -spectres
(non symétriques) SptT ank (Cpl(PSh(AnSm/pt,Λ))). Puisque T
an
k ' Λcst[2] est un objet inversible de AnDAeff(pt,Λ),
les morphismes (T ank )
⊗n // En sont des équivalences (D1, usu)-locales pour tout n ∈ N.
Par définition Bti∗(Λ) est donné par le spectre (non symétrique) F = An∗(E) = (Aneff∗ (En))n∈N. Par le Lemme 2.15
ci-dessous, Bti∗Bti∗(Λ) est la colimite homotopique de la suite(
(Btieff,∗(Tk))⊗−n ⊗ Btieff,∗(Aneff∗ (En))
)
n∈N . (33)
Par ailleurs, le choix d’un isomorphisme s : T ank [−2] ' Λcst dans AnDAeff(pt,Λ) détermine les isomorphismes
suivants :
(a) Btieff,∗(Tk)⊗r[−2r] ' Λ dans D(Λ) pour r ∈ Z,
(b) En[−2n] ' Λcst dans AnDAeff(pt,Λ) pour n ∈ N,
(c) Aneff∗ (En)[−2n] ' Btieff∗ Λ dans DAeff(k,Λ) pour n ∈ N.
Ainsi, pour tout n ∈ N, on a des isomorphismes (qui dépendent uniquement de s) :
(Btieff,∗(Tk))⊗−n ⊗ Btieff,∗(Aneff∗ (En)) ' Λ[−2n] ⊗ Btieff,∗Btieff∗ Λ[2n] ' Btieff,∗Btieff∗ Λ = Heffmot(k, σ,Λ). (34)
Notons t : Tk[−2] // Btieff∗ Λ le morphisme déduit par adjonction de l’isomorphisme s. Puisque s est la composi-
tion de T ank [−2] = Aneff,∗(Tk)[−2]
∼
// E1[−2] ∼ // Λcst, on déduit que t est égal à la composition de
Tk[−2] c // Aneff∗ E1[−2] ∼ // Btieff∗ Λ. (35)
Ci-dessus, c est la flèche canonique, à savoir la composition de
c : Tk ' Tk ⊗ Λcst id⊗u // Tk ⊗ Aneff∗ E0
γ
// Aneff∗ E1.
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En utilisant cette description de t, on voit que le diagramme suivant
Btieff,∗(Tk) ⊗ Btieff,∗(Aneff∗ (En)) c⊗id //
∼

Btieff,∗(Aneff∗ (E1)) ⊗ Btieff,∗(Aneff∗ (En)) m //
∼

Btieff,∗(Aneff∗ (En+1))
∼

Btieff,∗(Tk) ⊗ Btieff,∗Btieff∗ Λ[2n] t⊗id // Btieff,∗Btieff∗ Λ[2] ⊗ Btieff,∗Btieff∗ Λ[2n] m // Btieff,∗Btieff,∗Λ[2n + 2]
Λ[2] ⊗ Btieff,∗Btieff∗ Λ[2n]
s−1⊗id ∼
OO
ς⊗id
44
est commutatif. Autrement dit, modulo les isomorphismes déduits de s, la composition de
Btieff,∗(Tk) ⊗ Btieff,∗(Aneff∗ (En)) // Btieff,∗(Aneff∗ (E1)) ⊗ Btieff,∗(Aneff∗ (En)) // Btieff,∗(Aneff∗ (En+1)) (36)
coïncide avec ς × − : Btieff,∗Btieff∗ Λ[2n + 2] // Btieff,∗Btieff∗ Λ[2n + 2].
Par ailleurs, An∗(E) est une algèbre dans DA(k,Λ). Ceci entraîne que les morphismes d’assemblage du spectre
An∗(E) sont donnés (dans DAeff(k,Λ)) par la composition de
Tk ⊗ Aneff∗ (En) c⊗id // Aneff∗ (E1) ⊗ Aneff∗ (En) m // Aneff∗ (En+1).
En utilisant le calcul précédent de la composition de (36), on déduit immédiatement que les morphismes de transition
dans la suite (33) coïncident, modulo les isomorphismes (34), avec la multiplication par ς dans l’algèbreHeffmot(k, σ,Λ).
Ceci donne l’isomorphisme (32) de l’énoncé. Pour terminer, il reste à vérifier que l’isomorphisme qu’on vient de
construire est induit par la famille (31). Ceci est laissé au soin du lecteur. C
Lemme 2.15 — Soit F = (Fn)n∈N un objet de SptTk (Cpl(PSh(Sm/k,Λ))), la catégorie de Tk-spectres non symé-
triques. Alors, la famille des flèches composées(
(Btieff,∗(Tk))⊗−n ⊗ Btieff,∗(Fn) ' Bti∗(SusnTk (Fn)) // Bti∗(F)
)
n∈N (37)
induit un isomorphisme
hocolim
n∈N
(
(Btieff,∗(Tk))⊗−n ⊗ Btieff,∗(Fn)
)
' Bti∗(F). (38)
Les flèches de transition dans la colimite ci-dessus sont données par la composition de
(Btieff,∗(Tk))⊗−n ⊗ Btieff,∗(Fn) ' (Btieff,∗(Tk))⊗−n−1 ⊗ Btieff,∗(Tk ⊗ Fn) // (Btieff,∗(Tk))⊗−n−1 ⊗ Btieff,∗(Fn+1),
où la flèche de droite est celle déduite par adjonction du morphisme d’assemblage.
Démonstration. Rappelons que la réalisation de Betti stable Bti∗ : DA(k,Λ) // D(Λ) est le foncteur composé
RQ ◦ An∗ avec Q le foncteur de Quillen à droite Γ(pt,−) ◦ Ev0.
Notons E = LAn∗(F). Étant donné que T ank ' Λcst[2] est un objet inversible de AnDAeff(pt,Λ), l’équivalence de
catégories AnDA(pt,Λ) ' AnDAeff(pt,Λ) envoie E sur hocolimn∈N (T ank )⊗−n ⊗ En. Ceci découle de [5, Th. 4.3.61].
De plus, les morphismes de transition dans la colimite ci-dessus, sont donnés par les compositions de
(T ank )
⊗−n ⊗ En ' (T ank )⊗−n−1 ⊗ T ank ⊗ En // (T ank )⊗−n−1 ⊗ En+1;
les flèches de droite étant celles déduites par adjonction des morphismes d’assemblage. En appliquant l’équivalence
de catégories RΓ(pt,−) : AnDAeff(pt,Λ) ' D(Λ), on déduit un isomorphisme
hocolim
n∈N RΓ(pt,T
an
k )
⊗−n ⊗ RΓ(pt,En) ' RQ(E).
Or, Btieff,∗(Tk) = RΓ(pt,T ank ), Bti
eff,∗(Fn) = RΓ(pt,En) et Bti∗(F) = RQ(E). Ceci fournit l’isomorphisme (38) de
l’énoncé. La vérification que cet isomorphisme est induit par la famille (37) est laissée au lecteur. C
On passe maintenant à la dépendance vis à vis de l’anneau Λ. Soit Λ′ un deuxième anneau, qu’on supposera aussi
noethérien et de dimension de Krull finie. Soit α : Λ // Λ′ un morphisme d’anneaux. Il induit une adjonction de
Quillen (α∗, α∗) entre Cpl(Λ) et Cpl(Λ′) avec α∗(−) = Λ′⊗Λ−. On en déduit des adjonctions de Quillen au niveau des
catégories de préfaisceaux et des catégories de spectres sur Sm/k et AnSm/pt. En dérivant les foncteurs de Quillen à
gauche, on obtient des foncteurs triangulés et monoïdaux :
Lα∗ : DAeff(k,Λ) // DAeff(k,Λ′) et Lα∗ : AnDAeff(pt,Λ) // AnDAeff(pt,Λ′),
ainsi que leurs variantes stables que l’on notera également par Lα∗. De plus, il est facile de voir que ces foncteurs
commutent (à isomorphismes près) avec les foncteurs Aneff,∗, An∗, LSus0Tk , LSus
0
T ank
, (−)cst et (−)Σcst. On déduit aussitôt
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des isomorphismes de commutation Lα∗ ◦ Btieff,∗ ' Btieff,∗ ◦ Lα∗ et Lα∗ ◦ Bti∗ ' Bti∗ ◦ Lα∗. La Proposition 1.48
s’applique pour fournir des morphismes de bialgèbres biunitaires
Lα∗Heffmot(k, σ,Λ) // Heffmot(k, σ,Λ′) et Lα∗Hmot(k, σ,Λ) // Hmot(k, σ,Λ′). (39)
Théorème 2.16 — Les morphismes (39) sont inversibles.
Démonstration. Par le Théorème 2.14, il suffit de traiter le cas effectif. En reprenant la construction des morphismes
de (39), on voit qu’il suffit de prouver que la transformation naturelle Lα∗ ◦ Btieff∗ // Btieff∗ ◦ Lα∗ est inversible.
Soit A un complexe de Λ-modules que l’on supposera projectivement cofibrant. On pose B = α∗(A) = Λ′ ⊗Λ A.
Soient s : Acst // F et t : Bcst // G des cofibrations triviales de buts fibrants relativement aux structures (D1, usu)-
locales sur les catégories de complexes de préfaisceaux (de Λ-modules et Λ′-modules) sur AnSm/pt. Étant donné
que α∗ est un foncteur de Quillen à gauche, B = α∗(A) // α∗(F) est une équivalence (D1, usu)-locale. Comme
G est (D1, usu)-fibrant, il existe alors une flèche u : α∗(F) // G telle que t = u ◦ α∗(s). Le morphisme Lα∗ ◦
Btieff∗ (A) // Btieff∗ ◦ Lα∗(A) s’identifie alors au morphisme An∗(u) : α∗(An∗(F)) = An∗(α∗(F)) // An∗(G). (Rap-
pelons que An∗ désigne l’image directe de préfaisceaux suivant le foncteur An : Sm/k // AnSm/pt.) Ainsi, pour
conclure, il suffit de montrer que u(Xan) : α∗(F)(Xan) // G(Xan) est une équivalence faible pour tout k-schéma de
lisse X de type fini.
En utilisant que RΓ(pt,−) : AnDAeff(pt,Λ) ' D(Λ) est une équivalence de catégories monoïdales fermées, on
obtient la chaîne d’isomorphismes : F(Xan) ' RΓ(pt,Hom(Xan ⊗ Λ, Acst)) ' Hom(Btieff,∗(X ⊗ Λ), A). De même, on
a l’isomorphisme G(Xan) ' Hom(Btieff,∗(X ⊗ Λ′), B). Modulo ces isomorphismes, la flèche u(Xan) s’identifie (dans
D(Λ′)) à la composition de
Lα∗
(
HomD(Λ)(Bti
eff,∗(X ⊗ Λ), A)
)
// HomD(Λ′)(Lα
∗(Btieff,∗(X ⊗ Λ)), Lα∗(A)) ' HomD(Λ′)(Btieff,∗(X ⊗ Λ′), B).
Or, la réalisation de Betti de X⊗Λ ∈ DAeff(k,Λ) est un objet fortement dualisable de D(Λ). Le Lemme 2.17 ci-dessous
permet alors de conclure. C
Lemme 2.17 — Soient M et N des catégories monoïdales fermées, et f : M // N un foncteur monoïdal. Pour
que la transformation naturelle fHom(A,−) // Hom( f (A), f (−)) (voir [4, Déf. 2.1.140]) soit inversible, il suffit que
A ∈M soit fortement dualisable.
Démonstration. Notons C le dual fort de A. Alors f (C) est le dual fort de f (A). On a alors des isomorphismes de
foncteurs Hom(A,−) ' C⊗− et Hom( f (A),−) ' f (C)⊗−. Il s’agit alors de vérifier que modulo ces isomorphismes, la
transformation naturelle de l’énoncé s’identifie à l’isomorphisme de commutation avec le produit tensoriel f (C⊗−) '
f (C) ⊗ f (−). Cette vérification est omise. C
2.2. Le théorème d’approximation pour la réalisation de Betti. —
Le but de cette sous-section est de préparer le terrain pour les calculs de la bialgèbre motivique Heffmot(k, σ,Λ) et
de sa version stable Hmot(k, σ,Λ) que nous effectuerons dans la Sous-section 2.3. Notamment, nous allons établir
le théorème d’approximation qui, sous sa forme basique, stipule que l’homologie singulière de la variété des points
complexes d’un k-schéma lisse peut se calculer comme l’homologie d’un complexe de chaînes singulières « algé-
briques » (en un sens à préciser). Pour l’énoncé précis, le lecteur est renvoyé au Théorème 2.61. Une bonne partie de
cette sous-section est consacrée à l’étude de la D1-localisation.
On rappelle que CpVar = AnSm/pt est la catégorie des variétés analytiques complexes. À partir de maintenant, on
note AnDAeff(Λ) et AnDA(Λ) au lieu de AnDAeff(pt,Λ) et AnDA(pt,Λ).
2.2.1. Le foncteur de D1-localisation. — Dans ce paragraphe, on construit un foncteur de D1-localisation explicite
au niveau de la catégorie de modèles Cpl(PSh(CpVar,Λ)) munie de sa structure projective usu-locale. Rappelons
qu’il s’agit d’un foncteur LocD1 , de cette catégorie de modèles dans elle-même, muni d’une transformation naturelle
id // LocD1 , et tel que :
(a) LocD1(K) est D1-local en tant qu’objet de la catégorie homotopique Housu(Cpl(PSh(CpVar,Λ))),
(b) K // LocD1(K) est une équivalence (D1, usu)-locale,
pour tout complexe de préfaisceaux K. Les deux propriétés ci-dessus caractérisent le complexe LocD1(K) à un unique
isomorphisme près dans la catégorie homotopique de la structure usu-locale.
On note CpVar la catégorie des pro-variétés complexes, i.e., des pro-objets de CpVar. Rappelons qu’il s’agit d’un
foncteur covariant V : I // CpVar de source une petite catégorie cofiltrante (appelée la catégorie d’indices). Une
telle pro-variété complexe sera notée (Vi)i∈I . On identifie de la manière habituelle CpVar à la sous-catégorie pleine
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de CpVar formée des pro-variétés complexes indexées par un singleton. Étant donné un préfaisceau F sur CpVar (à
valeurs dans une catégorie qui possède les colimites filtrantes), on peut prolonger F en un préfaisceau sur CpVar
en posant F((Vi)i∈I) = colimi∈I F(Vi) pour (Vi)i∈I ∈ CpVar. On définit de même hom((Vi)i∈I , F) par la colimite des
préfaisceaux hom(Vi, F). Pour X ∈ CpVar, on a hom((Vi)i∈I , F)(X) ' F((Vi × X)i∈I).
Pour plus de détails sur la notion de pro-objets (et sa version duale d’ind-objets), le lecteur peut consulter [21,
Expo. I, §8].
Exemple 2.18 — Soient X une variété complexe et n ∈ N un entier naturel. On note D¯nX la pro-variété complexe
(DX(o, r)n)r>1. Cette pro-variété complexe sera utile dans la suite. Plus généralement, si R = (R1, . . . ,Rn) ∈ Rn+, on
note D¯nX(o,R) la pro-variété complexe (DX(o, r1) ×X · · · ×X DX(o, rn))r1>R1,...,rn>Rn .
On introduit maintenant un objet cocubique Σ-enrichi de CpVar (voir l’Appendice A) qui jouera dans le contexte
analytique complexe le rôle de l’objet cosimplicial ∆•top bien connu en topologie et qui sert à définir le complexe
singulier d’un espace topologique.
Définition 2.19 — On note D¯ : ′′ // CpVar l’objet cocubique Σ-enrichi (au sens de la Définition A.12) construit
de la manière suivante. Pour n ∈ N, on pose D¯(1n) = D¯n, la pro-variété complexe (D(o, r)n)r>1 de l’Exemple 2.18.
(a) Pour n ∈ N, 1 ≤ i ≤ n+1 et  ∈ {0, 1}, on prend pour di, : D¯n // D¯n+1 le morphisme de pro-variétés complexes
tel que di,(x1, . . . , xn) = (x1, . . . , xi−1, , xi, . . . , xn).
(b) Pour n ∈ N et 1 ≤ i ≤ n, on prend pour pi : D¯n // D¯n−1 le morphisme de pro-variétés complexes tel que
pi(x1, . . . , xn) = (x1, . . . , xi−1, xi+1, . . . , xn).
(c) Pour n ∈ N et 1 ≤ i ≤ n − 1, on prend pour mi : D¯n // D¯n−1 le morphisme de pro-variétés complexes tel que
mi(x1, . . . , xn) = (x1, . . . , xi−1, xixi+1, xi+2, . . . , xn).
(d) Pour n ∈ N et σ ∈ Σn, on prend pour σ : D¯n // D¯n le morphisme de pro-variétés complexes tel que
σ(x1, . . . , xn) = (xσ−1(1), . . . , xσ−1(n)).
Ci-dessus, (x1, . . . , xn) désigne un n-uplet de nombres complexes de modules inférieurs ou égaux à 1.
Soit K• un complexe de préfaisceaux de Λ-modules surCpVar. On associe à K• l’objet cubique Σ-enrichi hom(D¯,K•)
dans la catégorie des complexes de préfaisceaux. En passant aux complexes simples (cf. Définition A.4) et normalisés
(cf. Définition A.10), on obtient des bicomplexes de préfaisceaux C•(hom(D¯,K•)) et N•(hom(D¯,K•)). Si Λ est une
Q-algèbre, on a également le bicomplexe A•(hom(D¯,K•)) obtenu en passant aux complexes alternés (cf. Définition
A.20). On précise, pour éviter les confusions de signes, que ces bicomplexes sont donnés en degré (m, n) ∈ Z ×N par
Cn(hom(D¯,Km)), Nn(hom(D¯,Km)) et An(hom(D¯,Km)).
Définition 2.20 — On note SgD• (K) et
nSgD• (K) les complexes totaux associés au bicomplexes C(hom(D¯,K)) et
N(hom(D¯,K)). (Voir le début de la Sous-section A.4 pour les conventions utilisées.) Si Λ est une Q-algèbre, on note
également aSgD• (K) le complexe total associé à A(hom(D¯,K)). Ce sont des complexes de préfaisceaux sur CpVar.
On note aussi SgD• (K),
nSgD• (K) et
aSgD• (K) leurs complexes respectifs des sections globales, i.e., obtenus en leur
appliquant le foncteur Γ(pt,−). Ce sont les complexes singuliers (analytiques) à valeurs dans K.
Remarque 2.21 — Pour éviter toute confusion liée aux conventions de signes, on explicite le complexe singulier
SgD• (K) de la Définition 2.20. Pour n ∈ Z, on a SgDn (K) =
⊕
i∈N Ci(hom(D¯,Kn−i)). La différentielle de Sg
D
• (K) envoie
une section a de Ci(hom(D¯,Kn−i)) sur dK(a) + (−1)n−idv(a) où dK est la différentielle de K et dv est la différentielle du
complexe simple associé à hom(D¯,Kn−i). Il en est de même pour les deux autres complexes nSgD• (K) et
aSgD• (K).
Remarque 2.22 — Par la Proposition A.11, on a un quasi-isomorphisme SgD(K) // nSgD(K). Si Λ est une Q-
algèbre, on a également, par la Proposition A.21, un quasi-isomorphisme SgD(K) // aSgD(K). Dans la suite, nous
considérons surtout les complexes SgD(K). Cependant, la plupart des énoncés portant sur SgD(−) sont encore valables
pour la version normalisée nSgD(−) et la version alternée aSgD(−).
On dispose d’un morphisme canonique K // SgD(K) déduit des identifications Kn ' C0(hom(D¯,Kn)). On a le
résultat suivant.
Théorème 2.23 — Soit K un complexe de préfaisceaux sur CpVar. Alors, SgD(K) est un objetD1-local de la catégo-
rie homotopique Housu(Cpl(PSh(CpVar,Λ))). De plus, le morphisme canonique K // SgD(K) est une équivalence
(D1, usu)-locale. Autrement dit, SgD(−) est un foncteur de D1-localisation relativement à la structure usu-locale.
Démonstration. On divise la preuve en trois étapes. Dans la première étape, on se ramène au cas où le complexe K
est concentré en degré 0.
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Étape 1. Supposons que K est une colimite d’une N-suite (K(n))n∈N de complexes de préfaisceaux. Il suffit alors de
montrer le théorème pour chacun des K(n). En effet, le foncteur SgD commute aux colimites filtrantes et le Lemme
2.24 ci-dessous affirme que les N-colimites préservent les équivalences (D1, usu)-locales ainsi que les objets D1-
locaux (relativement à la structure usu-locale). En appliquant cela à K(n) = σ≤nτ≥−nK, avec σ≤n la troncation bête et
τ≥−n la troncation canonique, on se ramène au cas où K est borné.
Par ailleurs, le foncteur SgD préserve les quasi-isomorphismes de préfaisceaux. Il induit donc un endofoncteur
triangulé sur D(PSh(CpVar,Λ)). Or, les objets D1-locaux vérifient la propriété 2 de 3 dans les triangles distingués
de la catégorie homotopique de la structure usu-locale. Il en est de même des équivalences (D1, usu)-locales dans
un morphisme de tels triangles distingués. Une récurrence facile sur la longueur de K nous ramène alors au cas où
K = F[0] avec F un préfaisceau sur CpVar. C’est ce cas que l’on considére dans les deux étapes qui suivent.
Étape 2. Dans cette étape, on vérifie que F[0] // SgD• (F[0]) est une équivalence (D
1, usu)-locale. Les complexes
SgD• (F[0]) et C•(hom(D¯, F)) sont les mêmes en tant qu’objets gradués et leurs différentielles sont égales aux signes
près (voir la Remarque 2.21). En particulier ils sont isomorphes. Il suffit donc de montrer que F // C•(hom(D¯, F))
est une équivalence (D1, usu)-locale. Notons Fc l’objet cubique constant de valeur F. On a un morphisme évident
d’objets cubiques Fc // hom(D¯, F). De plus, modulo l’isomorphisme F ' C•(Fc), on retrouve F // C•(hom(D¯, F))
en passant aux complexes simples. Vu le Lemme A.3 et la Proposition A.8, on déduit aussitôt que le morphisme qui
nous intéresse est un rétracte du morphisme C]•(Fc) // C
]
•(hom(D¯, F)). Il suffit donc de montrer que ce dernier est
une équivalence (D1, usu)-locale.
Par le Lemme 2.24, les équivalences (D1, usu)-locales sont stables par les N-colimites. On se ramène donc à mon-
trer que σ≤nC]•(Fc) // σ≤nC]•(hom(D¯, F)) est une équivalence (D1, usu)-locale pour tout n ∈ N. Or, la classe des
équivalences (D1, usu)-locales possède la propriété 2 de 3 dans les morphismes de triangles distingués. Un récurrence
immédiate nous ramène alors à montrer que F // hom(D¯n, F) est une équivalence (D1, usu)-locale. On dispose d’une
rétraction o∗ : hom(D¯n, F) // F induite par le centre o du polydisque fermé D¯n. Il reste à montrer que la composition
de hom(D¯n, F) // F // hom(D¯n, F) est une équivalence (D1, usu)-locale. Cette composition est la colimite suivant
r ∈ N des morphismes
hom(D(o, 41/r)n, F)
o∗
// hom(D(o, 21/r)n, F) (40)
avec o : D(o, 21/r)n // D(o, 41/r)n l’application constante qui pointe le centre o. On montrera que la classe du
morphisme (40) dans AnDAeff(Λ) coïncide avec celle du morphisme i∗ induit par l’inclusion évidente de D(o, 21/r)n
dans D(o, 41/r)n. Ceci permettra de conclure puisque la colimite des i∗ : hom(D(o, 41/r)n, F) // hom(D(o, 21/r)n, F)
est l’identité de hom(D¯n, F).
Le morphisme m : D(o, 21/r) × D(o, 21/r)n // D(o, 41/r)n, donné par m(x, z1, . . . , zn) = (xz1, . . . , xzn), induit un
morphisme m∗ : hom(D(o, 41/r)n, F) // hom(D(o, 21/r) × D(o, 21/r)n, F). Par adjonction, on obtient un morphisme
D(o, 21/r) ⊗ hom(D(o, 41/r)n, F) // hom(D(o, 21/r)n, F).
Ce morphisme définit une homotopie entre i∗ et o∗. On conclut maintenant en utilisant l’analogue analytique complexe
de [5, Lem. 4.5.13, (2)].
Étape 3. On vérifie maintenant que le complexe SgD• (F) est D
1-local. Ce complexe est isomorphe à C•(hom(D¯, F)) qui
est un facteur direct de C]•(hom(D¯, F)). Il suffit donc de montrer que ce dernier est D1-local. Par [7, Prop. 1.6], il suffit
de montrer que les usu-faisceaux associés aux préfaisceaux d’homologie H = Hi(C
]
•(hom(D¯, F))) sont constants. Par
le Lemme 2.25 ci-dessus, il suffit de montrer que les deux morphismes 0∗, 1∗ : hom(D¯1,H) // H sont égaux. Or,
les deux morphismes de complexes 0∗, 1∗ : hom(D¯1,C]•(hom(D¯, F))) // C]•(hom(D¯, F)) sont homotopes. Une telle
homotopie est donnée par les identités
· · · // hom(D¯1 × D¯m+1, F) //
0∗

1∗

hom(D¯1 × D¯m, F) //
0∗

1∗

· · · // hom(D¯1 × D¯1, F) //
0∗

1∗

hom(D¯1 × D¯0, F)
0∗

1∗

· · · // hom(D¯m+1, F) // hom(D¯m, F) // · · · // hom(D¯1, F) // hom(D¯0, F),
modulo les identifications hom(D¯1, hom(D¯m, F)) ' hom(D¯1 × D¯m, F). Le théorème est prouvé. C
Les deux lemmes suivants ont été utilisés dans la preuve du Théorème 2.23.
Lemme 2.24 — Les N-colimites préservent les équivalences (D1, usu)-locales et les objets D1-locaux relativement
à la structure usu-locale sur Cpl(PSh(CpVar,Λ)).
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Démonstration. Soit ( fi)i∈N : (Ai)i∈N // (Bi)i∈N un morphisme de systèmes inductifs indexés parN. On suppose que
chaque fi est une équivalence (D1, usu)-locale de complexes de préfaisceaux sur CpVar. On cherche à montrer que f =
colimi∈N fi est une équivalence (D1, usu)-locale. Puisque les colimites filtrantes préservent les quasi-isomorphismes
de complexes de préfaisceaux, on peut supposer que les morphismes de transition des systèmes inductifs (A′i)i∈N et
(B′i)i∈N sont des cofibrations projectives. On applique alors [5, Lem. 4.2.69] pour conclure.
Par [7, Prop. 1.6 et Th. 1.8], un complexe de préfaisceaux K est D1-local (relativement à la structure usu-locale) si
et seulement si le morphisme naturel (K(pt))cst // K est une équivalence usu-locale. Or, les équivalences usu-locales
sont préservées par les colimites filtrantes. Ceci termine la preuve du lemme. C
Lemme 2.25 — Soit H un préfaisceau sur CpVar tel que les deux morphismes 0∗, 1∗ : hom(D¯1,H) // H sont
égaux. Alors, le faisceau ausu(H), associé à H, est constant.
Démonstration. Pour r ∈ N − {0}, notons o (resp. i) l’application nulle (resp. l’inclusion évidente) de D(o, 4−1/r)n
dans D(o, 2−1/r)n. Les deux morphismes
hom(D(o, 2−1/r)n,H)
i∗
//
o∗
// hom(D(o, 4−1/r)n,H)
sont égaux. En effet, la double flèche ci-dessus est la composition de
hom(D(o, 2−1/r)n,H) m
∗
// hom(D(o, 21/r) × D(o, 4−1/r)n,H) 1
∗
//
0∗
// hom(D(o, 4−1/r)n,H)
avec m : D(o, 21/r)×D(o, 4−1/r)n // D(o, 2−1/r)n l’application donnée par m(x, z1, . . . , zn) = (xz1, . . . , xzn). On déduit
aussitôt que le morphisme évident H(pt) // limr∈N H(D(o, 2−1/r)n) est inversible. Ceci entraîne que le morphisme
Hsep(pt) // Hsep(Dn) est inversible, avec Hsep le préfaisceau séparé associé à H. Le résultat découle maintenant du
fait que toute variété complexe admet un recouvrement ouvert par des polydisques. C
Corollaire 2.26 — Soient K un complexe de préfaisceaux sur CpVar et K f un modèle fibrant de K pour la structure
projective (D1, usu)-locale. Alors, le complexe Γ(pt,K f ) est naturellement quasi-isomorphe à SgD(K). Autrement dit,
l’image de K par l’équivalence de catégories de [7, Th. 1.8] coïncide avec le complexe SgD(K) (à un isomorphisme
canonique près dans D(Λ)).
Démonstration. En effet par le Théorème 2.23, on obtient un modèle (D1, usu)-fibrant de K en prenant un modèle
usu-fibrant du complexe SgD(K). Le résultat découle maintenant du fait que le foncteur Γ(pt,−) envoie les équiva-
lences usu-locales sur des quasi-isomorphismes. En effet, tout recouvrement du point est scindé ! C
Corollaire 2.27 — Soit f : K // L un morphisme de complexes de préfaisceaux sur CpVar. On suppose que f est
une équivalence (D1, usu)-locale. Alors, il en est de même de f : SgD(K) // SgD(L).
Démonstration. Ceci découle aussitôt du Théorème 2.23 et de la propriété 2 de 3 pour les équivalences (D1, usu)-
locales. C
Le résultat technique ci-dessus nous sera utile plus tard.
Lemme 2.28 — Soit K un complexe de préfaisceaux sur CpVar. On suppose que K est projectivement (D1, usu)-
fibrant. Alors, le morphisme K // SgD(K) est un quasi-isomorphisme de complexes de préfaisceaux. En particulier,
SgD(K) est aussi projectivement (D1, usu)-fibrant.
Démonstration. Rappelons que SgD(K) est le complexe total associé à C•(hom(D¯,K)). Vu que K ' C0(hom(D¯,K)),
il suffit de montrer que le complexe de préfaisceaux Cn(hom(D¯,K)) est acyclique dès que n ≥ 1. Par le Lemme
A.3, le complexe en question est un facteur direct du complexe hom(D¯n,K) contenu dans le facteur direct ker{0∗ :
hom(D¯n,K)→ K}. Il suffira donc de montrer que 0∗ : hom(D¯n,K) // K est un quasi-isomorphisme de complexes de
préfaisceaux. Ceci est clair puisque K est projectivement (D1, usu)-fibrant. C
On termine ce paragraphe avec quelques compléments concernant le foncteur SgD. Ces compléments seront utiles
plus tard, notamment dans le §2.2.3. Il s’agit en fait de construire la transformation naturelle tm (voir (45)) et d’établir
le Lemme 2.33. On rappelle d’abord la notion de paire.
Définition 2.29 —
(a) Une paire analytique complexe (ou simplement une paire) est un couple (X,Z) où X est une variété analytique
complexe et Z une partie fermée de X égale à une réunion finie de sous-variétés analytiques complexes fermées
de X. Un morphisme de telles paires f : (X′,Z′) // (X,Z) est un morphisme de variétés complexes f : X′ // X
tel que f (Z′) ⊂ Z. Une pro-paire analytique complexe (ou simplement une pro-paire) est un pro-objet de la
catégorie des paires analytiques complexes.
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(b) Le smash-produit de deux paires analytiques complexes (X1,Z1) et (X2,Z2) est le couple (X1 × X2, X1 × Z2 ∪
Z1 × X2). Cette paire sera notée (X1,Z1)∧ (X2,Z2). Le smash-produit de deux pro-paires analytiques complexes
(X1,i,Z1,i)i∈I et (X2, j,Z2, j) j∈J est la pro-paire ((X1,i,Z1,i)∧ (X2, j,Z2, j))(i, j)∈I×J que l’on note aussi ((X1,i,Z1,i)i∈I)∧
((X2, j,Z2, j) j∈J).
La catégorie des paires analytiques complexes est une catégorie monoïdale pour le smash-produit. L’objet unité est
donné par (pt, ∅). Il en est de même de la catégorie des pro-paires. L’association X  (X, ∅) définit un plongement
pleinement fidèle de CpVar dans la catégorie des paires. Ce plongement transforme le produit direct en smash-produit.
Soit (X,Z) une paire analytique complexe et notons Z˜ l’espace analytique normalisé de Z. Alors Z˜ est une réunion
disjointe finie
⊔
α∈pi0(Z˜) Zα de sous-variétés connexes Zα de X. Étant donné un préfaisceau F sur CpVar à valeurs dans
une catégorie abélienne, on pose
F(X,Z) =
⋂
α∈pi0(Z˜)
ker{F(X)→ F(Zα)}.
Étant donné un morphisme de paires (X′,Z′) // (X,Z), le morphisme F(X) // F(X′) envoie F(X,Z) dans F(X′,Z′).
On obtient de cette manière une extension du préfaisceau F à la catégorie des paires. (5) Si F est à valeurs dans une
catégorie abélienne possédant les colimites filtrantes, on peut aussi l’étendre à la catégorie des pro-paires par la
formule habituelle F((Xi,Zi)i∈I) = colimi∈I F(Xi,Zi).
Définition 2.30 — Soit F un préfaisceau sur CpVar à valeurs dans une catégorie abélienne. Étant donnée une paire
(X,Z), on note hom((X,Z), F) le préfaisceau défini par l’association : U ∈ CpVar  F(X × U,Z × U). Si F est
à valeurs dans une catégorie abélienne possédant les colimites filtrantes et étant donnée une pro-paire (Xi,Zi)i∈I , on
note hom((Xi,Zi)i∈I , F) la colimite suivant i ∈ I des préfaisceaux hom((Xi,Zi), F).
Les deux lemmes ci-dessous sont des exercices faciles laissés au lecteur.
Lemme 2.31 — Soient (X1,Z1) et (X2,Z2) deux paires analytiques complexes. On a alors un isomorphisme cano-
nique hom((X2,Z2), hom((X1,Z1), F)) ' hom((X1,Z1) ∧ (X2,Z2), F). (La propriété analogue pour les pro-paires est
également vraie.)
Lemme 2.32 — Le foncteur hom((X,Z),−) admet un adjoint à gauche (X,Z) ⊗ −. Il envoie un préfaisceau F sur le
conoyau du morphisme
⊕
α∈pi0(Z˜) Zα ⊗ F // X ⊗ F.
Pour n ∈ N, r > 1 un réel et  ∈ {0, 1}, on note ∂D(o, r)n la réunion des di,(D(o, r)n−1) lorsque i parcourt [[1, n]].
On note aussi ∂D(o, r)n = ∂0D(o, r)n∪∂1D(o, r)n. On obtient ainsi les pro-paires (D¯n, ∂D¯n) = (D(o, r)n, ∂D(o, r)n)r>1
(pour  ∈ {0, 1}) et (D¯n, ∂D¯n) = (D(o, r)n, ∂D(o, r)n)r>1. Étant donné un complexe K• de préfaisceaux de Λ-modules sur
CpVar, le complexe (en complexes de préfaisceaux) C•(hom(D¯,K)) est donné en degré n ≥ 0 par hom((D¯n, ∂0D¯n),K).
De plus, sa différentielle en degré n ≥ 1 est donnée par la somme alternée des morphismes de restriction suivant les
inclusions de pro-paires di,1 : (D¯n−1, ∂0D¯n−1) ↪→ (D¯n, ∂0D¯n).
Pour m, n ∈ N, on a une identification de pro-paires (D¯n, ∂0D¯n)∧ (D¯m, ∂0D¯m) = (D¯n+m, ∂0D¯n+m). Il s’ensuit aussitôt
que la pro-paire (D¯n, ∂0D¯n)∧ (D¯m, ∂D¯m) contient la pro-paire (D¯n+m, ∂0D¯n+m). On obtient alors des monomorphismes
canoniques
hom((D¯m, ∂D¯m),Cn(hom(D¯,K))) // Cn+m(hom(D¯,K)) (41)
qui sont donnés par la composition de
hom((D¯m, ∂D¯m), hom((D¯n, ∂0D¯n),K))
∼
// hom((D¯n, ∂0D¯n) ∧ (D¯m, ∂D¯m),K) // hom((D¯n+m, ∂0D¯n+m),K).
Il est alors clair que l’image de (41) est contenue dans le noyau des morphismes d∗i, pour i ∈ [[n+1, n+m]]. Ceci montre
aussitôt que la famille des morphismes (41), étendue par les morphismes nuls lorsque n < 0, fournit un morphisme de
complexes (en complexes de préfaisceaux)
hom((D¯m, ∂D¯m),C•(hom(D¯,K))) // C•+m(hom(D¯,K)). (42)
Il est immédiat de voir que le morphisme (41) envoie hom((D¯m, ∂D¯m),D′n(hom(D¯,K))) dans D′n+m(K). Le morphisme
(42) induit donc un morphisme de complexes (en complexes de préfaisceaux)
hom((D¯m, ∂D¯m),N•(hom(D¯,K))) // N•+m(hom(D¯,K)). (43)
5. Il s’agit bien d’une extension. En effet, on a F(X, ∅) = F(X) pour toute variété complexe X.
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De même, si Λ est une Q-algèbre, le morphisme (41) commute au projecteur alt∗n. Vu que alt∗n+m ◦ alt∗n = alt∗n+m, le
morphisme (42) induit un morphisme de complexes (en complexes de préfaisceaux)
hom((D¯m, ∂D¯m),A•(hom(D¯,K))) // A•+m(hom(D¯,K)). (44)
En passant aux complexes totaux dans (42), on obtient une transformation naturelle (en K)
tm : hom((D¯m, ∂D¯m),SgD(K)) // SgD(K)[−m]+. (45)
Ci-dessus, pour un complexe A•, on a noté A[−m]+ le complexe donné en degré n par Am+n et ayant la même diffé-
rentielle que A (contrairement à la différentielle de A•[−m] qui est celle de A multipliée par le facteur (−1)m). (6) En
utilisant (43) et (44), on obtient des transformations naturelles analogues où SgD est remplacé par nSgD et aSgD, et
qu’on notera aussi par tm. On démontre maintenant le résultat technique suivant.
Lemme 2.33 — Soit K• un complexe de préfaisceaux sur CpVar. Supposons que K est injectivement fibrant. Alors,
(45) est un quasi-isomorphisme de complexes de préfaisceaux.
Démonstration. On note ngSgD(K) le complexe total associé à gN(hom(D¯,K)). C’est un sous-complexe de SgD(K)
qui est envoyé isomorphiquement sur nSgD(K) (voir la Proposition A.8).
Pour n ∈ N et r > 1 un réel, on note δ1,1D(o, r)n la réunion des di,(D(o, r)n−1) pour (i, ) , (1, 1). On obtient ainsi
une pro-paire (D¯n, δ1,1D¯n) = (D(o, r)n, δ1,1D(o, r)n)r>1. Le complexe (en complexes de préfaisceaux) gN•(hom(D,K))
est donné en degré n ≥ 0 par hom((D¯n, δ1,1D¯n),K). De plus, sa différentielle en degré n ≥ 1 est l’opposée de la
restriction suivant l’inclusion des pro-paires d1,1 : (D¯n−1, δ1,1D¯n−1) ↪→ (D¯n, δ1,1D¯n).
Pour n ≥ 1, on a (D¯n, δ1,1D¯n) ∧ (D¯m, ∂D¯m) = (D¯n+m, δ1,1D¯n+m) et la pro-paire (D¯0, ∅) ∧ (D¯m, ∂D¯m) = (D¯m, ∂D¯m)
contient (D¯m, δ1,1D¯m). On en déduit aussitôt un morphisme de complexes (en complexes de préfaisceaux)
hom((D¯m, ∂D¯m), gN•(hom(D¯,K))) // gN•+m(hom(D¯,K)). (46)
Par construction, ce morphisme coïncide avec la restriction de (41) au sous-complexe hom((D¯m, ∂D¯m), gN•(hom(D¯,K))).
En passant aux complexes totaux, on déduit donc une transformation naturelle
tm : hom((D¯m, ∂D¯m), ngSgD(K)) // ngSgD(K)[−m]+, (47)
et il suffit de montrer que cette dernière est un quasi-isomorphisme lorsque K est injectivement fibrant.
On raisonne par induction sur m. Lorsque m = 0, il n’y a rien à montrer. Supposons d’abord que m = 1. Étant
donné que (46) est un isomorphisme en degrés n ≥ 1, on se ramène à montrer que le morphisme de bicomplexes
hom((D¯1, ∂D¯1),K) //
[
hom((D¯1, δ1,1D¯1),K)
d∗1,1−→ K
]
induit un quasi-isomorphisme sur les complexes totaux. Il suffit de montrer que pour tout réel r > 1, le morphisme de
bicomplexes
hom((D1(0, r), {0, 1}),K) //
[
hom((D1(0, r), {0}),K) 1
∗
→ K
]
induit un quasi-isomorphisme sur les complexes totaux. Autrement dit, il faut montrer que
Hom
(
(D1(0, r), {0, 1}) ⊗ Λ,K
)
// Hom
([
{1} ⊗ Λ→ (D1(0, r), {0}) ⊗ Λ
]
,K
)
est un quasi-isomorphisme de préfaisceaux. Ceci découle du fait que K est injectivement fibrant et que[
{1} ⊗ Λ→ (D1(0, r), {0}) ⊗ Λ
]
// (D1(0, r), {0, 1}) ⊗ Λ
est un quasi-isomorphisme de complexes de préfaisceaux injectivement cofibrants.
6. Bien entendu, lorsque m est pair, on a (−)[−m]+ = (−)[−m].
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Supposons maintenant que m ≥ 2. On a (D¯m, ∂D¯m) = (D¯m−1, ∂D¯m−1)∧ (D¯1, ∂D¯1). De plus, modulo cette identifica-
tion, (47) est la composition de
hom((D¯m−1, ∂D¯m−1) ∧ (D¯1, ∂D¯1), gSgD(K))
∼

hom((D¯1, ∂D¯1), hom((D¯m−1, ∂D¯m−1), gSgD(K)))
tm−1

hom((D¯1, ∂D¯1), gSgD(K)[−m + 1]+)
t1

gSgD(K)[−m]+.
On conclut maintenant par récurrence. C
2.2.2. Les Λ-spectres symétriques et leur stabilisation. — On rassemble dans ce paragraphe quelques préliminaires
sur les Tpt-spectres symétriques. Sauf mention explicite du contraire, on prendra pour Tpt le préfaisceau (P1,an,∞) ⊗
Λ = (P1,an⊗Λ)/({∞}⊗Λ). Il s’agit bien d’un préfaisceau projectivement cofibrant puisqu’isomorphe à un facteur direct
de P1,an ⊗ Λ. De plus, ce préfaisceau est isomorphe dans AnDAeff(Λ) au préfaisceau quotient (A1,an ⊗ Λ)/((A1,an −
o) ⊗ Λ). L’isomorphisme de foncteurs Tpt ⊗ − ' (P1,an,∞) ⊗ − permet d’identifier la catégorie des Tpt-spectres
symétriques (ou non symétriques) avec celle des [(P1,an,∞) ⊗ −]-spectres symétriques (ou non symétriques) au sens
de [5, Déf. 4.3.6]. Dans la suite, on utilisera librement cette identification.
Étant donné un Tpt-spectre symétrique E, on pose Λ1(E) = s−(hom((P1,an,∞),E)) avec s− le foncteur de décalage
des niveaux (voir [5, Déf. 4.3.13]). On dispose d’une transformation naturelle λE : E // Λ1(E) donnée au niveau n
par la composition de
En
γ′E
// hom((P1,an,∞),En+1)
τ−1(n)
// hom((P1,an,∞),En+1),
avec γ′E l’adjoint du morphisme d’assemblage de E et τ(n) ∈ Σn+1 la permutation cyclique (123 · · · (n + 1)) agissant sur
En+1. Pour plus de détails, le lecteur peut consulter [5, p. 244–245].
Lemme 2.34 — Soit E un Tpt-spectre symétrique de complexes de préfaisceaux sur CpVar. On suppose que E est
projectivement (D1, usu)-fibrant niveau par niveau. Supposons également que pour tout n ∈ N et α ∈ H∗(En(pt)), il
existe r ∈ N tel que le morphisme de complexes
En(pt)
γ′rE
// hom((P1,an,∞)∧r,En+r)(pt) = En+r((P1,an,∞)∧r)
envoie α sur la classe d’homologie nulle. Alors, E est stablement (D1, usu)-équivalent au Tpt-spectre symétrique nul.
Démonstration. On ne restreint pas la généralité en supposant que E est projectivement cofibrant. Par le Lemme
de Yoneda, il suffit de vérifier que homAnDA(Λ)(E,F) = 0 pour tout Tpt-spectre symétrique F. Pour faire cela, on
peut supposer que F est projectivement stablement (D1, usu)-fibrant. On a alors homAnDA(Λ)(E,F) = pi0(E,F). En
particulier, tout élément dans homAnDA(Λ)(E,F) est la classe d’un morphisme f : E // F de Tpt-spectres symétriques.
Pour r ∈ N, on pose Λr = Λ1 ◦ · · · ◦Λ1 (r fois). En utilisant la transformation naturelle λ : id // Λ1 on peut former
la N-suite de transformations naturelles
id = Λ0
λ
// Λ1
Λ1(λ)
// Λ2 // · · · // Λr Λ
r(λ)
// Λr+1 // · · · .
On pose alors Λ∞ = colimr∈N Λr et λ∞ : id // Λ∞ la transformation naturelle évidente. On a λ∞F ◦ f = Λ∞( f ) ◦ λ∞E
et il est facile de voir que λ∞F est un quasi-isomorphisme de préfaisceaux niveau par niveau. Ainsi, pour montrer
que la classe de f dans homAnDA(Λ)(E,F) est nulle, il suffira de montrer que le Tpt-spectre symétrique Λ∞(E) est
(D1, usu)-équivalent niveau par niveau au complexe nul (et donc, isomorphe dans AnDA(Λ) au Tpt-spectre nul).
L’endofoncteur Λ1 est de Quillen à droite relativement à la structure projective instable déduite de la structure
projective (D1, usu)-locale (voir [5, Lem. 4.3.26 et 4.3.27]). Ceci entraîne que Λr(E) est projectivement (D1, usu)-
fibrant niveau par niveau. Par le Lemme 2.24, on déduit queΛ∞(E) estD1-local niveau par niveau. Autrement dit, pour
tout n ∈ N, le morphisme canonique Γ(pt,Λ∞(E)n)cst // Λ∞(E)n est une équivalence usu-locale de complexes
de préfaisceaux sur CpVar. Il suffira donc de montrer que le complexe de Λ-modules Γ(pt,Λ∞(E)n) est acyclique.
Soit α∞ ∈ H∗(Γ(pt,Λ∞(E)n)) une classe d’homologie. Pour s ∈ N suffisamment grand, on peut trouver une classe
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d’homologie αs ∈ H∗(Γ(pt,Λs(E)n)) qui soit envoyée sur α∞ par le morphisme canonique. On a Γ(pt,Λs(E)n) =
En+s((P1,an,∞)∧s). De plus, le morphisme composé
Λs+r−1(λ) ◦ · · · ◦ Λs(λ) : Γ(pt,Λs(E)n) // Γ(pt,Λs+r(E)n)
est donné, modulo l’action des permutations sur En+s+r et (P1,an,∞)∧r, par
En+s((P1,an,∞)∧s)
γ′rE
// hom((P1,an,∞)∧r,En+s+r)((P1,an,∞)∧s) = En+s+r((P1,an,∞)∧s+r).
Puisque E est projectivement (D1, usu)-fibrant niveau par niveau et que Tpt = (P1,an,∞) ⊗ Λcst est isomorphe au
complexe Λcst[2] dans AnDAeff(Λ), le morphisme de complexes ci-dessus s’écrit
En+s(pt)[−2s]
γ′rE
// hom((P1,an,∞)∧r,En+s+r)(pt)[−2s] = En+s+r((P1,an,∞)∧r)[−2s].
En utilisant la dernière condition imposée sur E dans l’énoncé du lemme, on obtient que l’image de αs dans l’homolo-
gie du complexeEn+s+r((P1,an,∞)∧s+r) est nulle pour r suffisamment grand. Ceci entraîne que α∞ ∈ H∗(Γ(pt,Λ∞(E)n))
est nulle. Le lemme est démontré. C
Rappelons (voir [5, Prop. 4.3.11]) que les catégories des Tpt-spectres symétriques et non symétriques sont liées par
une adjonction
SptTpt (Cpl(PSh(CpVar,Λ)))
Σ⊗−
// SptΣTpt (Cpl(PSh(CpVar,Λ))),OubΣ
oo
où l’adjoint à droite OubΣ oublie les actions des groupes symétriques. Cette adjonction est une équivalence de Quillen
relativement aux structures (D1, usu)-locales stables (voir [5, Th. 4.3.79]).
Corollaire 2.35 — Soit f : E // F un morphisme de Tpt-spectres symétriques de complexes de préfaisceaux sur
CpVar. On suppose que OubΣ( f ) est une équivalence (D1, usu)-locale stable de Tpt-spectres non symétriques. Alors,
f est une équivalence (D1, usu)-locale stable de Tpt-spectres symétriques.
Démonstration. On ne restreint pas le généralité en supposant que f est une cofibration projective. Il suffit de montrer
que le Tpt-spectre symétrique coker( f ) est stablement (D1, usu)-équivalent au Tpt-spectre nul. On choisit une cofibra-
tion projective de Tpt-spectres symétriques coker( f ) // C qui est une équivalence (D1, usu)-locale niveau par niveau
et telle que C est projectivement (D1, usu)-fibrant niveau par niveau. On montrera que C est isomorphe au Tpt-spectre
nul dans AnDA(Λ).
Étant donné que OubΣ( f ) est une équivalence (D1, usu)-locale stable et que le foncteur OubΣ préserve les équi-
valences (D1, usu)-locale niveau par niveau, le Tpt-spectre non symétrique C′ = OubΣ(C) est stablement (D1, usu)-
équivalent au Tpt-spectre nul. En utilisant [5, Th. 4.3.61], on voit que l’équivalence de catégories AnDA(Λ) ' D(Λ)
envoie C′ sur le complexe colimn∈N C′n((P1,an,∞)∧n). Ce complexe est donc acyclique. On en déduit aussitôt que le
Tpt-spectre symétrique C satisfait aux conditions d’application du Lemme 2.34. Il est donc isomorphe au Tpt-spectre
nul dans AnDA(Λ). C
La notion de ΛTpt -spectre symétrique (voir la définition ci-dessous) a été dégagée auparavant dans le contexte topo-
logique (i.e., celui des S 1-spectres symétriques en ensembles simpliciaux) par Schwede [42, Th. 4.44] qui lui donna
le nom de « spectre symétrique semi-stable ». Cette notion a été ensuite transportée au contexte A1-homotopique dans
le « Diplomarbeit » de Hähne [23] effectué sous la direction de Hornbostel.
Définition 2.36 — Soit E un Tpt-spectre symétrique. On dit que E est un ΛTpt -spectre symétrique (ou simplement
un Λ-spectre symétrique) lorsque la condition suivante est satisfaite. Pour une (et donc toute) équivalence (D1, usu)-
locale stable E // F telle que le Tpt-spectre symétrique F est un Ω-spectre (7), le morphisme OubΣ(E) // OubΣ(F)
est une équivalence (D1, usu)-locale stable dans SptTpt (Cpl(PSh(CpVar,Λ))).
Étant donné un Tpt-spectre symétrique E, on note, comme dans la preuve du Lemme 2.34, Λ∞(E) la colimite de la
N-suite
E
λE
// Λ1(E)
Λ1(λE)
// Λ2(E) // · · · // Λr(E) Λ
r(λE)
// Λr+1(E) // · · · , (48)
7. Rappelons que cela veut dire que les morphismes γ′F : Fn // Rhom((P
1,an,∞),Fn+1) sont inversibles dans AnDAeff(Λ) pour tout
n ∈ N. (Ici, le foncteur dérivé à droite de hom((P1,an,∞),−) est pris relativement à la structure projective (D1, usu)-locale sur la catégorie
Cpl(PSh(CpVar,Λ)).)
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et λ∞E : E // Λ
∞(E) le morphisme évident. Les ΛTpt -spectres symétriques seront privilégiés dans la suite parce
qu’ils satisfont à une variante symétrique de [5, Th. 4.3.61]. C’est la suivante.
Théorème 2.37 — Soit E un Tpt-spectre symétrique projectivement (D1, usu)-fibrant niveau par niveau. On suppose
que E est un Λ-spectre symétrique. Alors, le morphisme E // Λ∞(E) est une équivalence (D1, usu)-locale stable et
Λ∞(E) est un Ω-spectre qui est D1-local niveau par niveau.
On établit d’abord un résultat préliminaire mais utile indépendamment du théorème à démontrer.
Proposition 2.38 — Soit E un Tpt-spectre symétrique projectivement (D1, usu)-fibrant niveau par niveau. On sup-
pose que E est un Λ-spectre symétrique. Alors, le morphisme λE : E // Λ1(E) = s−hom((P1,an,∞),E) est une équi-
valence (D1, usu)-locale stable. De plus, les Tpt-spectres s−E et Λ1(E) sont également des Λ-spectres symétriques,
projectivement (D1, usu)-fibrants niveau par niveau.
Démonstration. On divise la preuve en trois étapes. Dans les deux premières on établit que λE est une équivalence
(D1, usu)-locale stable.
Étape A. Soit f : E // F une équivalence (D1, usu)-locale stable de but un Tpt-spectre symétrique stablement
(D1, usu)-fibrant. Clairement, λF est un quasi-isomorphisme de complexes de préfaisceaux niveau par niveau. Il suffira
donc de montrer que Λ1( f ) est une équivalence (D1, usu)-locale stable. Par le Corollaire 2.35, il suffit de montrer que
OubΣ(Λ1( f )) est une équivalence (D1, usu)-locale stable de Tpt-spectres non symétriques. Ce morphisme se réecrit :
f : s−hom((P1,an,∞),E′) // s−hom((P1,an,∞),F′) (8)
avec E′ = OubΣ(E) et F′ = OubΣ(F). Étant donné que E est un Λ-spectre symétrique, le morphisme f ′ : E′ // F′
est une équivalence (D1, usu)-locale stable entre Tpt-spectres non symétriques qui sont (D1, usu)-fibrants niveau par
niveau. Il suffit alors de montrer que les endofoncteurs Rhom((P1,an,∞),−) et Rs− de la catégorie homotopique
HoD1−usu−niv(SptTpt (Cpl(PSh(CpVar,Λ)))),
associée à la structure projective (D1, usu)-locale niveau par niveau, préservent les équivalences (D1, usu)-locales
stables. Ceci fera l’objet de l’étape suivante.
Étape B. Étant donné que Tpt ' Λcst[2] dans AnDAeff(Λ), on a un isomorphisme Rhom((P1,an,∞),−) ' (−)[−2]
entre endofoncteurs de AnDAeff(Λ). La propriété recherchée est donc claire pour l’endofoncteur Rhom((P1,an,∞),−).
D’autre part, s− admet un adjoint à gauche s+. Sur les Tpt-spectres non symétriques, le foncteur s+ consiste à décaler
les niveaux dans le sens opposé à celui de s− et à placer le complexe nul au niveau zéro. En particulier, il préserve
et détecte les équivalences (D1, usu)-locales niveau par niveau. D’autre part, s+ est une équivalence de Quillen à
gauche relativement à la structure (D1, usu)-locale stable (voir [5, Th. 4.3.38]). On déduit aussitôt que s+ préserve
et détecte les équivalences (D1, usu)-locales stables. Soit maintenant a : A // B une équivalence (D1, usu)-locale
stable de Tpt-spectres non symétriques. Pour montrer que s−(a) est une équivalence (D1, usu)-locale stable, il suffit de
montrer que s+s−(a) en est une. Or, les morphismes δ : s+s−(A) // A et δ : s+s−(B) // B sont des isomorphismes
à partir du niveau 1. En particulier, ce sont des équivalences (D1, usu)-locales stables (voir [5, Lem. 4.3.59]). La
propriété recherchée pour l’endofoncteur s− découle maintenant de la propriété 2 de 3 des équivalences (D1, usu)-
locales stables. La première partie de la proposition est démontrée.
Étape C. Clairement, s−E et Λ1(E) sont projectivement (D1, usu)-fibrants niveau par niveau. Il reste à voir qu’ils
sont des Λ-spectres symétriques. Il est facile de voir que le foncteur hom((P1,an,∞),−) préserve les ΛTpt -spectres
symétriques qui sont projectivement (D1, usu)-fibrants niveau par niveau. On peut donc se concentrer sur le foncteur
s−. Pour cela, on reprend l’équivalence (D1, usu)-locale f : E // F de l’Étape A. Par l’Étape B, s−OubΣ( f ) =
OubΣ(s− f ) est une équivalence (D1, usu)-locale de Tpt-spectres non symétriques. Le Corollaire 2.35 entraîne alors
que s− f : s−E // s−F est une équivalence (D1, usu)-locale stable de Tpt-spectres symétriques. Or, s−F est stablement
(D1, usu)-fibrant. On voit que s−E est un Λ-spectre symétrique en utilisant une deuxième fois que OubΣ(s− f ) est une
équivalence (D1, usu)-locale stable. C
8. Il s’agit ici du prolongement du foncteur hom((P1,an,∞),−) à la catégorie des Tpt-spectres non symétriques associé à la transformation
naturelle τ′ : (P1,an,∞) ⊗ hom((P1,an,∞),−) // hom((P1,an,∞), (P1,an,∞) ⊗ −) obtenue par adjonction de la transformation naturelle τ :
(P1,an,∞) ⊗ ((P1,an,∞) ⊗ −) ' (P1,an,∞) ⊗ ((P1,an,∞) ⊗ −) consistant à permuter les deux premiers facteurs. Ce n’est pas le seul prolongement
possible. En effet, on aurait pu prendre à la place de τ′ la transformation naturelle déduite par adjonction de l’identité du foncteur (P1,an,∞) ⊗
((P1,an,∞) ⊗ −).
42 JOSEPH AYOUB
Remarque 2.39 — Si E un ΛTpt -spectre symétrique, il en est de même de s−E. En effet, cette propriété est invariante
par équivalences (D1, usu)-locales niveau par niveau, et elle est vraie lorsque E est (D1, usu)-fibrant niveau par niveau
par la Proposition 2.38.
Le groupe symétrique Σn opère sur le foncteur sn− = (s−)◦n. Étant donné un Tpt-spectre symétrique E, l’action de
Σn sur (sn−E)m = Em+n est la restriction de l’action naturelle de Σm+n sur Em+n suivant l’inclusion Σn ↪→ Σm+n donnée
par la composition de Σn ' {1} × Σn ↪→ Σm × Σn ↪→ Σm+n. Il est facile de voir que les deux transformations naturelles
λsn−E, s
n−(λE) : sn−E // sn+1− hom((P1,an,∞),E) ne sont pas égales (dès que n > 0). Toutefois, la différence est donnée
par τ(n) = (12 · · · n + 1) ∈ Σn+1 agissant sur sn+1− . On en déduit aussitôt le résultat suivant.
Lemme 2.40 — Soit E un Tpt-spectre symétrique. Le triangle suivant
Λn(E)
λΛn(E)
//
Λn(λE) ((
Λn+1(E)
Λn+1(E)
τ(n)
OO
(49)
est commutatif. (Ci-dessus, la permutation τ(n) agit sur le facteur sn+1− de Λn+1 = sn+1− hom((P1,an,∞)∧n+1,−).)
Démonstration du Théorème 2.37. Par la Proposition 2.38, les Tpt-spectres Λn(E) sont des Λ-spectres symétriques.
En utilisant la Proposition 2.38 et le Lemme 2.40, on obtient que tous les morphismes de (48) sont des équivalences
(D1, usu)-locales stables. Par ailleurs, on peut facilement adapter la première partie de la preuve du Lemme 2.24 pour
obtenir que les N-colimites préservent les équivalences (D1, usu)-locales stables. Ceci montre que λ∞E : E // Λ
∞(E)
est une équivalence (D1, usu)-locale stable.
Les Tpt-spectres Λn(E) sont (D1, usu)-fibrants niveau par niveau. Par le Lemme 2.24, Λ∞(E) est D1-local niveau
par niveau. Il reste à voir que c’est un Ω-spectre.
Fixons une équivalence (D1, usu)-locale f : E // F avec F un Tpt-spectre symétrique stablement (D1, usu)-
fibrant. Étant donné que λF est un quasi-isomorphisme de préfaisceaux niveau par niveau, il en est de même du
morphisme λ∞F . En particulier, Λ
∞(F) est aussi stablement (D1, usu)-fibrant. Il suffira donc de montrer que Λ∞( f )
est une équivalence (D1, usu)-locale niveau par niveau. La source et le but de Λ∞( f ) étant D1-locaux niveau par
niveau, on est ramené à montrer que le morphisme de complexes Λ∞( f ) : Λ∞(E)n(pt) // Λ∞(F)n(pt) est un quasi-
isomorphisme pour tout n ∈ N. Puisque (P1,an,∞) ⊗ Λcst ' Λcst[2] dans AnDAeff(Λ), on a un isomorphisme de
Λ-modules gradués H∗(Λ∞(E)n(pt)) ' H2n+∗(Λ∞(E)n((P1,an,∞)∧n)), et de même pour F. Il est donc équivalent de
montrer que
Λ∞( f ) : H∗
(
Λ∞(E)n((P1,an,∞)∧n)
)
// H∗
(
Λ∞(F)n((P1,an,∞)∧n)
)
(50)
est un isomorphisme pour tout n ∈ N.
Le Λ-module gradué H∗(Λ∞(E)n((P1,an,∞)∧n)) (et pareillement pour F à la place de E) est la colimite du système
inductif (H∗(En+r((P1,an,∞)∧n+r)))r∈N, où les morphismes de transitions sont donnés par les compositions de
H∗
(
En+r((P1,an,∞)∧n+r)
) (?)
// H∗
(
En+r+1((P1,an,∞)∧n+r+1)
) τ−1(n+r)
// H∗
(
En+r+1((P1,an,∞)∧n+r+1)
)
, (51)
avec (?) égal à la composition de
H∗
(
En+r((P1,an,∞)∧n+r)
)
γ′E

H∗
(
hom((P1,an,∞),En+r+1)((P1,an,∞)∧n+r)
)
H∗
(
En+r+1((P1,an,∞) ∧ (P1,an,∞)∧n+r)
)
τ

H∗
(
En+r+1((P1,an,∞)∧n+r ∧ (P1,an,∞))
)
.
(52)
En particulier, on voit que les morphismes (50) ne dépendent pas de n. Ainsi, on supposera dorénavant que n =
0. D’autre part, le morphisme τ dans (52) est l’identité. Pour voir cela, on utilise encore une fois l’isomorphisme
(P1,an,∞) ⊗Λcst ' Λcst[2] (dans AnDAeff(Λ)) et le fait que les permutations des facteurs agissent trivialement sur les
puissances tensorielles de Λcst[2]. On voie en fin de compte que H∗(Λ∞(E)0(pt)) (et pareillement pour F à la place de
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E) est la colimite de la N-suite
· · · // H∗
(
Er((P1,an,∞)∧r)
) τ−1(r)◦γ′E
// H∗
(
Er+1((P1,an,∞)∧r+1)
)
// · · · . (53)
Du fait que F est stablement (D1, usu)-fibrant, on a H∗(F0(pt)) ' H∗(Fr((P1,an,∞)∧r)) ' H∗(Λ∞(F)0(pt)) pour tout
r ∈ N. Modulo ces identifications, le morphisme H∗(Λ∞(E)0(pt)) // H∗(Λ∞(F)0(pt)) correspond (via la propriété
universelle de la colimite) au morphisme induit par la famille suivante :{
ur : H∗
(
Er((P1,an,∞)∧r)
) f
// H∗
(
Fr((P1,an,∞)∧r)
)
' H∗(F0(pt))
}
r∈N
. (54)
Pour chaque r ∈ N, le morphisme ur ci-dessus est Σr-équivariant lorsqu’on fait opérer Σr trivialement sur le but et via
son action sur Er sur la source. Par le Lemme 2.41 ci-dessous, on se ramène à montrer que la famille (54) induit un
isomorphisme entre H∗(F0(pt)) et la colimite de la N-suite
· · · // H∗
(
Er((P1,an,∞)∧r)
) γ′E
// H∗
(
Er+1((P1,an,∞)∧r+1)
)
// · · · . (55)
Or, par hypothèse, E est un Λ-spectre symétrique. Il s’ensuit que OubΣ( f ) : OubΣ(E) // OubΣ(F) est une équiva-
lence (D1, usu)-stable. Par le Lemme 2.15, l’équivalence de catégories AnDA(Λ) ' D(Λ), envoie un Tpt-spectre non
symétrique G, supposé (D1, usu)-fibrant niveau par niveau, sur la colimite de la N-suite
· · · // Gr((P1,an,∞)∧r)
γ′G
// Gr+1((P1,an,∞)∧r+1) // · · · .
On déduit de là que f induit un isomorphisme entre la colimite de la N-suite (55) et la colimite de la N-suite analogue,
où E est remplacé par F. En utilisant une deuxième fois les isomorphismes H∗(F0(pt)) ' H∗(Fr((P1,an,∞)∧r)), on
obtient que la famille (54) induit un isomorphisme entre la colimite de la N-suite (55) et H∗(F0(pt)). C
Lemme 2.41 — On suppose données une N-suite d’ensembles (de groupes, de Λ-modules, etc)
A0
a0
// A1
a1
// A2 // · · · // Ar ar // Ar+1 // · · ·
et, pour chaque r ∈ N, une action de Σr sur Ar. On suppose également les deux propriétés suivantes :
(i) Pour tout r ∈ N, le morphisme ar est Σr-équivariant lorsqu’on fait agir Σr sur Ar+1 par la restriction suivant
l’inclusion Σr ' {1} × Σr ↪→ Σr+1. (9)
(ii) Pour tout r ∈ N, le morphisme canonique Ar // A∞ = colims∈N As est Σr-équivariant lorsqu’on fait agir Σr
trivialement sur A∞.
Alors pour tout choix d’une famille de permutations (σr)r∈N ∈ ∏r∈N Σr, la famille des morphismes canoniques
(Ar // A∞)r∈N identifient A∞ avec la colimite de la N-suite
A0
σ1◦a0
// A1
σ2◦a1
// A2 // · · · // Ar σr+1◦ar // Ar+1 // · · · .
Démonstration. Il s’agit d’un exercice facile qu’on laissera au lecteur. C
2.2.3. Le foncteur de D1-localisation stable. — Nous combinons ici les constructions des paragraphes §2.2.1 et
§2.2.2 pour obtenir un foncteur de D1-localisation stable pour les ΛTpt -spectres symétriques (voir la Définition 2.36).
Rappelons qu’une D1-localisation stable d’un Tpt-spectre symétrique E est un ΩTpt -spectre symétrique D1-local ni-
veau par niveau F, muni d’une équivalence (D1, usu)-locale stable E // F. Autrement dit, on cherche à construire
explicitement (du moins pour les ΛTpt -spectres symétriques) le foncteur de localisation (au sens de [5, Prop. 4.2.71])
inhérent à la localisation de Bousfield qui fournit la structure de modèles (D1, usu)-locale stable à partir de la structure
de modèles usu-locale niveau par niveau sur la catégorie SptΣTpt (Cpl(PSh(CpVar,Λ))).
On commence d’abord par prolonger le foncteur SgD (et ses avatars nSgD et aSgD) aux Tpt-spectres symétriques.
Soit K un complexe de préfaisceaux sur CpVar. On dispose d’un isomorphisme naturel (en K) d’objets cubiques
Σ-enrichis de Cpl(PSh(CpVar,Λ)) :
hom(D¯, hom((P1,an,∞),K•)) ∼ // hom((P1,an,∞), hom(D¯,K•)).
9. Le choix de ces inclusions n’est pas important pour la validité du lemme.
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En 1n ∈ , ce morphisme est la composition de
hom(D¯n, hom((P1,an,∞),K•)) ∼ // hom((P1,an × D¯n, {∞} × D¯n),K•)
∼ τ

hom((D¯n × P1,an, D¯n × {∞}),K•) ∼ // hom((P1,an,∞), hom(D¯n,K•)),
avec τ l’isomorphisme induit par la permutation des facteurs. En passant aux complexes simples et ensuite aux com-
plexes totaux, on obtient un isomorphisme de foncteurs
SgD(hom((P1,an,∞),−)) ∼ // hom((P1,an,∞),SgD(−)). (56)
Par adjonction, on déduit une transformation naturelle (P1,an,∞)⊗SgD(−) // SgD((P1,an,∞)⊗−) qui est symétrique
au sens de [5, Déf. 4.3.16]. Elle permet donc de prolonger le foncteur SgD à la catégorie des Tpt-spectres symétriques.
Étant donné un Tpt-spectre symétrique E, SgD(E) est donné au niveau n par le complexes SgD(En). Son morphisme
d’assemblage au niveau n est l’adjoint du morphisme SgD(En) // hom((P1,an,∞),SgD(En+1)) égal à la composition
de
SgD(En)
γE
// SgD(hom((P1,an,∞),En+1)) ∼
(56)
// hom((P1,an,∞),SgD(En+1)).
En remplaçant ci-dessus « complexe simple » par « complexe normalisé » et « complexe alterné » (si Λ est une
Q-algèbre), on obtient des transformations naturelles analogues pour les foncteurs nSgD et aSgD qui permettent de
les prolonger à la catégorie des Tpt-spectres symétriques. On a alors des morphismes de Tpt-spectres symétriques
SgD(E) // nSgD(E) et SgD(E) // aSgD(E) qui sont des quasi-isomorphismes niveau par niveau.
De même, pour m ∈ N, on peut prolonger le foncteur hom((D¯m, ∂D¯m),−) à la catégorie des Tpt-spectres symé-
triques. De plus, on déduit de (45) une transformation
tm : hom((D¯m, ∂D¯m),SgD(E)) // SgD(E)[−m]+ (57)
naturelle en E ∈ SptΣTpt (Cpl(PSh(CpVar,Λ))). Les transformations naturelles analogues pour nSgD et aSgD s’étendent
également à la catégorie des Tpt-spectres symétriques.
Par le Corollaire 2.26, le complexe SgD• (Tpt) est quasi-isomorphe à Λ[2]. On fixe un élément α ∈ Tpt(D¯2, ∂D¯2)
dont la classe d’homologie [α] est une base du Λ-module H2(SgD• (Tpt)). La classe [α] est déterminée à multiplication
près par un élément inversible de Λ. (En particulier, lorsque Λ = Z, la classe [α] est bien définie à un signe près.) La
section α induit une transformation
α∗ : hom((P1,an,∞),K) // hom((D¯2, ∂D¯2),K),
naturelle en K ∈ Cpl(PSh(CpVar,Λ)), qui se prolonge à la catégorie des Tpt-spectres symétriques.
Définition 2.42 — Soit E un Tpt-spectre symétrique en complexes de préfaisceaux sur CpVar.
(a) On note ϑE : SgD(E) // s−SgD(E)[−2] la transformation naturelle (en E) donnée par la composition de
SgD(E) λ // s−hom((P1,an,∞),SgD(E)) α
∗
// s−hom((D¯2, ∂D¯2),SgD(E))
t2
// s−SgD(E)[−2]. (58)
(b) On note aussi ςE : Λ1(SgD(E)) // s−SgD(E)[−2] la transformation naturelle (en E) donnée par la composi-
tion de
hom((P1,an,∞),SgD(E)) α∗ // hom((D¯2, ∂D¯2),SgD(E)) t2 // SgD(E)[−2], (59)
à laquelle on applique le foncteur s−.
Avec les notations de la Définition 2.42, on a clairement ϑE = ςE ◦ λSgD(E).
Proposition 2.43 — Soit E un Tpt-spectre symétrique. On suppose que E est un Λ-spectre symétrique. Alors,
le morphisme ϑE de la Définition 2.42 est une équivalence (D1, usu)-locale stable. Si de plus on suppose que E
est projectivement (D1, usu)-fibrant niveau par niveau, le morphisme ςE de la Définition 2.42 est une équivalence
(D1, usu)-locale niveau par niveau.
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Démonstration. Soit e : E // F une équivalence (D1, usu)-locale niveau par niveau avec F un Tpt-spectre symé-
trique qui est injectivement (D1, usu)-fibrant niveau par niveau. On a des carrés commutatifs
SgD(E)
ϑE
//
e

s−SgD(E)[−2]
e

SgD(F)
ϑF
// s−SgD(F)[−2],
Λ1(SgD(E))
ςE
//
e

s−SgD(E)[−2]
e

Λ1(SgD(F))
ςF
// s−SgD(F)[−2],
où les flèches verticales sont des équivalences (D1, usu)-locales niveau par niveau (voir le Corollaire 2.27). On ne
restreint donc pas la généralité en supposant que E est injectivement (D1, usu)-fibrant niveau par niveau. Nous allons
montrer que le morphisme λ dans (58) est une équivalence (D1, usu)-locale stable et que les morphismes α∗ et t2 dans
(58) et (59) sont des équivalences (D1, usu)-locales niveau par niveau.
Par le Lemme 2.28, le morphisme E // SgD(E) est un quasi-isomorphisme de préfaisceaux niveau par niveau. Il
s’ensuit que SgD(E) est un Λ-spectre symétrique qui de plus est projectivement (D1, usu)-fibrant niveau par niveau.
La Proposition 2.38 permet alors de conclure quant au morphisme λ dans (58). Par ailleurs, on a un carré commutatif
de Tpt-spectres symétriques
SgD(hom((P1,an,∞),E)) α∗ //
∼

SgD(hom((D¯2, ∂D¯2),E))
∼

hom((P1,an,∞),SgD(E)) α∗ // hom((D¯2, ∂D¯2),SgD(E)).
En utilisant le Corollaire 2.27, on se ramène à montrer que α∗ : hom((P1,an,∞),E) // hom((D¯2, ∂D¯2),E) est une
équivalence (D1, usu)-locale niveau par niveau. Ceci découle du Lemme 2.44 ci-dessous. Enfin, étant donné que E est
injectivement (D1, usu)-fibrant niveau par niveau, on peut appliquer le Lemme 2.33 pour obtenir que le morphisme t2
dans (58) soit un quasi-isomorphisme de préfaisceaux niveau par niveau. C
Lemme 2.44 — Soit K un complexe de préfaisceaux de Λ-modules sur CpVar. On suppose que K est injectivement
(D1, usu)-fibrant. Alors, α∗ : hom((P1,an,∞),K) // hom((D¯2, ∂D¯2),K) est un quasi-isomorphisme de préfaisceaux.
Démonstration. Il s’agit de montrer que α∗ : K(P1,an×X, {∞}×X) // K(D¯2×X, ∂D¯2×X) est un quasi-isomorphisme
pour toute variété complexe X. En remplaçant K par hom(X,K) (qui est encore injectivement (D1, usu)-fibrant), on se
ramène au cas où X = pt.
Soit r0 > 1 un réel tel que α ∈ Tpt(D¯2, ∂D¯2) se relève en α0 ∈ Tpt(D(o, r0)2, ∂D(o, r0)2). (Bien entendu, ∂D(o, r)2
est le sous-espace analytique défini par l’équation x1x2(x1 − 1)(x2 − 1) = 0.) Pour r ∈]1, r0], on notera αr l’image
de α0 dans α0 ∈ Tpt(D(o, r)2, ∂D(o, r)2). Il suffit de vérifier que α∗r : K(P1,an,∞) // K(D(o, r)2, ∂D(o, r)2) est un
quasi-isomorphisme pour r ∈]1, r0]. Sur les n-ièmes groupes d’homologie, ce morphisme s’écrit
pi0
(
(P1,an,∞) ⊗ Λcst[n],K
) α∗r
// pi0
(
(D(o, r)2, ∂D(o, r)2) ⊗ Λcst[n],K
)
. (60)
Étant donné que K est injectivement (D1, usu)-fibrant et que (P1,an,∞)⊗Λcst et (D(o, r)2, ∂D(o, r)2)⊗Λcst sont injecti-
vement cofibrants, on se ramène à montrer que αr : (D(o, r)2, ∂D(o, r)2)⊗Λcst // (P1,an,∞)⊗Λcst est une équivalence
(D1, usu)-locale. Ceci revient à dire que le morphisme de complexes de chaînes
αr : SgD•
(
(D(o, r)2, ∂D(o, r)2) ⊗ Λcst
)
// SgD•
(
(P1,an,∞) ⊗ Λcst
)
(61)
est un quasi-isomorphisme. Or, les deux complexes dans (61) sont quasi-isomorphes à Λ[2]. Le résultat recherché
découle du choix de α. C
On donne maintenant la construction de la D1-localisation stable des ΛTpt -spectres symétriques.
Définition 2.45 — Soit E un Tpt-spectre symétrique en complexes de préfaisceaux sur CpVar. On note SingD,∞(E)
la colimite de la N-suite :
SgD(E)
ϑE
// s−SgD(E)[−2] ϑE // · · · // sn−SgD(E)[−2n]
ϑE
// sn+1− SgD(E)[−2n − 2] // · · · . (62)
On obtient ainsi un endofoncteur SingD,∞ de la catégorie des Tpt-spectres symétriques muni d’une transformation
naturelle id // SingD,∞.
Remarque 2.46 — En remplaçant dans la Définition 2.45 le foncteur SgD par nSgD et aSgD (si Λ est une Q-algèbre),
on obtient deux endofoncteurs qu’on notera nSingD,∞ et aSingD,∞.
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Lemme 2.47 — Le triangle de Tpt-spectres symétriques
sn−SgD(E)
ϑsn−E
//
sn−ϑE ))
sn+1− SgD(E)[−2]
sn+1− SgD(E)[−2]
τ(n)
OO
est commutatif. (Ci-dessus, τ(n) est la permutation cyclique (12 · · · (n + 1)) ∈ Σn+1 opérant sur le foncteur sn+1− .)
On arrive au résultat principal de ce paragraphe.
Théorème 2.48 — Soit E un Tpt-spectre symétrique en complexes de préfaisceaux sur CpVar. On suppose que E
est un Λ-spectre symétrique. Alors, le morphisme canonique E // SingD,∞(E) est une équivalence (D1, usu)-locale
stable et SingD,∞(E) est un Ω-spectre qui est D1-local niveau par niveau. Autrement dit, SingD,∞ est un foncteur de
D1-localisation stable pour les Λ-spectres symétriques.
Démonstration. Par la Proposition 2.38 (et la Remarque 2.39), les Tpt-spectres symétriques sn−E sont des Λ-spectres
symétriques. La Proposition 2.43 montre alors que les morphismes ϑsn−E sont des équivalences (D
1, usu)-locales
stables. En utilisant le Lemme 2.47, on déduit aussitôt que tous les morphismes dans la N-suite (62) sont des
équivalences (D1, usu)-locales stables. Par ailleurs, on peut facilement adapter la première partie de la preuve du
Lemme 2.24 pour obtenir que les N-colimites préservent les équivalences (D1, usu)-locales stables. Ceci montre que
E // SingD,∞(E) est une équivalence (D1, usu)-locale stable. Le Lemme 2.24 et le Théorème 2.23 montrent égale-
ment que le Tpt-spectre symétrique SingD,∞(E) est D1-local niveau par niveau. Il reste à voir que c’est un Ω-spectre.
En utilisant le Corollaire 2.27, on montre facilement que SingD,∞ préserve les équivalences (D1, usu)-locales niveau
par niveau. Ainsi, pour montrer que SingD,∞(E) est un Ω-spectre, on peut supposer que E est projectivement (D1, usu)-
fibrant niveau par niveau. Par le Lemme 2.28, il en est de même de SgD(E).
Pour r ∈ N, on note ς(r)E : Λr(SgD(E)) // sr−SgD(E)[−2r] la composition de
Λr(SgD(E))
Λr−1(ςE)
// s−Λr−1(SgD(E))[−2] Λ
r−2(ςE)
// · · · // sr−1− Λ1(SgD(E))[−2r + 2]
ςE
// sr−SgD(E)[−2r].
Par la Proposition 2.43, les ς(r)E sont des équivalences (D
1, usu)-locales niveau par niveau. Par ailleurs, les carrés
Λr(SgD(E))
Λr(λ)
//
ς(r)E

Λr+1(SgD(E))
ς(r+1)E

sr−SgD(E)[−2r]
ϑE
// sr+1− SgD(E)[−2r − 2]
commutent par construction. En passant à la colimite suivant les r ∈ N, la famille (ς(r)E )r∈N fournit donc un morphisme
ς∞E : Λ
∞(SgD(E)) // SingD,∞(E). Par le Lemme 2.24, ς∞E est un équivalence (D
1, usu)-locale niveau par niveau. Or,
le Théorème 2.37 affirme que Λ∞(SgD(E)) est un Ω-spectre. C
2.2.4. Approximation du complexe des chaînes singulières des motifs. — Comme avant, k désigne un corps de ca-
ractéristique nulle muni d’un plongement complexe σ : k ↪→ C. On note Sm/k la catégorie des pro-k-schémas lisses,
i.e., des pro-objets de Sm/k. Si F est un préfaisceau sur Sm/k (à valeurs dans une catégorie qui possède les colimites
filtrantes), on l’étend à Sm/k en posant F((Xi)i∈I) = colimi∈I F(Xi) pour tout pro-k-schéma lisse (Xi)i∈I .
Pour n ∈ N, on note Vli(D¯n/Ank) la catégorie ayant pour objets les couples (U, u) avec U un Ank-schéma lisse et
u : D¯n // Uan un morphisme de pro-variétés complexes tel que la composition D¯n u // Uan // (Ank)
an coïncide avec
l’inclusion canonique D¯n ↪→ Cn. Une flèche f : (U, u) // (V, v) dans Vli(D¯n/Ank) est un morphisme de Ank-schémas
f : U // V tel que v = f an ◦ u. On pensera à la catégorie Vli(D¯n/Ank) comme étant la catégorie des voisinages lisses
du polydisque fermé D¯n dans l’espace affine Ank . Cette catégorie intervient dans la description des sections sur D¯
n de
l’image inverse d’un préfaisceau suivant le foncteur An : Sm/k // CpVar. Plus précisément, on a le résultat suivant.
Lemme 2.49 — Soit F un préfaisceau sur Sm/k à valeurs dans une catégorie possédant les petites colimites. On a
un isomorphisme canonique : An∗(F)(D¯n) ' colim(U,u)∈Vli(D¯n/Ank ) F(U).
Démonstration. En effet, on a
An∗(F)(D¯n) = colim
r∈R, r>1
An∗(F)(D(o, r)n) = colim
r∈R, r>1
(
colim
(U,u)∈D(o,r)n\(Sm/k)
F(U)
)
' colim
(U,u)∈D¯n\(Sm/k)
F(U).
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Ci-dessus, D(o, r)n\(Sm/k) (resp. D¯n\(Sm/k)) désigne la catégorie des couples (U, u) formés d’un k-schéma lisse U
et d’un morphisme de variétés analytiques u : D(o, r)n // Uan (resp. de pro-variétés analytiques u : D¯n // Uan). Il
reste à vérifier que le foncteur évident E : Vli(D¯n/Ank)
// D¯n\(Sm/k) est cofinal. Cette vérification est omise. C
On note An = Γ(D¯n,O) l’anneau des fonctions analytiques complexes définies sur un voisinage ouvert du poly-
disque fermé D¯n. C’est l’anneau des séries formelles f =
∑
(ν1,...,νn)∈Nn aν1,...,νn t
ν1
1 · · · tνnn pour lesquelles il existe un réel
r > 1 et une constante C > 0 tels que |aν1,...,νn | ≤ C · r−
∑n
i=1 νi pour tout (ν1, . . . , νn) ∈ Nn. On aura besoin du résultat
suivant.
Proposition 2.50 — La k[t1, . . . , tn]-algèbre An est noethérienne et régulière.
Démonstration. Il est classique que l’anneau An est noethérien. On renvoie le lecteur à [16, Th. I.9], où il est prouvé
que les fonctions analytiques, définies au voisinage d’une partie C d’un espace analytique complexe X, forment un
anneau noethérien, et ceci pour une large classe de parties compactes C ⊂ X.
Il reste à voir que An est régulière en tant que k[t1, . . . , tn]-algèbre. Pour cela, on peut supposer que k = C. Il est
bien connu que l’anneau An est factoriel et donc à fortiori régulier. On renvoie le lecteur à [12], où il trouvera un
critère de factorialité qui s’applique à des anneaux de fonctions analytiques beaucoup plus généraux que les anneaux
An. Par [31, Th. 102], on déduit queAn est excellent. Ainsi, pour montrer que la C[t1, . . . , tn]-algèbreAn est régulière,
il suffit de vérifier que An/p est une C[t1, . . . , tn]/q-algèbre régulière pour tout idéal maximal p ⊂ An d’image inverse
q ⊂ C[t1, . . . , tn]. (Étant donné un idéal I d’un anneau commutatif R, R/ I désigne la completion formelle de R suivant
I, i.e., l’anneau limn∈N R/In.) Or, tout idéal maximal p ⊂ An est de la forme (t1 − a1, . . . , tn − an) avec ai des nombres
complexes de modules inférieurs ou égales à 1. On a donc An/p ' C[t1, . . . , tn]/q ' C[[t1 − a1, . . . , tn − an]]. C
Par le théorème de Popescu [37, 38] et sa variante plus précise [44, Th. 10.1], on déduit la conséquence suivante.
Corollaire 2.51 — An est l’union filtrante de ses sous-k[t1, . . . , tn]-algèbres lisses de type fini.
Notons V′li(D¯
n/Ank) ⊂ Vli(D¯n/Ank) la sous-catégorie pleine formée des couples (U, u) ∈ Vli(D¯n/Ank) tels que U est un
k-schéma affine, lisse sur Ank , et le morphisme u
∗ : OU(U) // An, induit par u, est injectif. Il est clair que la catégorie
V′li(D¯
n/Ank) est équivalente à l’ensemble des sous-k[t1, . . . , tn]-algèbres lisses de An qu’on ordonne par l’opposée de
la relation d’inclusion. En particulier, le Corollaire 2.51 entraîne que la catégorie V′li(D¯
n/Ank) est cofiltrante.
Proposition 2.52 — L’inclusion V′li(D¯
n/Ank) ↪→ Vli(D¯n/Ank) est cofinale. En particulier, la catégorie Vli(D¯n/Ank) est
cofiltrante.
Démonstration. On vient de voir que la catégorie V′li(D¯
n/Ank) est équivalente à un ensemble ordonné cofiltrant. Pour
vérifier que V′li(D¯
n/Ank) ↪→ Vli(D¯n/Ank) est cofinale, il suffit donc de montrer que tout objet de Vli(D¯n/Ank) est le but
d’une flèche dont la source est dans V′li(D¯
n/Ank).
Fixons un objet (U, u) ∈ Vli(D¯n/Ank). Par l’astuce de Jouanolou [25, Lem. 1.5], il existe un torseur T // U sous
un fibré vectoriel V // U tel que T est un k-schéma affine. Étant donné que les polydisques ouverts sont des variétés
de Stein, on déduit aussitôt que le (D¯n×Uan,u Van)-torseur D¯n×Uan,u T an est trivial, i.e., il admet une section. Autrement
dit, il existe un morphisme de pro-variétés complexes t : D¯n // T an qui relève le morphisme u. Le morphisme t
équivaut à la donnée d’un morphisme de k[t1, . . . , tn]-algèbres t∗ : OT (T ) // An. L’algèbre OT (T ) étant de type
fini, il existe par le Corollaire 2.51 une sous-k[t1, . . . , tn]-algèbre lisse B ⊂ An qui contient l’image de t∗. Notons
b : D¯n // Spec(B)an le morphisme évident. Alors, l’objet (Spec(B), b) ∈ V′li(D¯n/Ank) domine (U, u). C
Par la Proposition 2.52, le foncteur d’oubli D¯nli : Vli(D¯
n/Ank)
// Sm/k, qui à un couple (U, u) associe U, définit
un pro-k-schéma lisse D¯nli. Il est immédiat de voir que la famille {D¯nli}n∈N s’étend d’une manière naturelle en un
pro-k-schéma cocubique Σ-enrichi D¯li = D¯•li, i.e., un objet cocubique Σ-enrichi (au sens de la Définition A.12) dans la
catégorie Sm/k. De plus, les morphismes évidents D¯nli
// Ank définissent un morphisme de pro-k-schémas cocubiques
Σ-enrichis.
Définition 2.53 — Soit K = K• un complexe de préfaisceaux de Λ-modules sur Sm/k. On note SgDli (K) le complexe
total associé au complexe double C•(hom(D¯li,K•)). On pose SgDli (K) = Γ(Spec(k),Sg
D
li (K)).
Remarque 2.54 — En utilisant dans la Définition 2.53 le « complexe normalisé » N(−) et le « complexe alterné »
A(−) (si Λ est une Q-algèbre) au lieu de C(−), on obtient des complexes qu’on notera nSgDli (K) et aSgDli (K). Ces
complexes sont naturellement quasi-isomorphes à SgDli (K).
Lemme 2.55 — Soit K un complexe de préfaisceaux sur Sm/k. On a un isomorphisme canonique SgDli (K) '
SgD(An∗(K)).
Démonstration. Ceci est une conséquence immédiate du Lemme 2.49. C
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Remarque 2.56 — Le lecteur prendra garde que les complexes SgDli (K) et Sg
D(An∗(K)) ne vivent pas dans la même
catégorie. En effet, le premier est un complexe de préfaisceaux sur Sm/k alors que le second est un complexe de
préfaisceaux sur CpVar. Le Lemme 2.55 affirme simplement qu’ils ont les mêmes sections globales.
Remarque 2.57 — Le Lemme 2.55, entraîne que An∗ : Cpl(PSh(Sm/k,Λ)) // Cpl(PSh(CpVar,Λ)) envoie une
équivalence (A1,Nis)-locale sur une équivalence (D1, usu)-locale. Expliquons comment faire. Puisque An∗ est un
foncteur de Quillen à gauche, il suffit de montrer que si f est un quasi-isomorphisme de complexes de préfaisceaux sur
Sm/k, alors An∗( f ) est une équivalence (D1, usu)-locale. Puisque les colimites filtrantes sont exactes, le morphisme
SgDli ( f ) est encore un quasi-isomorphisme. Le Lemme 2.55 entraîne alors que le morphisme An
∗( f ) induit un quasi-
isomorphisme après application de SgD. On utilise le Corollaire 2.26 pour conclure. Le même argument montre que
le foncteur An∗, étendu aux spectres symétriques, envoie également une équivalence (A1,Nis)-locale stable sur une
équivalence (D1, usu)-locale stable.
Pour n ∈ N, on note Vét(D¯n/Ank) ⊂ Vli(D¯n/Ank) la sous-catégorie pleine ayant pour objets les couples (U, u) avec
U un Ank-schéma étale. Les objets de la catégorie Vét(D¯
n/Ank) sont les voisinages étales du polydisque fermé D¯
n dans
l’espace affineAnk . On note aussi V
′
ét(D¯
n/Ank) = Vét(D¯
n/Ank)∩V′li(D¯n/Ank). C’est la sous-catégorie pleine de Vét(D¯n/Ank)
formée des couples (U, u) tels que U est affine et le morphisme u∗ : OU(U) // An est injectif. (Puisque U est étale
sur Ank , cette dernière condition équivaut à la connexité du k-schéma U.) On a l’analogue suivant de la Proposition
2.52 dont la preuve est toutefois beaucoup plus élémentaire puisqu’elle ne fait pas appel au théorème de Popescu.
Proposition 2.58 — L’inclusion V′ét(D¯
n/Ank) ↪→ Vét(D¯n/Ank) est cofinale et la catégorie V′ét(D¯n/Ank) est équivalente
à un ensemble ordonné cofiltrant. En particulier, la catégorie Vét(D¯n/Ank) est cofiltrante.
Démonstration. Puisque la catégorie V′ét(D¯
n/Ank) est contenue dans V
′
li(D¯
n/Ank), elle est équivalente à un ensemble
ordonné. Soient (U1, u1) et (U2, u2) deux objets de V′ét(D¯
n/Ank). Alors U = U1 ×Ank U2 est un Ank-schéma étale et
affine. De plus, on dispose d’un morphisme u = (u1, u2) : D¯n // Uan qui fait de U un voisinage étale de D¯n dans
Ank . Notons U
′ l’unique composante connexe de U telle que U′an contient l’image de u et notons u′ : D¯n // U′an le
morphisme induit par u. Alors, (U′, u′) est un objet de V′ét(D¯
n/Ank) qui domine (U1, u1) et (U2, u2).
Il reste à voir que l’inclusion V′ét(D¯
n/Ank) ↪→ Vét(D¯n/Ank) est cofinale. On fixe une extension finie k ↪→ l ⊂ C de
k qui soit dense dans C. (On peut prendre l = σ(k) ou l = σ(k)[
√−1] selon que σ(k) est dense ou pas dans C.) Soit
(U, u) un objet Vét(D¯n/Ank). Quitte à remplacer U par U ⊗k l, on peut supposer que l’image de OU(U) dansAn contient
l. Quitte à remplacer U par la composante connexe dont l’analytifiée contient l’image de u, on peut supposer que U
est connexe. On montera qu’il existe un ouvert affine U′ ⊂ U tel que U′an contient l’image de u.
Soit U¯ le normalisé deAnk dans U. C’est unA
n
k-schéma fini (et en particulier affine) dans lequel U se plonge comme
un ouvert dense. On note Z = U¯ − U le complémentaire de U. Le morphisme u induit un morphisme de pro-espaces
analytiques u¯ : D¯n // U¯an. On pose B = OU¯(U¯). C’est une k[t1, . . . , tn]-algèbre finie qu’on peut identifier à son
image par u¯∗. Clairement, B ⊂ An contient le sous-anneau l[t1, . . . , tn] ⊂ An.
Soit I = (b1, . . . , br) un ideal de définition de Z. Puisque l’image de u¯ ne rencontre pas Zan, on a I · An = An. Il
existe donc des séries f1, . . . , fr ∈ An telles que ∑ri=1 bi fi = 1. On fixe un réel ε > 0 suffisamment petit pour que
‖bi‖∞ ≤ (2rε)−1 pour tout 1 ≤ i ≤ r. (Ici, ‖ · ‖∞ désigne la norme infinie sur le polydisque fermé D¯n.) Puisque l est
dense dans C, l’anneau l[t1, . . . , tn] est dense dans An pour la norme infinie. On peut donc trouver des polynômes
P1, . . . , Pr ∈ l[t1, . . . , tn] tels que ‖ fi − Pi‖∞ ≤ ε pour 1 ≤ i ≤ r. On pose g = ∑ri=1 biPi. C’est un élément de l’idéal I
et par construction, on a ‖g − 1‖∞ ≤ 2−1. En particulier, g est inversible sur D¯n. L’image de D¯n dans U¯an est contenue
donc dans (U¯[1/g])an. De plus, U′ = U¯[1/g] est un ouvert affine de U¯ qui est contenu dans U. C
Par la Proposition 2.58, le foncteur d’oubli D¯nét : Vét(D¯
n/Ank)
// Sm/k qui à un couple (U, u) associe le k-schéma
lisse U définit un pro-k-schéma lisse D¯nét. Il est immédiat de voir que la famille {D¯nét}n∈N s’étend d’une manière naturelle
en un pro-k-schéma cocubique Σ-enrichi D¯ét = D¯•ét. On a des morphismes évidents D¯li
// D¯ét et D¯ét // Ak.
Définition 2.59 — Soit K = K• un complexe de préfaisceaux sur Sm/k. On note SgDét(K) le complexe total associé
au complexe double C•(hom(D¯ét,K•)). On pose SgDét(K) = Γ(Spec(k),Sg
D
ét(K)).
Remarque 2.60 — En utilisant dans la Définition 2.59 le « complexe normalisé » N(−) et le « complexe alterné »
A(−) (si Λ est une Q-algèbre) au lieu de C(−), on obtient des complexes qu’on notera nSgDét(K) et aSgDét(K). Ces
complexes sont naturellement quasi-isomorphes à SgDét(K).
Le morphisme de pro-k-schémas cocubiques Σ-enrichis D¯li // D¯ét induit une transformation
SgDét(K)
// SgDli (K) (63)
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naturelle en K ∈ Cpl(PSh(Sm/k,Λ)). Le théorème suivant, jouera un rôle important dans la suite. Il s’agit d’un
résultat d’approximation des chaînes singulières (à valeurs dans un motif) par des chaînes singulières « algébriques ».
Théorème 2.61 — Le morphisme (63) est un quasi-isomorphisme de complexes de préfaisceaux sur Sm/k.
Démonstration. Pour tout k-schéma lisse X, on a des isomorphismes canoniques SgDli (K)(X) ' SgDli (hom(X,K)) et
SgDét(K)(X) ' SgDét(hom(X,K)). Quitte à remplacer K par hom(X,K), il suffit donc de montrer que SgDét(K) // SgDli (K)
est un quasi-isomorphisme. Dans la suite, on supposera aussi que σ(k) est dense dans C. Ceci ne restreint pas la
généralité. En effet, étant donnée une extension finie l ⊂ C contenant σ(k), on a alors des isomorphismes canoniques
SgDét(K) ' SgDét(K ◦ cl/k) et SgDli (K) ' SgDli (K ◦ cl/k) avec cl/k : Sm/l // Sm/k le foncteur qui associe à X ∈ Sm/l le
schéma X vu comme k-schéma.
Pour la suite, il sera plus commode de travailler avec ngSgDét(K) et
ngSgDli (K), les complexes totaux associés à
gN(K(D¯ét)) et gN(K(D¯li)) respectivement. (Bien entendu, ceci ne change strictement rien au contenu du théorème.)
En écrivant K = colimn∈N σ≤nτ≥−nK (avec σ≤n la troncation bête et τ≥−n la troncation canonique), on se ramène au
cas où K est borné. Par une récurrence facile sur la longueur de K, on se ramène même au cas où K = F[0] avec
F un préfaisceau de Λ-modules sur Sm/k. Il s’agit alors de montrer que gN•(F(D¯ét)) // gN•(F(D¯li)) est un quasi-
isomorphisme. On divise la preuve de cela en deux parties. Dans la première, on montre que ce morphisme induit des
épimorphismes sur l’homologie. Dans la seconde, on montre qu’il induit des monomorphismes sur l’homologie.
Partie 1 : Surjectivité. On fixe un entier n ∈ N et une classe d’homologie [γ] ∈ Hn(gN•(F(D¯li))) représentée par une
section γ ∈ F(D¯nli) telle que d∗i,(γ) = 0 pour tout 1 ≤ i ≤ n et  ∈ {0, 1}. On peut trouver (U, u) ∈ Vli(D¯n/Ank) et une
section γU ∈ F(U) qui relève γ. Quitte à raffiner (U, u), on peut supposer que U est affine et que l’image de γU dans
F(U/(ti − )) est nulle pour tout 1 ≤ i ≤ n et  ∈ {0, 1}. Par le Lemme 2.62 ci-dessous et quitte à raffiner une nouvelle
fois (U, u) ∈ Vli(D¯n/Ank), on peut supposer qu’il existe un morphisme étale de Ank-schémas e : U // Ank ×k Ark.
Considérons le morphisme v = ean ◦ u : D¯n // (Ank ×k Ark)an. C’est un morphisme de (Ank)an-variétés analytiques.
Il s’écrit donc v(t1, . . . , tn) = (t1, . . . , tn, v1, . . . , vr) avec vi = vi(t1, . . . , tn) ∈ An pour 1 ≤ i ≤ r. En particulier, v est
une pro-immersion localement fermée. Puisque ean est étale, il existe un voisinage tubulaire T ⊂ (Ank ×k Ark)an de
v(D¯n) tel que la composante connexe de (ean)−1(T ) contenant u(D¯n) s’envoie isomorphiquement sur T par ean. Fixons
un réel ε > 0 tel que l’image du morphisme vε : D¯n × D¯r // (Ank ×k Ark)an, défini par vε(t1, . . . , tn, s1, . . . , sr) =
(t1, . . . , tn, v1 + ε · s1, . . . , vr + ε · sr), soit contenue dans T . Il existe alors un unique morphisme uε : D¯n × D¯r // Uan
rendant commutatif le diagramme de pro-variétés complexes
D¯n
(id,0)

u
// Uan
ean

D¯n × D¯r vε //
uε
<<
(Ank ×k Ark)an.
(64)
Rappelons que nous avions supposé que k, identifié à un sous-corps de C via le plongement σ, est dense dans C.
On peut donc trouver des polynômes v′i ∈ k[t1, . . . , tn] tels que ‖v′i − vi‖∞ ≤ 12ε, où ‖ · ‖∞ désigne la norme infinie
sur le polydisque fermé D¯n. Appelons b : D¯n // D¯n × D¯r la section à la projection sur le premier facteur définie
par b(t1, . . . , tn) = (t1, . . . , tn, ε−1 · (v′1 − v1), . . . , ε−1 · (v′r − vr)). La composée v′ = vε ◦ b : D¯n // (Ank ×k Ark)an
est alors donnée par v′(t1, . . . , tn) = (t1, . . . , tn, v′1, . . . , v
′
r). En particulier v
′ est la composition de l’inclusion évidente
D¯n ↪→ Cn = (Ank)an avec l’analytifié du morphisme de k-schémas d : Ank // Ank ×k Ark donné par d(t1, . . . , tn) =
(t1, . . . , tn, v′1, . . . , v
′
r). Formons le carré cartésien de k-schémas lisses
W
d
//
e

U
e

Ank
d
// Ank ×k Ark.
On déduit de (64) qu’il existe un unique morphisme de pro-variétés complexes w : D¯n // Wan tel que le morphisme
u′ = uε ◦ b soit égal à dan ◦ w.
Rappelons qu’on cherche un antécédent à [γ] par le morphisme
Hn(gN•(F(D¯ét))) // Hn(gN•(F(D¯li))). (65)
Puisque W est étale sur Ank , la construction précédente fournit un objet (W,w) ∈ Vét(D¯n/Ank). Notons γ′W ∈ F(W) la
restriction de γU suivant le morphisme d : W // U. On a clairement (γ′W)|W/(ti−) = 0 pour tout (i, ) ∈ [[1, n]]×{0, 1}.
La section γ′W ∈ F(W) définit donc un élément γ′ ∈ F(D¯nét) qui est dans le noyau de tous les morphismes d∗i, pour
50 JOSEPH AYOUB
(i, ) ∈ [[1, n]] × {0, 1}. D’où une classe d’homologie [γ′] ∈ Hn(gN•(F(D¯ét))). Pour conclure, il reste à montrer que
[γ] coïncide avec l’image de [γ′] par (65). Par le Lemme 2.55, il suffit de montrer que les images de [γ] et [γ′] dans
Hn(gN•(An∗(F)(D¯))) sont égales. Ces images sont représentées par les cycles
α = [(γ ∈ F(U), u : D¯n → Uan)] et α′ = [(γ′ ∈ F(W), w : D¯n → Wan)]
dans An∗(F)(D¯n) = colimX∈ D¯n\(Sm/k) F(X). Soit h : D¯n+1 // D¯n × D¯r le morphisme donné par h(t1, . . . , tn+1) =
(t2, . . . , tn+1, t1 · b1(t2, . . . , tn+1), . . . , t1 · br(t2, . . . , tn+1)) avec bi = ε−1 · (v′i − vi) pour tout 1 ≤ i ≤ r. Considérons aussi
l’élément β = [(γ ∈ F(U), uε ◦ h : D¯n+1 → Uan)] de An∗(F)(D¯n+1) = colimX∈ D¯n+1\(Sm/k) F(X). Par construction, on a
d∗i,(β) = 0 pour tout (i, ) ∈ [[2, n + 1]] × {0, 1}. De plus, on a les égalités d∗1,0β = α et d∗1,1β = α′. Ceci montre que α et
α′ sont homologues. La surjectivité de (65) est établie.
Partie 2 : Injectivité. On fixe un entier n ∈ N et une classe d’homologie [γ] ∈ Hn(gN•(F(D¯ét))) représentée par une
section γ ∈ F(D¯nli) telle que d∗i,(γ) = 0 pour tout 1 ≤ i ≤ n et  ∈ {0, 1}. On suppose que l’image de [γ] dans
Hn(gN•(F(D¯li))) est nulle. Il existe donc une section β ∈ gNn+1(F(D¯li)) ⊂ F(D¯n+1li ) telle que d∗1,1β = γli avec γli
l’image de γ dans F(D¯li). On cherche à montrer que γ est homologue à 0.
On peut trouver (U, u) ∈ Vét(D¯n/Ank) et une section γU ∈ F(U) qui relève γ. Quitte à raffiner (U, u), on peut
supposer que U est affine et connexe, et que (γU)|U/(ti−) = 0 pour tout (i, ) ∈ [[1, n]]×{0, 1}. De même, on peut trouver
(V, v) ∈ Vli(D¯n+1/An+1k ) et une section βV ∈ F(V) qui relève β. Pour (i, ) ∈ [[1, n]]×{0, 1}, on note Vi, = V×An+1k , di,A
n
k .
C’est un Ank-schéma lisse qui est isomorphe, en tant que k-schéma, à V/(ti − ). Par la propriété universelle du produit
fibré, on a des morphismes évidents vi, : D¯n // Vani, qui définissent des objets (Vi, , vi,) ∈ Vli(D¯n/Ank). Quitte à
raffiner (V, v), on peut supposer que les propriétés suivantes sont satisfaites.
(a) V est affine et (V1,1, v1,1) domine (U, u), i.e., il existe une flèche (V1,1, v1,1) → (U, u) dans Vli(D¯n/Ank). De plus,
on a (βV )|V1,1 = (γU)|V1,1 .
(b) Pour tout (i, ) ∈ ([[1, n + 1]] × {0, 1}) − {(1, 1)}, on a (βV )|Vi, = 0.
Par le Lemme 2.62 ci-dessous et quitte à raffiner une nouvelle fois (V, v) ∈ Vli(D¯n+1/An+1k ), on peut supposer qu’il
existe un morphisme étale de Ank-schémas e : V
// An+1k ×k Ark. Comme dans la Partie 1 de la preuve, on peut alors
construire un objet (W,w) ∈ Vét(D¯n+1/An+1k ) muni d’un morphisme de An+1k -schémas d : W // V . On fera attention
qu’en général dan ◦ w , v, i.e., d n’induit pas une flèche dans Vli(D¯n+1/An+1k ). Toutefois, les propriétés (a) et (b)
ci-dessus entraînent, avec β′W = (βV )|W , les propriétés suivantes :
(a′) (β′W)|W1,1 = (γU)|W1,1 , la restriction de γU suivant la composition de W1,1 // V1,1 // U,
(b′) (β′W)|Wi, = 0 pour (i, ) , (1, 1).
La section β′ ∈ F(W) définit une section β′ ∈ F(D¯n+1ét ). Les propriétés (a′) et (b′) ci-dessus montrent que d∗1,1(β′) = γ
et d∗i,(β
′) = 0 pour (i, ) , (1, 1). Il vient que [γ] = 0. Le théorème est démontré. C
Le résultat suivant a servi dans la preuve du Théorème 2.61 (cf. [6, Lem. 2.4.17]).
Lemme 2.62 — Soit E une k[t1, . . . , tn]-algèbre lisse de type fini munie d’un morphisme de k[t1, . . . , tn]-algèbres
E // An. Il existe alors une E-algèbre lisse de type fini E′ et un diagramme commutatif
E′
  
k[t1, . . . , tn, s1, . . . , sr]
e 00
E //
OO
An
k[t1, . . . , tn]
OO BBgg
avec e un morphisme étale.
Démonstration. Il est clair qu’on peut supposer que σ(k) est un sous-corps dense de C. Quitte à remplacer E par
une E-algèbre de la forme E[M], avec M un E-module projectif bien choisi, on peut supposer que le E-module des
différentielles relatives ΩE/k[t1,...,tn] est libre de rang r. On se donne une présentation p : k[t1, . . . , tn, s1, . . . , sm] // // E
et on note I = p−1(0) son noyau. On obtient alors une suite exacte courte de E-modules
0 // I/I2 // ⊕mi=1E · dsi
θ
// ΩE/k[t1,...,tn]
// 0.
Comme ΩE/k[t1,...,tn] est libre, il existe une matrice ( fi j)1≤i≤m; 1≤ j≤r ∈ Em×r telle que (θ(
∑m
i=1 fi j · dsi))1≤ j≤r est une
base de ΩE/k[t1,...,tn]. On pose alors ω j =
∑m
i=1 fi j · dsi. Pour tout réel ε > 0, on choisit une matrice ( f εi j)1≤i≤m; 1≤ j≤r ∈
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(k[t1, . . . , tn])m×r telle que ‖ f εi j − fi j‖∞ ≤ ε (la norme infinie étant prise sur le polydisque fermé D¯n). On pose aussi
ωεj =
∑m
i=1 f
ε
i j · dsi. Soit Mε ∈ Matr×r(E) la matrice telle que Mεθ(ω j) = θ(ωεj) pour 1 ≤ j ≤ r. Pour ε suffisamment
petit, l’image de la matrice Mε dans Matr×r(An) est inversible. Pour un tel ε, le morphisme E // A se factorise par la
k[t1, . . . , tn]-algèbre lisse E[det(Mε)−1]. Quitte à remplacer E par E[det(Mε)−1], on peut donc supposer que Mε est in-
versible. En d’autres termes, (θ(ωεj))1≤ j≤r est une base de ΩE/A0 . Or, les ω
ε
j sont à coefficients dans k[t1, . . . , tn]. Quitte
à faire une transformation k[t1, . . . , tn]-linéaire des coordonnées (si)1≤i≤m, on peut donc supposer que (θ(ds j))1≤ j≤r est
une base de ΩE/k[t1,...,tn]. Dans ce cas, la composition de k[t1, . . . , tn, s1, . . . , sr] // k[t1, . . . , tn, s1, . . . , sm] // // E est
étale. Le Lemme est démontré. C
Corollaire 2.63 — Soit K un complexe de préfaisceaux sur Sm/k. Il existe alors un isomorphisme canonique
Btieff,∗(K) ' SgDét(K) dans la catégorie dérivée D(Λ).
Démonstration. On ne restreint pas la généralité en supposant que K est projectivement cofibrant de sorte que
LAn∗(K) ' An∗(K) dans AnDAeff(Λ). Le Corollaire 2.26 entraîne alors que Btieff,∗(K) est canoniquement isomorphe
à SgD(An∗(K)). Ce dernier s’identifie à SgDli (K) par le Lemme 2.55. On peut maintenant appliquer le Théorème 2.61
pour conclure. C
Remarque 2.64 — Soit X un k-schéma lisse. Le Corollaire 2.63, appliqué au préfaisceau X ⊗ Z, montre que le
complexe de chaînes singulières de l’espace topologique X(C) est canoniquement isomorphe dans D(Z) au complexe
N(hom(D¯ét, X) ⊗ Z).
Dans le reste de ce paragraphe, on construira un analogue de la transformation naturelle (45) pour le foncteur
SgDét. Ceci s’appliquera aussi aux foncteurs
nSgDét et
aSgDét (si Λ est une Q-algèbre). La notion de paire analytique
complexe, introduite dans la Définition 2.29, s’étend immédiatement aux k-schémas. Ainsi, une k-paire algébrique
(ou simplement une k-paire) est un couple (X,Z) avec X un k-schéma lisse et Z une partie fermée de X égale à une
réunion finie de sous-schémas fermés lisses. Les morphismes de k-paires sont ceux que l’on pense et les pro-k-paires
sont les pro-objets dans la catégorie des k-paires. Étant données deux k-paires (X1,Z1) et (X2,Z2), leur smash-produit
(X1,Z1) ∧k (X2,Z2) est donné par (X1 ×k X2,Z1 ×k X2 ∪ X1 ×k Z2). Le smash-produit de pro-k-paires est défini de la
même manière. Étant donné un préfaisceau F sur Sm/k à valeurs dans une catégorie abélienne possédant les colimites
filtrantes, on définit son extension à la catégorie des pro-k-paires en répétant la construction de la page 37. Étant donnée
une k-paire (X,Z), on note hom((X,Z), F) le préfaisceau défini par l’association U ∈ Sm/k  F(X×k U,Z×k U). De
même, étant donnée une pro-k-paire (Xi,Zi)i∈I , on note hom((Xi,Zi)i∈I , F) la colimite suivant les i ∈ I des préfaisceaux
hom((Xi,Zi), F). Les analogues algébriques des Lemmes 2.31 et 2.32 sont encore vrais.
Pour n ∈ N et  ∈ {0, 1}, on note ∂D¯nét la réunion des di,(D¯n−1ét ) lorsque i parcourt [[1, n]]. On note aussi ∂D¯nét =
∂0D¯
n
ét ∪ ∂1D¯nét. On obtient ainsi des pro-k-paires algébriques (D¯nét, ∂D¯nét) et (D¯nét, ∂D¯nét). Étant donné un complexe K•
de préfaisceaux de Λ-modules sur Sm/k, le complexe (de complexes de préfaisceaux) C•(hom(Dét,K)) est donné en
degré n ≥ 0 par hom((D¯nét, ∂0D¯nét),K). De plus, sa différentielle en degré n ≥ 1 est donnée par la somme alternée des
morphismes de restriction suivant les inclusions de pro-k-paires di,1 : (D¯n−1ét , ∂0D¯
n−1
ét ) ↪→ (D¯nét, ∂0D¯nét).
Fixons un entier m ∈ N. Pour n ∈ N, on a un morphisme canonique de pro-k-schémas lisses D¯n+mét // D¯nét ×k D¯mét.
(Ce morphisme est induit par le foncteur Vét(D¯n/Ank)×Vét(D¯m/Amk ) // Vét(D¯n+m/An+mk ) qui envoie les objets (V, v) ∈
Vét(D¯n/Ank) et (U, u) ∈ Vét(D¯m/Amk ) sur (V ×k U, v × u).) Il est important de noter que, contrairement au morphisme
analogue pour les pro-variétés analytiques D¯n et D¯m, ce morphisme n’est pas inversible dès que les entiers m et n
sont non nuls. Néanmoins, il induit un morphisme de pro-k-paires (D¯n+mét , ∂0D¯
n+m
ét )
// (D¯nét, ∂0D¯
n
ét) ∧k (D¯mét, ∂D¯mét).
Si K est un complexe de préfaisceaux sur Sm/k, on déduit aussitôt un morphisme de complexes (en complexes de
préfaisceaux)
hom((D¯mét, ∂D¯
m
ét),C•(hom(D¯ét,K)))
// C•+m(hom(D¯ét,K)). (66)
En degré n ≥ 0, ce morphisme est égal à la composition de
hom((D¯mét, ∂D¯
m
ét), hom((D¯
n
ét, ∂0D¯
n
ét),K)) ' hom((D¯nét, ∂0D¯nét) ∧k (D¯mét, ∂D¯mét),K) // hom((D¯n+mét , ∂0D¯n+mét ),K).
En passant aux complexes totaux, on obtient une transformation naturelle (en K)
tm : hom((D¯mét, ∂D¯
m
ét),Sg
D
ét(K))
// SgDét(K)[−m]+. (67)
2.2.5. Un modèle du foncteur composé Bti∗Bti∗. — Dans ce paragraphe, on donne une description concrète de l’en-
dofoncteur Bti∗Bti∗ de la catégorie DA(k,Λ). Dans la suite, et sauf mention du contraire, on prendra pour Tk le pré-
faisceau (P1k ,∞) ⊗ Λ = P1k ⊗ Λ/{∞} ⊗ Λ. L’isomorphisme de foncteurs Tk ⊗ − ' (P1k ,∞) ⊗ − permet d’identifier la
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catégorie des Tk-spectres symétriques (ou non symétriques) avec celle des [(P1k ,∞)⊗−]-spectres symétriques (ou non
symétriques) au sens de [5, Déf. 4.3.6]. Dans la suite, on utilisera librement cette identification.
Si K• est un complexe de préfaisceaux sur Sm/k, on a une chaîne d’isomorphismes d’objets cubiques Σ-enrichis
hom(D¯ét, hom((P1k ,∞),K•))
∼
// hom((P1k ,∞) ×k D¯ét,K•)
τ∼

hom(D¯ét ×k (P1k ,∞),K•)
∼
// hom((P1k ,∞), hom(D¯ét,K•)).
En passant aux complexes simples et ensuite aux complexes totaux, on obtient un isomorphisme de foncteurs
SgDét(hom((P
1
k ,∞),−))
∼
// hom((P1,∞),SgDét(−)). (68)
La transformation naturelle (68) permet de prolonger l’endofoncteur SgDét à la catégorie des Tk-spectres symétriques.
Étant donné un Tk-spectre symétrique E, le Tk-spectre symétrique SgDét(E) est donné au niveau n ∈ N par le complexe
SgDét(En). L’adjoint de son morphisme d’assemblage au niveau n est la composition de
SgDét(En)
γ′E
// SgDét(hom((P
1
k ,∞),En+1)) ∼
(68)
// hom((P1k ,∞),SgDét(En+1)). (69)
En remplaçant ci-dessus « complexes simples » par « complexes normalisés » et « complexes alternés » (si Λ est
une Q-algèbre), on obtient également des prolongements des foncteurs nSgDét et
aSgDét à la catégorie des Tk-spectres
symétriques.
Pour m ∈ N, le foncteur hom((D¯mét, ∂D¯mét),−) s’étend aussi à la catégorie des Tk-spectres symétriques en complexes
de préfaisceaux sur Sm/k et (67) induit une transformation tm : hom((D¯mét, ∂D¯
m
ét),Sg
D
ét(E)) // Sg
D
ét(E)[−m]+ naturelle
en E ∈ SptΣTk (Cpl(PSh(Sm/k,Λ))).
Par les Corollaires 2.26 et 2.63, le complexe SgDét(Tk) est quasi-isomorphe à Λ[2]. On fixe un élément α ∈ Tk(D¯2ét, ∂D¯2ét)
dont la classe d’homologie [α] est une base de Λ-module H2(SgDét(Tk)). La classe [α] est déterminée à multipli-
cation près par un élément inversible de Λ. (En particulier, lorsque Λ = Z, la classe [α] est bien définie à un
signe près.) La section α définit une transformation α∗ : hom((P1k ,∞),K) // hom((D¯2ét, ∂D¯2ét),K), naturelle en
K ∈ Cpl(PSh(Sm/k,Λ)), qui se prolonge à la catégorie des Tk-spectres symétriques.
Enfin, rappelons qu’on dispose d’une transformation λE : E // s−hom((P1,∞),E), naturelle en les Tk-spectres
symétriques E, donnée au niveau n par la composition de
En
γ′E
// hom((P1k ,∞),En+1) ∼
τ−1(n)
// hom((P1k ,∞),En+1),
avec τ(n) = (123 · · · (n + 1)) ∈ Σn+1 agissant sur En+1. Pour plus de détails, le lecteur peut consulter [5, p. 244–245].
Mettant tout cela ensemble, on peut faire la définition suivante.
Définition 2.65 — Soit E un Tk-spectre symétrique en complexes de préfaisceaux sur Sm/k.
(i) On note ϑE : SgDét(E) // s−Sg
D
ét(E)[−2] la transformation naturelle donnée par la composition de
SgDét(E)
λ
// s−hom((P1k ,∞),SgDét(E))
α∗
// s−hom((D¯2ét, ∂D¯
2
ét),Sg
D
ét(E))
t2
// s−SgDét(E)[−2]. (70)
(ii) On note SingD,∞ét (E) le Tk-spectre symétrique égal à la colimite de la N-suite
SgDét(E)
ϑE
// s−SgDét(E)[−2]
ϑE
// · · · // sn−SgDét(E)[−2n]
ϑE
// sn+1− SgDét(E)[−2n − 2] // · · · . (71)
Remarque 2.66 — En remplaçant dans la Définition 2.65, (i) le foncteur SgDét par
nSgDét et
aSgDét (si Λ est une Q-
algèbre), on obtient des transformations naturelles qu’on notera aussi ϑE. En faisant de même dans (ii), on obtient des
Tk-spectres symétriques nSingD,∞ét (E) et
aSingD,∞ét (E) qui sont quasi-isomorphes niveau par niveau à Sing
D,∞
ét (E).
On peut maintenant énoncer le résultat principal de ce paragraphe.
Théorème 2.67 — Soit E un Tk-spectre symétrique en complexes de préfaisceaux sur Sm/k. On suppose que E est
stablement projectivement (A1,Nis)-fibrant. Alors, SingD,∞ét (E) est aussi stablement projectivement (A
1,Nis)-fibrant
et il existe un isomorphisme canonique SingD,∞ét (E) ' Bti∗Bti∗(E) dans DA(k,Λ).
La première assertion dans le Théorème 2.67 découle immédiatement des deux lemmes ci-dessous.
Lemme 2.68 —
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(a) Soit K un complexe de préfaisceaux sur Sm/k. Si K est projectivement (A1,Nis)-fibrant, il en est de même de
SgDét(K).
(b) Soit E un Tk-spectre symétrique en complexes de préfaisceaux sur Sm/k. Si E est stablement projectivement
(A1,Nis)-fibrant, il en est de même de SgDét(E).
Démonstration. Rappelons qu’un complexe de préfaisceaux sur Sm/k est projectivement Nis-fibrant si et seulement
s’il possède la propriété de Brown–Gersten pour la topologie Nisnevich (voir [33, Def. 1.13]). À partir des construc-
tions, il est immédiat que le foncteur SgDét préserve la propriété de Brown–Gersten. En utilisant l’isomorphisme
hom(A1k ,Sg
D
ét(−)) ' SgDét(hom(A1k ,−)), on déduit aussitôt que SgDét préserve les objets projectivement (A1,Nis)-locaux.
On passe à la seconde partie. Par (a) on sait que SgDét(E) est (A
1,Nis)-fibrant niveau par niveau. Il reste donc à voir
que les adjoints des morphismes d’assemblages de SgDét(E) sont des quasi-isomorphismes. Ceci est clair (cf. (69)). C
Lemme 2.69 — Les colimites filtrantes préservent les complexes de préfaisceaux projectivement (A1,Nis)-fibrants
ainsi que les Tk-spectres stablement projectivement (A1,Nis)-fibrants.
Démonstration. Il s’agit d’un exercice facile qu’on laissera au lecteur. (Pour voir que les colimites filtrantes pré-
servent les complexes de préfaisceaux projectivement Nis-fibrants, on utilise la caractérisation de ceux-ci par la pro-
priété de Brown-Gersten.) C
On passe maintenant à la preuve de la seconde assertion du Théorème 2.67 qui est bien entendu la plus significative.
Pour cela, quelques préliminaires seront nécessaires. Soit K un complexe de préfaisceaux sur Sm/k. Pour n ∈ N, on
dispose d’un morphisme canonique de complexes de préfaisceaux de Λ-modules sur CpVar :
An∗(hom(D¯nét,K))
// hom(D¯n, An∗(K)). (72)
Ce morphisme est donné sur les complexes de sections au-dessus de V ∈ CpVar par la composition de
colim
X∈V\(Sm/k)
K(D¯nét ×k X) ' colimX∈V\(Sm/k) colim(U,u)∈Vét(D¯n/Ank )
K(U ×k X) // colim
Y∈(D¯n×V)\(Sm/k)
K(Y),
où la seconde flèche est induite par le foncteur (V\(Sm/k)) × Vét(D¯n/Ank) // (D¯n × V)\(Sm/k) qui associe à ((X, x :
V → Xan), (U, u : D¯n → Uan)) le couple (U ×k X, u × x). La collection des morphismes (72), pour n ∈ N, définit un
morphisme d’objets cubiques Σ-enrichis dans la catégorie des complexes de préfaisceaux sur CpVar. En passant aux
complexes simples et ensuite aux complexes totaux, on obtient une transformation naturelle
An∗(SgDét(K)) // Sg
D(An∗(K)). (73)
Lemme 2.70 — Le morphisme de complexes Γ(pt, An∗(SgDét(K))) // Γ(pt,Sg
D(An∗(K))), induit par (73), est un
quasi-isomorphisme.
Démonstration. Le morphisme en question est la composition de SgDét(K) // Sg
D
li (K) ' SgD(An∗(K)). On utilise le
Théorème 2.61 pour conclure. C
La transformation naturelle (73) se prolonge naturellement aux catégories des Tk-spectres symétriques. De plus,
pour E un Tk-spectre symétrique, on vérifie facilement que le carré
An∗SgDét(E)
ϑE
//

s−An∗SgDét(E)[−2]

SgD(An∗E)
ϑAn∗E
// s−SgD(An∗E)[−2]
est commutatif. Ceci fournit une transformation naturelle
An∗SingD,∞ét (E)
// SingD,∞(An∗E). (74)
Le Lemme 2.70 entraîne immédiatement le résultat suivant.
Lemme 2.71 — Le morphisme (74) induit un quasi-isomorphisme de complexes après application du foncteur
Γ(pt,Evn(−)) pour tout n ∈ N.
Pour continuer, on aura besoin du résultat technique suivant.
Lemme 2.72 — Soit E un Tk-spectre symétrique en complexes de préfaisceaux sur Sm/k. On suppose que E est un
Ω-spectre. Alors, An∗(E) est un Λ-spectre symétrique.
54 JOSEPH AYOUB
Démonstration. Par la Remarque 2.57, on ne restreint pas la généralité en supposant que E est projectivement sta-
blement (A1,Nis)-fibrant. Soit f : An∗(E) // F une équivalence (D1, usu)-locale stable avec F un Tpt-spectre sy-
métrique stablement projectivement (D1, usu)-fibrant. Il s’agit de montrer que OubΣ( f ) est une équivalence (D1, usu)-
locale stable. Étant donné que (Σ⊗−,OubΣ) est une équivalence de Quillen pour les structures stables (A1,Nis)-locale
et (D1, usu)-locale, on déduit un isomorphisme canonique LAn∗ ◦ ROubΣ ' ROubΣ ◦ LAn∗. En utilisant la Remarque
2.57, on déduit alors que le morphisme An∗(OubΣ(E)) // OubΣ(F) est une équivalence (D1, usu)-locale stable. Or ce
morphisme n’est autre que OubΣ( f ) modulo l’identification An∗(OubΣ(E)) = OubΣ(An∗(E)). C
Soit E un Tk-spectre symétrique en complexes de préfaisceaux sur Sm/k. On fixe une équivalence (D1, usu)-locale
stable f : SingD,∞(An∗E) // F de but un Tpt-spectre symétrique projectivement stablement (D1, usu)-fibrant. En
utilisant (74) et l’adjonction (An∗, An∗), on déduit un morphisme de Tk-spectres symétriques
SingD,∞ét (E)
// An∗(F) ' RAn∗SingD,∞(An∗(E)) (75)
(l’isomorphisme à droite étant dans la catégorie homotopique). Supposons maintenant, comme dans l’énoncé du
Théorème 2.67, que E est stablement projectivement (A1,Nis)-fibrant. Par le Théorème 2.48 et le Lemme 2.72, le
morphisme canonique An∗E // SingD,∞(An∗(E)) est une équivalence (D1, usu)-locale stable. En particulier, F est
un remplacement stablement projectivement (D1, usu)-fibrant de An∗E. On en déduit des isomorphismes Bti∗Bti∗(E) '
RAn∗An∗(E) ' An∗(F) dans DA(k,Λ). Autrement dit, le morphisme (75) fournit un morphisme entre SingD,∞ét (E) et
Bti∗Bti∗(E). Le Théorème 2.67 découle donc du résultat suivant.
Proposition 2.73 — Soit E un Tk-spectre symétrique en complexes de préfaisceaux sur Sm/k. On suppose que E
est stablement projectivement (A1,Nis)-fibrant. Alors, (75) est un quasi-isomorphisme niveau par niveau.
Démonstration. On se donne une équivalence (D1, usu)-locale niveau par niveau g : An∗(E) // E′ de but (D1, usu)-
fibrant niveau par niveau. Par le Lemme 2.24 et le Corollaire 2.27, le morphisme g : SingD,∞(An∗E) // SingD,∞(E′)
est une équivalence (D1, usu)-locale niveau par niveau. Par le Théorème 2.23 (et en utilisant encore une fois le Lemme
2.24), la source et le but de ce morphisme sont projectivement D1-locaux niveau par niveau. On en déduit aussitôt
que ce morphisme est une équivalence usu-locale niveau par niveau. On peut supposer qu’il existe une factorisation
f = f ′ ◦ g avec f ′ : SingD,∞(E′) // F. Par le Théorème 2.48 et le Lemme 2.72, SingD,∞(An∗E) est un Ω-spectre
qui est D1-local niveau par niveau. Il vient que f est une équivalence usu-locale niveau par niveau. Il en est donc
de même de f ′. En particulier, F est un remplacement stablement projectivement (D1, usu)-fibrant de SingD,∞(E′).
On montrera d’abord que An∗( f ′) : An∗SingD,∞(E′) // An∗(F) est un quasi-isomorphisme niveau par niveau. En
utilisant la partie instable du Lemme 2.6, on voit que le foncteur
RAn∗ : HoD1−usu−niv(SptΣTpt (Cpl(PSh(CpVar,Λ))))
// HoA1−Nis−niv(SptΣTk (Cpl(PSh(Sm/k,Λ))))
commute aux sommes infinies et donc aussi aux N-colimites homotopiques. (Ci-dessus, on considère les catégories
homotopiques des structures (A1,Nis)-locale et (D1, usu)-locale niveau par niveau.) Or, SingD,∞(E′) est la N-colimite
des Tpt-spectres sn−SgD(E′)[−2n]. Par le Lemme 2.28, ces derniers sont (D1, usu)-fibrants niveau par niveau puisque
E′ l’est. Il vient que RAn∗SingD,∞(E′), qui est précisément An∗(F), est naturellement isomorphe à la colimite des
An∗(sn−SgD(E′)[−2n]). Cette colimite est égale à An∗SingD,∞(E′). Ceci démontre que An∗( f ′) est une équivalence
(A1,Nis)-locale niveau par niveau. Pour montrer que c’est plus précisément un quasi-isomorphisme niveau par niveau,
il reste à voir que les deux Tk-spectres symétriques An∗SingD,∞(E′) et An∗F sont projectivement (A1,Nis)-fibrants
niveau par niveau. Pour An∗(F), c’est clair puisque An∗ est un foncteur de Quillen à droite. Pour l’autre Tk-spectre, on
utilise qu’il est égal à la N-colimite de Tk-spectres symétriques An∗(sn−SgD(E′)[−2n]), que ces derniers sont (A1,Nis)-
fibrants niveau par niveau et que cette propriété est préservée par les colimites filtrantes (voir le Lemme 2.69).
À présent, il reste à prouver que la composition de
SingD,∞ét (E)
// An∗SingD,∞(An∗E)
g
// An∗SingD,∞(E′) (76)
est un quasi-isomorphisme niveau par niveau. Pour cela, on fixe un k-schéma lisse X et un entier n ∈ N, et on montre
que le foncteur Γ(X,Evn(−)) transforme (76) en un quasi-isomorphisme de complexes de Λ-modules. On dispose
d’un isomorphisme naturel Γ(X,Evn(−)) ' Γ(Spec(k),Evnhom(X,−)). Par ailleurs, on a un diagramme commutatif de
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Tk-spectres symétriques :
hom(X,SingD,∞ét (E))
//
∼

hom(X, An∗SingD,∞(An∗E))
g
//
∼

hom(X, An∗SingD,∞(E′))
∼

SingD,∞ét (hom(X,E))

An∗hom(Xan,SingD,∞(An∗E))
∼

An∗SingD,∞(An∗hom(X,E)) // An∗SingD,∞(hom(Xan, An∗E))
g
// An∗SingD,∞(hom(Xan,E′)).
Il suffit donc de montrer que le foncteur Γ(Spec(k),Evn(−)) transforme la composition de
SingD,∞ét (hom(X,E))
// An∗SingD,∞(An∗hom(X,E)) // An∗SingD,∞(hom(Xan,E′)) (77)
en un quasi-isomorphisme de complexes de Λ-modules. Le morphisme An∗hom(X,E) // hom(Xan,E′) est une
équivalence (D1, usu)-locale stable. En effet, ce morphisme s’identifie, dans AnDA(Λ), au morphisme canonique
An∗Hom(M,E) // Hom(An∗(M), An∗(E)) avec M = Sus0Tk (X ⊗Λ), le motif de X. Ce dernier étant un objet compact
de DA(k,Λ), il est fortement dualisable. Le résultat affirmé découle alors du Lemme 2.17. On ne restreint donc pas
la généralité en supposant que X = Spec(k). Autrement dit, on terminera la preuve si on démontre que Γ(k,Evn(−))
transforme (76) en un quasi-isomorphisme de complexes de Λ-modules.
Le Théorème 2.48 (joint au Lemme 2.72) entraîne que SingD,∞(An∗(E)) // SingD,∞(E′) est une équivalence
(D1, usu)-locale stable entre des Ω-spectres qui sont D1-locaux niveau par niveau. C’est donc une équivalence usu-
locale niveau par niveau. On en déduit donc que Γ(pt,EvnSingD,∞(An∗(E))) // Γ(pt,EvnSingD,∞(E′)) est un quasi-
isomorphisme. Pour terminer, il reste donc à voir que Γ(k,EvnSingD,∞(E)) // Γ(pt,EvnSingD,∞(An∗(E))) est aussi
un quasi-isomorphisme. Ceci découle immédiatement du Lemme 2.71. C
On note le résultat ci-dessous, qui est une conséquence de la construction de l’isomorphisme du Théorème 2.67.
Corollaire 2.74 — Soit E un Tk-spectre symétrique en complexes de préfaisceaux sur Sm/k. On suppose que E est
stablement projectivement (A1,Nis)-fibrant.
(a) Modulo l’isomorphisme SingD,∞ét (E) ' Bti∗Bti∗(E) du Théorème 2.67, le morphisme d’unité E // Bti∗Bti∗(E)
correspond au morphisme évident E // SingD,∞ét (E).
(b) Il existe un diagramme commutatif dans AnDA(Λ) :
An∗SingD,∞ét (E)
∼
//
(74)

An∗RAn∗An∗(E)
δ

SingD,∞An∗(E) An∗(E).∼oo
Démonstration. La partie (a) est claire. La partie (b) s’obtient facilement à partir du diagramme commutatif
An∗SingD,∞ét (E)
η
// An∗An∗An∗SingD,∞ét (E)
(74)
//
δ

An∗An∗SingD,∞An∗(E) //
δ

An∗An∗(F)
δ

An∗SingD,∞ét (E)
(74)
// SingD,∞An∗(E) // F.
Les détails sont omis. C
2.2.6. Compléments relatifs à la counité de l’adjonction (Bti∗,Bti∗). — SoitE un Tk-spectre symétrique en complexes
de préfaisceaux sur Sm/k, et supposons qu’il est stablement projectivement (A1,Nis)-fibrant. Par le Théorème 2.67,
on dispose de deux isomorphismes
SingD,∞ét (E) ' Bti∗Bti∗(E) et SingD,∞ét (SingD,∞ét (E)) ' Bti∗Bti∗Bti∗Bti∗(E). (78)
Dans ce paragraphe, on cherche à décrire le morphisme δ : Bti∗Bti∗Bti∗Bti∗(E) // Bti∗Bti∗(E), induit par la couinté
de l’adjonction (Bti∗,Bti∗), modulo les isomorphismes (78).
On commence par quelques constructions supplémentaires. La famille des morphismes D¯m+nét
// D¯mét ×k D¯nét, pour
m, n ∈ N, font de D¯ét un objet cocubique pseudo-comonoïdal symétrique Σ-enrichi (au sens opposé à celui de la
Définition A.27). On dispose donc d’un morphisme de pro-k-schémas bicocubiques cm : D¯ét〈2〉 // D¯ét ×k D¯ét (voir
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la discussion qui suit la Définition A.27). Soit K• un complexe de préfaisceaux sur Sm/k. On associe un morphisme
d’objets bicubiques en prenant la composition de
hom(D¯ét, hom(D¯ét,K)) ' hom(D¯ét ×k D¯ét,K) cm
∗
// hom(D¯ét〈2〉,K) = hom(D¯ét,K)〈2〉.
En passant aux complexes simples puis aux complexes totaux, et en utilisant la Proposition A.24, on obtient un
morphisme naturel
m : SgDét(Sg
D
ét(K))
// SgDét(K). (79)
On déduit à partir de la construction que le carré
SgDét(Sg
D
ét(Sg
D
ét(K)))
m(SgDét)
//
SgDét(m)

SgDét(Sg
D
ét(K))
m

SgDét(Sg
D
ét(K))
m
// SgDét(K)
(80)
commute. Autrement dit, SgDét est naturellement une monade. En remplaçant ci-dessus « complexe simple » par « com-
plexe normalisé » et « complexe alterné » (si Λ est une Q-algèbre), on obtient des morphismes analogues à (79) pour
les foncteurs nSgDét et
aSgDét. La vérification du résultat suivant est facile et sera laissée en exercice.
Lemme 2.75 — Le carré suivant (cf. (45))
hom((D¯mét, ∂D¯
m
ét),Sg
D
ét(Sg
D
ét(K)))
tm
//
m

SgDét(Sg
D
ét(K))[−m]+
m

hom((D¯mét, ∂D¯
m
ét),Sg
D
ét(K))
tm
// SgDét(K)[−m]+
est commutatif.
Pour rendre la situation plus symétrique, on est amené à introduire l’analogue à gauche de la transformation natu-
relle tm. On a un morphisme de complexes (en complexes de préfaisceaux)
C•(hom(D¯ét, hom((D¯mét, ∂D¯
m),K))) // Cm+•(hom(D¯ét,K))
donné en degré n par (−1)mn fois la composition de
hom((D¯nét, ∂0D¯
n), hom((D¯mét, ∂D¯
m
ét),K)) ' hom((D¯mét, ∂D¯mét) ∧ (D¯nét, ∂0D¯n),K) // hom((D¯m+nét , ∂0D¯m+nét ),K).
En passant aux complexes totaux, on obtient une transformation naturelle
t′m : SgDét(hom((D
m
ét, ∂D
m
ét),K))
// SgDét(K)[−m]+. (81)
Comme pour tm, la transformation naturelle t′m passe aux quotients et fournit deux transformations naturelles ana-
logues, qu’on notera également t′m, pour les foncteurs nSgDét et
aSgDét. Le résultat suivant est immédiat.
Lemme 2.76 — Le diagramme
SgDét(Sg
D
ét(hom((D¯
m
ét, ∂D¯
m
ét),K)))
t′m
//
m

SgDét(Sg
D
ét(K)[−m]+)
∼
// SgDét(Sg
D
ét(K))[−m]+
m

SgDét(hom((D¯
m
ét, ∂D¯
m
ét),K))
t′m
// SgDét(K)[−m]+
est commutatif. (Ci-dessus, pour un complexe de préfaisceaux L, l’isomorphisme SgDét(L[−m]+) ' SgDét(L)[−m]+ est
donné sur le facteur hom((D¯p, ∂0D¯p), Ln) par l’identité fois (−1)mp.)
Considérons l’isomorphisme d’objets cubiques (en complexes de préfaisceaux)
τ∗ : hom((D¯mét, ∂D¯
m
ét), hom(D¯ét,K))
∼
// hom(D¯ét, hom((D¯mét, ∂D¯
m
ét),K))
induit par l’isomorphisme de permutation des facteurs τ : (D¯mét, ∂D¯
m
ét)∧ D¯ét ' D¯ét∧ (D¯mét, ∂D¯mét). On a le résultat suivant.
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Proposition 2.77 — Le triangle
hom((D¯mét, ∂D¯
m
ét),Sg
D
ét(K))
τ∗ ∼

tm
// SgDét(K)[−m]+
SgDét(hom((D¯
m
ét, ∂D¯
m
ét),K))
t′m
77
(82)
est commutatif à une homotopie près (naturelle en K).
Démonstration. Notons, comme dans la Proposition A.16, Cd,m• (hom(D¯ét,K)) le sous-complexe de C•(hom(D¯ét,K))
nul en degrés strictement plus petits que m et donné par l’intersection des noyaux des d∗i,1 pour n + 1 ≤ i ≤ n + m en
degré n + m (avec n ≥ 0). Il est alors clair que le morphisme (66) se factorise de la manière suivante
hom((D¯•ét, ∂0D¯
•
ét) ∧ (D¯mét, ∂D¯mét),K) // Cd,m•+m(hom(D¯ét,K))
(a)
// C•+m(hom(D¯ét,K)),
avec (a) l’inclusion évidente. Par le Corollaire A.18, le morphisme (a) est homotope au morphisme donné en degré
n ≥ 0 par
(−1)m(m+n+1)τ∗m,n : Cd,mn+m(hom(D¯ét,K)) // Cn+m(hom(D¯ét,K)).
(Rappelons que τm,n ∈ Σm+n est la permutation qui induit des bijections croissantes entre les ensembles [[1,m]] et
[[n+1, n+m]], et les ensembles [[m+1,m+n]] et [[1, n]] respectivement.) On en déduit aussitôt que (66) est naturellement
homotope au morphisme donné en degré n par la composition de
hom((D¯nét, ∂0D¯
n
ét) ∧ (D¯mét, ∂D¯mét),K)
(−1)mnτ∗
// hom((D¯mét, ∂D¯
m
ét) ∧ (D¯nét, ∂0D¯nét),K) // hom((D¯m+nét , ∂0D¯m+n),K).
(Utiliser que (−1)m(m+n+1) = (−1)mn.) La proposition est démontrée. C
Remarque 2.78 — Il est facile de se convaincre que le triangle (82) n’est pas commutatif en général. C’est aussi le
cas pour le triangle analogue avec nSgDét au lieu de Sg
D
ét. Toutefois, si Λ est une Q-algèbre, le triangle analogue avec
aSgDét au lieu de Sg
D
ét commute. Ceci découle immédiatement du fait que la signature de τm,n est égale à (−1)mn.
On passe maintenant à la catégorie de Tk-spectres symétriques. À l’instar de tm, la transformation naturelle t′m se
prolonge à la catégorie des Tk-spectres symétriques. De plus, la Proposition 2.77 est encore vraie pour ce prolonge-
ment. De même, la transformation naturelle (79) se prolonge à la catégorie des Tk-spectres symétriques. De plus, les
Lemmes 2.75 et 2.76 sont encore vrais pour ce prolongement.
Soit E un Tk-spectre symétrique. On construit l’analogue à gauche ϑ′E du morphisme naturel ϑE (cf. Définition
2.65) en prenant la composition de
SgDét(E)
λ
// s−SgDét(hom((P
1
k ,∞),E))
α∗
// s−SgDét(hom((D¯
2
ét, ∂D¯
2
ét),E))
t′2
// s−SgDét(E)[−2]. (83)
On définit aussi un Tk-spectre symétrique SingD,∞
′
ét (E) par la colimite de la N-suite
SgDét(E)
ϑ′E
// s−SgDét(E)[−2]
ϑ′s−E
// · · · // sn−SgDét(E)[−2n]
ϑ′
sn−E
// sn+1− SgDét(E)[−2n − 2] // · · · . (84)
On remplaçant ci-dessus SgDét par
nSgDét et
aSgDét, on obtient deux foncteurs qu’on notera
nSingD,∞
′
ét et
aSingD,∞
′
ét .
Proposition 2.79 — Soit E un Tk-spectre symétrique en complexes de préfaisceaux sur Sm/k.
(a) Alors, les morphismes ϑE, ϑ′E : Sg
D
ét(E) // s−Sg
D
ét(E)[−2] sont naturellement homotopes.
(b) Supposons que Λ est une Q-algèbre. Alors, les morphismes ϑE, ϑ′E :
aSgDét(E) // s−
aSgDét(E)[−2] sont égaux.
Démonstration. La partie (a) découle de la Proposition 2.77. La partie (b) découle de la Remarque 2.78. C
Lemme 2.80 — Le carré ci-dessous est commutatif (10)
SgDét(E)
ϑ′E

ϑE
// s−SgDét(E)[−2]
ϑ′E

s−SgDét(E)[−2]
ϑs−E
// s2−SgDét(E)[−4].
10. On notera que si l’on prend ϑE au lieu de ϑs−E pour la flèche horizontale inférieure, on obtient un carré non commutatif !
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Démonstration. Ceci est une conséquence directe des constructions. La preuve est omise. C
Corollaire 2.81 — Il existe deux transformations naturelles en E :
ϑ′E : Sing
D,∞
ét (E)
// SingD,∞ét (s−E)[−2] et ϑE : SingD,∞
′
ét (E)
// s−SingD,∞
′
ét (E)[−2].
Les colimites des deux N-suites
SingD,∞ét (E)
ϑ′E
// SingD,∞ét (s−E)[−2]
ϑ′s−E
// · · · // SingD,∞ét (sn−E)[−2n]
ϑ′
sn−E
// · · ·
SingD,∞
′
ét (E)
ϑE
// s−SingD,∞
′
ét (E)[−2]
ϑE
// · · · // sn−SingD,∞
′
ét (E)[−2n]
ϑE
// · · ·
s’identifient canoniquement et on notera SingD,∞,∞
′
ét (E) leur colimite commune. Lorsque le Tk-spectre symétrique E
est stablement projectivement (A1,Nis)-fibrant, ϑ′E et ϑE sont des quasi-isomorphismes niveau par niveau.
Démonstration. La transformation naturelle ϑ′E est obtenue par passage à la colimite à partir du diagramme commu-
tatif
SgDét(E)
ϑ′E

ϑE
// s−SgDét(E)[−2]
ϑ′E

ϑE
// · · · // sn−SgDét(E)[−2n] //
ϑ′E

· · ·
s−SgDét(E)[−2]
ϑs−E
// s2−SgDét(E)[−4]
ϑs−E
// · · · // sn+1− SgDét(E)[−2n − 2] // · · ·.
L’autre transformation naturelle s’obtient par passage à la colimite à partir du diagramme commutatif
SgDét(E)
ϑE

ϑ′E
// s−SgDét(E)[−2]
ϑs−E

ϑ′s−E
// · · · // sn−SgDét(E)[−2n] //
ϑsn−E
· · ·
s−SgDét(E)[−2]
ϑ′E
// s2−SgDét(E)[−4]
ϑ′s−E
// · · · // sn+1− SgDét(E)[−2n − 2] // · · ·.
La deuxième assertion du corollaire est claire : les colimites des deux N-suites sont égales à la colimite du système
inductive (
sm+n− SgDét(E)[−2m − 2n]
)
(m,n)∈N2 (85)
où les morphismes de transition associés à (m, n) → (m + 1, n) et (m, n) → (m, n + 1) sont induits de ϑsn−E et ϑ′sn−E
respectivement.
Pour terminer, supposons que E est stablement projectivement (A1,Nis)-fibrant. Dans ce cas, les morphismes ϑsm−E
et ϑE coïncident après localisation par les quasi-isomorphismes niveau par niveau. Ceci découle immédiatement de
la construction de la transformation naturelle ϑ et de la propriété analogue pour λ : id // s−hom((P1k ,∞),−). Il en
est de même des morphismes ϑ′sn−E et ϑ
′
E. Par ailleurs, la Proposition 2.79 entraîne aussitôt que, après localisation
par les quasi-isomorphismes niveau par niveau, ϑE et ϑ′E coïncident. On en déduit aussitôt que ϑ
′
E coïncide avec
l’identité de SingD,∞ét (E) après localisation par les quasi-isomorphismes niveau par niveau. En particulier, c’est un
quasi-isomorphisme niveau par niveau. Le même argument vaut également pour ϑE. C
Il existe une transformation naturelle (en E)
m : SingD,∞ét ◦ SingD,∞
′
ét (E)
// SingD,∞,∞
′
ét (E). (86)
En effet, SingD,∞ét ◦ SingD,∞
′
ét (E) est clairement la colimite du système inductif(
sm+n− SgDét ◦ SgDét(E)[−2m − 2n]
)
(m,n)∈N2 (87)
où les morphismes de transition associés à (m, n) → (m + 1, n) et (m, n) → (m, n + 1) sont induits de ϑSgDét(sn−E) et
SgDét(ϑ
′
sn−E
) respectivement. De plus, les Lemmes 2.75 et 2.76 entraînent que les morphismes
m : sm+n− SgDét ◦ SgDét(E)[−2m − 2n] // sm+n− SgDét(E)[−2m − 2n]
fournissent un morphisme de systèmes inductifs de (87) dans (85). Le résultat principal de ce paragraphe est le suivant.
Théorème 2.82 — Soit E un Tk-spectre symétrique stablement projectivement (A1,Nis)-fibrant. Le morphisme (86)
est canoniquement isomorphe au morphisme Bti∗Bti∗Bti∗Bti∗(E) // Bti∗Bti∗(E) induit par la counité de l’adjonction
(Bti∗,Bti∗).
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Démonstration. Par le Corollaire 2.74, on sait que le morphisme An∗RAn∗An∗(E) // An∗(E), induit par la counité
de l’adjonction (An∗, An∗), est canoniquement isomorphe dans AnDA(Λ) à (74). D’autre part, on peut définir, pour les
Tpt-spectres symétriques en préfaisceaux sur CpVar, des foncteurs SingD,∞
′
et SingD,∞,∞
′
de la même manière qu’on
a défini SingD,∞
′
ét et Sing
D,∞,∞′
ét . De plus, on a un diagramme commutatif
An∗SingD,∞ét (E)
//

An∗SingD,∞,∞
′
ét (E)

An∗SingD,∞
′
ét (E)
oo

SingD,∞(An∗E) // SingD,∞,∞
′
(An∗E) SingD,∞
′
(An∗E).oo
Le Corollaire 2.74 est encore valable pour ces foncteurs et on déduit en particulier que An∗RAn∗An∗(E) // An∗(E)
est canoniquement isomorphe dans AnDA(Λ) à “δ” : An∗SingD,∞
′
ét (E) // Sing
D,∞′(An∗E). Par ailleurs, on vérifie
aisément que le diagramme
SingD,∞ét ◦ SingD,∞
′
ét (E)
(a)
//
m

RAn∗SingD,∞An∗SingD,∞
′
ét (E)
“δ”
// RAn∗SingD,∞SingD,∞
′
(An∗E)
m

SingD,∞,∞
′
ét (E)
(b)
// RAn∗SingD,∞,∞
′
(An∗E)
est commutatif. Les morphismes (a) et (b) ci-dessus sont des isomorphismes dans DA(k,Λ) par le Théorème 2.67 (et
ses variantes pour les foncteurs SingD,∞
′
ét et Sing
D,∞,∞′
ét ). Pour terminer la preuve du théorème, il reste à voir que le
morphisme m : SingD,∞ ◦ SingD,∞′(F) // SingD,∞,∞′(F) est un quasi-isomorphisme niveau par niveau pour tout F
un Tpt-spectre symétrique en complexes de préfaisceaux sur CpVar. (Contrairement à son analogue algébrique (86) !)
Pour cela, il suffit de montrer que SgD ◦ SgD(F) // SgD(F) est un quasi-isomorphisme pour tout F un complexe
de préfaisceaux sur CpVar. Puisque D¯m+n = D¯m × D¯n (alors que D¯m+nét , D¯mét ×k D¯nét, si m et n sont non nuls), on
voit immédiatement que ce morphisme est simplement Tot(C(hom(D¯〈2〉, F))) // Tot(C(hom(D¯, F))). La Proposition
A.24 permet maintenant de conclure. C
2.2.7. Compléments relatifs aux structures multiplicatives. — Soit E un Tk-spectre symétrique en complexes de pré-
faisceaux sur Sm/k, et supposons le stablement projectivement (A1,Nis)-fibrant. Supposons aussi que E est une al-
gèbre. Alors, Bti∗Bti∗(E) est une algèbre, et nous cherchons dans ce paragraphe à décrire sa multiplication modulo
l’isomorphisme SingD,∞ét (E) ' Bti∗Bti∗(E) du Théorème 2.67. On obtiendra une telle description comme un cas parti-
culier du Théorème 2.87 ci-dessous.
On commence d’abord par munir SgDét de quelques structures liées au produit tensoriel sur Cpl(PSh(Sm/k,Λ)).
Soient K et L deux complexes de préfaisceaux sur Sm/k. Étant donnée une k-paire (W,T ), on dispose d’une trans-
formation binaturelle (en K et L) K ⊗ hom((W,T ), L) // hom((W,T ),K ⊗ L). Elle envoie un tenseur a ⊗ b ∈
K(†) ⊗ L(W ×k †,T ×k †) sur a|W×k† ⊗ b ∈ (K ⊗ L)(W ×k †,T ×k †). On a aussi une transformation binaturelle
similaire lorsque (W,T ) est remplacée par une pro-k-paire. En particulier, on dispose d’un morphisme d’objets cu-
biques K ⊗ hom(D¯, L) // hom(D¯,K ⊗ L). En passant aux complexes simples et ensuite aux complexes totaux, on
obtient une transformation binaturelle c : K ⊗ SgDét(L) // SgDét(K ⊗ L). En utilisant les isomorphismes de commuta-
tivité, on obtient aussi une transformation binaturelle c′ : SgDét(K) ⊗ L // SgDét(K ⊗ L) qui fait commuter le carré que
l’on pense. On appelle m : SgDét(K) ⊗ SgDét(L) // SgDét(K ⊗ L) la composition de
SgDét(K) ⊗ SgDét(L)
c
// SgDét(Sg
D
ét(K) ⊗ L)
c′
// SgDét ◦ SgDét(K ⊗ L)
m
// SgDét(K ⊗ L). (88)
Il est facile de voir que, muni de ce morphisme, SgDét est un naturellement un foncteur pseudo-monoïdal. Il en est de
même de SgDét = Γ(Spec(k),Sg
D
ét(−)) puisque Γ(Spec(k),−) est un foncteur monoïdal. On note le résultat suivant.
Proposition 2.83 — Modulo l’isomorphisme du Corollaire 2.63 la composition de
SgDét(K)
L⊗SgDét(L) // SgDét(K) ⊗ SgDét(L)
m
// SgDét(K ⊗ L)
coïncide avec la composition de Btieff∗(K) L⊗Btieff∗(L) ' Btieff∗(K L⊗ L) // Btieff∗(K ⊗ L).
Démonstration. On ne restreint pas le généralité en supposant que K et L sont projectivement cofibrants. Dans ce
cas, il s’agit de montrer que m : SgDét(K)⊗ SgDét(L) // SgDét(K ⊗ L) coïncide avec l’isomorphisme naturel Btieff∗(K)⊗
Btieff∗(L) ' Btieff∗(K ⊗ L). On dispose de transformations binaturelles c, c′ et m pour le foncteur SgD similaires
à celles pour le foncteur SgDét. De plus, la transformation naturelle Γ(Spec(k),Sg
D
ét(−)) // Γ(pt,SgDAn∗(−)) est un
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morphisme de foncteurs pseudo-monoïdaux. On est donc ramené à comparer m : SgD(K′)⊗SgD(L′) // SgDét(K′⊗L′)
avec RΓ(pt,K′) ⊗ RΓ(pt, L′) // RΓ(pt,K′ ⊗ L′), où K′ = An∗(K) et L′ = An∗(L). Il suffit alors de remarquer que
id // SgD est un morphisme de foncteurs pseudo-monoïdaux pour conclure. C
Rappelons que la catégorie SptΣTk (Cpl(PSh(Sm/k,Λ))) est monoïdale. Étant donnés deux Tk-spectres symétriques
E et F, le Tk-spectre symétrique E ⊗ F est donné en degré n par le coégalisateur de la double flèche⊕
a+b+c=n
indΣn
Σa×Σb×ΣcEa ⊗ [(P1k ,∞)∧b ⊗ Λ] ⊗ Fc
//
//
⊕
i+ j=n
indΣn
Σi×Σ jEi ⊗ F j.
Ci-dessus, une des flèches est induite par les morphismes d’assemblage du spectre F. L’autre flèche est induite par
les isomorphismes de symétrie et les morphismes d’assemblage du spectre E. Pour plus de détails, le lecteur peut
consulter [5, §4.3.5]. On vérifie immédiatement que les transformations naturelles c, c′ et m, introduites ci-dessus,
se prolongent aux Tk-spectres symétriques. Par ailleurs, on dispose d’une transformation binaturelle (en E et F)
E⊗s−F // s−(E⊗F) induite en degré n par les morphismes indΣnΣi×Σ jEi⊗F j+1 // ind
Σn+1
Σi×Σ j+1Ei⊗F j+1 (avec i+ j = n).
On a le résultat suivant dont la preuve est omise.
Lemme 2.84 — Les deux diagrammes
E ⊗ SgDét(F)
ϑF
//
c

E ⊗ (s−SgDét(F)[−2]) // s−(E ⊗ SgDét(F))[−2]
c

SgDét(E ⊗ F)
ϑE⊗F
// s−SgDét(E ⊗ F)[−2]
E ⊗ SgDét(F)
ϑ′F

c
// SgDét(E ⊗ F)
ϑ′E⊗F

E ⊗ SgDét(s−F)[−2]
c
// SgDét(E ⊗ s−F)[−2] // SgDéts−(E ⊗ F)[−2]
sont commutatifs.
On déduit aussitôt du Lemme 2.84 deux transformations binaturelles
c : E ⊗ SingD,∞ét (F) // SingD,∞ét (E ⊗ F) et c : E ⊗ SingD,∞
′
ét (F)
// SingD,∞
′
ét (E ⊗ F), (89)
ainsi qu’une transformation binaturelle similaire pour le foncteur SingD,∞,∞
′
ét . De plus, on a un diagramme commutatif
E ⊗ SingD,∞ét (F)
c

// E ⊗ SingD,∞,∞′ét (F)
c

E ⊗ SingD,∞′ét (F)
c

oo
SingD,∞ét (E ⊗ F) // SingD,∞,∞
′
ét (E ⊗ F) SingD,∞
′
ét (E ⊗ F)oo
Le résultat clef de ce paragraphe est le suivant.
Théorème 2.85 — Soient E, F et G des Tk-spectres symétriques. On suppose que F et G sont projectivement
stablement (A1,Nis)-fibrants. On se donne un morphisme E ⊗ F // G . Alors, la composition de
E L⊗SingD,∞ét (F) // E ⊗ SingD,∞ét (F)
c
// SingD,∞ét (E ⊗ F) // SingD,∞ét (G) (90)
coïncide, dans DA(k,Λ), avec la composition de
E L⊗Bti∗Bti∗(F)
cg
// Bti∗(Bti∗(E) L⊗Bti∗(F)) ∼ // Bti∗Bti∗(E L⊗F) // Bti∗Bti∗(E ⊗ F) // Bti∗Bti∗(G) (91)
modulo les isomorphismes SingD,∞ét (F) ' Bti∗Bti∗(F) et SingD,∞ét (G) ' Bti∗Bti∗(G) du Théorème 2.67. (Ci-dessus, cg
est le morphisme structural du Bti∗-coprojecteur Bti∗ (cf. Lemme 1.16)).
Démonstration. L’analogue analytique c : (−) ⊗ SingD,∞(−) // SingD,∞(− ⊗ −) pour les Tpt-spectres symétriques
de la transformation naturelle (89) se construit comme précédemment. Il est alors facile de voir que le diagramme
An∗(E ⊗ SingD,∞ét (F))
c
//
∼

An∗SingD,∞ét (E ⊗ F) // SingD,∞(An∗(E ⊗ F))
∼

An∗(E) ⊗ An∗SingD,∞ét (F) // An∗(E) ⊗ SingD,∞(An∗(F))
c
// SingD,∞(An∗(E) ⊗ An∗(E))
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commute. (Par passage à la colimite, il suffit de vérifier que le diagramme similaire pour SgDét et Sg
D commute.) Ceci
nous permet de former le diagramme commutatif (dans DA(k,Λ)) suivant :
E L⊗RAn∗An∗(F) ∼ //
cg

E L⊗RAn∗SingD,∞An∗(F)
cg

E L⊗SingD,∞ét (F)
∼
oo

RAn∗(An∗(E) L⊗ An∗(F)) ∼ //
 ,,
RAn∗(An∗(E) L⊗SingD,∞An∗(F))
c

E ⊗ SingD,∞ét (F)
c

RAn∗(An∗(E ⊗ F))
,,
RAn∗SingD,∞(An∗(E) ⊗ An∗(F))
∼

SingD,∞ét (E ⊗ F)
ss 
RAn∗(An∗(G))
∼
,,
RAn∗SingD,∞(An∗(E ⊗ F))

SingD,∞ét (G)
∼
rr
RAn∗SingD,∞(An∗(G))
Ceci termine la preuve du théorème. C
Corollaire 2.86 — Gardons les hypothèses du Théorème 2.85 et supposons de plus que le morphisme E L⊗F // G
est une équivalence (A1,Nis)-locale stable. Alors, la composition de (90) est une équivalence (A1,Nis)-locale stable.
Démonstration. En effet, par la Proposition 2.7, le morphisme cg dans (91) est inversible. C
Soient E et F des Tk-spectres symétriques. On note c′ : SingD,∞ét (E) ⊗ F // SingD,∞ét (E ⊗ F) la transformation
naturelle telle que τ ◦ c = c′ ◦ τ, avec τ l’isomorphisme de permutation des facteurs, et de même pour SingD,∞′ét et
SingD,∞,∞
′
ét . On dispose d’une transformation binaturelle
m : SingD,∞
′
ét (E) ⊗ SingD,∞ét (F) // SingD,∞,∞
′
ét (E ⊗ F) (92)
donnée par la composition de
SingD,∞
′
ét (E) ⊗ SingD,∞ét (F)
c
// SingD,∞ét (Sing
D,∞′
ét (E) ⊗ F)
c′
// SingD,∞ét ◦ SingD,∞
′
ét (E ⊗ F)
m
// SingD,∞,∞
′
ét (E ⊗ F).
Le deuxième résultat important de ce paragraphe est le suivant.
Théorème 2.87 — On garde les hypothèses du Théorème 2.85. La composition de
SingD,∞
′
ét (E)
L⊗SingD,∞ét (F) // // SingD,∞
′
ét (E) ⊗ SingD,∞ét (F)
m
// SingD,∞,∞
′
ét (E ⊗ F) // SingD,∞,∞
′
ét (G) (93)
coïncide, dans DA(k,Λ), avec la composition de
Bti∗Bti∗(E) L⊗Bti∗Bti∗(F) m // Bti∗Bti∗(E L⊗F) // Bti∗Bti∗(E ⊗ F) // Bti∗Bti∗(G) (94)
modulo les isomorphismes canoniques SingD,∞ét (E) ' Bti∗Bti∗(E), SingD,∞
′
ét (F) ' Bti∗Bti∗(F) et SingD,∞,∞
′
ét (G) '
Bti∗Bti∗(G) (cf. le Théorème 2.67 et le Corollaire 2.81).
Démonstration. Remarquons que la composition de (94) est égale à celle de
Bti∗Bti∗(E) L⊗Bti∗Bti∗(F)
cg(1)

Bti∗Bti∗Bti∗(Bti∗(E) L⊗Bti∗(F)) (4)
∼
// Bti∗Bti∗Bti∗Bti∗(E L⊗F)
(5)

Bti∗(Bti∗Bti∗Bti∗(E) L⊗Bti∗(F)) ∼(2) // Bti∗Bti∗(Bti∗Bti∗(E) L⊗F)
cd(3)
OO
Bti∗Bti∗Bti∗Bti∗(G)
δ
// Bti∗Bti∗(G).
(95)
Par le Théorème 2.85 et étant donné que cd = τ ◦ cg ◦ τ, le morphisme (5) ◦ (4) ◦ (3) coïncide avec la composition de
(6) : Bti∗Bti∗(SingD,∞ét (E)
L⊗F) // Bti∗Bti∗(SingD,∞ét (E) ⊗ F)
c′
// Bti∗Bti∗(SingD,∞ét (E ⊗ F)) // Bti∗Bti∗(SingD,∞ét (G)).
En appliquant le Théorème 2.85, cette fois pour les Tk-spectres symétriques SingD,∞ét (E), F et Sing
D,∞
ét (G), on déduit
que le morphisme composé (6) ◦ (2) ◦ (1) coïncide avec la composition de
SingD,∞ét (E)
L⊗SingD,∞ét (F)

SingD,∞ét ◦ SingD,∞
′
ét (E ⊗ F) // SingD,∞ét ◦ SingD,∞
′
ét (G).
SingD,∞ét (E) ⊗ SingD,∞ét (F)
c
// SingD,∞ét (Sing
D,∞′
ét (E) ⊗ F)
c′
OO
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On obtient maintenant le résultat recherché an appliquant le Théorème 2.82 qui permet d’identifier le morphisme δ
dans (95) avec le morphisme m : SingD,∞ét ◦ SingD,∞
′
ét (G)
// SingD,∞,∞
′
ét (G) . C
2.3. Des complexes explicites qui calculent l’algèbreHmot(k, σ). —
Comme avant, k est un corps de caractéristique nulle muni d’un plongement complexe σ : k ↪→ C. Dans le
premier paragraphe, on construit un complexe de formes différentielles qui calcule Heffmot(k, σ,C) et Hmot(k, σ,C).
Ce complexe représente en fait l’algèbre des fonctions (au sens dérivé) sur le torseur des isomorphismes entre la
réalisation de Betti et celle de de Rham. Après un paragraphe de rappels sur les catégories de motifs avec transferts
de Voevodsky, on construit des complexes de cycles qui représentent Heffmot(k, σ,Λ) et Hmot(k, σ,Λ) pour un anneau
de coefficients général Λ. On décrit aussi la multiplication et la comultiplication de ces bialgèbres à l’aide de ces
complexes. Le Théorème 2.67 et ses compléments, et, d’une manière générale, les constructions de la Sous-section
2.2, seront nos outils principaux tout au long de cette sous-section.
2.3.1. Des complexes de formes différentielles. — Par définition, Heffmot(k, σ,Λ) est la réalisation de Betti du motif
Btieff∗ (Λ), l’objet de DAeff(k,Λ) qui représente la cohomologie de Betti. Lorsque Λ = C, on peut utiliser le théorème
de comparaison de Grothendieck entre cohomologie de Betti et cohomologie de de Rham algébrique pour obtenir un
complexe de préfaisceaux particulièrement simple qui représente le motif Btieff∗ (C). Ce complexe sera ensuite utilisé
pour obtenir une nouvelle description de l’algèbre Heffmot(k, σ,C).
On commence par rappeler le théorème de comparaison de Grothendieck [19] sous une forme qui sera commode
pour la suite. Comme avant, k désignera un corps de caractéristique nulle muni d’un plongement complexeσ : k ↪→ C.
On dispose d’un complexe de préfaisceaux de k-espaces vectoriels Ω•/k sur Sm/k qui à un k-schéma lisse X, associe
le complexe de de Rham algébrique Ω•/k(X) = Γ(X,Ω
•
X/k). Ce complexe est concentré en degrés cohomologiques
positifs. Parallèlement, on dispose d’un complexe de préfaisceaux de C-espaces vectoriels Ω•/pt sur CpVar qui à une
variété analytique U associe le complexe de de Rham holomorphe Ω•/pt(U) = Γ(U,Ω
•
U). Si X est un k-schéma lisse,
on dispose d’une inclusion k-linéaire Ω/k(X) ↪→ Ω/pt(Xan) qui est fonctorielle en X. Autrement dit, on dispose d’un
morphisme de préfaisceaux de k-espaces vectoriels Ω•/k
// An∗Ω•/pt. On a alors le résultat suivant (cf. [14, §3.1]).
Proposition 2.88 —
(a) Le complexe de préfaisceaux de k-espaces vectoriels Ω•/k est A
1-local.
(b) Le complexe de préfaisceaux de C-espaces vectoriels Ω•/pt est D
1-local et le morphisme Ccst // Ω•/pt est une
équivalence usu-locale. De plus, le morphisme An∗Ω•/pt // RAn∗Ω
•
/pt est un isomorphisme dans DA
eff(k,C).
(c) Le morphisme Ω•/k ⊗k C // An∗Ω•/pt est une équivalence Nis-locale.
Démonstration. Soient X un k-schéma de type fini et M un OX-module quasi-cohérent étendu au petit site étale de
X en posant M(U) = Γ(U, u∗M) avec u∗M le OU-module quasi-cohérent, image inverse de M suivant le morphisme
structural u : U // X du X-schéma étale U. Si X est affine, HiNis(X,M) est nul pour i , 0. On en déduit aussitôt (en
utilisant par exemple une suite spectrale) un isomorphisme naturel Hn(Ω•/k(X)) ' HnNis(X,Ω•/k) pour tout k-schéma af-
fine et lisse X. Par ailleurs, soit Ω•/k
// G une équivalence Nis-locale avec G un complexe de préfaisceaux Nis-fibrant.
Par la discussion précédente, Ω•/k(X)
// G(X) est un quasi-isomorphisme pour tout k-schéma affine et lisse X. Or, il
est facile de voir que Ω•/k(X)
// Ω•/k(A
1
X) est un quasi-isomorphisme. On en déduit aussitôt que G // hom(A
1
k ,G)
est une équivalence Nis-locale entre deux complexes de préfaisceaux Nis-fibrants. C’est donc un quasi-isomorphisme
de préfaisceaux. Ceci termine la preuve de (a).
Passons maintenant à (b). La propriété que Ccst // Ω•/pt est une équivalence usu-locale découle immédiatement
du lemme de Poincaré holomorphe, i.e., du fait que Hn(Ω•/pt(D
r)) (avec r ∈ N) est nul pour n > 0 et isomorphe à
C pour n = 0. Puisque Ccst est D1-local, il en est de même de Ω•/pt. Pour la dernière assertion de (b), on fixe une
équivalence usu-locale Ω•/pt
// R avec R un complexe de préfaisceaux de C-espaces vectoriels usu-fibrants. Si U est
une variété complexe de Stein, un argument similaire à celui utilisé ci-dessus montre que Ω•/pt(U)
// R(U) est un
quasi-isomorphisme. Puisque Xan est de Stein lorsque X est un k-schéma affine, le morphisme An∗Ω•/pt // An∗R est
un quasi-isomorphisme au-dessus des k-schémas lisses affines. En particulier, c’est une équivalence Nis-locale.
La partie (c) est une reformulation du théorème de comparaison de Grothendieck [19]. On peut l’obtenir maintenant
comme suit. (11) Par (a) et (b), les complexes de préfaisceaux Ω•/k ⊗k C et An∗Ω•/pt sont A1-locaux. Or, la catégorie
11. J’ai appris la démonstration présentée ici du théorème de comparaison de Grothendieck lors d’une discussion avec Joël Riou.
L’ALGÈBRE DE HOPF ET LE GROUPE DE GALOIS MOTIVIQUES, I 63
DAeff(k,C) est engendrée par les motifs des variétés projectives et lisses (cf. [4, Prop. 2.2.27]). Ainsi, pour montrer
(c), et compte tenu des isomorphismes HnNis(X,Ω
•
/k) ' HnZar(X,Ω•/k) et HnNis(X, An∗Ω•/pt) ' Hnusu(Xan,Ω•/pt), il suffira
de montrer que HnZar(X,Ω
•
/k) ⊗ C ' Hnusu(Xan,Ω•/pt) pour X projectif et lisse. Il s’agit alors du cas « élémentaire » du
théorème de Grothendieck (cf. le dernier paragraphe de [19, p. 96]) qui découle du principe GAGA [43]. C
Corollaire 2.89 — Il existe un isomorphisme canonique Ω•/k ⊗k C ' Btieff∗ (C) dans DAeff(k,C).
Démonstration. Il s’agit de la composition de Ω•/k ⊗k C ' An∗Ω•/pt ' RAn∗Ω•/pt ' RAn∗(Ccst) ' Btieff∗ (C). C
Théorème 2.90 — Il existe un isomorphisme canonique SgDét(Ω
•
/k) ⊗k C ' Heffmot(k, σ,C) dans D(C).
Démonstration. C’est une conséquence immédiate des Corollaires 2.63 et 2.89. C
Rappelons que SgDét(Ω
•
/k) = Tot(C•(Ω
•
/k(D¯ét))). Ce complexe calcule donc la cohomologie de de Rham du pro-k-
schéma cocubique D¯ét. (On reviendra plus en détail sur ce complexe.) Le résultat suivant décrit la multiplication de
l’algèbre Heffmot(k, σ,C).
Proposition 2.91 — Le complexe SgDét(Ω
•
/k) est naturellement une algèbre. Sa multiplication envoie un couple (β, δ)
avec β ∈ Ωm
/k(D¯
p
ét) et δ ∈ Ωn/k(D¯qét) (m, n, p et q des entiers naturels) sur le pull-back de la forme différentielle
β  δ ∈ Ωm+n
/k (D¯
p
ét ×k D¯qét) suivant le morphisme D¯p+qét // D¯pét ×k D¯qét. De plus, SgDét(Ω•/k) ⊗k C ' Heffmot(k, σ,C) est un
isomorphisme d’algèbres de D(C).
Démonstration. En effet, Ω•/k est naturellement une algèbre commutative dans la catégorie des complexes de préfais-
ceaux de k-espaces vectoriels sur Sm/k. Sa multiplication associe à deux formes différentielles algébriques ω et ω′
sur un k-schéma lisse X leur produit extérieur ω∧ω′. De même, Ω•/pt est naturellement une algèbre commutative dans
la catégorie des complexes de préfaisceaux de C-espaces vectoriels sur CpVar et sa multiplication est aussi donnée
par le produit extérieur des formes différentielles. On en déduit aussitôt que l’isomorphisme Ω•/k ⊗k C ' Btieff∗ (C) du
Corollaire 2.89 est un isomorphisme d’algèbres de DAeff(k,C). On conclut à l’aide de la Proposition 2.83. C
On a aussi une variante stable du Théorème 2.90. Notons U le complémentaire de la diagonale de P1k×kP1k . C’est un
k-schéma affine et la projection sur le second facteur U // P1k est localement isomorphe à la projection de la droite
affine relative A1k ×k P1k // P1k . En particulier, U ⊗ Λ // P1k ⊗ Λ est une équivalence (A1,Nis)-locale. Si u ∈ U est
un point rationnel au-dessus de ∞ ∈ P1k , on peut prendre Tk = (U, u) ⊗ Λ comme modèle du motif de Tate (au lieu
de Tk = (P1k ,∞) ⊗ Λ). On peut donc utiliser la catégorie des [(U, u) ⊗ −]-spectres (symétriques ou non symétriques)
pour définir la catégorie DA(k,Λ). De plus, un [(P1k ,∞)⊗−]-spectre E est naturellement un [(U, u)⊗−]-spectre ayant
comme morphismes d’assemblages les compositions de (U, u) ⊗ En // (P1k ,∞) ⊗ En // En+1.
On a des isomorphismes canoniques H2Zar(P
1
k ,Ω
•
/k) ' H2Zar(U,Ω•/k) ' H2(Ω•/k(U)). Il vient que H2(Ω•/k(U)) est un
k-espace vectoriel de dimension 1. On fixe αˆ ∈ Ω2/k(U) une forme différentielle dont la classe d’homologie est une
base de H2(Ω•/k(U)). Clairement αˆ est un élément de Ω
2
/k(U, u). On note Ω/k le [(U, u) ⊗ −]-spectre (non symétrique)
donné au niveau n par le complexe Ω•/k[2n] et par l’adjoint du morphisme Ω
•
/k[2n]
// hom((U, u),Ω•/k[2])[2n] qui à
une forme différentielle ω ∈ Ωn
/k(X) associe la forme différentielle αˆω ∈ Ω2+n/k ((U, u)×k X). On a le résultat suivant.
Proposition 2.92 — Il existe un isomorphisme canonique Ω/k ⊗k C ' Bti∗(C) dans DA(k,C).
Démonstration. En effet, on dispose de l’analogue analytique Ω/pt de Ω/k. C’est un [(Uan, u) ⊗ −]-spectre en com-
plexes de préfaisceaux de C-espaces vectoriels sur CpVar. En niveau n ∈ N, il est donné par Ω•/pt[2n] et ses mor-
phismes d’assemblages sont induits par αˆ vue comme une forme différentielle holomorphe sur Uan (à l’aide du plon-
gement complexe σ : k ↪→ C). De plus, le morphisme évident Ccst // Ω•/pt = Ev0(Ω/pt) induit par adjonction un
morphisme Sus0T (Ccst) = ((U, u)
∧n ⊗ C)n∈N // Ω/pt. En utilisant la Proposition 2.88, (b), on voit que ce morphisme
est une équivalence (D1, usu)-locale niveau par niveau. Sa source étant un Ω-spectre, il en est de même de Ω/pt, et en
utilisant la dernière assertion de la Proposition 2.88, (b), on voit que le morphisme évident An∗Ω/pt // RAn∗Ω/pt
est un isomorphisme de DA(k,C). Par ailleurs, on a un morphisme évident Ω/k // An∗Ω/pt qui est une équivalence
Nis-locale niveau par niveau par la Proposition 2.88, (c). On obtient en fin de compte une chaîne d’isomorphismes
Ω/k ⊗k C ' An∗Ω/pt ' RAn∗Ω/pt ' RAn∗Sus0T (Ccst) = Bti∗(C) dans DA(k,C). C
Soit p¯i ∈ H0(SgDét(Ω•/k)) l’image de α ∈ H2(SgDét((P1k ,∞) ⊗ k)) par la composition du zigzag
SgDét((P
1
k ,∞) ⊗ k) SgDét((U, u) ⊗ k)
q.−iso.
oo
SgDét(αˆ)
// SgDét(Ω
•
/k[2]).
On fixe pi ∈ (SgDét(Ω•/k))0 un représentant de la classe d’homologie p¯i.
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Théorème 2.93 — Il existe un isomorphisme canoniqueHmot(k, σ,C) ' Bti∗(Ω/k)⊗kC dans D(C). De plus, Bti∗(Ω/k)
est canoniquement isomorphe dans D(k) à la colimite homotopique de la suite(
SgDét(Ω
•
/k)
pi×−
// SgDét(Ω
•
/k)
pi×−
// · · · // SgDét(Ω•/k)
pi×−
// · · ·
)
.
Démonstration. La première partie découle de la Proposition 2.92. La seconde partie découle du Lemme 2.15. C
Dans le reste du paragraphe on cherchera à simplifier, à quasi-isomorphismes près, les complexes SgDét(Ω
•
/k). Notre
méthode peut se formaliser à l’aide de la notion de W(k)-module cubique introduite ci-dessous.
Rappelons que l’algèbre de Weyl de degré n ∈ N, notée Wn(k), est l’algèbre (associative) librement engendrée par
les 2n variables µ1, . . . , µn et ∂1, . . . , ∂n satisfaisant aux relations suivantes : [µi, µ j] = [∂i, ∂ j] = 0 et [∂ j, µi] = δi j · 1
(où δi j est le symbole de Kronecker) pour tout 1 ≤ i, j ≤ n.
Définition 2.94 — Un W(k)-module cubique (resp. enrichi, Σ-enrichi) M consiste en
– un objet cubique (resp. enrichi, Σ-enrichi) M de la catégorie des k-espaces vectoriels,
– une action de Wn(k) sur M(1n) qui en fait un Wn(k)-module à gauche, pour chaque n ∈ N.
Ces données satisfont aux conditions ci-dessous.
(i) Pour n ∈ N, i ∈ [[1, n]] et  ∈ {0, 1}, le morphisme d∗i, : M(1n) // M(1n−1) vérifie les formules suivantes :
d∗i,(µim) =  d
∗
i,(m), d
∗
i,(µ jm) =
{
µ jd∗i,(m) si j ≤ i − 1,
µ j−1d∗i,(m) si j ≥ i + 1,
et d∗i,(∂ jm) =
{
∂ jd∗i,(m) si j ≤ i − 1,
∂ j−1d∗i,(m) si j ≥ i + 1,
pour tout m ∈ M(1n).
(ii) Pour n ∈ N et i ∈ [[1, n]], le morphisme p∗i : M(1n−1) // M(1n) vérifie les formules suivantes :
∂ip∗i (m) = 0, µ jp
∗
i (m) =
{
p∗i (µ jm) si j ≤ i − 1,
p∗i (µ j−1m) si j ≥ i + 1,
et ∂ jp∗i (m) =
{
p∗i (∂ jm) si j ≤ i − 1,
p∗i (∂ j−1m) si j ≥ i + 1,
pour tout m ∈ M(1n−1).
Selon le cas respé, ces données satisfont aussi à la première condition ou aux deux conditions ci-dessous.
(iii) Pour n ∈ N et i ∈ [[1, n − 1]], le morphisme m∗i : M(1n−1) // M(1n) vérifie les formules suivantes :
m∗i (µim) = µiµi+1m
∗
i (m), ∂im
∗
i (m) = µi+1m
∗
i (∂im), ∂i+1m
∗
i (m) = µim
∗
i (∂im),
m∗i (µkm) =
{
µkm∗i (m) si k ≤ i − 1,
µk+1m∗i (m) si k ≥ i + 1,
et m∗i (∂km) =
{
∂km∗i (m) si k ≤ i − 1,
∂k+1m∗i (m) si k ≥ i + 1,
pour tout m ∈ M(1n−1).
(iv) Pour n ∈ N et σ ∈ Σn, le morphisme σ∗ : M(1n) // M(1n) vérifie les formules suivantes :
σ∗(µ jm) = µσ−1( j)σ∗(m) et σ∗(∂ jm) = ∂σ−1( j)σ∗(m)
pour tout j ∈ [[1, n]] et m ∈ M(1n).
Exemple 2.95 — Un exemple fondamental de W(k)-module cubique Σ-enrichi est O(D¯ét). Il est donné en degré n par
l’algèbre O(D¯nét) des fonctions sur le pro-k-schéma D¯
n
ét. Cette algèbre étant une union filtrante de k[t1, . . . , tn]-algèbres
étales, elle admet une action de l’algèbre de Weyl Wn(k) telle que µi opère par la multiplication par ti et ∂i opère par
la dérivation par rapport à ti. Toutes les propriétés (i) à (iv) sont immédiates.
Les W(k)-modules cubiques (resp. enrichis, Σ-enrichis) forment une catégorie abélienne. En particulier, on peut
parler de complexes de W(k)-modules cubiques (resp. enrichis, Σ-enrichis). Plus généralement, il est facile de donner
un sens à la notion de W(k)-objet cubique (resp. enrichi, Σ-enrichi) à valeurs dans une catégorie additive k-linéaire
abstraite.
Soit M un W(k)-module cubique. On définit un objet cubique (resp. enrichis, Σ-enrichis) Ω•(M) de la catégorie des
complexes de k-espaces vectoriels de la manière suivante. Pour n ∈ N, Ωd(M(1n)) est nul pour d < [[0, n]] et il est
donné sinon par
Ωd(M(1n)) =
⊕
1≤i1<i2<···<id≤n
M(1n) dti1 ∧ · · · ∧ dtid . (96)
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La différentielle d : Ωd(M(1n)) // Ωd+1(M(1n)) est celle de de Rham. Elle envoie m dti1∧· · ·∧dtid sur
∑n
j=1(∂ jm) dt j∧
dti1 ∧ · · · ∧ dtid que l’on voit comme un élément de (96) en utilisant la règle de signe habituelle pour les produits
extérieurs. Pour n ∈ N et i ∈ [[1, n]], on définit d∗i, : Ωd(M(1n)) // Ωd(M(1n−1)) en posant
d∗i,(m dti1 ∧ · · · ∧ dtid ) =
{
d∗i,(m) dti1 ∧ · · · ∧ dtis ∧ dtis+1−1 ∧ · · · ∧ dtid−1 si is < i < is+1,
0 si is = i.
(Ci-dessus, s ∈ [[1, d]] est le plus grand entier tel que is ≤ i.) Il est alors immédiat que d∗i, , ainsi définie, commute à la
différentielle de de Rham. Pour i ∈ [[1, n]], on définit p∗i : Ωd(M(1n−1)) // Ωd(M(1n)) en posant
p∗i (m dti1 ∧ · · · ∧ dtid ) = p∗i (m) dti1 ∧ · · · ∧ dtit ∧ dtit+1+1 ∧ · · · ∧ dtid+1
avec t ∈ [[1, d]] le plus grand entier tel que it < i.
Si M est un W(k)-module cubique enrichi (resp. Σ-enrichi), il en est de même de l’objet cubique Ω•(M). Pour n ∈ N
et i ∈ [[1, n − 1]], le morphisme m∗i : Ωd(M(1n−1)) // Ωd(M(1n)) est donné par
m∗i (m dti1 ∧ · · · ∧ dtid ) =

m∗i (m) dti1 ∧ · · · ∧ dtis ∧ dtis+1+1 ∧ · · · ∧ dtid+1 si is < i < is+1,
tism
∗
i (m) dti1 ∧ · · · ∧ dtis−1 ∧ dtis+1 ∧ · · · ∧ dtid+1
+tis+1m
∗
i (m) dti1 ∧ · · · ∧ dtis ∧ dtis+1+1 ∧ · · · ∧ dtid+1
si is = i.
Dans le cas respé, l’automorphisme σ∗ de Ωd(M(1n)) (avec σ ∈ Σn) est donné par
σ∗(m dti1 ∧ · · · ∧ dtid ) = σ∗(m) dtσ−1(i1) ∧ · · · ∧ dtσ−1(id).
Exemple 2.96 — L’objet cubique Σ-enrichi en complexes de k-espaces vectoriels Ω•(O(D¯ét)) s’identifie canonique-
ment à Ω•/k(D¯ét). Il s’ensuit que Sg
D
ét(Ω
•
/k) = Tot(C•(Ω
•(O(D¯ét)))). Ceci motive la définition qui suit.
Définition 2.97 — Soit M un W(k)-module cubique. On note DR•(M) le complexe Tot(C•(Ω•(M))). C’est le complexe
de de Rham de M.
Supposons maintenant que M est un W(k)-module cubique enrichi. Il est utile dans le suite de considérer une
variante « normalisée » du complexe de de Rham de M. Ainsi, on notera ndDR•(M) le complexe obtenu en utilisant le
complexe normalisé dN(−) au lieu du complexe simple C(−) dans la Définition 2.97. C’est le complexe total associé
au bicomplexe
...
(−)n+2d∗n+2,1
...
(−1)n+2d∗n+2,1
...
(−)n+2d∗n+2,1
...
(−)n+2d∗n+2,1
...
(−)n+2d∗n+2,1
dNn+1Ω0(M)
d
//
(−1)n+1d∗n+1,1

dNn+1Ω1(M)
d
//
(−1)n+1d∗n+1,1

· · · d // dNn+1Ωn−1(M) d //
(−1)n+1d∗n+1,1

dNn+1Ωn(M)
d
//
(−1)n+1d∗n+1,1

dNn+1Ωn+1(M) //

0
dNnΩ0(M)
d
//
(−1)nd∗n,1

dNnΩ1(M)
d
//
(−1)nd∗n,1

· · · d // dNnΩn−1(M) //
(−1)nd∗n,1

dNnΩn(M) //

0
dNn−1Ω0(M)
d
//
(−1)n−1d∗n−1,1
dNn−1Ω1(M)
d
//
(−1)n−1d∗n−1,1
· · · d // dNn−1Ωn−1(M) // 0
...
...
(97)
concentré en degrés homologiques (−d, n) tels que 0 ≤ d ≤ n. Rappelons que dNnΩd(M) ⊂ Ωd(M(1n)) est l’inter-
section des noyaux des d∗i, pour (i, ) , (n, 1). Par la Proposition A.11, l’inclusion
ndDR•(M) ↪→ DR•(M) est un
quasi-isomorphisme.
Pour n ∈ N, notons ndDR≤n(M) le complexe simple associé à la troncation verticale bête σv≤n(dN•(Ω•(M))) du
bicomplexe (97). (Précisons que σv≤n(dN•(Ω•(M))) est le sous-bicomplexe de dN•(Ω•(M)) obtenu en remplaçant les
lignes dNp(Ω•(M)), pour p ≥ n + 1, par des complexes nuls.) Clairement, les ndDR≤n(M) forment une filtration
croissante et exhaustive de ndDR(M). En particulier, on a ndDR(M) = colimn∈N ndDR≤n(M).
Pour n, d ∈ N, on note Ω˜d(M(1n)) ⊂ Ωd(M(1n)) le sous-k-espace vectoriel égal à l’intersection des noyaux des d∗i,
pour tout (i, ) ∈ [[1, n]]×{0, 1}. Alors, Ω˜•(M(1n)) est un sous-complexe de Ω•(M(1n)). Il s’identifie en fait au noyau de
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la différentielle verticale partant de la n-ième ligne dans le bicomplexe (97). On en déduit par passage aux complexes
totaux un morphisme
Ω˜•(M(1n))[n]+ // ndDR≤n(M). (98)
(Rappelons que (−)[m]+ est le foncteur de translation sur les complexes qui ne modifie pas le signe de la différentielle.)
On a le résultat suivant.
Lemme 2.98 —
(a) Le morphisme de complexes (98) est un quasi-isomorphisme.
(b) Le morphisme de complexes (−1)np∗n+1(−) ∧ dtn+1 : Ω˜•(M(1n))[n]+ // Ω˜•(M(1n+1))[n + 1]+ rend commutatif,
dans D(k), le carré suivant
Ω˜•(M(1n))[n]+ //

Ω˜•(M(1n+1))[n + 1]+

ndDR≤n(M) // ndDR≤n+1(M).
Démonstration. Par [47, Lem. 2.7.3] et compte tenu du fait que σv≤n(dN•(Ω•(M))) est homologiquement borné infé-
rieurement, il suffit de montrer que le morphisme Ω˜d(M(1n))[n] ↪→ σ≤n(dN•(Ωd(M))) est un quasi-isomorphisme pour
tout d ∈ N. Étant donné que Ω˜d(M(1n)) est le noyau de la différentielle (−1)nd∗n,1 : dNn(Ωd(M)) // dNn−1(Ωd(M)), il
reste à voir que l’homologie du complexe σ≤n(dN•(Ωd(M))) est nulle en degrés 0 ≤ p ≤ n− 1. Or, si β ∈ dNp(Ωd(M))
est un cycle, i.e., un élément de Ω˜d(M(1p)), alors γ = (−1)n+1µn+1p∗n+1(β) est un élément de dNp+1(Ωd(M)) et
(−1)n+1d∗n+1,1(γ) = β. Ceci termine la preuve de (a).
Pour (b), on remarque qu’on a une suite exacte courte de complexes
0 // Ω˜•(M(1n+1)) // dNn+1(Ω•(M))
u
// Ω˜•(M(1n)) // 0
avec u = (−1)n+1d∗n+1,1. On en déduit un morphisme δ : Ω˜•(M(1n)) // Ω˜•(M(1n+1))[1]+ dans la catégorie dérivée
D(k) donné par le zigzag
Ω˜•(M(1n)) // Cone+(u) Ω˜•(M(1n+1))[1]+.
q.−iso.
oo (99)
Contrairement au cône de Verdier (cf. [45, (3.1.2.1)]), le foncteur Cone+ ci-dessus associe à un morphisme de com-
plexes f : A• // B• le complexe donné en degré n par Bn ⊕ An−1 et ayant
 dBn (−1)n−1 fn−10 dAn−1
 pour différentielle. Il
est facile de voir que le morphisme δ rend commutatif le carré de l’énoncé. Il reste donc à voir que δ coïncide avec le
morphisme décrit dans (b). Un calcul facile montre que la famille des morphismes
(0, (−1)n+1+dµn+1p∗n+1(−)) : Ω˜d(M(1n)) // Ω˜d−1(M(1n))
⊕
dNn+1(Ω˜d(M)) = Cone+(u)d−1
fournit une homotopie entre l’inclusion évidente Ω˜•(M(1n)) ↪→ Cone+(u) et le morphisme donné en degré d par
(0, (−1)np∗n+1(−) ∧ dtn+1) : Ω˜d(M(1n)) // Ω˜d(M(1n))
⊕
dNn+1(Ω˜d+1(M)) = Cone+(u)d.
Or, l’image de ce dernier est contenue dans le sous-complexe Ω˜•(M(1n+1))[1]+ ⊂ Cone+(u). C
Définition 2.99 — Pour d ∈ N, on note par Ω˜∞−d(M) la colimite de la N-suite (Ω˜n−d(M(1n)))n∈N où les morphismes
de transition (pour n ≥ d) sont donnés par p∗n+1(−) ∧ dtn+1 : Ω˜n−d(M(1n)) // Ω˜n+1−d(M(1n+1)). La différentielle
de de Rham induit un morphisme d : Ω˜∞−d(M) // Ω˜∞−(d−1)(M). On obtient ainsi un complexe concentré en degrés
homologiques positifs
· · · d // Ω˜∞−d(M) d // · · · d // Ω˜∞−2(M) d // Ω˜∞−1(M) d // Ω˜∞(M) // 0 // · · · .
Le complexe Ω˜∞−•(M) est appelé le complexe de de Rham normalisé associé au W(k)-module cubique enrichi M.
Proposition 2.100 — Il existe un isomorphisme canonique DR•(M) ' Ω˜∞−•(M) dans D(k).
Démonstration. Par le Lemme 2.98, DR•(M) est isomorphe à la colimite homotopique de E′ = (Ω˜n−•(M(1n)))n∈N
dont le n-ième morphisme de transition est (−1)n fois celui de la N-suite E de la Définition 2.99. Or, les morphismes
((−1)nid)n∈N définissent un isomorphisme entre les N-suites E et E′. C
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Remarque 2.101 — On note M(1∞) la colimite de la N-suite (M(1n))n∈N ayant pour morphismes de transition
les p∗n+1 : M(1
n) // M(1n+1). C’est naturellement un module à gauche sur W∞(k) =
⋃
n∈N Wn(k). Étant donné
un sous-ensemble fini I ⊂ N − {0}, on définit un sous-espace vectoriel M(I)(1∞) ⊂ M(1∞) par la colimite suivant
les n ≥ max(I) des M(I)(1n) = ⋂i∈I, ∈{0,1} ker{d∗i, : M(1n) → M(1n−1)}. Clairement, pour 0 ≤ d ≤ n, on a une
décomposition en somme directe : Ω˜n−d(M(1n)) =
⊕
I⊂[[1,n]], card(I)=d M
(I)(1n) dtˆI , où dtˆI = dt j1 ∧ · · · ∧ dt jn−d avec
[[1, n]] − I = {t j1 < · · · < t jn−d }. Par passage à la colimite, on déduit une décomposition en somme directe :
Ω˜∞−d(M) =
⊕
I⊂N−{0}, card(I)=d
M(I)(1∞) dtˆI .
La différentielle d : Ω˜∞−d(M) // Ω˜∞−(d−1)(M) envoie ω ∈ M(I)(1∞) dtˆI sur ∑i∈I(−1)card([[1,i−1]]−I)(∂iω) dtˆI−{i}.
Nous terminons le paragraphe en explicitant la Proposition 2.100 dans le cas qui nous intéresse, à savoir M =
O(D¯ét), et en donnant quelques compléments. Rappelons que An = O(D¯n) est l’ensemble des séries entières f =∑
ν∈Nn aνtν de rayon de convergence strictement plus grand que 1. On a le fait suivant.
Proposition 2.102 — Pour tout n ∈ N, l’algèbre O(D¯nét) s’identifie naturellement à la sous-algèbre Oalg(D¯n) ⊂ O(D¯n)
formée des séries entières f qui sont algèbriques sur le corps des fractions rationnelles k(t1, . . . , tn).
Démonstration. Soit f ∈ O(D¯n) une série entière algébrique sur k(t1, . . . , tn). Il s’agit de montrer qu’il existe une
sous-k[t1, . . . , tn]-algèbre étale de An contenant f . On utilise le théorème de Popescu [37, 38] et [44, Th. 10.1] pour
trouver une sous-k[t1, . . . , tn]-algèbre lisse de An contenant f et on conclut à l’aide du Lemme 2.103 ci-dessous. C
Lemme 2.103 — Soient A un anneau régulier intègre et B une A-algèbre lisse. On note Balg ⊂ B le sous-ensemble
des éléments algébriques sur Frac(A), i.e., zéros de polynômes unitaires à coefficients dans Frac(A). Alors Balg est une
A-algèbre étale.
Démonstration. Il est facile de voir que si A′ est une A-algèbre étale, alors le morphisme évident A′⊗A Balg // (A′⊗A
B)alg est inversible. Autrement dit, le problème est local pour la topologie étale. On peut donc supposer que l’anneau
A est strictement hensélien et on raisonne par récurrence sur sa dimension. L’hypothèse de récurrence entraîne que la
Ahsp -algèbre A
hs
p ⊗A Balg est étale pour tout p ∈ Spec(A) différent de l’idéal maximal m ⊂ A. (Ici, Ahsp est un hensélisé
strict de A en p.) On en déduit que Balg est étale au-dessus de l’ouvert Spec(A) − {m}.
On ne restreint pas la généralité en supposant que B est intègre. Il en est alors de même de Balg. D’autre part,
si l’image de Spec(Balg) // Spec(A) est contenue dans Spec(A) − {m}, il n’y a rien à montrer. On supposera donc
que Spec(Balg) // Spec(A) est surjectif. Ce morphisme étant quasi-fini (ou au pis quasi-entier) et A étant strictement
hensélien, on déduit que Balg est une A-algèbre finie (ou au pis une union filtrante de A-algèbres finies). Par le théorème
de pureté de Nagata-Zariski [36], et en se rappelant que Balg est étale sur le complémentaire de {m}, la A-algèbre
Balg est étale à moins que A soit de dimension plus petite que 1, i.e., A est un corps (séparablement clos) ou un
anneau de valuation discrète (strictement hensélien). Lorsque A est un corps, le résultat est clair. Supposons donc
que A est un anneau de valuation discrète et soit pi un générateur de m, i.e., une uniformisante. Alors, forcément,
Spec(B) // Spec(A) est surjectif. En effet, le contraire entraînerait que B est une A[pi−1]-algèbre et il en serait de
même de Balg, ce qu’on a exclu. Mais vu que A est strictement hensélien et que B est lisse sur A, il existe une
rétraction B // A. Cela implique que Balg est une A-algèbre finie, intègre et que l’inclusion A ↪→ Balg admet une
rétraction. Ceci ne peut se produire que lorsque A = Balg. Le lemme est maintenant démontré. C
Notons Oalg(D¯∞) la colimite de la N-suite (Oalg(D¯n))n∈N ayant pour morphismes de transition les inclusions évi-
dentes Oalg(D¯n) ↪→ Oalg(D¯n+1) qui consistent à voir une série entière en (t1, . . . , tn) comme une série entière en
(t1, . . . , tn, tn+1) indépendante de la variable tn+1. Alors, Oalg(D¯n) est une sous-algèbre de A∞ = O(D¯∞) formée des
séries entières en les variables (ti)i∈N−{0} ne dépendant que d’un nombre fini de ces variables et ayant un rayon de
convergence strictement plus grand que 1. Étant donnée une partie finie I ⊂ N − {0}, on note O(I)alg(D¯∞) et O(I)(D¯∞)
les sous-espaces vectoriels de Oalg(D¯∞) et O(D¯∞) formés des séries entières qui deviennent nulles en substituant les
variables ti par  ∈ {0, 1} pour tout i ∈ I. Avec ces notations, on peut énoncer le théorème principal de ce paragraphe,
qui découle aussitôt du Théorème 2.90 et de la Proposition 2.100.
Théorème 2.104 — Il existe un isomorphisme canonique Heffmot(k, σ,C) ' Peff(k, σ) ⊗k C où Peff(k, σ) = Ω˜∞−•alg (D¯∞)
est le complexe ci-dessous concentré en degrés homologiques positifs :
· · · d //
⊕
I⊂N−{0},
card(I)=d
O
(I)
alg(D¯
∞) dtˆI
d
//
⊕
I⊂N−{0},
card(I)=d−1
O
(I)
alg(D¯
∞) dtˆI
d
// · · · d //
⊕
i⊂N−{0}
O
(i)
alg(D¯
∞) dtˆi
d
// Oalg(D¯∞)dtˆ∅.
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La différentielle de Peff(k, σ) est celle de de Rham. Elle est donnée par
d( f dtˆI) =
∑
i∈I
(−1)card([[1,i−1]]−I)
(
∂ f
∂ti
)
dtˆI−{i}.
Voici une conséquence importante du Théorème 2.104.
Corollaire 2.105 — Les complexes Heffmot(k, σ,Λ) et Hmot(k, σ,Λ) sont (−1)-connexes, i.e., leur homologie est nulle
en degrés strictement négatifs.
Démonstration. Par les Théorèmes 2.14 et 2.16, il suffit de traiter le cas de Heffmot(k, σ,Z). En utilisant [8, Th. 1.25 et
Cor. 1.27], on se ramène à traiter le cas deHeffmot(k, σ,Q). Par le Théorème 2.104, on a un isomorphismeH
eff
mot(k, σ,Q)⊗Q
C ' Peff(k, σ) ⊗k C dans D(C) et le complexe Peff(k, σ) est (−1)-connexe. C
Par le Corollaire 2.105, les structures de bialgèbres de Heffmot(k, σ,Λ) et Hmot(k, σ,Λ) passent à l’homologie en
degré zéro. Les bialgèbres (de la catégorie des Λ-modules) ainsi obtenues seront notées Heffmot(k, σ,Λ) et Hmot(k, σ,Λ)
respectivement. Hmot(k, σ,Λ) est même une algèbre de Hopf, qu’on obtient à partir de Heffmot(k, σ,Λ) en inversant un
élément ς ∈ Heffmot(k, σ,Λ) par le Théorème 2.14.
Définition 2.106 — On pose Gmot(k, σ,Λ) = Spec
(
Hmot(k, σ,Λ)
)
. C’est un pro-schéma en groupe au-dessus de
Spec(Λ) qu’on appellera le groupe de Galois motivique du corps k associé au plongement complexe σ : k ↪→ C.
Remarque 2.107 — Posons aussi Peff(k, σ) = H0(Peff(k, σ)). C’est une k-algèbre commutative et on a un isomor-
phisme d’algèbres Heffmot(k, σ,C) ' Peff(k, σ) ⊗k C. En posant P(k, σ) = Peff(k, σ)[p¯i−1] (cf. le Théorème 2.93), on a
également un isomorphisme de k-algèbres Hmot(k, σ,C) ' P(k, σ) ⊗k C. Le pro-k-schéma Spec(P(k, σ)) est important
d’un point de vue conceptuel. En effet, il correspond au k-torseur sous Gmot(k, σ,Q) des isomorphismes de compa-
raison de la cohomologie de de Rham vers la cohomologie de Betti. On laissera au lecteur le soin de donner un sens
précis à cela.
Notons enfin le résultat suivant.
Proposition 2.108 —
(a) Le k-espace vectoriel Peff(k, σ) est canoniquement isomorphe au quotient de Oalg(D¯∞) par le sous-k-espace
vectoriel des séries entières qui s’écrivent sous la forme
∂ f
∂ti
− ( f (ti = 1) − f (ti = 0))
avec f ∈ Oalg(D¯∞). (Ci-dessus, f (ti = ) désigne la substitution de la variable ti par  ∈ {0, 1}.) Dans la suite,
on notera [ f ] ∈ Peff(k, σ) la classe d’une série entière f ∈ Oalg(D¯∞).
(b) Pour toute permutation γ ∈ Σ∞ = ⋃n∈N Σn on a [ f ] = [ f (tγ−1(1), . . . , tγ−1(i), . . . )]. De plus, la multiplication de
[ f ] et [g] dans Peff(k, σ) est donnée par [ f g] si les ensembles des variables dont dépendent les séries entières f
et g sont disjoints.
(c) La composition de Peff(k, σ) // Heffmot(k, σ,C)
cu
// C, avec cu la counité de la bialgèbre Heffmot(k, σ,C), associe
à la classe d’une série entière f , ne dépendant que des variables (t1, . . . , tn), son intégrale
∫
[0,1]n f .
Démonstration. Par définition, Peff(k, σ) est canoniquement isomorphe au quotient de Oalg(D¯∞) par le sous-k-espace
vectoriel
∑∞
i=1 ∂iO
(i)
alg(D¯
∞). Or, on dispose d’une surjection ai : Oalg(D¯∞) // // O(i)alg(D¯
∞) qui envoie une série entière f
sur ai( f ) = f + (ti − 1) f (ti = 0) − ti f (ti = 1). On obtient (a) en remarquant que ∂i(ai( f )) = ∂i f + f (ti = 0) − f (ti = 1).
On passe maintenant à (b). Soit n un entier suffisamment grand tel que γ ∈ Σn et f est indépendante des variables
ti pour i ≥ n + 1. Alors [ f ] est l’image par l’isomorphisme H0(DR•(O(D¯ét))) ' H0(Ω˜∞−•(O(D¯ét))) (cf. la Proposition
2.100) de la classe d’homologie de ω = (−1)n f dt1∧· · ·∧dtn ∈ CnΩn(O(D¯ét)) ⊂ DR0(O(D¯ét)). Or, Ωn(O(D¯ét)) est un k-
espace vectoriel cubique Σ-enrichi. Par le Lemme A.14, ω est homologue à sgn(γ)γ∗(ω) et l’élément de Ωn(O(D¯n+1ét ))
qui réalise cette homologie (cf. la preuve du Lemme A.14) est annulé par la différentielle de de Rham. Étant donné
que
sgn(γ)γ∗(ω) = sgn(γ)(−1)n f (tγ−1(1), . . . , tγ−1(n)) dtγ−1(1) ∧ · · · ∧ dtγ−1(n) = (−1)n f (tγ−1(1), . . . , tγ−1(n)) dt1 ∧ · · · ∧ dtn,
on obtient l’égalité souhaitée [ f ] = [γ∗( f )]. La seconde assertion dans (b) se démontre aussi en comparant avec la
multiplication de DR•(O(D¯ét)). Les détails sont laissés au lecteur.
Pour (c), on remarque que le lemme de Poincaré holomorphe entraîne que C[0] // DR•(O(D¯)) est un quasi-
isomorphisme. Il en est donc de même du morphisme C[0] // Ω∞−•(O(D¯)) qui envoie une constante a ∈ C sur
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a dtˆ∅. De plus, la preuve du lemme de Poincaré holomorphe montre que, sur l’homologie en degré zéro, le quasi-
inverse de ce dernier envoie la classe de f dtˆ∅, avec f ∈ O(D¯n), sur
∫
[0,1]n f . Pour terminer, il reste donc à iden-
tifier le morphisme composé de (c) avec le morphisme induit sur l’homologie en degré zero par la composition
de Ω∞−•(O(D¯ét)) // Ω∞−•(O(D¯)) ' C[0]. Or, à quasi-isomorphismes près, cette composition coïncide avec celle de
SgDét(Ω/k) // Sg
D
ét(An∗Ω/pt) // Sg
D(Ω/pt) ' C[0] qu’on peut réécrire, à isomorphismes près dansD(k), de la manière
suivante RΓ(pt, An∗(Ω/k)) // RΓ(pt, An∗An∗(Ω/pt)) // RΓ(pt,Ω/pt) ' C. Le résultat recherché découle maintenant
de la construction de l’isomorphisme du Théorème 2.90. C
Remarque 2.109 — L’image du morphisme d’intégration
∫
: Peff(k, σ) // C est l’anneau des périodes des motifs
sur k. Lorsque k = Q, on peut conjecturer, sans espoir de voir un jour la solution, que ce morphisme est injectif. Cette
conjecture, sous une forme moins précise, remonte en fait à Grothendieck [19] : « [...] one may ask for instance if
Schneider’s theorem generalizes in some way to this larger set of periods ». Néanmoins, cette conjecture motive la
définition suivante ; voir aussi [26, §4.1].
Définition 2.110 — Les éléments de la k-algèbre Peff(k, σ) (resp. P(k, σ)) sont appelés les périodes formelles effec-
tives (resp. non effectives) relativement au plongement complexe σ : k ↪→ C.
2.3.2. Rappels sur les catégories des motifs avec transferts. — Étant donnés deux k-schémas lisses U et V , on note
Cork(U,V) le groupe des correspondances finies de U dans V . C’est le groupe abélien librement engendré par les
sous-schémas intègres de U ×k V qui sont finis et surjectifs sur une composante connexe de U.
On note Cor(k) la catégorie ayant pour objets les k-schémas lisses et pour flèches les correspondances finies.
C’est une catégorie additive et monoïdale. La somme directe et le produit tensoriel sont respectivement donnés par
le coproduit et le produit des k-schémas. Un préfaisceau avec transferts (de Λ-modules) sur Sm/k est un foncteur
contravariant et additif de Cor(k) dans la catégorie des Λ-modules. (On omettra dans la suite de préciser que nos
péfaisceaux avec transferts prennent leurs valeurs dans la catégorie des Λ-modules.) Si X est un k-schéma lisse, on note
Λtr(X) le préfaisceau avec transferts représenté par X, i.e., tel que Λtr(X)(−) = Λ⊗ZCork(−, X). Les préfaisceaux avec
transferts sur Sm/k forment une catégorie qu’on note PST(Sm/k,Λ). C’est une catégorie abélienne de Grothendieck.
Elle est monoïdale et son produit tensoriel est caractérisé (à isomorphisme près) par la propriété de commuter aux
colimites et par l’égalité Λtr(X) ⊗ Λtr(Y) = Λtr(X ×k Y) vraie pour tous les k-schémas lisses X et Y .
Un τ-faisceau avec transferts sur Sm/k est un préfaisceau avec transferts dont la restriction à Sm/k est un τ-
faisceau. (Rappelons que τ ∈ {ét,Nis}.) On note Strτ(Sm/k,Λ) ⊂ PST(Sm/k,Λ) la sous-catégorie pleine des τ-
faisceaux avec transferts. On sait que Strτ(Sm/k,Λ) est aussi une catégorie abélienne de Grothendieck et que l’in-
clusion évidente admet un adjoint à gauche atrτ : PST(Sm/k,Λ) // Strτ(Sm/k,Λ). Modulo les transferts, atrτ est
donné par le foncteur de τ-faisceautisation (voir [32, Th. 6.17, Cor. 6.18 et Th. 13.1]). La catégorie Strτ(Sm/k,Λ) est
monoïdale et atrτ est un foncteur monoïdal.
On peut munir la catégorie Cpl(PST(Sm/k,Λ)) des complexes de préfaisceaux avec transferts d’une structure de
modèles projective τ-locale (voir par exemple [6, Th. 2.5.7], où il suffit de se restreindre au cas de la valuation triviale).
Le foncteur atrτ induit alors une équivalence de catégories
Latrτ : Hoτ(Cpl(PST(Sm/k,Λ)))
∼
// D(Strτ(Sm/k,Λ)),
entre la catégorie homotopique de la structure τ-locale et la catégorie dérivée de la catégorie abélienne Strτ(Sm/k,Λ).
(Pour une preuve lorsque τ = Nis, voir [6, Prop. 2.4.9] ; le cas τ = ét n’est pas plus difficile.) Une localisa-
tion à la Bousfield de la structure τ-locale fournit la structure projective (A1, τ)-locale pour laquelle les flèches
Λtr(A1X)[n] // Λtr(X)[n] sont des équivalences faibles pour tout n ∈ Z et tout k-schéma lisse X. On pose :
DMeff,τ(k,Λ) = HoA1−τ(Cpl(PST(Sm/k,Λ))),
la catégorie homotopique de la structure (A1, τ)-locale. C’est la catégorie des k-motifs effectifs (avec transferts).
Elle est triangulée et monoïdale. Lorsque τ = Nis, on omettra la mention de la topologie et on notera simplement
DMeff(k,Λ).
On dispose d’un couple de foncteurs adjoints (atr, otr) d’ajout et d’oubli de transferts
PSh(Sm/k,Λ)
atr
// PST(Sm/k,Λ).
otr
oo
Le foncteur otr associe à un préfaisceau avec transferts sa restriction à Sm/k. Le foncteur atr est monoïdal, commute
aux colimites et envoie X ⊗Λ sur Λtr(X). L’adjonction (atr, otr) fournit une adjonction de Quillen sur les catégories de
complexes qu’on munit des structures projectives (A1, τ)-locales. (Lorsque τ = Nis, il s’agit du cas particulier de la
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valuation triviale de [6, Prop. 2.5.19] ; le cas τ = ét n’est pas plus difficile.) On en déduit une adjonction
DAeff,τ(k,Λ)
Latr
// DMeff,τ(k,Λ).
Rotr
oo
Le foncteur Latr est triangulé et monoïdal. Lorsque τ = ét et que Λ est une Q-algèbre, les foncteurs Latr et Rotr sont
des équivalences inverses l’une de l’autre (voir le Théorème B.1). En général, il n’est pas nécessaire de dériver le
foncteur otr. En effet, on a le résultat suivant.
Lemme 2.111 — Le foncteur otr : Cpl(PST(Sm/k,Λ)) // Cpl(PSh(Sm/k,Λ)) préserve les équivalences (A1, τ)-
locales.
Démonstration. On note respectivement Wτ et WA1−τ les classes des équivalences τ-locales et (A1, τ)-locales. Il
s’agit de montrer que WA1−τ ⊂ o−1tr (WA1−τ). Par [5, Prop. 4.2.74], il suffit de voir que la classe D = o−1tr (WA1−τ)
satisfait aux conditions suivantes :
(1) D contient Wτ et les flèches Λtr(A1X) // Λtr(X) pour tout X ∈ Sm/k ;
(2) D vérifie la propriété 2 de 3 ;
(3) D ∩ Cof pro j est stable par push-out et composition transfinie.
La condition (2) est claire. Pour (3), on utilise la structure injective (A1, τ)-locale sur Cpl(PSh(Sm/k,Λ)). La classe
Cofin j des cofibrations injectives est la classe des monomorphismes. Or, otr(D ∩Cof pro j) ⊂WA1,τ∩Cofin j et WA1,τ∩
Cofin j est stable par push-out et composition transfinie (ceci étant vrai dans toute catégorie de modèles). On obtient
maintenant la condition (3) en remarquant que otr commute aux colimites. D’autre part, otr préserve les équivalences
τ-locales. Ainsi, pour terminer, il reste à vérifier que otr envoie Λtr(A1X) // Λtr(X) sur une équivalence (A
1, τ)-locale.
Ceci peut se faire à l’aide d’une A1-homotopie explicite entre l’identité et l’endomorphisme nul de la droite affine
relative A1X . C
Soit T trk un remplacement projectivement cofibrant du préfaisceau avec transferts quotient Λtr(A
1
k)/Λtr(A
1
k−ok). (Par
exemple, T trk = atr(Tk) avec Tk comme dans la Sous-section 2.1.) On note Spt
Σ
T trk
(Cpl(PST(Sm/k,Λ))) la catégorie
des T trk -spectres symétriques de complexes de préfaisceaux avec transferts sur Sm/k. On munit cette catégorie de la
structure projective stable déduite de la structure projective (A1, τ)-locale. On pose :
DMτ(k,Λ) = HoA1−τ−st(SptΣT trk (Cpl(PST(Sm/k,Λ)))),
la catégorie homotopique de la structure stable (A1, τ)-locale. C’est la catégorie des k-motifs (version avec transferts).
Elle est triangulée et monoïdale. Lorsque τ = Nis on omettra la mention de la topologie et on notera simplement
DM(k,Λ). On dispose d’un foncteur de T trk -suspension infinie LSus
0
T trk
: DMeff,τ(k,Λ) // DMτ(k,Λ) qui est triangulé
et monoïdal (voir [5, Lem. 4.3.9, Prop. 4.3.35 et Cor. 4.3.72]). Son adjoint à droite est REv0.
Comme dans le cas effectif, on dispose d’une adjonction
DAτ(k,Λ)
Latr
// DMτ(k,Λ).
Rotr
oo
Elle s’obtient en prenant T trk = atr(Tk) et en appliquant [5, Lem. 4.3.34] au foncteur de Quillen à gauche atr. Le foncteur
Latr ci-dessus est triangulé et monoïdal. Lorsque τ = ét, les foncteurs Latr et Rotr ci-dessus sont des équivalences de
catégories inverses l’une de l’autre, et cela sans hypothèses sur Λ (voir le Corollaire B.14). Enfin, on dispose d’un
isomorphisme canonique Latr ◦ LSus0Tk ' LSus0T trk ◦ Latr qui fait le lien avec le cas effectif.
Comme dans le cas effectif, il n’est pas nécessaire de dériver le foncteur otr, du moins si l’on travaille avec les
spectres non symétriques.
Lemme 2.112 — Le foncteur otr : SptT trk (Cpl(PST(Sm/k,Λ)))
// SptTk (Cpl(PSh(Sm/k,Λ))) préserve les équi-
valences (A1, τ)-locales stables.
Démonstration. Comme pour le Lemme 2.111, on utilise [5, Prop. 4.2.74] et la construction de la structure (A1, τ)-
locale stable comme une localisation de Bousfield suivant les flèches Susp+1T trk
(Λtr(X)) // Sus
p
T trk
(T trk ⊗ Λtr(X)). On se
ramène alors à vérifier que otr(Sus
p+1
T trk
(Λtr(X))) // otr(Sus
p
T trk
(T trk ⊗Λtr(X))) est une équivalence (A1, τ)-locale stable.
Or, ce morphisme est un isomorphisme en niveau supérieur à p + 1. (C’est ici qu’on utilise que nos spectres sont non
symétriques !) Il suffit alors d’appliquer [5, Lem. 4.3.59] pour conclure. C
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2.3.3. Des complexes de cycles à la Suslin-Voevodsky. — Rappelons qu’on cherche à « calculer » Heffmot(k, σ,Λ) =
Btieff,∗Btieff∗ (Λ) et Hmot(k, σ,Λ) = Bti∗Bti∗(Λ). On commence d’abord par décrire Btieff∗ (Λ) et Bti∗(Λ), les objets de
DAeff(k,Λ) et DA(k,Λ) qui représentent la cohomologie de Betti. Par le résultat ci-dessous, il suffit de considérer la
version stable.
Lemme 2.113 — Il existe un isomorphisme canonique Btieff∗ (Λ) ' REv0(Bti∗(Λ)).
Démonstration. En effet, on a Bti∗ ◦ Sus0Tk ' Btieff,∗. L’isomorphisme recherché s’en déduit par adjonction. C
On a Bti∗(Λ) ' Bti∗Bti∗(ST ) avec ST = Sus0Tk (Λcst), l’unité de DA(k,Λ). On pose StrT = atr(ST ). (Par définition,
le T trk -spectre symétrique S
tr
T est donné en degré n par (T
tr
k )
⊗n = Λtr((P1k ,∞)∧n) muni de l’action évidente du groupe
symétrique Σn.) D’après le Corollaire B.14, le morphisme canonique ST // RotrStrT , vu comme flèche de DA(k,Λ),
induit un isomorphisme dans DAét(k,Λ). (On utilise ici le Lemme 2.112.) Puisque le foncteur Bti∗ se factorise par
DAét(k,Λ), il s’ensuit que Bti∗(ST ) ' Bti∗(RotrStrT ). Ainsi, on a Bti∗(Λ) ' Bti∗Bti∗(RotrStrT ). Pour calculer Bti∗(Λ), on
appliquera le Théorème 2.67 à un modèle bien choisi de RotrStrT . On utilisera la théorie de Voevodsky pour obtenir un
tel modèle.
Rappelons qu’on dispose d’un objet cocubique Σ-enrichi Ak dans Sm/k (cf. l’Exemple A.2) donné en degré n ∈ N
par Ank , l’espace affine de dimension n sur k. On note Sg
A le foncteur qui associe à un complexe de préfaisceaux
sur Sm/k le complexe Tot(C(hom(Ak,K))). Il s’agit de la variante cubique du complexe de Suslin–Voevodsky. Ce
foncteur s’étend aux T trk -spectres symétriques. De plus, le morphisme évident S
tr
T
// SgA(StrT ) est une équivalence
(A1,Nis)-locale niveau par niveau. Le résultat ci-dessous affirme donc que SgA(StrT ) est un modèle projectivement
stablement (A1,Nis)-fibrant de l’unité de DM(k,Λ).
Proposition 2.114 — Le T trk -spectre symétrique Sg
A(StrT ) est projectivement stablement (A
1,Nis)-fibrant.
Cette proposition est une conséquence immédiate d’un certain nombre de résultats dus à Voevodsky, et à Friedlander
et Voevodsky. On rappelle ces résultats qui seront également utiles dans le §2.3.4.
Soient X un k-schéma de type fini, non nécessairement lisse, et r ∈ N un entier naturel. Pour U un k-schéma
lisse, on note, suivant [46], zequi(X, r)(U) le groupe abélien librement engendré par les sous-schémas fermés intègres
Z ⊂ X ×k U tels que la projection Z // U est équidimensionnelle de dimension relative r. Pour la définition d’un
morphisme équidimensionnel, on renvoie le lecteur à [20, Déf. 13.2.2] (pour le cas irréductible) et [20, Déf. 13.3.2]
(pour le cas général). On rappelle ici que cela entraîne que Z domine une composante connexe de U et que les fibres de
Z // U sont purement de dimension r. De plus, tout changement de base de Z // U est encore équidimensionnel
de dimension relative r. Cette dernière propriété découle de [20, Cor. 14.4.4] étant donné que U est lisse. On en déduit
aussitôt que zequi(X, r) est naturellement un préfaisceau avec transferts sur Sm/k (cf. [32, Ex. 16.3] et [46, Ch. 4,
Prop. 5.7]). Clairement, si X est projectif (ou même propre), alors zequi(X, 0) = Ztr(X). Si Y est un k-schéma lisse
partout de dimension p, on dispose d’un morphisme de préfaisceaux avec transferts sur Sm/k (cf. [46, Prop. 5.8])
D : hom(Y, zequi(X, r)) // zequi(X ×k Y, r + p). (100)
Le premier résultat essentiel, du à Friedlander et Voevodsky, est un « lemme de déplacement ». Il s’énonce comme
suit.
Théorème 2.115 — Le morphismeD : SgA(hom(Y, zequi(X, r))) // SgA(zequi(X×kY, r+p)) est un quasi-isomorphisme
de complexes de préfaisceaux.
Démonstration. Il s’agit de la variante cubique de [46, Ch. 4, Th. 7.1] qui s’en déduit aussitôt par la méthode,
désormais classique, de [27, Th. 4.7]. C
Le second résultat essentiel est un théorème de localisation. Il repose sur la résolution des singularités et s’énonce
comme suit.
Théorème 2.116 — Soient X un k-schéma, j : U ↪→ X l’inclusion d’un ouvert et i : Z ↪→ X l’inclusion du fermé
complémentaire. Alors, pour tout r ∈ N, la suite exacte
0 // zequi(Z, r)
i∗
// zequi(X, r)
j∗
// zequi(U, r)
induit un triangle distingué
SgA(zequi(Z, r))
i∗
// SgA(zequi(X, r))
j∗
// SgA(zequi(U, r)) // SgA(zequi(Z, r))[1] (101)
dans la catégorie homotopique HoNis(Cpl(PSh(Sm/k,Z))) de la structure Nis-locale.
Démonstration. Il s’agit de la variante cubique de [46, Ch. 4, Th. 5.11] qui s’en déduit aussitôt. C
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On peut maintenant établir le fait suivant.
Corollaire 2.117 — Soient X un k-schéma de type fini et r ∈ N un entier naturel. Alors, le complexe SgA(zequi(X, r))
est projectivement (A1,Nis)-fibrant.
Démonstration. Par le Lemme A.25, SgA(zequi(X, r)) // hom(A1k ,Sg
A(zequi(X, r))) est un quasi-isomorphisme de
préfaisceaux. Il reste donc à montrer que SgA(zequi(X, r)) est projectivement Nis-fibrant, i.e., qu’il vérifie la propriété
de Brown-Gersten pour la topologie Nisnevich (voir [33, Def. 1.13]). On se donne une immersion ouverte j : W // V
et un morphisme étale e : V ′ // V induisant un isomorphisme V ′ − W′ ' V − W (avec W′ = V ′ ×V W). On doit
montrer que le carré
Γ(V,SgA(zequi(X, r))) //

Γ(W,SgA(zequi(X, r)))

Γ(V ′,SgA(zequi(X, r))) // Γ(W′,SgA(zequi(X, r)))
est homotopiquement cartésien. On ne restreint pas la généralité en supposant que V est connexe de dimension pure
d. Par le Théorème 2.115, il suffit alors de montrer que le carré
Γ(k,SgA(zequi(X ×k V, r + d))) //

Γ(k,SgA(zequi(X ×k W, r + d)))

Γ(k,SgA(zequi(X ×k V ′, r + d))) // Γ(k,SgA(zequi(X ×k W′, r + d)))
est homotopiquement cartésien. Par le Théorème 2.116 et puisque Γ(k,−) transforme les équivalences Nis-locales en
des quasi-isomorphismes, il suffit de montrer que
e∗ : Γ(k,SgA(zequi(X ×k (V −W), r + d))) // Γ(k,SgA(zequi(X ×k (V ′ −W′), r + d)))
est un quasi-isomorphisme. Or, ce morphisme est inversible puisque V ′ −W′ ' V −W. C
Corollaire 2.118 — Soit X un k-schéma projectif (ou propre). Alors, SgA(Λtr(X)) est projectivement (A1,Nis)-
fibrant.
Démonstration. Lorsque Λ = Z, c’est clair puisque Ztr(X) = zequi(X, 0) pour X propre. Le cas général découle
aussitôt du fait que le préfaisceau Ztr(X) prend ses valeurs dans la catégorie des Z-modules libres. C
Démonstration de la Proposition 2.114. D’après le Corollaire 2.118, le T trk -spectre symétrique Sg
A(StrT ) est projec-
tivement (A1,Nis)-fibrant niveau par niveau. Il reste donc à montrer qu’il est un Ω-spectre. Autrement dit, il faut
montrer que SgA(Λtr((P1k ,∞)∧n)) // hom((P1k ,∞),SgA(Λtr((P1k ,∞)∧n+1))) est un quasi-isomorphisme de complexes
de préfaisceaux. Ceci découle du Théorème de simplification de Voevodsky (cf. [32, Th. 16.25]). C
Remarque 2.119 — La preuve de la Proposition 2.114 montre plus généralement que pour tout k-schéma projectif et
lisse X, le T trk -spectre symétrique Sg
A(Sus0T trk
(Λtr(X))) = {SgA(Λtr((P1k ,∞)∧n ×k X))}n∈N est projectivement stablement
(A1,Nis)-fibrant. De plus, il est (A1,Nis)-équivalent niveau par niveau à Sus0T trk
(Λtr(X)).
Corollaire 2.120 — Le morphisme canonique ST // SgA(otrStrT ) est un isomorphisme dans DA
ét(k,Λ) et le Tk-
spectre symétrique SgA(otrStrT ) est projectivement stablement (A
1,Nis)-fibrant.
Démonstration. D’après le Corollaire B.14, on a un isomorphisme canonique ST ' RotrStrT dans DAét(k,Λ). Le
Lemme 2.112 entraîne que RotrStrT ' otrSgA(StrT ) dans DAét(k,Λ). La première assertion en découle. Enfin, la Propo-
sition 2.114 montre que otrSgA(StrT ) est (A
1,Nis)-fibrant. C
À partir de maintenant, on notera StrT au lieu de otrS
tr
T .
Proposition 2.121 — Le Tk-spectre symétrique SingD,∞
′
ét (S
tr
T ) est projectivement stablement (A
1,Nis)-fibrant et il
est canoniquement isomorphe, dans DA(k,Λ), à Bti∗(Λ).
Démonstration. Le foncteur Bti∗ se factorise par DAét(k,Λ). Le Corollaire 2.120 fournit donc un isomorphisme
Bti∗(ST ) ' Bti∗(SgA(StrT )). Il s’ensuit que Bti∗(Λ) ' Bti∗Bti∗(SgA(StrT )) dans DA(k,Λ). Le Théorème 2.67 (avec
SingD,∞
′
ét au lieu de Sing
D,∞
ét ) fournit donc l’énoncé correspondant pour le Tk-spectre Sing
D,∞′
ét (Sg
A(StrT )). Il reste
donc à voir que SingD,∞
′
ét (S
tr
T ) // Sing
D,∞′
ét (Sg
A(StrT )) est un quasi-isomorphisme de préfaisceaux niveau par niveau.
Ceci découle du Lemme 2.122 ci-dessous. C
Lemme 2.122 — Soit K un complexe de préfaisceaux sur Sm/k. Alors, le morphisme SgDét(K) // Sg
D
ét(Sg
A(K)) est
un quasi-isomorphisme de préfaisceaux.
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Démonstration. Il suffit de montrer que SgDét(K) // Sg
D
ét(hom(A
1
k ,K)) est une équivalence d’homotopie. Or, le com-
plexe (en complexes de préfaisceaux) C•(hom((A1k , 0) × D¯ét,K)) est contractile. Une homotopie entre l’identité et
le morphisme nul est induite par la composition de A1k ×k D¯1ét // A1k ×k A1k // A1k ; le second morphisme étant la
multiplication du schéma en anneau A1k . C
Proposition 2.123 — Il existe un isomorphisme canonique Ev0(SingD,∞
′
ét (S
tr
T )) ' Btieff∗ (Λ) dans DAeff(k,Λ). De
plus, le complexe Ev0(SingD,∞
′
ét (S
tr
T )) est la colimite de la N-suite
(
SgDét(Λtr((P
1
k ,∞)∧n))[−2n]
)
n∈N où le morphisme de
transition
θ′n : SgDét(Λtr((P
1
k ,∞)∧n))[−2n] // SgDét(Λtr((P1k ,∞)∧n+1))[−2n − 2],
en degré homologique m−2n (avec m ∈ N), associe à une correspondance finie β ∈ Cork((D¯mét, ∂0D¯mét)×k †, (P1k ,∞)∧n)
la correspondance finie composée
D¯2+mét ×k † // D¯2ét ×k D¯mét ×k †
αβ
// P1k ×k (P1k)n = (P1k)1+n.
(La correspondance α ∈ Cork((D¯2ét, ∂D¯2ét), (P1k ,∞)) est celle définie dans le §2.2.5.)
Démonstration. La Proposition 2.121, jointe au Lemme 2.113, entraîne que Btieff∗ (Λ) est isomorphe, dans DAeff(k,Λ),
au complexe de préfaisceaux Ev0(SingD,∞
′
ét (S
tr
T )). La seconde partie de l’énoncé découle de la construction du foncteur
SingD,∞
′
ét et notamment de la définition de la transformation naturelle ϑ
′ (cf. (83)). C
On arrive maintenant au résultat principal de ce paragraphe.
Théorème 2.124 —
(a) Le complexe Heffmot(k, σ,Λ) est canoniquement isomorphe, dans D(Λ), à la colimite de la N-suite
SeffI =
{
Tot
(
C
(
Cork
(
D¯ét ×k D¯ét, (P1k ,∞)∧n
)
⊗ Λ
))
[−2n]
}
n∈N .
Le morphisme de transition n → n + 1 envoie β ∈ Cork((D¯pét, ∂0D¯pét) ∧ (D¯qét, ∂0D¯qét), (P1k ,∞)∧n) (avec p, q ∈ N)
sur la composition de
D¯
2+p
ét ×k D¯qét // D¯2ét ×k D¯pét ×k D¯qét
αβ
// P1k ×k (P1k)n = (P1k)1+n. (102)
(b) Le complexe Hmot(k, σ,Λ) est canoniquement isomorphe, dans D(Λ), à la colimite de la N × N-suite
SI =
{
Tot
(
C
(
Cork
(
D¯ét ×k D¯ét, (P1k ,∞)∧m+n
)
⊗ Λ
))
[−2m − 2n]
}
m, n∈N .
Les morphismes de transition (m, n)→ (m + 1, n) et (m, n)→ (m, n + 1) envoient respectivement une correspon-
dance finie β ∈ Cork((D¯pét, ∂0D¯pét) ∧ (D¯qét, ∂0D¯qét), (P1k ,∞)∧m+n) (avec p, q ∈ N) sur les compositions de
D¯
p
ét ×k D¯q+2ét // D¯pét ×k D¯qét ×k D¯2ét
βα
// (P1k)
m ×k (P1k)n ×k P1k
τ
∼ // (P1k)
m ×k P1k ×k (P1k)n, (103)
D¯
2+p
ét ×k D¯qét // D¯2ét ×k D¯pét ×k D¯qét
αβ
// P1k ×k (P1k)m ×k (P1k)n
τ
∼ // (P1k)
m ×k P1k ×k (P1k)n. (104)
Démonstration. Pour (a), on utilise le Corollaire 2.63 et la première partie de la Proposition 2.123 pour obtenir
un isomorphisme canonique Heffmot(k, σ,Λ) ' SgDét(Ev0SingD,∞
′
ét (S
tr
T )) dans D(Λ) En utilisant la seconde partie de la
Proposition 2.123 on obtient aussitôt la description recherchée deHeffmot(k, σ,Λ). Pour (b), on utilise le Théorème 2.67
et la Proposition 2.121 pour obtenir la chaîne d’isomorphismes
Hmot(k, σ,Λ) ' Bti∗SingD,∞′ét (StrT ) ' RΓ(Spec(k),REv0 Bti∗Bti∗SingD,∞
′
ét (S
tr
T ))
' Γ(Spec(k),Ev0 SingD,∞ét ◦ SingD,∞
′
ét (S
tr
T )).
On arrive maintenant à la description recherchée en démêlant les constructions de SingD,∞ét et Sing
D,∞′
ét . On laissera
cet exercice, malheureusement un peu pénible, au lecteur. C
Notre objectif maintenant est de décrire la multiplication de la bialgèbre Heffmot(k, σ,Λ). On ne considère que le cas
effectif de la question puisque la multiplication de Heffmot(k, σ,Λ) détermine la multiplication de Hmot(k, σ,Λ) par le
Théorème 2.14. On aura besoin de deux descriptions alternatives de Heffmot(k, σ,Λ), similaires à celle du Théorème
2.124. Elle sont obtenues en utilisant, dans la Proposition 2.123 et le Théorème 2.124, les foncteurs SingD,∞ét et
SingD,∞,∞
′
ét au lieu de Sing
D,∞′ . Le résultat est le suivant.
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Lemme 2.125 —
(a′) Le complexe Heffmot(k, σ,Λ) est canoniquement isomorphe, dans D(Λ), à la colimite de la N-suite
SeffII =
{
Tot
(
C
(
Cork
(
D¯ét ×k D¯ét, (P1k ,∞)∧n
)
⊗ Λ
))
[−2n]
}
n∈N .
Le morphisme de transition n → n + 1 envoie β ∈ Cork((D¯pét, ∂0D¯pét) ∧ (D¯qét, ∂0D¯qét), (P1k ,∞)∧n) (avec p, q ∈ N)
sur la composition de
D¯
p+2
ét ×k D¯qét // D¯pét ×k D¯2ét ×k D¯qét
τ
∼ // D¯
p
ét ×k D¯qét ×k D¯2ét
βα
// (P1k)
n ×k P1k = (P1k)n+1. (105)
(a′′) Le complexe Heffmot(k, σ,Λ) est canoniquement isomorphe, dans D(Λ), à la colimite de la N × N-suite
SeffIII =
{
Tot
(
C
(
Cork
(
D¯ét ×k D¯ét, (P1k ,∞)∧m+n
)
⊗ Λ
))
[−2m − 2n]
}
m, n∈N .
Les morphismes de transition (m, n)→ (m + 1, n) et (m, n)→ (m, n + 1) envoient respectivement une correspon-
dance finie β ∈ Cork((D¯pét, ∂0D¯pét) ∧ (D¯qét, ∂0D¯qét), (P1k ,∞)∧m+n) (avec p, q ∈ N) sur les compositions de
D¯
p+2
ét ×k D¯qét // D¯pét ×k D¯2ét ×k D¯qét
τ
∼ // D¯2ét ×k D¯pét ×k D¯qét
αβ
// P1k ×k (P1k)m ×k (P1k)n
τ
∼ // (P1k)
m ×k P1k ×k (P1k)n, (106)
D¯
2+p
ét ×k D¯qét // D¯2ét ×k D¯pét ×k D¯qét
αβ
// P1k ×k (P1k)m ×k (P1k)n
τ
∼ // (P1k)
m ×k P1k ×k (P1k)n. (107)
Proposition 2.126 — Modulo l’isomorphisme du Théorème 2.124, (a) et ses variantes dans (a′) et (a′′) du Lemme
2.125, la multiplication de l’algèbreHeffmot(k, σ,Λ) est induite par le morphisme de N×N-suites SeffI ⊗SeffII // SeffIII qui
envoie γ ⊗ β, avec β ∈ Cork((D¯pét, ∂0D¯pét) ∧ (D¯qét, ∂0D¯qét), (P1k ,∞)∧m) et γ ∈ Cork((D¯rét, ∂0D¯rét) ∧ (D¯sét, ∂0D¯sét), (P1k ,∞)∧n),
sur la composition de
D¯
r+p
ét ×k D¯s+qét // D¯rét ×k D¯pét ×k D¯sét ×k D¯qét
τ∼

D¯rét ×k D¯pét ×k D¯sét ×k D¯qét
γβ
// (P1k)
n ×k (P1k)m
τ
∼ // (P1k)
m ×k (P1k)n.
Démonstration. Le Théorème 2.87 entraîne que la multiplication de Bti∗(Λ) est la composition de
SingD,∞
′
ét (S
tr
T ) ⊗ SingD,∞ét (StrT )
c
// SingD,∞ét (Sing
D,∞′
ét (S
tr
T ) ⊗ StrT )
∼
// SingD,∞ét ◦ SingD,∞
′
ét (S
tr
T )
m
// SingD,∞,∞
′
ét (S
tr
T ).
(108)
En appliquant le foncteur monoïdal Ev0, on obtient la multiplication de l’algèbre Btieff∗ (Λ) modulo l’isomorphisme
de la Proposition 2.123 et ses variantes. Enfin, par la Proposition 2.83, on obtient la multiplication de Heffmot(k, σ,Λ)
modulo les isomorphismes de l’énoncé en appliquant le foncteur pseudo-monoïdal SgDét. Il reste à vérifier que l’ac-
couplement ainsi obtenu coïncide avec l’accouplement décrit dans l’énoncé. On y arrive en démêlant la construction
des morphismes dans (108). C
Nous terminons ce paragraphe par une description de la comultiplication de Hmot(k, σ,Λ). Notre méthode s’ap-
plique uniquement au cas stable et la description obtenue est peu explicite. En effet, elle fait intervenir un quasi-inverse
d’un quasi-isomorphisme de complexes qui est certainement très difficile à décrire concrètement.
Par le Théorème 2.67 et la Proposition 2.121 on a un isomorphisme canonique dans D(Λ) :
Hmot(k, σ,Λ) ' Γ(Spec(k),Ev0(SingD,∞ét ◦ SingD,∞ét (StrT ))). (109)
(cf. la preuve de la partie (b) du Théorème 2.124). En revenant à la construction du foncteur SingD,∞ét , on peut décrire
explicitement le second terme de (109). Ceci fournit la variante suivante du Théorème 2.124, (b).
Lemme 2.127 —
(b′) Le complexe Γ(Spec(k),Ev0(SingD,∞ét ◦ SingD,∞ét (StrT ))) est égal à la colimite de la N × N-suite
SII =
{
Tot
(
C
(
Cork
(
D¯ét ×k D¯ét, (P1k ,∞)∧m+n
)
⊗ Λ
))
[−2m − 2n]
}
m, n∈N .
Les morphismes de transition (m, n)→ (m + 1, n) et (m, n)→ (m, n + 1) envoient respectivement une correspon-
dance finie β ∈ Cork((D¯pét, ∂0D¯pét) ∧ (D¯qét, ∂0D¯qét), (P1k ,∞)∧m+n) (avec p, q ∈ N) sur les compositions de
D¯
p
ét ×k D¯q+2ét // D¯pét ×k D¯qét ×k D¯2ét
βα
// (P1k)
m ×k (P1k)n ×k P1k
τ
∼ // (P1k)
m ×k P1k ×k (P1k)n, (110)
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D¯
p+2
ét ×k D¯qét // D¯pét ×k D¯2ét ×k D¯qét
τ
∼ // D¯
p
ét ×k D¯qét ×k D¯2ét
βα
// (P1k)
m ×k (P1k)n ×k P1k . (111)
On dispose d’une transformation naturelle évidente id // SingD,∞,∞
′
ét et, par une variante du Corollaire 2.74, le
morphisme obtenu en appliquant Γ(Spec(k),Ev0(−)) à
η : SingD,∞ét ◦ SingD,∞ét (StrT ) = SingD,∞ét ◦ id ◦ SingD,∞ét (StrT ) // SingD,∞ét ◦ SingD,∞,∞
′
ét ◦ SingD,∞ét (StrT ) (112)
coïncide avec le morphisme η : Bti∗Bti∗(Λ) // Bti∗Bti∗Bti∗Bti∗(Λ) induit par l’unité de l’adjonction (Bti∗,Bti∗). Les
deux résultats suivants découlent directement des constructions.
Proposition 2.128 — Le complexe Γ(Spec(k),Ev0(SingD,∞ét ◦ SingD,∞,∞
′
ét ◦ SingD,∞ét (StrT ))) est égal à la colimite de la
N4-suite
T =
{
Tot
(
C
(
Cork
(
D¯ét ×k D¯ét ×k D¯ét, (P1k ,∞)∧m+n+u+v
)
⊗ Λ
))
[−2m − 2n − 2u − 2v][−2(m + n + u + v)]
}
m, n, u, v∈N .
Les morphismes de transition (m, n, u, v)→ (m + 1, n, u, v), (m, n, u, v)→ (m, n + 1, u, v), (m, n, u, v)→ (m, n, u + 1, v)
et (m, n, u, v) → (m, n, u, v + 1) envoient β ∈ Cork((D¯pét, ∂0D¯pét) ∧ (D¯qét, ∂0D¯qét) ∧ (D¯rét, ∂0D¯rét), (P1k ,∞)∧m+n+u+v) (avec
p, q, r ∈ N) sur les compositions respectives de
D¯
p
ét ×k D¯qét ×k D¯r+2ét // D¯pét ×k D¯qét ×k D¯rét ×k D¯2ét
βα
// (P1k)
m ×k (P1k)n+u+v ×k P1k
τ
∼ // (P1k)
m ×k P1k ×k (P1k)n+u+v,
D¯
p
ét ×k D¯q+2ét ×k D¯rét // D¯pét ×k D¯qét ×k D¯2ét ×k D¯rét
τ∼

D¯
p
ét ×k D¯qét ×k D¯rét ×k D¯2ét
βα
// (P1k)
m+n ×k (P1k)u+v × P1k
τ
∼ // (P1k)
m+n ×k P1k ×k (P1k)u+v,
D¯
p
ét ×k D¯2+qét ×k D¯rét // D¯pét ×k D¯2ét ×k D¯qét ×k D¯rét
τ∼

D¯2ét ×k D¯pét ×k D¯qét ×k D¯rét
αβ
// P1k ×k (P1k)m+n ×k (P1k)u+v
τ
∼ // (P1k)
m+n ×k P1k ×k (P1k)u+v,
D¯
p+2
ét ×k D¯qét×k D¯rét // D¯pét×k D¯2ét×k D¯qét×k D¯rét
τ
∼ // D¯2ét×k D¯pét×k D¯qét×k D¯rét
αβ
// P1k ×k (P1k)m+n+u+v
τ
∼ // (P1k)
m+n+u+v ×k P1k .
Lemme 2.129 — Le morphisme Γ(Spec(k),Ev0(η)), déduit de (112), est obtenu par passage aux colimites à partir
d’un morphisme d’ind-objets η : SII // T. Sur les ensembles d’indices, il est donné par l’application (m, n) ∈
N2  (m, 0, 0, n) et il applique identiquement le facteur direct Cork((D¯
p
ét, ∂0D¯
p
ét) ∧ (D¯qét, ∂0D¯qét), (P1k ,∞)∧m+n) ⊗ Λ
(avec p, q ∈ N) sur le facteur direct Cork((D¯pét, ∂0D¯pét) ∧ (D¯0ét, ∂0D¯0ét) ∧ (D¯qét, ∂0D¯qét), (P1k ,∞)∧m+0+0+n) ⊗ Λ.
On pose H = Γ(Spec(k),Ev0 SingD,∞ét ◦ SingD,∞ét (StrT )) = colimN2 SII. On dispose d’un morphisme évident
Sus0Tk ((H)cst)
// SingD,∞ét ◦ SingD,∞ét (StrT )
induit par les unités des adjonctions (Sus0Tk ,Ev0) et ((−)cst,Γ(Spec(k),−)). On note
φ : SingD,∞
′
ét (S
tr
T ) ⊗ Sus0Tk ((H)cst) // SingD,∞,∞
′
ét ◦ SingD,∞ét (StrT ) (113)
la composition de
SingD,∞
′
ét (S
tr
T ) ⊗ Sus0Tk ((H)cst) // SingD,∞
′
ét (S
tr
T ) ⊗ SingD,∞ét ◦ SingD,∞ét (StrT )
m

SingD,∞,∞
′
ét (S
tr
T ⊗ SingD,∞ét (StrT ))
∼
// SingD,∞,∞
′
ét (Sing
D,∞
ét (S
tr
T )).
(114)
Lemme 2.130 — Le morphisme (113) s’identifie, modulo l’isomorphisme (109) et celui du Théorème 2.67 (ainsi
que ses variantes), avec la composition de
Bti∗(Λ) L⊗Sus0Tk (Bti∗Bti∗(Λ))cst
cd
// Bti∗(Λ ⊗ Bti∗(Sus0Tk (Bti∗Bti∗(Λ))cst)) ' Bti∗Bti∗Bti∗(Λ). (115)
En particulier, (113) est un quasi-isomorphisme niveau par niveau.
Démonstration. Notons d’abord que la composition de (115) coïncide avec celle de
Bti∗(Λ) L⊗Sus0Tk (Bti∗Bti∗(Λ))cst // Bti∗(Λ) L⊗Bti∗Bti∗Bti∗(Λ)
m

Bti∗(Λ ⊗ Bti∗Bti∗(Λ)) ∼ // Bti∗Bti∗Bti∗(Λ).
(116)
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Ceci est une propriété formelle qui découle des hypothèses générales de la Sous-section 1.4 (avec f = Bti∗, g = Bti∗,
e = Sus0Tk ◦ (−)cst et u = RΓ(Spec(k),REv0(−))). Sa vérification est omise.
En utilisant le Théorème 2.87, on déduit aussitôt que la composition de (116) coïncide, modulo les isomorphismes
canoniques, avec celle de (114) qu’on prolonge à gauche par le morphisme évident
SingD,∞
′
ét (S
tr
T )
L⊗Sus0Tk ((H)cst) // SingD,∞
′
ét (S
tr
T ) ⊗ Sus0Tk ((H)cst).
Or, le morphisme ci-dessus est un quasi-isomorphisme niveau par niveau. En effet, le foncteur −⊗Sus0Tk ((H)cst) envoie
un Tk-spectre symétrique E sur le Tk-spectre symétrique donné en degré n par En⊗ (H)cst. PuisqueH est une colimite
filtrante de complexes de Λ-modules libres, on voit que ce foncteur préserve les quasi-isomorphismes. Par la même
occasion, on obtient aussi que ce foncteur préserve les objets stablement projectivement (A1,Nis)-fibrants. Puisque la
composition de (115) est un isomorphisme dans DA(k,Λ), on déduit que (113) est un quasi-isomorphisme niveau par
niveau. Le lemme est démontré. C
On pose maintenant H′ = Γ(Spec(k),Ev0 SingD,∞ét ◦ SingD,∞
′
ét (S
tr
T )) = colimN2 SI. On dispose d’un morphisme
H′ ⊗H // Γ(Spec(k),Ev0(SingD,∞ét ◦ SingD,∞,∞
′
ét ◦ SingD,∞ét (StrT ))). (117)
Il est donné par la composition de
Γ(Spec(k),Ev0 SingD,∞ét ◦ SingD,∞
′
ét (S
tr
T )) ⊗H
∼

Γ(Spec(k),Ev0((SingD,∞ét ◦ SingD,∞
′
ét (S
tr
T )) ⊗ Sus0Tk (H)cst))
c′
∼ // Γ(Spec(k),Ev0(Sing
D,∞
ét (Sing
D,∞′
ét (S
tr
T ) ⊗ Sus0Tk (H)cst)))
φ

Γ(Spec(k),Ev0(SingD,∞ét ◦ SingD,∞,∞
′
ét ◦ SingD,∞ét (StrT ))).
Par le Lemme 2.130, (117) est un quasi-isomorphisme.
Lemme 2.131 — Le morphisme (117) est obtenu par passage aux colimites à partir d’un morphisme d’ind-objets
φ : SI ⊗ SII // T. Sur les ensembles d’indices, φ est donné par l’application ((m′, n′), (m, n)) ∈ N2 × N2  
(m′,m, n′, n). Il envoie β′ ⊗ β, avec β ∈ Cork((D¯pét, ∂0D¯pét) ∧ (D¯qét, ∂0D¯qét), (P1k ,∞)∧m+n) et β′ ∈ Cork((D¯p
′
ét , ∂0D¯
p′
ét ) ∧
(D¯q
′
ét , ∂0D¯
q′
ét ), (P
1
k ,∞)∧m
′+n′), sur la composition de
D¯
p
ét ×k D¯p
′+q
ét ×k D¯q
′
ét
// D¯
p
ét ×k D¯p
′
ét ×k D¯qét ×k D¯q
′
ét(
a b c d
c a d b
)
∼

(P1k)
m′ ×k (P1k)m ×k (P1k)n
′ ×k (P1k)n.
D¯
p′
ét ×k D¯q
′
ét ×k D¯pét ×k D¯qét
β′β
// (P1k)
m′ ×k (P1k)n
′ ×k (P1k)m ×k (P1k)n
τ∼
OO
Démonstration. La preuve de ce lemme est omise puisqu’il s’agit d’une conséquence directe, quoique assez pénible,
des constructions. Toutefois, nous invitons le lecteur à vérifier que φ, comme décrit ci-dessus, est un morphisme
d’ind-objets, i.e., qu’il est compatible aux morphismes de transition du Théorème 2.124, (b), du Lemme 2.127, (b′) et
de la Proposition 2.128. C
On arrive maintenant à la description promise de la comultiplication de Hmot(k, σ,Λ).
Proposition 2.132 — Le morphisme φ : colimN2 SI ⊗ colimN2 SII // colimN4 T est inversible dans D(Λ) et la
composition de
colim
N2
SII
η
// colim
N4
T ∼
φ−1
// colim
N2
SI ⊗ colim
N2
SII
coïncide avec la comultiplication deHmot(k, σ,Λ) modulo l’isomorphisme du Théorème 2.124, (b) et celui du Lemme
2.127, (b′).
Démonstration. La proposition découle immédiatement du Lemme 2.130 et de la définition de la comultiplication
de la bialgèbre Hmot(k, σ,Λ) (cf. le Théorème 1.21). C
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2.3.4. Des complexes de cycles à la Bloch. — On modifie les complexes du paragraphe 2.3.3 pour obtenir des com-
plexes de cycles à la Bloch qui représentent les bialgèbres motiviques Heffmot(k, σ,Λ) et Hmot(k, σ,Λ). On rappelle
d’abord les résultats dont on aura besoin.
Soit X un k-schéma de type fini. Pour c, n ∈ N, on note Zc(X, n) le groupe abélien libre engendré par les sous-
schémas fermés Z ⊂ X ×k An, intègres, partout de codimension c et qui intersectent proprement les faces du schéma
cocubique X ×k Ak (i.e., les images des immersions fermées X ×k An−ik ↪→ X ×k Ank qui correspondent aux inclusions
1n−i ↪→ 1n dans ). On peut alors définir des morphismes de pull-back a∗ : Zc(X, n) // Zc(X,m) associés aux
flèches a : 1m → 1n dans ′′. On obtient ainsi un objet cubique Zc(X) de la catégorie des groupes abéliens. Le com-
plexe simple associé C(Zc(X)) est le complexe de cycles de Bloch (version cubique) dont les groupes de cohomologie
sont les groupes de Chow supérieurs de X (cf. [9]).
Supposons que X est lisse et soit w = {Wα; α ∈ A} une collection finie de sous-schémas localement fermés de
X. On définit un sous-groupe cubique Zcw(X) ⊂ Zc(X) (qu’on notera ZcW(X) si w = {W} est un singleton) en prenant
en degré n ∈ N le sous-groupe engendré par les Z ⊂ X ×k Ank qui intersectent proprement les images des inclusions
Wα ×k An−ik ↪→ X ×k An (pour α ∈ A et 0 ≤ i ≤ n) composées de Wα ×k An−ik ↪→ X ×k An−ik et de l’inclusion d’une face
du schéma cocubique X ×k Ak. Le « lemme de déplacement » suivant est du à Bloch.
Théorème 2.133 — On suppose que X est affine et lisse et que les éléments de w sont des k-schémas lisses. Alors,
l’inclusion Zcw(X) ↪→ Zc(X) induit un quasi-isomorphisme sur les complexes simples associés.
Démonstration. Il s’agit de la version cubique d’un cas particulier de [28, Th. 3.5.14] qui s’en déduit aussitôt. C
Remarque 2.134 — La preuve de [28, Th. 3.5.14] montre en fait que la conclusion du Théorème 2.133 reste vraie sans
l’hypothèse de lissité sur les éléments de w. Toutefois, nous n’aurons pas besoin de cette généralité supplémentaire.
L’autre résultat essentiel dont on aura besoin est du à Suslin.
Théorème 2.135 — Soient X et U des k-schémas de type fini. On suppose que X est équidimensionel de dimension
d et que U est lisse. Pour tout 0 ≤ c ≤ d, l’inclusion évidente Γ(U ×k Ak, zequi(X, d − c)) ↪→ Zc(X ×k U) induit un
quasi-isomorphisme sur les complexes simples associés.
Démonstration. Lorsque U = Spec(k), il s’agit de la version cubique de [32, Th. 18.3 et Cor. 18.5] qui s’en déduit
aussitôt. Pour le cas général, on peut supposer que U est connexe de dimension p. Notre inclusion se factorise alors
de la manière suivante :
Γ(U ×k Ak, zequi(X, d − c)) ↪→ Γ(Ak, zequi(X ×k U, p + d − c)) ↪→ Zc(X ×k U).
Or, la première inclusion induit un quasi-isomorphisme sur les complexes simples associés par le Théorème 2.115. C
Le troisième résultat dont on aura besoin est le suivant.
Proposition 2.136 — Soient X un k-schéma de type fini et c ∈ N un entier naturel. Alors, le morphisme d’objets
cubiques Zc−1(X) ⊕ Zc(X) // Zc(P1k ×k X), qui envoie un couple (Z1,Z2) sur {∞} ×k Z1 + P1k ×k Z2, induit un quasi-
isomorphisme sur les complexes simples associés.
Démonstration. Il s’agit d’un cas particulier de [9, Th. 7.1]. C
Dans la suite, il sera pratique d’étendre la formation des complexes de Bloch à d’autre k-schémas cocubiques que
X ×k Ak, voire à certains objets r-cocubiques de la catégorie des pro-k-schémas.
Soit c ∈ N un entier naturel. Pour X un k-schéma, on note zc(X) le groupe abélien librement engendré par les sous-
schémas fermés Z ⊂ X, intègres et de codimension c. Rappelons qu’un morphisme plat de k-schémas f : Y // X
induit un homomorphisme f ∗ : zc(X) // zc(Y) qui à Z ⊂ X associe la somme des composantes irréductibles de
f −1(Z) comptées avec leurs multiplicités géométriques. Si V = (Vi)i∈I un pro-k-schéma tel que les morphismes de
transition V j → Vi sont plats, on notera zc(V) la colimite filtrante des zc(Vi).
Supposons maintenant que X est lisse et soit w = {Wα;α ∈ A} une collection finie de sous-schémas localement
fermés. On notera zcw(X) le sous-groupe abélien de z
c(X) engendré par les Z ⊂ X qui intersectent proprement les Wα.
Alors, pour chaque α ∈ A, on dispose d’un morphisme de pull-back i∗α : zcw(X) // zc(Wα) où iα : Wα ↪→ X est
l’inclusion évidente. Ceci s’étend aux pro-k-schémas de la manière suivante. Soit V = (Vi)i∈I un pro-k-schéma lisse
tel que les morphismes de transition V j → Vi sont plats et soit w = (wi)i∈I une famille où les wi = {Wi,α; α ∈ Ai} sont
des collections finies de sous-schémas localements fermés de Vi. On suppose que pour tout morphisme de transition
V j → Vi chaque élément de w j est une composante irréductible de l’image inverse d’un élément de wi. Ceci assure
que le morphisme de pull-back zc(Vi) // zc(V j) envoie zcwi(Vi) dans z
c
w j(V j). Sous ces conditions, la colimite de
(zcwi(Vi))i∈I sera notée z
c
w(V) et sera identifiée à un sous-groupe de z
c(V).
Soit Q un objet r-cocubique de la catégorie des pro-k-schémas lisses qui associe à n = (n1, . . . , nr) ∈ Nr, le pro-k-
schéma Q(1n) donné par un système projectif (Qi(1n))i∈I(n). On supposera que Q satisfait aux conditions suivantes.
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(i) Pour n = (n1, . . . , nr) ∈ Nr, les morphismes de transition Q j(1n) // Qi(1n) du pro-k-schéma Q(1n) sont plats.
(ii) Si e : 1n
′ → 1n est une flèche de ′′r surjective sur chaque facteur, alors le morphisme de pro-k-schémas Q(e)
est pro-plat.
(Un morphisme de pro-schémas f = ( f ji) ji : (W j) j∈J // (Vi)i∈I est dit pro-plat si pour tout i, on peut trouver des j,
aussi fins que l’on veut, avec f ji plat.)
Pour a : 1m ↪→ 1n une flèche dans r injective sur chaque facteur, soit Fi(a) ⊂ Qi(1n) l’intersection des adhérences
des images des morphismes Q j(1m) // Qi(1n) qui constituent Q(a). Notons wi(n) l’ensemble des Fi(a) lorsque a
varie parmi les flèches de r de but 1n et injectives sur chaque facteur. Par la discussion ci-dessus, on dispose de
sous-groupes zcw(n)(Q(1
n)) ⊂ zc(Q(1n)) et d’un morphisme de pull-back Q(a)∗ : zcw(n)(Q(1n)) // zc(Q(1m)) (faisant
intervenir la multiplicité d’intersection de Serre). On vérifie immédiatement que l’image de ce morphisme est contenue
dans zcw(m)(Q(1
m)). En utilisant d’autre part la condition (ii) ci-dessus, on obtient un groupe abélien r-cubique Zyc(Q)
tel que Zyc(Q)(1n) = zcw(n)(Q(1
n)) pour tout n ∈ Nr. Les résultats de ce paragraphe sont basés sur la proposition
suivante.
Proposition 2.137 — Soient r un entier naturel non nul et X un k-schéma lisse équidimensionel de dimension d
(a) Pour 0 ≤ c ≤ d, l’inclusion évidente Γ((D¯ét/k)r, zequi(X, d − c)) ↪→ Zyc(X ×k (D¯ét/k)r) induit un quasi-
isomorphisme après passage aux complexes totaux des complexes simples associés.
(b) Pour tout c ∈ N, le morphisme
({∞} ×k −,P1k ×k −) : Zyc−1(X ×k (D¯ét/k)r)
⊕
Zyc(X ×k (D¯ét/k)r) // Zyc(P1k ×k X ×k (D¯ét/k)r)
induit un quasi-isomorphisme après passage aux complexes totaux des complexes simples associés.
Démonstration. La preuve consiste à déduire (a) (resp. (b)) du Théorème 2.135 (resp. de la Proposition 2.136). La
méthode étant la même pour (a) et (b), on explique seulement (a). On a un diagramme commutatif de groupes abéliens
r + 1-cubiques enrichis
Γ((D¯ét/k)r, zequi(X, d − c)) //

Zyc(X ×k (D¯ét/k)r)

Γ((D¯ét/k)r ×k Ak, zequi(X, d − c)) // Zyc(X ×k (D¯ét/k)r ×k Ak),
où les deux objets cubiques de la ligne supérieure sont constants par rapport à la dernière variable de ′′r+1 et où
les flèches verticales sont induites par les projections évidentes. On montrera que les flèches verticales et la flèche
horizontale inférieure induisent des quasi-isomorphismes après application de Tot(C(−)).
Pour la flèche verticale de droite, il suffit (par [47, Lem. 2.7.3]) de montrer que les morphismes
C(Γ(D¯n1ét ×k · · · ×k D¯nr−1ét ×k D¯ét, zequi(X, d − c))) // Tot(C(Γ(D¯n1ét ×k · · · ×k D¯nr−1ét ×k D¯ét ×k Ak, zequi(X, d − c))))
sont des quasi-isomorphismes pour tout (n1, . . . , nr−1) ∈ Nr−1. Ceci découle du Lemme 2.122. De même, pour la
flèche verticale de gauche, on se ramène à montrer que
C(Zyc(X ×k D¯n1ét ×k · · · ×k D¯nr−1ét ×k D¯ét)) // Tot(C(Zyc(X ×k D¯n1ét ×k · · · ×k D¯nr−1ét ×k D¯ét ×k Ak)))
est un quasi-isomorphisme. On montre cela en adaptant la preuve du Lemme 2.122. Enfin, pour la flèche horizontale
inférieure, on se ramène (à l’aide de [47, Lem. 2.7.3]) à montrer que les morphismes
C(hom(D¯n1ét ×k · · · ×k D¯nrét ×k Ak, zequi(X, d − c))) ↪→ C(Zyc(X ×k D¯n1ét ×k · · · ×k D¯nrét ×k Ak))
sont des quasi-isomorphismes pour n = (n1, . . . , nr) ∈ Nr. Ceci découle des Théorèmes 2.133 et 2.135. C
On note Zyc((P1k ,∞)×k X ×k (D¯ét/k)r) le conoyau de {∞}×k − : Zyc−1(X ×k (D¯ét/k)r) // Zyc(P1k ×k X ×k (D¯ét/k)r).
Plus généralement, on définit par récurrence sur n ≥ 1, le groupe r-cubique Zyc((P1k ,∞)∧n ×k X ×k (D¯ét/k)r) par le
conoyau de
Zyc−1((P1k ,∞)∧n−1 ×k {∞} ×k X ×k (D¯ét/k)r) // Zyc((P1k ,∞)∧n−1 ×k P1k ×k X ×k (D¯ét/k)r).
La partie (b) de la Proposition 2.137 et une récurrence immédiate entraîne le résultat suivant.
Corollaire 2.138 — Le morphisme (P1k)
n ×k − : Zyc(X ×k (D¯ét/k)r) // Zyc((P1k ,∞)∧n ×k X ×k (D¯ét/k)r) induit un
quasi-isomorphisme sur les complexes totaux des r-complexes simples associés.
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En utilisant la Proposition 2.137, (a) et le Corollaire 2.138, on obtient un zigzag de quasi-isomorphismes
Λ[2]
α
// SgDét(Λtr(P
1
k)) = C(Γ(D¯ét, zequi((P
1
k ,∞), 0) ⊗ Λ)) // C(Zy1((P1k ,∞) ×k D¯ét)) C(Zy1(D¯ét)).oo
L’image de 1 ∈ Λ par ce zigzag est un élément de H2(Zy1(D¯ét)(12)) dont on choisit un représentant α˜ ∈ Zy1(D¯ét)(12)
vérifiant d∗i,(α˜) = 0 pour (i, ) ∈ {1, 2} × {0, 1}. On peut maintenant énoncer le résultat principal de ce paragraphe.
Théorème 2.139 —
(a) Le complexe Heffmot(k, σ,Λ) est canoniquement isomorphe, dans D(Λ), à la colimite de la N-suite
S′effI =
{
Tot
(
C
(
Zyn
(
D¯ét ×k D¯ét
)
⊗ Λ
))
[−2n]
}
n∈N .
Le morphisme de transition n → n + 1 envoie un cycle β ∈ Cp,q(Zyn(D¯ét ×k D¯ét)) sur le pull-back de α˜  β par
le morphisme D¯2+pét ×k D¯qét // D¯2ét ×k D¯pét ×k D¯qét.
(b) Le complexe Hmot(k, σ,Λ) est canoniquement isomorphe, dans D(Λ), à la colimite de la N × N-suite
S′I =
{
Tot
(
C
(
Zym+n
(
D¯ét ×k D¯ét
)
⊗ Λ
))
[−2m − 2n]
}
m, n∈N .
Les morphismes de transition (m, n) → (m + 1, n) et (m, n) → (m, n + 1) envoient β ∈ Cp,q(Zyn(D¯ét ×k D¯ét))
sur les pull-back de β  α˜ et α˜  β par D¯pét ×k D¯q+2ét // D¯pét ×k D¯qét ×k D¯2ét et D¯2+pét ×k D¯qét // D¯2ét ×k D¯pét ×k D¯qét
respectivement.
Démonstration. On obtiendra la partie (a) (resp. (b)) de l’énoncé à partir de la partie (a) (resp. (b)) du Théorème
2.124. La méthode étant la même dans les deux cas, on traitera uniquement la partie (a) de l’énoncé.
Par la Proposition 2.137, (a), le système inductif SeffI (cf. le Théorème 2.124, (a)) est quasi-isomorphe terme à terme
avec le système inductif
S′′effI =
{
Tot
(
C
(
Zyn
(
(P1k ,∞)∧n ×k D¯ét ×k D¯ét
)
⊗ Λ
))
[−2n]
}
n∈N .
Le morphisme de transition n → n + 1 envoie un cycle β ∈ Cp,q(Zyn((P1k ,∞)∧n ×k D¯ét ×k D¯ét)) sur le pull-back de
graph(α)  β par la composition de
(P1k)
1+n ×k D¯2+pét ×k D¯qét // P1k ×k (P1k)n ×k D¯2ét ×k D¯pét ×k D¯qét
τ
∼ // P1k ×k D¯2ét ×k (P1k)n ×k D¯pét ×k D¯qét.
(Ci-dessus, graph(α) est le graphe de correspondance finie α vu comme un élément de z1(P1k ×k D¯2ét).) Clairement,
on ne change pas la colimite homotopique du système inductif S′′effI en remplaçant le cycle graph(α) par un cycle
homologue, notamment P1k ×k α˜. Avec, ce changement, on obtient le système inductif `S′′effI . Clairement, on a un
morphisme canonique de systèmes inductifs S′effI // `S
′′eff
I qui est un quasi-isomorphisme termes à termes par le
Corollaire 2.138. C
Nous allons maintenant décrire la multiplication de Heffmot(k, σ,Λ). Pour cela, on a besoin du résultat ci-dessous qui
s’obtient à partir du Lemme 2.125 en adaptant la méthode utilisée dans la preuve du Théorème 2.139, (a).
Lemme 2.140 —
(a′) Le complexe Heffmot(k, σ,Λ) est canoniquement isomorphe, dans D(Λ), à la colimite de la N-suite
S′effII =
{
Tot
(
C
(
Zyn
(
D¯ét ×k D¯ét
)
⊗ Λ
))
[−2n]
}
n∈N .
Le morphisme de transition n → n + 1 envoie un cycle β ∈ Cp,q(Zyn(D¯ét ×k D¯ét)) sur le pull-back de β  α˜ par
la composition de D¯p+2ét ×k D¯qét // D¯pét ×k D¯2ét ×k D¯qét
τ
∼ // D¯
p
ét ×k D¯qét ×k D¯2ét.
(a′′) Le complexe Heffmot(k, σ,Λ) est canoniquement isomorphe, dans D(Λ), à la colimite de la N × N-suite
S′effIII =
{
Tot
(
C
(
Zym+n
(
D¯ét ×k D¯ét
)
⊗ Λ
))
[−2m − 2n]
}
m, n∈N .
Les morphismes de transition (m, n) → (m + 1, n) et (m, n) → (m, n + 1) envoient β ∈ Cp,q(Zyn(D¯ét ×k D¯ét))
sur les pull-back de α˜  β par la composition de D¯p+2ét ×k D¯qét // D¯pét ×k D¯2ét ×k D¯qét ∼
τ
// D¯2ét ×k D¯pét ×k D¯qét et le
morphisme D¯2+pét ×k D¯qét // D¯2ét ×k D¯pét ×k D¯qét respectivement.
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Proposition 2.141 — Modulo l’isomorphisme dans le Théorème 2.139, (a) et ses variantes dans (a′) et (a′′) du
Lemme 2.140, la multiplication de l’algèbre Heffmot(k, σ,Λ) est induite par le morphisme de N × N-suites S′effI ⊗
S′effII // S
′eff
III qui envoie un tenseur γ⊗β, avec β ∈ Cp,q(Zym(D¯ét×k D¯ét)) et γ ∈ Cr,s(Zyn(D¯ét×k D¯ét)), sur le pull-back
de γ  β par la composition de
D¯
r+p
ét ×k D¯s+qét // D¯rét ×k D¯pét ×k D¯sét ×k D¯qét
τ
∼ // D¯rét ×k D¯pét ×k D¯sét ×k D¯qét.
Démonstration. Il s’agit d’une conséquence directe de la Proposition 2.126 et de la méthode employée pour déduire
l’isomorphisme du Théorème 2.139, (a) et ses variantes à partir de l’isomorphisme du Théorème 2.124, (a) et ses
variantes. C
Corollaire 2.142 — Supposons que Λ est une Q-algèbre. Considérons la N-suite
aS′eff =
{
Tot
(
A
(
Zyn
(
D¯ét ×k D¯ét
)
⊗ Λ
))
[−2n]
}
n∈N
où le morphisme de transition n → n + 1 envoie β ∈ Ap,q(Zyn(D¯ét ×k D¯ét)) sur la classe du pull-back de α˜  β par le
morphisme D¯2+pét ×k D¯qét // D¯2ét ×k D¯pét ×k D¯qét. Alors, la colimite du système aS′eff est une algèbre commutative de la
catégorie Cpl(Λ). Sa multiplication associe à un couple (γ, β), avec β ∈ Ap,q(Zym(D¯ét ×k D¯ét)) et γ ∈ Ar,s(Zyn(D¯ét ×k
D¯ét)), la classe du pull-back to γ  β par la composition de
D¯
r+p
ét ×k D¯s+qét // D¯rét ×k D¯pét ×k D¯sét ×k D¯qét
τ
∼ // D¯rét ×k D¯pét ×k D¯sét ×k D¯qét.
Enfin, en tant qu’algèbres dans D(Λ), Heffmot(k, σ,Λ) est canoniquement isomorphe, à la colimite de
aS′eff .
Démonstration. Il s’agit de remarquer que les ind-objets S′effI , S
′eff
II et S
′eff
III deviennent isomorphes lorsqu’on utilise
les complexes alternés associés au lieu des complexes simples associés. C
On passe maintenant à la description de la comultiplication de Hmot(k, σ). Comme pour la multiplication, il s’agit
de transporter le résultat correspondant du §2.3.3. On commence par l’analogue du Lemme 2.127.
Lemme 2.143 —
(b′) Le complexe Hmot(k, σ,Λ) est canoniquement isomorphe, dans D(Λ), à la colimite de la N × N-suite
S′I =
{
Tot
(
C
(
Zym+n
(
D¯ét ×k D¯ét
)
⊗ Λ
))
[−2m − 2n]
}
m, n∈N .
Les morphismes de transition (m, n) → (m + 1, n) et (m, n) → (m, n + 1) envoient β ∈ Cp,q(Zyn(D¯ét ×k D¯ét))
sur les pull-back de β  α˜ par le morphisme D¯pét ×k D¯q+2ét // D¯pét ×k D¯qét ×k D¯2ét et la composition de D¯p+2ét ×k
D¯
q
ét
// D¯
p
ét ×k D¯2ét ×k D¯qét
τ
∼ // D¯
p
ét ×k D¯qét ×k D¯2ét respectivement.
Il existe une N4-suite
T′ =
{
Tot
(
C
(
Zym+n+u+v
(
D¯ét ×k D¯ét ×k D¯ét
)
⊗ Λ
))
[−2m − 2n − 2u − 2v]
}
m, n, u, v∈N .
Les morphismes de transition (m, n, u, v) → (m + 1, n, u, v), (m, n, u, v) → (m, n + 1, u, v), (m, n, u, v) → (m, n, u +
1, v) et (m, n, u, v) → (m, n, u, v + 1) envoient un cycle β ∈ Cp,q,r
(
Zym+n+u+v(D¯ét ×k D¯ét ×k D¯ét)
)
(avec p, q, r ∈ N)
respectivement sur le pull-back de
– β  α˜ par le morphisme D¯pét ×k D¯qét ×k D¯r+2ét // D¯pét ×k D¯qét ×k D¯rét ×k D¯2ét,
– β  α˜ par la composition de D¯pét ×k D¯q+2ét ×k D¯rét // D¯pét ×k D¯qét ×k D¯2ét ×k D¯rét
τ
∼ // D¯
p
ét ×k D¯qét ×k D¯rét ×k D¯2ét,
– α˜  β par la composition de D¯pét ×k D¯2+qét ×k D¯rét // D¯pét ×k D¯2ét ×k D¯qét ×k D¯rét
τ
∼ // D¯2ét ×k D¯pét ×k D¯qét ×k D¯rét,
– α˜  β par la composition de D¯p+2ét ×k D¯qét ×k D¯rét // D¯pét ×k D¯2ét ×k D¯qét ×k D¯rét
τ
∼ // D¯2ét ×k D¯pét ×k D¯qét ×k D¯rét.
On peut maintenant énoncer notre description de la comultiplication de Hmot(k, σ,Λ).
Théorème 2.144 —
(a) Il existe un morphisme d’ind-objets η′ : S′II // T
′ qui, sur les ensembles d’indices, est donné par l’application
(m, n) ∈ N2  (m, 0, 0, n) et qui applique identiquement le facteur direct Cp,q(Zym+n(D¯ét ×k D¯ét)) ⊗ Λ (avec
p, q ∈ N) sur le facteur direct Cp,0,q(Zym+0+0+n(D¯ét ×k D¯ét ×k D¯ét)) ⊗ Λ.
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(b) Il existe un morphisme d’ind-objets φ′ : S′I ⊗ S′II // T′. Sur les ensembles d’indices, φ est donné par l’applica-
tion ((m′, n′), (m, n)) ∈ N2 × N2  (m′,m, n′, n). Il envoie un tenseur β′ ⊗ β, avec β ∈ Cp,q(Zym+n(D¯ét ×k D¯ét))
et β′ ∈ Cp′,q′(Zym′+n′(D¯ét ×k D¯ét)), sur le pull-back de β  β′ par la composition de
D¯
p
ét ×k D¯p
′+q
ét ×k D¯q
′
ét
// D¯
p
ét ×k D¯p
′
ét ×k D¯qét ×k D¯q
′
ét
τ
∼ // D¯
p
ét ×k D¯qét ×k D¯p
′
ét ×k D¯q
′
ét .
(c) Le morphisme φ′ : colimN2 S′I ⊗ colimN2 S′II // colimN4 T′ est inversible dans D(Λ) et la composition de
colim
N2
S′II
η′
// colim
N4
T′ ∼
φ′−1
// colim
N2
S′I ⊗ colim
N2
S′II
coïncide avec la comultiplication de la bialgèbre Hmot(k, σ,Λ) modulo les isomorphismes du Théorème 2.139,
(b) et du Lemme 2.143, (b′).
Démonstration. Il s’agit d’une conséquence directe de la Proposition 2.132 et de la méthode employée pour déduire
les isomorphismes du Théorème 2.139, (b) et du Lemme 2.143, (b′) à partir de ceux du Théorème 2.124, (b) du
Lemme 2.127, (b′). C
2.4. Deux conjectures. —
On propose ici deux conjectures inspirées de l’étude de la réalisation de Betti entreprise dans cet article. Ces
conjectures sont suffisamment fortes pour entraîner une grande partie des propriétés conjecturales des motifs de Voe-
vodsky, notamment la conservation de la réalisation de Betti (cf. la Proposition 2.148) et la conjecture d’annulation
de Beilinson–Soulé (cf. la Proposition 2.150). Il est aussi probable, mais nous n’avons pas vérifié tous les détails,
qu’on puisse déduire formellement de nos deux conjectures l’existence d’une t-structure motivique sur DAét(k) et
même l’équivalence de catégories entre la sous-catégorie des objets compacts de DAét(k) et la catégorie dérivée (des
complexes bornés) de celle des représentations de dimension finie du groupe de Galois motivique Gmot(k, σ).
Dans cette sous-section, on travaillera à coefficients dans Q et on omettra de mentionner l’anneau des coefficients.
La première conjecture est la suivante.
Conjecture A — L’homologie du complexe Heffmot(k, σ) est nulle sauf en degré zéro.
La Conjecture A entraîne aussitôt l’énoncé similaire pour Hmot(k, σ) (utiliser le Théorème 2.14). Elle découle de
l’existence d’une t-structure motivique.
Lemme 2.145 — Supposons qu’il existe une t-structure sur DAeff,ét(k) qui rend le foncteur de réalisation Btieff,ét,∗ :
DAeff,ét(k) // D(Q) t-exact. Alors, la Conjecture A est vraie.
Démonstration. Par le Corollaire 2.105, on sait queHeffmot(k, σ) est (−1)-connexe. Il reste donc à voir que l’homologie
de Heffmot(k, σ) est nulle en degrés homologiques strictement positifs. Puisque Bti
eff,ét,∗ est t-exact, son adjoint à droite
Btieff,ét∗ préserve les objets t-négatifs. (La terminologie utilisée est celle de [4, Déf. 2.1.74].) En particulier, Btieff,ét∗ Q est
un objet t-négatif de DAeff,ét(k). En utilisant une deuxième fois la t-exactitude de Btieff,ét,∗, on déduit que le complexe
Heffmot(k, σ) = Bti
eff,ét,∗Btieff,ét∗ Q est t-négatif, i.e., son homologie est concentrée en dégrés homologiques négatifs. C
Notre deuxième conjecture est une propriété de descente le long de la réalisation de Betti. En gros, elle affirme qu’on
peut reconstruire un motif compact M ∈ DAét(k) comme la limite homotopique du motif cosimplicial n ∈ ∆  
(Btiét∗ Btiét,∗)◦ n+1(M) obtenu à l’aide de la monade Btiét∗ Btiét,∗ associée au couple de foncteurs adjoints (Btiét,∗,Btiét∗ ).
Pour donner un sens précis à un tel énoncé on peut recourir à l’endofoncteur SingD,∞ét défini dans le §2.2.5.
Notons ∆+ ⊂ ∆ la sous-catégorie de la catégorie des ordinaux n = {0 < · · · < n} (pour n ∈ N) où l’on ne retient que
les applications strictement croissantes. On considère l’objet semi-cosimplicial qui à n ∈ ∆+ associe l’endofoncteur
composé (SingD,∞ét )
◦ n+1 et dont la face associée à di : n − 1→ n, avec 0 ≤ i ≤ n, est donnée par
(SingD,∞ét )
◦ n = (SingD,∞ét )
◦ i ◦ id ◦ (SingD,∞ét )◦ n−i // (SingD,∞ét )◦ i ◦ SingD,∞ét ◦ (SingD,∞ét )◦ n−i.
Bien entendu, cette construction est valable pour tout endofoncteur F munie d’une transformation naturelle (une
augmentation) id // F. Notre deuxième conjecture s’énonce alors de la manière suivante.
Conjecture B — Soit E un Tk-spectre symétrique stablement projectivement (A1, ét)-fibrant. On suppose que E est
un objet compact de DAét(k). Alors, le morphisme évident
E // holimn∈∆+ (SingD,∞ét )
◦ n+1(E) (118)
est un isomorphisme dans DAét(k).
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Remarque 2.146 — Explicitons le contenu de la Conjecture B. Pour chaque n ∈ N, le Tk-spectre symétrique
(SingD,∞ét )
◦ n+1(E) est projectivement stablement (A1, ét)-fibrant. Le calcul de holimn∈∆+ (SingD,∞ét )
◦ n+1(E) se fait alors
niveau par niveau et sur les préfaisceaux. De plus, le Tk-spectre symétrique ainsi obtenu est encore stablement pro-
jectivement (A1, ét)-fibrant. En particulier, le morphisme (118) est inversible dans DAét(k) si et seulement si il est
un quasi-isomorphisme de préfaisceaux niveau par niveau. Ainsi, au niveau e ∈ N, on est ramené à identifier, à
quasi-isomorphisme près, le complexe Ee avec
holim
n∈∆+
(
colim
r0,...,rn∈Nn+1
(
(SgDét)
◦ n+1(Ee+r0+···+rn)[−2(r0 + · · · + rn)]
))
. (119)
(Les morphismes de transition de la colimite ci-dessus sont induits par la transformation naturelle ϑ de la Défi-
nition 2.65, (i).) Par ailleurs, la limite homotopique dans (119) est « facile » à calculer. Plus généralement, soit
n ∈ ∆+  R(n) un objet semi-cosimplicial de la catégorie des complexes de préfaisceaux et supposons que tous
les R(n) sont projectivement (A1, ét)-fibrants. Pour calculer holimn∈∆+ R, on forme d’abord le bicomplexe C(R) as-
socié à R. En indexation cohomologique, la n-ième ligne Cn(R) est donnée par le complexe R•(n) et la différentielle
verticale partante de R•(n − 1) est la somme alternée ∑ni=0(−1)idi∗. Le complexe holimn∈∆+ R est alors simplement le
complexe total Tot
∏
(C•(R•)) donné en degré n ∈ Z par ∏i+ j=n Ci(R j). (Le foncteur Tot∏(−) est différent du foncteur
Tot(−) utilisé partout ailleurs dans le texte. Il est défini en prenant des produits directs au lieu de prendre des sommes
directes.)
Rappelons que StrT est le Tk-spectre donné en degré m par Qtr((P
1
k ,∞)∧m) (sur lequel on a oublié la structure de
transferts). On a la réduction suivante.
Lemme 2.147 — La Conjecture B est vraie si elle est vérifiée pour E = SgA(StrT ) (cf. la Proposition 2.114).
Démonstration. Soient E, F et G des Tk-spectres symétriques, et supposons que E et F sont projectivement cofi-
brants, et que F et G sont stablement projectivement (A1, ét)-fibrants. On suppose donné un morphisme E ⊗ F // G
qui est une équivalence (A1, ét)-locale stable. On a alors un morphisme d’objets semi-cosimpliciaux donné par les
morphismes (cf. le Théorème 2.85)
E L⊗ (SingD,∞ét )◦ n+1(F) // (SingD,∞ét )◦ n+1(G). (120)
Par le Corollaire 2.86 (et une récurrence facile), les morphismes (120) sont des équivalences (A1, ét)-locales stables.
En passant aux limites homotopiques, on déduit alors un isomorphisme dans DAét(k) :
holimn∈∆+ E L⊗ (SingD,∞ét )◦ n+1(F)
∼
// holimn∈∆+ (SingD,∞ét )
◦ n+1(G). (121)
Lorsque E est un motif compact, l’endofoncteur E L⊗− de DAét(k) est isomorphe à Hom(Hom(E,Λ(0)),−). Il com-
mute donc aux limites homotopiques. En utilisant (121), on déduit aussitôt que le morphisme canonique
E L⊗ holimn∈∆+ (SingD,∞ét )◦ n+1(F) // holimn∈∆+ (SingD,∞ét )◦ n+1(G) (122)
est inversible dans DAét(k). Il est maintenant clair que la Conjecture B est vraie pour G si elle est vraie pour F.
On obtient le résultat recherché en prenant pour F un Tk-spectre symétrique projectivement cofibrant muni qu’un
quasi-isomorphisme niveau par niveau vers SgA(StrT ). C
Voici deux conséquences importantes de la Conjecture B.
Proposition 2.148 — Supposons que la Conjecture B est vraie. Alors, le foncteur Btiét,∗ : DAét(k) // D(Q),
restreint à la sous-catégorie des objets compacts, est conservatif.
Démonstration. Soit E un Tk-spectre symétrique stablement projectivement (A1, ét)-fibrant tel que Btiét,∗(E) ' 0. Il
s’ensuit que Bti∗(RoétE) ' 0. Par le Théorème 2.67, SingD,∞ét (E) est alors quasi-isomorphe au complexe nul niveau
par niveau. Il en est donc de même de la limite homotopique dans (118). Si E est compact, la Conjecture B entraîne
que E est nul. C
Remarque 2.149 — La preuve de la Proposition 2.148 montre que la réalisation de Betti est conservative sur la
sous-catégorie triangulée de DAét(k) formée des Tk-spectres symétriques vérifiant la conclusion de la Conjecture B
(après remplacement stablement (A1, ét)-fibrant). Or, il est facile de construire des motifs M ∈ DAét(k) non compacts
tels que Btiét,∗(M) ' 0. Ceci montre que la conclusion de la Conjecture B est en général fausse sans l’hypothèse de
compacité sur E.
Proposition 2.150 — Supposons que les Conjectures A et B sont vraies. Alors, la conjecture d’annulation de
Beilinson–Soulé est vraie.
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Démonstration. Rappelons que la conjecture d’annulation de Beilinson–Soulé prédit que les complexes motiviques
Q(r) = SgA(Qtr((P1k)
∧r))[−2r] n’ont pas de cohomologie en degrés strictement négatifs. Autrement dit, la coho-
mologie du Tk-spectre symétrique SgA(StrT ) en niveau r ∈ N est nulle en degrés cohomologiques strictement in-
férieurs à −2r. Par la Conjecture B, il suffit de vérifier cette propriété pour chacun des Tk-spectres symétriques
(SingD,∞ét )
◦ n+1(SgA(StrT )) (avec n ∈ N). Par le Théorème 2.67, ce spectre est isomorphe dans DA(k) à
(Bti∗Bti∗)◦ n+1(Q(0)) ' Bti∗(Hmot(k, σ)⊗n) ' Bti∗Q ⊗ (Hmot(k, σ)⊗n)cst.
Par la Conjecture A, le complexe Hmot(k, σ)⊗n est concentré en degré zéro. Or, en niveau r ∈ N, le Tk-spectre
symétrique Bti∗Q est donné par Btieff∗ Q[2r] et la cohomologie de Btieff∗ Q est nulle en degrés strictement négatifs. C
Annexe A
Objets (co-)cubiques et objets (co-)cubiques enrichis
Pour la commodité du lecteur, on rappelle dans cette annexe la notion classique d’objets cubiques et la construction
du complexe simple associé à un objet cubique dans une catégorie additive. On introduit également les objets cubiques
enrichis et les objets cubiques enrichis symétriques. Ces objets sont considérés sous différents noms dans [11, 17]. Le
lecteur pourra également consulter le début de [30].
A.1. Objets cubiques et complexes simples associés. —
Rappelons la définition d’un objet (co-)cubique.
Définition A.1 — On note la sous-catégorie de la catégorie des ensembles finis ayant pour objets les ensembles
1n = {0, 1}n, pour n ∈ N, et qui est engendrée par :
(i) les faces di, : {0, 1}n → {0, 1}n+1 avec di,(x1, . . . , xn) = (x1, . . . , xi−1, , xi, . . . , xn) pour n ∈ N, 1 ≤ i ≤ n + 1 et
 ∈ {0, 1},
(ii) les projections pi : {0, 1}n → {0, 1}n−1 avec pi(x1, . . . , xn) = (x1, . . . , xi−1, xi+1, . . . , xn) pour n ∈ N − {0} et
1 ≤ i ≤ n.
Soit C une catégorie. Un objet cocubique (resp. cubique) de C est un foncteur covariant (resp. contravariant) de
dans C.
Exemple A.2 — Soit k un corps. On dispose d’un objet cocubique A•k qui associe à 1
n ∈ le k-schéma Ank =
Spec(k[t1, . . . , tn]). Pour tout k-schéma S , les morphismes di, : Ank → An+1k et pi : Ank → An−1k sont donnés sur les
S -points par les formules dans (i) et (ii) de la Définition A.1 (avec 0 et 1 le zéro et l’unité de l’anneau homk(S ,A1k)).
Soient C une catégorie additive karoubienne et Q : op // C un objet cubique de C. On note C]•(Q) le complexe
de C concentré en degrés homologiques positifs et défini de la manière suivante.
(i) Pour n ≥ 0, C]n(Q) = Q(1n).
(ii) Pour n ≥ 1, la différentielle C]n(Q) // C]n−1(Q) est la somme alternée
∑n
i=1(−1)i(d∗i,1 − d∗i,0).
Lemme A.3 — Le complexe C]•(Q) se décompose en une somme directe C]•(Q) = C•(Q) ⊕D•(Q) telle que pour tout
n ∈ N :
(a) Cn(Q) est le noyau du morphisme
∏
i d∗i,0 : C
]
n(Q) //
∏n
i=1 C
]
n−1(Q),
(b) Dn(Q) est l’image du morphisme ∪ip∗i :
⊕n
i=1 C
]
n−1(Q) // C
]
n(Q).
Démonstration. Il s’agit d’un fait standard. Le preuve est omise. C
Définition A.4 — Soit Q un objet cubique d’une catégorie additive et karoubienne C. Le complexe C•(Q) du Lemme
A.3 est appelé le complexe simple associé à Q.
Remarque A.5 — Pour n ≥ 1, la différentielle d : Cn(Q) // Cn−1(Q) du complexe simple associé à Q est égale à la
somme alternée
∑n
i=1(−1)id∗i,1.
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A.2. Objets cubiques enrichis et complexes normalisés associés. —
Les objets (co-)cubiques considérés dans le corps du texte sont en fait des objets (co-)cubiques enrichis au sens de
la définition suivante.
Définition A.6 — On note ′ la sous-catégorie de la catégorie des ensembles finis ordonnés ayant pour objets les
ensembles 1n = {0, 1}n, pour n ∈ N, et qui est engendrée par les applications dans (i) et (ii) de la Définition A.1, ainsi
que :
(iii) les multiplications mi : {0, 1}n → {0, 1}n−1 avec mi(x1, . . . , xn) = (x1, . . . , xi−1, xixi+1, xi+2, . . . , xn) avec n ∈
N − {0, 1} et 1 ≤ i ≤ n − 1.
Soit C une catégorie. Un objet cocubique (resp. cubique) enrichi dans C est un foncteur covariant (resp. contravariant)
de ′ dans C.
On a une inclusion évidente ↪→ ′ de sorte qu’un objet (co-)cubique enrichi induit par restriction un objet
(co-)cubique au sens de la Définition A.1. Réciproquement, étant donné un objet (co-)cubique Q, un enrichissement
de Q est un relèvement du foncteur Q à ′.
Exemple A.7 — L’objet cocubique A•k admet un enrichissement naturel tel que mi : A
n
k
// An−1k est donné sur les
anneaux de fonctions par l’association
tk  

tk si k < i,
titi+1 si k = i,
tk+1 si k > i.
Soient C une catégorie additive karoubienne et Q : ′op // C un objet cubique enrichi de C. On note encore
C]•(Q), C•(Q) et D•(Q) les complexes du Lemme A.3 obtenus à partir de la restriction de Q à . Il est facile de voir
que les morphismes m∗i : C
]
n−1(Q) // C
]
n(Q) préservent la décomposition C
]
•(Q) = C•(Q)⊕D•(Q). On peut d’ailleurs
utiliser ces morphismes pour raffiner cette décomposition. Plus précisément, on a le résultat suivant.
Proposition A.8 — Gardons les hypothèses précédentes. Le complexe simple C•(Q) associé à l’objet cubique enrichi
Q se décompose en une somme directe C•(Q) = gN•(Q) ⊕ D′•(Q) (resp. C•(Q) = dN•(Q) ⊕ D′•(Q)) telle que pour tout
n ∈ N :
(a) gNn(Q) (resp. dNn(Q)) est le noyau du morphisme
∏
i d∗i,1 : Cn(Q) //
∏n
i=2 Cn−1(Q) (resp.
∏n−1
i=1 Cn−1(Q)),
(b) D′n(Q) est l’image du morphisme ∪im∗i :
⊕n−1
i=1 Cn−1(Q) // Cn(Q).
Démonstration. Il s’agit de l’analogue cubique de [22, Th. 2.1]. La preuve est omise. C
Remarque A.9 — Pour n ≥ 1, la différentielle d : gNn(Q) // gNn−1(Q) (resp. d : dNn(Q) // dNn−1(Q)) est égale
à −d∗1,1 (resp. (−1)nd∗n,1).
Soit Q un objet cubique enrichi d’une catégorie additive karoubienne. La Proposition A.8 entraîne que le quotient
N•(Q) = C•(Q)/D′•(Q) existe dans la catégorie des complexes. De plus, on a des isomorphismes canoniques
gN•(Q) ' N•(Q) ' dN•(Q).
Définition A.10 — Soit Q un objet cubique enrichi d’une catégorie additive karoubienne. Le complexe N•(Q) est
appelé le complexe normalisé associé à Q.
Par abus de langage, les complexes gN•(Q) et dN•(Q) seront aussi appelés les complexes normalisés associés à Q.
Proposition A.11 — Gardons les hypothèses et les notations de la Proposition A.8 et supposons de plus que C est
une catégorie abélienne. La projection C•(Q) // // N•(Q) est un quasi-isomorphisme et D′•(Q) est contractile.
Démonstration. Il suffit de montrer que l’inclusion dN•(Q) ↪→ C•(Q) est un quasi-isomorphisme. Pour j ≥ 0 un
entier naturel, on considère le sous-complexe dN( j)• (Q) ⊂ C•(Q) donné en degré n ∈ N par le noyau de
∏
i d∗i,1 :
Cn(Q) //
∏min( j,n−1)
i=1 Cn−1(Q). Clairement, l’inclusion
dN•(Q) ↪→ dN( j)• (Q) induit un isomorphisme en homologie
en degré plus petit que j + 1. Il suffit donc de montrer que les inclusions u( j) : dN( j+1)• (Q) ↪→ dN( j)• (Q) sont des
équivalences d’homotopie. Les morphismes
f ( j)n : dN
( j)
n (Q) //
dN( j+1)n (Q) , f
( j)
n =
{
id −m∗j+1d∗j+1,1 si n ≥ j + 2,
id si 0 ≤ n ≤ j + 1,
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définissent un morphisme de complexes f ( j)• : dN
( j)
• (Q) //
dN( j+1)• (Q). Clairement, f
( j)
• ◦ u( j)• est l’identité de
dN( j+1)• (Q). Par ailleurs, il est facile de voir que id − u( j)• ◦ f ( j)• est homotope à zéro. Une telle homotopie est don-
née (aux signes près) par les morphismes m∗j+1 :
dN( j)n−1(Q) // dN
( j)
n (Q) lorsque n ≥ j + 2 et par les morphismes nuls
lorsque n ≤ j + 1. C
A.3. Objets cubiques Σ-enrichis et complexes alternés associés. —
Les objets (co-)cubiques enrichis considérés dans le corps du texte sont en fait des objets (co-)cubiques Σ-enrichis
au sens de la définition suivante.
Définition A.12 — On note ′′ la sous-catégorie de la catégorie des ensembles finis ordonnés ayant pour objets
les ensembles 1n = {0, 1}n, pour n ∈ N, et qui est engendrée par les applications dans (i) et (ii) de la Définition A.1,
les application dans (iii) de le Définition A.6, ainsi que :
(iv) les permutations des facteurs donnée par σ : {0, 1}n → {0, 1}n−1 avec σ(x1, . . . , xn) = (xσ−1(1), . . . , xσ−1(n)) pour
toute permutation σ ∈ Σn de l’ensemble [[1, n]].
Soit C une catégorie. Un objet cocubique (resp. cubique) Σ-enrichi dans C est un foncteur covariant (resp. contrava-
riant) de ′′ dans C.
Clairement un objet (co-)cubique Σ-enrichi détermine par restriction à ′ un objet (co-)cubique enrichi au sens de
la Définition A.6.
Exemple A.13 — L’objet cocubique enrichi A•k est naturellement un objet cocubique Σ-enrichi. Un élément σ ∈ Σn
agit sur Ank par la permutation des facteurs, i.e., pour tout k-schéma S , σ envoie un n-uplet de S -points (x1, . . . , xn)
sur le n-uplet (xσ−1(1), . . . , xσ−1(n)).
Soit Q un objet cubique Σ-enrichi d’une catégorie C. Alors, le groupe Σn agit à droite sur Q(1n). Si de plus, C est
additive karoubienne, cette action préserve la décomposition C]n(Q) = Cn(Q) ⊕ Dn(Q). On a le résultat suivant.
Lemme A.14 — Soit Q un objet cubique Σ-enrichi dans la catégorie des groupes abéliens. Soit a ∈ Cn(Q) un
élément tel que d∗i,1(a) = 0 pour tout 1 ≤ i ≤ n. Pour tout σ ∈ Σn, les cycles a et sgn(σ) · σ∗(a) sont homologues, i.e.,
définissent la même classe d’homologie dans Hn(C•(Q)) ' Hn(N•(Q)).
Démonstration. Il suffit de considérer le cas des transpositions ti = (i, i + 1) pour 1 ≤ i ≤ n − 1. Il s’agit de montrer
que a + t∗i (a) est homologue à zéro. On considère pour cela l’élément b = (−1)it∗i+1m∗i (a). Clairement, b est dans le
noyau des d∗j,0 pour 1 ≤ j ≤ n + 1. Autrement dit, c’est un élément de Cn+1(Q). Par ailleurs, pour j < {i, i + 1, i + 2},
on a d∗j,1(b) = 0. Ainsi, la différentielle du complexe C•(Q) envoie b sur
d∗i,1t
∗
i+1m
∗
i (a) − d∗i+1,1t∗i+1m∗i (a) + d∗i+2,1t∗i+1m∗i (a)
= t∗i d
∗
i,1m
∗
i (a) − d∗i+2,1m∗i (a) + m∗i d∗i+1,1(a) = t∗i (a) + a.
Le lemme est démontré. C
Dans la même veine, on a le résultat suivant.
Lemme A.15 — Soit Q un objet cubique Σ-enrichi d’une catégorie abélienne A. Pour n ≥ 1, on note Cdn(Q) le
noyau du morphisme d∗n,1 : Cn(Q) // Cn−1(Q). On convient aussi que C
d
n(Q) = 0 pour n ≤ 1. Alors, Cd• (Q) est un
sous-complexe de C•(Q). De plus, l’inclusion Cd• (Q) ↪→ C•(Q) est naturellement homotope au morphisme donné en
degré n ≥ 1 par (−1)n+1(φn)∗ : Cdn(Q) // Cn(Q) avec φn = (n · · · 2 1) ∈ Σn la permutation cyclique.
Démonstration. Pour n ≥ 2, notons hn : 1n → 1n−1 l’application donnée par hn(1, . . . , n) = (2, . . . , n−1, 1n).
Clairement, h2 = m1 et hn est une flèche de ′′ pour tout n. On affirme que la famille des h∗n : Cdn−1(Q) // C
d
n(Q)
(étendue par les morphismes nuls pour n ≤ 1) définit une homotopie entre l’inclusion évidente et c∗. En effet, pour
n = 1, on a (−d∗1,1 + d∗2,1) ◦ h∗2 = 0, et pour n ≥ 2, on a
h∗n ◦
n−1∑
i=1
(−1)id∗i,1
 +
n+1∑
i=1
(−1)id∗i,1
 ◦ hn+1 = n−1∑
i=1
(−1)i(di,1 ◦ hn)∗ +
n+1∑
i=1
(−1)i(hn+1 ◦ di,1)∗.
Un inspection immédiate montre que di,1 ◦ hn = hn+1 ◦ di+1,1 pour tout 1 ≤ i ≤ n − 1. Par ailleurs, hn+1 ◦ d1,1 est
l’identité de 1n alors que hn+1 ◦ dn+1,1(x1, . . . , xn) = φn(x2, . . . , xn, x1). C
On peut généraliser le Lemme A.15 de la manière suivante.
Proposition A.16 — Soit Q un objet cubique Σ-enrichi d’une catégorie abélienne A et r ∈ N. Pour n ≥ r, on pose
Cd,rn (Q) =
⋂n
i=n−r+1 ker{d∗i,1 : Cn(Q) // Cn−1(Q)}. On convient aussi que Cd,rn (Q) = 0 pour n ≤ r. Alors, Cd,r• (Q) est
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un sous-complexe de C•(Q). De plus, l’inclusion Cd,r• (Q) ↪→ C•(Q) est naturellement homotope au morphisme donné
en degré n ≥ r par (−1) r(r+1)2 +nr(φn,r)∗ : Cd,rn (Q) // Cn(Q) avec φn,r ∈ Σn la permutation qui induit une bijection
décroissante entre [[1, r]] et [[n − r + 1, n]], et une bijection croissante entre [[r + 1, n]] et [[1, n − r]].
Démonstration. Lorsque r = 0, l’énoncé est vide. Lorsque r = 1, on retrouve l’énoncé du Lemme A.15. Supposons
donc que r ≥ 2 et raisonnons par induction. On peut factoriser l’inclusion de Cd,r• (Q) ↪→ C•(Q) de la manière suivante
Cd,r• (Q)
(a)
↪→ Cd,r−1• (Q)
(b)
↪→ C•(Q).
Considérons l’objet cubique Σ-enrichi P défini par P(1n) =
⋂
1≤i≤r−1, ∈{0,1} ker{d∗n+i, : Q(1n+r) → Q(1n+r−1)}. Il
est clair que Cd,r−1• (Q) = C•−r+1(P), que Cd,r• (Q) = Cd•−r+1(P) et que l’inclusion (a) correspond à l’inclusion évidente
Cd•−r+1(P) ↪→ C•−r+1(P). En appliquant le Lemme A.15 à l’objet cubique Σ-enrichi P, on obtient que (a) est homotope
au morphisme donné en degré n ≥ r par (−1)n−r+2φ∗n−r+1 : Cd,rn (Q) // Cd,r−1n (Q). Par l’hypothèse de récurrence
appliquée à (b), il suffit de remarquer que φn−r+1 ◦ φn,r−1 = φn,r et (−1) r(r−1)2 +nr−n(−1)n−r+2 = (−1) r(r+1)2 +nr. C
Lemme A.17 — Gardons les hypothèses et notations de la Proposition A.16. Soit σ ∈ Σr une permutation. Notons
ad(σ) l’automorphisme du complexe Cd,r• (Q) donné en degré n ≥ r par (id1n−r × σ)∗ : Cd,rn (Q) ∼ // Cd,rn (Q). Alors, les
compositions de
Cd,r• (Q)
ad(σ)
// Cd,r• (Q) ↪→ C•(Q) et Cd,r• (Q)
sgn(σ)
// Cd,r• (Q) ↪→ C•(Q)
sont naturellement homotopes.
Démonstration. Clairement, ad(−) définit une représentation du groupe symétrique Σr sur le complexe Cd,r• (Q). Il
suffit donc de prouver le lemme pour les permutation cycliques (1 2 · · · j) avec 2 ≤ j ≤ r. Pour simplifier les notations,
on considère seulement le cas j = r. Le cas général n’est guère plus difficile. Pour n ≥ r + 1, on note fn : 1n → 1n−1
l’application définie par fn(1, . . . , n) = (1, . . . , n−r−1, n−r · n, n−r+1, . . . , n−1). Clairement, fn est une flèche de ′′
et induit un morphisme f ∗n : C
d,r
n (Q) // Cn(Q). De plus,
(−1)n f ∗n ◦
n−r∑
i=1
(−1)id∗i,1
 + (−1)n+1
n+1∑
i=1
(−1)id∗i,1
 ◦ f ∗n+1 = (−1)n n−r∑
i=1
(−1)i(di,1 ◦ fn)∗ + (−1)n
n+1∑
i=1
(−1)i( fn+1 ◦ di,1)∗
= (−1)n
n−r∑
i=1
(−1)i(di,1◦ fn)∗+(−1)n+1
n−r∑
i=1
(−1)i(di,1◦ fn)∗+(−1)r(id1n−r×(1 · · · r))∗+(−1)n+1
n∑
i=n−r+2
(−1)i(di+1,1◦ fn)∗+id∗1n
= id∗1n − sgn(1 2 · · · r) · (id1n−r × (1 2 · · · r))∗.
Ceci termine la preuve du lemme. C
Corollaire A.18 — Gardons les hypothèses et notations de la Proposition A.16. L’inclusion Cd,r• (Q) ↪→ C•(Q)
est naturellement homotope au morphisme donné en degré n ≥ r par (−1)r(n+1)(τr,n−r)∗ : Cd,rn (Q) // Cn(Q) avec
τr,n−r ∈ Σn la permutation qui induit des bijections croissantes entre les ensembles [[1, r]] et [[n − r + 1, n]], et les
ensembles [[r + 1, n]] et [[1, n − r]] respectivement.
Démonstration. Ceci découle immédiatement de la Proposition A.16, du Lemme A.17 et du fait que la signature de
la permutation décroissante de [[1, r]] est égale à (−1) r(r−1)2 . C
On suppose maintenant que C est une catégorie additive et Q-linéaire. On note altn le projecteur alterné de l’algèbre
Q[Σn] du groupe symétrique Σn, i.e., altn = (n!)−1 ·∑σ∈Σn sgn(σ) ·σ. Dans la catégorie Q-linéaire librement engendrée
par ′′, on a la relation : altn ◦ (∑ni=1(−1)idi,1) = (∑ni=1(−1)idi,1) ◦ altn−1. Il en découle le résultat suivant.
Lemme A.19 — Soit Q un objet cubique Σ-enrichi d’une catégorie additive Q-linéaire et karoubienne C. Alors, les
morphismes alt∗n définissent un morphisme de complexes alt∗ : C•(Q) // C•(Q) qui est un projecteur de C•(Q).
Définition A.20 — Sous les hypothèses du Lemme A.19, on notera A•(Q) l’image du projecteur alt∗. C’est le
complexe alterné associé à Q.
Par construction A•(Q) est un facteur direct de C•(Q). On termine ce paragraphe avec le résultat suivant.
Proposition A.21 — Soit Q un objet cubique Σ-enrichi d’une catégorie abélienne et Q-linéaireA. Alors, l’inclusion
évidente A•(Q) ↪→ C•(Q) est un quasi-isomorphisme.
Démonstration. On se ramène au cas d’un Q-espace vectoriel cubique Σ-enrichi en appliquant un foncteur exact et
conservatif de la catégorieA dans celle des Q-espaces vectoriels. Il suffit alors de montrer que le projecteur alt∗ induit
l’identité sur l’homologie du complexe C•(Q). Ceci découle immédiatement du Lemme A.14. C
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A.4. r-Complexes, objets r-cubiques et structures monoïdales. —
Soit C une catégorie additive et r ∈ N un entier non nul. Rappelons qu’un r-complexe (ou bicomplexe lorsque
r = 2) K dans C est formé d’une famille d’objets (Kn)n∈Zr de C et d’une famille de morphismes d(i)n : Kn → Kn−ei ,
avec ei = (δi j)1≤ j≤r et δi j le symbole de Kronecker. On a alors les relations d(i)n−ei ◦ d(i)n = 0 et d( j)n−ei ◦ d(i)n = d(i)n−e j ◦ d( j)n .
(Lorsque r = 2, les différentielles d(1)n1,n2 et d
(2)
n1,n2 sont parfois appelées les différentielles horizontales et verticales et
seront alors notées dhn1,n2 et d
v
n1,n2 .) Étant donnée une décomposition r = r
′ + r′′ avec r′, r′′ > 0, on peut associer
au r-complexe (Kn)n∈Zr le r′-complexe ((Kn′×n′′)n′′∈Zr′′ )n′∈Zr′ dans la catégorie des r′′-complexes dans C et le r′′-
complexe ((Kn′×n′′)n′∈Zr′ )n′′∈Zr′′ dans la catégorie des r′-complexes dans C. Ces associations définissent clairement des
isomorphismes de catégories.
Le complexe total Tot(K) associé au r-complexe K = (Kn)n∈Zr est défini de la manière suivante. En degré d ∈ Z,
il est donné par Tot(K)d =
⊕
n∈Zr , |n|=d Kn. La differentielle de d : Tot(K)d → Tot(K)d−1, restreinte au facteur Kn
(avec |n| = d), est donnée par ∑ri=1(−1)∑i−1j=1 n jd(i)n . Il est immédiat de voir que la formation des complexes totaux est
commutative et transitive au sens suivant. Étant donnée une décomposition r = r′ + r′′ avec r′, r′′ > 0, on a des
identifications canoniques
Tot
((
Tot((Kn′×n′′)n′′∈Zr′′ )
)
n′∈Zr′
)
' Tot(K) ' Tot
((
Tot((Kn′×n′′)n′∈Zr′ )
)
n′′∈Zr′′
)
. (123)
Par ailleurs, soit σ ∈ Σr une permutation. Au r-complexe K = (Kn)n∈Zr au peut associer un nouveau r-complexe
σK = (Kσ(n))n∈Zr , donné en degré n ∈ Zr par Kσ(n), avec σ(n) = (nσ−1(1), . . . , nσ−1(r)), et ayant les mêmes différentielles
que K. Il est alors claire que les complexes Tot(σK) et Tot(K) sont identiques en chaque degré. Toutefois, il n’ont pas
en général les mêmes différentielles. Néanmoins, il existe un isomorphisme naturel Tot(K) ∼ // Tot(σK) qui respecte
la Zr-graduation et qui est l’identité fois un signe (−1)(σ,n) sur le facteur Kn pour tout n ∈ Zr. Ce morphisme est
unique à un signe près, et on le normalise en imposant que (σ, 0) = 0. On a alors (σ, n) =
∑
i< j, σ−1( j)<σ−1(i) nin j
(modulo 2). Pour plus de détails, le lecteur peut consulter [10, Ex. 11, p. 174].
Définition A.22 — Soit C une catégorie et (b, c) ∈ N2. Un objet (b, c)-cubique (resp. enrichi, Σ-enrichi) de C est un
foncteur covariant de b × ( op)c (resp. ′b × ( ′op)c, ′′b × ( ′′op)c) dans C.
Lorsque (b, c) = (0, 2), on dira bicubique au lieu de (0, 2)-cubique. De même, r-cubique et r-cocubique seront
synonymes de (0, r)-cubique et (r, 0)-cubique. Clairement, un objet (b, c)-cubique de C est un objet b-cocubique de la
catégorie des objets c-cubiques de C. Plus généralement, si b = b′ + b′′ et c = c′ + c′′, un objet (b, c)-cubique est un
objet (b′, c′)-cubique de la catégorie des objets (b′′, c′′)-cubiques. Pour n ∈ Nr, on note 1n l’objet (1n1 , . . . , 1nr ). Pour
1 ≤ i ≤ r, s ≥ −ni et a : 1ni → 1ni+s une flèche dans ′′, on note a(i) : 1n → 1n+s·ei la flèche de ( ′′)r qui est a sur le
i-ème facteur et l’identité sur les autres facteurs.
Soient C est une catégorie additive karoubienne, r ∈ N un entier non nul et Q : ( op)r // C un objet r-cubique
de C. On peut associer à Q un r-complexe C]•(Q) de la manière suivante. On pose C
]
n(Q) = 0 si ni < 0 pour au
moins un 1 ≤ i ≤ r. Sinon, on prend C]n(Q) = Q(1n). La différentielle C]n(Q) // C]n−ei(Q) est la somme alter-
née
∑n
j=1(−1) j((d(i)j,1)∗ − (d(i)j,0)∗). On peut aussi définir un r-complexe simple C•(Q) associé à Q par induction sur r.
Lorsque r = 1, c’est le complexe de la Définition A.4. Pour r > 1, on considère l’objet (r − 1)-cubique C(r)• (Q)
de la catégorie des complexes dans C qui associe à (1n1 , . . . , 1nr−1) ∈ ( )r−1 le complexe simple associé à l’ob-
jet cubique Q(1n1 , . . . , 1nr−1 ,−) de C. On pose alors C•(Q) = C•(C(r)• (Q)). Le Lemme A.3 entraîne par induction
que C•(Q) est un facteur direct du r-complexe C
]
•(Q). De plus, pour n ∈ Nr, Cn(Q) est le noyau du morphisme∏
i, j(d
(i)
j,0)
∗ : C]n(Q) //
∏
1≤i≤r, 1≤ j≤ni C
]
n−ei(Q).
Si Q est un objet r-cubique enrichi de C, on peut définir un r-complexe normalisé N•(Q) associé à Q par induction.
Lorsque r = 1, c’est le complexe de la Définition A.10. Pour r > 1, on considère l’objet (r − 1)-cubique N(r)• (Q)
de la catégorie des complexes dans C qui associe à (1n1 , . . . , 1nr−1) ∈ ( ′)r−1 le complexe nomalisé associé à l’objet
cubique Q(1n1 , . . . , 1nr−1 ,−) de C. On pose alors N•(Q) = N•(N(r)• (Q)). La Proposition A.8 entraîne par induction
que N•(Q) est un facteur direct du r-complexe C•(Q). De plus, pour n ∈ Nr, Nn(Q) est le conoyau du morphisme
∪i, j(m(i)j )∗ :
⊕
1≤i≤r, 1≤ j≤ri−1 Cn−ei(Q)
// Cn(Q).
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Enfin, si Q est un objet r-cubique Σ-enrichi et si C est Q-linéaire, on peut définir un r-complexe alterné A•(Q)
associé à Q. C’est l’image du projecteur alt∗ : C•(Q) // C•(Q) donné en degré n ∈ Nr par l’action de
altn =
1
n1! · · · nr!
∑
(σ1,...,σr)∈Σn1×···×Σnr
 r∏
i=1
sgn(σi)
 · (σ1 × · · · × σr).
Remarque A.23 — Les catégories , ′ et ′′ admettent des structures monoïdales naturelles données par
1m ⊗ 1n = 1m+n et pour lesquelles les plongements évidents dans la catégorie des ensembles finis, munie du produit
cartésien, sont monoïdaux. La catégorie ( ′′,⊗) est alors monoïdale symétrique et unitaire mais on fera attention que
( ,⊗) et ( ′,⊗) sont seulement monoïdales et unitaires.
Soient Q un objet cubique (resp. enrichi, Σ-enrichi) d’une catégorie C et r ∈ N un entier naturel. On définit un objet
r-cubique (resp. enrichi, Σ-enrichi) Q〈r〉 en posant Q〈r〉(1n1 , . . . , 1nr ) = Q(1n1 ⊗ · · · ⊗ 1nr ) = Q(1n1+···+nr ) pour tout
n ∈ Nr. On a le résultat suivant.
Proposition A.24 —
(a) Soit Q un objet cubique d’une catégorie additive et karoubienne C. Il existe un morphisme canonique de com-
plexes p : Tot(C•(Q〈r〉)) // C•(Q). Il est donné en degré d ∈ N par la flèche
⊕
n1+···+nr=d Cd(Q)
// Cd(Q)
qui est l’identité sur chacun des facteurs.
(b) Soit Q un objet cubique enrichi d’une catégorie additive et karoubienne C. Il existe alors un unique morphisme
de complexes p¯ : Tot(N•(Q〈r〉)) // N•(Q) qui fait commuter le carré
Tot(C•(Q〈r〉))
p
//

C•(Q)

Tot(N•(Q〈r〉))
p¯
// N•(Q).
(c) Soit Q un objet cubique Σ-enrichi d’une catégorie additive, Q-linéaire et karoubienne. Il existe alors un unique
morphisme de complexes p˜ : Tot(A•(Q〈r〉)) // A•(Q) qui fait commuter le carré
Tot(C•(Q〈r〉))
p
//

C•(Q)

Tot(A•(Q〈r〉))
p˜
// A•(Q).
(d) Si la catégorie C est abélienne, les morphismes p, p¯ et p˜ sont des quasi-isomorphismes.
Démonstration. On démontre seulement que p est un quasi-isomorphisme. L’inclusion dans Tot(C•(Q〈r〉))d du fac-
teur Cd(Q) correspondant au r-uplet (d, 0, . . . , 0), induit un morphisme de complexes s : C•(Q) // Tot(C•(Q〈r〉))
qui est clairement une section à p. Il suffit donc de montrer que s est un quasi-isomorphisme. On peut considé-
rer C•(Q) comme un r-complexe si l’on convient que C(d,0,...,0)(Q) = Cd(Q) pour d ∈ Z et C(n1,...,nr) = 0 dès que
(n2, . . . , nr) , (0, . . . , 0). Alors, s provient d’un morphisme de r-complexes C•(Q) // C•(Q〈r〉) induisant l’identité
entre C•(Q) et C(.,0,...,0)(Q〈r〉). Pour terminer, et compte tenu de [47, Lem. 2.7.3], il suffit de prouver que les com-
plexes C(.,n2,...,nr)(Q〈r〉) sont acycliques pour (n2, . . . , nr) , (0, . . . , 0). Ceci découle immédiatement du Lemme A.25
ci-dessous. C
Lemme A.25 — Soit Q : ′ // A un objet cubique enrichi d’une catégorie abélienne A. Pour r ∈ N, on note
Q[r] l’objet cubique donné par Q[r](1n) = Q(1r ⊗ 1n) = Q(1r+n). Alors, le complexe simple associé à l’objet cubique
ker{ d∗r+1,0 : Q[r+1] → Q[r]} est contractile.
Démonstration. En effet, m∗r+1 : Q(1
r+1+n) // Q(1r+1+n+1) préservent les sous-objets Cn(ker{Q[r+1] → Q[r]}) ⊂
Q(1r+1+n) et Cn+1(ker{Q[r+1] → Q[r]}) ⊂ Q(1r+1+n+1). On dispose donc d’une famille de morphismes induits
m∗r+1 : Cn(ker{Q[r+1] → Q[r]}) // Cn+1(ker{Q[r+1] → Q[r]}).
Un calcul immédiat montre que cette famille est une homotopie entre le morphisme nul et l’identité. C
Remarque A.26 — Le lecteur pourra facilement adapter la preuve du Lemme A.25 pour obtenir le résultat analogue
pour les objets cubiques enrichis Q(− ⊗ 1r).
Supposons maintenant que (C,⊗) est une catégorie monoïdale additive (i.e., le bifoncteur − ⊗ − est additif en cha-
cune des variables). Étant donné un r-complexe K et un s-complexe L dans C, on notera K•  L• le (r + s)-complexe
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donné en degré (n1, . . . , nr+s) par K(n1,...,nr) ⊗ L(nr+1,...,nr+s). On déduit des identifications (123) une identification cano-
nique Tot(Tot(K)Tot(L)) ' Tot(K  L). On dispose aussi d’un isomorphisme canonique τ : Tot(K  L) ' Tot(LK)
qu’on obtient à partir des isomorphismes de permutation des facteurs. Étant donnés deux complexes K• et L•, on
notera (K ⊗ L)• le complexe total Tot(K•  L•) associé au bicomplexe K•  L•. Il est alors classique que Cpl(C), la
catégorie des complexes dans C, devient ainsi une catégorie monoïdale.
De même, étant donné un objet r-cubique (resp., enrichi, Σ-enrichi) Q et un objet s-cubique (resp., enrichi, Σ-
enrichi) P de C, on peut former l’objet (r + s)-cubique (resp., enrichi, Σ-enrichi) Q  P tel que Q  P(1(m,n)) =
Q(1m) ⊗ P(1n) pour tout m ∈ Zr et n ∈ Zs. On a alors des identifications canoniques C•(Q  P) ' C•(Q)  C•(P),
N•(Q  P) ' N•(Q)  N•(P) et A•(Q  P) ' A•(Q)  A•(P). On déduit aussi des identifications canoniques
Tot(C•(Q)) ⊗ Tot(C•(P)) ' Tot(C•(Q  P)) , Tot(N•(Q)) ⊗ Tot(N•(P)) ' Tot(N•(Q  P)) (124)
et Tot(A•(Q)) ⊗ Tot(A•(P)) ' Tot(A•(Q  P)).
Définition A.27 — Soit (C,⊗) une catégorie monoïdale. Un objet cubique pseudo-monoïdal (resp. enrichi, Σ-
enrichi) dans C est un foncteur pseudo-monoïdal de op (resp. ′op, ′′op), munie de sa structure monoïdale de la
Remarque A.23, dans C.
Pour la définition d’un foncteur pseudo-monoïdal, on renvoie le lecteur à [4, Déf. 2.1.85]. Un objet cubique pseudo-
monoïdal (resp. enrichi, Σ-enrichi) Q est muni d’une famille de morphismes m : Q(1m) ⊗ Q(1n) // Q(1m+n) qui
commutent aux morphismes structuraux de l’objet cubique (resp. enrichi, Σ-enrichi) Q. Ce morphismes s’organisent
donc en un morphisme d’objets bicubiques m : Q  Q // Q〈2〉.
Lemme A.28 — Soit C une catégorie monoïdale additive et karoubienne. Soit Q un objet cubique pseudo-monoïdal
de C. Alors C•(Q) est naturellement une algèbre de Cpl(C) et sa multiplication est donnée par la composition de
C•(Q) ⊗ C•(Q) = Tot(C•(Q)  C•(Q)) = Tot(C•(Q  Q)) m // Tot(C•(Q〈2〉))
p
// C•(Q).
Si Q un objet cubique pseudo-monoïdal enrichi de C, l’énoncé analogue pour N•(Q) est encore vrai.
Démonstration. La preuve est laissée en exercice. C
Définition A.29 — Soit (C,⊗) une catégorie monoïdale. Un objet cubique pseudo-monoïdal symétrique Σ-enrichi
est un foncteur pseudo-monoïdal symétrique de ′′op dans C.
Autrement dit, un objet cubique pseudo-monoïdal symétrique Σ-enrichi est un objet cubique pseudo-monoïdal
Σ-enrichi tel que les carrés
Q(1m) ⊗ Q(1n) //
τ

Q(1m+n)
τ∗n,m

Q(1n) ⊗ Q(1m) // Q(1n+m)
sont commutatifs pour tout m, n ∈ N. Comme d’habitude, τn,m ∈ Σm+n est la permutation qui induit des bijections
croissantes de [[1, n]] et [[n + 1, n + m]] dans [[m + 1,m + n]] et [[1,m]]. On termine avec le lemme suivant.
Lemme A.30 — Soit C une catégorie monoïdale symétrique, additive, Q-linéaire et karoubienne. (On suppose que
toute ces structures sont compatibles de la manière évidente.) Soit Q un objet cubique pseudo-monoïdal Σ-enrichi de
C. Alors A•(Q) est naturellement une algèbre de Cpl(C) et sa multiplication est donnée par la composition de
A•(Q) ⊗ A•(Q) = Tot(A•(Q)  A•(Q)) = Tot(A•(Q  Q)) m // Tot(A•(Q〈2〉))
p˜
// A•(Q).
Si de plus Q est un objet cubique pseudo-monoïdal symétrique Σ-enrichi, alors A•(Q) est une algèbre commutative.
Démonstration. La preuve est laissée en exercice. C
Annexe B
Équivalence entre les motifs avec et sans transferts
Soient k un corps de caractéristique nulle, et Λ un anneau commutatif et noethérien. Dans cette deuxième annexe,
nous présentons une preuve du résultat suivant du à Cisinski et Déglise.
Théorème B.1 — Soit B un k-schéma normal et supposons que Λ est une Q-algèbre. Alors, le foncteur
Latr : DAeff, ét(B,Λ) // DMeff, ét(B,Λ) (125)
est une équivalence de catégories.
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Pour B le spectre d’un corps parfait, un résultat plus précis mais dans le contexte stable a été annoncé par Morel
dans une note non publiée (cf. [34]). Cisinski et Déglise en donne une preuve, toujours pour la variante stable, dans
[13, §15.2] pour B une base très générale. Leur méthode utilise la K-théorie algébrique comme prévu par Morel.
La preuve présentée ici du Théorème B.1 est simple et élémentaire, et n’utilise pas la K-théorie algébrique. Elle
consiste en une simplification de la méthode de Cisinski et Déglise [13] qui fonctionne tout aussi bien pour les
catégories effectives. Nous ne prétendons donc pas à l’originalité.
Dans la suite, B sera comme dans l’énoncé du Théorème B.1. Notons Nor/B la catégorie des B-schémas de type
fini normaux (sur k) que l’on munit de la topologie étale. La catégorie Cpl(PSh(Nor/B,Λ)) possède une structure
de modèles projective ét-locale pour laquelle les équivalences faibles sont les morphismes de complexes induisant
un isomorphisme sur les faisceaux associés aux préfaisceaux d’homologie . Comme d’habitude, on localise cette
structure pour obtenir la structure projective (A1, ét)-locale pour laquelle les flèches A1X ⊗Λ[n] // X ⊗Λ[n] sont des
équivalences faibles pour tout X ∈ Nor/B et n ∈ Z. La catégorie homotopique de la structure projective (A1, ét)-locale
sera notée DA1, ét(Nor/B,Λ).
L’inclusion iB : Sm/B ↪→ Nor/B induit un foncteur de Quillen à gauche
i∗B : Cpl(PSh(Sm/B,Λ)) // Cpl(PSh(Nor/B,Λ))
pour les structures projectives (A1, ét)-locales. (On se sert pour cela de [5, Th. 4.4.60] et on reprend l’argument de la
preuve de [5, Th. 4.5.14].) On a le résultat suivant.
Lemme B.2 — Le foncteur Li∗B : DA
eff, ét(B,Λ) // DA1, ét(Nor/B,Λ) est pleinement fidèle.
Démonstration. Nous allons d’abord montrer que le foncteur iB∗ préserve les équivalences (A1, ét)-locales. Le fait
qu’il préserve les équivalences ét-locales découle aussitôt du fait que le foncteur iB∗ commute à la faisceautisation
pour la topologie étale. En utilisant une propriété générale de la localisation de Bousfield, à savoir [5, Prop. 4.2.74],
et le fait que le foncteur iB∗ commute aux colimites, on se ramène à montrer que iB∗(A1V ⊗ Λ) // iB∗(V ⊗ Λ) est une
équivalence (A1, ét)-locale pour tout V ∈ Nor/B. Or, cette flèche s’identifie à A1B ⊗ (iB∗(V ⊗ Λ)) // iB∗(V ⊗ Λ). On
applique [5, Lem. 4.5.13, (2)] avec H = iB∗(V ⊗ Λ) pour conclure.
Il est maintenant aisé de démontrer le lemme. En effet, on doit montrer que le morphisme d’unité K // RiB∗Li∗BK
est inversible pour tout K ∈ DAeff, ét(B,Λ). On ne restreint pas la généralité en supposant que K est projectivement
cofibrant de sorte que Li∗BK ' i∗BK. Par ailleurs, on a vu que iB∗ se dérive trivialement puisqu’il préserve les équi-
valences (A1, ét)-locales. On est donc ramené à montrer que le morphisme d’unité K // iB∗i∗BK est une équivalence
(A1, ét)-locale. C’est en fait un isomorphisme. En effet, pour tout préfaisceau F sur Sm/B, l’ensemble des sections de
i∗BF au-dessus de V ∈ Sm/B est donné par la colimite suivant les (V → U) ∈ V\(Sm/B) des F(U). Or, la catégorie
V\(Sm/B) admet un objet initial, à savoir idV . Le lemme est démontré. C
Soit g : B′ // B un morphisme de k-schémas normaux. On dispose d’un foncteur g ◦ − : Nor/B′ // Nor/B qui
induit une adjonction de Quillen (g], g∗) relativement aux structures projectives (A1, ét)-locales
Cpl(PSh(Nor/B′,Λ))
g]
// Cpl(PSh(Nor/B,Λ)).
g∗
oo (126)
L’argument de la première moitiée de la preuve du Lemme B.2 s’applique littéralement à g∗ pour montrer que ce
dernier préserve les équivalences (A1, ét)-locales. Il se dérive donc trivialement : Rg∗ ' g∗. On a le résultat suivant.
Lemme B.3 — Il existe un carré commutative à un isomorphisme canonique près
PSh(Sm/B,Λ)
i∗B

g∗
// PSh(Sm/B′,Λ)
i∗B′

PSh(Nor/B,Λ)
g∗
// PSh(Nor/B′,Λ).
De plus cet isomorphisme est compatible de la manière évidente à la composition des morphismes de k-schémas
normaux.
Démonstration. Soit F un préfaisceau de Λ-modules sur Sm/B et soit X′ ∈ Nor/B′. Par définition, on a des isomor-
phismes canoniques
Γ(X′, i∗B′g
∗F) ' colim
(X′/B′→B′×BU/B′,U/B)∈(X′/B′)\(Sm/B)
F(U) et Γ(X′, g∗i∗BF) ' colim(X′/B→U/B,U/B)∈(X′/B)\(Sm/B) F(U).
Or, l’association (X′/B → U/B,U/B)  (X′/B′ → B′ ×B U/B′, U/B) définit une équivalence de catégories entre
(X′/B)\(Sm/B) et (X′/B′)\(Sm/B). Le lemme est prouvé. C
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Corollaire B.4 — Il existe un carré commutatif à un isomorphisme canonique près
DAeff, ét(B,Λ)
Lg∗
//
Li∗B

DAeff, ét(B′,Λ)
Li∗B′

DA1, ét(Nor/B,Λ)
g∗
// DA1, ét(Nor/B′,Λ).
De plus cet isomorphisme est compatible de la manière évidente avec la composition des morphismes de k-schémas
normaux.
Démonstration. Ceci découle immédiatement du Lemme B.3 et du fait que le foncteur de Quillen à droite g∗ de (126)
se dérive trivialement. C
Proposition B.5 — Soit X un B-schéma de type fini normal, et notons f : X // B le morphisme structural. Pour
tout M ∈ DAeff, et(B,Λ), on a un isomorphisme canonique
homDA1 , ét(Nor/B,Λ)(X ⊗ Λ, Li∗BM) ' homDAeff, ét(X,Λ)(Λ, L f ∗M). (127)
Démonstration. Par l’adjonction ( f], f ∗), on a homDA1 , ét(Nor/B,Λ)(X ⊗ Λ, Li∗BM) ' homDA1 , ét(Nor/X,Λ)(Λ, f ∗Li∗BM).
D’autre part, le Corollaire B.4 et le Lemme B.2 fournissent des isomorphismes :
homDA1 , ét(Nor/X,Λ)(Λ, f
∗Li∗BM) ' homDA1 , ét(Nor/X,Λ)(Λ, Li∗XL f ∗M) ' homDAeff, ét(X,Λ)(Λ, L f ∗M).
Ceci termine la preuve de la proposition. C
Rappelons que la topologie f h (cf. [6, §2.2.1]) est la topologie de Grothendieck la moins fine sur Nor/B pour
laquelle les familles suivantes sont couvrantes :
– la famille des inclusions des composantes connexes de X ∈ Nor/B,
– le singleton formé d’un morphisme fini surjectif entre B-schémas normaux et intègres.
Un préfaisceau F sur Nor/B est un f h-faisceau si et seulement si il est additif (i.e., transforme un coproduit fini
de B-schémas en un produit de Λ-modules) et pour tout revêtement pseudo-galoisien de B-schémas normaux in-
tègres X′ // X, le morphisme canonique F(X) // F(X′)aut(X′/X) est inversible. De même, un complexe K de pré-
faisceaux sur Nor/B est f h-local si et seulement si il est additif (à quasi-isomorphisme près) et si les morphismes
K(X) // RΓ(aut(X′/X), F(X′)) sont des isomorphismes dans D(Λ). Lorsque Λ est une Q-algèbre, la condition précé-
dente est équivalente à ce que le morphisme K(X) // K(X′)aut(X′/X) soit un quasi-isomorphisme puisque le foncteur
Γ(aut(X′/X),−) est exact. Enfin, un objet N ∈ DA1, ét(Nor/B,Λ) sera dit f h-local, s’il en est ainsi d’un remplacement
(A1, ét)-fibrant de N. Il est clair que la sous-catégorie pleine des objets f h-locaux est une sous-catégorie triangulée de
DA1, ét(Nor/B,Λ). Lorsque Λ est une Q-algèbre, N est f h-local si et seulement si les homomorphismes
homDA1 , ét(Nor/B,Λ)(X ⊗ Λ,N) // homDA1 , ét(Nor/B,Λ)(X′ ⊗ Λ,N)aut(X
′/X) (128)
sont inversibles. Ceci permet de vérifier le résultat suivant.
Proposition B.6 — On suppose que Λ est une Q-algèbre. L’image de Li∗B : DA
eff, ét(B,Λ) // DA1, ét(Nor/B,Λ) est
contenue dans la sous-catégorie triangulée des objets f h-locaux.
Démonstration. Soit r : X′ // X un revêtement pseudo-galoisien de B-schémas normaux et intègres, et soit M ∈
DAeff, ét(B,Λ). On cherche à montrer que (128) est inversible pour N = Li∗B(M). Notons f : X // B la projection
structurale et G = aut(X′/X). En utilisant la Proposition B.5, on se ramène à montrer que
homDAeff, ét(X,Λ)(Λ, L f
∗M) // homDAeff, ét(X′,Λ)(Λ, Lr
∗L f ∗M)G
est un isomorphisme. Par adjonction, on voit qu’il suffit de prouver que la transformation naturelle id // Φ est
inversible avec Φ ⊂ Rr∗Lr∗ l’image du projecteur pG = card(G)−1 ∑g∈G g qui agit naturellement sur Rr∗Lr∗.
On peut trouver une stratification (Xi)0≤i≤n par des sous-schémas localement fermés et intègres Xi telle que Xi et
X′i = (X
′ ×X Xi)red sont des schémas normaux et le morphisme canonique ri : X′i // Xi est étale. Notons ui : Xi ↪→ X
l’inclusion évidente. Par l’axiome de localité (cf. [5, Cor. 4.5.44]), il suffit de montrer que Lu∗i // Lu
∗
i Φ est inversible
pour tout 0 ≤ i ≤ n. Or, si Φi ⊂ Rri∗Lr∗i désigne l’image du projecteur pG, le Lemme B.7 ci-dessous entraîne que Lu∗i ◦
Φ ' Φi ◦ Lu∗i . Il suffit donc de démontrer que id // Φi est inversible. Soit vi : Vi // Xi un morphisme étale surjectif
et notons u′i le changement de base de ui suivant vi. Puisque le foncteur Lv
∗
i : DA
eff, ét(Xi,Λ) // DAeff, ét(Vi,Λ) est
conservatif, il suffit de montrer que Lv∗i // Lv
∗
i ◦Φi ' Φ′i◦Lv∗i est inversible avec Φ′i ⊂ Ru′i∗Lu′∗i l’image du projecteur
pG. Pour vi bien choisi (par exemple si vi = ui), le morphisme u′i est la projection sur Vi d’une union disjointe de copies
de Vi permutées transitivement par G. Dans ce cas, il est clair que Φ′i est le foncteur identité. C
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Lemme B.7 — Supposons donné un carré cartésien de B-schémas de type fini
Y ′
f ′
//
e′

X′
e

Y
f
// X
avec e un morphisme fini. Alors le morphisme de changement de base f ∗e∗ // e′∗ f ′∗, entre foncteurs deDAeff, ét(X′,Λ)
dans DAeff, ét(Y,Λ), est inversible.
Démonstration. Rappelons que la variante stable de ce lemme est bien connue : c’est un cas particulier du théorème
de changement de base pour un morphisme projectif (voir [4, Cor. 1.7.18]).
Lorsque f est lisse, le morphisme qui nous intéresse est déduit par adjonction du morphisme de changement de
base f ′
]
e′∗ // e∗ f]. Ce dernier est inversible (voir [5, Prop. 4.5.48] dont la preuve fonctionne tout aussi bien dans le
contexte effectif que dans le contexte stable). Ainsi, en factorisant le morphisme f par une immersion fermée suivie
d’un morphisme lisse, on se ramène à considérer le cas où f = i est une immersion fermée. Notons j : U ↪→ X et
j′ : U′ ↪→ X′ les immersions ouvertes complémentaires à i et i′ respectivement. En utilisant l’axiome de localité
(cf. [5, Th. 4.5.36]), on se ramène facilement à montrer que la transformation naturelle j]e′∗ // e∗ j′] est inversible.
On divise la preuve de cela en trois parties.
Partie A : Nous montrerons ici que le foncteur
e∗ : Cpl(Shvét(Sm/X′,Λ)) // Cpl(Shvét(Sm/X,Λ))
préserve les équivalences (A1, ét)-locales. (Ceci s’appliquera aussi à tout morphisme fini.) Remarquons d’abord qu’il
préserve les quasi-isomorphismes (entre complexes de faisceaux étales). Ceci est une conséquence du fait qu’un
schéma fini au-dessus d’un schéma strictement hensélien est une union disjointe de schémas strictement henséliens.
Pour la même raison, le foncteur e∗ commute aux colimites quelconques. En utilisant [5, Prop. 4.2.74], on se ramène
alors à montrer que e∗aét(A1U′ ⊗ Λ) // e∗aét(U′ ⊗ Λ) est une équivalence A1-locale pour U′ ∈ Sm/X′. On peut
vérifier cela par la méthode habituelle consistant à définir une A1-homotopie entre l’identité de e∗aét(A1U ⊗ Λ) et
l’endomorphisme induit par l’application nulle de A1 dans lui-même.
Partie B : Ici, nous montrerons que le foncteur
j] : Cpl(Shvét(Sm/U,Λ)) // Cpl(Shvét(Sm/X,Λ))
préserve les équivalences (A1, ét)-locales. (Ceci s’appliquera aussi à toute immersion ouverte.) Rappelons que si
f : Y // X est un morphisme lisse avec Y connexe et si F est un faisceau de Λ-modules sur Sm/U, alors
j](F)(Y) =
{
F(Y) si f (Y) ⊂ U,
0 si f (Y) 1 U.
Il s’ensuit aussitôt que j] préserve les quasi-isomorphismes de complexes de faisceaux étales. Or, il est de Quillen à
gauche pour la structure projective (A1, ét)-locale. Ceci permet de conclure.
Partie C : D’après ce qui précède, il reste à montrer que la transformation naturelle j]e′∗ // e∗ j′] est inversible pour
les faisceaux étales de Λ-modules. Il s’agit d’une vérification facile qu’on laisse au lecteur. C
On note f hét la topologie sur Nor/B engendrée par la topologie étale et la topologie f h. Un préfaisceau sur Nor/B
est un f hét-faisceau si et seulement si c’est un faisceau étale et un f h-faisceau. On a le résultat simple suivant.
Lemme B.8 — Soit F un f h-faisceau de Λ-modules sur Nor/B. Alors, le faisceau étale aét(F) associé à F est un
f hét-faisceau.
Démonstration. Soit X′ // X un revêtement pseudo-galoisien entre B-schémas normaux et intègres et posons
G = aut(X′/X). Il faut montrer que aét(F)(X) // aét(F)(X′)G est inversible. Soit (Ui → X)i∈I un recouvrement
étale de X. On en déduit un recouvrement étale (U′i = X
′ ×X Ui → X′)i∈I . La condition de recollement montre
qu’il suffit de prouver que aét(F)(Ui) // aét(F)(U′i )
G est inversible. Par un passage à la limite, on se ramène à prou-
ver que aét(F)(Xhsx¯ ) // aét(F)(X
′ ×X Xhsx¯ )G est inversible avec Xhsx¯ l’hensélisé strict de X en un point géométrique
x¯. Comme X′ ×X Xhsx¯ est une somme disjointe de schémas strictement henséliens, notre morphisme s’identifie à
F(Xhsx¯ ) // F(X
′ ×X Xhsx¯ )G. Il est donc inversible puisque F est un f h-faisceau. C
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Considérons maintenant la catégorie Shv f h(Nor/B,Λ) des f h-faisceaux de Λ-modules sur Nor/B. On dispose
d’une structure de modèle f hét-locale sur Cpl(Shv f h(Nor/B,Λ)) pour laquelle les équivalences faibles sont les mor-
phismes de complexes de f h-faisceaux induisant des isomorphismes sur les f hét-faisceaux associés aux préfais-
ceaux d’homologie. Vu le Lemme B.8, il est loisible de qualifier cette structure de ét-locale et nous ferons cela
dans la suite. On localise cette structure pour obtenir la structure projective (A1, ét)-locale pour laquelle les flèches
a f h(A1X ⊗ Λ)[n] // a f h(X ⊗ Λ)[n] sont des équivalences faibles pour tout X ∈ Nor/B et n ∈ Z. La catégorie homoto-
pique de la structure projective (A1, ét)-locale sera notée D f h
A1, ét
(Nor/B,Λ).
Proposition B.9 — Le foncteur a f h : Cpl(PSh(Nor/B,Λ)) // Cpl(Shv f h(Nor/B,Λ)) est de Quillen à gauche. De
plus, il préserve les équivalences (A1, ét)-locales. Si Λ est une Q-algèbre, il en est de même de l’adjoint à droite o f h.
Démonstration. Le foncteur a f h est exact. Ainsi, pour montrer qu’il préserve les équivalences ét-locales, il suffit
de montrer que si un morphisme de préfaisceaux de Λ-modules F // G induit un isomorphisme sur les faisceaux
étales associés, il en est de même de a f h(F) // a f h(G). Ceci découle d’une propriété plus précise, à savoir que le
morphisme évident aéta f h // aéta f haét est inversible. Pour établir cette propriété, il suffit de remarquer que le Lemme
B.8 entraîne que les deux foncteurs composés aéta f h et aéta f haét fournissent une construction du f hét-faisceau associé.
On a donc montré que a f h est un foncteur de Quillen à gauche relativement aux structures ét-locales. Le passage à la
A1-localisation est immédiat.
Supposons à présent que Λ est une Q-algèbre. Les foncteurs Γ(G,−) : Mod(Λ[G]) // Mod(Λ) commutent alors
aux colimites pour tout groupe fini G. On déduit aussitôt que l’inclusion Shv f h(Nor/B,Λ) ↪→ PSh(Nor/B,Λ) com-
mute aux colimites. En particulier, l’homologie d’un complexe de f h-faisceaux de Λ-modules K coïncide avec l’ho-
mologie du complexe de préfaisceaux o f h(K). Il vient que le foncteur o f h préserve les équivalences ét-locales. Pour
montrer qu’il préserve les équivalences (A1, ét)-locales, il suffit par [5, Prop. 4.2.74] de vérifier que o f ha f h(A1X ⊗
Λ) // o f ha f h(X ⊗Λ) est une équivalence (A1, ét)-locale pour tout X ∈ Nor/B. On peut démontrer cela à l’aide d’une
homotopie explicite entre l’identité de o f ha f h(A1X ⊗Λ) et l’endomorphisme induit par l’endomorphisme nul de A1. C
La Proposition B.9 fournit un foncteur triangulé a f h = La f h : DA1, ét(Nor/B,Λ) // D
f h
A1, ét
(Nor/B,Λ). On a le
résultat suivant.
Proposition B.10 — Si Λ est une Q-algèbre, alors le foncteur a f h ◦ Li∗B : DAeff, ét(B,Λ) // D f hA1, ét(Nor/B,Λ) est
pleinement fidèle.
Démonstration. Vu le Lemme B.2, il suffit de montrer que la transformation naturelle Li∗B // o f ha f hLi
∗
B est in-
versible. Soit M ∈ DAeff, ét(B,Λ) et soit N un remplacement (A1, ét)-fibrant de Li∗B(M). Par la Proposition B.6, le
complexe N est f h-local. Ceci entraîne aussitôt que N // o f ha f hN est un quasi-isomorphisme. La proposition est
démontrée. C
Rappelons que Cor(B) désigne la catégorie ayant pour objets les B-schémas lisses et pour morphismes les cor-
respondances finies. Les foncteurs contravariants additifs de Cor(B) à valeurs dans Mod(Λ) sont appelés les préfais-
ceaux avec transferts. Ils forment une catégorie abélienne notée PST(Sm/B,Λ). Rappelons aussi qu’on peut identifier
Cor(B) à la sous-catégorie pleine de Shv f h(Nor/B,Z) dont les objets sont les f h-faisceaux de la forme a f h(X ⊗ Z)
avec X un B-schéma lisse. Ce point de vue permet de définir un foncteur
i∗B, tr : PST(Sm/B,Λ) // Shv f h(Nor/B,Λ)
adjoint à gauche du foncteur iB, tr∗ qui à un f h-faisceau F associe le préfaisceau avec transferts : X ∈ Sm/B  
hom(a f h(X ⊗ Z), F). On a le fait suivant.
Lemme B.11 — Le foncteur i∗B, tr : Cpl(PST(Sm/B,Λ)) // Cpl(Shv f h(Nor/B,Λ)) est de Quillen à gauche relati-
vement aux structures (A1, ét)-locales.
Démonstration. Voici une façon économique de démontrer cela. Il est clair que (i∗B, tr, iB, tr∗) est une adjonction
de Quillen relativement aux structures projectives non localisées (i.e., où les équivalences faibles sont les quasi-
isomorphismes). En effet, iB, tr∗ préserve les épimorphismes et les quasi-isomorphismes. Pour démontrer le lemme,
il suffira donc de vérifier que le foncteur iB, tr∗ préserve les objets (A1, ét)-locaux. Soit K ∈ Cpl(Shv f h(Nor/B,Λ))
un tel objet. On sait que otriB, tr∗(K) ' iB∗o f h(K) est (A1, ét)-local puisque iB∗o f h est un foncteur de Quillen à droite.
Ceci nous ramène à montrer que otr détecte les objets (A1, ét)-locaux. Supposons que L ∈ Cpl(PST(Sm/B,Λ)) est
tel que otr(L) est (A1, ét)-local. Soit e : L // L′ une équivalence (A1, ét)-locale avec L′ un objet (A1, ét)-local. Par
le Lemme 2.111 (en fait sa généralisation à une base de dimension non nulle), otr(e) est une équivalence (A1, ét)-
locale entre deux objets (A1, ét)-locaux. C’est donc un quasi-isomorphisme et il revient au même de dire que e est un
quasi-isomorphisme. En particulier L est aussi (A1, ét)-local. Le lemme est démontré. C
94 JOSEPH AYOUB
Lemme B.12 — Le foncteur Li∗B, tr : DM
eff, ét(B,Λ) // D f h
A1, ét
(Nor/B,Λ) est pleinement fidèle.
Démonstration. Il s’agit d’adapter la preuve du Lemme B.2. On laisse cet exercice au lecteur. C
Expliquons maintenant comment terminer la preuve du Théorème B.1. Il est facile de voir qu’on a un carré com-
mutatif à un isomorphisme canonique près
PSh(Sm/B,Λ)
i∗B

atr
// PST(Sm/B,Λ)
i∗B, tr

PSh(Nor/B,Λ)
a f h
// Shv f h(Nor/B,Λ).
(En fait, la commutativité se vérifie plus facilement sur les adjoints à droite.) En passant aux catégories de complexes
et en inversant ensuite les équivalences (A1, ét)-locales, on obtient un carré commutatif à un isomorphisme canonique
près
DAeff, ét(B,Λ)
Li∗B

Latr
// DMeff, ét(B,Λ)
Li∗B, tr

DA1, ét(Nor/B,Λ)
a f h
// D f h
A1, ét
(Nor/B,Λ).
La Proposition B.10 et le Lemme B.12 entraînent alors que le foncteur Latr : DAeff, ét(B,Λ) // DMeff, ét(B,Λ) est
pleinement fidèle. Or, il commute aux sommes infinies et son image contient des générateurs compacts deDMeff, ét(B,Λ).
C’est donc une équivalence de catégories !
On a aussi la version stable du Théorème B.1.
Théorème B.13 — Soit B un k-schéma normal et supposons que Λ est une Q-algèbre. Alors, le foncteur
Latr : DAét(B,Λ) // DMét(B,Λ) (129)
est une équivalence de catégories.
Démonstration. On peut reformuler le Théorème B.1 en disant que
Cpl(PSh(Sm/B,Λ))
atr
// Cpl(PST(Sm/B,Λ))
otr
oo
est une équivalence de Quillen relativement aux structures (A1, ét)-locales. Cette propriété passe à la catégorie des
spectres symétriques pour fournir une équivalence de Quillen
SptΣT (Cpl(PSh(Sm/B,Λ)))
atr
// SptΣatr(T )(Cpl(PST(Sm/B,Λ)))otr
oo
relativement aux structures (A1, ét)-locales stables. C
Lorsque la base B est de dimension nulle, on peut se débarrasser de l’hypothèse sur Λ grâce à un joli résultat de
Röndigs et Østvær [40].
Corollaire B.14 — Soit k un corps de caractéristique nulle. La conclusion du Théorème B.13 est vraie pour
B = Spec(k) sans condition sur Λ.
Démonstration. On travaillera avec les Tk-spectres et les T trk -spectres non symétriques de sorte que le foncteur otr
préserve les équivalences (A1, ét)-locales stables (cf. le Lemme 2.112). Il suffit de montrer que Latr est pleinement
fidèle, i.e., que la transformation naturelle id // otr ◦ Latr est inversible. On ne restreint donc pas le généralité en
supposant que k est algébriquement clos.
Le Théorème B.13 étant démontré pour Q ⊗Z Λ, un dévissage standard nous ramène au cas Λ = Z/` avec
` un nombre premier. Soit E un objet cofibrant et fibrant de SptTk (Cpl(PSh(Sm/k,Z/`))) munie de sa structure
projective (A1, ét)-locale stable. Par [40, Th. 1.1], pour toute extension algébriquement close K/k, le morphisme
En(k) // En(K) est un quasi-isomorphisme. Par le Lemme B.15 ci-dessous et le fait que En(k)cst est un préfaisceau
A1-local, on déduit que le morphisme de complexes de préfaisceaux En(k)cst // En est une équivalence ét-locale.
Il en est donc de même du morphisme En(k)cst = atr(En(k)cst) // atr(En). Ceci montre aussitôt que les morphismes
En // otratr(En) sont des équivalences ét-locaux. C
Lemme B.15 — Soient k un corps parfait et M un complexe de préfaisceaux sur Sm/k. On suppose que M est
A1-local et que pour toute extension séparablement close K de k, on a M(K) ' 0 dans D(Λ). Alors, M ' 0 dans
DAeff, ét(k,Λ).
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Démonstration. On peut supposer que M est projectivement (A1, ét)-fibrant. Soit K une extension de type fini de
k et K s une clôture séparable de K. La formule M(K) ' RΓ(Gal(K s/K),M(K s)) montre que le complexe M(K) est
contractile. Dans la suite, nous allons considérer M comme un objet de DAeff(k,Λ), la catégorie des motifs sans
transferts et pour la topologie Nisnevich, et nous montrerons que M est isomorphe à l’objet nul dans cette catégorie.
Par le Théorème deA1-connexité [35], les foncteurs de troncations de la t-structure usuelle sur D(ShvNis(Sm/k,Λ))
préservent la sous-catégorie DAeff(k,Λ). Ils induisent donc une t-structure sur cette dernière. Elle est appelée la t-
structure homotopique et son cœur est canoniquement équivalent à la catégorie des faisceaux Nisnevich strictement
invariants par homotopie. Il suffit donc de montrer que les faisceaux Nisnevich hi(M) = aNisHi(−,M) sont nuls pour
tout i ∈ Z. D’après ce qui précède, on sait que hi(M)(K) = 0 pour toute extension de type finie K de k. Or, si F est un
faisceau Nisnevich strictement invariant par homotopie, les morphismes de restrictions F(X) // F(U) sont injectifs
pour toute immersion ouverte d’image dense U ↪→ X. (On se ramène pour cela au cas où Z = X − U est lisse de
faisceau normal libre de rang d ≥ 1. On a alors par pureté une suite exacte
homDAeff (k,Λ)(M
eff(Z)(d)[2d], F) // F(X) // F(U).
Le membre de gauche est nul. En effet, Meff(Z)(d)[2d] ' [Z ×k (Gmk, 1)∧d] ⊗ Λ[d] est strictement positif pour la
t-structure homotopique alors que F est négatif.) Ceci entraîne que les hi(M) sont nuls. C
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