Traditional shortest path problems play a central role in both the design and use of communication networks and have been studied extensively. In this work, we consider a variant of the shortest path problem. The network has two kinds of edges, "actual" edges and "potential" edges. In addition, each vertex has a degree/interface constraint. We wish to compute a shortest path in the graph that maintains feasibility when we convert the potential edges on the shortest path to actual edges. The central difficulty is when a node has only one free interface, and the unconstrained shortest path chooses two potential edges incident on this node. We first show that this problem can be solved in polynomial time by reducing it to the minimum weighted perfect matching problem. The number of steps taken by this algorithm is Ç´ ¾ ÐÓ µ for the single-source singledestination case. In other words, for each Ú we compute the shortest path ÈÚ such that converting the potential edges on ÈÚ to actual edges, does not violate any degree constraint. We then develop more efficient algorithms by extending Dijkstra's shortest path algorithm. The number of steps taken by the latter algorithm is Ç´ Î µ, even for the single-source all destination case.
Introduction
The shortest path problem is a central problem in the context of communication networks, and perhaps the most widely studied of all graph problems. In this paper, we study the degree constrained shortest path problem that arises in the context of dynamically reconfigurable networks. The objective is to compute shortest paths in the graph, where the edge set has been partitioned into two classes, such that for a specified subset of vertices, the number of edges on the path that are incident to it from one of the classes is constrained to be at most one. This work is motivated by the following application. Consider a free space optical (FSO) network [14] . Each node has a set of laser transmitters and receivers. If nodes and are in transmission range of each other, a transmitter from can be pointed to a receiver at and a transmitter from can be pointed to a receiver at , thereby creating a bidirectional optical communication link between and . If and are within transmission range of each other, we say that a potential link exists between them. If there is a potential link between and and they each have an unused transmitter/receiver pair, then an actual link can be formed between them. We will refer to a transmitter/receiver pair on a node as an interface. Thus, a potential link can be converted to an actual link if each of the nodes has an available interface.
We consider a sequential topology control (design) problem for a FSO network. The network initially consists entirely of potential links. Requests arrive for communication between pairs of nodes. Suppose that shortest path routing is used. When a request arrives for communication between nodes Ú × and Ú Ø , a current topology exists that consists of the actual links that have thus far been created, along with the remaining potential links. We wish to find a shortest path in this topology consisting of actual and potential links with the property that any potential link on the path can be converted to an actual link. This means that if the path contains a potential link from node to node , and must each have a free interface. Therefore, when searching for a shortest path, we can delete all potential links that are incident on a node that has no free interfaces. However, deleting these potential links still does not reduce the routing problem to a conventional shortest path problem. This is because if the path contains a pair of consecutive potential links´ µ,´ µ, the intermediate node must have at least two free interfaces [7] .
As an example, suppose the current topology is given in Figure 1 (a) where the solid lines are actual links and the dotted lines are potential links. Suppose each node has a total of two interfaces. If a request arrives for a shortest path between nodes ½ and , the degree constraint rules out the path ½ because node has only one free interface. The degree constrained shortest path from ½ to is ½ ¾ ¿ . In addition to showing that the degree constrained shortest path problem cannot be reduced to a conventional shortest path problem by deleting potential links incident on nodes without free interfaces, the example illustrates two other features of this problem. Firstly, the union of the set of constrained shortest paths originating at a node need not form a tree rooted at that node. For all shortest paths from node ½, other than to node , we can construct a shortest path tree as shown in Figure 1(b) . However, node 7 cannot be added to this tree. Secondly, since the constrained shortest path from ½ to is the single hop path ½ and not ½ ¾ ¿ , it follows that a sub-path of a constrained shortest path need not be a (constrained) shortest path.
The problem is formally described as follows. We have a network with two kinds of edges (links), 'actual' and 'potential'. We refer to these edges as green and red edges respectively. We denote green edges by Ë and red edges by Ê. Let Ë Ê, where is the entire edge set of the graph. We are required to find the shortest path from Ú × to Ú Ø . Edge denotes the edge connecting Ú and Ú . The weight of edge is Û . Green edges Ë represent actual edges, and red edges Ê represent potential edges. We denote a path from Ú × to Ú Ø by È Ø Ú × Ú ½ ¡ ¡ ¡ Ú Ø and its length È Ø . The problem is to find a shortest path È £ Ø from a source node Ú × to a destination node Ú Ø . However, each vertex has an degree constraint that limits the number of actual edges incident to it by . If there are green edges already incident to a vertex, then no red edges incident to it may be chosen, and all such edges can safely be removed from the graph. If the number of green edges is ¾ then we can choose up to two red edges incident to this vertex. In this case, a shortest path is essentially unconstrained by this vertex, as it can choose up to two red edges. The main difficulty arises when a vertex already has ½ green edges incident to it. In this case, at most one red edge incident to this vertex may be chosen. Hence, if a shortest path were to pass through this vertex, the shortest path must choose at least one green edge incident to this vertex.
In this paper, we study algorithms for the Degree Constrained Shortest Path problem. We propose two algorithms for finding a shortest path with degree constraints. First, we show how to compute a shortest paths between a pair of vertices by employing a perfect matching algorithm. However, in some cases we wish to compute single source shortest paths to all vertices. In this case, the matching based algorithm is slow as we have to run the algorithm for every possible destination vertex. The second algorithm is significantly faster and extends Dijkstra's shortest path algorithm when all edge weights are non-negative. The rest of this paper is organized as follows. In Section 2, we show how to use a perfect matching algorithm to compute the shortest path. The complexity of this algorithm is Ç´ ¾ ÐÓ µ from a source to a single destination. In Section 3 we propose an alternate shortest path algorithm by extending Dijkstra's algorithm. We introduce the degree constrained shortest path algorithm in Section 4. Section 5 analyzes and compares the complexity of these algorithms. Its complexity is Ç´ Î µ from a source not only to one destination but to all destinations. Finally, we conclude the paper in Section 6.
We would also like to note that even though we describe the results for the version where all the nodes have the same degree constraint of , it is trivial to extend the algorithm to the case when different nodes have different degree constraints.
While the shortest path problem with degree constraints has not been studied before, considerable amount of work has been done on the problems of computing bounded degree spanning trees for both weighted and unweighted graphs. In this case, the problems are AE È -hard and thus the focus of the work has been on the design of approximation algorithms [4, 10, 3] . In addition, Gabow and Tarjan [6] addressed the question of finding a minimum weight spanning tree with one node having a degree constraint.
One solution for the degree constrained shortest path problem is based on a reduction to the minimum weight perfect matching problem. We define an instance of a minimum weight perfect matching problem as follows. Each node Ú has a constraint that at most AE Ú red edges can be incident on it from the path. Proof. Suppose we have a valid path È Ø in . There is a minimum weight perfect matching in ¼ of the same weight. For all vertices Ú that are not on the path, we can match Ú ½ and Ú ¾ with zero weight. For all edges not on the path, we match the corresponding edge nodes with zero weight. For edges ÜÝ on the path, we do not match Ú ÜÝ and Ú ¼ ÜÝ but instead match these nodes with Ü and Ý . The key point is that if AE Ü ½ then only one red edge on the path may be incident to Ü. As a result, we can match the red edge with Ü ¾ and the (adjacent) green edge with Ü ½ .
To prove the converse, consider a minimum weight perfect matching in ¼ . Note that in this matching, nodes Ú ½ and Ú ¾ that match together are not on the optimal path. Similarly edges ÜÝ and ¼ ÜÝ that match together are not on the path. Construct a subgraph of by "mapping" the minimum weight matching in ¼ to , by merging the vertices Ú ½ and Ú ¾ . Note that each node in the subgraph, other than Ú × and Ú Ø , has degree exactly zero or two. Note that if AE Ú ½ then only one red edge incident to Ú may be chosen in the subgraph, as only Ú ¾ can match to a "red edge node" and not Ú ½ . Thus we get a path that satisfies the degree constraints.
The running time of the minimum weight perfect matching algorithm is
. Since Î ¼ is Ç´ Î · µ and ¼ is Ç´ · Î µ we get a running time of Ç´ ¾ ÐÓ µ (we assume that Î , otherwise the graph is a forest, and the problem is trivial).
Shortest Path Algorithm
In this section, we develop an algorithm for finding degree constrained shortest paths using an approach similar to Dijkstra's shortest path algorithm.
Overview of the Algorithm
In Dijkstra's algorithm, shortest paths are computed by setting a label at each node. The algorithm divides the nodes into two groups: those which it designates as permanently labeled and those that it designates as temporarily labeled. The distance label of any permanently labeled node represents the shortest distance from the source to that node. At each iteration, the label of node Ú is its shortest distance from the source node along a path whose internal nodes are all permanently labeled. The algorithm selects a node Ú with a minimum temporary label, makes it permanent, and reaches out from that node, i.e., scans all edges of the node Ú to update the distance labels of adjacent nodes. The algorithm terminates when it has designated all nodes as permanent.
Let denote the set of nodes Ú Ü satisfying È ÜÝ¾Ë ÜÝ ½. In other words, is the set of nodes where there is only one interface available for edges in Ê. Hence any shortest path passing through Ú Ü ¾ must exit on a green edge if it enters using a red edge. If the shortest path to Ú Ü enters on a green edge, then it can leave on any edge. We start running the algorithm on the input graph with red and green edges. However, if a shortest path enters a vertex using a red edge, and the node is in then we mark it as a "critical" node. We have to be careful to break ties in favor of using green edges. In other words, when there are multiple shortest paths, we prefer to choose the one that ends with a green edge. So a path terminating with a red edge is used only if it is strictly better than the shortest known path. A shortest path that cuts through this node may not use two red edges in sequence. Hence, we only follow edges in Ë (green edges) out of this critical vertex. In addition, we create a shadow node Ú ¼ Ü for each critical node Ú Ü . The shadow node is a vertex that has directed edges to all the red neighbors of Ú Ü , other than the ones that have been permanently labeled. The shadow node's distance label records the length of a valid (alternate) shortest path to Ú Ü with the constraint that it enters Ú Ü on a green edge. (Note that the length of this path is strictly greater than the distance label of Ú Ü , due to the tie breaking rule mentioned earlier.)
Let denote the set of critical nodes. When Ú ¾ , then only edges in Ë leaving Ú may be used to get a valid shortest path through Ú . To reach a neighbor Ú such that ¾ Ê, Ú needs an alternate shortest path Ô · × , where parent(Ú ) = Ú Ô ¼ Ú Ô ¼ ¾ Ô · × and Ô ¼ ¾ Ë . We re-define the degree constraint shortest path problem as a shortest path problem which computes shortest valid paths for all nodes in Î , and alternate shortest valid paths for nodes in .
In fact, the edges from Ú ¼ to the red neighbors of Ú are directed edges so they cannot be used to obtain a shortest path to Ú ¼ . The corresponding critical node Ú retains its neighbors with green edges, and the red edge to its parent.
The set ancestor(Ú ) is the set of all vertices on a shortest valid path from Ú × to Ú , including the end-nodes of the path. Let Î be the set of vertices in the graph, and Î ¼ be the set of shadow vertices that were introduced. In Figure 2 ,we illustrate an example of a gateway node pair of a critical node Ú . This means that there always exists a possible alternate path to a critical node through a gateway node pair since È £ (shortest path from source to ) does not include the critical Ú × Ú Ú Ú Fig. 2 . Gateway Example node Ú . If Ú 's neighbor Ú is a critical node and it is connected to it with a red edge, then this node pair cannot be a legal gateway node pair. A similar problem occurs when Ú is critical and the edge connecting them is red.
is the portion of the shortest path È £ ). With shadow nodes and virtual links, we can maintain the data structure uniformly. When nodes are labeled by the algorithm, it is necessary to check if these nodes form a gateway node pair or not. For this purpose, we define a data structure called Ä, 
Algorithm
The degree constrained shortest path algorithm using critical node sets is developed in this sub-section. The algorithm itself is slightly involved, and the example in the following section will also be useful in understanding the algorithm. In fact, the algorithm modifies the graph as it processes it. We also assume that the input graph is connected.
Step 1 is to initialize the data structure. The difference with Dijkstra's algorithm is that it maintains information on two shortest paths for each vertex according to link type.
Step I.1 initializes the data structure for each node. We use ÔÖ to maintain predecessor (parent node) information in the tree.
Step I.2 is for the initialization of the source. The label value is set to 0. Step I.3 is for the initialization of the permanently labeled node set (È ) and the queue for the shortest path computation (É).
Step 2 consists of several sub-steps. First, select a vertex node with minimum label in É (Step 2.1) and permanently label it (Step 2.2). The label of each node Ý℄ is chosen as the minimum of the green edge and red edge labels. If the green edge label is less than or equal to the red edge label, we select the path with the green edge and its critical node set (Step 2.3.1). Otherwise, we choose a red edge path (Step 2.4.1). If the path with the red edge is shorter than that with the green edge and the number of green edges incident on Ú Ý is ½´Ú Ý ¾ µ, then Ú Ý becomes a critical node (Step 2.4.2.1).
In
Step 2.5, we define Ä; its initial value is the same as its parent node. After the node is identified as a critical node, then Ä will be changed later (Step 2.6.2).
The decision of whether a node is a critical node or not is made when a node is permanently labeled. When a node Ú Ý is identified as a critical node, a shadow node Ú ¼ Ý is created as shown in Steps 2.6.3 through 2.6.6. In Step 2.6 we also choose the neighbors according to the node type. A critical node has neighbors with green edges and its shadow node has directed edges to the neighbors to which the critical node had red edges, if the neighbor has not been permanently labeled as yet (Step 2.6.7). Otherwise, the node can have neighbors with any type of edges (Step 2.7.1). However, Step 2.7.1 specifies an exception to not add neighbors to which there is a red edge if the neighbor is a critical node. Consider a situation when a non-critical node Ú has a red edge to a critical node Ú . Since Ú is a critical node, Ú is already permanently labeled.
Note that Ú cannot be a neighbor of Ú , but a neighbor of Ú ¼ , by definition. Later, when Ú is permanently labeled and is a non-critical node, we do not wish to have Ú in Ú 's list. For this reason, we check if a neighbor node with a red edge is a critical node or not. Since Ú is permanently labeled, there is no shorter path in the graph including path through Ú ¼ . All legal neighbor information is maintained by data structure . Note that the graph we construct is actually a mixed graph with directed and undirected edges, even though the input graph was undirected.
Step 2.8 examines the neighbors of a permanently labeled node. It consists of two parts.
Step 2.8.3 updates labels for all neighbor nodes in . This procedure is similar to Dijkstra's algorithm. The only difference is that label update is performed based on link type. Step 2.8.4 is the update for shadow nodes by using procedure UpdateSNode. If Ú Ý cannot be a part of the shortest path for its neighbor Ú Ü , then we should check if it can be a gateway node pair or not. If so, we should update labels of all possible shadow nodes.
Step P.1 considers only permanently labeled nodes in order to check if it can be a gateway node pair. The reason is that we cannot guarantee that the computed path for shadow nodes through its (temporarily labeled) neighbors would be shortest path since the path for temporarily labeled node could be changed at any time. So, shadow nodes in two different sub-trees are considered at the same time. Steps 2.8.4.1.1 and 2.8.4.1.2 compute the path for shadow nodes for all critical nodes along the path È £ Ü and È £ Ý . We finally delete Ú Ý from the É (Step 2.9).
Comments:
is the set of nodes with only one free interface È is the set of permanently labeled nodes É is a Priority Queue with vertices and distance labels is the set of critical nodes 
Detailed example
Consider the graph shown in Figure 3 . The source vertex is Ú× . Our goal is to compute shortest valid paths from the source to all vertices in the graph. We now illustrate how the algorithm computes shortest valid paths and shortest alternate paths (for critical nodes). Suppose that the nodes in Ú Ú Ú Ú
, and we can pick at most one red edge incident to any of these nodes in a shortest path.
Initially, we have É Ú× Ú Ú Ú Ú Ú Ú
. The first row of the table shows the distance labels of each vertex in Î when we start the while loop in Step 2. In fact, we show the status of the queue and the distance labels each time we start a new iteration of the while loop. In the table, for each node we denote the shortest path lengths ending with a green/red edge as Ü Ý.
Iteration 
