In this note, two numerical methods of solving fractional differential equations (FDEs) are briefly described, namely predictor-corrector approach of Adams-Bashforth-Moulton type and multi-step generalized differential transform method (MSGDTM), and then a demonstrating example is given to compare the results of the methods. It is shown that the MSGDTM, which is an enhancement of the generalized differential transform method, neglects the effect of non-local structure of fractional differentiation operators and fails to accurately solve the FDEs over large domains.
Introduction
Fractional calculus has been studied by mathematicians for years and fractional differential equations (FDEs) specifically proven crucial to the more accurate mathematical modeling of many physical phenomena in diverse branches of science. The nature of most physical systems is governed by after-effect or memory, in other words they depend on the all previous time history instead of just for an instant and could be elegantly modeled by using FDEs. Frequent utilization of fractional differential equations could be observed in, for instance, the theory of viscoplasticity [1, 2] , physics [3, 4] , civil engineering [5, 6] , mechanics of solids [7, 8] , control theory [9, 10] , biological systems [11, 12, 13, 14] ,etc. However, such differential equations of fractional order, specifically those possessing nonlinear terms might be impossible to be solved analytically. Consequently, numerical methods are mainly developed from classical approaches, which are appropriately modified to be able to deal with the fractional differential operators. Method of extrapolation [15, 16] , fractional linear multi step method [17, 18, 19] , quadrature-based direct method [20] , predictor-corrector approach of Adams-Bashforth-Moulton type for numerical solution of FDEs [1, 20, 21, 22, 23, 24, 25] and fractional differential transform method [26, 27] provide numerical solutions for linear and nonlinear differential equations of fractional order. In sections 2 and 3, a brief description of predictor-corrector method of Adams-Bashforth-Moulton and multi-step fractional differential transform method (MSGDTM) are presented, then in section 4, an illustrating example is given, in which a fractional differential equation is solved by using the two methods and the results will be graphically compared with each other.
Predictor-Corrector approach of Adams type
The algorithm that will be briefly described could be considered as a fractional variant of the classical second-order Adams-Bashforth-Moulton method [1, 25] . In this note, the main emphasis will be placed on the singleterm Caputo fractional differential equations [25] for 0 < α ≤ 1 , where α is the order of the fractional derivative. Consider the initial value problem of fractional differential equation:
In order to assure the existence and uniqueness of the solution to the problem (1), it is assumed that f (t, y) is continuous and fulfils a Lipschitz condition with respect to the second variable [25, Theorem 6.5] . The initial value problem (1) could be converted into an equivalent Volterra integral equation [28] 
The method presents a numerical approach in solving Eq.(2) and is said to be PECE (Predict, Evaluate, Correct and Evaluate) type because an initial approximation y P k , the so-called predictor, is first evaluated for the solution
where k ∈ Z + and the nodes t j (j = 0, 1, ..., k) are used to calculate y P k and consequently y k step by step. Considering the equal step size with some fixed h (t j = jh), the weight b j,k is evaluated by the formula below,
Then the method gives the corrector formula, which is
where the weight a j,k is given by
The basic algorithm, the fractional Adams-Bashforth-Moulton method, could be completely described by (3) and (5) with the weights a j,k and b j,k defined according to (4) and (6).
Multi-step generalized differential transform method
The differential transform method (DTM) has been extended by [26] in order to be able to obtain the approximate solutions of FDEs. The new technique is called as fractional differential transform method (FDTM). Then, [27] presented a new generalization of one-dimensional differential transform method in order to deal with differential equations of fractional orders. The method is mentioned as generalized differential transform method (GDTM), which is based on generalized Taylor's formula and Caputo fractional derivative. For convenience, the method is briefly described below. The detailed description of the technique could be observed in the main articles [26, 27] . The GDTM results in representing the solution to Eq. (1) as the form below:
The coefficients Y (k) could be straightforwardly evaluated by using the recurrence equation
where Y (0) is assessed to be equal to y (t 0 ) , i.e. Y (0) = y 0 and the term F (k, Y (k)), which is mentioned as differential transform of f (t, y (t)), could be in succession determined by using the techniques, provided in related articles [26, 27, 29, 30] . The important aspect of this method is the easy generalization of the Taylor method by providing recurrence schemes for problems involving fractional derivatives. Nonetheless, the method is subjected to the wrong assumption that the Eq. (7) is sufficient to provide a suitable approximation of the exact solution of the FDEs. It has been definitely proved that, in the general circumstances, the exact solution of a differential equation of fractional order is expanded in mixed powers, i.e. a collection of integer and non-integer orders [25] . In order to expand upon the point, it could be mentioned that the Volterra integral equation (2) has been demonstrated to have an asymptotic expansion in terms of mixed powers of (t − t 0 ) and (t − t 0 ) α (see [31] ). Therefore, eliminating integer-order powers in the series expansion leads to a poor approximation. Moreover,the method is originally based on Taylor series; therefore, the solution could be only relied on for a short period after the initial time. In order to deal with this restriction, in [32] the authors have developed multistep generalized differential transform method (MSGDTM), which will be concisely described. The multi-step generalized differential transform method is simply formed on the idea of dividing the time interval [t 0 , T ] into M subintervals [t j , t j+1 ], j = 0, 1, ..., M − 1 of equal step size h = (T − t 0 )/M and applying the generalized differential transform method (GDTM) to each of them. Over the first interval [t 0 , t 1 ], the approximate solution y 1 (t) is obtained by using the initial condition y 1 (t 0 ) = y 0 . In order to find the solution y 2 (t) over the second sub-interval [t 1 , t 2 ] again, GDTM is applied to the Eq.(1) with the initial condition y 2 (t 1 ) = y 1 (t 1 ), which is taken from the previous step. The same process is consistently repeated to the last subinterval [t M −1 , t M ] and the MSGDTM assumes the N th-order approximate solution to ultimately be
. .
(9) This method is practically successful in solving ordinary differential equa-tions (ODEs) due to the fact that the derivatives of integer orders are local in nature, i.e. the integer order derivative of a function f (t) at a point t depends only on the graph of f (t) very close to the point t . Unlike classical derivatives, fractional order differentiation has non-local property. Consider the ordinary differential equatioṅ
with the initial condition y(t 0 ) = y 0 .
It is assumed that there exists a unique solution for the initial value problem (10) and (11) . Suppose that y k , an approximation of the solution at time t k has been already calculated. It is possible to evaluate y k+1 , the approximate value of the solution at time t k+1 , by using the equation
The lower limit of integral in Eq. (12) is the node t k ; therefore, it is possible to solve an ordinary differential equation at each step by using the initial condition, which comes from the previous step. Now, consider the fractional initial value problem (1). The approximate value of the solution at time t k+1 could be evaluated by
It could be easily observed that the Eq. (13) is different from Eq.(12) and the interval of the integration in Eq. (13) starts at the initial time t 0 instead of t k . This is due to the non-local structure of the fractional differential operators. Now, it is obvious from the Eq. (13) that dividing the interval [t 0 , T ] into several sub-intervals and solving the fractional differential equation for each one with initial conditions, which come from previous sub-intervals and neglecting the non-local property of fractional derivatives, results in solving a wrong equation for each sub-interval
instead of the correct equation, i.e. Eq. (13), which is rewritten in the form
It could be apparently perceived what will be neglected here is the term
in the right-hand side of the Eq. (15), which consequently causes a discontinuity in the first derivative of the solution at the beginning of each sub-interval.
Numerical results
This section is allocated to an example demonstrating the numerical solution of a fractional differential equation by using the method of PECE of Adams-Bashforth-Moulton type and the MSGDTM. Consider the fractional Riccati differential equation (see [27] ):
The objective is to follow the MSGDTM for the interval I = [0, 0.4] by dividing it into two sub-intervals, namely
The differential transformation of Eq. (17) is
where Y (0) = y (0) and δ (k) = 1, if k = 0 0, otherwise . By using (18) and recalling (7), for α = 0.7, the approximate solution to the Eq. (17) up to O (t 3.5 ), over the first sub-interval I 1 = [0, 0.2] is as follows:
The initial condition for the differential equation over the second interval could be evaluated by using Eq. (19):
Now, for the second interval I 2 = [0.2, 0.4] ,the Eq. (17) will be in the form of
Considering Y (0) = y (0.2) and following the same process, the approximate solution to the Eq. (21) Figure 1 shows a comparison between the result of MSGDTM and the solution to Eq. (17), with using fractional Adams-Bashforth-Moulton method, for which MATLAB is used to code the algorithm. The numerical solution is also compared with the result obtained by the MATLAB code fde12.m (see [24] ). The result of MSGDTM and fractional Adams-Bashforth-Moulton method coincide only for the first sub-interval. As previously mentioned, neglecting the non-local property of the fractional differentiation operators, the MS-GDTM results in solving wrong fractional differential equation at the second sub-interval and this, therefore, causes a discontinuity to occur in the first derivative of the solution of fractional differential equation at the beginning of the second sub-interval. It may be worth stating that increasing the number of sub-intervals makes this inaccuracy become larger and in addition, causes discontinuities of the first derivative of the solution to be hidden in the graph (see Figure 2) . A comparison of the fractional Adams-BashforthMoulton method and the MSGDTM , for the Eq. (17) , is shown in Figure 2 , where the interval I = [0, 3] has been divided into M = 300 sub-intervals. 
Conclusion
In this note, it has been briefly mentioned that the solution to the Volterra integral equation (2) has been definitely proved to have an asymptotic expansion in terms of mixed powers, i.e. integer and non-integer powers whilst under general conditions, the GDTM might result in a power series not involving the integer-order powers. Omitting the integer-order powers from the solution to the fractional differential equation leads to a poor approximation of the exact solution. Moreover, it has been concisely demonstrated that the multi-step generalized differential transform method fails to correctly solve a fractional differential equation due to the fact that the method neglects the effect of non-local structure of fractional differentiation operators. The results have been compared with those from the PECE method of Adams-Bashforth-Moulton type for the solution to the fractional differential equations. It must be mentioned that in the case of α = 1, the fractional differential equation (1) reduces to an ordinary differential equation, therefore, the MSGDTM results in the correct solution, which is in a perfect agreement with other classical methods like the fourth order Runge-Kutta method.
Via Antonio Scarpa n. 16 00161 Rome, Italy e-mail: sima.sarvahrabi@sbai.uniroma1.it
