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A disszerta´cio´ 1990-o´ta keletkezett, alapveto˝en bioinformatikai eredme´nyeket
ismertet: a proble´ma´k do¨nto˝ to¨bbse´ge a molekula´ris biolo´gia jelenlegi forra-
dalma´ban felmeru¨lt kombinatorikai ke´rde´sekbo˝l ered.
Alkalmazott proble´ma´kna´l gyakran elo˝fordul, hogy a megoldhato´sa´g ked-
ve´re´rt az alkalmazott matematikai modellt olyan me´rte´kig kell egyszeru˝siteni,
hogy az eredme´nyek ma´r nem is igaza´n hasznosak az eredeti proble´ma´k szem-
pontja´bo´l. Az is gyakran elo˝fordul, hogy ba´r a rendelkeze´sre a´llo´ eszko¨zo¨kkel
kezelheto˝ feladatok hasznosak, de matematikai e´rtelemben ma´r e´rdektelenek:
megolda´suk ko¨nnyu˝ vagy elme´leti szempontokbo´l nem mondanak u´jat.
Meggyo˝zo˝de´sem szerint az ebben a disszerta´cio´ban ta´rgyalt ke´rde´sek nem
ilyenek: a nyert te´telek, elja´ra´sok e´s algoritmusok a gyakorlatban hasznosak,
jo´l alkalmazhato´k, ugyanakkor matematikailag is e´rdekesek, mert tiszta´n ma-
tematikai proble´make´nt o¨na´llo´an is mega´llja´k a helyu¨ket.
A dolgozatban szereplo˝ eredme´nyek jelento˝s re´sze hosszu´ (esetenke´nt bo-
nyolult) bizony´ıta´ssal b´ır, ezek to¨bbse´ge´t itt nem ismertetem. Ehelyett a
fo˝ su´lyt a felmeru¨lt matematikai proble´ma´k ha´ttere´t (avagy jogosultsa´ga´t)
szolga´ltato´ biolo´giai modellek matematikusok sza´ma´ra e´rtheto˝ kifejte´se´re he-
lyezem. Azaz a diszszerta´cio´ ”ro¨vid e´rtekeze´s” forma´ja´ban keru¨lt meg´ıra´sra:
egy, a szoka´sosna´l hosszabb bevezeto˝ uta´n a releva´ns cikkek melle´kletke´nt
szerepelnek benne.
A dolozatban ha´rom fo˝ re´sz tala´lhato´, o¨sszesen kilenc szakaszbo´l a´ll,
tova´bba´ nyolc cikk szerepel melle´kletke´nt. A elso˝ ke´t re´szben un. evolu´cio´s
fa´kat vizsga´lok. Ezek (gyakran gyo¨keres) bina´ris fa´k, melyek levelei egy-
egy e´rtelmu˝en c´ımke´zettek, mı´g belso˝ (ela´gazo´) csu´csaik nem. A biolo´gusok
ezeket haszna´lja´k a fajok ko¨zo¨tti lesza´rmaza´si kapcsolatok a´bra´zola´sa´ra (e´s
megtala´la´sa´ra). A biolo´giai adatokat keve´s (tipikusan 2, 4 vagy 20) sz´ın
felhaszna´la´sa´val alkotott sz´ınvektorok hordozza´k, tova´bba´ a fa´val a´bra´zolt
to¨rte´ne´sek valamilyen biolo´gusok a´ltal felte´telezett modell szerint to¨rte´nnek.
Az elso˝ re´szben ez a modell a statisztika´bo´l ismero˝s parsimonia elv. Az itt
felmeru¨lo˝ optimaliza´cio´s proble´ma´k a´ltala´ban legala´bb dupla´n exponencia´li-
sak, pontos megolda´sukra keve´s a reme´ny. Eze´rt az elo˝a´ll´ıtott modellfa´k
ko¨zu¨l gyakran statisztikai alapon va´lasztanak ”megfelelo˝t”. Ebben a re´szben
ilyen statisztika´kkal kapcsolatos kombinato´rikai proble´ma´kat vizsga´lunk. Ko¨-
zu¨lu¨k az elso˝ egy lesza´mla´la´si ke´rde´s, amely megolda´sa a jo´l ismert Men-
ger te´teleken alapulo´ dekompoz´ıcio´t haszna´l. A mo´dszerek ketto˝ne´l to¨bb
sz´ınre to¨rte´no˝ alkalmaza´sa´hoz a multiway cut proble´ma jobb mege´rte´se lehet
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szu¨kse´ges, amely az elso˝ re´sz ma´sik te´ma´ja.
A dolgozat ma´sodik re´sze evolu´cio´s fa´k ne´ha´ny sztochasztikus modellje´vel
foglalkozik. Re´szben mutato´sza´mokat illetve eszko¨zo¨ket fejleszt ki a modellek
illetve mo´dszerek o¨sszehasonl´ıta´sa´ra, re´szben pedig gyors algoritmusokat ad
egy modelloszta´lyban a helyes evolu´cio´s fa´k 1 valo´sz´ınu˝se´gu˝ megtala´la´sa´hoz.
A disszerta´cio´ harmadik re´sze ve´ges a´be´ce´ feletti korla´tos hosszu´sa´gu´
szavak re´sz-szavakbo´l to¨rte´no˝ rekonstrukcio´ja´t vizsga´lja, amely microarray
kise´rletek illetve u´gynevezett DNS ko´dok terveze´se´hez nyu´jthat seg´ıtse´get.
1. A multiway cut proble´ma
A modern kombinatorikus optimaliza´la´s egy sokat vizsga´lt teru¨lete a multi-
way cut proble´ma: adott a G gra´f e´lein egy w su´lyfu¨ggve´ny. Adott tova´bba´
termina´l pontok egy k elemu˝ halmaza. Keressu¨nk minima´lis o¨sszsu´lyu´ e´lva´-
ga´st, ami a termina´l pontokat pa´ronke´nt szepara´lja: az e´lek elhagya´sa´val ke-
letkezett gra´fban ku¨lo¨nfe´le sz´ınu˝ pontok ko¨zo¨tt nincsenek utak. A k = 2 eset
a klasszikus e´l-Menger proble´ma. Mint a Dahlhaus - Johnson - Papadimitriou
- Seymour - Yannakakis cikk ([DahJoh92]) bebizony´ıtja, a proble´ma NP-
nehe´z me´g a legegyszeru˝bb esetben is (ha´rom sz´ın, egyse´g su´ly). Ugyanebben
a cikkben tala´lhato´ az elso˝ approxima´lo´ algoritmus a proble´ma´ra. Szinte´n itt
bizony´ıtja´k be, hogy s´ıkgra´fokon a proble´ma kezelheto˝ polinomia´lis ido˝ben,
ha a sz´ınek sza´ma korla´tos. A proble´ma, ku¨lo¨no¨sen az uto´bbi t´ız e´vben,
komoly kutata´sokat induka´lt, sza´mos eredme´nnyel.
Sze´kely La´szlo´val ko¨zo¨s cikkeinkben ([1, 2, 7, 10, 13]) bevezettu¨k az eredeti
multiway cut proble´ma egy a´ltala´nos´ıta´sa´t: legyen G = (V,E) egy egyszeru˝
gra´f, C = {1, 2, . . . , r} pedig egy sz´ınhalmaz. Ha N ⊆ V (G) a termina´l pon-
tok halmaza, akkor egy χ : N → C leke´peze´st parcia´lis sz´ıneze´s-nek h´ıvunk.
Ekkor egy χ¯ : V (G) → C leke´peze´st akkor mondunk sz´ıneze´snek, ha a ke´t
leke´peze´s megegyezik a termina´l pontokon. Az a´ltala´nos´ıtott multiway cut
proble´ma egy olyan legkisebb su´lyu´ e´lrendszer megtala´la´sa, amely ba´rmely
ke´t, elte´ro˝ sz´ınu˝ termina´l pontot szepara´l.
Amint azt Dahlhaus - Johnson - Papadimitriou - Seymour - Yannakakis
cikkeikben ([DahJoh92, DahJon94]) kimutatja´k, ba´r az a´ltala´nos´ıtott multi-
way cut tetszo˝leges gra´fokon megegyezik az eredeti multiway cut proble´ma´val,
specia´lis gra´foszta´lyokon azonban (mint s´ıkgra´fokon vagy acyclikus gra´fokon)
elte´ro˝ek. Pe´lda´ul s´ıkgra´fokon az a´ltala´nos´ıtott multiway cut ma´r ha´rom sz´ın
mellett e´s egyse´gsu´lyu´ e´lekkel is NP-teljes ([DahJoh92]).
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A cikkekben bevezettu¨nk egy u´j t´ıpusu´ also´ korla´tot a multiway cut
su´lya´ra, tova´bba´ egy u´j t´ıpusu´ pakola´si feladat felhaszna´la´sa´val illetve egy
minimax te´tel bebizony´ıta´sa´val teljesen megoldottuk a fa´k multiway cut
proble´ma´ja´t. Ennek re´szben elme´leti ko¨vetkezme´nyei vannak (la´sd pe´lda´ul
[DahJon94] ), tova´bba´ az evolu´cio´s fa´k elme´lete´ben is felhaszna´la´sra keru¨ltek
(pe´lda´ul [PenLoc94]). Az multiway cut-nak pa´rhuzamos SQL-leke´rdese´sek
terveze´se te´mako¨re´ben is vannak alkalmaza´sai (pe´lda´ul [HasMan98]), tova´b-
ba´ kommunika´cio´s ha´lo´zatok elme´lete´ben (pe´lda´ul [Pou06]). Ez uto´bbi dol-
gozat a kommunika´cio´s ko¨ltse´gek minimaliza´la´sa´val foglalkozik sze´tosztott
processzor ha´lo´zatok esete´n. Kimutatja, hogy a feladat le´ıra´sa´hoz az a´ltalunk
bevezetett a´ltala´nos´ıtott multiway cut proble´ma az alkalmas, majd a ”partial
distribution problem” megolda´sa´ra a sz´ınfu¨ggu˝ su´lyfu¨ggve´nyre kialak´ıtott al-
goritmusunkat alkalmazza.
1.1. Minima´lis su´lyu´ sz´ıneze´sek
A (sza´munkra fontos) biolo´giai alkalmaza´sokban a konstans e´lsu´lyokna´l bo-
nyolultabb su´lyfu¨ggve´nyekre van szu¨kse´g . Ehhez jelo¨lje E(G) × 2 a gra´f
ira´ny´ıtott e´leit (azaz mindegyik e´l mindke´t ira´ny´ıta´ssal jelen van). Egy
W : E(G)× 2→ Nr×r leke´peze´s egy (sz´ınfu¨ggo˝) su´lyfu¨ggve´ny, ha a W (p, q)
e´s W (q, p) ma´trixok megegyeznek, tova´bba´ a fo˝a´tlo´kban csupa nulla van. A
iW (p, q)j = w(p, q; i, j) elem azt mondja meg, hogy a (p, q) e´lnek mennyi a
su´lya egy χ¯ sz´ıneze´sben, ha χ¯(p) = i, χ¯(q) = j (avagy χ¯(p) = j, χ¯(q) = i, ami
ugyan azt az e´rte´ket adja). AW sz´ınfu¨ggetlen, ha minden fo˝a´tlo´n k´ıvu¨li elem
azonos. A su´lyfu¨ggve´ny e´rtelemszeru˝en lesz e´lfu¨ggetlen. Ve´gu¨l W konstans,
ha egyszerre sz´ın- e´s e´lfu¨ggetlen. Ba´rmely χ parcia´lis sz´ıneze´s part´ıciona´lja
a termina´l pontokat: az azonos sz´ınu˝ pontok keru¨lnek azonos oszta´lyba. Eb-
ben a gra´fban e´lek egy halmaza, amelyek egyu¨tt ba´rmely ke´t, elte´ro˝ sz´ınu˝
termina´l pontot elva´lasztanak, egy multiway cut-ot alkot. Vila´gos, hogy egy
χ¯ sz´ıneze´s sz´ınva´lto´ e´lei mindig multiway cut-ot alkotnak. Egy χ¯ sz´ıneze´s
su´lya a sz´ınva´lto´ e´lek o¨sszsu´lya. Az adott gra´fon egy χ parcia´lis sz´ıneze´s
`(G,χ) hossza az o¨sszes lehetse´ges sz´ıneze´s su´lya´nak a minimuma.
A `(G,χ) mennyise´g meghata´roza´sa´nak komplexita´sa fu¨gg a su´lyfu¨ggve´ny
e´s a gra´f szerkezete´to˝l. Biolo´giai alkalmaza´sokban a gra´fok a´ltala´ban c´ımke´-
zett levelekkel e´s nem-c´ımke´zett belso˝ pontokkal rendelkezo˝ bina´ris fa´k, ahol a
parcia´lis sz´ıneze´s a leveleken adott. Ezeket az objektumokat h´ıvja´k evolu´cio´s
fa´knak. Konstans su´lyfu¨ggve´nyek esete´n evolu´cio´s fa´kra W.M. Fitch dolgo-
zott ki elo˝szo¨r egy linea´ris algoritmust a hosszu´sa´g meghata´roza´sa´ra. (Az
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algoritmus korrekt volt, ba´r a biolo´gus Fitch ezt nem la´tta szu¨kse´gesnek bi-
zony´ıtani. Ezt elo˝szo¨r a matematikus Hartigan tette meg.) Sze´kely La´szlo´val
ko¨zo¨s [1] cikku¨nkben szinte´n adunk egy (a kora´bbiakto´l ku¨lo¨nbo¨zo˝) bizony´ıta´st
az algoritmus helyesse´ge´re.
A Sze´kely La´szlo´val ko¨zo¨s [10] cikk tetszo˝leges, leve´l sz´ınezett fa´kra ad
una´risan polinomia´lis algoritmust sz´ınfu¨ggo˝ su´lyfu¨ggve´ny esete´n a hossz meg-
hata´roza´sa´ra. (Itt minden egyes numerikus adatot egy-egy sza´mnak te-
kintu¨nk, fu¨ggetlenu¨l annak nagysa´ga´to´l, azaz atto´l, hogy milyen mo´don a´bra´-
zolja a sza´mı´to´ge´p.) Az algoritmus arra is alkalmas, hogyha minden belso˝
pontban megadunk egy megendegett sz´ınhalmazt, akkor az algoritmus vala-
melyik megengedett sz´ınt rendeli a belso˝ pontokhoz is. (Arra azonban nincs
ese´ly, hogy polinomia´lis ido˝ben megkeressu¨k az o¨sszes optima´lis sz´ıneze´st,
mert ebbo˝l aka´r exponencia´lisan sok is lehet - mint azt M.A. Steel egy
eredme´nye megmutatta.)
A cikk egye´bke´nt enne´l egy kicsit a´ltala´nosabb a´ll´ıta´st igazol:
1.1. Te´tel ([10] Section 3). Legyen a gra´f olyan, amelynek minden ko¨re´t a
termina´l pontok lefedik. Ekkor le´tezik una´risan polinoma´lis algoritmus egy
optima´lis sz´ıneze´s meghata´roza´sa´ra sz´ınfu¨ggetlen su´lyfu¨ggve´ny esete´n.
Kora´bban Sankoff e´s Cedergen illetve Williamson e´s Fitch e´lfu¨ggetlen (de
sz´ınfu¨ggo˝) su´lyfu¨ggve´nyeket tanulma´nyoztak, e´s ko¨zreadtak ku¨lo¨nfe´le gyors,
ba´r csak heurisztikus algoritmusokat (azaz nem vizsga´lta´k az algoritmusuk
helyesse´ge´t vagy igazi futa´sige´nye´t).
Le´nyegesen bonyolultabb ke´rde´st kapunk, ha levelek egy adott L hal-
maza´hoz e´s a rajtuk adott χ parcia´lis sz´ıneze´shez meg akarjuk hata´rozni az
o¨sszes, a levelekre illeszkedo˝ bina´ris fa ko¨zu¨l azt, amelyiknek a legkisebb a
hossza a χ-re ne´zve. Ha a leveleket ma e´lo˝ fajok alkotja´k, e´s a sz´ıneze´s pedig
valamilyen biolo´giai jellemzo˝ju¨ket jelenti (pe´lda´ul morfolo´giai jegyek, vagy
az a´to¨ro¨k´ıto˝ anyag egy jellemzo˝ re´sze), akkor a legro¨videbb fa megtala´la´sa
azt a ne´zetet testes´ıti meg, hogy a terme´szet az e´let kialak´ıta´sa´na´l takare´kos
volt, a leheto˝ legkevesebb va´ltoza´st haszna´lta fel az o¨sszes le´tezo˝ e´lo˝le´ny ki-
alak´ıta´sa´hoz. Ezt parsimonia elvnek h´ıvja´k, e´s tipikus felteve´s ku¨lo¨nbo¨zo˝
statisztikai vizsga´latokna´l.
Az evolu´cio´ kutato´i ezeket a biolo´giai jellemzo˝ket karakter-eknek h´ıvja´k.
Azaz az i-ik karakter matematikai e´rtelemben a sz´ınvektor i-ik koordina´ta´ja´t
jelenti.
A valo´s helyzetekben, azaz le´tezo˝ biolo´giai rendszerek vizsga´latakor, per-
sze nem csak egyetlen jellemzo˝ ı´r le egy-egy fajt, eze´rt minden fajt (azaz
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a keresett bina´ris fa leveleit) hosszabb sz´ınvektorok jellemeznek. Annak
eldo¨nte´se, hogy ilyen sz´ınvektorok esete´n le´tezik-e pontosan k hosszu´sa´gu´ fa
a χ parcia´lis sz´ıneze´sre ne´zve (ilyenkor az adott fa´ra minden koordina´ta´ban
ku¨lo¨n kisza´moljuk a hosszat, majd o¨sszeadjuk) NP-nehe´z feladat, eze´rt az
e´rdekes gyakorlati esetekben ezt lehetetlen eldo¨nteni. Ez egye´bke´nt Gra-
ham e´s Foulds egy eredme´nye [GraFou82]. Eze´rt a parsimonia´val foglalkozo´k
egyik fo˝ ce´lnak az evolu´cio´s fa´k statisztikai tulajdonsa´gainak meghata´roza´sa´t
tartja´k. Ezt u´gy lehetse´ges felhaszna´lni egyes keresett evolu´cio´s fa´k rekon-
strukcio´ja´na´l, hogy az e´ppen vizsga´lt algoritmus ”terme´keit” a statisztikai-
lag elva´rhato´ fa´kkal hasonl´ıtja´k o¨ssze. Mine´l ko¨zelebb van az elva´rhato´hoz,
anna´l jobb. Ezen statisztikai vizsga´latok egyik lehetse´ges le´pe´se az adott
leve´lsz´ıneze´shez tartozo´, e´ppen k hosszu´sa´gu´ fa´k lesza´mla´la´sa.
A legegyszeru˝bb eset megta´rgyala´sa´hoz ro¨gz´ıtsu¨nk egy adott egy-karakte-
res, azaz egy hosszu´ sz´ınvektorokbo´l a´llo´ 2-sz´ıneze´st az L leve´l halmazon.
Legyen a e´s b a ke´t sz´ınoszta´ly me´rete. Mennyi azon evolu´cio´s fa´k fk(a, b)
sza´ma, amelyek hossza az adott leve´lsz´ıneze´s mellett e´ppen k. A va´laszt erre
Carter e´s munkata´rsai (1990)-ben adta´k meg:
Te´tel. [Carter - Hendy - Penny - Sze´kely - Wormald: ([CarHen90]) ]
fk(a, b) = (k − 1)!(2n− 3k)N(a, k)N(b, k) b(n)
b(n− k + 2)
ahol a + b = n, a > 0, b > 0, e´s ahol N(x, k) jelo¨li az o¨sszesen x leve´llel
rendelkezo˝ e´s k darab evolu´cio´s fa´bo´l a´llo´ erdo˝k sza´ma´t.
(A [9] cikkem, egyebek ko¨zo¨tt, egy bijekt´ıv bizony´ıta´st adott az N(x, k) men-
nyise´gekre.) A Carter te´telre az eredeti bizony´ıta´s to¨bbva´ltozo´s Lagrange
inverzio´t e´s computer algebra´t alkalmazott. M.A. Steel tala´lt egy jobb, bi-
jekt´ıv megko¨zel´ıte´st ([Steel93]), amire Sze´kely La´szlo´val ko¨zo¨s [7] cikku¨nk-
ben adtunk viszonylag ro¨vid e´s transzparens bizony´ıta´st. A mo´dszer legfo˝bb
e´rdekesse´ge, hogy a lesza´mla´la´s elo˝tt bebizony´ıtja a k hosszu´ evolu´cio´s fa´k
egy struktu´ra te´tele´t, amely eredme´ny az e´l-Menger e´s a pont-Menger te´telek
felva´ltott alkalmaza´sain alapul.
A ketto˝ne´l to¨bb sz´ınnel sz´ınezett evolu´cio´s fa´k lesza´mla´la´sa´hoz szu¨kse´g
lenne az evolu´cio´s fa´kra vonatkozo´ analo´g te´telek bebizony´ıta´sa´ra. A to¨bb
sz´ınu˝ pont-Menger te´tel fa´kra va´ltoztata´s ne´lku¨l teljesu¨l, de ugyanez az e´l-
Menger (azaz a multiway cut) proble´ma´ra nem igaz.
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1.2. Egy minimax eredme´ny fa´k multiway cut proble´-
ma´ja´ra
Mivel az a´ltala´nos´ıtott multiway cut proble´ma ma´r k = 3 esetben is NP-
nehe´z, terme´szetesen nem lehet elva´rni a´ltala´nosan e´rve´nyes, a Menger te´tel-
hez hasonlo´ minimax eredme´nyt vele kapcsolatban. Valo´ban, mint az ko¨zis-
met, ma´r a k = 3 esetben sem igaz az e´l-Menger te´tel analo´gja: egyszeru˝
ellenpe´lda ra´ az egyse´g e´lsu´lyokkal ella´tott, a leveleket termina´l pontokke´nt
tartalmazo´ K1,3 csillag. Az elo˝zo˝ szakaszban eml´ıtett lesza´mla´la´si feladat
ketto˝ne´l to¨bb sz´ınre to¨rte´no˝ analo´g megolda´sa´hoz szu¨kse´g lenne egy fa´kra
e´rve´nyes minimax te´tel bebizony´ıta´sa´ra. Egy ilyet a [1, 2, 10] cikksorozatban
sikeru¨lt Sze´kely La´szlo´val ko¨zo¨sen kimunka´lnunk. Megjegyzendo˝, hogy en-
nek felhaszna´la´sa´val M.A. Steel valo´ban tova´bb le´pett a lesza´mla´la´si feladat
ta´rgyala´sa´ban ([Steel93]).
A [1] cikkben a su´lyozatlan esettel foglalkoztunk (pontosabban szo´lva itt
minden e´l su´lya 1), mı´g a [2, 10] dolgozatokban sz´ınfu¨ggetlen su´lyfu¨ggve´nyek
esete´re dolgoztuk ki a megfelelo˝ minimax eredme´nyt. A szakasz ha´trale´vo˝
re´sze´ben ira´ny´ıtatlan gra´fokban, ke´t-ke´t termina´l pont ko¨ze´, ira´ny´ıtott (ori-
ented) utakat pakolunk. Ira´ny´ıtott u´t u´gy keletkezik egy irany´ıtatlan P u´tbo´l,
hogy megmondjuk, hogy a hata´rolo´ termina´l pontok ko¨zu¨l melyik az s(P )
kezdo˝ pont, e´s melyik a t(P ) ve´gpont, tova´bba´ feltesszu¨k, hogy az utak nem
e´rintenek ma´s termina´l pontot.
1.2. Defin´ıcio´. Egy u´t akkor sz´ınva´lto´, ha χ szerint elte´ro˝ sz´ınu˝ termina´l
pontok ko¨zo¨tt fut. Ke´t sz´ınva´lto´ u´t konfliktusban van,
(a) ha egy adott e´lt ellenkezo˝ ira´nyban haszna´lnak (az utak ira´ny´ıta´sa´t te-
kintve),
(b) ha ke´t u´t ugyan azonos ira´nyban haszna´l egy e´lt, de ve´gpontjaik sz´ıne χ
szerint megegyezik.
Ekkor a [1] cikk szerint ko¨vetkezo˝ also´ becsle´s teljesu¨l a multiway cut nagysa´-
ga´ra:
1.3. Te´tel. Legyen G huroke´l mentes, ira´ny´ıtatlan gra´f termina´l pontok egy
N halmaza´val e´s egy χ parcia´lis sz´ıneze´ssel. Legyen tova´bba´ P ira´ny´ıtott
utak egyrendszere a termina´l pontok ko¨zo¨tt, hogy semelyik ketto˝ nincs kon-
fliktusban. Ekkor |P| sohasem nagyobb, mint ba´rmely G-beli multiway cut
elemsza´ma.
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Ha egy gra´fban a termina´l pontok N halmaza lefed minden ko¨rt, akkor min-
den egyes N -beli pontot va´gjunk annyi pe´lda´nyra, amennyi a foka, e´s minden
pe´lda´ny sz´ıne legyen megegyezo˝ a pont eredeti χ szerinti sz´ıne´vel. A keletke-
zett objektum ekkor egy leve´l-sz´ınezett fa. Ez az egyszeru˝ elja´ra´s az alapja,
hogy az [1] cikknek az eredetileg fa´k multiway cut proble´ma´ja´t megoldo´ mi-
nimax te´tele a ko¨vetkezo˝ kicsit a´ltala´nosabb forma´ban is kimondhato´:
1.4. Te´tel. Legyen G huroke´l mentes, ira´ny´ıtatlan gra´f, termina´l pontok egy
N halmaza´val, amit egy χ parcia´lis sz´ıneze´s k sz´ınnel sz´ınez meg. Tegyu¨k fel,
hogy N pontjai a G minden ko¨re´t lefedik. Ekkor, ha ira´ny´ıtott utak egy P
rendszere olyan, hogy semelyik ke´t u´t sincs konfliktusban, akkor az u´trendszer
sza´mossa´ga megegyezik a legkisebb multiway cut elemsza´ma´val.
A te´tel bizony´ıta´sa a megk´ıva´nt u´trendszer rekurz´ıv megkonstrua´la´sa´n ala-
pul. Az algoritmus futa´sideje polinomia´lis.
Vegyu¨k e´szre, hogy miuta´n a keresett u´trendszer semelyik ke´t eleme sincs
konfliktusban egyma´ssal, eze´rt az utak a fa felhaszna´lt e´lein egye´rtelmu˝en
meghata´roznak egy ira´ny´ıta´st. Van-e mo´d ennek az ira´ny´ıta´snak a meg-
hata´roza´sa´ra az u´trendszer ro¨gz´ıte´se ne´lku¨l?
A ke´rde´sfelteve´s mo¨go¨tt az a gondolat, hogyha sikeru¨l megtala´lni az
eml´ıtett ira´ny´ıta´st, akkor ma´r a szoka´sos e´l-Menger te´tel k-szoros alkal-
maza´sa´val meg lehet hata´rozni az u´trendszert. Nevezetesen egy sz´ınt elku¨lo¨-
n´ıtu¨nk az o¨sszes to¨bbito˝l, e´s az ira´ny´ıtott gra´f ebben a 2-sz´ıneze´se´ben ke-
resu¨nk ira´ny´ıtott utakat.
A va´zolt gondalatmenetet a Frank Andra´ssal e´s Sze´kely La´szlo´val ko¨zo¨s
[13] cikkben sikeru¨lt bizony´ıta´ssa´ e´rlelni. (Megjegyezzu¨k, hogy a ko¨vet-
kezo˝kben a parcia´lis sz´ıneze´s termina´l pontok egy S halamza´t sz´ınezi, me´g-
hozza´ u´gy, hogy minden sz´ın egy ponton fordul elo˝. Ha nem ez a helyzet,
akkor minden sz´ınre az o¨sszes azonos sz´ınu˝ pontot egyes´ıtju¨k. Tova´bba´ mos-
tanto´l a multiway cut me´rete´t piS-sel jelo¨lju¨k.) Elo˝szo¨r is szu¨kse´gu¨nk van
ne´ha´ny tova´bbi defin´ıcio´ra:
Legyen ~G egy ira´ny´ıtott gra´f, legyen Z csu´csok egy re´szhalmaza. Ek-
kor legyen % ~G(Z) a
~G-ben a Z ponthalmazba bele´po˝ e´lek sza´ma (”befok”).
Tova´bba´ az A,B diszjunkt ponthalmazokra legyen λ(A,B; ~G) az A-bo´l in-
dulo´, B-ben ve´gete´ro˝, pa´ronke´nt e´ldiszjunkt ira´ny´ıtott utak maxima´lis sza´ma.
Az e´l-Menger te´tel szerint ekkor λ(A,B; ~G) = min (%(X) : B ⊆ X ⊆ V − A).
A G huroke´l mentes gra´fra e´s az s ∈ S ⊆ V (G) pontra legyen λ(S \ s, s;G)
az (S \ s) e´s az s ko¨zo¨tt futo´ e´ldiszjunkt utak maxima´lis sza´ma. Jelo¨lje
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λ(S − s, s; ~G) ugyanezt az ira´ny´ıtott gra´fban, ira´ny´ıtott utakkal. A Menger
te´tel alapja´n mindke´t mennyise´g polinomia´lis kisza´mı´thato´.
Lova´sz La´szlo´ vezette be a τ ∗S :=
∑
s∈S λ(S−s, s;G)/2 mennyise´get, frak-
ciona´lis S-u´tpakola´sokkal kapcsolatban. Egy tova´bbi mennyise´g egy G-beli
T re´szfa e´rte´ke, amely a benne levo˝ S-beli pontok sza´ma, mı´nusz 1. Legyen
νtreeS a G-beli pa´ronke´nt e´ldiszjunkt re´szfa´k e´rte´kei o¨sszege´nek a maximuma.
Ve´gezetu¨l legyen ~νS := max
(∑
s∈S λ(S − s, s; ~G)
)
, ahol ~G ve´gigfut a G le-
hetse´ges o¨sszes ira´ny´ıta´sa´n. Ekkor
1.5. Te´tel ([13] Theorem 1.1).
τ ∗S ≤ νtreeS ≤ ~νS ≤ piS. (1)
Megjegyzendo˝, hogy a ~νS e´ppen az olyan ira´ny´ıtott S u´trendszerek maxima´lis
me´rete, hogy semelyik ke´t ira´ny´ıtott u´t ne legyen konfliktusban egyma´ssal.
Ezuta´n a cikkben bebizony´ıtjuk a 1.4. Te´tel ko¨vetkezo˝ va´ltozata´t:
1.6. Te´tel ([13] Theorem 2.1). Legyen G = (V,E) egy huroke´l mentes gra´f,





λ(S − s, s; ~G) (2)
ahol a maximaliza´la´s az o¨sszes lehetse´ges ~G ira´ny´ıta´son fut.
A te´tel bizony´ıta´sa´ban a gra´f szu¨kse´ges ira´ny´ıta´sa rekurz´ıv mo´don, poli-
nomia´lis ido˝ben keru¨l meghata´roza´sra.
A ko¨vetkezo˝kben a Sze´kely La´szlo´val ko¨zo¨s [10] cikk alapja´n va´zolom
huroke´l mentes gra´fok tetszo˝leges, azaz e´l- e´s sz´ınfu¨ggo˝, su´lyoza´sa mellett
egy lehetse´ges also´ becsle´st a (su´lyozott) multiway cut e´rte´ke´re, e´s bemutatok
egy, a 1.4. Te´tellel analo´g minimax eredme´nyt fa´k su´lyozott multiway cut
proble´ma´ja´ra.
Legyen G huroke´l mentes gra´f termina´l pontok egy N halmaza´val, ahol a
parcia´lis sz´ıneze´s megint k sz´ınt haszna´l . Legyen P sz´ınva´lto´ ira´ny´ıtott N
utak halmaza (egyetlen u´t sem tartalmaz N -beli belso˝ pontot, de valamely
u´t to¨bb pe´lda´nyban is jelen lehet). Legyen tova´bba´ e = (p, q) ∈ E(G) egy
ro¨gz´ıtett e´l. Ekkor legyen
ni(e,P) = #{P ∈ P : (p, q) ∈ P e´s χ(t(P )) = i},
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ahol a t(P ) u´jra az illeto˝ u´t ve´gpontja´t jelo¨li, a (p, q) ∈ P jelo¨le´s pedig azt
jelenti, hogy az u´t a p pontban le´p be az e´lbe, e´s a q pontban hagyja el az
e´lt. Ezuta´n sz´ınva´lto´ utak egy rendszere´t u´tpakola´snak mondjuk, ha minden
i 6= j sz´ınpa´rra e´s minden (p, q) e´lre teljesu¨l:
ni((p, q),P) + nj((q, p),P) ≤ w(p, q; j, i).
Jelo¨lje p(G,χ) a lehetse´ges u´tpakola´sok maxima´lis, multiplicita´sos elemsza´ma´t.
Ekkor
1.7. Te´tel ([10] Theorem 1). Legyen G tetszo˝leges, huroke´l mentes gra´f az
N termina´l halmazzal e´s a χ parcia´lis sz´ıneze´ssel. Legyen W egy (sz´ınfu¨ggo˝)
su´lyfu¨ggve´ny a gra´fon. Ekkor teljesu¨l:
`(G,χ) ≥ p(G,χ).
Teljesu¨l tova´bba´ a ko¨vetkezo˝ minimax te´tel is (a su´lyfu¨ggve´ny itt keve´sbe´
a´ltala´nos):
1.8. Te´tel ([10] Theorem 2). Tetszo˝leges T fa´ra e´s tetszo˝leges sz´ınfu¨ggetlen
w : E(T ) → N su´lyfu¨ggve´nyre minden χ : L(T ) → C leve´lsz´ıneze´s esete´n
teljesu¨l
`(G,χ) = p(G,χ).
A bizony´ıta´s itt is az u´tpakola´s polinom ido˝ben to¨rte´no˝, rekurz´ıv megkon-
strua´la´sa´val to¨rte´nik.
A cikk (hasonlo´an a [1] cikkhez) tartalmazza a feladat egy, a linea´ris
programoza´s nyelve´n megfogalmazott varia´nsa´t, amely jelento˝sen ku¨lo¨nbo¨zik
a multiway cut szoka´sos LP megfogalmaza´saito´l.
E´rdemes megjegyezni, hogy ba´r a´ltala´nos su´lyfu¨ggve´ny esete´n is van po-
linomia´lis algoritmus egy optima´lis multiway cut megkerese´se´re, de itt, el-
lente´tben a kora´bbi esetekkel, ma´r nem tudtuk le´ırni az o¨sszes optima´lis mul-
tiway cut szerkezete´t. Tova´bba´ az elo˝zo˝ minimax te´tel ebben az a´ltala´nossa´g-
ban ma´r is nem teljesu¨l: ezzel a ke´rde´ssel a Sze´kely La´szlo´val ko¨zo¨s [2] cikkben
foglalkoztunk. A cikk egy parcia´lis sz´ıneze´s olyan kiterjeszte´seire aja´nl mini-
max eredme´nyt, ahol a sz´ıneze´s rendelkezik egy rekurz´ıvnak nevezett specia´lis
tulajdonsa´ggal.
Megjegyezzu¨k, hogy mint azt Frank Andra´s kimutatta (la´sd [13]), a fa-
struktu´ra igen hangsu´lyos szerepet ja´tszik a minimax te´tel e´rve´nyesse´ge´ben.
Ma´r ha´rom sz´ın mellett is lehet tala´lni olyan ”majdnem ko¨rmentes” gra´fot,
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1. a´bra. Ellenpe´lda a 1.4 Te´telre S-sel nem lefedett ko¨rt tartalmazo´ gra´f














































amelyre ma´r nem teljesu¨l a minimax te´tel. (La´sd az 1. a´bra´t!) Azt is
e´rdemes megjegyezni, hogy Sze´kely La´szlo´val ko¨zo¨sen tala´ltunk egy olyan
”jobb” also´ becsle´st a multiway cut proble´ma´ra, amely sohasem rosszabb az
eddig ismertetettekne´l, e´s amely pe´lda´ul a Frank fe´le ellenpe´lda´ban e´ppen
kello˝ me´retu˝ u´tpakola´shoz vezet. Azonban me´g nem sikeru¨lt meghata´rozni
olyan, az elo˝zo˝ekne´l ta´gabb gra´foszta´lyt, ahol az u´j also´ becsle´s mindenu¨tt
egyenlo˝se´ggel teljesu¨lne.
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2. Az evolu´cio´s fa´k sztochasztikus elme´lete
Ebben a fejezetben olyan proble´ma´kat ta´rgyalok, amelyek ugyan tiszta´n ma-
tematikai jellegu˝ek, e´s amelyek nagy appara´tust mozgatnak meg, azonban
eredetu¨k egye´rtelmu˝en a biolo´gia´hoz ko¨theto˝. A proble´ma´k ha´ttere egy sze´les
ko¨rben elfogadott biolo´giai modell, amely szerint az e´lo˝vila´g fejlo˝de´se, az u´j
fajok kialakula´sa ve´letlen eseme´nyeken alapul. A un. Kimura modell sza´mba
veszi ezen ve´letlen muta´cio´k to¨rve´nyszeru˝se´geit, de nem foglalkozik azzal a
ke´rde´ssel, hogy a keletkezett egyedet mi tesz ke´pesse´ a tu´le´le´sre, azaz mikor
va´lhat egy u´j faj o˝se´ve´. A modell helyesse´ge´nek eldo¨nte´se ne´lku¨l (ez a ke´rde´s
egy matematikus sza´ma´ra amu´gy is ta´madhatatlan) le kell szo¨gezni, hogy a
modellt vila´gszerte sza´z e´s sza´z kutato´csoport tette vizsga´latainak alapja´va´.
A fejezet ke´t alapveto˝en ku¨lo¨nbo¨zo˝ megko¨zel´ıte´st ta´rgyal, ezek tala´lhato´k
az elso˝ ke´t szakaszban. Az egyik egy un. karakter alapu´ mo´dszer, amely
minden rendelkeze´sre a´llo´ informa´cio´t pa´rhuzamosan haszna´l, eze´rt nagy biz-
tonsa´ggal tudja a keresett evolu´cio´s fa´t fele´p´ıteni, de ele´gge´ lassu´. A mo´dszer
le´nyege´ben ke´t valo´sz´ınu˝se´g eloszla´s ko¨zo¨tt fenna´llo´ Hadamard, vagy a´ltala´-
nosabban Fourier transzforma´cio´s kapcsolatot haszna´l fel. Ennek megfelo˝en
a neve Hadamard konjuga´cio´, esetleg Fourier pa´rok mo´dszere, de spektra´l
elme´letnek is nevezik. Hivatkozott cikkeim ko¨zu¨l a [3, 4, 5, 6, 8, 11] dolgoza-
tok foglalkoznak az eml´ıtett mo´dszerrel. Mivel a szakaszhoz tartozo´ cikkek
le´nyegi re´sze´t ke´pezte´k Sze´kely La´szlo´ disszerta´cio´ja´nak, amelyet a ”Matema-
tikai Tudoma´nyok Doktora” c´ıme´rt nyu´jtott be, eze´rt itt csak utala´s szeru˝en
te´rek ki a te´ma´ra, fo˝leg arra koncentra´lva, milyen uto´e´lete van ezeknek a
dolgozatoknak.
A ma´sodik megko¨zel´ıte´s un. quartet alapu´: ilyenkor egy evolu´cio´s fa is-
mert leve´l-ne´gyeseibo˝l to¨rte´nik az evolu´cio´s folyamat rekonstrukcio´ja. Ezt a
mo´dszercsala´dot a´ltala´ban a ta´volsa´g alapu´ elja´ra´sok ko¨ze´ helyezik (ba´r ez
nem to¨rve´nyszeru˝): a ne´gy leve´l a´ltal meghata´rozott re´szfa rekonstrukcio´ja
a levelek pa´ronke´nti (me´rt, sza´mı´tott, becsu¨lt) ta´volsa´ga´n alapul. A [12,
14, 15, 16, 17, 18] cikkek megalkotta´k az un. ”Short quartet mo´dszereket”,
ko¨zben megteremtette´k a ku¨lo¨nfe´le fae´p´ıto˝ algoritmusok anal´ızise´hez meg-
felelo˝ ko¨rnyezetet. Elmondhatjuk, hogy u´j elme´leti alapokra helyeztu¨k a
ta´volsa´g alapu´ fae´pito˝ algoritmusokat, jelento˝s a´tto¨re´st e´rve el vele u´gy az
algoritmusok sebesse´ge´ben, mint megbizhato´sa´ga´ban.
A ke´t szakasz cikkeinek uto´e´lete´t legjobban a szakirodalomra gyakorolt
hata´sukkal lehet jellemezni. Ezt do¨nto˝en a szakaszok ve´ge´re hagyom. Itt
csak annyit eml´ıtek meg, hogy a Hadamard konjuga´cio´ alapu´ mo´dszer ma´r
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megjelene´se uta´n ha´rom e´vvel re´szletes ismertete´sre keru¨lt egy biolo´gusok
alapke´pze´se´t megce´lzo´ tanko¨nyvben ([SwoOls96]). Megjegyzem tova´bba´,
hogy az evolu´cio´s fa´k elme´lete´nek ke´t, jelenleg alapveto˝nek sza´mı´to´ ke´ziko¨ny-
ve ([Fel03, SemSte03]) az itt felsoroltak ko¨zu¨l jo´ne´ha´ny cikket re´szleteiben
is ismertet. Azt is e´rdemes megeml´ıteni, hogy a kifejlesztett mo´dszerek
to¨bb kommerszia´lis illetve szabadon hozzafe´rheto˝ programcsomagban is meg-
tala´lhato´k: ilyenek pe´lda´ul a SplitsTree4, a SPECTRUM, illetve a PAUP e´s
Molphy programcsomagok.
A fejezet utolso´ szakasza ugyan nem evolu´cio´s fa´k egy klasszikus e´rtelem-
ben vett rekonstrukcio´s elja´ra´sa´t ta´rgyalja, azonban me´gis itt a helye. Egy
2004-es cikk alapja´n ([21]) egy, a supertree mo´dszerek ko¨ze´ (is) besorolhato´
elja´ra´st ismertetek fa´k rekonstrukcio´ja´ro´l.
2.1. Hadamard konjuga´cio´
Az 1980-as e´vek eleje´n M. Kimura japa´n biolo´gus egy 3-parame´teres, ve´let-
lenen alapulo´ muta´cio´s modellt dolgozott ki a fajok va´ltoze´konysa´ga´nak meg-
magyara´za´sa´ra. Ma´ra ez va´lt a biolo´gusok a´ltal legelfogadottabb modelle´. Az
az alapfelvete´se, hogy az e´lo˝le´nyek a´to¨ro¨k´ıto˝ anyaga´ban a va´ltoza´sok teljesen
ve´letlenszeru˝en, egyma´sto´l nem befolya´solva zajlanak le.
Ebben a modellben az a´to¨ro¨k´ıto˝ anyagot egy ne´gyelemu˝ a´be´ce´ A,G, T, C
betu˝ibo˝l a´llo´ hosszu´ linea´ris sza´l-ke´nt (avagy szo´-ke´nt) ce´lszeru˝ elke´pzelni. A
betu˝k ne´gy nuklein sav ba´zist jelo¨lnek, ezek a Adenine e´s Guanine (gyu¨jto˝szo´-
val Purine, ezek a ke´t-gyu˝ru˝s ba´zisok) illetve a Thymine e´s Cytosine (gyu¨jto˝-
szo´val Pyrimidine, ezek az egy-gyu˝ru˝s ba´zisok). A sza´laknak egye´rtelmu˝
ira´nya van, amely mente´n to¨rte´nik a ta´rolt informa´cio´ feldolgoza´sa. Ve´gu¨l
alapesetben az a´to¨ro¨k´ıto˝ anyag ke´t, egyma´shoz ke´pest complementary, anti-
parallel sza´lbo´l a´ll. A fogalmak azt jelentik, hogy a sza´lak pa´rhuzamosak de
ellente´tes ira´nyu´ak, tova´bba´ minden egyes, azonos poz´ıcio´ban levo˝ ba´zispa´r
ko¨zo¨tt kovalens foszfor ko¨te´s keletkezik. A ko¨te´sek mindig az A−T e´s G−C
pa´rok ko¨zo¨tt jo¨nnek le´tre, azaz az egyik sza´lon tala´lhato´ ba´zis egye´rtelmu˝en
meghata´rozza a ma´sik sza´lon vele szemben tala´lhato´ ba´zist. Erre utal a
complementary kifejeze´s.
A biolo´gusok az e´ppen vizsga´lt fajok fejlo˝de´sto¨rte´nete´t a ko¨vetkezo˝ mo´don
szemle´ltetik: Ha ismerne´nk a fajfejlo˝de´st le´ıro´ evolu´cio´s fa´t, akkor a vizsga´lt
fajok ko¨zo¨s o˝se lenne a fa gyo¨kere, mı´g a vizsga´lt fajokat a levelek szemle´lte-
tik, ve´gu¨l a lesza´rmaza´s folyama´n kialakult (azonban esetleg ma´r ki is halt)
”ko¨zbu¨lso˝” fajokat a belso˝, 3-foku´ ela´gaza´si pontok jelo¨lik. Ezuta´n minden
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egyes fajt egy-egy k hosszu´ sorozattal jellemezhetu¨nk, amelynek elemei az
A,G,C, T betu˝k ko¨zu¨l keru¨lnek ki. A fajok va´ltoza´sai pedig u´gy jelentkez-
nek, hogy az o˝s e´s a ko¨zvetlen lesza´rmazott fajokat (egy meghata´rozott e´len
fekvo˝ csu´csokat) le´ıro´ k hosszu´ szavak bizonyos koordina´ta´kban ku¨lo¨nbo¨znek.
(A´ltala´ban, mine´l ko¨zelebbi rokon ke´t faj, anna´l to¨bb ko¨zo¨s elem van az o˝ket
le´ıro´ k-szavakban.)
Most a Kimura modell szerint az e´lek mente´n leja´tszo´do´ betu˝-va´ltoza´sok
egyma´sto´l fu¨ggetlenu¨l, ve´letlenszeru˝en to¨rte´nnek. Mivel a fejlo˝de´s a ko¨zo¨s
o˝sto˝l a ma e´lo˝ fajok ira´nya´ban to¨rte´nik, eze´rt a va´ltoza´soknak egye´rtelmu˝
ira´nya van, azonban a Kimura modell szerint egy va´ltoza´snak e´s az ellentett
va´ltoza´snak ugyanannyi a valo´sz´ınu˝se´ge. A modell tova´bbi felteve´se, hogy
ba´r az egyes e´leken a va´ltoza´sok valo´sz´ınu˝se´gei elte´ro˝ek lehetnek, azonban az
ezt le´ıro´ ma´trix szerkezete a´llando´: a ma´trix sorait az o˝st le´ıro´ vektor adott
poz´ıcio´ja´ban tala´lhato´ betu˝k indexelik, mı´g az oszlopokat az uto´d megfelelo˝
betu˝i. A ma´trix bejegyze´sei pedig azt a valo´sz´ınu˝se´get adja´k meg, amivel
a jelzett va´ltoza´s beko¨vetkezhet. Az adott ma´trix ugyan fu¨gghet az e´ppen
jellemzett e´lto˝l, de atto´l nem, hogy ezen belu¨l melyik poz´ıcio´hoz tartozik.
Tova´bba´ minden lehetse´ges ma´trixban az egyes sorok egyma´s permuta´cio´i:
A lehetse´ges va´ltoza´sok (nincs va´ltoza´s, vagy a ha´rom ma´sik betu˝ egyike jo¨n
le´tre) tartozo´ valo´sz´ınu˝se´gek ne´gy bioke´miai va´ltoza´st ı´rnak le, amelyek a
kiindulo´ betu˝to˝l fu¨ggetlenu¨l azonos valo´sz´ınu˝se´ggel to¨rte´nhetnek meg.
Mindezen tulajdonsa´gok alapja´n vezethette be Evans e´s Speed azt a
modellt ([EvaSpe93]), ahol az egyes e´leken to¨rte´no˝ va´ltoza´sokat ugyancsak
az A,G,C, T betu˝kkel lehet le´ırni: a karakter kezdeti e´rte´ke, az e´len hato´
va´ltoza´s, ve´gu¨l a karakter megva´ltozott e´rte´ke a betu˝ko¨n megadott ne´gy
elemu˝ Klein csoport hata´sake´nt e´rtelmezheto˝. Ez azt jelenti, hogyha ismerju¨k
az o˝st e´s a lesza´rmazottat le´ıro´ k-vektorokat, akkor meg tudjuk mondani,
hogy az egyes karakterekben milyen t´ıpusu´ va´ltoza´sok to¨rte´ntek. Ma´sfelo˝l
ha tudjuk az o˝s k-vektora´t, illetve az e´len hato´ va´ltoza´sok vektora´t, akkor
ki tudjuk sza´mı´tani az uto´dot jellemzo˝ karaktereket. E´rdekes megjegyezni,
hogy a Klein csoport definia´lta va´ltoza´soknak biolo´giai le´ıra´sa´t is meg lehet
adni.
Ebben a modellben ma´r ko¨nnyen mege´rtheto˝ a ve´letlen va´ltoza´sok ge-
nera´lta ”fejlo˝de´s”. Induljunk ki a fa topolo´gia´ja´bo´l, e´s a gyo¨ke´rben tala´lhato´
fajt jellemzo˝ k-vektorbo´l. Ezuta´n a ve´letlen fejlo˝de´s u´gy to¨rte´nik, hogy
a gyo¨ke´rto˝l elindulva e´s a levelek fele´ ko¨zeledve minden e´lre megadjuk az
ott e´rve´nyes a´tmenet valo´sz´ınu˝se´gek ma´trixa´t, tova´bba´ ennek alapja´n az
e´len minden karakterben ve´letlenu¨l va´lasztunk egy a´tmenet t´ıpust. En-
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nek seg´ıtse´ge´vel ki tudjuk sza´molni az uto´d k-vektora´t, tova´bba´, hogy mi
a valo´sz´ınu˝se´ge annak, hogy az o˝sbo˝l pont ez az uto´d jo¨n le´tre. A teljes
kie´rte´kele´s elve´gze´se uta´n most meg tudjuk hata´rozni, hogy mi a valo´sz´ınu˝-
se´ge annak, hogy az adott topolo´gia, gyo¨ke´r sz´ıneze´s e´s a´tmenet ma´trixok
esete´n e´ppen az adott leve´l konfigura´cio´ jo¨n le´tre.
Ilyenkor az e´leken illetve a leveleken tala´lhato´ sz´ıneloszta´sok ko¨zo¨tt – bi-
zonyos e´sszeru˝ megszor´ıta´sok mellett (amelyek a gyakorlati proble´ma´k esete´n
a´ltala´ban automaikusan teljesu¨lnek) – egy Fourier inverz pa´rkapcsolat van,
amely miatt valamelyik eloszta´sbo´l pontosan meghata´rozhato´ a ma´sik elosz-
la´s. Ha az a´tmenet valo´sz´ınu˝se´gek csak atto´l fu¨ggnek, hogy purin-pyrimidin
a´tmenet vagy megmarada´s to¨rte´nik, akkor a Fourier kapcsolat egy Hadamard
konjuga´cio´s kapcsolatta´ egyszeru˝so¨dik.
Ezek uta´n a leveleket le´trehozo´ lehetse´ges fa´k ko¨zu¨l u´gy lehet va´lasztani,
hogy olyan fa´t keresu¨nk (a fa´hoz hozza´ tartozik a topolo´gia´ja tova´bba´ az
elo˝bb eml´ıtett valo´sz´ınu˝se´g eloszta´sok az e´leken), amely legjobban appro-
xima´lja a levelekben te´nylegesen megfigyelheto˝ sz´ıneloszta´st. Ezen a gondol-
atmeneten alapul az evolu´cio´s fa´k un. spektra´l elme´lete. A mo´dszer o˝se´t (ke´t
sz´ınre), Hendy e´s Penny dolgozta ki ([HenPen93] - ezt a mo´dszert h´ıvta´k
eredetileg az Hadamard konjuga´ltak mo´dszere´nek).
A mo´dszer ne´gy sz´ınre to¨rte´no˝ a´ltala´nos´ıta´sa a Sze´kely La´szlo´, Mike Steel
e´s David Penny ha´rmassal ko¨zo¨s [5] cikkben kezdtu¨k meg, illetve a Mike Steel-
lel, Sze´kely La´szlo´val e´s Mike Hendyvel ko¨zo¨s [3] cikkben fejeztu¨k be. Szinte´n
ebben a cikkben foglalkoztunk avval a ke´rde´ssel, hogy a gyakorlati e´letben,
ahol a leveleken megfigyelheto˝ eloszla´sok csak bizonyos hiba´kkal e´szlelheto˝k,
hogyan lehet egy megfelelo˝ approxima´cio´s elja´ra´st kifejleszteni. A kapott
mo´dszert closest tree method-nak nevezik. A spectra´l mo´dszert a Klein cso-
port helyett tetszo˝leges ve´ges Abel csoportra a Sze´kely La´szlo´val e´s Mike
Steellel ko¨zo¨s [6] cikkben a´ltala´nos´ıtottuk. Ennek ko¨zvetlen haszna ott le-
het, ha a fajokat pe´lda´ul nem DNS-kkel, hanem protein savaikkal (amibo´l
az emberben pe´lda´ul 20 van) azonos´ıtjuk. A mo´dszernek egye´bke´nt filozo´fiai
e´rtelemben nagy elo˝nye, hogy ke´pes bizonyos esetekben kimutatni, ha az ada-
tokra teljesen ”rossz” modellt k´ıva´nunk ra´hu´zni, azaz popperi e´rtelemben
falszifika´lhato´.
A mo´dszert oktato´ ce´lu´ ı´ra´sok ismertette´k, mint pe´lda´ul a [SwoOls96]
tanko¨nyv vagy a [Mor96] survey cikk. Felhaszna´lta´k konkre´t biolo´giai kise´r-
letek / megfigyele´sek kie´rte´kele´se´re is (pe´lda´ul a [PatWal00] cikk). Mint
kideru¨lt, hasonlo´ mo´dszerek ismertek voltak a quantummezo˝ elme´letben (la´sd
pe´lda´ul, egyebek ko¨zo¨tt, a [JarBas01] vagy [AllRho06]). E´rdekes az is, hogy
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a mo´dszer az egyike volt a legelso˝knek, amelyet evolu´cio´s fa´kro´l evolu´cio´s
ha´lo´zatokra a´ltala´nos´ıtottak ([Bry05]).
Az evolu´cio´s fa´k rekonstrukcio´ja´hoz ma´r 1987-to˝l kezdve alkalmaztak
un. phylogenetikus invaria´nsok-at. Ezek olyan fu¨ggve´nyek, amelyeket ha
kie´rte´kelu¨nk a levelekben le´tezo˝ ”idea´lis” (azaz hibamentes) adatokon, ak-
kor az e´rte´k csak azon mu´lik, hogy e´ppen milyen topolo´gia´ju´ fa´val ko¨tju¨k
o¨ssze a leveleket. Invaria´nsok egy rendszere akkor teljes, ha azonos´ıtani tud-
ja a ”valo´di fa´t”: a valo´di fa´n minden invaria´ns eltu˝nik (a fu¨ggve´ny e´rtke
0), amı´g minden egye´b fa´n legala´bb egy invaria´ns nem-ze´rus. A nem teljes
rendszerek is alkalmassak bizonyos fa´k hiba´ssa´ga´nak a kimutata´sa´ra. (La´sd
pe´lda´ul [Lak87] vagy [NguSpe92].)
A spektra´l anal´ızis mo´dszere´nek alapja´n a M.A. Steel - L.A. Sze´kely - P.L.
Erdo˝s - P. Waddell szerzo˝ne´gyes [8] cikke invaria´nsok (polinomok) egy teljes
rendszere´t hata´rozta meg. Ezt u´gy lehet alkalmazni a fa´k rekonstrukcio´ja´ra,
hogy a levelek egy lehetse´ges 2-part´ıcio´ja´ra (amely a reme´nybeli fa egy e´le´nek
elhagya´sa´val keletkezhetett) kie´rte´kelju¨k az o¨sszes invaria´nst. Ha mindegyik
e´rte´ke 0, akkor egy le´tezo˝ e´lt tala´ltunk meg. Egye´bke´nt az e´l nem eleme
a fa´nak. Az pedig ko¨zismert, hogyha egy bina´ris fa´na´l ismerju¨k az egyes
e´lek elhagya´sa´val keletkezo˝ leve´l 2-part´ıcio´kat, akkor a fa ko¨nnyen e´s gyorsan
rekonstrua´lhato´.
A mo´dszert, egye´b invaria´ns mo´dszerek vizsga´lata´n k´ıvu¨l (la´sd pe´lda´ul a
[San93] cikket), konkre´t biolo´giai szitua´cio´k elemze´se´hez haszna´lta´k, pe´lda´ul
a szarvasbogarak evolu´cio´ja´nak sora´n a szarvak nagysa´ga´nak a hata´sa´t ele-
mezte´k vele ([EmlMar05]). Sok cikk DNS sorozatok elemze´se´n kivu¨l ge´nsoro-
zatok elemze´se´re is haszna´lja (pld. [AllRho04]), illetve ma ma´r az algebrai
geometria mo´dszereit is alkalmazza´k vele kapcsolatban ([EriRan04]).
2.2. A Short Quartet mo´dszerek
Ebben a szakaszban egy ege´szen ma´s megko¨zel´ıte´st ı´runk le evolucio´s fa´k
rekonstrukcio´ja´ra. Jelo¨lje B(n) az n c´ımke´zett leve´llel a´mde c´ımke´zetlen
ela´gaza´si pontokkal b´ıro´, gyo¨ke´rtelen fa´k halmaza´t. (Ezeket fe´ligc´ımke´zett
fa´knak, avagy X-fa´knak (angolul X-treenek) is nevezik. Aze´rt haszna´lom a
szakaszban az X-fa kifejeze´st, hogy e´rze´keltessem a sze´lesebb kontexust.)
Legyen T egy B(n)-beli X-fa e´s legyen S a levelek egy re´szhalmaza. Ek-
kor jelo¨lje T|S az S a´ltal genera´lt re´szfa´t, mı´g jelo¨lje T ∗|S a genera´lt bina´ris
(topolo´gikus) re´szfa´t (azaz minden ketto˝ foku´ belso˝ pontot a ke´t szomsze´dos
e´llel egyu¨tt egyetlen e´lbe hu´zunk o¨ssze). Ha adott az S leve´lhalmazon egy
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T -vel jelo¨lt X-fa, akkor a fa egy e´le´nek a to¨rle´se egy 2-part´ıcio´t hoz le´tre a
leveleken, amit a tova´bbiakban split-nek nevezu¨nk. Ha mindke´t oszta´ly le-
gala´bb ke´t levelet tartalmaz, akkor a split nem-trivia´lis. Buneman re´gi te´tele,
hogy ba´rmely fe´ligc´ımke´zett fa´t egye´rtelmu˝en meghata´roznak nem-trivia´lis
splitjei ([Bun71]).
Vila´gos, hogy egy ne´gy-levelu˝ fe´ligc´ımke´zett fa´nak (ezeket quartet-nek ne-
vezzu¨k) a ha´rom potencia´lis nem-trivia´lis splitje´bo˝l pontosan egy teljesu¨lhet
egy fa´ban: Legyen q = {a, b, c, d} egy T -beli leve´l-ne´gyes. Azt mondjuk,












































hogy a tq = ab|cd egy e´rve´nyes (angolul valid) quartet split, ha ez a ge-
nera´lt T ∗|q bina´ris re´szfa´nak a valo´di, a fa´ban szereplo˝ splitje. Jelo¨lje Q(T ) ={





a T X-fa o¨sszes e´rve´nyes quartet splitje´t. A jo´l ismert, a
pszicholo´gus Colonius e´s Schulze neve´hez fu˝zo˝do˝ klasszikus eredme´ny szerint
ba´rmely T fa´ra a Q(T ) halmaz egye´rtelmu˝en meghata´rozza a T -t. Ez az
elja´ra´s, mint az ko¨nnyen la´thato´, polinomia´lis ido˝ben ve´grehajthato´.
Erre a te´nyre igen sokfe´le evolu´cio´s fa rekonstrukcio´s mo´dszert alapoztak
(vagy pro´ba´ltak meg alapozni). Elvben egy ilyen u´gy mu˝ko¨dhetne, hogy a
mo´dszer elso˝ fa´zisa´ban valamilyen mo´don minden quartetre meghata´rozza´k
az e´rve´nyes splitet, majd a ma´sodik fa´zisban ezekbo˝l fele´p´ıtik a fa´t. (Ponto-
sabban szo´lva ilyenkor a fa topolo´gia´ja´t lehet megkapni, de egy adott fa egy
e´le´nek hossza´t – azaz a va´ltoza´s lezajla´sa´hoz elegendo˝ ido˝t, amely ford´ıtottan
ara´nyos a va´ltoza´s valo´sz´ınu˝se´ge´vel – ma´r nem nehe´z viszonylag gyorsan meg-
hata´rozni.)
Az ezen az elke´pzele´sen alapulo´ egyszeru˝ mo´dszerek a gyakorlatban azo-
ban megleheto˝sen rosszul teljes´ıtenek. Ennek az az oka, hogy szinte sohasem
sikeru¨l minden quartetre meghata´rozni az e´rve´nyes spliteket, az eredme´nyek
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a´ltala´ban ellentmondo´ak. Az elja´ra´sok ennek a helyzetnek a leku¨zde´se´re sok-
fe´le strate´gia´t alkalmaznak, amelyek azon alapulnak, hogy valamilyen mo´don
eldo¨ntik, hogy a kisza´mı´tott splitek ko¨zu¨l melyiket ismerik el e´rve´nyesnek,
majd ezekbo˝l kise´rlik meg helyrea´ll´ıtani a fa´t. Ezen ”klasszikus” mo´dsze-
rek ko¨zu¨l tala´n a K. Strimmer e´s A. von Haeseler neve´hez fu˝zo˝do˝ ”quar-
tet puzzling” elja´ra´st haszna´lja´k a legto¨bbet ([StrHae96]). To¨bb hasonlo´
mo´dszert fejlesztettek ki, pe´lda´ul Kearnay e´s kolle´ga´inak ”quartet cleaning”
mo´dszere´t e´s annak uto´dait ([BerKer99]), vagy a Kanada´ban dolgozo´ magyar
Csu˝ro¨s Miklo´s neve´hez fu˝zo˝do˝ ”harmonic greedy triplets” mo´dszert (la´sd a
[CsuKao99] cikket).
Egye´bke´nt annak a meghata´roza´sa, hogy quartet splitek egy rendszere´hez
le´tezik-e X-fa, amelyben ezek e´rve´nyes splitek lenne´nek, NP-nehe´z feladat.
(M. Steel eredme´nye.)
A hiba´san rekonstrua´lt quartetek le´te teha´t ero˝sen megnehez´ıti a quartet
mo´dszerek alkalmaza´sa´t. Azonban a rosszul rekonstrua´lt quartet splitek le´te
sajnos nem kellemetlen ve´letlen, hanem majdnem to¨rve´nyszeru˝ hiba. Mint
azt nem tu´l bonyolult sza´mı´ta´sokkal ki lehet mutatni, a fa´k topolo´gia´ja´ra
e´s az eloszla´sokra tett nagyon is e´sszeru˝ felte´telek ko¨zo¨tt a gyakorlati al-
kalmaza´sokban ilyen hiba´k majdnem biztosan elo˝fordulnak. A jelense´gnek
az az oka, hogyha a quartet a´ltal meghata´rozott re´szfa´ban (relat´ıve) hosszu´
utak vannak, akkor az u´t ke´t ve´ge´n levo˝ ke´t leve´l sz´ıne (karakter a´llapota)
le´nyege´ben fu¨ggetlen egyma´sto´l (aka´rha´ny muta´cio´ lehet ko¨zo¨ttu¨k).
A kutato´csoportunk a´ltal bevezetett ”short quartet” mo´dszereknek e´ppen
az a le´nyege, hogy a fa´t viszonylag ro¨vid quartetjeibo˝l rekonstrua´ljuk, tova´b-
ba´, hogy ma´r a quartetek rekonstrua´la´sa elo˝tt megmondjuk, melyik quartetek
keru¨lnek felhaszna´la´sra. A csoport tagjai: Mike Steel, Sze´kely La´szlo´, Tandy
Warnow e´s jo´magam.
Elo˝szo¨r a ko¨vetkezo˝ proble´ma´t kell megoldanunk: tegyu¨k fel, hogy adva
van e´rve´nyes quartet splitek egy (nem teljes) rendszere. A ke´rde´s az, hogy
milyen mo´don e´s mikor lehet a rendszerbo˝l meghata´rozni a keresett T fa´t.
(Vegyu¨k e´szre, ez egy determinisztikus ke´rde´s, a quartetek rekonstrukcio´ja´nak
esetleges hiba´i itt nem sza´mı´tanak.)
Erre to¨bbfe´le mo´dszer is ismeretes. Egy lehetse´ges mo´d az, hogy a ren-
delkeze´sre a´llo´ e´rve´nyes quartet splitek felhaszna´la´sa´val, az eredeti adatok
tova´bbi vizsga´lata ne´lku¨l, meghata´rozzuk a to¨bbi splitet. Ko¨nnyu˝ pe´lda´ul
bela´tni,
ha ab|cd e´rve´nyes quartet split T -ben, (3)
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akkor ba|cd e´s cd|ab hasonlo´an e´rve´nyes.
A ha´rom splitet egye´bke´nt megegyezo˝nek gondoljuk. Vila´gos, ha (3) teljesu¨l,
akkor ac|bd e´s ad|bc splitek nem e´rve´nyes splitjei a T fa´nak, ezek ilyenkor
ellentmondanak (3)-nak.
Az elo˝zo˝ho¨z hasonlo´ ko¨vetkeztete´si szaba´lyokat (inference rule) ma´r ele´gge´
sokat vizsga´lta´k. Hasonlo´an ko¨nnyen mege´rtheto˝ a ko¨vetkezo˝ ko¨vetkeztete´si
szaba´lyok e´rve´nyesse´ge:
ha ab|cd e´s ac|de e´rve´nyes quartet splitek T -ben,
akkor szinte´n e´rve´nyesek az ab|ce, ab|de, e´s bc|de splitek; (4)
tova´bba´
ha ab|cd e´s ab|ce e´rve´nyes quartet split T -ben, (5)
akkor ab|de is e´rve´nyes.
Ezek a szaba´lyok diadikus-ak, hiszen ke´t e´rve´nyes splitbo˝l gya´rtunk egy har-
madikat. (Ezeket a szaba´lyokat M.C.H. Dekker vezette be az irodalomba.)
Azt mondjuk, hogy e´rve´nyes quartet splitek egy rendszere szemi-diadikusan
meghata´rozza a T fa´t, ha a (3) e´s (4) szaba´lyok rekurz´ıv alkalmaza´sa´val
elo˝a´ll´ıthato´ a fa minden e´rve´nyes quartet splitje (e´s persze csak azok). Ha
me´g a (5) szaba´lyt is felhaszna´ljuk akkor diadikus elo˝a´ll´ıta´sro´l besze´lu¨nk.
Maga az elja´ra´s, amikor rekurz´ıvan kisza´mı´tjuk az u´j quartet spliteket az
eredeti quartet halmaz (szemi-)diadikus leza´ra´sa.
A [12] preprint egyik fo˝ eredme´nye a ko¨vetkezo˝: jelo¨lje LT (q) a q nevu˝
quartet genera´lta T|q (nem felte´tlenu¨l bina´ris) re´szfa´ban a leghosszabb, a T ∗|S
fa´ban egy e´lbe o¨sszehu´zo´do´ u´t e´lsza´ma´t. Ekkor teljesu¨l:
2.1. Te´tel ([12]). Legyen T ∈ B(n) legala´bb ne´gy leve´llel. Jelo¨lje D(T )
az o¨szszes olyan quartet halmaza´t, amelyekre LT (q) ≤ 18 log n. Ekkor D(T )
szemi-diadikus leza´ra´sa a leve´lsza´m fu¨ggve´nye´ben polinomia´lis ido˝ben elo˝a´ll´ıtja
a fa´t.
Ez egy determinisztikus eredme´ny, amely a fe´ligc´ımke´zett fa´k defin´ıcio´ja´n
k´ıvu¨l semmit sem haszna´l fel, teha´t fu¨ggetlen atto´l, hogy az evolu´cio´nak
milyen modellje´t alkalmazzuk. Azonban leheto˝ve´ tette az irodalomban meg-
tala´lhato´ elso˝ olyan evolu´cio´s fa rekonstrukcio´s algoritmus megszerkeszte´se´t,
amelynek teljes valo´sz´ınu˝se´gi anal´ızise elve´gze´sre keru¨lt (mindez a purine-
pyrimidine pa´rok csere´je´re vonatkozo´ szimmetrikus, un. Cavander-Farris
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modellre to¨rte´nt). Az anal´ızis le´nyeges pontja annak meghata´roza´sa, milyen
hosszu´ sorozatok ele´gse´gesek a levelek jellemze´se´re, hogy a rekonstrukcio´s
elja´ra´s le´nyege´ben 1 valo´sz´ınu˝se´ggel hata´rozza meg a keresett fa´t. Az algo-
ritmus elme´leti jelento˝se´ge´t az adja, hogy - ve´letlenu¨l - ez az ele´gse´ges ka-
rakter sza´m nagyon ko¨zel van a szinte´n ebben a cikkben meghata´rozott in-
forma´cio´elme´letileg szu¨kse´ges minima´lis hosszhoz, ami nagy n este´n durva´n
log n. Az is fontos, hogy a futa´sido˝ is polinomia´lis (ba´r nem tu´l jo´ parame´-
terekkel).
E´rdemes me´g megeml´ıteni, hogy az informa´cio´elme´leti also´ korla´ton k´ıvu¨l
szinte´n meghata´roza´sra keru¨lt az egyik ne´pszeru˝ rekonstrukcio´s elja´ra´s, az
un. maximum compatibilty mo´dszer a´ltal megko¨vetelt minima´lis sorozat
hossz, amely O(n log n). Az is e´rdekes tova´bba´, hogy a quartetek rekonst-
rukcio´ja´ra a mo´dszer az elo˝zo˝ szakaszban eml´ıtett invaria´ns mo´dszer egy
specia´lis va´ltozata´t haszna´lja, amely szinte´n u´jszeru˝.
A Mike Stellel, Sze´kely La´szlo´val e´s Tandy Warnowval ko¨zo¨s 1997-es [14]
cikk a 2.1. Te´telre tala´lt jelento˝s e´les´ıte´st. Egy T evolu´cio´s fa´ban egy e´l
me´lyse´ge (depth) az e´lto˝l a leheto˝ legko¨zelebbi leve´lhez vezeto˝ u´t e´lsza´ma.
A fa´nak maga´nak a d(T ) me´lyse´ge pedig a benne tala´lhato´ legnagyobb e´l
me´lyse´g. Pe´lda´ul a ”szo˝ro˝s hernyo´” me´lyse´ge (egy u´t lelo´go´ e´lekkel) csak 1,
mı´g a legnagyobb lehetse´ges me´lyse´g is le´nyege´ben csak log2 n (egy teljesen
kiegyensu´lyozott bina´ris fa´na´l).








: LT (q) ≤ 2d(T ) + 1
}
ahol csak olyan 4-levelu˝ re´szfa´kat veszu¨nk figyelembe, amelyek ko¨ze´pso˝ u´tja
egyetlen e´lbo˝l a´ll. Ekkor T meghata´rozhato´ a D(T ) szemi-diadikus leza´rtja´bo´l.
Ugyanezek a szerzo˝k 1997 e´s 1999 ko¨zo¨tt egy sorozat cikket publika´ltak a
Short Quartet algoritmus se´ma´ro´l ([15, 16, 17, 18]). (A mo´dszereket egyu¨tte-
sen Short Quartet Mo´dszereknek (avagy SQM) nevezik.) Ro¨viden o¨sszefog-
lalva a se´ma algoritmusai a ko¨vetkezo˝ mo´don e´pu¨lnek fel:
Short Quartet algoritmusok se´ma´ja
(i) a feladat inputja quartetek egy rendszere,
(ii) amelyekbo˝l valamilyen mo´dszerrel kiva´lasztjuk a ro¨vid quarteteket,
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(iii) rekonstrua´ljuk a kiva´lasztott ro¨vid quartetek re´szfa´it,
(iv) a rekonstrua´lt quartetekbo˝l helyrea´ll´ıtjuk a fa´t,
(v) az elja´ra´s ko¨zben felismerju¨k, ha a kiva´lasztott kvartet rendszer alkal-
matlan a fa rekonstrua´la´sa´ra (ellentmondo´, vagy nem ele´gse´ges),
(vi) a (ii)-(v) le´pe´seket addig isme´telju¨k, amı´g megkapjuk a fa´t, avagy felis-
merju¨k, hogy nem lehetse´ges a rekonstrukcio´.
E´rdemes itt kite´rni a biolo´giai e´s matematikai szemle´letmo´d ku¨lo¨nbo¨zo˝se´ge´re:
a szerzo˝k, Karl Popper szelleme´ben, a se´ma ero˝sse´ge´nek tekintette´k a fal-
szifika´la´s ke´pesse´ge´t: a mo´dszer felismerte, ha az input ele´gtelen vagy el-
lentmondo´. Ugyanakkor a biolo´gusok a rendszer ha´tra´nya´nak tekintette´k,
hogy a se´ma nem minden esetben rekonstrua´l egy fa´t. Az ellentmonda´st
napjainkban oldotta´k fel, me´ghozza´ ke´zenfekvo˝ elvek szerint: E. Mossel e´s
munkata´rsai ([DasHil06]) kidolgozta´k az SQM olyan va´ltozatait, amelyek a
leheto˝ legnagyobb, me´g biztonsa´ggal rekonstrua´lhato´ erdo˝t (azaz az ”igazi
fa” pontdiszjunkt re´szfa´inak egy rendszere´t) szolga´ltatja´k.
A [16] cikk az a´ltala´nos mo´dszer extended abstractja´nak tekintheto˝, ro¨vid
o¨sszefoglalo´ja´t adja. A [15] cikk a mo´dszerek biolo´giai relevancia´ja´t pro´ba´lta
le´ırni. Az elme´let szigoru´ kidolgoza´sa a [17, 18] cikkekre maradt.
A [17] cikk elo˝szo¨r is teljes a´ltala´nossa´gban bebizony´ıtja az informa´cio´-
elme´leti also´ korla´tot egy X-fa determinisztikus vagy ve´letlen mo´dszeren ala-
pulo´ rekonstrukcio´ja´hoz szu¨kse´ges minima´lis sorozat-hosszra.
Ma´sodszor bebizony´ıtja a 2.2. Te´tel egy me´g ero˝sebb va´ltozata´t. Ehhez
elo˝szo¨r is bevezetju¨k a reprezentat´ıv quartetek fogalma´t. Egy n levelu˝ X-fa
mind az n− 3 belso˝ e´le´hez hozza´rendelu¨nk pontosan egy reprezentat´ıv quar-
tetet. Ez olyan quartet, amelynek ko¨ze´pso˝ u´tja megegyzik az e´llel, a ne´gy
hozza´tartozo´ levelet pedig a ko¨vetkezo˝ mo´don hata´rozhatjuk meg. Elhagyva
az e´lt, tova´bba´ ko¨zvetlen ko¨rnyezete´t, ne´gy darab gyo¨keres re´szfa´t kapunk.
Minden re´szfa´ban megkeressu¨k a gyo¨ke´rhez (topolo´gia´ban) legko¨zelebbi le-
velek ko¨zu¨l a legkisebb c´ımke´t hordozo´t. Az ı´gy meghata´rozott ne´gy leve´l
alkotja a keresett reprezentat´ıv quartetet. (Megjegyzendo˝, hogy minden rep-
rezentat´ıv quartet automatikusan ro¨vid.) Ezuta´n a cikk megmutatja, hogy:
2.3. Te´tel ([17] Sec. 4.2). A reprezentat´ıv quartetek diadikus leza´rtja egy-
e´rtelmu˝en meghata´rozza a fa´t.
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(Mind la´thato´, a megk´ıva´nt quartetek sza´ma´nak cso¨kkene´se maga uta´n vonja,
hogy (3), (4) e´s (5) ko¨vetkeztete´si szaba´lyok mindegyike´t fel kell haszna´lni.)
A cikk ezuta´n le´ırja az SQM egyik megvalo´s´ıta´sa´t, a Dyadic Closure Tree
Construction algoritmust (ro¨vid´ıtve DCTC algoritmust). Az algoritmus ered-
me´nyeit a ko¨vetkezo˝ mo´don lehet o¨sszegezni:
2.4. Te´tel ([17] Theorem 6). Legyen a Q quartet splitek egy rendszere. Ek-
kor:
(i) Ha a DCTC meghata´roz egy fa´t Q-ra, e´s egy ma´sikat quartet splitek egy
bo˝vebb rendszere´re is, akkor a ke´t fa megegyezik.
(ii) Ha a DCTC eredme´nye inkonzisztens, azaz ellentmondo´ quartet splitek
is keletkeznek, akkor hasonlo´ to¨rte´nik minden bo˝vebb quartet rendszerre
is.
(iii) Ha a DCTC nem ke´pes Q-bo´l kisza´molni a fa´t, akkor hasonlo´ a helyzet
ba´rmely szu˝kebb quartet rendszerre is.
(iv) Ve´gu¨l ha Q ellentmonda´s mentes e´s eleme minden reprezentat´ıv quartet,
akkor a DCTC elo˝a´ll´ıtja a fa´t.
Megjegyzendo˝, hogy a cikk a DCTC algoritmusra egy O(n5) implementa´cio´t
mutat be. Tova´bba´ terme´szetesen az is igaz, hogy a Q diadikus leza´rtja akkor
is elo˝a´ll´ıthatja a T -t, ha nem minden reprezentat´ıv quartet szerepel benne.
A DCTC algoritmus-magra sokfe´le fae´p´ıto˝ algoritmust lehet alap´ıtani.
Ezek mindegyike´nek quartetek egy-egy Q halmaza´t kell meghata´rozni, amely
ele´gge´ bo˝ ahhoz, hogy tartalmazza az o¨sszes reprezentat´ıv quartetet, de ele´gge´
szu˝k ahhoz, hogy ne legyen ellentmondo´. Az Short Quartet Mo´dszer se´ma
alapfelteve´se az, hogyha sikeru¨l a Q meghata´roza´sakor csupa ro¨vid quartet
felhaszna´lni, akkor az ellentmoda´smentesse´g automatikusan teljesu¨l.
Terme´szetesen pontosan a ro¨vid quartetek kiva´laszta´sa a nehe´z: az utak
hosszu´sa´ga egy topolo´gikus mennyise´g, a benne foglalt e´lek sza´ma´val azonos.
A megfigyelt adatok azonban nem tartalmaznak erre direkt utala´st. Egy
leheto˝se´g, ha a me´rt adatokra valamilyen ta´volsa´g fu¨ggve´nyt illesztu¨nk, e´s
ennek alapja´n pro´ba´ljuk meg kiva´lasztani a topolo´gikusan ro¨vid quartete-
ket. Nem szabad azonban elfelejteni, hogy ezek a mennyise´gek matematikai
e´rtelemben nem igazi ta´volsa´gok: nem csak a ha´romszo¨g-egyenlo˝tlense´get
nem teljes´ıtik, de gyakran nem is kommutat´ıvak. Egy ma´sik proble´ma, hogy
egy ro¨vid quartethez ne´gy ve´gpont szu¨kse´ges, e´s a ko¨ze´pso˝ e´lhez illeszkedo˝
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elleno˝rizni a hosszat nagyon lassu´. Ve´gu¨l itt e´rdemes megeml´ıteni a mo´dszer
azon elo˝nye´t, hogy a Q-ba felveendo˝ egyes quartet splitek mega´llap´ıta´sa´hoz
egye´b, aka´r kevert mo´dszereket is lehet alkalmazni.
Egy lehetse´ges strate´gia´t a Diadic Closure Mo´dszer (DCM) ı´r le: a
DCM egy ta´volsa´g-becsle´s alapu´ elja´ra´ssal do¨nti el, hogy mely quartete-
ket k´ıva´nja rekonstrua´lni, maga´t a rekonstrukcio´t pedig a me´g Buneman
a´ltal bevezetett un. four point mo´dszerrel hajtja ve´gre. Mint a cikk ko¨vet-
kezo˝ szakasza´ban tala´lhato´, ele´gge´ terjedelmes valo´sz´ınu˝se´gi anal´ızis megmu-
tatja, a parame´terek egy megleheto˝sen sze´les tartoma´nya´ban a DCM nagy
valo´sz´ınu˝se´ggel helyesen rekonstrua´lja a fa´t, e´s futa´sideje nem rosszabb, mint
O(n5 log n). Ami azonban sokkal fontosabb, a mo´dszer viszonylag ro¨vid, az
elme´leti hata´rhoz ko¨zeli hosszu´sa´gu´ sorozatok ismerete´t ko¨veteli meg a helyes
rekonstrukcio´hoz. Pontosabban:
2.5. Te´tel ([17] Theorem 9). Tegyu¨k fel, hogy a Cavender-Farris modell
alatt k karakter fejlo˝dik a T evolu´cio´s fa mente´n, ahol minden e e´len a
va´ltoza´s valo´sz´ınu˝se´ge´re teljesu¨l p(e) ∈ [f, g], ahol f e´s g az n fu¨ggve´nyei.
Ekkor a DCM mo´dszer 1− o(1) valo´sz´ınu˝se´ggel rekonstrua´lja a T fa´t, amen-
nyiben a karakterek sza´ma´ra teljesu¨l a
k >
c · log n
(1−√1− 2f)2(1− 2g)4depth(T )+6 (6)
o¨sszefu¨gge´s (ahol c valamilyen ro¨gz´ıtett konstans).
Mint a te´telbo˝l la´thato´, a szu¨kse´ges sorozat-hossz a fa me´lyse´ge´to˝l fu¨gg, amı´g
ma´s ismert mo´dszerek hate´konysa´ga a´ltala´ban a fa a´tme´ro˝je´nek a fu¨ggve´nye.
Eze´rt a [17] dolgozat ezuta´n ke´t gyakran tekintett valo´sz´ınu˝se´gi eloszla´s mel-
lett elemzi a fa´k me´lyse´ge´t e´s a´tme´ro˝je´t. A ke´t eloszla´s: az egyenletes, ahol
minden fa egyforma´n valo´sz´ınu˝, e´s a Yule-Harding fe´le, amelyne´l a ”lombo-
sabb” (eze´rt ido˝ben hamarabb kifejlo˝do˝) fa´k valo´sz´ınu˝se´ge nagyobb.
A kapott eredme´nyek alapja´n ezuta´n a DCM mo´dszer hate´konysa´ga e´s
e´rze´kenyse´ge ke´t ma´sik, szinte´n (akkor) frissen fejlesztett e´s ko¨zkedvelt mo´d-
szer parame´tereivel keru¨l o¨sszehasonl´ıta´sra. Az egyik a neighbor-joining algo-
ritmus (ko¨zkeletu˝ ro¨vid´ıte´ssel NJ), a ma´sik pedig az Agarwala e´s ta´rsai a´ltal
kifejlesztett 3-approxima´cio´s algoritmuson alapul, amely az L∞ norma´ban
legko¨zelebbi fa´t keresi. Ez uto´bbi alapja´n Farach e´s Kannan fejlesztett ki
X-fa rekonstrukcio´s elja´ra´st. Mindketto˝nek van worst-case anal´ızise, amely
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alapja´n mo´dszereikre a szu¨kse´ges sorozat hosszat a (6) formula´hoz hasonlo´
egyetlo˝tlense´g becsli, de ahol a fa me´lyse´ge helyett az a´tme´ro˝ szerpel. Eze´rt
a DCM sohasem rosszabb na´luk, de a´ltala´ban le´nyegesen elo˝nyo¨sebb.
E´rdemes tala´n megeml´ıteni, hogy a neighbor-joining mo´dszer konzisz-
tencia´ja´t bizony´ıto´ Atteson cikk ([Att99]) intenz´ıven haszna´lja a [18] cikk
eredme´nyeit.
A cikksorozat utolso´ cikke ([18]) elo˝szo¨r ku¨lo¨nfe´le ta´volsa´g alapu´ fa-re-
konstrukcio´s algoritmusok hate´konysa´ga´nak o¨sszehasonl´ıta´sa´ra fejleszt ki egy
mo´dszert. Az ilyen mo´dszerek a´ltala´ban szo´lva nem a levelekben le´vo˝ ka-
rakter-sorozatokkal magukkal foglalkoznak, hanem elo˝szo¨r meghata´rozza´k
az egyes levelek egyma´sto´l valo´ ”ta´volsa´ga´t”, amely a sorozatok ”nem ha-
sonlo´sa´ga´n” (dissimilarity) alapulnak: mine´l keve´sbe´ hasonlo´ ke´t sorozat,
anna´l nagyobb a ta´volsa´guk. (Itt megint hozza´ kell azonban tenni, hogy ezek
az e´rte´kek nem teljes´ıtik a ha´romszo¨g egyenlo˝tlense´get. Ennek leku¨zde´se´re
ma´r kora´n bevezettek bizonyos transzforma´cio´kat, amely seg´ıtenek a proble´-
ma´n. Azonban erre a tulajdonsa´gra a ta´rgyalt algoritmusokna´l nincs szu¨kse´g.)
Ez az elemze´s sok elme´leti munka´ban keru¨l felhaszna´la´sra – pe´lda´ul a ma´r
eml´ıtett Atteson cikk ([Att99]).
A cikk fo˝ hozza´ja´rula´sa a quartet mo´dszerek te´ma´ja´hoz egy u´jonnan fej-
lesztett algoritmus. Ennek alapja a Witness-Antiwitness Tree Construction
mo´dszer. A WATC alapja az edi-re´szfa fogalma. (A megneveze´s az angol
edge-deletion-induced kifejeze´s ro¨vid´ıte´se, amit itt az egyszeru˝se´g kedve´e´rt
haszna´lok.) Ha egy fa´bo´l elhagyunk egy e´lt (de a ve´gpontjaikat nem), ak-
kor ke´t gyo¨keres edi-re´szfa keletkezik. Ke´t ilyen re´szfa iker (sibling), ha pont
diszjunktak e´s gyo¨kereik ta´volsa´ga a fa´ban e´ppen 2 (azaz egy ketto˝ e´lt tartal-
mazo´ u´t ko¨ti o¨ssze o˝ket). Ha van ketto˝ iker edi-re´szfa, akkor gyo¨kereiket egy
ketto˝ hosszu´ u´ttal o¨sszeko¨tve megint az eredeti fa egy edi-re´szfa´ja´t nyerju¨k.
A WATC algoritmus a levelekbo˝l kindulva egyre nagyobb e´s nagyobb edi-
re´szfa´kat konstrua´l meg. Egy adott pillanatban megkeres ke´t edi-re´szfa´t,
amelyet egy nagyobb re´szfa´va´ lehet egyes´ıteni egy u´j gyo¨ke´r bevezete´se´vel (a
ke´t eredeti gyo¨ke´r ezen u´j pontnak lesznek a szomsze´dai).
Legyen adva egy T X-fa, tova´bba´ quartet splitjeinek egy Q rendszere.
Egy uv|wx quartet split tanu´s´ıto´ (witness) a t1 e´s t2 re´szfa ikerse´ge´re, ha
u ∈ t1, v ∈ t2, tova´bba´ {w, x}∩(t1∪t2) = ∅. Egy pq|rs quartet viszont az anti-
tanu´s´ıto´ (anti-witness) az ikerse´gu¨kre, ha p ∈ t1, r ∈ t2, e´s {q, s}∩(t1∪t2) = ∅
Azt mondjuk, hogy
• a Q rendelkezik a tanu´s´ıto´ tulajdonsa´ggal a T fa´ra ne´zve, ha ba´rmely
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ke´t t1 e´s t2 iker edi-re´szfa´hoz (amennyiben a re´szfa´kon k´ıvu¨l me´g le-
gala´bb ke´t leve´l van T -ben) a Q-ban van tanu´s´ıto´ quartet split.
• a Q rendelkezik az anti-tanu´s´ıto´ tulajdonsa´ggal a T fa´ra ne´zve, ha
amennyiben a Q-ban van tanu´s´ıto´ quartet a nem-iker t1 e´s t2 edi-re´szfa´k
ikerse´ge´re, akkor anti-tanu´s´ıto´ quartet is tala´lhato´.
2.6. Te´tel ([18], Subsetcions 4.4 – 4.6). Ha a reprezentat´ıv quartetek RT
halmaza re´sze a Q-nak, akkor Q rendelkezik a T -re ne´zve a tanu´s´ıto´ tula-
jdonsa´ggal. Tova´bba´, ha RT ⊆ Q ⊆ Q(T ) (azaz a reprezentat´ıv quartetek
halmaza re´sze az ellentmonda´s mentes Q-nak), tova´bba´ t1 e´s t2 iker edi-
re´szfa´k, akkor a Q-ban van legala´bb egy tanu´s´ıto´ quartet, de nincs egyetlen
anti-tanu´sito´ quartet sem.
Azt mondjuk tova´bba´, hogy quartet splitek egy Q halmaza T -ke´nyszer´ıto˝, ha
le´tezik egy olyan T X-fa, amelyre
1. RT ⊆ Q ⊆ Q(T ),
2. Q rendelkezik anti-tanu´s´ıto´ tulajdonsa´ggal a T -re ne´zve.
A WATC algoritmus ezek uta´n ke´pes gyorsan (O(n2 + |Q| log |Q|) ido˝ alatt)
rekonstrua´lni a T fe´ligc´ımke´zett fa´t ha a Q quartet halmaz T -ke´nyszer´ıto˝
([18]).
A cikkben ezuta´n a Witness-Antiwitness Method (WAM) mo´dszer le´ıra´sa
ko¨vetkezik. ([18], Section 5.) Az algoritmus alapveto˝ ke´rde´se az, hogy ho-
gyan kell kiva´lasztani quartetek egy megfelelo˝ T -ke´nyszer´ıto˝ Q halmaza´t, ha
adott a levelek pa´ronke´nti ta´volsa´ga. A mo´dszer to¨bbfe´le kerese´si strate´gia´t
vezet be, amelyek fu¨ggnek nemcsak az elva´rt gyorsasa´gto´l, hanem a rendel-
keze´sre a´llo´ sorozat-hosszakto´l is.
Az algoritmus valo´sz´ınu˝se´gi elemze´se azt mutatja, hogy a WAM sikere-
sen ke´pes rekonstrua´lni a fa´t a DCM elja´ra´se´val le´nyege´ben megegyezo˝ pa-
rame´ter tartoma´nyban, me´ghozza´ le´nyegesen gyorsabban, mint a DCM. Az
is le´nyeges, hogy eko¨zben a szu¨kse´ges sorozat-hossz csak kicsit mu´lja felu¨l a
DCM-ne´l szu¨kse´geset.
E´rdemes me´g azt is megjegyezni, hogy ba´r az elemze´sekne´l feltettu¨k, hogy
minden leve´l azonos hosszu´sa´gu´ karakter sorozattal van jellemezve, azonban
az algoritmusok futtata´sa´hoz ez egya´ltala´n nem ko¨telezo˝. Ennek az az oka,
hogy a quartet splitek ta´volsa´g-adatok helyett egye´b informa´cio´k alapja´n is
29
kisza´mı´thato´k: ba´rmilyen ma´s mo´dszer elfogadhato´ a splitek sza´mı´ta´sa´ra,
felte´ve, hogy megb´ızhato´ eredme´nyeket adnak.
Ennek legfo˝bb jelento˝se´ge az, hogy ege´szen nagy adathalmazok kezele´se´re
is alkalmasak lehetnek ezek a mo´dszerek. Ugyanis (mint ma´r eml´ıtettu¨k) a
karakter sorozat alapu´ mo´dszerek nagy adathalmazon valo´ alkalmazhato´sa´-
ga´nak elvi hata´rt szab, hogy nagyon divergens adatok (azaz nagyon sokfe´le
faj egyu¨ttes elo˝fordula´sa) esete´n egyszeru˝en nem le´tezhet elegendo˝en hosszu´,
ko¨zo¨s jellemzo˝ket le´ıro´ sorozat. (Primit´ıv pe´ldake´nt, ha pe´lda´ul egyszerre
vizsga´lunk gerinces e´s gerinctelen a´llatokat, akkor persze nem a´llnak ren-
delkeze´sre mindke´t t´ıpusra a gerinccel kapcsolatos karakterek.) Mindke´t
mo´dszeru¨nk megkeru¨li a proble´ma´t, hiszen lehetse´ges, hogy elte´ro˝ ne´gyesekre
elte´ro˝ mo´dszereket alkalmazunk a quartet splitek meghata´roza´sa´ra. Ezekre
az esetekre azonban terme´szetesen nem vonatkoznak az eml´ıtett hate´konysa´g
vizsga´latok.
Az SQM mo´dszerek eddig jelento˝s hata´st mutattak az evolu´cio´s fa´k re-
konstrukcio´ja´nak kutata´sa´ban. Az egyik legelso˝ pe´lda erre a Disk Covering
Method (Huson - Nettles - Parida - Warnow - Yooseph), [HusNet98]) kife-
jleszte´se, amely mo´dszer az SQM alapja´n egye´b ismert mo´dszerek heuriszti-
kus felgyorsita´sa´t ige´ri. Az E. Mossel vezette Berkeley-beli kutato´csoport egy
sorozat cikkben ([DasMos06, Mos03, Mos04, MosRoc05]) jelento˝sen kiterjesz-
tette az SQM-ben kifejlesztett elveket. Sok egye´b elme´leti cikk is visszanyu´lt
ezekhez az eredme´nyekhez (pe´lda´ul [ChoTul05]). Ve´gu¨l ha´rom Science cikk
is feldolgozza o˝ket ([DriAne04], [MosVig05, MosVig06]).
2.3. X-fa´k e´s su´lyozott quartetek
A fejezet utolso´ szakasza´ban egy Andreas Dress-szel ko¨zo¨s eredme´nyt ismer-
tetek ([21]).
Emle´kezteto˝u¨l, a c´ımben szereplo˝X-fa (X-tree) az evolu´cio´s fa´k egy ma´sik
elneveze´se, amit nem-biolo´gusok haszna´lnak. Aze´rt haszna´lom itt e´n is ezt az
elneveze´st, mert a mo´dszer nem to¨ro˝dik avval, vajon a bemeno˝ adatok vala-
milyen biolo´giai vizsga´latbo´l jo¨ttek-e. Az X-fa, e´rtelemszeru˝en, egy (esetleg
gyo¨keres) bina´ris fa, ahol az ela´gaza´si pontok c´ımke´zetlenek, mı´g a levelek
egy X halmazbo´l kapnak egy-egy e´rtelmu˝en c´ımke´ket.
Legyen X egy ve´ges halmaz e´s jelo¨lje S2|2(X) az X o¨sssszes ne´gyeseibo˝l
megalkothato´ 2-2 splitet, azaz
S2|2(X) :=
{{
{a, b}, {c, d}
}∣∣∣
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; {a, b} ∩ {c, d} = ∅
}
,
Jelo¨lje E1 = E1(T ) a T fa o¨sszes belso˝ e´le´t, legyen tova´bba´ ` : E1 → R>0
egy tetszo˝leges, de szigoru´an pozit´ıv, valo´s hossz-fu¨ggve´ny. Minket az a W =
WT,` fu¨ggve´ny e´rdekel, amelyet a ko¨vetkezo˝ mo´don definia´lunk S2|2(X)-en:




ahol az o¨sszegze´s a E(ab|cd) halmazra to¨rte´nik, amely az o¨sszes olyan e ∈ E
e´lt tartalmazza, amely a T fa´ban szepara´lja az a, b leveleket a c, d levelekto˝l.
A W fu¨ggve´ny nyilva´n a T |{abcd} re´szfa ”ko¨ze´pso˝ re´sze´nek” hossza´t me´ri,































Most ko¨nnyen elleno˝rizheto˝, hogy egy teteszo˝legesX-fa´ra e´s tetszo˝leges hossz-
fu¨ggve´nyre teljesu¨lnek a ko¨vetkezo˝ tulajdonsa´gok:
(F1) Ba´rmelyX-beli, 4-elemu˝ {a, b, c, d} re´szhalmaz esete´n aW (ab|cd), W (ac|bd)
e´s W (ad|cb) sza´mok ko¨zu¨l legala´bb ketto˝ nulla.




W (ab|cd) +W (ac|bd) +W (ad|cb) > 0 (8)
teljesu¨l.
(F3) Legyen a, b, c, d, x ∈ X ahol |{a, b, c, x}| = |{b, c, d, x}| = 4 e´s
W (ab|xc),W (bx|cd) > 0,
akkor |{a, b, c, d, x}| = 5 e´s
W (ab|xc) +W (bx|cd) = W (ab|cd). (9)
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(F4) Ba´rmely 5-elemu˝ X-beli {a, b, u, v, w} halmazra teljesu¨l





Ezek uta´n az ide´zett dolgozat fo˝ eredme´nye a ko¨vetkezo˝:
2.7. Te´tel ([21] Theorem 1.1). Egy
W : S2|2(X)→ R≥0
leke´peze´s akkor e´s csakis akkor a´ll elo˝ egy megfelelo˝ T bina´ris fa, X leve´l
c´ımke halmaz e´s ` hossz-fu¨ggve´ny esete´n WT,` forma´ban, amennyiben a W
fu¨ggve´ny kiele´g´ıti az (F1) - (F4) felte´teleket. Ilyenkor a W fu¨ggve´ny illetve a
hossz-fu¨ggve´nnyel ella´tott bina´ris fa ko¨zo¨tti megfelele´s egy kanonikus leke´peze´s
ereje´ig egye´rtelmu˝.
A te´tel egyfelo˝l a hossz-fu¨ggve´nyek axiomatiza´la´sa´nak tekintheto˝: egy quar-
teteken megadott fu¨ggve´ny akkor e´s csakis akkor lehet egy le´tezo˝ X-fa hossz-
fu¨ggve´nye, ha teljes´ıti a felte´teleket. Ma´sfelo˝l a te´tel bizony´ıta´sa egyben egy
fa rekonstrukcio´s elja´ra´st is nyu´jt ezekbo˝l az adatokbo´l, amely a supertree
mo´dszerek ko¨ze´ sorolhato´ (la´sd pe´lda´ul [Wil04]).
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3. Szavak rekonstrukcio´ja - DNS ko´dok
A szavak kombinatorika´ja (combinatorics on words) sze´les ko¨rben vizsga´lt, jo´l
megalapozott teru¨lete a matematika´nak. Gyo¨kerei me´lyen vannak a csoport-
illetve valo´sz´ınu˝se´gelme´letben, e´s sok alkalmaza´st tala´lt az automata´k mate-
matikai elme´lete´ben vagy a sza´mı´to´ge´ptudoma´nyban. A vizsga´lt objektum
a´ltala´ban egy ve´ges Γ = {1, 2, . . . , k} a´be´ce´n e´rtelmezett o¨sszes ve´ges szo´
(avagy sorozat) Γ∗ o¨sszesse´ge alkotta ve´gtelen poset, amelyet a re´szsorozatnak
lenni rela´cio´ rendez el. (Ha v1...vk e´s w1....w` ∈ Γ∗ akkor v < w akkor e´s
csakis akkor teljesu¨l, ha k < ` e´s ∃φ : [k] → [`] szigoru´n monoton no¨vo˝
leke´peze´s, hogy ∀i ∈ [k] : vi = wφ(i), ahol, a szokott mo´don, [k] = {1, ..., k}.)
A te´ma´ro´l jo´ bevezeto˝ az M. Lothaire a´lne´ven publika´lo´ francia matematikus
csoport a´ltal megjelentetett [Lot97] ko¨nyv.
Ugyanezen objektumok fontos szerepet ja´tszanak a molekula´ris biolo´gia
alapveto˝ proble´ma´iban is. Ilyenkor a vizsga´lando´ rendszert le´ıro´ biolo´giai
sorozatok a ne´gy nukleotida´t (A,C,G, T ) tartalmazhatja´k. Ha DNS helyett
RNS sorozatokat vizsga´lunk, akkor a T (azaz tymine) helyett U (azaz ura-
cyl) szerepel a sorozatokban. A sorozatok (vagy szavak) vehetik betu˝iket
az aminosavakbo´l is (az emberi szervezetben ebbo˝l hu´sz fe´le le´tezik, de az
o¨sszes e´lo˝le´nyben sem ismeretes 26-na´l to¨bb). Tova´bba´ tekinthetju¨k a kro-
moszo´ma´kon elo˝fordulo´ ge´neket is, ahol a valo´di biolo´giai sorozatokban az
egyes ge´nek egyne´l nagyobb multiplicita´ssal e´s ke´tfe´le ira´ny´ıta´ssal is szerepel-
hetnek (emle´kezteto˝u¨l: a DNS sza´laknak jo´l definia´lt ira´nya van). Ezekne´l a
sorozatokna´l ku¨lo¨nfe´le ve´ges optimaliza´la´si sza´mı´ta´sokat kell elve´gezni. Ezek-
kel a feladatokkal a string (fu˝ze´r) algoritmusok tudoma´nya foglalkozik. Ebbe
a te´ma´ba tala´n Dan Gusfield ko¨nyve ([Gus97]) a legjobb bevezeto˝.
A fejezet elso˝ szakasza´ban egy tiszta´n sza´mı´to´ge´ptudoma´nyi proble´ma´t
vizsga´lok meg ro¨viden egy A. Apostolicoval e´s M. Lewenstein-nel ko¨zo¨s cikk
alapja´n ([25]). A ko¨vetkezo˝ szakaszokban egy ve´ges a´be´ce´ feletti ve´ges szo´
poset tulajdonsa´gait tanulma´nyozzuk: elo˝bb a hagyoma´nyos ko¨rnyezetben,
majd a biolo´gia´ban hasznos ”ford´ıtott komplemens” rendeze´sben (a [20, 23,
26] dolgozatokat alapja´n). Ve´gu¨l ne´ha´ny gondolatot ı´rok le DNS ko´dokkal
kapcsolatban ([22]).
3.1. Hiba´kat is megengedo˝ parame´teres pa´rosita´sok
Ebben a szakaszban a string elme´let egyik alapveto˝ proble´ma´ja´nak egy a´ltala´-
nos´ıta´sa´t ta´rgyalom a [25] cikk alapja´n. (A cikk imma´r ketto˝ e´ve van nyomdai
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szakaszban, va´rhato´an 2006-ban megjelenik.) A ku¨lo¨nfe´le string kerese´sek a
sza´mı´to´ge´pes elja´ra´sok egyfajta alapveto˝ ”primitivjei”: olyan e´p´ıto˝elemek,
amelyeket a legku¨lo¨nfe´le´bb elja´ra´sokban haszna´lnak. A szoka´sos megfogal-
maza´sa´na´l adott egy (a´ltala´ban hosszu´) szo¨veg (text), e´s egy (a´ltala´ban sok-
kal ro¨videbb) minta (pattern), ahol a minta o¨sszes szo¨vegbeli elo˝fordula´sa´t
kell megtala´lni. Ezt h´ıvja´k a minta pa´ros´ıta´sa´nak. Az alapproble´ma sok-
fe´le va´ltozata ismert: megengedhetu¨nk pe´lda´ul korla´tos sza´mu´ hiba´t a minta
elo˝fordula´sa´ban, vagy to¨rle´seket illetve beszu´ra´sokat is. A parame´teres va´l-
tozatban a szo¨veg e´s a minta a´be´ce´je ku¨lo¨nbo¨zhet egyma´sto´l, e´s akkor gon-
doljuk, hogy egy adott pozicio´ban a minta megjelenik a szo¨vegben, hogyha
le´tezik a ke´t a´be´ce´ ko¨zo¨tt olyan injekt´ıv leke´peze´s, ami teljes aznossa´got
garanta´l. A proble´ma a software engeneeringben, programok to¨mo¨r´ıte´se´ne´l
meru¨lt fel.
A ko¨zel´ıto˝ (hiba´kat megengedo˝) parame´teres pa´ros´ıta´s a ko¨vetkezo˝ felada-
tot jelenti: legyen t = t1t2...tn egy (hosszu´) szo¨veg e´s legyen p = p1p2...pm
egy (ro¨videbb) minta, amelyek az (esetleg) elte´ro˝ Σt e´s Σp a´be´ce´ fo¨lo¨ttiek.
Ezuta´n mindegyik i szo¨veg-pozicio´hoz keressu¨k azt a pii : Σp → Σt injekcio´t,
amely maximaliza´lja a megegyeze´sek sza´ma´t a pii(p) leke´pzett minta e´s a
titi+1...ti+m−1 szo¨vegdarab ko¨zo¨tt (i = 1, 2, ...n−m+ 1).
A proble´ma a´ltala´nos esete ko¨nnyen megoldhato´ O(nm(
√
m + log n))
le´pe´sben, ha a ke´rde´st a szo¨veg minden pozicio´ja´ban visszavezetju¨k pa´ros
gra´fok maxima´lis su´lyu´ pa´ros´ıta´saira (ez ma´r 1974-ben is ismert volt).
A [25] cikk azt az esetet vizsga´lja, amikor mind a szo¨veg, mind a minta
futamokkal van ko´dolva: megadjuk az elso˝ pozicio´ban levo˝ betu˝ megszak´ıta´s
ne´lku¨li, (maxima´lis sza´mu´) egyma´st ko¨veto˝ elo˝fordula´sainak sza´ma´t, majd
megadjuk a ra´ko¨vetkezo˝ betu˝t, e´s annak a multiplicita´sa´t, stb. Jelo¨lje rt e´s
rp a szo¨vegben illetve a minta´ban jelenlevo˝ futamok sza´ma´t.
A dolgozat egy O(rp× rt) ido˝ komplexita´su´ algoritmust fejleszt ki arra az
esetre, amikor legala´bb az egyik a´be´ce´ bina´ris. A futa´sido˝t terheli me´g egy
(szo¨veghosszban) linea´ris elo˝ke´sz´ıto˝ fa´zis, tova´bba´ egy logaritmikus szerveze´si
overhead.
3.2. Szavak rekonstrukcio´ja - klasszikus eset
A Sziklai Pe´terrel e´s David Torney-val ko¨zo¨s [20] cikk a ve´ges Γ a´be´ce´bo˝l vett
szavak alkotta ve´ges posetekkel foglalkozik: legyen P(n) az a´be´ce´ betu˝ibo˝l
vett o¨sszes, legfeljebb n hosszu´ sorozat re´szben rendezett halmaza. A kapott
posetben a szavak hossza egy alkalmas rang fu¨ggve´nyt hata´roz meg, eze´rt a
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P(n) poset szintezett. Jelo¨lje P(n)i az i-edik szintet, amely az o¨sszes i hosszu´
re´szsorozatbo´l a´ll (0 ≤ i ≤ n).
Mı´g a ve´gtelen va´ltozat napjainkban rengeteget vizsga´lt objektum, ad-
dig a ve´ges va´ltozat szinte semmilyen figyelmet sem kapott. Jelento˝se´ge´t
to¨bbek ko¨zo¨tt az adja, hogy a DNS vizsga´latokban haszna´lt to¨rle´s - beszu´ra´s
(delition-insertion) metrika´n (avagy Levenshtein ta´volsa´gon) alapulo´ hiba-
jav´ıto´ ko´dok tanulma´nyoza´sa´nak terme´szetes ko¨zege lehet. Ezen szavak kom-
binato´rika´ja´nak legfontosabb kutato´ja maga Vladimir Levenshtein (pe´lda´ul
[Lev92, Lev01a, Lev01b]). Egy ma´sik fontos, korai eredme´ny P.J. Chase
neve´hez fu˝zo˝dik: o˝ tanulma´nyozta egy sorozat re´szsorozatai sza´ma´nak eloszla´-
sa´t. Legyen S egy adott sorozat, jelo¨lje Si az i hosszu´ re´szsorozatok halmaza´t,
me´g |Si| azok sza´ma´t.
Te´tel. [P.J. Chase ([Cha76])] Az |Si|, (0 ≤ i ≤ n) sza´mok egyszerrre e´rik
el maximumukat, me´ghozza´ pontosan akkor, amikor az S szo´ az abe´ce´ egy
isme´tle´ses permuta´cio´ja, azaz egy (w1 . . . wk) . . . (w1 . . . wk)w1 . . . w` forma´ju´
sorozat, ahol ` ≡ n (mod k) e´s w1 . . . wk a Γ egy ro¨gzitett permuta´cio´ja —
vagy pedig az elo˝zo˝ sorozat ford´ıtottja.
A tova´bbiakban jelo¨lje Bk,n a Chase Te´telben le´ırt, maximalita´st biztos´ıto´
elem a´ltal genera´lt P(n)-beli idea´lt, mint posetet.
3.2.1. Automorfizmusok
A Bk,n posetet G. Burosch e´s ta´rsai sokat vizsga´lta´k ([BurFra90, BurGro96]).
Az elso˝ cikk fo˝ eredme´nyeke´nt meghata´rozta´k a k = 2 esetre kapott poset
automorfizmus csoportja´t, amelyro˝l kideru¨lt, hogy az feltu˝no˝en ”szege´nyes”.
A szerzo˝k a Bk,n posetet elo˝szo¨r egy megfelelo˝en va´lasztott Boole ha´lo´ba
a´gyazta´k be e´s annak tulajdonsa´gait haszna´lta´k fel a bizony´ıta´s sora´n. A
ma´sodik cikkben, hasonlo´ eszko¨zo¨kkel, a ke´rde´st az a´ltala´nos a´be´ce´ esete´re
oldotta´k meg.
A [20] cikkben kidolgozott mo´dszer egyszeru˝ bizony´ıta´st szolga´ltat Bu-
rosche´k elso˝ cikke´nek eredme´nyeire, miko¨zben le´ırja a P(n) poset automorfiz-
mus csoportja´t is.
Jelo¨lje Aut(P) a P poset automorfizmus csoportja´t. Nyilva´nvalo´, hogy
a Γ abe´ce´ ba´rmely pi permuta´cio´ja induka´lja a P(n) egy σpi automorfizmusa´t
a σpi(w1w2 . . . wt) = pi(w1)pi(w2) . . . pi(wt) jelo¨le´s mellett. Jelo¨lje Symk az
Aut(P(n)) csoport σpi automorfizmusok a´ltal genera´lt re´szcsoportja´t. Legyen
tova´bba´ ρ azt a mu˝veletet, amely ba´rmely sorozatban megford´ıtja az elemek
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sorrendje´t (pe´lda´ul ρ(abcd) = dcba). Ekkor ρ maga is automorfizmus, e´s
ρ−1 = ρ. Jelo¨lje Z2 a Aut(P(n)) csoport ρ a´ltal genera´lt re´szcsoportja´t. Azt
is ko¨nnyu˝ la´tni, hogy ρ ba´rmely ma´sik automorfizmussal is felcsere´lheto˝.
Az n = 2 esetben ba´rmely (rendezetlen) {a, b} ⊂ Γ pa´rra legyen %ab az a
leke´peze´s P(2)-n amely felcsere´li ennek (e´s csak ennek) a ke´t betu˝nek a sor-






van, ba´rmely ku¨lo¨nbo¨zo˝ (rendezetlen) {a, b} e´s {c, d} pa´rra
ezek az automorfizmusok ku¨lo¨nbo¨znek e´s felcsere´lheto˝k (hiszen ma´s pa´rokon
hatnak). Eze´rt ezek a % leke´peze´sek egyu¨tt az identita´ssal az Aut(P2) csoport
egy re´szcsoportja´t ke´pezik, amelyet Z
(k2)
2 -vel jelo¨lu¨nk. A re´sz fo˝eredme´nye´t
ezek uta´n u´gy lehet megfogalmazni, hogy a P(n) csoport ba´rmely automor-
fizmusa´t a Symk re´szcsoport e´s vagy a Z2 vagy a Z
(k2)
2 re´szcsoportok egy-egy
eleme´nek szorzatake´nt lehet elo˝a´ll´ıtani.
3.1. Te´tel. (i) Ha n > 2, akkor Aut(P(n)) = Symk ⊗ Z2;




Burosch elso˝ (bina´ris) cikke´nek eredme´nyei most ko¨nnyen kijo¨nnek a 3.1.
Te´tel bizony´ıta´sa´ra haszna´lt gondolatmenetbo˝l. A bizony´ıta´s tova´bbfejleszt-
heto˝ az a´ltala´nos a´be´ce´ esete´re is: Ligeti Pe´ter e´s Sziklai Pe´ter ([LigSzi05])
ilyen mo´don u´j bizony´ıta´st tala´lt a [BurGro96] cikk fo˝ te´telre is.
3.2.2. Extrema´lis kombinatorikai tulajdonsa´gok
Most ra´te´ru¨nk a P(n) poset legalapveto˝bb kombinatorikai tulajdonsa´gainak
a vizsga´lata´ra. Emle´kezteto˝u¨l: posetu¨nk szintezett, e´s egy sorozat rangja
e´ppen a hossza, ı´gy rang(P (n)) = n. Legyen P egy tetszo˝leges szintezett
poset 0 minima´lis ranggal, e´s jelo¨lje A az `-rangu´ elemek egy re´szhalmaza´t.
Ekkor ∆iA jelo¨li (0 ≤ i < ` esete´n) az i-edik a´rnye´ka´t az A-nak, mı´g ∇iA
jelo¨li (` < i ≤ rang(P) esete´n) a i-edik felso˝ a´rnye´ka´t.
Elo˝szo¨r is vegyu¨k e´szre, hogy a P(n) poset adott rangu´ elemeinek adott
(i-edik) a´rnye´kai elte´ro˝ sza´mossa´gu´ak lehetnek. Ugyanakkor, mint kideru¨lt,
ba´rmely ke´t azonos hosszu´sa´gu´ sorozat felso˝ j-a´rnye´ka azonos elemsza´mu´.
3.2. Te´tel. Legyen ξ egy ro¨gz´ıtett sorozat e´s legyen j olyan ege´sz, hogy
|ξ| ≤ j ≤ n. Ekkor azon j-sorozatok sza´ma, amelyek ξ-t re´szsorozatke´nt
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tartalmazza´k a ko¨vetkezo˝:








Ezzel a te´tellel egye´bke´nt u´j bizony´ıta´st adtunk Levenshtein egy ismert ered-
me´nye´re is ([Lev92]).
Mint tudjuk, ba´rmely posetben a BLYM egyenlo˝tlense´gbo˝l ko¨vetkezik a Sper-
ner te´tel. A P(n) re´szbenrendezett halmaz pedig kiele´g´ıti a BLYM tulaj-
donsa´got, valamint a BLYM ko¨nnyu˝ ko¨vetkezme´nye a normaliza´lt pa´ros´ıta´si
tulajdonsa´gnak (normalized matching property):
3.3. Te´tel. A normaliza´lt matching tulajdonsa´g teljesu¨l a P(n) posetre, mert
az i tetszo˝leges ege´sz e´rte´ke´re e´s az A ⊆ P(n)i re´szhalmaz valamennyi va´laszta´-
sa´ra:
k|A| ≤ |∇A|.
Az a´ll´ıta´s egye´bke´nt a 3.2. Te´tel ko¨vetkezme´nye.
3.2.3. Szavak rekonstrukcio´ja linea´ris ido˝ben
Ebben a re´szben az Andreas Dressel ko¨zo¨s [23] cikk alapja´n a ve´ges Γ a´be´ce´
feletti n-hosszu´ szavak re´szszavaibo´l linea´ris ido˝ben to¨rte´no˝ rekonstrukcio´ja´t
ta´rgyalom.
Simon Imre 1975-ben va´laszolta meg az a´ltala e´s M. Schu¨tzenberger a´ltal
me´g 1966 ko¨ru¨l feltett ke´rde´st: legyen Γ egy ve´ges a´be´ce´ e´s legyen w egy n-
betu˝t tartalmazo´ szo´ Γ felett. Tekintsu¨k a szo´ o¨sszes, legfeljebbm hosszu´sa´gu´
re´szszava´nak S(w,m) halmaza´t (teha´t a re´szszavak frekvencia´ja nem ismert).
A ke´rde´s az, hogy az S(w,m) mikor hata´rozza meg egye´rtelmu˝en a w-t, azaz
milyen m-k mellett lehetse´ges, hogy ke´t azonos hosszu´, de elte´ro˝ w e´s w′
szavakra megegyeznek a megfelelo˝ re´szszavakbo´l a´llo´ halmazok.
Tartalmazzon az a´be´ce´ legala´bb ke´t betu˝t e´s legyen w = ababa...ba mı´g
w′ = babab...ab. Ha mindke´t szo´ 2m+1 hosszu´, akkor ko¨nnyen la´thato´, hogy
ko¨ztu¨k nem tesznek ku¨lo¨nbse´get a legfeljebb m hosszu´ re´szszavak halamzai.
Ugyanakkor teljesu¨l:
Te´tel. [Simon (1975)] A ve´ges Γ a´be´ce´ felett minden 2m + 1 hosszu´ szo´t
egye´rtelmu˝en meghata´roz legfeljebb m+ 1 hosszu´ re´szszavainak halmaza.
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A te´tel legszebb bizony´ıta´sa Jacques Sakarovitch e´s Simon Imre neve´hez
fu˝zo˝dik e´s a [Lot97] ko¨nyv 119-120. oldala´n tala´lhato´. Itt e´rdemes meg-
jegyezni, ha a re´szszavak halmaza´n k´ıvu¨l minden egyes re´szszo´ multiplicita´sa´t
is ismerju¨k, akkor minden szo´t egye´rtelmu˝en meghata´roz a legfeljebb ∼ 7√n
hosszu´ re´szszavainak kollekcio´ja.
Az ismert megko¨zel´ıte´sek csupa´n egzisztencia bizony´ıta´st adtak a Simon
te´tele´re, azonban nem vizsga´lta´k a rekonstrukcio´t te´nylegesen ve´grehajto´ al-
goritmust. Ezt a munka´t a [23] cikkben ve´geztem el, Andreas Dress-szel
ko¨zo¨sen. Az eredme´ny kimonda´sa´hoz szu¨kse´g van ne´ha´ny tova´bbi jelo¨le´sre.






a w szo´ o¨sszes m-hosszu´ re´szszava´nak a halmaza. A ko¨vet-
kezo˝ t´ıpusu´ ke´rde´seket teszu¨k fel:
(i) Mennyi ‖w : m‖a := max
(






ban fellelheto˝ a-betu¨k maxima´lis sza´ma?
(ii) Mennyi ja(w|m|k) := max
(
min (v−1(a)) : v ∈ (w
m
)
, ‖v‖a ≥ k
)
azaz
mi a maximuma a legala´bb k darab a betu˝t tartalmazo´ m-hosszu´ re´sz-
szavakban szereplo˝ legelso˝ a betu˝ poz´ıcio´ja´nak.
(iii) Mennyi ja(w|m|k) := min
(
max (v−1(a)) : v ∈ (w
m
)
, ‖v‖a ≥ k
)
azaz mi
a minimuma a legala´bb k darab a betu˝t tartalmazo´ m-hosszu´ re´szsza-
vakban szereplo˝ legutolso´ a betu˝ poz´ıcio´ja´nak.
Ezuta´n a cikk fo˝ eredme´nye a ko¨vetkezo˝:
3.4. Te´tel ([23]). Adott a legala´bb ke´telemu˝ Γ a´be´ce´, tova´bba´ az n e´s m
terme´szetes sza´mok, ahol 2m > n. Ekkor ba´rmely w ∈ Γ[n] szo´ rekon-
strua´lhato´ |Γ| darab (i)-es t´ıpu´su´, tova´bba´ bn(1− 1|Γ|)c darab (ii)-es e´s ugya-
nannyi (iii)-as t´ıpu´su´ ke´rde´ssel.
3.3. Szavak rekonstrukcio´ja - ford´ıtott komplemens eset
Ebben a szakaszban a [26] cikk eredme´nyeit ismertetem. Elo˝szo¨r ro¨viden o¨ss-
zefoglalom a genetikai anyagro´l szu¨kse´ges ismereteket. A biolo´giai a´to¨ro¨k´ıto˝
anyagot hordozo´ DNS sorozatok a ne´gyelemu˝ Γ = {A,G,C, T} a´be´ce´ elemeit
haszna´lja´k. A DNS tipikusan ketto˝s spira´l alakban tala´lhato´, ahol a ke´t sza´l
egyma´ssal ellente´tes ira´nyban fut (az a´to¨ro¨k´ıto˝ anyagot feldolgozo´ enzimek
38
felismerik a sza´lak ira´nya´t), ahol az egyik sza´l A-ja mindig a ma´sik sza´l egy
T -je´vel van szemben, e´s hasonlo´ kapcsolat van a C a´s G betu˝k ko¨zo¨tt.
Ennek a helyzetnek a modelleze´se´hez legyen Γ = {a, a¯; b, b¯} ahol a betu˝k
un. komplemens pa´rokban vannak. Definia´ljuk a ko¨vetkezo˝ mu˝veleteket: a¯ =
a, b¯ = b tova´bba´ valamely w = w1w2...wt szo´ra legyen w˜ = wtwt−1 ... w1,
amelyet az eredeti szo´ ford´ıtott (reverse) komplemense´nek nevezu¨nk. Ko¨nnyen
la´thato´, hogy (˜w˜) = w. Ezuta´n minden szo´t azonos´ıtunk a ford´ıtott
komplemense´vel. Ezek uta´n a ford´ıtott komplemens rendeze´sben w ≺ v
(azaz az elso˝ megelo˝zi a ma´sodikat) akkor e´s csakis akkor teljesu¨l, ha w
re´szszava v-nek vagy re´szszava v˜. Jelo¨lje most S(m,w) mindazon legfeljebb
m hosszu´ v szavakat, amelyek megelo˝zik w-t (azaz vagy w vagy w˜ szavak
re´szszavai). A Simon Imre te´tele´nek megfelelo˝ ke´rde´s az, hogy milyen hosszu˝
w szavakat lehet biztosan rekonstrua´lni az S(m,w) halmazbo´l. (Itt is fel
lehet tenni a multiplicita´sos ke´rde´st, de erro˝l semmi sem ismert.)
Tekintsu¨k elo˝szo¨r a ko¨vetkezo˝ szavakat:
F ′ = a¯2k+ε ak e´s G ′ = a¯2k+ε−1 ak+1,
ahol ε ∈ {0, 1, 2} e´s k ≥ 1 tova´bba´ (k, ε) 6= (1, 0). Ekkor mindke´t szo´ hossza
3k + ε. Egyfelo¨l a F ′ szo´ a¯2k+ε re´szszava teljes´ıti a¯2k+ε 6≺ G ′ o¨sszefu¨gge´st.
Ma´sfelo˝l ko¨nnyu˝ elleno˝rizni, hogy
S(2k + ε− 1,F ′) = S(2k + ε− 1,G ′).
A cikk egyik fo˝ eredme´nye a ko¨vetkezo˝ a´ll´ıta´s:
3.5. Te´tel ([26] Theorem 2.1). Minden legfeljebb 3m−1 hosszu´ w ∈ {a, a¯}∗
szo´t egye´rtelmu˝en meghata´roz a hossza, tova´bba´ re´szszavainak S(2m,w) hal-
maza.
A ko¨vetkezo˝ pe´lda azt illusztra´lja, hogyha szavunk legala´bb ke´tfe´le komple-
mens pa´rbo´l tartalmaz betu¨ket, akkor kicsit ”ko¨nnyebb” a rekonstrua´la´sa.
Tekintsu¨k a ko¨vetkezo˝ szavakat:
F = a¯2k+ε b¯ b ak e´s G = a¯2k+ε−1 b¯ b ak+1,
ahol ε ∈ {0, 1, 2} e´s k ≥ 1 tova´bba´ (k, ε) 6= (1, 0). Mindke´t szo´ hossza
3k + 2 + ε. Egyfelo¨l a F szo´ a¯2k+ε re´szszava teljes´ıti a¯2k+ε 6≺ G o¨sszefu¨gge´st.
Ma´sfelo˝l ko¨nnyu˝ elleno˝rizni, hogy
S(2k + ε− 1,F) = S(2k + ε− 1,G).
A cikk ma´sik fo˝ eredme´nye a ko¨vetkezo˝ a´ll´ıta´s:
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3.6. Te´tel ([26] Theorem 2.2). Minden legfeljebb 3m + 1 hosszu´ (m > 1)
szo´t, amely tartalmaz betu˝t mind az (a vagy a¯) mind a (b vagy b¯) pa´rbo´l,
egye´rtelmu˝en meghata´roz a hossza, tova´bba´ re´szszavainak S(2m,w) halmaza.
Az eredme´nyek sora´t a ko¨vetkezo˝ e´szreve´tel teszi teljesse´:
3.7. Te´tel ([26] Theorem 3.5). A 3.6. Te´tel akkor is igaz marad, ha a w
szo´ k ≥ 2 ku¨lo¨nfe´le komplemens pa´rbo´l tartalmaz betu˝ket.
Tala´n e´rdemes megjegyezni, hogy a bizony´ıta´sokban a nehe´zse´get mindenu¨tt
az jelenti, hogy ba´r sok (megelo˝zo˝) re´szszo´ van jelen, nem tudjuk ro´luk,
hogy a szo´nak, vagy annak ford´ıtott komplemense´nek a re´szszavai-e. Ez ad
magyara´zatot arra is, mie´rt kell ennyivel hosszabb re´szszavakat ismernu¨nk
a ford´ıtott komplemens esetben. Azt is e´rdemes hozza´tenni, hogy ebben az
esetben me´g nem ismeretes a rekonstrukcio´ komplexita´sa.
3.4. DNS ko´dok
Az elo˝zo˝ szakaszban le´ırt re´szbenrendeze´s a szoka´sos Levenshtein (vagy de-
lition - insertition) metrika´hoz hasonlo´ ta´volsa´g fogalmat eredme´nyez. Itt is
lehet ennek megfelelo˝en hibajav´ıto´ ko´dokat keresni. Ezeknek ma´r a Hu-
man Genome program ideje´n nagy gyakorlati hasznunk volt, e´s megkon-
strua´la´suk ke´zzel, heurisztikus alapon to¨rte´nt. A sokszerzo˝s [22] cikk ennek
a proble´ma´nak pro´ba´lt elme´leti megalapoza´sa lenni. Fo˝ ce´lja a fogalmak e´s
feladatok ro¨gz´ıte´se volt. A te´ma meglepo˝en ne´pszeru˝, a cikk megjelene´se o´ta




A dolgozatban e´rintett te´ma´kban megjelent cikkek
Az E´rtkeze´shez csatolt cikkek az ala´bbi lista´ban fe´lko¨ve´ren vannak szedve.
[1] P.L. Erdo˝s - L. A. Sze´kely: Evolutionary trees: an integer multicommo-
dity max-flow – min-cut theorem, Advances in Appl. Math 13 (1992)
375-389.
[2] P.L. Erdo˝s - L.A. Sze´kely: Algorithms and min-max theorems for certain
multiway cuts, Integer Programming and Combinatorial Optimization
(Proc. of a Conf. held at Carnegie Mellon University, May 25-27, 1992,
by the Math. Programming Society, ed. by E. Balas, G. Cornue`jols, R.
Kannan) 334-345.
[3] M.A. Steel - M.D. Hendy - L.A. Sze´kely - P.L. Erdo˝s : Spectral analysis
and a closest tree method for genetic sequences, Appl. Math. Letters 5
(1992), 63-67.
[4] L.A. Sze´kely - P.L. Erdo˝s - M.A. Steel: The combinatorics of evolutio-
nary trees–a survey, Se´minaire Lotharingien de Combinatoire, (Saint-
Nabor, 1992), D. Foata, e´d, Publ. Inst. Rech. Math. Av. 498 (1992),
129–143.
[5] L.A. Sze´kely - P.L. Erdo˝s - M.A. Steel - D. Penny: A Fourier inversion
formula for evolutionary trees, Appl. Math. Letters 6 (1993), 13-17.
[6] L.A. Sze´kely - M. Steel - P.L. Erdo˝s: Fourier calculus on evo-
lutionary trees, Advances in Appl. Math 14 (1993), 200-216.
[7] P.L. Erdo˝s - L. A. Sze´kely: Counting bichromatic evolutionary
trees, Discrete Applied Mathematics 47 (1993), 1-8.
[8] M.A. Steel - L.A. Sze´kely - P.L. Erdo˝s - P. Waddell: A complete family
of phylogenetic invariants for any number of taxa, NZ Journal of Botany,
31 (1993), 289-296.
[9] P.L. Erdo˝s : A new bijection on rooted forests, Discrete Mathematics
111 (1993), 179-188.
41
[10] P.L. Erdo˝s - L. A. Sze´kely: On weighted multiway cuts in trees,
Mathematical Programming 65 (1994), 93-105.
[11] L.A. Sze´kely - P.L. Erdo˝s - M.A. Steel: The combinatorics of reconstruc-
ting evolutionary trees, J. Comb. Math. Comb. Computing 15 (1994),
241-254.
[12] M.A. Steel - L.A. Sze´kely - P.L. Erdo˝s: The number of nucleotide si-
tes needed to accurately reconstruct large evolutionary trees, DIMACS,
Rutgers University, New Brunswick, New Jersey, USA 1996.DIMACS
Technical Reports 96-19
[13] P.L. Erdo˝s - A. Frank - L.A. Sze´kely: Minimum multiway cuts
in trees, Discrete Appl. Math. 87 (1998), 67–75.
[14] P.L. Erdo˝s - M.A. Steel - L.A. Sze´kely - T.J. Warnow: Lo-
cal quartet splits of a binary tree infer all quartet splits via
one dyadic inference rule, Computers and Artificial Intelligence 16
(1997), 217-227.
[15] P.L. Erdo˝s - K. Rice - M.A. Steel - L.A. Sze´kely - T.J. Warnow: The
Short Quartet Method, to appear in Math. Modelling and Sci. Compu-
ting Special Issue of the papers presented at the Computational Biology
sessions at the 11th ICMCM, March 31 - April 2, 1997, Georgetown
University Conference Center, Washington, D.C., USA.
[16] P.L. Erdo˝s - M.A. Steel - L.A. Sze´kely - T.J. Warnow: Constructing big
trees from short sequences, Automata, Languages and Programming
24th International Colloquium, ICALP’97, Bologna, Italy, July 7 - 11,
1997, (P. Degano,; R. Gorrieri, A. Marchetti-Spaccamela, Eds.) Procee-
dings (Lecture Notes in Computer Science. Vol. 1256) (1997), 827-837.
[17] P.L. Erdo˝s - M.A. Steel - L.A. Sze´kely - T.J. Warnow: A few
logs suffice to build (almost) all trees (I), Random Structures and
Algorithms 14 (1999), 153-184.
[18] P.L. Erdo˝s - M.A. Steel - L.A. Sze´kely - T.J. Warnow: A few
logs suffice to build (almost) all trees (II), Theoretical Computer
Science, 221 (1-2) (1999), 77–118.
42
[19] P.L. Erdo˝s - P. Sziklai - D. C. Torney: A finite word poset, Electr. J.
Combinatorics, 8 No 2. (2001), R# 8.
[20] A.W.M. Dress - P.L. Erdo˝s: X-trees and Weighted Quartet
Systems, Ann. Combin. 7 (2003), 155-169
[21] A.G. D’yachkov - P.L. Erdo˝s - A.J. Macula - V.V. Rykov - D.C. Torney
- C-S. Tung - P.A. Vilenkin - P. Scott White: Exordium for DNA Codes,
J. Comb. Opt. 7 (4) (2003), 369–379.
[22] A.W.M. Dress - P.L. Erdo˝s: Reconstructing Words from Subwords in
Linear Time, Annals of Combinatorics, 8 (4) (2004), 457–462.
[23] P.L. Erdo˝s - P. Ligeti - P. Sziklai - D.C. Torney: Subwords in reverse
complement order - extended abstract, invited paper to Proc. Conf. on
”Combinatorial and Algorithmic Foundations of Pattern and Associa-
tion Discovery” - Schloss Dagstuhl, International Conference And Rese-
arch Center For Computer Science, Germany May 14-19. 2006, 1–7.
[24] A. Apostolico - P.L. Erdo˝s - M. Lewenstein: Parameterized Matching
with Mismatches, J. of Discrete Algorithms 5 (2007), 135–140.
[25] P.L. Erdo˝s - P. Ligeti - P. Sziklai - D.C. Torney: Subwords




[AhlKha00] R. Ahlswede - L. Khachatrian: Splitting properties in partially
ordered sets and set systems, in Numbers, Information and Complexity
(Altho¨fer et. al. editors) Kluver Academic Publisher, (2000), 29-44.
[AllRho04] E.S. Allman - J.A. Rhodes: Quartets and Parameter Recovery for
the General Markov Model of Sequence Mutation, AMRX App. Math.
Res. Express (2004), 107–131.
[AllRho06] E.S. Allman - J.A. Rhodes: The identifiability of tree topology for
phylogenetic models, including covarion and mixture models, J. Comp.
Biol. 13 (5) (2006), 1101–1113.
[Att99] K. Atteson: The performance of neighbor-joining methods of phylo-
genetic reconstruction, Algorithmica 25 (1999), 251–278.
[Ber08] F. Bernstein: Zur Theorie der triginomischen Reihen, Leipz. Ber
(Berichte u¨ber die Verhandlungen der Ko¨nigl. Sa¨chsischen Gesellschaft
der Wissenschaften zu Leipzig. Math.-phys. Klasse) 60 (1908), 325–338
[BerKer99] V. Berry - Tao Jiang - P. Kearney - Mi Li - T. Wareham: Quartet
cleaning: improved algorithms and simulations, Algorithms – ESA’99,
7th European Symposium on Algorithms Prague, Chezh Rep. Lect. No-
tes Comp. Sci 1643 (1999), 313–324.
[Bry05] D. Bryant: Extending tree models to split networks, Chapter 17, in
Algebraic Statistics for Computational Biology (Ed. L. Pachter and B.
Sturmfels) Cambridge Univ. Press (2005), 331–346.
[Bun71] P. Buneman: The recovery of trees from measures of dissimilarity, in
Mathematics in the Archaeological and Historical Sciences, F. R. Hod-
son, D. G. Kendall, P. Tautu, eds.; Edinburgh University Press, Edin-
burgh, 1971, 387–395.
[BurFra90] G. Burosch, U. Franke, S. Ro¨hl: U¨ber Ordnungen von Bina¨rwor-
ten, Rostock. Math. Kolloq. 39 (1990), 53–64.
[BurGro96] G. Burosch, H-D. Gronau, J-M. Laborde: On posets of m-ary
words, Discrete Math. 152 (1996), 69–91.
44
[CarHen90] M. Carter - M. Hendy - D. Penny - L. A. Sze´kely - N.C. Wormald:
On the distribution of lengths of evolutionary trees, SIAM J. Disc.
Math. 3 (1990), 38-47.
[Cha76] P.J. Chase: Subsequence numbers and logarithmic concavity, Dis-
crete Math. 16 (1976), 123–140.
[ChoTul05] B. Chor - T. Tuller: Maximum likelihood of evolutionary trees:
hardness and approximation, Bioinformatics 21 Suppl.1 (2005), I97–
I106.
[CowKol06] R. Cowen - A. Kolany: Davis-Putman style rules for deciding
Property S, submitted (2006), 1–10.
[CsuKao99] M. Csu˝ro¨s - M-Y. Kao: Recovering evolutionary trees through
Harmonic Greedy Triplets. SODA ’99 - Tenth Annual ACM-SIAM Sym-
posium on Discrete Algorithms, (1999), 261–270.
[DahJoh92] E. Dahlhaus - D.S. Johnson - C.H. Papadimitriou - P.D. Seymour
- M. Yannakakis: The complexity of multiway cuts, 24th ACM STOC,
(Editors: Rao Kosaraju , Mike Fellows , Avi Wigderson , John Ellis)
(1992), 241–251.
[DahJon94] E. Dahlhaus - D.S. Johnson - C.H. Papadimitriou - P.D. Sey-
mour - M. Yannakakis: The complexity of multiterminal cuts, SIAM J.
Computing 23 (1994), 864–894.
[DasHil06] C. Daskalakis - C. Hill - A. Jaffe - R.H. Mihaescu - E. Mossel -
S. Rao: Maximal accurate forests from distance matrices, RECOMB’06
LNCS 3909 (2006), 281–295.
[DasMos06] C. Daskalakis - E. Mossel - S. Roch: Optimal phylogenetic re-
construction, Proceedings of ACM STOC’06 (2006), 159–168.
[DriAne04] A.C. Driskell - C. Ane´ - J.G. Burleigh - M.M. McMahon - B.C.
O’Meara - M. J. Sanderson: Prospects for Building the Tree of Life from
Large Sequence Databases, SCIENCE 306 (5699) (2004), 1172–1174.
[DufSan01] D, Duffus - W. Sands: Minimum sized fibres in distributive lat-
tices, Austr. J. Math 70 (2001), 337–350.
45
[DufSan03] D, Duffus - W. Sands: Finite distributive lattices and the split-
ting property, Algebra Universalis 49 (2003), 13–33.
[DufSan05] D. Duffus - B. Sands: Splitting numbers of grids, Elec. J. Comb.
12 (2005), R#17
[DyaMac05] A.G. D’yachkov - A.J. Macula - W.K. Pogozelski - T.E. Renz -
V.V. Rykov - D.C. Torney: A weighted insertion-deletion stacked pair
thermodynamic metric for DNA codes, DNA Computing LNCS 3384
(2005), 90-103.
[DyaVil05] A. G. D’yachkov - P.A. Vilenkin - I. K. Ismagilov - R. S. Sarbaev
- A. Macula - D. Torney - S. White: On DNA Codes, Problems of
Information Transmission 41 (2005), 349–367. (Originally published in
Problemy Peredachi Informatsii, No. 4, (2005), 57–77.)
[Dza92] Mirna Dzˇamonja: Note on splitting property in strongly dense po-
sets of size ℵ0, Radovi Matematicˇki 8 (1992), 321-326.
[EmlMar05] D.J. Emlen - J. Marangelo - B. Ball - C.W. Cunningham: Di-
versity in the weapons of sexual selection: Horn evolution in the beetle
genus Onthophagus (Coleoptera: Scarabaeidae). Evolution 59 (2005),
1060–1084.
[EriRan04] N. Eriksson - K. Ranestad - B. Sturmfels - S. Sullivant: Phylo-
genetic algebraic geometry, in in ”Projective Varieties with Unexpected
Properties” A Volume in Memory of Giuseppe Veronese. Proceedings
of the international conference ”Varieties with Unexpected Properties”,
Siena, Italy, June 8-13, 2004 (Ed. by Ciliberto, Ciro; Geramita, Antony
V.; et al.) (2005), 237–258.
[EvaSpe93] S.N. Evans - T.P. Speed, Invariants of some probability models
used in phylogenetic inference, Annals of Statistics, 21 (1993), 355–377.
[Fel03] J. Felsenstein: Inferring Phylogenies, Sinauer Associates, Ins. Sun-
derland, Massachusetts, 2003. pp. 664.
[Gus97] D. Gusfield: Algorithms on strings, trees and sequences, Cambridge
University Press, 1997.
46
[GraFou82] R.L. Graham and L.R. Foulds: Unlikelihood that minimal phy-
logenies for a realistic biological study can be constructed in reasonable
computational time, Math. Biosci. 60 (1982), 133–142.
[HasMan98] W. Hasan - R. Motwani: Coloring away communication in par-
allel query optimization, Proc. 21st VLDB Conf. Zu¨rich, Switzerland,
(1995) Readings in Database Systems, 3rd Edition (Michael Stonebra-
ker, Joseph M. Hellerstein, eds.) Morgan-Kaufmann Publishers, (1998)
239–250.
[HelNes04] P. Hell - J. Nesˇetril: Graphs and homomorphisms, Oxford Lec-
ture Series in Math. and Appl. 28, (2004), pp. 244.
[HenPen93] M.A. Hendy - D. Penny: Spectral analysis of phylogenetic data,
J. Classification. 10 (1993), 1–10.
[HofKom76] G. Hoffmann - P. Komja´th: The transversal property implies
property B, Periodica Math. Hung. 7 (1976), 179–181.
[HusNet98] D. Huson - S. Nettles - L. Parida - T. Warnow - S. Yooseph, The
Disk-Covering Method for Tree Reconstruction, Proceedings of Proc.
“Algorithms and Experiments”, (ALEX‘98), Trento, Italy (1998), 62–
75.
[JarBas01] P.D. Jarvis - Bashford J.P.: Quantum field theory and phylo-
genetic branching, J. Physics A - Mathematical and General 34 (49)
(2001), L703–707.
[Lak87] J.A: Lake: A rate-independent technique for analysis of nucleic acid
sequences: Evolutionary parsimony, Mol. Bio. Evol 4 (1987), 167–191.
[LanRob04] B. Landman - A. Robertson: Ramsey theory on the Integers,
AMS Student Math. Library Vol. 24 (2004), Chapter 2.
[Lev92] V. Levenshtein: On perfect codes in deletion and insertion metric,
Discrete Math. Appl. 2 (1992), 241–258.
[Lev01a] V.I. Levenshtein: Efficient reconstruction of sequences from their
subsequences or supersequences, J. Comb. Theory (A) 93 (2001), 310–
332.
47
[Lev01b] V.I. Levenshtein: Efficient reconstruction of sequences, IEEE Tr.
Inf. Theory 47 (1) (2001), 2–22.
[LigSzi05] P. Ligeti - P. Sziklai: Automorphism of subword-posets, Disc.
Math. 503 (2005), 372–378.
[Lot97] M. Lothaire : Combinatorics on words, Cambridge University Press,
Cambridge, 1997.
[Lov79] Lova´sz La´szlo´: Combinatorial Problems and Exercises, North Hol-
land, 1979.
[Mac03] A.J. Macula: DNA Tag-Antitags (TAT) codes, US Air Force AFRL-
IF-RS-TR-2003-57 (2003), 1–23.
[MilKas05] O. Milenkovic - N. Kashyap - B.Vasic: On DNA Computers Con-
trolling Gene Expression Levels, invited talk in 44th IEEE Conf.on De-
cision and Control CDC-ECC’05 (2005), 1770–1775.
[Mil37] E.W. Miller: On a property of families of sets, C. R. Soc. Sci. Var-
sovie 30 (1937), 31-38
[Mor96] D.A. Morrison: Phylogenetic tree-building, Int. J. Parasitology 26
(1996), 589–617.
[Mos03] E. Mossel: On the impossibility of reconstructing ancestral data and
phylogenies, J. Comp. Biol. 10 (2003), 669–676.
[Mos04] E. Mossel: Phase transitions in phylogeny , Transactions of the AMS
356 (2004), 2379–2404.
[MosRoc05] E. Mossel - S. Roch: Learning nonsingular phylogenies and hid-
den Markov models, Proceedings of ACM STOC’05 (2005), 366–375.
[MosVig05] E. Mossel - E. Vigoda: Phylogenetic MCMC algorithms are mis-
leading on mixtures of trees, Science 309 (2005), 2207–2209. Online
supporting material
[MosVig06] E. Mossel - E. Vigoda: Response to Comment on ”Phylogenetic
MCMC algorithms misleading on mixture of trees, Science 312 (2006),
367b.
48
[NguSpe92] T. Nguyen - T.P. Speed: A derivation of all linear invariants for
a non-balanced transversion model, J. Mol. Evol 35 (1992), 60–76.
[NolMan06] J.P. Nolan - F. Mandy: Multiplexed and microparticle-based
analysis: Quantitative tools for the large-scale analysis of biological sys-
tems, CYTOMETRY PART A 69A (2006), 318–325.
[PatWal00] A.M. Paterson - L.J. Wallis - G.P. Wallis: Preliminary molecular
analysis of Pelecanoides georgicus (Procellariiformes: Pelecanoididae)
on Wheuna Hou (Codfish Island): implication for its taxonomic status,
New Zealand J. Zoology 27 (2000), 415–423.
[PenLoc94] D. Penny - P.J. Lockhart - M.A. Steel - M.D. Hendy: The role
of models in reconstructing evolutionary trees, in Models in Phylogeny
Reconstructions (ed. R.W. Scotland, D.J. Siebert and D.M. Williams),
Systematics Association Special Volume 52 Clarendon Press, Oxford
(1994), 211–230.
[Pou06] M. Pouly: Minimizing Communication Costs of Distributed Local
Computation., in ECAI’2006, Workshop 26: Inference methods based
on graphical structures of knowledge (ed. A. Darwiche and R. Dechter
and H. Fargier and J. Kohlas and J. Mengin and G. Verfaillie and N.
Wilson), (2006), 19–24.
[Rob03] F.S. Roberts: Challenges for Discrete Mathematics and Theoretical
Computer Science in the Defense against Bioterrorism, in Bioterrorism:
Mathematical Modeling Applications in Homeland Security (ed. by H.
T. Banks and Carlos Castillo-Chavez), Proceeding of DIMACS and NSF,
2002, SIAM (2003), Chapter 1.
[RokCar05] A. Rokas - S.B. Caroll: More gens or more taxa? The relative
contribution of gene number and taxon number to phylogenetic accu-
racy, Mol. Biol. Evol. 22 (2005), 1337–1344.
[San93] D. Sankoff, Analytical approaches to genomic evolution, Biochemie
75 (1993) (5), 409–413.
[SemSte03] C. Semple - M.A. Steel: Phylogenetics, Oxford Lecture Series in
Mathematics and Its Applications 24. Oxford University Press 2003. pp.
239.
49
[Sim75] I. Simon: Piecewise testable events, (H. Brakhage ed.), Automata
Theory and Formal Languages, LNCS. 33, Springer Verlag, (1975), 214–
222.
[Steel93] M.A. Steel: Decomposition of leaf-colored binary trees, Advances
in Appl. Math 14 (1993), 1–24.
[StrHae96] K. Strimmer - A. von Haeseler: Quartet Puzzling: a quartet
Maximum Likelihood method for reconstructing tree topologies, Mol.
Biol. Evol., 13 (1996), 964–969.
[SwoOls96] D.L. Swofford - G.J. Olsen - P.J. Waddell - D.M. Hillis, Phylo-
genetic Inference, in Molecular Systematic, Second Edition D.M. Hillis,
C. Moritz, B.K. Mable (eds.), Sinauer Associates, Inc. Publishers, Sun-
derland, Massachusetts, USA 1996.
[Wil04] S.J. Willson: Constructing rooted supertrees using distances Bulle-
tin of Mathematical Biology 66 (2004), 1755–1783.
[WuLin04] Gang Wu - Guohui Lin - Jia-Huai You: Quartet Based Phylogeny
Reconstruction with Answer Set Programming, in 16th IEEE Int. Conf.
on Tools with Artificial Intelligence (ICTAI’04) (2004), 612–619.
50
A szerzo˝ egye´b cikkei
[26] Erdo˝s Pe´ter: Egy Ramsey-t´ıpusu´ te´tel, Matematikai Lapok, 27 (1976–
79), 361–364.
[27] P.L. Erdo˝s - Z. Fu¨redi: On automorphisms of line-graphs, Europ. J.
Combinatorics 1 (1980), 341-345.
[28] P.L. Erdo˝s - P. Frankl - G.O.H. Katona: Intersecting Sperner families
and their convex hulls, Combinatorica 4 (1984), 21-34.
[29] P.L. Erdo˝s - P. Frankl - G.O.H. Katona: Extremal hypergraphs problems
and convex hulls, Combinatorica 5 (1985), 11-26.
[30] P.L. Erdo˝s - E. Gyo˝ri: Any four independent edges of a 4-connected
graph are contained in a circuit. Acta Math. Sci. Hung. 46 (1985), 311-
313.
[31] P.L. Erdo˝s - G.O.H. Katona: Convex hulls of more-part Sperner families,
Graphs and Combinatorics 2 (1986), 123-134.
[32] P.L. Erdo˝s - G.O.H. Katona: All maximum 2-part Sperner families, J.
Combinatorial Theory (A) 43 (1986), 58-69.
[33] P.L. Erdo˝s - G.O.H. Katona: A 3-part Sperner theorem, Studia Scien-
tiarum Mathematicarum Hungarica 22 (1987), 383-393.
[34] P.L. Erdo˝s - K. Engel: Sperner families satisfying additional conditions
and their convex hulls, Graphs and Combinatorics 5 (1988), 50-59.
[35] P.L. Erdo˝s - L.A. Sze´kely: Applications of antilexicographical order I.
An enumerative theory of trees, Advances in Applied Mathematics 10
(1989), 488-496.
[36] K. Engel - P.L. Erdo˝s: Polytopes determined by complementfree Sperner
families, Discrete Mathematics 81 (1990), 165-169.
[37] P.L. Erdo˝s - P. Frankl - D.J. Kleitman - M. Saks - L.A. Sze´kely: Shar-
pening the LYM inequality, Combinatorica 12 (1992) 295-301.
51
[38] P.L. Erdo˝s - U. Faigle - W. Kern: A group-theoretic setting for some in-
tersecting Sperner families, Combinatorics, Probability and Computing
1 (1992), 323-334.
[39] P.L. Erdo˝s - Niall Graham: On maximal Sperner families, DIMACS
Technical Report, TR 93-42 Rutgers University, New Jersey, USA
[40] P.L. Erdo˝s - L.A. Sze´kely - A´. Seress: On intersecting chains in Boolean
algebras, Combinatorics, Probability and Computing 3 (1994), 57–62.
[41] P.L. Erdo˝s: On the reconstruction of combinatorial structures from line-
graphs, Studia Scientiarum Math. Hung 29 (1994), 341-347.
[42] R. Ahlswede - P.L. Erdo˝s - Niall Graham: A splitting property of ma-
ximal antichains, Combinatorica 15 (1995), 475-480.
[43] P.L. Erdo˝s - U. Faigle - W. Kern: On the average rank of LYM-sets,
Discrete Mathematics 144 (1995), 11-22.
[44] P.L. Erdo˝s: Splitting property in infinite posets, Discrete Mathematics
163 (1997), 251–256.
[45] R. Ahlswede - N. Alon - P.L. Erdo˝s - M. Ruszinko - L.A. Sze´kely: Inter-
secting systems, Combinatorics, Probability and Computing 6(2)(1997),
127–137.
[46] P.L. Erdo˝s - L.A. Sze´kely: Pseudo-LYM inequality and AZ identities,
Adv. Appl. Math 19 (1997), 431-443.
[47] P.L. Erdo˝s - L.A. Sze´kely - A´. Seress: On intersecting chains in Boolean
algebras, in Combinatorics, geometry and probability (ed. B. Bolloba´s,
A. Thomason) (Cambridge, 1993), Cambridge Univ. Press, Cambridge,
1997. 299–304. Second release
[48] P.L. Erdo˝s: Some generalizations of property B and the splitting pro-
perty, Annals of Combinatorics 3 (1999), 53–59.
[49] P.L. Erdo˝s - A´. Seress - L.A. Sze´kely: Erdo˝s-Ko-Rado and Hilton-
Milner type theorems for intersecting chains in posets, Combinatorica
20 (2000), 27–45.
52
[50] P.L. Erdo˝s - L.A. Sze´kely: Erdo˝s-Ko-Rado theorems of higher order,
in Numbers, Information and Complexity, (I. Alth”ofer, Ning Cai, G.
Dueck, L. Khachatrian, M. S. Pinsker, A. Sark”ozy, I. Wegener and
Zhen Zhang (eds.)), Kluwer Academic Publishers (2000), 117–124.
[51] P.L. Erdo˝s - U. Faigle - W. Hochsta¨tter - W. Kern: Note on the Game
Chromatic Index of Trees, Theoretical Computer Science, (Special Issue
on Algorithmic Combinatorial Game Theory) 313 (3) (2004), 371–376.
[52] P.L. Erdo˝s - Z. Fu¨redi - G.O.H. Katona: Two part and k-Sperner families
- new proofs using permutations, SIAM J. Discrete Math. 19 (2005),
489–500.
[53] P.L. Erdo˝s - A´. Seress - L.A. Sze´kely: Non-trivial t-intersection in the
function lattice, Annals of Comb. 9 (2005), 177–187.
[54] H. Aydinian - P.L. Erdo˝s: All maximum size 2-part Sperner systems -
in short, Comb. Prob. Comp. 16 (4) (2007), 553–555.
[55] P.L. Erdo˝s - L. Soukup: How to split antichains in infinite posets, Com-
binatorica 27 (2) (2007), 147–161.
[56] D. Duffus - P.L. Erdo˝s - J. Nesˆetril - L. Soukup: Splitting property in
the graph homomorphism poset, to appear in Comment Math Univ
Carolinae (2007), 1–12.
Elo˝ke´szu¨letben
[57] P.L. Erdo˝s - L. Soukup: Quasikernels in infinite graphs, submitted
(2007), 1–17.
[58] A. Apostolico - P.L. Erdo˝s - A. Ju¨ttner - A. Sali: Parameterized Mat-
ching with Mismatches in case of general alphabets, in preparation
(2006).




Discrete Applied Mathematics 47 (1993) l-8 
North-Holland 
Counting bichromatic evolutionary 
trees 
PCter L. Erdds* 
Hungarian Academy qf Sciences, Budupest, Hungary; and Institute fiir ijkonometrie und 
Operations Research, Rheinische Friedrich- Wilhelms Universitiit, Bonn, Germany 
L.A. Szbkely* 
Department qf Computer Science, Eijtv6s L. University, Budapest, Hungary; and Institute fiir 
ijkonometrie und Operations Research, Rheinische Friedrich- Wilhelms Universittit, Bonn, Germany 
Received 13 December 1990 
Revised 17 September 1993 
Abstract 
We give a short and transparent bijective proof of the bichromatic binary tree theorem of Carter, 
Hendy, Penny, Sztkely and Wormald on the number of bichromatic evolutionary trees. The proof 
simplifies M.A. Steel’s proof. 
Evolutionary trees are extensively studied structures in biostatistics. (These are 
leaf-coloured binary trees. For details see, e.g., Felsenstein [4], Steel [lo] or Carter 
et al. [l].) 
In general, the mathematical problems arising here are hard (see [6]). One of the 
very beginning steps is to count evolutionary trees. For two colours it was done by 
Carter et al. [l]. Their work is based on the generating function method and on 
a lengthy, computer-assisted application of the multivariate Lagrange inversion. 
Recently Steel [lo] gave a bijective proof for the bichromatic binary tree theorem 
pioneering the application of Menger’s theorem in enumerative theory. Unfortunate- 
ly, his solution is rather involved. The goal of the present paper is to give a simple and 
transparent bijective proof for the bichromatic binary tree theorem. Our work was 
inspired by Steel’s work, actually we simplify some crucial steps in his proof and the 
rest of the proof is identical to his one. The proof uses more graph theory than proofs 
in enumerative theory usually do. 
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Preliminaries and the bichromatic binary tree theorem 
In this section we introduce some definitions and notations which may not be 
common, and state the theorem of Carter et al. 
In a tree, a vertex of degree 1 is a leaf: A tree is binary if every nonleaf vertex of the 
tree has degree 3. A tree is rooteed binary if it has exactly one vertex of degree 2 and the 
other nonleaf vertices have degree 3. The vertex of degree 2 is the root of the tree. By 
definition, a singleton vertex is a binary tree and also a rooted binary tree. In this 
degenerate tree above, the singleton vertex is a leaf, and in the rooted case it is a root 
as well. 
A (rooted) binary tree with labelled leaves is termed a (rooted) semilabelled 
tree. Hereafter we identify the set of leaves and the set of labels and denote both 
by L. A semilabelled rooted binary forest is a forest containing rooted semilabelled 
binary trees, where the label sets of distinct trees are pairwise disjoint. The 
following facts are well known. (The details can be found in several books and papers, 
e.g., see [l, 2,3].) 
Lemma 0. (a) Any binary tree T with n leaves has 2n - 2 vertices and 2n - 3 edges. 
(b) Any rooted binary tree T with n leaves has N(T) = 2n - 1 vertices and 2n - 2 
edges. 
(c) The total number of semilabelled binary trees with n leaves is 
b(n) = (2n - 5)!!. 
(d) The total number of semilabelled rooted binary forests with n leaves and k trees is 
N(n,k)=(2nL:F ‘)(Zn-Zk- I)!!. 
Let T be a semilabelled binary tree. We term a map x : L + {A, B} a leaf-colouration. 
A colouration X: V(T) -+ {A, B} IS an extension of the leaf-colouration x if the two 
maps are identical on the set L. The changing number of the colouration X is the 
number of edges whose endvertices have different colours according to X. An exten- 
sion is a minimal colouration according to the leaf-colouration x if its changing number 
is minimal among the changing numbers of all extensions of x. We refer to the minimal 
changing number as the length of the tree T (according to x). An efficient algorithm for 
calculating the length of a tree and finding a minimal colouration, due to [S], is 
established in [7]. 
Let us fix now a 2-colouration 1 of the set L and denote by L, and LB the nonempty 
colour classes (LA u LB = L). Set a = 1 LA( > 0 and b = 1 LB1 > 0. The question is: 
What is the number of (unrooted) semilabelled binary trees whose leaf set is L and 
length is exactly k (according to I)? Letf,(a, b) denote the number in question. Carter, 
Hendy, Penny, Szekely and Wormald proved [1], that 
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Theorem. 
where a + b = n, a > 0, b > 0. 
In the rest of our paper we 
developed by Steel [lo]. 
Steel’s decomposition 
prove this theorem. The proof is based on a method 
In this section we describe the structure of the bichromatic semilabelled trees of 
length k. 
Let x be a 2-colouration of the set L. The length of the tree T is equal to k iff the 
deletion of k well-chosen edges decomposes T into subtrees with one colour being 
present in each, but the deletion of less than k edges cannot do it. Due to Menger’s 
theorem [S], this means that the maximum number of edge-disjoint paths from LA to 
L, is k. Since T is binary, two edge-disjoint paths between leaves are also vertex- 
disjoint. Therefore there exist k (but no more than k) vertex-disjoint paths from L, to 
LB. A second application of Menger’s theorem guarantees the existence of a k-element 
vertex set which covers every L, --f LB path. Any such set is called a minimal covering 
system. It is easy to see that incidence defines a one-to-one correspondence between 
any minimal covering system and any k vertex-disjoint paths from L, to LB. 
The following lemma helps to understand the minimal covering systems. 
Lemma 1. Suppose M is a minimal covering system. Set 




where II is the family of sets of k edge-disjoint paths connecting LA and LB. Then 
(a) p(T) is independent of the choice of M, the members of ,u( T) are vertex-disjoint 
paths in T. 
(b) Assume v. E up(T). De$ne the set MO by picking the vertex closest to v. from 
every path of u( T). Then MO is a minimal covering system, hence, any point of any 
member of u( T) belongs to some minimal covering system. 
(c) vg E MO and MO is unique as long as v0 is given. 
Proof. Notice the following consequence of Menger’s theorem: for minimal covering 
systems M’, M”, a set of k edge-disjoint paths from LA to LB defines a matching 
between M’ and M” by the relation “being on the same path”. 
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To prove (a), we have to see that any set of k edge-disjoint paths from LA to LB 
define the same matching. 
On the contrary, assume that two path systems define two different matchings of 
M’, M”. The two matchings define a graph G on the vertex set M’ A M” with edges 
taken from the matchings. G contains a cycle of length longer than 2. Recall that the 
edges of this cycle can be represented by subpaths of the two path systems. Since T is 
cycle-free, these subpaths altogether cover twice a path P of T. This contradicts to the 
disjointness of the path systems. 
We have proved that p(T) is independent of the choice of M. Finally, note that 
a nonempty intersection of paths in a tree is a path itself. 
(We do not need this explicitly, but you may observe that any system of representa- 
tives of p(T) covers every path of every n and clearly every minimal covering system 
M occurs as such a system of representatives-just define @U(T) by this M! Unfortu- 
nately, not every system of representatives is a minimal covering system. This makes 
life more difficult.) 
To prove (b) notice that every LA + LB path intersects at least one member of p( T). 
If a path P’ from LA to LB intersects two members of p( T), then one member separates 
the other member from uO. Now by definition, the first intersection of P’ with the other 
member belongs to MO and covers the path P’. Hence we may assume that P’ 
intersects a unique P E p(T). We claim that P’ contains the whole P. Hence 
P n M,, E P’. 
In order to prove the latter claim, we consider two cases. Either P’ E 7~ for some 
rr E Ii’, or not. In the first case, P’ occurs in the intersection that defines P, hence 
P c P’. In the second case, P’ intersects two paths from every n E IZ, otherwise we may 
exchange P’ with the only path 7~ intersected by P’ to get a P’ E 7~’ E Il. It is easy to 
conclude that there exist PI, P2 E p(T), such that P’ intersects two paths from every rc, 
which contain PI, P,, respectively. Finally, P’ intersects both PI, Pz, a contradic- 
tion. 0 
Take MO from Lemma 1. Define the semilabelled forest 9’ = { TL: u E MO} 
of pairwise disjoint subtrees of T as follows: For every vertex u of the tree T 
the unique path u + o0 contains at least one element of M,. Let u belong to T: 
iff u is the nearest vertex to u among these vertices. Finally, let the tree T, (u E MO) 
be the subtree of TL which is spanned by those leaves of Tb which also belong 
to L. 
Lemma 2. The semilabelled forest 9 = { TV: u E MO} satisfies the following conditions: 
(a) The leaf set of F coincides with L. 
(b) If v E MO then v E TV and the path v. + T, reaches the tree T, at the vertex v. 
(c) The degree of the vertex v E (Mo\{uo}) in the tree T, is equal to 2. 
(d) Every tree T, is bichromatic (that is it has two colours) according to the leaf- 
colouration x. Removing the vertex v from the tree T,,, the remaining two (or tf v = ~0, 
then two or three) subtrees are monochromatic according to x. 
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Proof. Parts (a) and (b) directly follow from the definition of 9. Part (c) follows from 
(b). Part (d) contains the essence of this lemma. The set M, is a covering system, 
therefore the subtrees derived by removing the vertex u must be monochromatic (i.e., 
they cannot contain leaves of different colours). On the other hand, these subtrees 
must show two different colours, otherwise any path P: LA -+ L, covered solely by 
vertex v out of the elements of M0 must be closer to the vertex u0 than the subtree T, 
itself. Therefore the neighbour u’ of vertex u in the direction of u. also covers P. So the 
choice of v from MO was wrong, v‘ must have been chosen. 0 
In the next step we derive a new semilabelled forest from 9: for every vertex u E MO 
we contract the vertices of degree 2 in the tree T,, except the vertex v itself. Finally if 
the degree of u. in the tree TV, is equal to 3 then we add a root into this tree which 
covers every LA + LB path in T,,. Denote FS the derived semilabelled forest consist- 
ing of k rooted binary trees. This forest is the Steel decomposition of the tree T (with 
respect to the leaf-colouration x and the vertex uo). We call the tree derived from Tt,, 
the kernel of that decomposition. 
Lemma 3. For any given uo, the Steel decomposition of the tree T is unique. Moreover, if 
vo, ob E P E u(T), then they define the same Steel decomposition. 
Proof. By definition, the forest 9’ is determined by the minimal covering system MO. 
We have already proved the uniqueness of MO. Changing v. for ok, we end up with 
Mb = MO - {uo} u {ub}. 0 
Let 9 = { To; T1, . . . ,Tk _ 1 ) be an arbitrary semilabelled rooted binary forest with 
leaf set L = L, u LB. Let ei (i = 1 , . . . ,k - 1) denote the number of edges in the tree Ti, 
and let e. be (edge number of To) - 1. An extension of the forest 9 is a semilabelled 
binary tree whose Steel decomposition is the forest 9 with kernel To. 
The first question is: How can we find extensions of the forest 9? Let B be a binary 
tree and let B1 be a rooted binary tree. The insertion of B1 into B is the following 
operation: subdivide by a new vertex one of the edges of B and connect the new vertex 
to the root of B1 by a new edge. 
Lemma4.Let9={To;T,,... , T, 1 } be a semilabelled rooted binary forest. Let To be 
the binary tree derived from To by deleting the root and joining its neighbours. Insert 
recursively the trees T, , T,, . . , Tk _ 1 into the actual tree, where the initial actual tree is 
TO, and later on the actual tree is the result of the last insertion. Let T be the semilabelled 
binary tree which is the last actual tree. Then there is a vertex v. in T, such that the Steel 
decomposition of the tree T according to v. coincides with the forest 9. 
Proof. Let u0 be any neighbour of the root of To in Fob. This vertex covers every path 
LA -+ LB in the tree fo. The vertex v. together with the original roots of T1, . . . , Tk_ 1 
form a minimal covering system in the tree T. It is easy to see that this system also 
6 P.L. Erdiis, L.A. SzPkely 
satisfies the minimum distance condition with respect to the vertex vO. Therefore the 
Steel decomposition of T with respect to v,, is %. 0 
Lemma 5. Let Ext(T,; T1, . . , T,_ 1) denote the set of extensions of the forest %. We 
have 
IJWTO; Tl,..., Tk-A = eobtn 6(l)+ 2). 
Proof. We apply mathematical induction on k. If we use the abbreviation 
T(eo,k - l)= IExt(To;T,,...,T,_,)I, then we have to prove, that: 
(a) T(eo, 1) = I; 
(b) T(eo, k - 1) = (2n - 2k + 1) T(e,, k - 2). 
Case (a) is trivial, because the unique extension of the forest { To} is the tree f. itself. 
(b) Suppose T is an extension of %. Define a directed tree T’ as follows: The 
vertices of T’ are fo,, T1, . . . , Tk _ 1. An arbitrary ordered pair (Ti, Tj) (or (To, 7;)) is an 
arc if the last root of the trees fo, T,, . . . , Tk- 1 before vj on the path v. + vj in the tree 
T is the vertex ai. Every vertex of T’ (except the vertex fo) has in degree exactly one, 
and the corresponding arc tells us where the tree Tj is inserted in this extension. 
Examine the insertion of the tree T1. We distinguish two disjoint subcases: 
(bl) ThereisaniE{2,... , k - 1 } for which (Ti, T1 ) is an arc in T’. Then there are ei 
different insertions of T1 into Ti. After any of these insertions we have a forest of k - 1 
trees (one of them is the kernel To). By the inductive hypothesis any forest built has 
T(eo, k - 2) different extensions. So the total number of extensions of these types is 
(ez + e3 + ... + ekpl) T(eo,k - 2). 
(b2) The ordered pair (To, T1 ) is an arc in T’. In this case the tree T1 is inserted into 
the tree To. We have e. different ways to realize this insertion. After the insertion we 
have a forest of k - 1 trees, where the kernel has e. + el + 2 edges. Therefore any of 
the forests built can be extended in 
(e0 + el + 2) 
b(n) 
b(n - [k - l] + 2) 
ways. Therefore the total number of extensions of this type is 
(e. + e, + 2) T(eo, k - 2). 
Adding up the numbers from the subcases, the total number of the extensions is 
T(eo, k - 1) = (e. + ei + ... + ek- 1 + 2) T(eo, k - 2) 
= (2n - 2k + 1) T(eo, k - 2). 
(In the last step we used Lemma O(a) and (b).) 0 
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The proof of the Theorem 
Let x be an arbitrary but fixed 2-colouration of the set L with colour classes L, and 
L,, where 1 L,., 1 = a and I LB1 = b. Denote F&z, b) the set of semilabelled binary trees 
of length k (according to x) with leaf set L. Let 
9_k*(u,b)= {(T,P): T~zF~(a,b), Pep(T)}. 
Let %‘(a, b, k) denote the collection of semilabelled rooted binary forests of k trees with 
leaf set L, such that every tree has two oppositely coloured, monochromatic subtrees if 
its root is removed. Finally let 
&(a,b)= {(F,Tg,T): F”~E(a,b,k), TO~9,T~Ext(TO;F\{TO})}. 
Lemma 6. There exists a bijection $ from 9_k*(a, b) onto B,(a, b). 
Proof. For (T, P) E F,fJ(a, b) let $( T, P) = (9, TO, T) where g is the Steel decomposi- 
tion of T according to vertex o. E P and To is the kernel of the decomposition. Since 
the Steel decomposition is unique and P is connected, the map $ is well defined. If 
$(T, P) = $(T’, P’) then T = T’ by the definition of $. The kernels of the decomposi- 
tions are identical. Therefore P = P’, since both of them are an element of p( T) which 
is in the kernel. So II/ is injective. Finally, Lemma 4 proves that $ is onto. Cl 
Lemma 7. 
fk(a, b) = (k - l)! (2n - 3k)N(a, k) N(b, k) b(n f(E)+ 2). 
Proof. We know that IFJa, b)l =fk(a, 6). Therefore IS 
have 
p$(a, b)l = kf,(a, b). Now we 
))I 
Furthermore, we know that [~?(a, b, k)l = k!N(a, k) N(b, k). (The forests of %‘(a, b, k) 
can be built as follows: take a semilabelled forest of k rooted binary trees with leaf set 
LA and a semilabelled forest of k rooted binary trees with leaf set LB, match them up 
and make bichromatic rooted binary trees from the pairs.) Now Lemma 6 finishes the 
proof. 0 
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Abstract 
A min-max theorem is developed for the multiway cut problem of edge-weighted trees. We present 
a polynomial time algorithm to construct an optimal dual solution, if edge weights come in unary 
representation. Applications to biology also require some more complex edge weights. We describe 
a dynarnic programming type algorithm for this more general problem from biology and show that 
our min-max theorem does not apply to it. 
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1. Introduction 
Let G = ( V, E) be a simple graph, C = { 1, 2 . . . . .  r} be a set of colours. For Nc V(G), a 
map x :N~ C is a partial colouration. We usually think of a given partial colouration. A
map X: V(G) ~ C is a colouration if X(V) = 2(v) holds for all v ~N. 
A colour dependent weightfunction assigns to every edge (p, q) and colours i,j a natural 
number w(p, q; i, j ) ,  which teils the weight of the edge (p, q) in a colouration X, in which 
~(p) = i, ~( q) =j. We assume that w(p, q; i, i) = 0 and w(p, q; i,j) = w( q, p; j, i). We say 
that w is colour independent, i f for  any (p, q ) , im v~ j i  , i2 ~ J2, we have w(p,  q; il, j l  ) = w(p,  
q;/2, J2). We say that w is edge independent, if for any (p»  ql) ~ E and (P2, q2) ~ E, and 
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i, j~  C, we have w(p 1, ql; i, j) =w(p» q2; i, j) .  (Hence, any edge independent weight 
function satisfies w(p, q; i, j) = w(p, q; j, i).) We say that w is constant, if it is colour and 
edge independent. 
An edge (p, q) is colour-changing in the colouration ~, if ] (p)  :# ~(q). The changing 
number of the colouration ~is the sum of weights of the colour-changing edges in Ä~, i.e.: 
change(G, ~) = ~ w(p, q; ~((p), y((q) ) . 
(p, q) ~E(G) 
A partial colouration X defines apartition ofN by N~ = { v ~ N: X(v) = i }. A set of edges that 
separates very Ni from all the other N/s is tenned amultiway cut [ 1 ]. Observe that he set 
of colour-changing edges of a colouration ~forms a multiway cut and every multiway cut 
is represented in this way. 
The length of the pair (G, X) is the minimum weight of a multiway cut, in formula: 
l(G, X) = min{ehange(G, ~): ~ colouration} . 
An optimal colouration is a colouration ~such that change(G, ~) = I(G, X). 
The multiway cut problem for colour independent weight functions has been extensively 
studied in combinatorial optimization (e.g. [ 1-3] .). As Dahlhaus et ad. pointed out [3], 
this problem is NP-hard, even for INI = 3, IN, I = 1 and constant weight. 
On the other hand, if we restrict ourselves to planar graphs, a fixed number of colours, 
and constant weight, then the problem becomes solvable in polynomial time [ 3 ]. A well- 
known specialization of the multiway cut problem, which is solvable in polynomial time, 
is r = 2, which is considered in the undirected ge version of Menger' stheorem [ 8 ]. 
Although it is less known in the operations research community, some instances of the 
multiway cut problem have great importance in biomathematics. In fact, the notions of the 
changing number and the length came from genetics and we follow the terminology used 
there. For the case of constant weight function, Fitch [6] and Hartigan [7] developed a 
polynomial time algorithm to determine the length of a given tree. Sankoff and Cedergren 
[ 13 ], and Williamson and Fitch [ 12] studied edge independent weight functions and made 
polynomial time algorithms to find the length. Some explanation of the significance of the 
multiway cut problem in biology is given in [4, 5]. 
The goal of the present paper is to study the multiway cut problem. In Section 2 we give 
a new lower bound for the length of a multiway cut. Section 3 provides adynamic program- 
ming type algorithm to find the length of a tree with an arbitrary weight function. Section 
4 uses the algorithm of Section 3 to establish a min-max theorem for the multiway cut 
problem of trees, in the case of colour independent weight functions. All the results can be 
extended to any graph G, in which N intersects every cycle. Section 5 describes our results 
in terms of linear programming. 
A preliminary version of the present paper has already appeared [ 5 ]. We are indebted to 
the anonymous referees for their helpful observations that we use in this presentation. 
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2. Lower bound for the weight of a muitiway cut 
Let G be a simple graph, Nc_V(G) and x:N--*C be a partial colouration. Let w be a 
colour dependent weight function. 
Definition. An oriented path P in G starting at s(P) ~N and terminating at t(P) ~N is a 
colour-changing path, if X(S (P)) 4: X(t(P) ) and P has no internal vertex in N. (From now 
on path means oriented path, unless we explicitly say the opposite.) Let us fix a family 
of colour-changing paths and let e = (p, q) ~ E( G). Define 
ni(e , ~)  =#{PEr :  (p, q) ~P  and X(t(P)) =i} . 
The notation (p, q) ~ P means that P enters the edge (p, q) atp and leaves at q. 
Definition. Let x :N~ C be a partial colouration and ~ be a colouration on G. A family :~ 
of colour-changing paths is a path packing, if all pairs of colours i 4:j and all edges (p, q) 
satisfy 
ni((p, q), ~)  +nj((q, p), ~)  <~w(p, q;j, i ) .  
The maximum cardinality of a path packing is denoted by p (G, X). 
Theorem 1. For any graph G and partial colouration )(, we have 
I( G, X) >~ p( G, X) • 
Proof. Let ~ be a path packing and ~: V(G) ~ C be an optimal colouration. Define a map 
f: 9 ~ E(G) as follows: letf(P) = e if e is the last colour-changing edge in P in ~. For any 
colour changing edge e= (p, q), ~(p) = j  and ~((q) = i (i:~j since e is colour changing), 
we have 
# { P~ß:  f(  P ) =e} <~ni( (p, q), ~)  +n~( ( q, p ), g )  <~ w(p, q; j, i ) .  
Therefore, 
191 ~< change(G, ~O=l(G, X) • [] 
3. An algorithm to find optimal colourations 
Now we focus on the multiway cut problem of trees. Let Tbe a tree and x:N-o C be a 
partial colouration, and let L(T) denote the set of leaves, i.e. vertices of degree 1. We 
assume N= L(T). (It is obvious that the solution of the multiway cut problem of trees with 
N= L(T) easily generalizes to the solution of the multiway cut problem of trees with 
arbitrary N.) Let w be a colour dependent weight function. In this section we give a 
polynomial time algorithm todetermine all optimal colouration of T for the weight w. 
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Let us fix an arbitrary non-leaf vertex, the root of T. Let (u, v) be an edge and let v be 
closer to the root than u, then we say v = Father(u). (Father(root) is NIL.) We denote 
the set of all u for which v = Father(u) by Son(v). 
Our colouring algorithm has two phases. Starting from the leaves and approaching the 
root we determine a penaltyfunction of every vertex v recursively, and subsequently we 
determine a suitable colourätion ] starting from the root and spreading to the leaves. 
Definition. The vector-valued penaltyfunction is a map 
pen: V(T) ~ (M U {~})r ,  
such that peni(v) means the length of the subtree separated by v from the root, ifthe colour 
of v has to be i. 
Phase I. For every leaf v ~ L(T) let 
=fO if v~,,V/, 
pen«(v) 
otherwise, 
where in an actual computation oomay be substituted by a sufficiently large number. Take 
a vertex v, such that pen(v) is not computed yet for the vertex v, but pen(u) is already 
known for every vertex u G Son(v). Then compute 
peni(v) = ~ min {w(u, v;j, i) +pen/(u)} . 
u ~Son(v)  j= l  . . . . .  r 
Phase II. Now we determine an optimal colouration ~of T. First, let ~(root) be a colour 
i, which minimizes the value peni(root). Furthermore, for a vertex v for which ~(v) is not 
settled yet, but ~ (Father(v)) is already determined, let ~(v) be a colour i, which minimizes 
the expression 
w ( v, Father(v); i, )~(Father(v ) ) ) + peni ( v ). 
It is easy to see, that every leaf v ~Ni satisfies ~(v) = i = X(V), for i = 1 . . . . .  r. 
The correctness of this algorithm is almost self-explanatory. Assume the positive integer 
edge weights are given in unary representation. Then, thetime complexity is O(n. r 2. 
(max weight) , since at each step we calculate r 2 sums, take the minimum, and roughly 2n 
steps are necessary because T has n vertices and n - 1 edges. You may change max weight 
for log (max weight), if the edge weights come in binary representation. 
In the rest of this section we focus on colour independent weight functions, since we can 
develop a slightly more efficient version of this algorithm, which also can determine all 
optimal colourations. Biologists may need all optimal colourations; the saving in running 
time comes from avoiding the second minimization in Phase II. Also, case (A2) in the 
proof of Theorem 2 will need the modified algorithm. For the sake of simplicity, for the 
rest of this section the weight function is a map w: E(T) ~ M for colour changing edges 
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and the weight of any edge not changing colour is O. We use the usual Kronecker delta 
notation. 
Phase I ' .  For every leaf v, set 
M1 (v) ---M2(v) = {i: peni(v) = O} . 
If pen(v) is not computed yet for the vertex v but pen(u) is already known for every vertex 
u c Son(v), then set 
peni(v) = ~ min {(1--6u)w(u, v) +pen~(u)} . 
u~Son(v)  j= l ,  L, r 
Letp(v)  = minipeni( v), and 
MI(v) = { ic  {1 . . . . .  r}: pen/(v) =p(v)  } , 
M2(v) = { ic{1  . . . . .  r}: peni(v) <p(v)  +w(v, Father(v))  } . 
It is obvious that M1 (v) __.M2(v). 
Phase I I ' .  For ~(root) ,  take an arbitrary element ofMl(root) .  If ~(v) is not settled yet for 
a vertex v, but ~(Father(v) )  is already determined, take 
~ (Father(v))  if ~ (Father(v) c M2 (v) 
~((v) = [an  arbitrary element of Ml(v)  otherwise. 
It is easy to see, that every vertex vcNi  satisfies ~(v)= i=x(v) ,  for i=  1 . . . . .  r. This 
algorithm is obviously correct and permitting some extra freedom at certain steps, any 
optimal colouration can be obtained by the modified algorithm. For this purpose we intro- 
duce a third set of colours at Phase I': 
M3(v ) = {iC { 1 . . . . .  r}: peni(v) =p(v) +w(v, Father(v) } . 
I f  in Phase II '  we also allow to give the colour of ~(Father(v))  to v, if 
~(Father(v)  ) cM3(v) ,  then the algorithm still yields an optimal colouration. Moreover, 
one can prove that running this algorithm in all possible ways yields all optimal colourations. 
(We leave the proof to the reader.) The complexity of this revised algorithm is better by a 
constant multiplicative factor han that of the original, hut to get every optimal colouration 
may take exponential time, since M.A. Steel exhibited trees with exponentially many optimal 
colourations [ 11 ]. 
4. A min-max theorem 
In this section we assume that the weight function is colour-independent a d we prove 
that the lower bound of Theorem 1 is tight for leaf-coloured trees, and then even for a larger 
class of graphs. 
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Theorem 2. Let T be an arbitrary tree with coIour-independent weight function 
w : E( T) ~ [~ and with leaf-colouration x: L ( T) ---> C. Then 
I(T, X) =p(T,  X) • 
We already know ffom Theorem 1 that the LHS is greater or equal than the RHS. We have 
to prove the other inequality. For this end we construct the desired optimal path packing in 
a recursive manner. At first, we explicitly construct optimal path packings for stars, i.e. for 
trees with 1 branching vertex. Then, for a tree T with at least 2 branching vertices and with 
w(73= ]~ w~ 
f~  E(T) 
sum of weights, we define a 'smaller' tree T' for which we can trace back the problem of 
the construction of an optimal path packing, such that we can 'lift up' the path packing from 
T' to T to get the solution. We may have at most W(T) 'lift up' steps. Here we give the 
details. 
For convenience, we want to use the functions Son and Father, therefore we fix, as in 
Section 3, a root of T. In the complexity issues we assume that our tree is represented by 
the vertices v and the sets Son(v) and Father(v), furthermore every element of Son(v) and 
Father(v) (which represents edges) also contains the weight of the edge. The paths under 
construction will be represented as double-linked lists, therefore, due to Theorem 1, the 
space complexity of the representation is O(l(T, X)" n). 
Definition. We say that a vertex v is of order 1 if every element of Son(v) is a leaf. 
Notice that every tree with at least 2 branching vertices has a non-root vertex of order 1. 
Before starting the main body of the proof we need the following lemma. 
Lemma 1. One can assume that no vertex of order 1 has two sons with the same colour. 
Let v be a vertex of order 1, such that Son(v) contains at least 2 leaves with identical colour. 
Let E(T) denote the tree obtained from T by identification of the elements of Son(v) with 
identical colour and adding up their edge weights, respectively. Now one can easily construct 
an optimal path packing for T from an optimal path packing of E (T). Anyhow, we give a 
formal proof, otherwise, the base case of out recursive algorithm would not be complete. 
Proof. Define the tree E(T) formally as follows: let the tree T' be a star with midpoint v 
and with leaves { li: 3u ~ Son(v) with X(U) = i} and let •(T) be the tree made of the trees 
T\Son(v)  and T' by identification of their common v. The leaf-colouration and weight 
function of ~(T)  are as follows: 
X, (u )=(X(U)  if u~L\Son(v)  =l  i , 
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w, (f) =~ù~So~(o) w( (u' v) ) 
I x(u)=i 
Lw~ß 
Notice that I(E( T), X') = l(T, X). 
i f f=  (li, v) , 
otherwise. 
Claim. I f I (E(T),  X') =p(E(T) ,  X') then l(T, X) =p(T, X). 
Proof. Let Son(v) contain d different colours. We apply induction on I Son(v) I. 
Base case: if [ Son(v) I = d, then E(T)  = T, X = X', and we have nothing to prove. 
Inductive step: Suppose that we know Lemma 1 for all ISon(v) I <k. Assume now 
I Son(v) I = k and for some fixed zl, z2 ~ Son(v), let X(Zl) = X(z2). Join zl and z2 into z. In 
the new tree T*  obtained by identification, define the leaf colouration and the weight 
function as follows: 
=fX(u)  if u =/~Zl, Z2» 
X*(U) 
[.X(Zl) i fu=z ,  
{w(f) 
w*ff) = w(v, z~) +w(v, z2) 
i f f4: ( v, zi) , 
i f f=  (v, z) • 
Now we have Z(T)  =E(T* ) ,  therefore I(Y~(T)) =/(E(T* ) ) .  By the hypothesis there 
exists a path packing ~@* in the tree T*  satisfying 19"  [ = l (T* ) .  It is easy to divide the 
paths of ~*  adjacent to vertex z into two groups, such that the members of one group are 
adjacent o zl and the members of the other are adjacent o z2 and both groups obey the 
weight restriction on the edge adjacent o zi. In this way we obtain a path packing of l(T) 
members in T. This proves the Claim as well as Lemma 1. [] 
The time complexity of this algorithm is O(~~~Soù«~) w(u, v)) so the time complexity 
of all applications of Lemma 1 altogether is 0 (W(T)) .  
We return to the main body of the proof; we assume that any two sons of an arbitrary 
vertex of order 1 have different colours. Our algorithm is given in a recursive form in the 
variables b(T) and W(T), where b(T) is the number of branching (non-leaf) vertices of 
T. 
Base case: let b (T) --- 1 and W(T) be arbitrary. Then T is a star; let v denote the midpoint 
of it. Due to Lemma 1 we may assume that IL(T) [ = r (i.e. every colour occurs once). 
Assume that the edge (v, u) has maximum weight over all edges. Orient paths from u to 
every other leaf z~L(T) \{u}  with multiplicity w(v, z). This path system is obviously a 
path packing and has l(T) members. This case requires O (W(T))  steps. 
Recursive step: For any tree T with at least 2 branching vertices we shall find 'smaller' 
tree T' with fewer branching vertices (b(T ' )<b(T) )  or with smaller total weights 
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(b(T')  = b(T) and W(T' ) < W(T)) such that an optimal path packing of T' can be lifted 
up to an optimal path packing of T. Define 
We distinguish two cases: 
(A) There is a vertex c of order 1 such that s (v) 4: w ( v, Father(v) . 
(B) s (v) = w ( v, Father(v)  for every vertex v of order 1. 
Case (A). Let 2 be an optimal colouration of T such that v is the first branching vertex 
for which the colour sets M~ were determined. We have two subcases; in (A1) we have 
s(v) >w(v, Father(v)), in (A2) we have s(v) <w(v, Father(v)). 
Case (A1). Let T" be the tree with the same vertex set, edge set and leaf colouration as 
the tree T was, and let the new weight function w' : E(T) ~ N such that 
If w' (f) = 0, then cancel this edge and its leaf endpoint from the tree T" to obtain the tree 
T'. Due to our colouring algorithm, colouration ~is also optimal for the tree T', therefore 
The total weight of tree T' is less than of T. Assume now that we have an optimal path 
packing ~ '  of l(T', X) elements in T'. Denote by AT the star of v U Son(c) with weight 
function w = 1 and with the original eaf colouration. Let A~ be optimal path packing in
AT (use the base case). Now the path system ~a~= .~, U A~ is obviously optimal path 
packing in the tree T. 
We can construct T' and thepath packings A~ and ~¢~ from the given tree T and path 
packing ~.~' in O(r. ~2u~Son(v) w(v, u) ) time, so that the total time complexity of the case 
(A1) is O(rW(T)). 
Case (A2). Now we have s(v) <w(v, Father(v) . Let the tree T' be identical with t e 
tree T with the same leaf-colouration a d with the weight function 
Now it is easy to see that there exists an optimal colouration ~ of T' satisfying ~(v) = 
~(Father(v)) which is also optimal in T. (The only problem that can occur is that 
(Father(v)) ~ M2 (v) but ~ (Father(v)) ~ M~ (v). In that case we can pply the extended 
Phase II'.) Therefore, we have l(T) = I(T') and W(T') < W(T). Now we can easily 'lift 
up' any optimal path packing ~ of T' to the tree T, namely ~ itself is obviously path 
packing in T. 
This operation takes O(1) time, so the total time complexity of case (A2) is O(n). 
Case (B). From now on we assume that every vertex z of order 1 satisfies the condition 
s(z) = w(z, Father(z) . For the rest of (B), we fix a vertex v; if the diameter of Tis 3, then 
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let v be the root, otherwise, let v be a non-root vertex such that Son(v) ¢L(T)  and every 
non-leaf son is a vertex of order 1 (the existence of such a v is obvious). Let the non-leaf 
sons of v be the vertices z~, ..., z» 
By the defnition of case (B) it is easy to see the existence of an optimal coloration 
colouring v and every zi to the same colour. Therefore if 7 ~ is the tree derived from the tree 
Tby contracting every edge of form (v, z~) (leaving the name of the new vertex v), which 
is endowed with the original leaf-colouration and weight function on the existing edges, 
then the restriction of the same colouration ] is also optimal for 7~ and l(2r) = l(T). On the 
other hand, the tree 7 ~ has less branching vertices than T. 
Now due to our hypothesis we have an optimal path packing ~.~ in the tree 7 ~. Therefore 
I~1 =l(T). 
Let us define the lift up ~.~= {/3: p~j~} of the path packing ~,  where/3 is identical with 
P if no leaf u of Son(zi) (i = 1 . . . . .  k) belongs to the path P, and/3 comes from P by 
subdivision of the edge (v, u) with vertex zi if endvertex(P) = u ~ Son(zl) (i = 1 . . . . .  k). 
We have l(T) many elements in ~.~. 
Let ei = (v, zi) (for every i= 1 . . . . .  k). For an edge f= (p, q), we write - f=  (q, p) .  
Now, by the definition of g ,  the condition 
ni(f, ~)  + nj( -f, ~)  < w(f) 
holds for every edgef4: ei (i = 1 . . . . .  k), but unfortunately this is not necessarily the case 
for the edges e» 
We solve this problem in a slightly more general setting (Lemma 2 ). For this we introduce 
the following notations: Let [x] ÷ denote x, if x is non-negative, 0, if x is non-positive. 
Define the badness of the colour changing path system ~ by 
bad G'~) = E 
(i, j) ECXC e~E(G) 
i~j  
[nj(e, «~) +nj( -e ,  ~)  -w(e)  ] + 
Call an edge oversaturated by the path system B ,  if the contribution of the edge to the 
badness is positive. (We recall the definition e i = (V, Zi).) 
Lemma 2. Let g be a system of colour-changing paths on the tree T such that 
(i) for all i, j, nj( +_el, g )  <~ w( el), 
(ii) ~ does not oversaturate any edge from E( T) \ { el .... .  ek}. 
Then there exists a path packing ~*  in T of the same size. 
Proof. If bad(~)  = 0 then ~ itself is a path packing. Suppose bad(~)  > 0, and, say, the 
edge el is oversaturated with colours 1 and 2, i.e. 
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nl(el, jö) +n2(- -e l ,  ~)  >w(el )  . 
Take a path PI ~ ~ such that el ~ P1 and X(t(P1 ) ) = 1 (where, say, t(Pl) ~ Son(zl) ), and 
a path P2~~ such that -e lEP  2 and X(t(P2))=2 (where t(P2) f~Son(zl) and 
s(P2) ~ Son(zl) ). Now we distinguish the cases (BA) and (BB): 
Case (BA). Suppose there is no P3E~ for which -e l~P3, s(P3)=s(P2) and 
X(t(P3) ) = 1. In this case we define the following path system: 
B I  =~U {P}\{P1 } , 
where the path P is (s(Pz), zi, t(P1) ), oriented from left to right. 
C|aim A. 
bad(g l )  ~<bad(~) - 1. 
Proof. It is easy to see that n~( +f, ~1)  ~<n~( +f, «~) for each i= 1 . . . . .  k and for each 
f~ E(T) \ { el, (Zl, s (P2)) }, furthermore 
rti( -e l ,  .~1) =nj( -e l ,  ~) ,  i-- 1 . . . . .  k, 
nj(el, ~1) =ni(ei, ~'~), i=2  . . . . .  k, 
nl(el, ~1)  =nl (e l ,  ~) -  1 . 
Finally, for the edgef2 = (Zl, s(P2) ) we have 
nj(f2' ~1) =ni(f2' ~) ,  i= 1 . . . . .  k, 
nj( --f2, ~1) =ni( --f2, ~ßö), i=2  . . . . .  k, 
nl( -f2, ~1) +ni(fz, J°l) <~w(f2), i-= 1 ..... k. 
The last inequality is true, since otherwise n2( - f»  ~)+ ni(f2 ~)  > w(f2) would hold, 
contradicting the assumptions of Lemma 2. [] 
Case (BB). Suppose there exists a path P3 which was forbidden in (BA). Then let ~1 
be the following path system: 
B1 = ~ (--J {P, P3 APx }\{P1, P3 } 
where P3/~ P1 denotes the (unique) path oriented from s(P3) to t(Pl). 
Claim B. 
bad(~~) ~< bad(~)  - 1. 
Proof. Set 
El={el ,  (zl, t(Pl)), (zl, s(P3))} and E2=E(P1) UE(P2)\E(P3AP1). 
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Then for each edgef~E(T) \ (E1  UEz) the estimates of Claim A hol& Furthermore, for 
fG  E1 we have 
ni(+f, ,~1) =ni(-f-f, ~) ,  i=2  . . . . .  k, 
n~( +f, ~1) <n~( +f, ~) ,  
ni(+_(Zl , t (P1)) ,~l )=ni(+-(z l ,  t(Pa)),«~), i= l  . . . . .  k, 
ni(++_el ,~a)=ni(+el ,~) ,  i=2  . . . . .  k, 
nl( +el ,  ~1) =n~( +el ,  ~)  - 1 , 
nj( -1- (Zl, s(P3) ) = nj( -1- (Zl, s(P3) ), ~)  i-- 1 . . . . .  k. 
The equalities and inequalities above prove Claim B. [] 
The surgeries described in Case (BA) and Case (BB) obviously keep the conditions of 
Lemma 2, therefore they may be repeated until the badness drops to 0. Claims A and B 
guarantee, that we finally reach 0. Lemma 2 and Theorem 2 are proved. [] 
The determination f the tree 2r takes O(n) steps, therefore the total time complexity of 
this procedure is O(nb(T) ). To lift up the paths from ~ to ~ takes 
time, therefore the total time complexity of lift up operations i O(rW(T)).  Finally, the 
badness at Lemma 2 is at most 
w(v, z) 
z~Son(v) 
and every edge can occur at most one application f Lemma 2 so the total time complexity 
of Lemma 2 is O(max{rW(T), nE}). 
The bookkeeping of (edge, path) incidences is necessary. A possible xecution of this 
task is to build up lists for every edge to store these incidences and to maintain these lists 
at every 'lift up' step. The total time complexity of our recursive procedure is 
O (max{ rW(T), n e} ), so it is unary polynomial. 
The following theorem is an easy consequence of Theorem 2. 
Theorem 3. Let G be a graph with a weight function w: E( T) ~ ~ and with a partial 
colouration x:N--> C. Assume that N intersects every cycle olG. Then 
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l(G, X) =p(G, X) 
Proof. Obtain a forest by eliminating the vertices of N and making leaves from the edges 
that were adjacent to them. Give the colour of n to the leaves that substitute a former n E N. 
Apply Theorem 2 for each and every tree in the forest. [] 
5. The LP connection 
One may consider the following linear programs related to the multiway cut problem 
with colour independent weight function. Note that this is something, which is different 
from the usual multiway cut polyhedron [ 1 ]. 
For every oriented edge (p, q) of G and every ordered pair of distinct colours ij define a 
variable Zpq,ij. If q~N, then eliminate Zpq,i~ and Zqpj i for every J~x(q).  Introduce new 
quotient variables by identifying the surviving variables Zpq,u and Zqpdi in pairs. For conven- 
ience we use the same notation for the quotient variables. Then the primal linear program 
is: 
Zpq,o >~0 ;
for every colour-changing path Pab(a, b ~N), have 
E E ZP«'ix(b) >~ 1; 
(p, q)~Pab i:i4:x(b) 
min ~., Zpq.U w(p, q) , 
where the last sum is for all quotient variables. To describe the dual linear program, for 
every colour-changing path Pùb introduce a variable A ab, such that 
Aab ~O ; 
for every quotient variable Zpq,o, have 
E hab + ~., Aùo <~ w(p, q); 
x(b) =j X(v) =i 
(p, q) ~Pab (q, p) ~Puv 
max ~ Aab. 
We claim that these linear programs have integer optimal solutions. It is easy to see, that 
p(G, X) ~<max ~ Aab :Aab integer ~<max ~ Aab =min ~ Zpq,U w(p, q) 
~<min ~ Zpq,U w(p, q) :Zpq,ij nteger~ I(G, X) • 
Only the first and last inequalities require proofs from the chain of inequalities above. The 
first one holds, since any path packing provides a feasible integer solution for the second 
linear program. The last one holds, since we have an optimal colouration ~ with total weight 
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of the colour-changing edges of  l(G, X); define Zpq,i j = 1, iff  (p, q) is a colour-changing 
edge in the optimal colouration ~ and ~((p) = i, ~(q) =j  hold, and Zpq,ij = 0 otherwise. I f  
l(G, X) =p(G,  X). then equality holds everywhere in the chain. 
It is a natural question whether these linear programs are totally dual integral [ 10], i.e., 
whether they have integer optimal solutions for colour dependent weight functions w(p, q; 
i, j ) .  Unfortunately, this is not the case, take for example the 3-star with center c and leaves 
x, y, z with colours X(X) = 1, X(Y) =2 and X(Z) =3;  and the weight function w(c, .; i, 
j )  = iWj defined by the matrix 
W= 0 . 
3 
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ABSTRACT: A phylogenetic tree, also called an ‘‘evolutionary tree,’’ is a leaf-labeled tree
which represents the evolutionary history for a set of species, and the construction of such
trees is a fundamental problem in biology. Here we address the issue of how many sequence
sites are required in order to recover the tree with high probability when the sites evolve
under standard Markov-style i.i.d. mutation models. We provide analytic upper and lower
bounds for the required sequence length, by developing a new polynomial time algorithm. In
particular, we show when the mutation probabilities are bounded the required sequence
 .length can grow surprisingly slowly a power of log n in the number n of sequences, for
almost all trees. Q 1999 John Wiley & Sons, Inc. Random Struct. Alg., 14, 153]184, 1999
1. INTRODUCTION
Rooted leaf-labeled trees are a convenient way to represent historical relationships
between extant objects, particularly in evolutionary biology, where such trees are
Correspondence to: Laszlo A. Szekely´ ´ ´
Q 1999 John Wiley & Sons, Inc. CCC 1042-9832r99r020153-32
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called phylogenies. Molecular techniques have recently provided large amounts of
sequence data which are being used to reconstruct such trees. These methods
exploit the variation in the sequences due to random mutations that have occurred
at the sites, and statistically based approaches typically assume that sites mutate
independently and identically according to a Markov model. Under mild assump-
tions, for sequences generated by such a model, one can recover, with high
probability, the underlying unrooted tree provided the sequences are sufficiently
long in terms of the number k of sites. How large this value of k needs to be
depends on the reconstruction method, the details of the model, and the number n
of species. Determining bounds on k and its growth with n has become more
pressing since biologists have begun to reconstruct trees on increasingly large
numbers of species, often up to several hundred, from such sequences.
With this motivation, we provide upper and lower bounds for the value of k
 .required to reconstruct an underlying unrooted tree with high probability, and
address, in particular, the question of how fast k must grow with n. We first show
that under any model, and any reconstruction method, k must grow at least as fast
as log n, and that for a particular, simple reconstruction method, it must grow at
least as fast as n log n, for any i.i.d. model. We then construct a new tree
 .reconstruction method the dyadic closure method which, for a simple Markov
model, provides an upper bound on k which depends only on n, the range of the
mutation probabilities across the edges of the tree, and a quantity called the
  ..‘‘depth’’ of the tree. We show that the depth grows very slowly O log log n for
 .almost all phylogenetic trees under two distributions on trees . As a consequence,
we show that the value of k required for accurate tree reconstruction by the dyadic
closure method needs only to grow as a power of log n for almost all trees when
the mutation probabilities lie in a fixed interval, thereby improving results by
w xFarach and Kannan in 23 .
The structure of the paper is as follows. In Section 2 we provide definitions, and
in Section 3 we provide lower bounds for k. In Section 4 we describe a technique
for reconstructing a tree from a partial collection of subtrees, each on four leaves.
We use this technique in Section 5, as the basis for our ‘‘dyadic closure’’ method.
Section 6 is the central part of the paper, here we analyze, using various probabilis-
tic arguments, an upper bound on the value of k required for this method to
correctly recover the underlying tree with high probability, when the sites evolve
under a simple, symmetric 2-state model. As this upper bound depends critically
 .upon the depth a function of the shape of the tree we show that the depth grows
  ..very slowly O log log n for a random tree selected under either of two distribu-
tions. This gives us the result that k need grow only sublinearly in n for nearly all
trees.
w xOur follow-up paper 21 extends the analysis presented in this paper for more
general, r-state stochastic models, and offers an alternative to dyadic closure, the
‘‘witness]antiwitness’’ method. The witness]antiwitness method is faster than the
dyadic closure method on average, but does not yield a deterministic technique for
reconstructing a tree from a partial collection of subtrees, as the dyadic closure
method does; furthermore, the witness]antiwitness method may require somewhat
 .longer by a constant multiplicative factor input sequences than the dyadic closure
method.
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2. DEFINITIONS
w x w xNotation. P A denotes the probability of event A; E X denotes the expectation
w xof random variable X. We denote the natural logarithm by log. The set n denotes
S 41, 2, . . . , n and for any set S, denotes the collection of subsets of S of size k. /k
R denotes the real numbers.
 .Definitions. I Trees. We will represent a phylogenetic tree T by a tree whose
 .  .lea¨es vertices of degree 1 are labeled by extant species, numbered by 1, 2, . . . , n
 .and whose remaining internal vertices representing ancestral species are unla-
beled. We will adopt the biological convention that phylogenetic trees are binary,
so that all internal nodes have degree 3, and we will also assume that T is
 . unrooted, for reasons described later in this section. There are 2ny5 !!s 2ny
. .5 2ny7 ??? 3 ?1 different binary trees on n distinctly labeled leaves.
 .The edge set of the tree is denoted by E T . Any edge adjacent to a leaf is
called a leaf edge, any other edge is called an internal edge. The path between the
 .vertices u and ¨ in the tree is called the u¨ path, and is denoted P u, ¨ . For a
w xphylogenetic tree T and S: n , there is a unique minimal subtree of T , contain-
ing all elements of S. We call this tree the subtree of T induced by S, and denote it
by T . We obtain the contracted subtree induced by S, denoted by TU , if we< S < S
substitute edges for all maximal paths of T in which every internal vertex has< S
degree 2. Since all trees are assumed to be binary, all contracted subtrees,
including, in particular, the subtrees on four leaves, are also binary. We use the
<notation ij kl for the contracted subtree on four leaves i, j, k, l in which the pair
<i, j is separated from the pair k, l by an internal edge, and we also call ij kl a ¨alid
quartet split of T. Clearly any four leaves i, j, k, l in a binary tree have exactly one
< < <valid quartet split out of ij kl, ik jl, il kj.
 .The topological distance d u, ¨ between vertices u and ¨ in a tree T is the
 .number of edges in P u, ¨ . A cherry in a binary tree is a pair of leaves at
 .topological distance 2. The diameter of the tree T , diam T , is the maximum
topological distance in the tree. For an edge e of T , let T and T be the two1 2
 .rooted subtrees of T obtained by deleting edge e from T , and for is1, 2, let d ei
be the topological distance from the root of T to its nearest leaf in T . The depthi i
  .  .4of T is max max d e , d e , where e ranges over all internal edges in T. We saye 1 2
 .that a path P in the tree T is short if its topological length is at most depth T q1,
and say that a quartet i, j, k, l is a short quartet if it induces a subtree which
contains a single edge connected to four disjoint short paths. The set of all short
 .quartets of the tree T is denoted by Q T . We will denote the set of validshort
U  .quartet splits for the short quartets by Q T .short
 .   4II Sites. Let us be given a set C of character states such as Cs A, C, G, T
 4  4for DNA sequences; Cs the 20 amino acids for protein sequences; Cs R, Y or
 4 .0, 1 for purine-pyrimidine sequences . A sequence of length k is an ordered
k-tuple from C}that is, an element of C k. A collection of n such sequences}one
w xfor each species labeled from n }is called a collection of aligned sequences.
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Aligned sequences have a convenient alternative description as follows. Place
the aligned sequences as rows of an n=k matrix, and call site i the ith column of
< < nthis matrix. A pattern is one of the C possible columns.
 .III Site substitution models. Many models have been proposed to describe,
stochastically, the evolution of sites. Usually these models assume that the sites
evolve identically and independently under a distribution that depends on the
model tree. Most models are more specific and also assume that each site evolves
on a rooted tree from a nondegenerate distribution p of the r possible states at
the root, according to a Markov assumption namely, that the state at each vertex
.is dependent only on its immediate parent . Each edge e oriented out from the
 .root has an associated r= r stochastic transition matrix M e . Although these
models are usually defined on a rooted binary tree T where the orientation is
provided by a time scale and the root has degree 2, these models can equally well
 .be described on an unrooted binary tree by i suppressing the degree 2 vertex in T ,
 .  .ii selecting an arbitrary vertex leaves not excluded , assigning to it an appropriate
X  .distribution of states p , possibly different from p , and iii assigning an appropri-
X . w  .xate transition matrix M e possibly different from M e for each edge e. If we
regard the tree as now rooted at the selected vertex, and the ‘‘appropriate’’ choices
 .  .in ii and iii are made, then the resulting models give exactly the same distribu-
 w x.tion on patterns as the original model see 46 and as the rerooting is arbitrary we
see why it is impossible to hope for the reconstruction of more than the unrooted
underlying tree that generated the sequences under some time-induced, edge-
bisection rooting. The assumption that the underlying tree is binary is also in
keeping with the assumption in systematic biology, that speciation events are
almost always binary.
 .IV The Neyman model. The simplest stochastic model is a symmetric model
w xfor binary characters due to Neyman 37 , and also developed independently by
w x w x  4Cavender 12 and Farris 25 . Let 0, 1 denote the two states. The root is a fixed
leaf, the distribution p at the root is uniform. For each edge e of T we have an
associated mutation probability, which lies strictly between 0 and 0.5. Let p:
 .  .E T ª 0, 0.5 denote the associated map. We have an instance of the general
 .  .  .Markov model with M e sM e sp e . We will call this the Neyman 2-state01 10
model, but note that it has also been called the Cavender]Farris model. Neyman’s
original paper allows more than 2 states.
The Neyman 2-state model is hereditary on the subsets of the leaves}that is, if
w xwe select a subset S of n , and form the subtree T , then eliminate vertices of< S
degree 2, we can define mutation probabilities on the edges of TU so that the< S
probability distribution on the patterns on S is the same as the marginal of the
distribution on patterns provided by the original tree T. Furthermore, the mutation
probabilities that we assign to an edge of TU is just the probability p that the< S
endpoints of the associated path in the original tree T are in different states. The
probability that the endpoints of a path p are in different states is nicely related to
the mutation probabilities p , p , . . . , p of edges of the k-path,1 2 k
k1
ps 1y 1y2 p . 1 .  . i /2 is1
 .Formula 1 is well known, and is easy to prove by induction.
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 .V Distances. Any symmetric matrix, which is zero-diagonal and positive off-
diagonal, will be called a distance matrix. An n=n distance matrix D is calledi j
 .additi¨ e, if there exists an n-leaf not necessarily binary with positive edge weights
on the internal edges and nonnegative edge weights on the leaf edges, so that Di j
 .equals the sum of edge weights in the tree along the P i, j path connecting i and
w xj. In 10 , Buneman showed that the following Four-Point Condition characterizes
 w x w x.additive matrices see also 42 and 53 :
 .Theorem 1 Four-Point Condition . A matrix D is additive if and only if for all
 .i, j, k, l not necessarily distinct , the maximum of D qD , D qD , D qD isij kl ik jl il jk
not unique. The edge-weighted tree with positive weights on internal edges and
nonnegative weights on leaf edges representing the additive distance matrix is
unique among the trees without vertices of degree 2.
 .Given a pair of parameters T , p for the Neyman 2-state model, and sequences
 .of length k generated by the model, let H i, j denote the Hamming distance of
sequences i and j and
H i , j .
i jh s 2 .
k
denote the dissimilarity score of sequences i and j. The empirical corrected distance
between i and j is denoted by
1 i jd sy log 1y2h . 3 .  .i j 2
The probability of a change in the state of any fixed character between the
i j  i j.sequences i and j is denoted by E sE h , and we let
1 i jD sy log 1y2 E 4 .  .i j 2
denote the corrected model distance between i and j. We assign to any edge e a
positive weight,
1w e sy log 1y2 p e . 5 .  .  . .2
 .  .By Eq. 1 , D is the sum of the weights see previous equation along the pathi j
 .P i, j between i and j. Therefore, d converges in probability to D as kª`.i j i j
Corrected distances were introduced to handle the problem that Hamming dis-
tances underestimate the ‘‘true evolutionary distances.’’ In certain continuous time
Markov models the edge weight means the expected number of back-and-forth
state changes along the edge, and defines an additive distance matrix.
 .VI Tree reconstruction. A phylogenetic tree reconstruction method is a function
F that associates either a tree or the statement fail to every collection of aligned
sequences, the latter indicating that the method is unable to make such a selection
for the data given. Some methods are based upon sequences, while others are
based upon distances.
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 w x.According to the practice in systematic biology see, for example, 29, 30, 49 , a
method is considered to be accurate if it recovers the unrooted binary tree T , even
if it does not provide any estimate of the mutation probabilities. A necessary
condition for accuracy, under the models discussed above, is that two distinct trees,
T , T X, do not produce the same distribution of patterns no matter how the trees are
rooted, and no matter what their underlying Markov parameters are. This ‘‘iden-
tifiability’’ condition is violated under an extension of the i.i.d. Markov model when
there is an unknown distribution of rates across sites as described by Steel, Szekely,´
w x w x and Hendy 46 . However, it is shown in Steel 44 see also Chang and Hartigan
w x.13 that the identifiability condition holds for the i.i.d. model under the weak
  ..conditions that the components of p are not zero and the determinant det M e
/0, 1, y1, and in fact we can recover the underlying tree from the expected
frequencies of patterns on just pairs of species.
Theorem 1 and the discussion that follows it suggest that appropriate methods
applied to corrected distances will recover the correct tree topology from suffi-
ciently long sequences. Consequently, one approach to reconstructing trees from
distances is to seek an additive distance matrix of minimum distance with respect
.to some metric on distance matrices from the input distance matrix. Many metrics
have been considered, but all resultant optimization problems have been shown or
w xare assumed to be NP-hard; see 1, 15, 24 .
We will use a particular simple distance method, which we call the Extended
 .Four-Point Method FPM , to reconstruct trees on four leaves from a matrix of
interleaf distances.
 .Four-Point Method FPM . Gi¨ en a 4=4 distance matrix d, return the set of splits
<  4ij kl which satisfy d qd Fmin d qd , d qd .i j k l ik jl i l jk
Note that the Four-Point Method can return one, two, or three splits for a given
quartet. One split is returned if the minimum is unique, two are returned if the two
smallest values are identical but smaller than the largest, and three are returned if
all three values are equal.
w xIn 26 , Felsenstein showed that two popular methods}maximum parsimony and
maximum compatibility}can be statistically inconsistent, namely, for some parame-
ters of the model, the probability of recovering the correct tree topology tends to 0
as the sequence length grows. This region of the parameter space has been
subsequently named the ‘‘Felsenstein zone.’’ This result, and other more recent
 w x w x w xembellishments see Hendy 28 , Zharkikh and Li 54 , Takezaki and Nei 50 , Steel,
w x.Szekely, and Hendy 46 , are asymptotic results}that is, they are concerned with´
outcomes as the sequence length, k, tends to infinity.
We consider the question of how many sites k must be generated independently
and identically, according to a substitution model M, in order to reconstruct the
underlying binary tree on n species with prespecified probability at least e by a
particular method F. Clearly, the answer will depend on F, e , and n, and also on
the fine details of M}in particular the unknown values of its parameters. It is
clear that for all models that have been proposed, if no restrictions are placed on
the parameters associated with edges of the tree then the sequence length might
need to be astronomically large, even for four sequences, since the ‘‘edge length’’
 . of the internal edge s of the tree can be made arbitrarily short as was pointed out
w x.by Philippe and Douzery 38 . A similar problem arises for four sequences when
one or more of the four noninternal edges is ‘‘long’’}that is, when site saturation
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 .has occurred on the line of descent represented by the edge s . Unfortunately, it is
difficult to analyze how well methods perform for sequences of a given length, k.
There has been some empirical work done on this subject, in which simulations of
sequences are made on different trees and different methods compared according
 w xto the sequence length needed see 31 for an example of a particularly interesting
.study of sequence length needed to infer trees of size 4 , but little analytical work
 w x.see, however, 38 .
In this paper we consider only the Neyman 2-state model as our choice for M.
However, our results extend to the general i.i.d. Markov model, and the interested
w xreader is referred to the companion paper 21 for details.
3. LOWER BOUNDS
 .Since the number of binary trees on n leaves is 2ny5 !!, encoding deterministi-
cally all such trees by binary sequences at the leaves requires that the sequence
 . nk  .length, k, satisfy 2ny5 !!F2 , i.e., ksV log n . We now show that this infor-
mation-theoretic argument can be extended for arbitrary models of site evolution
and arbitrary deterministic or even randomized algorithms for tree reconstruction.
For each tree, T , and for each algorithm A, whether deterministic or randomized,
we will assume that T is equipped with a mechanism for generating sequences,
which allows the algorithm A to reconstruct the topology of the underlying tree T
from the sequences with probability bounded from below.
Theorem 2. Let A be an arbitrary algorithm, deterministic or randomized, which is
used to reconstruct binary trees from 0-1 sequences of length k associated with the
lea¨es, under an arbitrary model of substitutions. If A reconstructs the topology of any
binary tree T from the sequences at the lea¨es with probability greater than e respec-
1 nk nk.  .   .ti¨ ely, greater than , then 2ny5 !!e-2 respecti¨ ely, 2ny5 !!F2 , under the2
 .assumption of stochastic independence of the substitution model and the reconstruc-
.  .tion and so ksV log n .
We prove this theorem in a more abstract setting:
Theorem 3. We ha¨e finite sets X and S and random functions f : SªX and
g : XªS.
( ) w  . x < < < <i If P fg x sx )e for all xgX then S )e X .
1( ) w  . x < < < <ii If f , g are independent and P fg x sx ) for all xgX then S G X .2
 . < < w  . x w  .Proof. Proof of i . By hypothesis e X - P fg x sx s  P g x ss andx x s
 . x  w  . x. < <f s sx F  P f s sx s 1s S .s x s
 . w  . x w  . x w  . xProof of ii . First note that P fg x sy s P f s sy P g x ss by indepen-s
1w  . xdence. Observe that for each x, there exists an sss for which P f s sx ) ,x x 2
1w  . xsince otherwise we have P fg x sx F . Now, the map sending x to s isx2
 < < < < .one-to-one from X into S and so X F S as required since otherwise, if two
1 1w  . xelements get mapped to s, then 1s P f s sx ) q . Bx 2 2
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1The following example shows that our theorem is tight for e- : Let Xs2
 4  4  . x , x , x , x , . . . , x , x and Ss 1, 2, . . . , n , and let g x s i with probabil-11 12 21 22 n1 n2 i j
1 1.  . w  .ity 1 ; and let f i sx with probability ; x with probability . Then P fg x si1 i22 2
1 1x w  . xx s , so P fg x sx )e , for any epsilon less than . However, notice that2 2
< < < <X r2s S .
1 < < < <Curiously, once e exceeds we must have X F S , under the assumption of2
w xindependence. Examples 52 show that the assumption of independence is neces-
sary. Independence is a reasonable assumption if we try to apply this result for
evolutionary tree reconstruction, and holds automatically if the tree reconstruction
method is deterministic.
This lower bound applied to an arbitrary algorithm, but particular algorithms
may admit much larger lower bounds. Consider, for example, the Maximum
 .Compatibility Method MC , which we now define. Given a set of binary sequences,
each site defines a partition of the sequences into two sets, those containing a 0 in
that position, and those containing a 1 in that position. The site is said to be
compatible on a tree T if the tree T contains an edge whose removal would define
the same partition. The objective of the maximum compatibility method is a tree T
which has the largest number of sites compatible with it. Maximum compatibility is
w xan NP-hard optimization problem 16 , although the MC method can clearly be
implemented as a nonpolynomial time algorithm. We now show that the sequence
length needed by MC to obtain the correct topology with constant probability must
grow at least as fast as n log n.
Theorem 4. Assume that 2-state sites on n species e¨ol¨ e on a binary tree T
according to any stochastic model in which the sites e¨ol¨ e identically and indepen-
 .dently. Let k n denote the smallest number of sites for which the Maximum Compati-
bility Method is guaranteed to reconstruct the topology of T with probability greater than
1 . Then, for n large enough,2
k n ) ny3 log ny3 y ny3 . 6 .  .  .  .  .
Proof. We say that a site is tri¨ ial if it defines a partition of the sequences into
one class or into two classes so that one of the classes is a singleton. Now, fix x and
U u .  .  .vassume that we are given k s ny3 log ny3 qx ny3 nontrivial sites inde-
pendently selected from the same distribution. We show that the probability of
obtaining the correct tree under MC is at most eye
yx
for n large enough. This
 . U <proves the theorem by setting xsy1, since k n Gk is needed.xsy1
 . <  . <Let s T denote the set of internal splits of T. Since T is binary, s T sny3
w x  .10 . For sgs T , let the random variable X be the number of nontrivial sitess
 .which induce split s . Define Xs X . A necessary though not sufficients g s T . s
condition for maximum compatibility to select T is that all the internal splits of T
are present among the kU nontrivial sites. Thus, we have the inequality,
 4P MC S sT FP F X )0 . s g s T . s
kU
< w x 4s P F X )0 Xs i =P Xs i s g s T . s
is1
< 4F max P F X )0 Xs is g s T . sU1FiFk
U< 4sP F X )0 Xsk . 7 .s g s T . s
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 .Let p s denote the probability of generating split s at a particular site. Due to
 .  .the model, p s does not depend on the site. It is not difficult to show that 7 is
 .   ..maximized when the p s s are all equal sgs T and sum to 1.
Indeed, by compactness arguments, there exists a probability distribution maxi-
 .mizing 7 . We show that it cannot be nonuniform, and therefore the uniform
 .distribution maximizes 7 . Assume that the maximizing distribution p is nonuni-
 .  . X X . X .form, say, p s /p r . We introduce a new distribution p with p s sp r
1 X  .  ..  .  .s p s qp r , and p a sp a for a/s , r. The probability of having2
exactly i sites supporting s or r is the same for p and pX. Conditioning on the
number of sites supporting s or r, it is easy to see that any distribution of sites
supporting all nontrivial splits has strictly higher probability in pX than in p.
 .   ..  .Knowing that the p s s are all equal sgs T and sum to 1, determining 7
is just the classical occupancy problem where kU balls are randomly assigned to
ny3 boxes with uniform distribution, and one asks for the probability that each
 .box has at least one ball in it. Equation 6 now follows from a result on the
 w x. U  Uasymptotics of this problem Erdos and Renyi 18 : for xgR, k balls k as˝ ´




This theorem shows that the sequence length that suffices for the MC method to
 .be accurate is in V n log n , but does not provide us with any upper bound on that
sequence length. This upper bound remains an open problem.
w  .xIn Section 5, we will present a new method the Dyadic Closure Method DCM
for reconstructing trees. DCM has the property that for almost all trees, with a
wide range allowed for the mutation probabilities, the sequence length that suffices
for correct topology reconstruction grows no more than polynomially in the lower
 .bound of log n see Theorem 2 required for any method. In fact the same holds
for all trees with a narrow range allowed for the mutation probabilities. First,
however, we set up a combinatorial technique for reconstructing trees from
selected subtrees of size 4.
4. DYADIC INFERENCE OF TREES
w xCertain classical tree reconstruction methods 6, 14, 47, 48, 55 are based upon
reconstructing trees on quartets of leaves, them combining these trees into one
tree on the entire set of leaves. Here we describe a method which requires only
 .certain quartet splits be reconstructed the ‘‘representative quartet splits’’ , and
then infers the remaining quartet splits using ‘‘inference rules.’’ Once we have
splits for all the possible quartets of leaves, we can then reconstruct the tree if one
.exists that is uniquely consistent with all the quartet splits.
w xIn this section, we prove a stronger result than was provided in 19 , that the
representati¨ e quartet splits suffice to define the tree. We also present a tree
 .reconstruction algorithm, DCTC for Dyadic Closure Tree Construction based upon
dyadic closure. The input to DCTC is a set Q of quartet splits and we show that
DCTC is guaranteed to reconstruct the tree properly if the set Q contains only
valid quartet splits and contains all the representative quartet splits of T. We also
show that if Q contains all representative quartet splits but also contains invalid
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quartet splits, then DCTC discovers incompatibility. In the remaining case, where
Q does not contain all the representative quartet splits of any T , DCTC returns
 . Inconsistent and then the input was inconsistent indeed , or a tree which is then
.the only tree consistent with the input , or Insufficient.
4.1. Inference Rules
Recall that, for a binary tree T on n leaves, and a quartet of leaves,
w xn < 4qs a, b , c, d g , t sab cdq /4
U < is a ¨alid quartet split of T if T sab cd i.e., there is at least one edge in T whose< q
.removal separates the pair a, b from the pair c, d . It is easy to see that
< < <if ab cd is a valid quartet split of T, then so are ba cd and cd ab, 8 .
< < <and we identify these three splits; and if ab cd holds, then ac bd and ad bc are not
<valid quartet splits of T , and we say that any of them contradicts ab cd. Let
w xn
Q T s t : qg . q 5 /4
 .denote the set of valid quartet splits of T. It is a classical result that Q T
 w x w x.determines T Colonius and Schulze 14 , Bandelt and Dress 6 ; indeed for each
w x  4  4ig n , t : igq determines T , and T can be computed from t : igq inq q
polynomial time.
It would be nice to determine for a set of quartet splits whether there is a tree
for which they are valid quartet splits. Unfortunately, this problem is NP-complete
 w x.  .Steel 43 . It also would be useful to know which subsets of Q T determine T ,
and for which subsets a polynomial time procedure would exist to reconstruct T. A
natural step in this direction is to define inference: we can infer from a set of
 .quartet splits A a quartet split t, if whenever A:Q T for a binary tree T , then
 .tgQ T as well.
w xInstead, Dekker 17 introduced a restricted concept, dyadic and higher order
inference. Following Dekker, we say that a set of quartet splits A dyadically implies
a quartet split t, if t can be derived from A by repeated applications of rules
 .  .8 ] 10 :
< <if ab cd and ac de are valid quartet splits of T ,
< < <then so are ab ce, ab de, and bc de, 9 .
and,
< < <if ab cd and ab ce are valid quartet splits of T , then so is ab de. 10 .
It is easy to check that these rules infer valid quartet splits from valid quartet splits,
and the set of quartet splits dyadically inferred from an input set of quartet splits
can be computed in polynomial time. Setting a complete list of inference rules
 w x.seems hopeless Bryant and Steel 9 : for any r, there are r-ary inference rules,
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which infer a valid quartet split from some r valid quartet splits, such that their
action cannot be expressed through lower order inference rules.
4.2. Tree Inference Using Dyadic Rules
In this section we define the dyadic closure of a set of quartet splits, and describe
conditions on the set of quartet splits under which the dyadic closure defines all
valid quartet splits of a binary tree. This section extends and strengthens results
w xfrom earlier work 19, 45 .
Definition 1. Given a finite set of quartet splits Q, we define the dyadic closure
 .cl Q of Q as the set of quartet splits than can be inferred from Q by the repeated
 .use of the rules 8]10 . We say that Q is inconsistent, if Q is not contained in the
set of valid quartet splits of any tree, otherwise Q is consistent. For each of the
ny3 internal edges of the n-leaf binary tree T we assign a representati¨ e quartet
 4s , s , s , s as follows. The deletion of the internal edge and its endpoints defines1 2 3 4
four rooted subtrees t , t , t , t . Within each subtree t , select from among the1 2 3 4 i
leaves which are closest topologically to the root the one, s , which is the smallesti
 .natural number recall that the leaves of our trees are natural numbers . This
procedure associates to each edge a set of four leaves, i, j, k, l. By construction, it
is clear that the quartet i, j, k, l induces a short quartet in T}see Section 2 for the
.definition of ‘‘short quartet.’’ We call the quartet split of a representative quartet
a representati¨ e quartet split of T , and we denote the set of representative quartet
splits of T by R .T
The aim of this section is to show that the dyadic closure suffices to compute the
tree T from any set of valid quartet splits of T which contain R . We begin with:T
Lemma 1. Suppose S is a set of ny3 quartet splits which is consistent with a unique
binary tree T on n lea¨es. Furthermore, suppose that S can be ordered q , . . . , q in1 ny3
 4such a way that q contains at least one label which does not appear in q , . . . , qi 1 iy1
 .for is2, . . . , ny3. Then, the dyadic closure of S is Q T .
Proof. First, observe that it is sufficient to show the lemma for the case when qi
 4contains exactly one label which does not appear in q , . . . , q for is2, . . . , ny3,1 iy1
 4since ny4 quartets have to add ny4 new vertices. Let S s q , . . . , q , and let Li 1 i i
be the union of the leaves of the quartet splits in S , and let T sTU be the binaryi i < Li
subtree of T induced by L . We first makei
Claim 1. The only tree on L consistent with S is T , for 1, . . . , ny3.i i i
Proof of Claim 1. The claim is true by the hypothesis of Lemma 1 for isny3;
 .suppose for some i-ny3 it is false. Then there exist at least two trees that
realize S , one of which is T , the other we will call T a. Now each quarteti i
q , . . . , q adds a new leaf to the tree so far constructed from T and T a. Nowiq1 ny3 i
for each quartet we can always attach that new leaf in at least one position in the
tree so far constructed so as to satisfy the corresponding quartet split and all
.earlier ones, since they don’t involve that leaf . Thus we end up with two trees
consistent with S, and these are different trees since when we restrict them to L ,i
they differ. But this contradicts our hypothesis. B
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Next we make
<Claim 2. If x is the new leaf introduced by q sxa bc then x and a form a cherryny3
of T.
Proof of Claim 2. First assume that x belongs to the cherry xy but a/y. Since
this quartet is the only occurrence of x we do not have any information about this
cherry, therefore the reconstruction of the tree T cannot be correct, a contradic-
tion.
Now assume that x is not in a cherry at all. Then the neighbor of x has two
other neighbors, and those are not leaves. In turn they have two other neighbors
each. Hence, we can describe x ’s place in T in the following representation in
Fig. 1: take a binary tree with five leaves, label the middle leaf x, and replace the
other four leaves by corresponding subtrees of T.
< Now suppose q sax bc. Regardless of where a, b, c come from among theny3
.four subtrees in the representation , we can always move x onto at least two of the
other four edges in T , and so obtain a different tree consistent with S recall that
q is the only quartet containing x, and thereby the only obstruction to usny3
.moving x! . Since the theorem assumes that the quartets are consistent with a
unique tree, this contradicts our assumptions. B
Finally, it is easy to show the following:
Claim 3. Suppose xy is a cherry of T. Select lea¨es a, b from each of the two subtrees
adjacent to the cherry. Let T X be the binary tree obtained by deleting leaf x. Then
  X.  < 4.  .cl Q T j xy ab sQ T .
Now, we can apply induction on n to establish the lemma. It is clearly
 .vacuously true for ns4, so suppose n)4. Let x be the new leaf introduced by
q , and let the binary tree T X be T with x deleted.ny3
In view of Claim 1, S is a set of ny4 quartets that define T sT X, a treeny4 ny4
on ny1 leaves and which satisfy the hypothesis that q introduces exactly one newi
 X.leaf. Thus, applying the induction hypothesis, the dyadic closure of S is Q T .ny4
 X.Since SsS contains S , the dyadic closure of S also contains Q T , which isny3 ny4
the set of all quartet splits of T that do not include x.
Fig. 1. Position of a leaf x, which is not a cherry, in a binary tree.
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Now, by Claim 2, x is in a cherry; let its sibling in the cherry be y, so
<q sab xy, say, where a and b must lie in each of the two subtrees adjacent tony3
the cherry. It is easy to see that if a, b both lie in just one of these subtrees, then
.S would not define T.
 X.Now, as we just said, the dyadic closure of S contains Q T and it also contains
<  .ab xy where a, b are as specified in the preceding paragraph and so by the
w  .   ..xidempotent nature of dyadic closure i.e., cl B scl cl B it follows from Claim 3
 .that the dyadic closure of S equals Q T . B B B
Lemma 2. The set of representati¨ e quartet splits R of a binary tree T satisfies theT
 .conditions of Lemma 1. Hence, the dyadic closure of R is Q T .T
Proof. In order to make an induction proof possible, we make a more general
statement. Given a binary tree T with a positive edge weighting w, we define the
representati¨ e quartet of an edge e to be the quartet tree defined by taking the
lowest indiced closest leaf in each of the four subtrees, where we define ‘‘closest’’
 .in terms of the weight of the path rather than the topological distance to the root
of the subtree. We also define the representati¨ e quartet splits of the weighted tree,
R as in the definition of representative quartets of unweighted trees, with theT , w
only change being that each s g t is selected to minimize the weighted path lengthi i
rather than topological path length i.e., the edge weights on the path are summed
.together, to compute the weighted path length . Observe that if all weights are
equal to 1, then we get back the original definitions. When turning to binary
subtrees of a given weighted tree, we assign the sum of weights of the original
edges to any newly created edge which is composed of them, and denote the new
weighting by wU. Now we can easily prove by induction the following generalization
of the statement of Lemma 2:
Claim 4. Take the set of representati¨ e quartet splits R of a weighted n-leaf binaryT , w
 .tree T. Then for e¨ery other n-leaf binary tree F, we ha¨e that R :Q F impliesT , w
TsF as unweighted trees. Furthermore, R can be ordered q , . . . , q in such aT , w 1 ny3
 4way that q contains exactly one label that does not appear in q , . . . , q fori 1 iy1
is2, . . . , ny3.
Proof of Claim 4. First we show that the only tree consistent with the set of
 .representative splits R of a binary tree T is T itself. Look for the smallest in nT , w
 .counterexample T , such that R :Q F for a tree F/T. Clearly n has to be atT , w
least 5. Therefore T has at least two different cherries, say xy and u¨ , such that
 .  .d u, x G4. Let us denote by w l the weight of the leaf edge corresponding to the
 .  . w  .  . xleaf l. If w x -w y or w x sw y and x-y , then due to the construction of
R , vertex y occurs in exactly one elements of R , say p, which is theT , w T , w
representative of the edge that separates xy from the rest of the tree. A similar
argument would show that one of u, ¨ , say ¨ , occurs in exactly one element of
R , say q. It also follows that p/q. It is not difficult to check thatT , w
U U  4 U U  4R , sR _ p and R sR _ q 11 .T w T T w T<w n x_  y4 <w n x_ ¨ 4
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according to the definition of weight after contracting edges, where TU is the< K
binary tree obtained by contracting paths into edges in the subtree of T spanned
by the vertex set K. Hence, by the minimality of the counterexample, TU s<w nx_ y4
FU and TU sFU . We know that any edge of F defines a bipartition of<w nx_ y4 <w nx_¨ 4 <w nx_¨ 4
w x w x  4 w x  4n , and traces of these bipartitions on n _ y and n _ ¨ are exactly the
U w x  4bipartitions produced by the edges of F on n _ y and the bipartitions<w nx_ y4
U w x  4produced by the edges of F on n _ ¨ . Therefore also in F both xy and u¨<w nx_¨4
make cherries, and hence TsF, a contradiction.
For the other part of the claim, it immediately follows by induction from
 .formula 11 that R can be ordered so that every quartet in the order containsT , w
 . wat least one and therefore exactly one new leaf. Eliminate quartet splits recur-
 . xsively using 11 , and put R in the reverse order. BT , w
Note that the generalization for weighted trees was necessary, since without
 .weights formula 11 would fail. B B B
We note here that representative quartets cannot be defined by selecting any
nearest leaf in the four subtrees associated with an internal edge. For example,
consider the tree T on six leaves labeled 1 through 6, with a central vertex and
 .  .  .cherries 1, 2 , 3, 4 , and 5, 6 , hanging from the central vertex. If we selected the
quartet splits by arbitrarily picking closest leaves in each of the four subtrees
< < <around each internal edge, we could possibly select splits 12 36, 34 15, and 56 24;
however, these splits do not uniquely identify the tree T , since the tree with
cherries 15, 24, and 36, is also consistent with these quartets.
4.3. Dyadic Closure Tree Construction Algorithm
 .We now present the Dyadic Closure Tree Construction method DCTC for
computing the dyadic closure of a set Q of quartet splits, and which returns the
 .  .tree T when cl Q sQ T .
Before we present the algorithm, we note the following interesting lemma:
 .  .Lemma 3. If cl Q contains exactly one split for each possible quartet then cl Q s
 .Q T for a unique binary tree T.
 . w x UProof. By Proposition 2 of 6 , a set Q of noncontradictory quartet splits equals
 . < UQ T for some tree T precisely if it satisfies the substitution property: If ab cdgQ ,
 4 < U < Uthen for all ef a, b, c, d , ab cegQ , or ae cdgQ . Furthermore, in that case, T
is unique.
U  . <  . <Applying this characterization to Q scl Q , suppose ab cdgcl Q but ab cef
 . <  . <  .cl Q . Thus, either ae bcgcl Q or ac begcl Q . In the either case, the dyadic
 < < 4  < < 4 <inference rule applied to the pair ab cd, ae bc or to ab cd, ac be implies ae cdg
 .  .  .  .cl Q , and so cl Q satisfies the substitution property. Thus cl Q sQ T for a
 .unique tree T. Finally, since cl Q contains a split for each possible quartet, it
follows that T must be binary. B
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We now continue with the description of the DCTC algorithm.
Algorithm DCTC.
 .Step 1. We compute the dyadic closure, cl Q , of Q.
Step 2.
v  .Case 1. cl Q contains a pair of contradictory splits for some quartet: return
Inconsistent.
v  .Case 2. cl Q has no contradictory splits, but fails to have a split for every
quartet: Return Insufficient.
v  .Case 3. cl Q has exactly one split for each quartet: apply standard algo-
w x  .  .  .rithms 6, 51 to cl Q to reconstruct the tree T such that Q T scl Q .
Return T.
 .Case 3 depends upon Lemma 3 above.
To completely describe the DCTC method we need to specify how we compute
the dyadic closure of a set Q of quartet splits.
Efficient computation of dyadic closure. The description we now give of an
efficient method for computing the dyadic closure will only actually completely
 .  .  .compute the dyadic closure of Q if cl Q sQ T for some tree T. Otherwise, cl Q
 .will either contain a contradictory pair of splits for some quartet, or cl Q will not
contain a split for every quartet. In the first of these two cases, the method will
return Inconsistent, and in the second of these two cases, the method will return
 .Insufficient. However, the method can be easily modified to compute cl Q for all
sets Q.
We will maintain a four-dimensional array Splits and constrain
Splits to either be empty, or to contain exactly one split that has beeni,"j,"k,"l
inferred so far for the quartet i, j, k, l. In the event that two conflicting splits are
inferred for the same quartet, the algorithm will immediately return Inconsistent,
and halt. We will also maintain a queue Q of new splits that must be processed.new
We initialize Splits to contain the splits in the input Q, and we initialize Q tonew
be Q, ordered arbitrarily.
 .  .The dyadic inference rules in equations 8 ] 10 show that we infer new splits by
combining two splits at a time, where the underlying quartets for the two splits
<share three leaves. Consequently, each split ij kl can only be combined with splits
 4  4  4  4  4on quartets a, i, j, k , a, i, j, l , a, i, k, l , and a, j, k, l , where af i, j, k, l . Con-
 .sequently, there are only 4 ny4 other splits with which any split can be combined
using these dyadic rules to generate new splits.
<Pop a split ij kl off the queue Q , and examine each of the appropriatenew
 .4 ny4 entries in Splits. For each nonempty entry in Splits that is examined
 .in this process, compute the O 1 splits that arise from the combination of the two
<splits. Suppose the combination generates a split ab cd. If Splits contains aa, b, c, d
<different split from ab cd, then Return Inconsistent. If Splits is empty, thena, b, c, d
< <set Splits s ab cd, and add ab cd to the queue Q . Otherwisea, b, c, d new
<Splits already contains the split ab cd, and we do not modify the dataa, b, c, d
structures.
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Continue until the queue Q is empty, or Inconsistency has been observed. Ifnew
the Q empties before Inconsistency is observed, then check if every entry ofnew
 .  .Splits is nonempty. If so, then cl Q sQ T for some tree; Return Splits. If
some entry in Splits is empty, then return Insufficient.
 5.Theorem 5. The efficient computation of the dyadic closure uses O n time, and at
 .the termination of the algorithm the Splits matrix is either identically equal to cl Q ,
or the algorithm has returned Inconsistent. Furthermore, if the algorithm returns
 .Inconsistent, then cl Q contains a pair of contradictory splits.
Proof. It is clear that if the algorithm only computes splits using dyadic closure, so
 .that at any point in the application of the algorithm, Splits:cl Q . Conse-
 .quently, if the algorithm returns Inconsistent, then cl Q does contain a pair of
contradictory splits. If the algorithm does not return Inconsistent, then it is clear
from the design that every split which could be inferred using these dyadic rules
would be in the Splits matrix when the algorithm terminates.
 .The running time analysis is easy. Every combination of quartet splits takes O 1
 .time to process. Processing a quartet split involves examining 4 ny4 entries in
 . <the Splits matrix, and hence costs O n . If a split ij kl is generated by the
combination of two splits, then it is only added to the queue if Splits isi, j, k , l
<  4.empty when ij kl is generated. Consequently, at most O n splits ever enter the
queue. B
We now prove our main theorem of this section:
Theorem 6. Let Q be a set of quartet splits.
 .  X. X X X1. If DCTC Q sT , DCTC Q sT , and Q:Q , then TsT .
 . X  X.2. If DCTC Q sInconsistent and Q:Q , then DCTC Q sInconsistent.
 . X  X.3. If DCTC Q sInsufficient and Q :Q, then DCTC Q sInsufficient.
 .  .4. If R :Q:Q T , then DCTC Q sT.T
 .  .Proof. Assertion 1 follows from the fact that if DCTC Q sT , then the dyadic
closure phase of the DCTC algorithm computes exactly one split for every quartet,
 .  . X  .  X.so that cl Q sQ T by Lemma 3. Therefore, if Q:Q , then cl Q :cl Q , so that
 .  X.  X. X  .  X.Q T :cl Q sQ T . Since T and T are binary trees, it follows that Q T sQ T
and TsT X.
 .  .  .Assertion 2 follows from the fact that if DCTC Q sInconsistent, then cl Q
X  X.contains two contradictory splits for the same quartet. If Q:Q , then cl Q also
 X.contains the same two contradictory splits, and so DCTC Q sInconsistent.
 .  .  .Assertion 3 follows from the fact that if DCTC Q sInsufficient, then cl Q
does not contain contradictory pairs of splits, and also lacks a split for at least one
X  X.quartet. If Q :Q, then cl Q also does not contain contradictory pairs of splits
 X .and also lacks a split for some quartet. Consequently, DCTC Q sInsufficient.
 .  .Assertion 4 follows from Lemma 2 and Assertion 1 . B
 .  .Note that DCTC Q sInsufficient does not actually imply that Q;Q T for any
 .  .tree; that is, it may be that Q­Q T for any tree, but cl Q may not contain any
contradictory splits!
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5. DYADIC CLOSURE METHOD
We now describe a new method for tree reconstruction, which we call the Dyadic
Closure Method, or DCM.
Suppose T is a fixed binary tree. From the previous section, we know that if we
 .  .can find a set Q of quartet splits such that R :Q:Q T , then DCTC Q willT
reconstruct T.
One approach to find such a set Q would be to let Q be the set of splits
 .computed using the Four-Point Method on all possible quartets. However, it is
possible that the sequence length needed to ensure that e¨ery quartet is accurately
analyzed might be too large to obtain accurate reconstructions of large trees, or of
trees containing short edges.
The approach we take in the Dyadic Closure Method is to use sets of quartet
splits based upon the quartets whose topologies should be easy to infer from short
sequences, rather than upon all possible quartets. By contrast, other quartet based
w x w xmethods, such as Quartet Puzzling 47, 48 , the Buneman tree construction 7 , etc.
.infer quartet splits for all the possible quartets in the tree. Basing the tree
reconstruction upon properly selected sets of quartets makes it possible to expect,
even from short sequences, that all the quartet splits inferred for the selected
subset of quartets will be valid.
 .Since what we need is a set Q such that R :Q:Q T , we need to ensure thatT
we pick a large enough set of quartets so that it contains all of R , and yet not tooT
large that it contains any invalid quartet splits. Surprisingly, obtaining such a set Q
 .is quite easy once the sequences are long enough , and we describe a greedy
approach which accomplishes this task. We will also show that the greedy approach
can be implemented very efficiently, so that not too many calls to the DCTC
algorithm need to be made in order to reconstruct the tree, and analyze the
 .sequence length needed for the greedy approach to succeed with 1yo 1 probabil-
ity.
We now describe how this is accomplished.
w xDefinition 2. Q , and the width of a quartet . The width of a quartet i, j, k, l isw
defined to be the maximum of hi j, hik, hil, h jk, h jl, hk l, where hi j denotes the
 .dissimilarity score between sequences i and j see Section 2 . For each quartet
whose width is at most w, compute all feasible splits on that quartet using the
four-point method. Q is defined to be the set of all such reconstructed splits.w
We note that we could also compute the split for a given quartet of sequences in
any number of ways, including maximum likelihood estimation, parsimony, etc., but
.we will not explore these options in this paper.
For large enough values of w, Q will with high probability contain invalidw
 .quartet splits unless the sequences are very long , while for very small values of w,
Q will with high probability only contain valid quartet splits unless the sequencesw
.are very short . Since our objective is a set of quartet splits Q such that R :Q;T
 .Q T , what we need is a set Q such that Q contains only valid quartet splits, andw w




As wg hi j : 1F i , jFn : R :Q , 12 4  . 4T w
and
Bs wg hi j : 1F i , jFn : Q :Q T . 13 4  .  . 4w
 .In other words, A is the set of widths w drawn from the set of dissimilarity scores
which equal to exceed the largest width of any representative quartet, and B is the
 .set of widths drawn from the same set such that all quartet splits of that
dissimilarity score are correctly analyzed by the Four-Point Method.
It is clear that B is an initial segment in the list of widths, and that A is a final
 .segment these segments can be empty . It is easy to see that if wgAlB, then
 .DCTC Q sT. Thus, if the sequences are long enough, we can apply DCTC tow
 2 .each of the O n sets Q of splits, and hence reconstruct the tree properly.w
However, the sequences may not be long enough to ensure that such a w exists;
i.e., AlBsB is possible! Consequently, we will require that AlB/B, and
state this requirement as an hypothesis later, we will show in Theorem 9 that this
.hypothesis holds with high probability for sufficiently long sequences ,
AlB/B. 14 .
When this hypothesis holds, we clearly have a polynomial time algorithm, but we
can also show that the DCTC algorithm enables a binary search approach over the
 2 .realized widths values, so that instead of O n calls to the DCTC algorithm, we
 .will have only O log n such calls.
 .Recall that DCTC Q is either a tree T , Inconsistent, or Insufficient.w
v Insufficient. This indicates that w is too small, because not all representative
quartet splits are present, and we should increase w.
v Tree output. If this happens, the quartets are consistent with a unique tree,
and that tree is returned.
v Inconsistent. This indicates that the quartet splits are incompatible, so that no
tree exists which is consistent with each of the constraints. In this case, we
have computed the split of at least one quartet incorrectly. This indicates that
w is too large, and we should decrease w.
If not all representative quartets are inferred correctly, then every set Q willw
be either insufficient or inconsistent with T , perhaps consistent with a different
tree. In this case the sequences are too short for the DCM to reconstruct a tree
accurately.
We summarize our discussion as follows:
Dyadic Closure Method.
Step 1. Compute the distance matrices d and h recall that d is the matrix of
corrected empirical distances, and h is the matrix of normalized Hamming dis-
.tances, i.e., the dissimilarity score .
 i j4  .Step 2. Do a binary search as follows: for wg h , determine Q . If DCTC Qw w
sT , for some tree T , then Return T. If DCTC returns Inconsistent, then w is too
large; decrease w. If DCTC returns Insufficient, then w is too small; increase w.
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Step 3. If for all w, DCTC applied to Q returns Insufficient or Inconsistent, thenw
Return Fail.
We now show that this method accurately reconstructs the tree T if AlB/B
w  . xi.e., if hypothesis 14 holds .
Theorem 7. Let T be a fixed binary tree. The Dyadic Closure Method returns T if
 .  5 .hypothesis 14 holds, and runs in O n log n time on any input.
Proof. If wgAlB, then DCTC applied to Q returns the correct tree T byw
 .Theorem 6. Hypothesis 14 implies that AlB/B, hence the Dyadic Closure
Method returns a tree if it examines any width in that intersection; hence, we need
only prove that DCM either examines a width in that intersection, or else
reconstructs the correct tree for some other width. This follows directly from
Theorem 6.
The running time analysis is easy. Since we do a binary search, the DCTC
 .algorithm is called at most O log n times. The dyadic closure phase of the DCTC
 5.  .algorithm costs O n time, by Lemma 5, and reconstructing the tree T from cl Q
 5.uses at most O n time using standard techniques. B
Note that we have only guaranteed performance for DCM when AlB/B;
indeed, when AlBsB, we have no guarantee that DCM will return the correct
tree. In the following section, we discuss the ramifications of this requirement for
accuracy, and show that the sequence length needed to guarantee that AlB/B
with high probability is actually not very large.
6. PERFORMANCE OF DYADIC CLOSURE METHOD FOR TREE
RECONSTRUCTION UNDER THE NEYMAN 2-STATE MODEL
In this section we analyze the performance of a distance-based application of DCM
to reconstruct trees under the Neyman 2-state model under two standard distribu-
tions.
6.1. Analysis of the Dyadic Closure Method
Our analysis of the Dyadic Closure Method has two parts. In the first part, we
 .establish the probability that the estimation using the Four-Point Method of the
split induced by a given quartet is correct. In the second part, we establish the
probability that the greedy method we use contains all short quartets but no
incorrectly analyzed quartet.
Our analysis of the performance of the DCM method depends heavily on the
following two lemmas:
w w xx  .Lemma 4 Azuma]Hoeffding inequality, see 3 . Suppose Xs X , X , . . . , X1 2 k
are independent random ¨ariables taking ¨alues in any set S, and L: Sk ªR is any




P L X yE L X Gl Fexp y , .  . 2 /2 t k
l2
P L X yE L X Fyl Fexp y . B .  . 2 /2 t k
 .  X. <We define the standard L metric on distance matrices, L d, d smax d` ` i j i j
X <yd . The following discussion relies upon definitions and notations fromi j
Section 2.
Lemma 5. Let T be an edge weighted binary tree with four lea¨es i, j, k, l, let D be the
additi¨ e distance matrix on these four lea¨es defined by T , and let x be the weight on
the single internal edge in T. Let d be an arbitrary distance matrix on the four lea¨es.
 .Then the Four-Point Method infers the split induced by T from d if L d, D -xr2.`
 . <Proof. Suppose that L d, D -xr2, and assume that T has the valid split ij kl.`
<Note that the four-point method will return a single quartet, split ij kl if and only if
 4 <d qd -min d qd , d qd . Note that since ij kl is a valid quartet split ini j k l ik jl i l jk
 .T , D qD q2 xsD qD sD qD . Since L d, D -xr2, it follows thati j k l ik jl i l jk `
d qd -D qD qx ,i j k l i j k l
d qd )D qD yx ,i k jl i k jl
and
d qd )D qD yx ,i l jk i l jk
 .with the consequence that d qd is the unique smallest of the three pairwisei j k l
sums. B
Recall that DCM applied to the Neyman 2-state model computes quartet splits
 .using the four-point method FPM .
Theorem 8. Assume that z is a lower bound for the transition probability of any edge
of a tree T in the Neyman 2-state model, yGmax Ei j is an upper bound on the
compound changing probability o¨er all ij paths in a quartet q of T. The probability that
FPM fails to return the correct quartet split on q from k sites is at most
2 2’y 1y 1y2 z 1y2 y k . .
18 exp . 15 .
8
 .Proof. First observe from formula 1 that z is also a lower bound for the
compound changing probability for the path connecting any two vertices of T. We
know that FPM returns the appropriate subtree given the additive distances D ;i j
1< <  .furthermore, if d yD Fy log 1y2 z for all i, j, then FPM also returns thei j i j 4
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appropriate subtree on all ijkl, by Lemma 5. Consequently,
1< <w xP FPM errs FP ' i , j: D yd )y log 1y2 z . 16 .  .i j i j 4
 .Hence by 16 , we have
1< <w xP FPM errs F P D yd )y log 1y2 z . 17 .  . i j i j 4
ij
 .For convenience, we drop the subscripts when we analyze the events in 17 and
just write D and d; we write p for the corresponding transition probability Ei j and
p for the relative frequency hi j. By simple algebra,ˆ
1 1y2 p
< <Dyd s log , if p-p , 18 .ˆ
2 1y2 pˆ
1 1y2 pˆ
< <Dyd s log , if pGp. 19 .ˆ
2 1y2 p
Now we consider the probability that the Four-Point Method fails, i.e., the event
 .  . w xestimated in 17 . If pGp, then formula 19 applies, so that P FPM errs isˆ
algebraically equivalent to
y1r21pypG 1y2 z y1 1y2 p . 20 .  .  .ˆ 2
This can then be analyzed using Lemma 4. The other case is where p-p. In thisˆ
 . w xcase, formula 18 applies, and P FPM errs is algebraically equivalent to
pyp 1ˆ y1r2G 1y2 z y1 . 21 .  .
1y2 p 2ˆ
 .Select an arbitrary positive number e . Then pypG 1y2 p e with probabilityˆ
22ye 1y2 p k .
exp , 22 .
2
 .by Lemma 4. If pyp- 1y2 p e , thenˆ
1 1 1 1
- s .
1y2 p 1y2 p y2e 1y2 p 1y2 p 1y2e .  .  .  .ˆ
Hence
pyp 1ˆ y1r2
P G 1y2 z y1 .
1y2 p 2ˆ
22pyp 1 ye 1y2 p k .ˆ y1r2FP G 1y2 z y1 qexp .
1y2 p 1y2e 2 2 .  .
22ye 1y2 p k .
Fexp 23 .
2
22 2 y1r2y 1y2 p 1y2e 1y2 z y1 k .  .  .
qexp . 24 .
8
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1 1r2 .w  . x  .Note that es 1y 1y2 z is the optimal choice. Formulae 22]24 con-2
 .  .tribute each the same exponential expression to the error, and 16 or 17
multiplies it by 6, due to the six pairs in the summation. B
This allows us to state our main result. First, recall the definition of depth from
Section 2.
Theorem 9. Suppose k sites e¨ol¨ e under the Neyman 2-state model on a binary tree
 . w xT , so that for all edges e, p e g f , g , where we allow f , g to be functions of n. Then
 .the dyadic closure method reconstructs T with probability 1yo 1 , if
c ? log n
k) , 25 .2  .4 depth T q6’1y 1y2 f 1y2 g . .
where c is a fixed constant.
 . Proof. It suffices to show that hypothesis 14 holds. For k evolving sites i.e.,
.  4sequences of length k , and t)0, let us define the following two sets, S s i, j :t
i j 4h -0.5yt and
w xn  4Z s qg : for all i , jgq , i , j gS ,t 2t 5 /4
and the following four events,
AsQ T :Z , 26 .  .short t
w xn
B sFPM correctly returns the split of the quartet qg , 27 .q  /4
Bs B , 28 .F q
qgZt
 4 i j  4CsS contains all pairs i , j with E -0.5y3t and no pair i , j2t
with Ei j G0.5yt . 29 .
w x w xThus, P AlB/B GP AlB . Define
 .2 depth T q3
ls 1y2 g . 30 .  .
We claim that
w x 2 yt 2 k r2P C G1y n yn e , 31 .  .
and
l
<w xP A C s1, if tF . 32 .
6
 . i jTo establish 31 , first note that h satisfies the hypothesis of the Azuma]Hoeff-
 .ding inequality Lemma 4 with X the sequence of states for site i and ts1rk .i
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Suppose Ei j G .5yt . Then,
i jw x 4P i , j gS sP h -0.5y2t2t
2i j i j i j i j i j yt k r2w x w xFP h yE F0.5y2tyE FP h yE h Fyt Fe .
n  4  4Since there are at most pairs i, j , the probability that at least one pair i, j /2
i j n yt 2 k r2with E G0.5yt lies in S is at most e . By a similar argument, the2t  /2
 4 i jprobability that S fails to contain a pair i, j with E -0.5y3t is also at most2t
n yt 2 k r2  .e . These two bounds establish 31 . /2
 .  .We now establish 32 . For qgR T and i, jgq, if a path e e ??? e joins leaves1 2 t
 .  .  .i and j, then tF2 depth T q3 by the definition of R T . Using these facts, 1 ,
 . i j w  .  .x  .and the bound p e Fg, we obtain E s0.5 1y 1y2 p ??? 1y2 p F0.5 1yl .1 t
i j  .  4Consequently, E -0.5y3t by assumption that tFlr6 and so i, j gS once2t
we condition on the occurrence of event C. This holds for all i, jgq, so by
 .definition of Z we have qgZ . This establishes 32 .t t
Define a set,
w xn i jXs qg : max E : i , jgq -0.5yt , 4 5 /4
 .note that X is not a random variable, while Z , S are . Now, for qgX, thet t
 .induced subtree in T has mutation probability at least f n on its central edge, and
 i j 4mutation probability of no more than max E : i, jgq -0.5yt on any pendant
edge. Then, by Theorem 8 we have
2 2’y 1y 1y2 f t k .
P B G1y18 exp . 33 .q 8
whenever qgX. Also, the occurrence of event C implies that
Z :X , 34 .t
 . i jsince if qgZ , and i, jgq, then i, jgS , and then by event C , E -0.5yt ,t 2t
hence qgX. Thus, since BsF B , we haveq g Z qt
w xP BlC sP B lC GP B lC ,F Fq q / /
qgZ qgXt
 .where the second inequality follows from 34 , as this shows that when C occurs,
F B =F B . Invoking the Bonferonni inequality, we deduce thatq g Z q q g X qt
w x w xP BlC G1y P B yP C . 35 . q
qgX
Thus, from above,
w x w x w xP AlB GP AlBlC sP BlC ,
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 w < x .  .  .since P A C s1 , and so, by 33 and 35 ,
2 2’y 1y 1y2 f t k . 2n 2 yt k r2w xP AlB G1y18 exp y n yn e . . /4 8
 .Formula 25 follows by an easy calculation. B
6.2. Distributions on Trees
In the previous section we provided an upper bound on the sequence length that
suffices for the Dyadic Closure Method to achieve an accurate estimation with high
probability, and this upper bound depends critically upon the depth of the tree. In
this section, we determine the depth of a random tree under two simple models of
random binary trees.
These models are the uniform model, in which each tree has the same probabil-
w x ity, and the Yule]Harding model, studied in 2, 8, 27 the definition of this model is
.given later in this section . This distribution is based upon a simple model of
speciation, and results in ‘‘bushier’’ trees than the uniform model. The following
results are needed to analyze the performance of our method on random binary
trees.
Theorem 10.
( )i For a random semilabeled binary tree T with n lea¨es under the uniform model,
 .   ..  .  .depth T F 2qo 1 log log 2n with probability 1yo 1 .2 2
( )ii For a random semilabeled binary tree T with n lea¨es under the Yule]Harding
 .   ..distribution, after suppressing the root, depth T s 1qo 1 log log n with2 2
 .probability 1yo 1 .
Proof. This proof relies upon the definition of an edi-subtree, which we now
 .  .define. If a, b is an edge of a tree T , and we delete the edge a, b but not the
endpoints a or b, then we create two subtrees, one containing the node a and one
 .containing the node b. By rooting each of these subtrees at a or b , we obtain an
edge-deletion induced subtree, or ‘‘edi-subtree.’’
 .We now establish i . Recall that the number of all semilabeled binary trees is
 .  . t2ny5 !! Now there is a unique unlabeled binary tree F on 2 q1 leaves with
the following description: one endpoint of an edge is identified with the degree 2
root of a complete binary tree with 2 t leaves. The number of semilabeled binary
 t . 2 ty1trees whose underlying topology is F is 2 q1 !r2 . This is fairly easy to check
and this also follows from Burnside’s lemma as applied to the action of the
w xsymmetric group on trees, as was first observed by 32 in this context. A rooted
semilabeled binary forest is a forest on n labeled leaves, m trees, such that every
tree is either a single leaf or a binary tree which is rooted at a vertex of degree 2. It
w xwas proved by Carter et al. 11 that the number of rooted semilabeled binary
forests is
2nymy1N n , m s 2ny2my1 !!. .  . /my1
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Now we apply the probabilistic method. We want to set a number t large enough,
such that the total number of edi-subtrees of depth at least t in the set of all
 . .semilabeled binary trees on n vertices is o 2ny5 !! . The theorem then follows
  ..  .for this number t. We show that some ts 2qo 1 log log 2n suffices. We2 2
count ordered pairs in two ways, as usual: Let E denote the number of edi-sub-t
trees of depth at least t edi-subtrees induced by internal edges and leaf edges
.combined counted over of all semilabeled trees. Then E is equal to the numbert
of ways to construct a rooted semilabeled binary forest on n leaves of 2 t q1 trees,
t then use the 2 q1 trees as leaf set to create all F-shaped semilabeled trees as
.described above , with finally attaching the leaves of F to the roots of the elements
 t . 2 ty1 .  t .of the forest. Then E s 2 q1 !r2 N n, 2 q1 . Hence everything boils downt
to finding a t for which
2 t q1 ! t . 2ny2 y2 tq12ny2 y3 !!so 2ny5 !! . .  . .t t2 y1  /22
 .  .Clearly ts 2qd log log 2n suffices.2 2
 .We now consider ii . First we describe the proof for the usual rooted
Yule]Harding trees. These trees are defined by the following construction proce-
dure. Make a random permutation p , p , . . . , p of the n leaves, and join p and1 2 n 1
p by edges t a root R of degree 2. Add each of the remaining leaves sequentially,2
 .by randomly with the uniform probability selecting an edge incident to a leaf in
the tree already constructed, subdividing the edge, and make p adjacent to thei
newly introduced node. For the depth of a Yule]Harding tree, consider the
 .following recursive labeling of the edges of the tree. Call the edge p R for is1, 2i
 .‘‘i new.’’ When p is added iG3 by insertion into an edge with label ‘‘ j new,’’ wei
given label ‘‘i new’’ to the leaf edge added, give label ‘‘ j new’’ to the leaf part of the
subdivided edge, and turn the label ‘‘ j new’’ into ‘‘ j old’’ on the other part of the
subdivided edge. Clearly, after l insertions, all numbers 1, 2, . . . , l occur exactly
once with label new, in each occasion labeling leaf edges. The following which may
help in understanding the labeling: edges with ‘‘old’’ label are exactly the internal
edges and j is the smallest label in the subtree separated by an edge labeled
‘‘ j old’’ from the root R, any time during the labeling procedure.
We now derive an upper bound for the probability that an edi-subtree of depth
d develops. If it happens, then a leaf edge inserted at some point has to grow a
deep edi-subtree on one side. Let us denote by T R the rooted random tree that wei
already obtained with i leaves. Consider the probability that the most recently
inserted edge i new ever defines an edi-subtree with depth d. Such an event can
happen in two ways: this edi-subtree may emerge on the leaf side of the edge or on
 .the tree side of the edge these sides are defined when the edge is created . Let us
w < R x w < R xdenote these probabilities by P i, OUT T and P i, IN T , since these probabili-i i
ties may depend on the shape of the tree already obtained and, in fact, the second
R.probability does so depend on the shape of T . We estimate these quantities withi
tree-independent quantities.
For the moment, take for granted the following inequalities,
R R< <P i , OUT T FP i , IN T , 36 .i i
R<P i , IN T Fe d , n , 37 .  .i
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 .for some function e d, n defined below. Clearly,
n
R R R R< <w xP ' depth d edi-subtree F P i , OUT T P T qP i , IN T P T ,  i i i i
Ris1 Ti
38 .
 .  .  .and using 36 and 37 , 38 simplifies to
w xP ' depth d edi-subtree F2ne d , n . 39 .  .
 .We now find an appropriate e d, n .
For convenience we assume that 2 s sny2, since it simplifies the calculations.
Set ks2 dy1 y1, it is clear that at least k properly placed insertions are needed to
make the current edge ‘‘i new’’ have depth d on its tree side. Indeed, p wasi
inserted into a leaf edge labeled ‘‘ j new’’ and one side of this leaf edge is still a
leaf, which has to develop into depth dy1, and this development requires at least
k new leaf insertions.
Focus now entirely on the k insertions that change ‘‘ j new’’ into an edi-subtree
of depth dy1. Rank these insertions by 1, 2, . . . , k in order, and denote by 0 the
original ‘‘ j new’’ leaf edge. Then any insertion ranked iG1 may go into one of
those ranked 0, 1, . . . , iy1. Call the function which tells for is1, 2, . . . , k, which
depth i is inserted into, a core. Clearly, the number of cores is at most k k.
We now estimate the probability that a fixed core emerges. For any fixed
i - i - ??? - i , the probability that inserting p will make the insertion enumer-1 2 k i j
ated under depth j, for all js1, 2, . . . , k, is at most
1 1 1
? ??? ,
i y1 i y1 i y11 2 k
by independence. Summarizing our observations,
1 1 1
R k k<P i , IN T Fk s , , . . . ,i nyi  /i iq1 ny1
1 1 1
k kFk s , , . . . , , 40 .ny2  /2 3 ny1
where s k is the symmetric polynomial of m variables of degree k. We setm
1 1 1k .  .  .e n, d s s , , . . . , . To estimate 40 , observe that any term inny2 2 3 n y 1
1 1 1k  .s , , . . . , can be described as having exactly a reciprocals of integersny2 i2 3 n y 1
 y iq1. yi xsubstituted from the interval 2 , 2 . The point is that those reciprocals differ
little in each of those intervals, and hence a close estimate is possible. A generic
term of s k as described above is estimated from above byny2
2y1?a1q2 ?a2q ? ? ? q sy1.asy 1. . 41 .
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 .Hence e n, d is at most
2 4 8 sy12 y1?a q2 ?a q ? ? ? q sy1.a .1 2 sy1??? 2 , 42 . a a a /  /  / a /1 2 3 sy1a qa q ??? qa sk1 2 sy1
ia F2i
 .by 41 . Since
i 12 yi ai2 F ,a /i a !i
 .42 is less than or equal
1
. 43 . a !a ! ??? a !1 2 sy1a qa q ??? qa sk1 2 sy1
ia F2i
 .Observe that the number of terms in 43 is at most the number of compositions of
k into sy1 terms,
kqsy2 . /sy2
 i.The product of factorials is minimized irrespective of a F2 if all a s are takeni i
1qd  .equal. Hence, setting kss for any fixed d)0, 43 is at most
sy2kqsy2 k .
k! , / / /sy2 ! sy1 .
and hence
sy2kqsy2 k .
k k yc log n log log ne n , d Fk ! Fn , .  / / /sy2 ! sy1 .
 . and 39 goes to zero. For the depth d, our calculation yields 1qdq
 ..  .o 1 log log n with probability 1yo 1 .2 2
 .We leave the establishment of 36 to the reader. Now, to obtain a similar result
for unrooted Yule]Harding trees, just repeat the argument above, but use the
unrooted T instead of the rooted T R. The probability of any T is the sum ofi i i
probabilities of 2 iy3 rooted T Rs, since the root could have been on every edge ofi
 . w < x  .  .T . Hence formula 37 has to be changed for P i, IN T F 2ny3 e d, n . Withi i
this change the same proof goes through, and the threshold does not change. B
6.3. The Performance of Dyadic Closure Method and Two Other Distance Methods
for Inferring Trees in the Neyman 2-State Model
In this section we describe the convergence rate for the DCM method, and
compare it briefly to the rates for two other distance-based methods, the Agarwala
w xet al. 3-approximation algorithm 1 for the L nearest tree, and neighbor-joining`
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w x40 . We make the natural assumption that all methods use the same corrected
empirical distances from Neyman 2-state model trees.
The neighbor-joining method is perhaps the most popular distance-based method
 w xused in phylogenetic reconstruction, and in many simulation studies see 33, 34, 41
.for an entry into this literature it seems to outperform other popular distance
w xbased methods. The Agarwala et al. algorithm 1 is a distance-based method which
provides a 3-approximation to the L nearest tree problem, so that it is one of the`
few methods which provide a provable performance guarantee with respect to any
relevant optimization criterion. Thus, these two methods are two of the most
promising distance-based methods against which to compare our method. Both
these methods use polynomial time.
w xIn 23 , Farach and Kannan analyzed the performance of the 3-approximation
algorithm with respect to tree reconstruction in the Neyman 2-state model, and
proved that the Agarwala et al. algorithm converged quickly for the ¨ariational
 . w xdistance a related but different concern . Recently, Kannan 35 extended the
 .analysis and obtained the following counterpart to 25 : If T is a Neyman 2-state
w x Xmodel tree with mutation rates in the range f , g , and if sequences of length k
are generated on this tree, where
cX ? log n
Xk ) , 44 . .2 diam T2f 1y2 g .
X  .for an appropriate constant c , and were diam T denotes the ‘‘diameter’’ of T ,
 .then with probability 1yo 1 the result of applying Agarwala et al. to corrected
w xdistances will be a tree with the same topology as the model tree. In 5 , Atteson
proved an identical statement for neighbor-joining, though with a different con-
stant the proved constant for neighbor-joining is smaller than the proved constant
.for the Agarwala et al. algorithm .
 .Comparing this formula to 25 , we note that the comparison of depth and
2 2 .  .’diameter is the issue, since 1y 1y2 f sQ f for small f. It is easy to see
 .  .that diam T G2 depth T for binary trees T , but the diameter of a tree can in fact
 .be quite large up to ny1 , while the depth is never more than log n. Thus, for
every fixed range of mutation probabilities, the sequence length that suffices to
guarantee accuracy for the neighbor-joining or Agarwala et al. algorithms can be
 .quite large i.e., it can grow exponentially in the number of leaves , while the
sequence length that suffices for the Dyadic Closure Method will never grow more
w xthan polynomially. See also 20, 21, 39 for further studies on the sequence length
requirements of these methods.
The following table summarizes the worst case analysis of the sequence length
that suffices for the dyadic closure method to obtain an accurate estimation of the
tree, for a fixed and a variable range of mutation probabilities. We express these
 .sequence lengths as functions of the number n of leaves, and use results from 25
and Section 6.2 on the depth of random binary trees. ‘‘Best case’’ respectively,
.  .‘‘worst case’’ trees refers to best case respectively worst case shape with respect
to the sequence length needed to recover the tree as a function of the number n of
leaves. Best case trees for DCM are those whose depth is small with respect to the
number of leaves; these are the caterpillar trees, i.e., trees which are formed by
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TABLE 1 Sequence Length Needed by Dyadic Closure Method to Return Trees under the
Neyman 2-State Model
Range of Mutation Probabilities on Edges:
w xf , g 1 log log n
f , g are constants ,
log n log n
Worst case trees polynomial polylog
Best case trees logarithmic polylog
 .Random uniform trees polylog polylog
 .Random Yule]Harding trees polylog polylog
attaching n leaves to a long path. Worst case trees for DCM are those trees whose
depth is large with respect to the number of leaves; these are the complete binary
trees. All trees are assumed to be binary.
One has to keep in mind that comparison of performance guarantees for
algorithms do not substitute for comparison of performances. Unfortunately, no
analysis is available yet on the performance of the Agarwala et al. and neighbor-
joining algorithms on random trees, therefore we had to use their worst case
estimates also for the case of random leaves.
7. SUMMARY
We have provided upper and lower bounds on the sequence length k for accurate
tree reconstruction, and have shown that in certain cases these two bounds are
surprisingly close in their order of growth with n. It is quite possible that even
better upper bounds could be obtained by a tighter analysis of our DCM approach,
or perhaps by analyzing other methods.
Our results may provide a nice analytical explanation for some of the surprising
 w x.results of recent simulation studies see, for example, 30 which found that trees
on hundreds of species could be accurately reconstructed from sequences of only a
few thousand sites long. For molecular biology the results of this paper may be
viewed, optimistically, as suggesting that large trees can be reconstructed accu-
rately from realistic length sequences. Nevertheless, some caution is required, since
the evolution of real sequences will only be approximately described by these
models, and the presence of very short andror very long edges will call for longer
sequence lengths.
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Abstract. In this note, we consider a finite set X and maps W from the set S2|2(X) of all 2, 2-
splits of X into R≥0. We show that such a map W is induced, in a canonical way, by a binary
X-tree for which a positive length (e) is associated to every inner edge e if and only if (i) exactly
two of the three numbers W (ab|cd), W (ac|bd), and W (ad|cb) vanish, for any four distinct ele-
ments a, b, c, d in X , (ii) a = d and W (ab|xc)+W (ax|cd) = W (ab|cd) holds for all a, b, c, d, x
in X with #{a, b, c, x} = #{b, c, d, x} = 4 and W (ab|cx), W (ax|cd) > 0, and (iii) W (ab|uv) ≥
min
(
W (ab|uw), W (ab|vw)) holds for any five distinct elements a, b, u, v, w in X . Possible gen-
eralizations regarding arbitrary R-trees and applications regarding tree-reconstruction algorithms
are indicated.
Keywords: biological systematics, phylogeny, phylogenetic combinatorics, evolutionary trees,
tree reconstruction, X-trees, quartet methods, quartet systems, weighted quartet systems.
1. Introduction
Let X be a finite set of cardinality n, and let T = (V, E) be an X -tree, i.e., a finite tree
without vertices of degree 2 whose set of leaves coincides with X . Further,
(i) let (Xi
)
denote, for any natural number i, the set of all subsets of X of cardinality i,
(ii) let S2|2(X) denote the set of all partial 2, 2-splits of X :
S2|2(X) :=
{{
{a, b}, {c, d}
}∣∣





; {a, b}∩{c, d}= /0
}
,
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(iii) let E0 = E0(T ) denote the set of pending edges of T , i.e., of edges incident with a
leaf:
E0 = E0(T ) := {e ∈ E
∣
∣e∩X = /0},
(iv) let E1 = E1(T ) denote the complementary set of inner edges of T :
E1 = E1(T ) := E \E0,
(v) and let
 : E1 → R>0
denote an arbitrary, but strictly positive length function defined on that set.
For convenience, we will also write ab|cd for the unordered pair {{a, b}, {c, d}} of
subsets of X of cardinality at most 2, for any a, b, c, d ∈ X (so that ab|cd ∈ S2|2(X)
holds if and only if one has #{a, b, c, d}= 4).
We are interested in the map W = WT,  defined on S2|2(X) by
W : S2|2(X)→ R≥0, ab|cd → ∑
e∈E(ab|cd)
(e), (1.1)
where the sum runs over the set E(ab|cd) of all edges e ∈ E that separate the leaves
a, b from the leaves c, d. Clearly, the function W measures the total length of the “inner
path” of the quartet tree Ta,b,c,d “spanned” by a, b, c, d in case T contains at least one





























The following facts are easily established:
(F1) Given any 4-subset {a, b, c, d} of X , at least two of the three numbers W (ab|cd),
W (ac|bd), and W (ad|cb) vanish.
(F2) If T is binary, i.e., if all vertices in V outside X have degree 3 or — equivalently
— if #V = 2n−2 holds (recall that there is no vertex of degree 2), one has
W (ab|cd)+W(ac|bd)+W(ad|cb) > 0 (1.2)
for all {a, b, c, d} ∈ (X4
)
.
(F3) Given a, b, c, d, x ∈ X with #{a, b, c, x}= #{b, c, d, x}= 4 and
W (ab|xc), W (bx|cd) > 0,
one has #{a, b, c, d, x}= 5 and
W (ab|xc)+W(bx|cd) = W (ab|cd). (1.3)
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(F4) Given any 5-subset {a, b, u, v, w} of X , one has
W (ab|uw)≥min
(
W (ab|uv), W (ab|vw)
)
, (1.4)
i.e., the two smaller ones of the three numbers
W (ab|uv), W (ab|uw), W (ab|vw)
must coincide or, still in other words, W (ab|uv) < W (ab|uw) implies that
W (ab|uv) = W (ab|vw) for all a, b, u, v, w ∈ X as above.
Our main result is the following:
Theorem 1.1. A map
W : S2|2(X)→ R≥0
is of the form WT,  for some finite binary tree T with leave set X and some length
function  defined on the set E1(T ) of inner edges of T if and only if W satisfies the
conditions (F1) to (F4) above. Moreover, if W satisfies those four conditions, the tree T
and the length function  : E1(T ) → R>0 with W = WT,  are uniquely determined (up
to canonical isomorphism) by W.
It was established already in 1977 by the psychologists Colonius and Schulze (cf.
[5, 6]), the first two papers on quartet analysis that initiated much further work devoted
to this topic, cf. [7–39] that, given any subset Q of S2|2(X), there exists a binary X -tree





∣ E(ab|cd) = /0}
of 2|2-splits in S2|2(X) induced by T coincides with Q if and only if the following three
assertions hold:
(Q1) #(Q ∩{ab|cd, ac|bd, ad|cb}) = 1 holds for all {a, b, c, d} ∈ (X4
)
,
(Q2) ab|cx ∈ Q and ax|cd ∈ Q implies ab|cd ∈ Q for all {a, b, c, d, x} ∈ (X5
)
,
(Q3) ab|uv, ab|vw ∈ Q implies ab|uw ∈ Q for all {a, b, u, v, w} ∈ (X5
)
,






∣ W (ab|cd) = 0}
of any map W : S2|2(X)→ R≥0 that satisfies the conditions (F1) to (F4) above is obvi-
ously of the form Q T for some unique binary X -tree T . Thus, a proof of the existence
part of Theorem 1.1 could easily be based on this observation. In this note however, we
want to proceed in a more direct way, not so much to avoid referring to any previous
work, but because our direct approach also yields new tree-building strategies.
The paper is organized as follows: In the next section, we will show that the map
WT,  : S2|2(X)→R≥0 associated with a binary X -tree T and a length function  : E1(T )
→ R>0 determines T and  up to canonical isomorphism. Then, we will show that a
map W : S2|2(X)→ R≥0 is of the form W = WT,  for some binary X -tree T and length
function  : E1(T )→ R>0 if and only if W satisfies the conditions (F1) to (F4) above.
And finally, we shall discuss various promising directions of future research as well as
some simple algorithmic applications of our results in the last section.
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2. WT,  Determines T and  up to Canonical Isomorphism
Given any two binary X -trees T and T ′ and maps  : E1(T ) → R>0 and ′ : E1(T ′) →
R>0, we will show here that WT,  = WT ′, ′ implies the existence of a unique map
ϕ : V (T )→V (T ′) with ϕ(x) = x for all x∈ X and {ϕ(u), ϕ(v)} ∈ E(T ′) for all {u, v} ∈
E(T ), and that this map is necessarily bijective, induces a bijection between E(T ) and
E(T ′), and commutes with  and ′ (i.e., ({u, v}) = ′({ϕ(u), ϕ(v)}) holds for this
map ϕ and all {u, v} ∈ E(T )).
To construct ϕ(v), recall the following facts:
i) Given any finite connected graph G = (V, E), the standard graph metric dG in-
duced on V by G is defined to be the map from V ×V into N0 that maps each
pair (u, v) ∈ V ×V onto the minimal number dG(u, v) of edges that constitute a
path from u to v in G, i.e., onto the minimum of all k ∈ N0 for which vertices
v0 := u, v1, . . . , vk := v ∈V exist with {vi−1, vi} ∈ E for all i = 1, . . . , k.
ii) A finite connected graph G = (V, E) is defined to be a median graph if, for all
u, v, w ∈V , there exists a unique vertex m = medG(u, v, w) in V with
dG(u, v) = dG(u, m)+ dG(m, v),
dG(u, w) = dG(u, m)+ dG(m, w),
and
dG(v, w) = dG(v, m)+ dG(m, w),
in which case medG(u, v, w) = medG(v, u, w) = medG(u, w, v) and medG(u, u, w)
= u hold for all u, v, w ∈V (cf. [1]).
iii) Any X -tree T = (V, E) is a median graph and every vertex v in V is of the form v =
medT (a, b, c) for some appropriate leaves a, b, c in X , and one has medT (a, b, c)∈
V −X for some a, b, c ∈ X if and only if #{a, b, c}= 3 holds.
iv) Given a X -tree T = (V, E), a length function  : E1(T ) → R>0, and four distinct
leaves a, b, c, d ∈ X , one has WT, (ab|cd) > 0 if and only if one has
medT (a, b, c) = medT (a, b, d) = medT (a, c, d) = medT (b, c, d),
in which case E(ab|cd) consists exactly of the set of edges e∈E1(T ) on the unique
path from medT (a, b, c) = medT (a, b, d) to medT (a, c, d) = medT (b, c, d) and
WT, (ab|cd) is exactly the length of that path relative to .
v) If, moreover, T is binary, one has
medT (a1, a2, a3) = medT (b1, a2, a3)
for four distinct elements a1, a2, a3, b1 ∈ X if and only if one has WT, (a1b1|a2a3)
> 0, and one has medT (a1, a2, a3) = medT (b1, b2, b3) for some a1, a2, a3, b1, b2,
b3 in X with #{a1, a2, a3} = 3 if and only if there exists a permutation π of the
index set {1, 2, 3}with either ai = bπ(i) or #{a1, a2, a3, bπ(i)}= 4 and WT, (aibπ(i)|
a jak) > 0 for all i, j, k in {1, 2, 3}with {1, 2, 3}= {i, j, k} in which case we must
also have #{b1, b2, b3}= 3 as well as either bi = aπ−1(i) or #{b1, b2, b3, aπ−1(i)}=
4 and WT, (biaπ−1(i)|b jbk) > 0 for all i, j, k ∈ {1, 2, 3} with {1, 2, 3} = {i, j, k}.
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In particular, we can decide whether we have medT (a1, a2, a3) = medT (b1, b2, b3)
for some a1, a2, a3, b1, b2, b3 in X with #{a1, a2, a3}= 3 from exclusively analy-
sing the support of WT, .
vi) One can decide whether two distinct vertices u and v in T form an edge by studying
medians: Indeed, given any two distinct vertices u, v∈V , one can choose elements































u = medT (x1, x2, x3) = medT (x1, x2, x4)
and
v = medT (x1, x3, x4) = medT (x2, x3, x4),
and one has {u, v} ∈ E(T ) if and only if
medT (x1, x3, y) ∈
{
medT (x1, x2,y), medT (x3, x4, y), u, v
}
holds for all y ∈ X .
These well-known and easily established facts allow us to define the required map
ϕ : V (T ) → V (T ′): For every x ∈ X , we put ϕ(x) := x, and for every v ∈ V (T )−X ,
we choose a1, a2, a3 ∈ X with v = medT (a1, a2, a3) and put
ϕ(v) := medT ′(a1, a2, a3).
This is clearly well defined in view of Assertion v) above, we have ϕ(x) = x for every
x ∈ X simply by definition, and we have
ϕ(v) = medT ′(a1, a2, a3)
for all v∈V and a1, a2, a3 ∈X with v = medT (a1, a2, a3) — even in case v∈ X because
this implies that at least two of the three elements a1, a2, a3 must coincide with v which
in turn implies that
medT ′(a1, a2, a3) = v = ϕ(v)
must hold also in this case. Further, we have {ϕ(u), ϕ(v)} ∈ E(T ′) for all {u, v} ∈
E(T ): Indeed, if {u, v} ∈ E(T ) holds, we can choose x1, x2, x3, x4 ∈ X as described in
Assertion vi) above and, applying ϕ, we get
ϕ(u) = medT ′(x1, x2, x3) = medT ′(x1, x2, x4),
ϕ(v) = medT ′(x1, x3, x4) = medT ′(x2, x3, x4),
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as well as
medT ′(x2, x3, y) = ϕ(medT (x2, x3, y))




medT ′(x1, x2, y), medT ′(x2, x3, y), ϕ(u), ϕ(v)
}
for all y ∈ X . Hence,
{ϕ(u), ϕ(v)} ∈ E(T ′),
as claimed.
It is also easy to see that any map ϕ : V (T ) → V (T ′) with ϕ(x) = x for all x ∈ X
and {ϕ(u), ϕ(v)} ∈ E(T ′) for all {u, v} ∈ E(T ) is necessarily bijective and induces a
bijection between E(T ) and E(T ′) and, hence, also one between E1(T ) and E1(T ′):
Indeed, the image ϕ(V (T )) of V (T ) must contain all vertices on all paths between any
two leaves in T ′, and the image
{{ϕ(u), ϕ(v)} ∣∣{u, v} ∈ E(T )} of E(T ) must contain
all edges on all of those paths. Thus, the map ϕ : V (T )→V (T ′) as well as the induced
map from E(T ) into E(T ′) must be surjective and, hence, bijective because one has
#V(T ) = #V (T ′) = 2n− 2 and #E(T ) = #E(T ′) = #V (T )− 1 = 2n− 3 in view of the
fact that both, T and T ′, were assumed to be binary X -trees.
Finally, we have necessarily
({u, v}) = ′({ϕ(u), ϕ(v)})
for any edge {u, v} ∈ E1 because, as above, we can choose x1, x2, x3, x4 ∈ X with
u = medT (x1, x2, x3) = medT (x2, x2, x3) and v = medT (x2, x3, x4) = medT (x1, x3, x4).
Hence,
({u, v}) = WT, (x1x2
∣
∣x3x4) = WT ′, ′(x1x2
∣
∣x3x4) = ′({ϕ(u), ϕ(v)}),
as claimed.
It remains to observe that ϕ is uniquely determined by T and T ′: However, as ob-
served already above, any map ψ : V (T ) → V (T ′) with ψ(x) = x for all x ∈ X and
{ψ(u), ψ(v)} ∈ E(T ′) for all {u, v} ∈ E(T ) is necessarily bijective and induces a bijec-
tion from E(T ) onto E(T ′). Thus, dT (x, y) = dT ′(x, y), and hence,
ψ(medT (x, y, z)) = medT ′(x, y, z) = ϕ(medT (x, y, z))
must hold for all x, y, z ∈ X implying that also ψ(v) = ϕ(v) must hold for all v ∈V .
3. Deriving T and  from W
In this section, we will assume throughout that W is a map from S2|2(X) into R≥0 that
satisfies the conditions (F1) to (F4) stated above, and we want to show that a binary
X -tree T and a map  : E1(T )→ R>0 with W = WT,  then necessarily exist.
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To simplify notations, we will say that W (ab|x|cd) holds for some elements a, b, c,
d, x in X if and only if the four elements a, b, x, c and the four elements b, x, c, d are dis-
tinct and one has W (ab|xc), W (bx|cd) > 0. We will begin by collecting some technical-
ities regarding this quinternary relation. Note first that W (ab|x|cd) implies #{a, b, x, c,
d}= 5 and
W (ab|cd) = W (ab|xc)+W(bx|cd) > W (ab|xc), W (bx|cd) > 0
in view of (F3). Hence,
W (ab|xc) = W (ab|xd) > 0, W (ax|cd) = W (bx|cd) > 0 (3.1)
in view of (F4). This proves the implication “(i) ⇒ (ii)” in
Lemma 3.1. For all a, b, c, d, x in X, the following assertions are equivalent:
(i) W (ab|x|cd) holds, i.e., one has #{a, b, x, c} = #{b, x, c, d} = 4 and W (ab|xc),
W (bx|cd) > 0.
(ii) #{a, b, x, c, d}= 5, W (ab|cd) = W (ab|xc)+W(bx|cd), W (ab|xd) = W (ab|xc) >
0, and W (ax|cd) = W (bx|cd) > 0.
(iii) #{a, b, c, d}= #{a, b, d, x}= 4 and W (ab|cd) > W (ab|xd) > 0.
(iv) #{a, b, x, c, d}= 5, W (ab|cd) > 0, W (ab|xc) = W (ab|xd), furthermore W (xa|dc)
= W (xb|dc).
In particular, given any 5-subset {a, b, x, c, d} of X, one has
W (ab|x|cd)⇔W (ba|x|cd)⇔W (cd|x|ab)⇔ ··· .
Proof. It is obvious that (ii) ⇒ (iii) and (ii) ⇒ (iv) hold.
(iii)⇒ (i): Clearly, we must have c = x and, hence, #{a, b, x, c, d}= 5. If W (bx∣∣dc)> 0
would not hold, we would either have W (bc
∣







∣cd) > W (ab
∣




∣xd) > W (ab
∣
∣cd),
an obvious contradiction, or we would have W (bd
∣∣cx) > 0 and, hence, also W (ab|d
|cx) in contradiction to W (ab|dc) = W (ab|dx). Thus, W (ab|x|dc), or equivalently,
W (ab|x|cd) must hold, as claimed.
(iv) ⇒ (i): We must have W (ab|xc) > 0 because, otherwise, we would have either
W (xa|bc) > 0 and therefore W (xa|b|cd), or W (xb|ac) > 0 and therefore W (xb|a|cd),
both assertions being in contradiction to our assumption W (xa
∣∣cd) = W (xb
∣∣cd). By
symmetry (exchanging a,b with c, d), we must also have W (bx|cd) > 0 implying that
W (ab|x|cd) > 0 must hold indeed.
Corollary 3.2. If W (ab∣∣cd) > 0 and W (ab∣∣cd) ≥ W (ax∣∣cd), W (bx∣∣cd) hold for any
five distinct elements a, b, c, d, x ∈ X, one has
W (ab
∣∣xc) > 0.
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Proof. Otherwise, we could assume without loss of generality that W (xa∣∣bc) > 0 holds
which, together with W (ab
∣
∣cd) > 0, would imply W (xa|b∣∣cd), and hence,
W (xa
∣








Corollary 3.3. If W (ab∣∣xy), W (ab∣∣yz) > 0 holds for any five distinct elements a, b, x, y,
z ∈ X, one has
W (ax′
∣∣y′z′) = W (bx′
∣∣y′z′)
for all x′, y′, z′ ∈ X with {x, y, z}= {x′, y′, z′}.
Proof. Our assumptions imply W (ab∣∣xz)≥min{W (ab|xy), W (ab∣∣yz)} > 0. Thus, sym-
metry (relative to x, y, z) allows us to assume, without loss of generality, that W (bx∣∣yz)>
0 holds. Together with W (ab
∣







∣yz) = W (bx
∣
∣yz) > 0,
which in turn implies that
W (ax′|y′z′) = W (bx′|y′z′)
holds for all x′, y′, z′ with {x′, y′, z′}= {x, y, z} because both terms vanish in case x′ = x,
and both terms coincide with W (ax
∣
∣yz) = W (bx
∣
∣yz) in case x′ = x.
Corollary 3.4. If
0 < W (ab|xy)≤W (ab|xz), W (ab|yz)
holds for five distinct elements a, b, x, y, z in X, one has either W (ab|x|yz) or W (ab|y|xz)
and, hence, in any case
W (ab|xz) = W (ab|xy)+W(ay|xz) = W (ab|xy)+W(by|xz) (3.2)
as well as
W (ab|yz) = W (ab|xy)+W(ax|yz) = W (ab|xy)+W(bx|yz). (3.3)
Proof. Clearly, both W (ab|x|yz) and W (ab|y|xz) imply (3.2) and (3.3). Thus, it is
enough to show that either W (bx|yz) > 0 or W (by|xz) > 0 must hold. Yet, otherwise
we would have W (bz|xy) > 0 implying that W (ab|z|xy) would hold in contradiction to
W (ab|xy)≤W (ab|xz).
Next, we define







X \ {a, b}
2
)}
for any two distinct elements a, b ∈ X .
Note that in case the map W is of the form WT,  for some binary X -tree T and some
length function  : E1(T )→R>0, we have W (ab|∗∗)> 0 for any two distinct vertices a
and b if and only if the vertices a and b form a cherry in T , i.e., the two unique vertices
u, v in V with {a, u}, {b, v} ∈ E coincide.















holds for some a0b0
∣
∣c0d0 ∈ S2|2(X), one has W (a0b0| ∗ ∗) > 0 as well as W (a0x|yz) =





Proof. Corollary 3.2 implies that W (a0b0
∣
∣xc0)> 0 must hold for all x in X−{a0, b0, c0}
which in turn implies that W (a0b0
∣
∣xy) > 0 holds for all x, y ∈ X −{a0, b0} with x = y,
in view of (F4) and, therefore, also
W (a0x
∣
∣yz) = W (b0x
∣
∣yz)
for all {x, y, z} ∈ (X\{a0,b0}3
)
in view of Corollary 3.3.











∣∣yz) = W (ab
∣∣xy)+W(ax
∣∣yz)
for all z ∈ (X \ {a, b, x, y}).
Proof. This follows directly from Corollary 3.4.
Next, we define




∣∣z ∈ X \ {a, b, c, d}
}
for any four distinct elements a, b, c, d ∈ X . The following result will be crucial for our
proof of Theorem 1.1:
Lemma 3.7. If W (ab| ∗ ∗) > 0 holds for two distinct elements a, b ∈ X, one has
W (ab|cd) = W (ab| ∗ ∗)+Wb(a∗ |cd) (3.4)
for any two distinct elements c, d ∈ X \ {a, b}. In particular, a map W from S2|2(X)
into R≥0 that satisfies the conditions (F1) to (F4) is completely determined, for any two
distinct elements a, b ∈ X with W (ab| ∗ ∗) > 0, by its values on S2|2(X \a)∪S2|2(X \b)
and the value of W (ab| ∗ ∗).
Proof. In case W (ab|cd) = W (ab| ∗ ∗), we have to show that W (az|cd) = 0 holds for
all z ∈ X \ {a, b, c, d} which follows from the fact that W (az|cd) > 0 for some z ∈
X \{a, b, c, d} would imply W (ba|z|cd) in view of W (ba|zc) > 0 and W (az|cd) > 0 in
contradiction to W (ab|cd) = W (ab| ∗ ∗)≤W (ab|zc).
Otherwise, we have W (ab|cd) > W (ab| ∗ ∗) and we can use (F4) to find some
z ∈ X \ {a, b, c, d} with W (ab|zc) = W (ab| ∗ ∗) and, therefore, W (ba|z|cd) in view
of W (ab|cd) > W (ab|zc) > 0 and Lemma 3.1, (iii) ⇒ (i) ⇒ (ii) and, thus,
W (ab|cd) = W (ab|cz)+W(az|cd) = W (ab| ∗ ∗)+W(az|cd)
≤ W (ab| ∗ ∗)+Wb(a∗ |cd).
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It remains to show that
W (az′|cd)≤W (az|cd)
holds for all z′ ∈ X \ {a, b, c, d}. Otherwise, however, we would have W (az′|cd) >
W (az|cd) > 0 for some z′ ∈ X \ {a, b, c, d, z} and, hence, W (az′|z|cd) by Lemma 3.1,
(iii) ⇒ (i) ⇒ (ii) which in turn would imply W (ba|z′|zc) in view of W (az′|zc) > 0
and W (ba|z′z)≥W (ab| ∗ ∗) > 0, and, hence, W (ab|z′c) < W (ab|zc) in contradiction to
W (ab|zc) = W (ab| ∗ ∗)≤W (ab|z′c).
We now turn to the remaining part of the proof of Theorem 1.1. We already showed
in the previous section that there can be at most one pair T,  with W = WT, . So, it
remains to show that such an X -tree T and a length function  indeed exist.
To this end, we will use induction relative to the cardinality n of X . Clearly, Theo-
rem 1.1 holds in case n = 4. Indeed, if the elements in X are labelled a, b, c, d so that




{a, b, c, d, uab, ucd},
{
{a, uab}, {b, uab}, {c, ucd}, {d, ucd}, {uab, ucd}
})
with exactly four leaves a, b, c, d and two additional vertices named uab, ucd of degree
3, uab adjacent to a, b, and ucd , ucd adjacent to c, d, and uab, together with the map
 :
{{uab, ucd}
}→ R>0, {uab, ucd} →W (ab|cd)
is obviously the unique required pair T,  with W = WT, .
To perform induction, we now assume n > 4 and choose a0b0









In view Corollary 3.5, this implies that W (a0b0| ∗ ∗) > 0 as well as
W (a0x
∣
∣yz) = W (b0x
∣
∣yz) (3.6)
for any three distinct elements {x, y, z} in X −{a0, b0}.
Next, using our inductive hypothesis, we choose a binary (X \ {a0})-tree T1 and a
length function 1 : E1(T1)→ R>0 with




and note that, in view of (3.6), we have also




for the binary (X −{b0})-tree T2 and the length function 2 : E1(T2)→ R>0 derived by
renaming the vertex a0 in T1 by b0.
Let u0 denote the unique vertex in V (T1) with {u0, b0} ∈ E(T1) (and, hence, with
{u0, a0} ∈ E(T2)). It is clear that u0 is not a leaf in either T1 or T2. Now, choose
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some further element w0 not in any set previously considered and define T = (V, E)
and  : E1(T )→ R>0 as follows:
V := V (T1)∪{a0, w0},
E :=











for all e ∈ E1(T1), and
({u0, w0}) := W (a0b0| ∗ ∗). (3.7)
One has to show that W = W(T, ) holds. However, both maps coincide on S2|2(X \
a0)∪ S2|2(X \ b0) in view of our construction, and we have also W (T, )(a0b0| ∗ ∗) =
({u0, w0}) = W (a0b0| ∗ ∗). Thus, our claim follows from Lemma 3.7.
The observations leading to this proof immediately suggest various algorithms to
construct the tree and to determine the length function: First one has to determine a
suitable labelling X = {a1, a2, . . . , an} of the elements in X and then, in a second run,
one builds the tree in a recursive fashion.
4. Discussion
The crucial observation used above that a map W : S2|2(X)→ R≥0 which satisfies the
conditions (F1)–(F4) and certain inequalities is uniquely determined by its restriction to
a certain subset of S2|2(X), raises the question for which other collections of inequalities
and corresponding subsets of S2|2(X) this might hold. E.g., one can generalize the
observation above and show that, given any four distinct elements a1, a2, a3, a4 in X
with
0 < W (a1a2|a3a4)≤W (a′1a′2|a′3a′4)




with W (a′1a′2|a′3a′4) > 0 and
#({a1, a2, a3, a4}∩{a′1, a′2, a′3, a′4}) = 3,
the map W is uniquely determined by its restriction to all 4-subsets {x1, x2, x3, x4} of
X for which {x1, x2, x3, x4} is either contained in
A1 := {a1, a2, a3}∪
{
a ∈ X \ {a1, a2, a3}
∣
∣




A2 := {a1, a2, a3}∪
{
a ∈ X \ {a1, a2, a3}
∣
∣




A3 := {a1, a3, a4}∪
{
a ∈ X \ {a1, a3, a4}
∣
∣
∣W (a1a4|aa3) > 0
}
,
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or, finally, in
A4 := {a1, a3, a4}∪
{
a ∈ X \ {a1, a3, a4}
∣
∣
∣W (a1a3|aa4) > 0
}
.
Using this observation, the required X -tree T and length function  with W = WT,  can
also be constructed as follows: One first chooses two distinct elements a1, a2 in X for
which some subset {x, y} ∈ (X\{a1,a2}2
)
with W (a1a2|xy) > 0 exists, then one chooses
two distinct elements a3, a4 in X \ {a1, a2} with







X \ {a1, a2}
2
)
, W (a1a2|xy) > 0
}
,
and observes that W (a1a2|a3a4) ≤W (a′1a′2|a′3a′4) must hold for all {a′1, a′2, a′3, a′4} ∈(X
4
)
with W (a′1a′2|a′3a′4) > 0 and #({a1, a2, a3, a4}∩{a′1, a′2, a′3, a′4})= 3, then one con-
structs the subsets A1, A2, A3, A4 as above and, noting that a4 ∈A1∪A2 and a2 ∈A3∪A4
hold, and then one uses the induction hypothesis to find, for each i ∈ {1, 2, 3, 4}, an Ai-
tree Ti together with a length function i such that WTi , i = W |S2|2(Ai) holds. Finally, one
“fuses” these four “small” trees in an appropriate (and absolutely canonical) way into
one big supertree T and one uses the length function 1, 2, 3, 4 to define a length
function  for T for which one finally observes that W = WT,  must hold by referring to
the above generalization of Corollary 3.5.
More generally, one may as well start with any arbitrary labelling
X = {a1, a2, . . . , an}
of the elements in X and use the above analysis to construct recursively, starting with
the tree T3 := ({a1, a2, a3, v}, {{ai, v}|i = 1, 2, 3}), a sequence of trees T (i) with leave






= WTi , i
holds for all i = 4, . . . , n.
Indeed, comparing W -values, one can — for each i = 4, . . . , n — identify that edge
ei = {ui, vi} in T (i−1) to which the new pending edge with leaf ai has to be attached. The
tree T (i) then results from T (i−1) by eliminating the edge ei and adding a new internal
vertex wi as well as three new edges {ui, wi}, {wi, vi}, {wi, ai}, and the length function
i can then also be defined easily on the (one or two) new internal edges while keeping
the value of i−1 on all internal edges of T (i) that are also internal edges of T (i−1).
While, given a map W that satisfies the conditions (F1) to (F4), the outcome of
any such recursive construction does, of course, not depend on the labelling of X , the
algorithmic procedure will selective only use certain W -values (depending strongly on
the chosen labelling) and can thus be applied to any map W from S2|2(X) into R≥0
whether or not (F1) to (F4) are satisfied. And it will always produce a weighted X -tree
depending on that map W and the input labelling.
In a forthcoming paper, we will discuss various ideas on how to make a sensible
choice of the input labelling in case one starts with a map W that satisfies the conditions
(F1) to (F4) only approximately, and present some related experimental results.
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Our result also suggests to study arbitrary subsets X of S2|2(X) and maps W0 : X →
R≥0 and ask for necessary and/or sufficient conditions on X and W0 that imply that
there exists at least (or at most) one extension W = S2|2(X)→ R>0 of W0 that satisfies
the conditions (X ) as well as perhaps certain inequalities, or for algorithms that decide
extendability and/or construct such an extension if it exists. The results by Boecker and
others (cf. [2–4]) suggest that deciding unique extendability might, at least in certain
cases, be considerably simpler than just deciding extendability.
Another question that arises naturally in this context is how, given any map W :
S2|2(X) → R≥0, one can find a map W ′ : S2|2(X) → R≥0 that satisfies the conditions
(F1)–(F4) and approximates W as closely as possible (relative to some predefined mea-
sure of “closeness”). While prescribing the support of W ′ (i.e., the topology of the
X -tree in question), least square approximations should be easy, a linear-programming
approach (similar to that pursued by Weyer-Menkhoff [40], see also [24]) in the case
of unweighted X -trees where only the support of W ′ is of interest) would be welcome
whenever any a priori assumptions about that support cannot be provided.
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Abstract. We examine finite words over an alphabet Γ =
{
a, a¯; b, b¯
}
of pairs of letters, where
each word w1w2 · · ·wt is identified with its reverse complement w¯t · · · w¯2w¯1
(
where ¯¯a = a, ¯¯b = b
)
.
We seek the smallest k such that every word of length n, composed from Γ, is uniquely determined
by the set of its subwords of length up to k. Our almost sharp result (k ∼ 2n/3) is an analogue of
a classical result for “normal” words. This problem has its roots in bioinformatics.
Keywords: combinatorics of words, Levenshtein distance, DNA codes, reconstruction of words
1. Introduction
Let ∆ be a nite alphabet and let ∆∗ denote the set of all nite sequences over ∆, called
words. For s, w ∈ ∆∗ we say that s is a subword of w (s ≤ w) if s is a (not necessarily
consecutive) subsequence of w. (Note, that some authors have called these constructs
subsequences, reserving subword for consecutive subsequences.) The length of w
is denoted by |w|. The following result was independently rediscovered repeatedly; as
far as we are aware the problem originally was posed by Sch¤utzenberger and Simon.
(In the bibliography we try to give the original sources relevant to our problem. It is not
our intention, however, to give a comprehensive bibliography.)
Theorem 1.1. (Simon [8]) Every word w ∈ ∆∗ with at most 2m−1 letters is completely
determined by its length and by the set of all its subwords of length at most m.
∗ This work was supported, in part, by Hungarian NSF, under contract Nos. AT48826, NK62321, F043772,
N34040, T34702, T37846, T43758, ETIK, Magyary Z. grant and by the U.S.D.O.E..
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The pair of words abababa and bababab shows clearly that this result is sharp. In
Simon’s paper it was noted that it sufces to prove the theorem for the two-letter case:
∆ = {a, b}. Perhaps the shortest proof of Theorem 1.1 is due to Sakarovitch and Simon
(see [6, pp. 119120]); we were inuenced by this nice proof.
Levenshtein in his papers [35] considers more generalizations of the reconstruc-
tion problem. In [3] the author examines which other sets of subwords or super-words
determine uniquely the original word, in [4] the maximum size of the set of common
subwords (or super-words) of two different words of a given length is given in a recur-
sive way. In [5] every unknown sequence is reconstructed from its versions distorted by
errors of a certain type, which are considered as outputs of repeated transmissions over
a channel, and a minimal number of transmissions sufcient to reconstruct the original
word (either exactly or with a given probability) is given. In both of the latter papers
simple reconstruction algorithms are given.
In this paper we study another version of this problem. Let Γ =
{
a, fla; b, flb
}
be an
alphabet where the letters come in pairs (called complement pairs); and let Γ∗ denote
the set of all nite sequences, called words, composed from Γ. Dene flfla = a, flflb = b and
for a word w = w1w2 · · ·wt ∈ Γ∗ let w˜ = wt wt−1 · · ·w1, the reverse complement of w.
Note that (˜w˜) = w. Now we want to keep the essence of the previous partial ordering,
while, in our poset, each word is identified with its reverse complement.
As in the foregoing theorem, we do not address effective reconstruction essentially;
our concern is the prefatory problem of determining the minimal m such that the sub-
words of length up to m determine each word of length n. In the classical case the
reconstruction problem was recently addressed (see, Dress and Erdos [1]). In the re-
verse complement case the problem seems to be more complicated, and no results are
presently available.
Our problem and denitions have biological motivations (for details see [2]). DNA
typically exists as paired, reverse complementary words or strands: The Watson-Crick
double helix, with its four letters, A, C, G and T paired via flA = T and flC = G. Cor-
responding DNA codes could involve the insertion-deletion metric  with bounded
similarity between two strands: The length of the longest subword common either to
the strands or common to one strand and the reverse complement of the other.
Another common task is to decide rapidly and efciently whether a given DNA
double-strand (for example an erroneous gene, which is associated with illness) is
present in a sample. This setting typically invokes microarrays: Ten thousand or so
of relatively short DNA words (called probes) are xed on a glass slide. The sample
reacts with the probes, and the probes which bind material from the sample are deter-
mined. We may model this process with our denition, i.e., to say that binding occurs
if the probe is a subword of either strand. One may argue that the physicochemical
laws do not allow each subword of the long DNA word to bind effectively because, for
instance, blocks of consecutive matches may be required for binding. Although this
is a perfectly legitimate objection, our aim is to provide additional background for such
applications.
Before we list our main results, let us remark that our problem is a special case of a
general class of problems, in which group orbits substitute for the classes of words and
their reverse complements. The group must have a well dened action on all subwords
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 an induced action based, for instance, on permuting letter identities and letter posi-
tions. (The group considered herein is of order two.) A permutation may, for example,
act on the positions included in subwords through the respective complete ordering.
Thus, one version of the general problem is:
Given the k-spectra of the words for its orbits (the set of subwords of up to length k
occurring in any of these words), nd a characterization of all the (permutation) groups
which yield k-spectra one-to-one correspondence with these orbits. For the general
problem, the respective partial order would be inclusion when any member of the orbit
occurs as a subword.
2. Main Results
In this section we formulate our main results. Let us recall that in our partial order
every word is identied with its reverse complement. Therefore, if in this partial order
the word g is smaller than the word f , then it can happen that g is a subword of f or
it is a subword of its reverse complement f˜ . For convenience, if we do not know (or
do not care) which is the case, then we will say that the word g precedes the word f
(g≺ f ). Let S(m, f ) denote the set of words of length ≤ m, which precede f . We seek
to determine when S(m, f ) uniquely denes f .
One may note essential differences between this and the original problem; here, for
instance, we may have more subwords but we do not distinguish between individual
subwords belonging to a word or to its reverse complement. This difference is evident
when the alphabet consists of a letter and its complement.
Let us consider the following example:
F ′ = fla2k+ε ak and G ′ = fla2k+ε−1ak+1, (2.1)
where ε ∈ {0, 1, 2}, k ≥ 1 and (k, ε) 6= (1, 0). The length of both words is 3k + ε. On
the one hand, the subword fla2k+ε of F ′ satises fla2k+ε 6≺ G ′. On the other hand, it is
easy to check that
S
(




2k + ε−1, G ′
)
.
In this paper we prove the following result:
Theorem 2.1. Every word f ∈ {a, fla}∗ of length at most 3m−1 is uniquely determined
by its length and by the set
D ′( f ) := S(2m, f ).
The proof of this result can be found in Section 4.
The next example illustrates that if our words contain letters from more than one
complement pair, then they are easier to distinguish. Consider the following words:
F = fla2k+ε flbbak and G = fla2k+ε−1 flbbak+1, (2.2)
where ε∈ {0, 1, 2} and k≥ 1 and (k, ε) 6= (1, 0). The length of both words is 3k+2+ε.
On the one hand, the subword fla2k+ε of F satises fla2k+ε 6≺ G . On the other hand, it is
easy to verify that
S(2k + ε−1, F ) = S(2k + ε−1, G).
We have the following statement:
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Theorem 2.2. Every word f ∈ Γ∗ of length at most 3m + 1 (m > 1) containing both




is uniquely determined by its length and by the set
D( f ) := S(2m, f ).
The examples abab and abba show that in case of m = 1 the statement is not true.
The proof of this result can be found in Section 5.
Please recognize that due to our denitions, the expression uniquely determined
means uniquely determined, up to reverse complementation. The statement pertains
to the case of ε = 2 in the example.
3. Easy Consequences
There are some immediate consequences of the results of Section 2. For example in the
case when our words contain letters from one complement pair only, one may formulate
the following result.
Corollary 3.1. Every word f ∈ {a, fla}∗ of length at most n is uniquely determined by















Correspondingly, for the case of words containing letters from two complement
pairs, we have
Corollary 3.2. Every word f ∈ Γ∗ of length at most n containing both (a or fla) and (b














≥ 2m, therefore Theorem 2.2 applies.
Our instinct says that Corollaries 3.1 and 3.2 are not sharp. We suspect that the truth
is the following:
Conjecture 3.3. Each word of length at most 3m+2+ ε containing both (a or fla) and
(b or flb) is uniquely determined by its length and by the set S(2m+ ε, f ). Furthermore,
each word of length at most 3m+ ε containing only a or fla is uniquely determined by its
length and by the set S(2m+ ε, f ).
If our words are self-reverse complementary, then we are back to the original prob-
lem:
Remark 3.4. Let the words f and g ∈ Γ∗ (of length at most n) be self-reverse comple-
mentary, that is f = f and g = g. Now if S (d(n+1)/2e, f ) = S (d(n+1)/2e, g) then
f = g.
Proof. If for the word w we have w ≺ f and f = f , then w is a subword of f as well as
of f . Therefore Theorem 1.1 applies.
Subwords in Reverse-Complement Order 419
For the original problem it was almost trivial that from the result for the case of 2-
letter alphabet one derives an (approximate) result for the case of k-element alphabets
as well. The situation here is similar but the proof requires some work:
Theorem 3.5. Theorem 2.2 remains valid if the word f contains letters from k ≥ 2
different complement pairs.
Proof. We use induction on the number k of different complement pairs present. The
case of two pairs present is Theorem 2.2. Assume that the statement is valid for the case
of k− 1 different pairs present. Let f and g be words with length | f | = |g| ≤ 3m + 1,
and in both words let there be k different complement pairs present. The alphabet is
{a1, fla1, . . . , ak, flak}. Let A1,2, flA1,2 be a new pair of complementary letters, and f1,2 be
the word derived from f by identifying all occurrences of a1 and a2 with A1,2 and all
occurrences of fla1 and fla2 with flA1,2. The word g1,2 is derived similarly. The new words
contain letters from k−1 different pairs and D( f1,2) = D(g1,2). The inductive hypoth-
esis gives that f1,2 = g1,2
(
one might need to exchange the names of g1,2 and g˜1,2
)
.
Furthermore, for the subwords f ∗1,2 and g∗1,2 consisting of all occurrences of the let-








; therefore, we can apply Theorem 2.2.
Whence f ∗1,2 = g∗1,2 or f ∗1,2 = g˜∗1,2.
In the case of f ∗1,2 = g∗1,2 interleaving f1,2 and f ∗1,2 we can determine f which is
identical to g. In case of f1,2 = g˜1,2 and f ∗1,2 = g˜∗1,2 we can proceed similarly. However,
it can happen that
f1,2 = g1,2, but f1,2 6= g˜1,2, while (3.1)
f ∗1,2 6= g
∗
1,2, but f ∗1,2 = g˜∗1,2. (3.2)
The value
∣∣ f ∗1,2∣∣ cannot be odd, since otherwise f1,2 ( | f ∗1,2|+12 ) = g1,2 ( |g∗1,2|+12 ), there-
fore f ∗1,2 = g˜∗1,2 cannot occur. So let
∣∣ f ∗1,2∣∣ = ` be even. From Condition (3.2) it
follows that there is an index j ≤ `/2 such that f ∗1,2( j) = a1, g∗1,2( j) = a2, while
f ∗1,2(` + 1− j) = fla2 and g∗1,2(` + 1− j) = fla1. From Condition (3.1) it follows that
there is a subscript i ≤ (3m + 1)/2 such that f1,2(i) = a3 (therefore g1,2(i) = a3 also
holds) while g1,2(3m + 2− i) = b where b 6= fla3. If b ∈ {a1, . . . , ak}, then introducing
the new letters B1, flB1, B2, flB2, substitute all occurrences of a1 and a3 with B1, all oc-
currences of fla1, fla3 with flB1, all occurrences of the letters a2, a4, . . . , ak with B2, and,
nally, all occurrences of the letters fla2, fla4, . . . , flak with flB2 in the original words. The
result is the words f B and gB which satisfy the conditions of Theorem 2.2 while clearly
f B 6= gB and f B 6= g˜B, a contradiction.
If, however, b ∈ { fla1, fla2, fla4, . . . , flak}, then we may dene a bipartition of the al-
phabet, where letters b and a3 belong to different classes, and letters a1 and a2 also
belong to different classes. Then substitute all occurrences of the letters from the rst
class of the bipartition with C1, flC1 and the letters from the second class with C2, flC2,
respectively. The new words clearly satisfy the conditions of Theorem 2.2; however,
the consequence of Theorem 2.2 does not hold.
This proof suggests that the existence of letters from more complement pairs de-
creases the necessary subword length in the result.
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Because our approach does not work for very short words, we use the following
enumerative result:
Remark 3.6. Theorems 2.1 and 2.2 were tested by a computer program for short words
(for | f | ≤ 13 and for selected words with | f | ≤ 18) and were found valid. Therefore our
proofs need only address sufciently long words, allowing reasoning which is effective
above a (usually very small) length.
In the next two sections we prove our main results. The general approach used is
similar to the one in the proof of Theorem 3.5: Identify a subword of the word under
investigation which distinguishes the word and its reverse complement from each other.
Such a subword can identify the word itself. The greater the similarity between the
word and its reverse complement, the harder to nd such a subword but, compensating
for this difculty, the more is known about the structure of such words.
4. The Proof of Theorem 2.1
Assume that f and g are words in {a, fla}∗ of the same length such that
| f |= |g| ≤ 3m−1 and D ′( f ) = D ′(g) = D ′.
Due to Remark 3.4, we may assume that f is not self-reverse complementary. Denote
by A(w) the number of a’s in the word w, and dene flA(w) analogously. Without loss of
generality we may assume that both words f and g are written in the form where A( f )≥
flA( f ) and A(g)≥ flA(g). At rst assume that A( f ) > A(g), which also means that flA( f ) <
flA(g). If A( f ) > 2m, then take an arbitrary subword g′ of g such that A(g′), flA(g′) ≥
flA( f ) + 1. It is clear that g′ 6≺ f . If, instead, A( f ) ≤ 2m, then take the subword f ′ of
f containing A(g) + 1 a’s. It is also clear that f ′ 6≺ g and that | f ′|, |g′| ≤ 2m, which
constitutes a contradiction. Therefore, in this proof henceforth we assume that we have
A := A( f ) = A(g) and flA := flA( f ) = flA(g). (4.1)
Before proceeding we introduce one more notion: a word contains a run of length k
when it contains k consecutive copies of a certain letter.
4.1. The Case flA < A
In this case we know that f 6= f and g 6= g, and each subword of f or g containing
at least flA + 1 a’s obeys these inequalities. All subwords from S(2m, f ), containing
at least flA + 1 a’s, are subwords of g, because they cannot be subwords of g  and
correspondingly, the analogous statement holds for the subwords from S(2m, g).
Our words f and g can be written in the following form:
f := aI0 flaaI1 fla · · · flaaIs and g := aJ0 flaaJ1 fla · · · flaaJs ,
where s = flA, and any Il or Jl can be zero. If f 6= g, then the subset
L := {l ∈ {0, . . . , s}| Il 6= Jl}
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has at least two elements. Without loss of generality we may assume that I` =
min{Il, Jl : l ∈ L}, i.e., f contains a shortest run  of those letters indexed by L. Then
consider the subword g′ of g containing all its fla’s, containing at least I` + 1 a’s in the
`-th run of a’s, and nally containing, as needed, other copies of a’s so that altogether
there are at least flA+1 a’s. Then, due to the denition, g′ is not a subword of f , further-






+1+ flA, 2 flA+1
}
,
since the left argument of the maximum includes, within its parentheses, the largest pos-
sible value for Ik. If |g′| ≤ 2 flA+1 ≤ 2m holds, then there is a contradiction. Therefore
this method shows that D ′( f ) and D ′(g) must be different while flA+1≤m. Continuing
the proof from now on (in this section) we assume that
flA > m−1. (4.2)
Hence, in this case
A = 3m−1− flA≤ 2m−1. (4.3)
Denote by flf (a, `) the subword of f containing all a’s and the `-th run of fla’s. By our
assumptions these are subwords of g, but, as we have just seen, not subwords of g.
Therefore both f and g can be written in the following forms:
f = ar0 flas1ar1 flas2 · · · flast art and g = ar0 flaz1ar1 flaz2 · · · flaz t art , (4.4)
where r0 or rt can be zero, while r1, . . . , rt−1 and all si and z i are non-zero.
Now we are going to show that for all i we also have si = zi (which, of course,
implies that f = g).
Let F ∈ {x, y}∗ be an arbitrary word and assume it is written in the form
F = xr0 ys1xr1ys2 · · ·yst xrt , (4.5)
where the runs are not empty (except, possibly, the very rst and last). That is r0, rt ≥ 0
and all other superscripts > 0. A subword W of F is well recognizable for the pair
x, y if one can reconstruct exactly which letter of W comes from which x- or y-runs
of F. (Reverse complementation is not taken into consideration here. Generally we
will ensure separately that the well recognizable subword’s reverse complement is not
a subword of the original.) It is clear that if the subword W ′ of F contains W as a
subword, then W ′ is also well recognizable. The subword F1 containing one letter from
each run is clearly well recognizable. Even better, if r0 and rt are both non-zero (or,
oppositely, both zero), then the reverse complement of this subword is automatically
not a subword of F. But when F has a large number of runs (say each run consists of
one letter), then one can nd much shorter well recognizable subwords.
Proposition 4.1. Let W (F) be the subword of F defined as follows:
(I) W (F) retains at least one x from each x-run.
(II) If r0 or rt > 1, then W (F) contains one x from the respective run and one y from
the neighboring y-run.
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(III) From all other x-runs with precisely two letters, let W (F) contains both.
(IV) From all other x-runs with at least three letters, W (F) contains one x from the
run and one y from both adjacent runs.
(En1) If between two previously chosen y’s there are only two-letter x-runs, then keep
one x from each of these runs and take one element from each y-run in-between.
(En2) From every run of y’s, remove all but one.
Then the resulting W (F) is a well recognizable subword of F for the pair x, y.
(The two last procedures enhance the previously constructed well recognizable
words, that give their different kinds of names.) Proposition 4.1 may be thought of
as an algorithm, whose six steps are applied sequentially in a single pass. Thus, its va-
lidity is evident. Let us remark that without operation (En1) the subword W (F) would
be still a well recognizable subword, but this operation decreases the number of letters
by one with each application. Note that W (F) never has more letters than the total
number of runs in f and neither is it ever shorter than the number of x-runs. However,
this construction is sensible for one-letter runs and in their presence it produces well
recognizable words with fewer letters than the total number of runs.
Note also that any well recognizable subword of f in Condition (4.4) is also a well
recognizable subword of g.
Assume now that f 6= g, that is the series s1, . . . , st and z1, . . . , z t are different. Then
the set
L := {l ∈ {1, . . . , t} | sl 6= z l}
has at least two elements, since the total number of fla’s are the same in both of our
words. Without loss of generality we may assume that z` = min{sl , z l : l ∈ L}. At rst
take the subword f1 of f containing all its a’s and z` + 1 fla’s from the `-th fla-run. This
word is clearly a well recognizable one, and, due to A > flA, its reverse complement is
not a subword of f or g. Therefore, if A+ z` +1≤ 2m, then f1 ∈ D ′( f ) but f1 6∈ D ′(g),
a contradiction.
If, however, this is not the case, then | f1|= 2m+α and
A = 2m+α− (z` +1), (4.6)
flA = 3m−1−A = m−α+ z`,
where α≥ 1. By the minimality of z` there is another fla-run in f with at least z` elements.
Therefore there are at most
t ≤ 2+ flA− (2z` +1) = m+1− (z`+α) (4.7)
fla-runs in the word f , and there is at most one more: that is, at most m+2− (z`+α) a-
runs in f .
Recall that the subword f1 is not in D ′( f ) because it has α extra letters and z` ≥
α ≥ 1 (viz. (4.6)).
Assume at rst that r0, rt > 0. Then consider the subword f2 of the word f contain-
ing one letter from each run except the `-th fla-run, which contains z` +1 fla’s. This word
is well recognizable, and f˜2 is not a subword of f or g because they do not contain
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enough fla-runs. Furthermore, f2 is also clearly not a subword of g, since in the `-th
fla-run there are too many letters. Due to (4.7) we know that
| f2| ≤ 1+2t + z` ≤ 1+2 [m+1− (z`+α)]+ z` = 2m+3−2α− z`≤ 2m,
since z` ≥ α ≥ 1. Therefore f2 ∈ D ′( f ) but f2 6∈ D ′(g), a contradiction.
If r0 = rt = 0 then we can repeat the previous reasoning since f˜2 is not a subword
of f or g because there are not enough a-runs in them. If, say, r0 > 0 and rt = 0, then
we cannot rule out that the reverse complement of f2 is a subword of g. In this case
there are precisely t (≤ m+1− (z`+α)) a-runs in f . Construct the subword f3 of f
as follows: it contains one letter from each run except the `-th fla-run, which contains
z` +1 fla’s. Then f3 looks like f2 but it has one fewer element, due to rt = 0. It is a well
recognizable subword of f but not a subword of g. Its length is
| f3|= 2t + z` < | f2|,
therefore also f3 ∈ D ′( f ). In general, this would yield a contradiction, but if rt−` > z`,
then f˜3 could be a subword of g. But then let f4 be constructed from f3 by adding
z` more a letters to the (t − z`)-th a-run. This f4 is clearly a subword of f but not a
subword of g or g˜. Finally
| f4|= | f3|+ z` ≤ 2m+2−2α≤ 2m.
Therefore f4 ∈ D ′( f ) but 6∈ D ′(g), a contradiction. The case flA < A is proved.
4.2. The Case flA = A
In this case we can prove a slightly stronger version of Theorem 2.1: we can suppose
that | f | ≤ 3m. Now | f |= |g| is even, i.e., m = 2k and the two words are of the form
f = ar0 flas1ar1 flas2 · · · flast art and g = aR0 flaz1aR1 flaz2 · · · flazT aRT , (4.8)
where r0 + · · ·+ rt = s1 + · · ·+ st = R0 + · · ·+RT = z1 + · · ·+ zT = A = 3k and at least
one of r0, rt and at least one of R0, RT is positive, otherwise we exchange the names of
f and f˜ , and similarly for g as well. Now without loss of generality we may assume that
r0 > 0. Then in g we have R0 > 0. Otherwise the subword a flaA of f does not precede g
(since there are not enough fla’s after the rst a in g, and not enough a’s before the last fla
in g˜ ).
If rt > 0 also holds, then consider the subword f1 = flaAa. If 3k + 1 ≤ 4k then f1 ∈
D ′( f ) but f˜1 is not a subword of g, since there are not enough a’s after the rst fla in
g. Therefore f1 itself is a subword of g and we have RT > 0; otherwise, there are not
enough fla’s before the last a in g. It also means that f1 is a well recognizable subword
of f and g as well. Therefore rt = 0 ⇔ RT = 0. (If, however, | f | ≤ 4, then applying
Remark 3.6 completes the proof.)
Assume at rst that
rt , RT > 0. (4.9)
Denote by Fi the subword of f derived from f1 by inserting one a from the i-th a-run.
If A ≥ 6 then Fi ∈ D ′( f ). These words together, for all i, describe the length of the
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fla-runs in f , and all those runs are the complete union of some consecutive fla-runs in
g. Repeating the process with g, yielding Gi’s, we have the similar correspondence
between the fla-runs of f and g. Therefore the fla-run structures of f and g are identical:
t = T , and si = z i; i = 1, . . . , t. (If A≤ 5 then Remark 3.6 nishes the proof.) Therefore
our words are of the form
f = ar0 flas1ar1 flas2 · · · flast art and g = aR0 flas1aR1 flaz2 · · · flast aRt . (4.10)
Assume now that f 6= g: that is, the series r0, . . . , rt and R0, . . . , Rt are different. Then
the set
L := {l ∈ {0, . . . , t} | rl 6= Rl}
has at least two elements, since the total number of a’s is A in both words. With-
out loss of generality we may assume that R` = min{rl , Rl : l ∈ L}. Consider the f -
subword f2 = flas1+···+s`aR`+1 flas`+1+···+st a. This is clearly neither a subword of g nor of
g˜. Therefore A + R` + 2 > 4k, implying that R` ≥ k− 1. Due to the selection pro-
cedure for R` there is another a-run in f of length at least R`. Then all the other
a-runs in f altogether contain ≤ 3k− (2R` + 1) letters; hence the numbers of fla-runs
are limited: t ≤ 3k− 2R`. Let the subword f3 contain one letter from each differ-
ent run in f , and contain R` more letters from the `-th a-run. This word has at most
2(3k−2R`)+1+R` = 6k−3R` +1 ≤ 3k +4 letters (here we used R` ≥ k−1). Since
f3 is a subword of f but does not precede g and this is a contradiction (unless k ≤ 2,
when | f | ≤ 12 and Remark 3.6 applies; or k = 3 and the length of word f ’s a-runs are
3, 2, 1, 1, 1, 1 which allows again the use of Remark 3.6), Theorem 2.1 is established
for this case.
From now on we assume that (4.9) does not hold: that is we have
rt = RT = 0. (4.11)
(Let us recall that at that point we do not know whether the number of runs in f and
g are equal or different.) Let f (a; i) denote the subword of f containing all its a’s,
furthermore one fla from the i-th fla-run of f ; i = 1, . . . , t.
Claim: Every f (a; i) is a subsequence of g or every f (a; i) is a subsequence of g˜ or
both hold.
Indeed, if every f (a; i) is a subsequence of both words then there is nothing to
prove. Therefore assume that there is an index i such that f (a; i) is a subsequence of
g but not of g˜. Then for all indices l 6= i the subword f (a; l) is also a subword of g.
Indeed, if there is an index l, such that the subword f (a; l) was a subword of g˜ but not
of g, then consider the analogous subword f (a; i, l) of f , containing altogether A + 2
letters (all a’s and one letter from the i-th and one from the l-th fla-run). This would
not be a subword either of g or g˜, a contradiction, if A ≥ 6 (if A < 6 then Remark 3.6
applies). The Claim is proved.
Therefore we may assume that all f (a; i) are subwords of g; therefore t ≤ T , and
one can make t groups g∗1, . . . , g∗t of consecutive a-runs in g such that the total length
of a-runs within g∗j is equal to s j . Repeat the whole process for the subwords g(a; i). It
still might be necessary to substitute f˜ for f , but due to (4.11) this already implies that
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t = T. (4.12)
But from this equation it also follows that each g(a; i) is a subword of f , since they are
just the image in g of the subwords f (a; i). Therefore we also have ri = Ri for all i.
Now repeat the whole process for the analogous subwords f ( fla; i) of f . This yields
(si = zi, for all i) or (si = Rt−i, for all i) .
In the rst case the proof is complete. Assume that this is not the case. Then the second
relation series holds. But repeating the whole process again for the analogous subwords
g( fla, i) then we get that zi = rt−i, for all i. Since we have ri = Ri it follows that si = zi
for all i, which contradicts our assumption, and Theorem 2.1 is proved.
5. Proof of Theorem 2.2
In this section, for conciseness, we will use the notation a for both a and fla and b for
both b and flb, when the actual value of a or b is immaterial. With this notation every




. Assume that f and g are words
in Γ∗ of the same length such that
| f |= |g| ≤ 3m+1 and D( f ) = D(g) = D. (5.1)
Without loss of generality we may also assume, due to Remark 3.4, that at least one of
the two words, say g, is not self-reverse complementary. Furthermore let
p = max{|s| : s ∈ D∩ a∗} and q = max
{
|s| : s ∈ D∩ b∗
}
.
Without loss of generality we can assume that q ≤ p. Let f (a) denote the subword
of f consisting of all a’s. The notation f (b), g(a), and g(b) are analogous. Then, by
denition, | f (a)| ≥ p and | f (b)| ≥ q; hence
2q≤ p+q≤ | f (a)|+ | f (b)|= | f | ≤ 3m+1,
and consequently q ≤ 3m+12 < 2m if 1 < m. This implies that | f (b)| = |g(b)| = q. It
also implies that | f (a)| = |g(a)| holds. We remark that | f (a)| may exceed p.
(
Note
that if q is odd, then the subwords containing all b’s are different from their reverse
complements.
)
Due to these properties there exist non-negative integers t, T ; i0, . . . , it ; r1, . . . , rt ;
j0, . . . , jT ; and R1, . . . , RT such that
f = ai0 br1 ai1 · · · brt ait and g = a j0 bR1 a j1 · · · bRT a jT , (5.2)
where t can be equal to T , and i0, it , j0, jT can be zero, while all other superscripts are
nonnegative integers, and, furthermore, where i0 + · · ·+ it = j0 + · · ·+ jT = | f (a)| and
r1 + · · ·+rt = R1 + · · ·+RT = | f (b)|. Since q≤ 2m, the subwords f (b) and g(b) belong
to S(2m, f ) = D; therefore f (b) = g(b) or f (b) = g˜(b), or both. Let us remark that we
have our general form (4.5) with letters a and b; therefore Proposition 4.1 applies to
these words.
For two words w and u denote by w ' u if both of w ≺ u and u ≺ w hold. The
following observation will be useful later.
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Proposition 5.1. Assume that T = t, ik = jk for k = 0, . . . , t and rl = Rl for l = 1, . . . , t,
and furthermore f (a)' g(a) and f (b)' g(b). Then f ' g.
Proof. Suppose instead that f 6= g and f 6= g˜. We can obtain f by interleaving the runs of
f (a) and f (b). Since f 6= g it is easy to see that we must get g from the runs of f˜ (a) and
f (b). If at least one of f (a) and f (b) is self-reverse complementary, then we get f = g˜
or f = g, a contradiction. Suppose now that f (a) 6= f˜ (a) and f (b) 6= f˜ (b). Then due to
Theorem 1.1 there exists a subword a∗ of length at most d(| f (a)|+1)/2e, such that, say,
a∗≤ f (a), but a∗ f˜ (a). We get b∗ of length at most d(| f (b)|+1)/2e similarly. Now let
f∗ be the word obtained from interleaving a∗ and b∗. Clearly f∗ ≺ f but f∗  g. Hence
if | f | > 7, then | f∗| ≤ d(| f (a)|+ 1)/2e+ d(| f (b)|+ 1)/2e = d( f + 2)/2e = d(3m +
3)/2e ≤ 2m, a contradiction. (The cases | f | ≤ 7 are covered by Remark 3.6.)
Next we are going to show that the conditions of Proposition 5.1 hold.
At rst we show that the run structures in f (b) and in at least one of g(b) and g˜(b)
are identical. Denote by f (b; `) the subword consisting of all its b’s and one letter from
the `-th a-run. Since | f (b; `)| ≤ 2m, m > 1, this belongs to D( f ) = D(g).
Claim: Every f (b; `) is a subsequence of g or a subsequence of g˜ or both hold.
Indeed, if every f (b; `) is a subsequence of both words then there is nothing to
prove. Therefore assume that for a particular k the word f (b; k) is a subword of, say,
g but not of g˜. Then for all ` the words f (b; `) are subwords of g as well. Indeed, if
there is a j 6= k such that f (b; j) is a subword of g˜ but not of g, then the f -subword
f (b; k, j), dened analogously, is not a subword of either g or g˜. Because | f (b; k, j)| ≤
(3m+1)/2+2, this yields a contradiction for m ≤ 5. (The cases m ≤ 4 are covered by
Remark 3.6.) The Claim is proved.
So we can assume that every f (b; `) is a subsequence of, say, g. Therefore t ≤ T ,
and one can construct t groups g∗1, . . . , g∗t of consecutive b-runs in g such that the total
length of the b-runs within g∗j is equal to r j . Repeat the whole process for the subwords
g(a; i). It is possible that we had to substitute f˜ for f , but this already implies that
t = T . But from this equation it also follows that each g(a; `) can be chosen to be a
subword of f since, as we know, the subwords f (a; i) can be found in g. Therefore we
also have ri = Ri for all i and
f = ai0 br1 ai1 · · · brt ait and g = a j0 br1 a j1 · · · brt a jt , (5.3)
where the b-runs with the same superscripts are identical. Furthermore, we also know
that the number of non-empty a-runs in f and g are equal as well. Indeed, if the multiset
{i0, ir} has no fewer non-zero elements than the multiset { j0, jr}, then the word con-
taining one a from the nonempty runs indexed by the rst multiset and f (b) establishes
this relation. Therefore the number of non-empty a-runs in f and g is the same, say r ′:
equal to t−1, t or t +1.
It remains to prove that f (a) ' g(a) and that g can be written in a form such that
ik = jk for all possible k.
(
Note that if one must interchange g and g˜ then we will show
that in that case f (b) = f˜ (b).
)
5.1. The Case q = 1
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Let us start with the special case q = 1. Now without loss of generality we may assume
that both words are written in the form where b = b (otherwise we can take the reverse
complement form of the word). Now any subword of f containing the letter b should
be contained in g in its original form because changing the subword into its reverse
complement would change b into flb. Since | f (a)|= |g(a)|, i0 + i1 = j0 + j1.
If the multisets {i0, i1} and { j0, j1} were different, then there would exist a unique
smallest element within them, say, the i1: we have i0 > j0, j1 > i1. Take a subword u
of g of the form
u = b ai1+1.
This subword clearly does not precede f (there are not enough a’s after b in the word
f ). Since |u| ≤ (3m+1)/2≤ 2m, m > 1, therefore D( f ) 6= D(g), a contradiction. The
ordered pairs (i0, i1) and ( j0, j1) coincide. Denote by f0 the longest simple subword of
f ending with b and by f1 the longest subword of f starting with b. The denitions of g0
and g1 are similar. Now f0 and g0 are words of the same length, and all their subwords
of length ≤ 2m, ending with b coincide as well. Denote by f ∗0 and g∗0 the same words
without their b terminuses. Then we know that all subwords of length
⌈
(| f ∗0 |+1)/2
⌉
of f ∗0 and g∗0 are the same over the alphabet a, fla, in the simple subword relation. Ap-
plication of Theorem 1.1 gives that f ∗0 = g∗0 in the original ordering. Furthermore, the
same applies to f ∗1 and g∗1; therefore we have proved that f = g.
From now on we assume that 1 < q≤ (3m+1)/2. Therefore | f (a)|= 3m+1−q≤
3m−1. Now considering the elements ak ∈ D and applying Theorem 2.1 we get that
f (a)' g(a).
The only remaining goal is to prove that the a-structure of the words are the same, i.e.,
ik = jk for all k.
5.2. The Case 1 < q≤ m+1
Proposition 5.2. If 1 < q≤ m+1 and there are two indices ` ∈ {0, . . . , t} for which
q+ i` > 2m, (5.4)
then we have t = 2, q = m+1, i0 = i1 = j0 = j1 = m.
Proof. Indeed, if q≤ m and if there are two distinct indices k 6= l satisfying (5.4) then
q+ il +q+ ik ≥ 2m+1+2m+1;
therefore
q+ il + ik ≥ 4m+2−q≥ 3m+2 > | f |,
a contradiction.
If, however, q = m+1 and i0 = i1 = m, then j0 = j1 as well. Otherwise we would
have, say, j0 < i1 < j1. Then a g-subword consisting of one letter from the middle b-run
and i1 + 1 letters from the j1-run is clearly shorter than 2m but does not precede f , a
contradiction. Let us remark that in this case Proposition 5.1 is applicable directly, and
Theorem 2.2 is proved.
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If there is precisely one index ` satisfying (5.4), then the corresponding run will
be called a long run, while the other runs are called short. Denote by f ∗(b; k) the f -
subword consisting of all its b’s and the complete k-th a-run. For short runs the length
of these words is at most 2m; therefore these belong to D( f ) = D(g). Assume for a
moment that f (b) = g(b) 6= g˜(b). Then f ∗(b; k) is not a subword of g˜ for any short
run, and therefore we can nd equality of the lengths of the short runs, i.e., ik = jk
for short runs. Furthermore, because of Proposition 5.2 (i) there is only one a-run (the
`-th), whose length can not be ascertained from the subwords, but then |i`|= (3m+1−
q)−∑k 6=` |ik|= (3m+1−q)−∑k 6=` | jk|= | j`|, which completes the proof in this case.
Therefore from now on we assume that
f (b) = g(b) = g˜(b)
holds as well. (We also know that q = | f (b)| is even, but this is not important.)
Case 1. Assume at rst that there is a long run in the word f and this is the `-th
one. Then g also has at least one long run. Indeed, let u1 denote an (2m− q)-letter
subword of the long run. Then the f -subword f (b)∪u1 belongs to D(g), and the image
of u1 is contained in a long a-run of g. However, g cannot contain two long runs,
otherwise Proposition 5.2 would apply, a contradiction. Therefore g contains exactly
one long run and we may assume that f and g contain their respective long runs at
the same index `. Let us assume now that ` 6= t − `. Then denote by f ∗` the subword
containing everything except the `-th and (t− `)-th a-runs. This has at most 2m letters,
and therefore belongs to D( f ): that is, it precedes the analogously dened g-subword
g∗` . Similarly g∗` precedes f ∗` . Consequently we know that f ∗` ' g∗` . This means that
(a) f ∗` = g∗` , or
(b) f ∗` = g˜∗` ,
or both. But all the three possibilities imply that i` + it−` = j` + jt−`. If (b) does not
hold then there is a k 6= `, t − ` such that f˜ (b; k) is not a subword of g(b; t − k). But
since it−k 6= 0, the subword f (b; k, t− `) (consisting of all b’s and one element of the
k-th and one element of the (t − `)-th a-runs each) which is not longer than 2m, is
therefore a subword of g(b; k, t− `), and vice versa, which shows that Proposition 5.1
is applicable. If, however, (b) holds but (a) does not, then there is a k such that f (b; k)
is not a subword of g(b; k). Then let u denote an 2m− q− ik element subword of the
long run in f . Let f ′ be the word consisting of u and f (b; k). This is not a subword of
g but also not a subword of g˜(b; t− k, t− `) unless q is very close to m and jt−` is also
close to m. But then we have a small run-number r and then there is a well recognizable
subword of f with at most 2r + 1 letters and repeating the previous reasoning we get
the contradiction.
We now come to the case when ` = t − ` and t is odd. But then if f ∗` has at most
2m letters, which allows us to show as before that f ∗` ' g∗` , and then we can apply
Proposition 5.1 again. If this is not the case then we have q = m + 1 and i` = m. If
we have at least four non-empty a-runs then for all k 6= ` we have f (b; k, t − k) '
g(b; k, t − k), showing that i` = j`. Furthermore, it is impossible, as usual, that for
k1, k2 we have f (b; k1, t−k1) = g(b; k1, t−k1) while f (b; k2, t−k2) = g(b; k2, t−k2).
(We can use the previous technique again.) So Proposition 5.1 is applicable again.
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Case 2. Next suppose that there is no long run. Then all f (b; k) ∈ D( f ) = D(g).
Assume that for all k the subword f (b; k, t − k) has length ≤ 2m. Then for all k we
have f (b; k, t − k) ' g(b; k, t − k). Moreover, as usual, we can show that if there is
a k such that f (b; k, t− k) is equal to g(b; k, t − k) but not to its reverse complement;
then for all other l 6= k we also have f (b; l, t − l) = g(b; l, t − l). Indeed, if this is
not the case then there is a subword f1 of f (b; k, t − k) with at most d(ik + it−k)/2e
letters from its a-runs showing that f (b; l, t − l) 6= g˜(b; l, t − l). Similarly, there is a
subword f2 of f (b; l, t− l) with at most d(il + it−l)/2e letters from its a-runs showing
that f (b; l, t − l) 6= g(b; l, t − l). Putting together these two subwords we get a word
from D( f ) which does not belong to D(g), a contradiction, except that q = m + 1 and
both a-run pairs contain exactly m−1 letters, where m is odd. But again, we can nd a
well recognizable word with ten letters, and repeating the whole process we are done.
So what remains is that we have an ` such that q + i` + it−` > 2m. Then for all
other k 6= `, t− ` we have f (b; k, t− k)' g(b; k, t− k). (Otherwise we have four non-
empty a-runs, and nding a well recognizable word with eight letters nishes the proof.)
Again we can show that, say, f (b; k, t− k) is equal to g(b; k, t− k). Of course, we get
that i` + it−` = j` + jt−`. Then the multisets {i`, it−`} and { j`, jt−`} are the same.
Otherwise there would be a clear maximum, say i` and then f (b; i`) does not precede g,
a contradiction. So we are done except that i` = jt−` 6= j` = it−`. If for all k 6= `, t−` we
have f (b; k, t− k) = g˜(b; k, t− k), then we can apply Proposition 5.1 to obtain f = g˜,
or there is a k which does not satisfy this. As usual, we can construct a subword of
f with d(ik + it−k)/2e+ d(i` + it−`)/2e letters from the respective a-runs which does
not precede g: a contradiction, except that again those four runs contain all the a’s.
Repeating the reasoning, we can construct a well recognizable word of length at most,
say, 10. So the case 1 < q≤ m+1 is solved.
5.3. The Case q > m+1
In this case we have p = | f (a)| ≤ 2m−1. Therefore any subword fk consisting of f (a)
and an arbitrary letter from the k-th b-run belongs to D( f ). If f (a) 6= f˜ (a) then it also
means that for all k the subword fk is a subword of g, and therefore for all k we have
ik = jk. Proposition 5.1 completes the proof.
So we may assume that f (a) = f˜ (a). Suppose that there is a k such that fk is a
subword of g but not of g˜. Assume furthermore that there is an ` such that f` is a
subword of g˜ but not of g. (If this second subword does not exist then we already have
that the lengths of the a-runs in f and g are identical.) Let fk, ` denote the union of
the former two subwords, then it is a subword of f but not a subword either of g or of
g˜. If q > m + 2 then fk, ` ∈ D( f ) therefore it is a contradiction and we are done. But
q = m+2 can not be true, otherwise p = 2m−1 would hold, and therefore f (a) 6= f˜ (a),
a contradiction. Theorem 2.2 is fully proved.
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