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Supposeweare given ann × nmatrix,M, and a set of values, {λi}mi=1
(m n), and we wish to ﬁnd the smallest perturbation in the 2-
norm (i.e., spectral norm), M, such that M − M has the given
eigenvalues λi . Some interesting results have been obtained for
variants of this problem for ﬁxing two distinct eigenvalues, ﬁxing
one double eigenvalue, and ﬁxing a triple eigenvalue. This paper
provides ageometricmotivation for these results andalsomotivates
their generalization. We also present numerical examples (both
“successes” and “failures”) of ﬁxing more than two eigenvalues by
these generalizations.
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1. Introduction
Suppose we are given an n × n matrix, M, and a set of eigenvalues, {λ1, . . . , λm}, m n, and we
wish to ﬁnd a matrix M∗ = M − M having the eigenvalues {λi}mi=1 such that M is minimal. This
questionwas answered form = 1 long agoby Schmidt–Eckart–Young–Mirsky theorem [26,24,8,21]. In
that case, theperturbation is optimal forboth the2-norm(or spectral norm),‖M‖2 = largest singular
value of M, and the Frobenius (or Euclidean) norm, ‖M‖F =
(∑ |Mij|2) 12 . The norm of M in
either case being the smallest singular value of M − λ1I, the coincidence owing to rank(M) 1.
Generalizations of this result would generically involve perturbations of higher rank, where the two
norms are not equal.
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Much priorwork has tried to answer this question for the Frobenius norm [2,9,16,18]. The approach
is to formulate a normal equationM = M∗ + M whereM∗ is on the desired surface,M, and M is
a normal of the tangent space of M at M∗ (the tangent space roughly being those matrices, T , such
thatM∗ + T ∈ M to ﬁrst order in ). The Frobenius norm offers the advantage of having an inducing
inner product, which admits many familiar geometric notions (e.g., all M at M∗ are characterized
by homogeneous linear equations, M • T = 0, where • is the Frobenius inner product). The normal
equations can be solved by general non-linear techniques, but such approaches suffer from the trouble
of multiple local minima owing to the fact that the equation characterizingM is only local, and there
is a lack of techniques to certify globality.
Some recent work [11,13,20] shows that for variants of this problem, it is possible to obtain global
results in the matrix 2-norm. The case where m = 2 has been solved [17]. The case where M∗ has
a ﬁxed triple eigenvalue has been solved when M is a normal matrix [13]. Here, the approach starts
with a family of lower bounds, identiﬁes the greatest one, and constructs a M realizing that bound.
These results seem to lack the geometric motivation that one has with the Frobenius norm version of
the problem. The purpose of this article is to try to ﬁll that gap. In doing so, it provides motivation for
the previous solutions and suggest future generalizations. There are a number of hurdles that need
to be overcome by such generalizations to obtain a completely satisfactory solution. These issues are
outlined, though a complete treatment is beyond the scope of this article.
Geometrically, the 2-norm is a somewhat alienmetric to work with, but actually various Frobenius
norm concepts generalize to it. When we carry out such generalizations, the analogous “normal equa-
tions” have an interpretation as the singular value equations of certain M-dependent matrices like
those which appear in sep bounds (see [10, p. 325]). This is surprising, since nothing similar happens
with the normal equations of the Frobenius norm. Additionally, these singular values coincide with
lower bounds on ‖M‖2 and can often certify the globality of the solutions produced. Thus, in the
2-norm, we can often ﬁnd solutions that are provably global.
This article is intended to provide a geometric basis for the success of the currently known 2-norm
eigenvalue perturbation results aswell as a conjectured generalization of those results. Ourmain result
(Theorem 9.7) is that for ﬁxingm distinct eigenvalues, the conjecture holds provided that
• A nearestM∗ has n − m eigenvalues distinct from {λi}mi=1.• M is sufﬁciently close toM∗.
The supporting theory to obtain this result is given in more general terms than required, making
neither assumption. I hope that it can serve as a basis for further work and may be of independent
interest.
This articleproceedswitha short sectionofnotation, followedbya reviewof theWeyrcharacteristic,
which provides a compact formulation of the previous results which suggests their generalization
(Theorem3.4). InSection4,wereviewthe local geometryof surfacesdeﬁnedbyﬁxedeigenvalues. In the
next section,we examine the properties of the lower bounds involved in the generalization, the general
sep bounds. Both the primary problem ofminimizing ‖M‖2 and the auxiliary problem ofmaximizing
the sep bounds are optimizations of particular singular values over continua of matrices, and we
review and derive necessary conditions of stationarity in Section 6. We apply these results to 2-norm
minimization in Section 7, introducing the concept of a 2-normal, analogous to the Frobenius normal,
and then to sep bound maximization in Section 8. The analysis of the 2-normals leads us to identify
the local optimality conditions of M in the primary problem with the local optimality conditions of
sep bound optimization, the auxiliary problem. This identiﬁcation suggests a technique to reconstruct
M from maximal sep bounds. Finally, I present some computational examples demonstrating both
the success and failure (to be efﬁcient) of the general method for ﬁxing > 2 eigenvalues.
2. Notation and conventions
Cn×m denotes the set of alln × m complexmatrices.GLC(n, m) is the set of full rankn × m complex
matrices with GLC(n) = GLC(n, n). U(n, m) denotes all unitary n × m matrices where nm and
U(n) = U(n, n). Im is the m × m identity matrix and 0nm ∈ Cn×m or 0n ∈ Cn×n are rectangular and
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square zero matrices. When the dimension of a 0 or I matrix is clear from context, subscripts may be
dropped. Additionally, we write Inm for an n × mmatrix of the form
In, n = m,(
In 0n(m−n)
)
, n < m,(
Im
0(n−m)m
)
, n > m
(identical to the output of MATLAB’s eye command). We sometimes use sets of matrices and vectors
multiplicatively or additively to express other sets of matrices and vectors, e.g., AS = {AS : S ∈ S} or
S1 + S2 = {S1 + S2 : Si ∈ Si}.
ForM ∈ Cn×m, we denote by vec(M) the element ofCnm×1 obtained by taking the entries ofM in
column major order, i.e.,
vec(M) = (M11 M21 · · · Mn1 M12 M22 · · · Mnn)t .
The Kronecker product of an m × n matrix A and an m′ × n′ matrix B is denoted A ⊗ B and is the
mm′ × nn′ block matrix,⎛⎜⎜⎝
A11B · · · A1nB
... AijB
...
Am1B · · · AmnB
⎞⎟⎟⎠
(identical to kron(A,B) in MATLAB). As a consequence of these two deﬁnitions, (Bt ⊗ A)vec(X) =
vec(AXB) for all n × m matrices A, m × k matrices X , and k × l matrices B. If X ∈ GLC(n, m) with
nm, X† ≡ (XHX)−1XH denotes its Moore–Penrose inverse.
We denote by A • B = Re{tr{AHB}} the (real) Frobenius inner product on A, B ∈ Cn×m and denote
byM⊥ = {A ∈ Cn×n : ∀M ∈ M, A •M = 0} the vector space of Frobenius normals to a set ofmatrices
M. We also denote the commutator of two matrices, AB − BA, by [A, B].
The term manifold means a real Riemannian manifold as a submanifold of Cn×n for some n, taken
as a manifold of dimension 2n2. TM(M) is the tangent space of a manifoldM atM ∈ M and T ⊥M (M)
is the normal space relative to the • inner product.
Because we are often dealing with subsets of complex matrices as surfaces inR2×n×m we likewise
consider vector subspaces whose elements are complex matrices closed only for linear combinations
with coefﬁcients inR, which can lead to some confusion. For example, the tangent and normal spaces
of a Riemannian manifold M ⊂ Cn×m are vector spaces over R. In order to prevent confusion, we
explicitly refer to vector subspaces as R-vector subspaces or C-vector subspaces. Of course, every
C-vector subspace is also a R-vector subspace of twice the dimension (the converse holds if the
R-subspace is closed under multiplication by i).
We write singular value decompositions of square matrices and eigenvalue decompositions of
Hermitian matrices as UΣVH = A and EΛEH = A, where the diagonal elements of Σ or Λ are in
descending order. When a singular value or eigenvalue decomposition is assumed, we write ui, vi, ei
for the ith column of U, V, E respectively and deﬁne σi(A) = Σii and λi(A) = Λii (eigenvalues or
singular values in descending order). We may suppress the A dependence of these quantities when
A is unambiguous. For i > 0 and A ∈ Cn×n, we deﬁne σ−i(A) = σn−i+1(A), the ith smallest singular
value of A (and analogous indexing for singular vectors). Where we use alternate orderings of these
eigenvalue or singular value decompositions, we will make clear our ordering on the elements. Eigen-
value decompositions of non-Hermitian matrices are handled similarly, EΛE−1 = A, with nothing
assumed about the ordering of the eigenvalues.
3. Prior work generalized via the Weyr characteristic
Although we focus on examples where λ1, . . . , λm are distinct, our results and discussion of prior
work consider cases where some of the eigenvalues aremultiple with a prescribed Jordan structure. In
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order to properly frame the prior results and possible generalizations, we review theWeyr characteris-
tic [25], as ausefulmeans todescribe structuredeigenvalues. TheWeyr characteristic is a combinatorial
structure for describing the canonical form of a matrix. Readers are no doubt familiar with the Jordan
canonical form, where the combinatorial structure is a multiset of block orders (inN) for each λ ∈ C.
The Weyr characteristic is, in some sense, a transposed representation of the same information.
3.1. The Weyr characteristic
Let M be the set of sequences of non-negative integers that monotonically decrease to 0. We use
superscripts to index such sequences, writingm = (m1, m2, . . .) form ∈ M. By deﬁnition,mi mi+1
andmi = 0 for some i for allm ∈ M. LetW be the set of functionsμ : C → M thatmap all but a ﬁnite
subset of C to (0, . . .). For μ ∈ W, we denote its argument λ ∈ C by a subscript, with superscripts
for the sequence indices, e.g., μλ = (μ1λ,μ2λ, . . .) ∈ M. We deﬁne ρ(μ) = {λ ∈ C : μλ /= (0, . . .)}.
We use the following notation
|m| ≡
∞∑
p=1
mp, m · m˜ ≡
∞∑
p=1
mpm˜p, ‖m‖2 ≡ m · m, m, m˜ ∈ M,
|μ| ≡ ∑
λ∈C
|μλ|, μ · μ˜ ≡
∑
λ∈C
μλ · μ˜λ, ‖μ‖2 ≡ μ · μ, μ, μ˜ ∈ W.
Let A be a square matrix over C. For any integer p > 0, ker(Ap−1) ⊂ ker(Ap) (with ker(A0) =
{0}). Thus ker(Ap) modulo ker(Ap−1), written ker(Ap)/ ker(Ap−1), is a C-vector space of dimension
dim ker(Ap) − dim ker(Ap−1). Since Av ∈ ker(Ap−1) if and only if v ∈ ker(Ap), A is an injective map
from ker(Ap+1)/ ker(Ap) to ker(Ap)/ ker(Ap−1). Hence
dim(ker(Ap+1)/ ker(Ap)) dim(ker(Ap)/ ker(Ap−1)),
and the sequence of these dimensions is an element ofM,
(dim(ker(A1)/ ker(A0)), dim(ker(A2)/ ker(A1)), . . .) ∈ M.
Deﬁnition 3.1. The Weyr characteristic of a matrix A, denoted ω(A), is the element ofW given by
ω
p
λ(A) ≡ dim(ker((A − λI)p)/ ker((A − λI)p−1))
= dim ker((A − λI)p) − dim ker((A − λI)p−1).
In other words,
∑p
i=1 ω
p
λ(A) = dim(ker((A − λI)p)).
In terms of the Jordan canonical form, ω
p
λ(A) is the number of Jordan blocks of eigenvalue λ with
order at least p. If λ is not an eigenvalue of A, then ωλ(A) = (0, . . .), indicating no Jordan blocks. If
ωλ(A) = (2, 1, 1, 0, . . .), then A has an eigenvalue λ with one Jordan block of order 1 and another
of order 3, A ∼ J1(λ) ⊕ J3(λ) ⊕ · · · |ωλ(A)| = ∑∞p=1 ωpλ(A) is the algebraic multiplicity of λ as an
eigenvalue of A. ρ(ω(A)) ⊂ C is the spectrum of A (the set of eigenvalues of A), commonly denoted
ρ(A). Note that |ω(A)| = nwhere A is n × n.
As with the Jordan canonical form, every matrix A is similar to a matrix in Weyr canonical form,
given in block form (writing ω for ω(A) for brevity):
A ∼ diag(λ1I|ωλ1 | + N1, . . . , λkI|ωλk | + Nk),
where ρ(A) = {λ1, . . . , λk} and each Nj is a nilpotent |ωλj | × |ωλj | matrix with the block form
R.A. Lippert / Linear Algebra and its Applications 432 (2010) 1785–1817 1789
Nj =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0ω1λj
Iω1λjω
2
λj
0 · · · 0
0 0ω2λj
Iω2λjω
3
λj
· · · 0
· · · · · · · · · · · · · · ·
0 0 0 · · · Iωc−1λj ωcλj
0 0 0 · · · 0ωcλj
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1)
with c equal to the largest integer such thatωcλj > 0. (Oneeasily checks that dim ker(N
p
j ) =
∑p
i=1 ωiλj .)
In Section 4.1, we review a Weyr-based Schur decomposition called the staircase form, which is a
canonical form based on unitary similarity transformations, and thus more numerically robust.
The power of the Weyr characteristic is its ability to describe structured eigenvalues in a way that
makes it easy to talk about the relative genericity of different structures (their relations of containment
and their dimensions). To that end, we deﬁne partial orders onM andW. Form, m˜ ∈ M, deﬁnem m˜
by
∑p
i=1 mi 
∑p
i=1 m˜i for all p (the dominance order).
Theorem 3.2. Let α,β ∈ M. α β if and only if ∀γ ∈ M, α · γ β · γ.
Proof. Let ηp = (1, . . . , 1, 0, . . .) ∈ M where |ηp| = p (i.e., a sequence of p 1’s followed by 0’s). The
deﬁnition of the dominance order is equivalent to α β if and only if ∀p : ηp · α  ηp · β .
(If:) taking γ = ηp for all p, we conclude α β .
(Only if:) any γ ∈ M can be decomposed as γ = ∑p>0 zpηp for some non-negative integers zp.
Thus, α · γ = ∑p zpα · ηp ∑p zpβ · ηp = β · γ . 
For μ, μ˜ ∈ W, deﬁne μ μ˜ by μλ  μ˜λ for all λ ∈ C (the product order of eachM over the index
setC). For example,
ω(λ1) < ω
(
λ1 1
0 λ1
)
< ω
(
λ1 0
0 λ1
)
,
ω(λ1),ω(λ2) < ω
(
λ1 1
0 λ2
)
= ω
(
λ1 0
0 λ2
)
,
where λ1 /= λ2. The partial order ofW provides us with a means of describing eigenvalue structures
of a matrix by predicates such as
ω
(
λ1 0
0 λ2
)
ω(A), A has the eigenvalues λ1 /= λ2,
ω
(
λ 1
0 λ
)
ω(A), A has a multiple eigenvalue λ.
More generally, intuitions about “eigen-substructure” are captured by the following result.
Lemma 3.3. For any matrices Λ1 ∈ Cm×m, Λ2 ∈ Cn×n, and Ξ ∈ Cm×n,
ω(Λ1) + ω(Λ2)ω
(
Λ1 Ξ
0 Λ2
)
(2)
with equality holding when Ξ = 0.
Proof. For any λ ∈ C and p ∈ N,((
Λ1 · · ·
0 Λ2
)
− λIm+n
)p
=
(
(Λ1 − λIn)p · · ·
0 (Λ2 − λIm)p
)
(with · · · = 0 if Ξ = 0)
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dim ker
((
Λ1 · · ·
0 Λ2
)
− λIm+n
)p
 dim ker(Λ1 − λIn)p + dim ker(Λ2 − λIn)p
(with equality holding if · · · = 0) and, by deﬁnition, dim ker((A − λI)p) = ∑pi=1 ωiλ(A). 
In particular, ω(Λ)ω
(
Λ ∗
0 ∗
)
is a formal way of expressing the notion that Λ is an eigen-
substructure of any matrix of the form
(
Λ ∗
0 ∗
)
.
This partial order also describes the topological “closure-containment” relations between different
sets of matrices with prescribed eigenvalue structures. In general, for μ ∈ W, the set {A ∈ Cn×n :
ω(A) = μ} is neither closed nor (relatively) open. A fundamental result [9] is that
Mn,μ ≡ {A ∈ Cn×n : ω(A)μ}
is a closed set (in the topology ofCn×n).
3.2. Prior results and a general conjecture
In Theorem 5.7, we show that for anyM,M∗ ∈ Cn×n and B ∈ Cm×m,
‖M − M∗‖2 = σ1(M − M∗) σ−ω(M∗)·ω(B)(Im ⊗ M − Bt ⊗ In).
In particular, any square matrix B (of any sizem) gives a lower bound on the distance fromM toMn,μ
(noting μ · ω(B)ω(M∗) · ω(B) by Theorem 3.2),
min
M∗∈Mn,μ
‖M − M∗‖2  σ−μ·ω(B)(Im ⊗ M − Bt ⊗ In).
Since the left hand side is independent of B, we can obtain a tighter bound by optimizing over a set of
B, such as all B ∈ M|ν|,ν where ν μ.
Theorem 3.4. For any M ∈ Cn×n,
min
M∗∈Mn,μ
‖M − M∗‖2  sup
ν μ
sup
B∈M|ν|,ν
σ−μ·ν(I|ν| ⊗ M − Bt ⊗ In). (3)
Computationally, the right hand side of (3) involves both an optimization over a ﬁnite set ν μ
and an optimization over a continuous setM|ν|,ν ⊂ C|ν|×|ν| (the closure ofω−1(ν) = {B ∈ C|ν|×|ν| :
ω(B) = ν}). This choice for the range of B is arbitrary, motivated only by the form of prior results. We
can compactly summarize some of these prior results: for |μ| 2 the bound (3) is tight. We now review
them.
For |μ| = 1 and ρ(μ) = {λ1}, (3) is
min
M∗:λ1∈ρ(M∗)
‖M − M∗‖2 = σ−1(M − λ1I),
which is the Schmidt–Eckart–Young–Mirsky result.
For |μ| = 2, there are three cases. If μ = ω
(
λ1 0
0 λ1
)
the only choices for ν are ν = ω(λ1) or
ν = ω(λ1I2) either of which gives the result
min
M∗∈Mn,μ
‖M − M∗‖2 = σ−2(M − λ1In),
since
σ−4(I2 ⊗ M − (λ1I2) ⊗ In) = σ−4
(
M − λ1In 0n
0n M − λ1In
)
= σ−2(M − λ1In).
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The tightness of (3) is also a result of Schmidt–Eckart–Young–Mirsky. Ifμ = ω
(
λ1 1
0 λ1
)
, i.e., ρ(μ) =
{λ1} and μλ1 = (1, 1, 0, . . .), then ν = μ always yields the best bound and the optimization over
M|μ|,μ can be reduced to a one-parameter search,
min
M∗∈Mn,μ
‖M − M∗‖2 = max
γ∈R σ−2
(
I2 ⊗ M −
(
λ1 0
γ λ1
)
⊗ In
)
.
The proof is given as part of the main result of [20]. If μ =
(
λ1 0
0 λ2
)
with λ1 /= λ2, there are three
possible ν μ, and anymay be dominant, but the optimizations still reduce to at most one-parameter
searches,
min
M∗∈Mn,μ
‖M − M∗‖2 = max
⎧⎪⎪⎨⎪⎪⎩
σ−1(M − λ1I),
σ−1(M − λ2I),
maxγ∈R σ−2
(
I2 ⊗ M −
(
λ1 0
γ λ2
)
⊗ In
)
⎫⎪⎪⎬⎪⎪⎭ .
The proof is given in [17].
We might conjecture that the bounds are tight for |μ| > 2. For |μ| = 3, a partial result is known.
For ρ(μ) = {λ1} and μλ1 = (1, 1, 1, 0, . . .) and M a normal matrix (3) is tight and the ν = μ bound
dominates [13]. In Section 9.2, we give a matrixM and distinct λ1, λ2, λ3 such that (3) is not tight for
μ = ω(diag(λ1, λ2, λ3)).
Although there have also been results (the main result of [20]) on ﬁxing eigenvalue structure with
non-ﬁxed eigenvalues (e.g., the nearest matrix with an eigenvalue of multiplicity 2) with 2-norm
minimal perturbations, so-called bundle problems as opposed to orbit problems, we do not attempt to
generalize such results; ρ(μ) is ﬁxed.
The basic strategy we adopt for establishing the tightness of the bounds is that of establishing
the existence of an optimal perturbation M such that ω(M − M)μ. This comes from a study of
the local optimality conditions for both the right hand side (Section 8) and left hand side (Section 7)
optimizations in Theorem 3.4. These conditions are nearly identical and the optimality conditions of
the right hand side give a means of constructing M forM (Section 9).
Constructing M via the lower bound optimizations, assuming (3) is tight, has two signiﬁcant
computational difﬁculties that are not addressed in thiswork. The ﬁrst is that these optimizations over
B do not always reduce to a one parameter optimization or no optimization, as they do for |μ| 2. This
leads to the usual difﬁculties of multivariate global optimization. While for both of the one parameter
optimizations for |μ| = 2, it has been shown that all local optima are global, we do not establish
this generally (though something weaker holds by Corollary 8.2). The second is the combinatorially
explosive number of ν requiring consideration. Consider the case of ﬁxingm distinct eigenvalues, each
with trivial structures, i.e., μ = ω(diag(λ1, . . . , λm)). In that case, the optimizations are of the form
max
B:ρ(B)=S σ−|S|(I|S| ⊗ M − B
t ⊗ In)
for each subsetS ⊂ ρ(μ). This appears to require 2m − 1 separate optimizations.
4. Eigenvalue surfaces
In this section, we review the local extrinsic geometry of a ﬁxed eigenvalue surface, Mn,μ, about
its generic points. We consider the set M◦n,μ of generic elements ofMn,μ,
M◦n,μ ≡ {M ∈ Mn,μ : ∀λ ∈ ρ(μ),ωλ(M) = μλ}.
Any such matrix is similar to a block diagonal matrix
(
Λ 0
0 Γ
)
for some Λ and Γ , where ω(Λ) = μ
and ρ(Λ) ∩ ρ(Γ ) = ∅. M◦n,μ is a submanifold (without boundary) of Cn×n whose closure is Mn,μ.
We recapitulate some relevant facts about tangent and normal spaces ofM◦n,μ. This ismerely a review;
Edelman and co-workers [7,9] give a more rigorous treatment.
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For the remainder of this section,M = M◦n,μ, withM ∈ M ﬁxed, with
M = Z
(
Λ 0
0 Γ
)
Z−1 (4)
and ω(Λ) = μ, deﬁning ﬁxed Z , Λ, and Γ .
Theorem 4.1. N ∈ T ⊥M (M) if and only if
N = Z−H
(
C 0
0 0
)
ZH
for some C ∈ C|μ|×|μ|, where [CH,Λ] = 0.
Proof. N ∈ T ⊥M (M) if and only if N • δM = 0 for all ﬁrst order perturbations of M in Z and Γ . Let
δZ = ZX and δΓ = Y for some matrices X and Y ,
N •
(
δZ
(
Λ 0
0 Γ
)
Z−1 − Z
(
Λ 0
0 Γ
)
Z−1δZZ−1 + Z
(
0 0
0 δΓ
)
Z−1
)
= N • Z
(
X
(
Λ 0
0 Γ
)
−
(
Λ 0
0 Γ
)
X +
(
0 0
0 Y
))
Z−1
= ZHNZ−H •
([
X,
(
Λ 0
0 Γ
)]
+
(
0 0
0 Y
))
= 0.
For this to hold for any X and Y ,
ZHNZ−H •
[
X,
(
Λ 0
0 Γ
)]
= 0 ⇒
[
ZHNZ−H,
(
Λ 0
0 Γ
)H]
= 0 (5)
and
ZHNZ−H •
(
0 0
0 Y
)
= 0. (6)
Since ρ(Λ) ∩ ρ(Γ ) = ∅, (5) (with Lemma 5.1) implies ZHNZ−H =
(
C 0
0 D
)
where [CH,Λ] = 0 and
[DH,Γ ] = 0. Eq. (6) implies D = 0. 
From the characterization of the normals, it is straightforward to characterize the tangent space.
Corollary 4.2. T ∈ TM(M) if and only if
T = Z
([Λ, A] B
C D
)
Z−1,
where A, B, C, D are arbitrary matrices.
The followingcharacterizationofT ⊥M (M)helpsus todevelop its2-normanalog,T
⊥2
M (M), in Section
7. First, we derive an additional characterization which is tailored to the form of Theorem 7.4.
Lemma 4.3. Let C ∈ C|μ|×|μ| be rank r with C = LRH for some L, R ∈ GLC(|μ|, r). [CH,Λ] = 0 is equiv-
alent to
ΛR = RΛ′, ΛHL = L(Λ′)H (7)
for some Λ′ ∈ Cr×r with ω(Λ′)μ.
Proof. Eq. (7) implies [RLH,Λ] = 0.
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Conversely, RLHΛ = ΛRLH implies
R(LHΛL)(LHL)−1 = ΛR,
and
LHΛ = (RHR)−1(RHΛR)LH.
RH[RLH,Λ]L = 0 implies
RH(RLHΛ)L = RH(ΛRLH)L,
(RHR)(LHΛL) = (RHΛR)(LHL).
Thus
(LHΛL)(LHL)−1 = (RHR)−1(RHΛR) = Λ′
proving (7).
It remains to show ω(Λ′)μ. Since ΛR = RΛ′, we can make a change of basis with the columns
of R as the initial basis elements, such that the similarity transform
Λ ∼ (R ∗)−1 Λ (R ∗)
=
(
Λ′ ∗
0 ∗
)
and Lemma 3.3 give ω(Λ′)μ. 
This resultmakes the rank of C (equal to the rank ofN)manifest via the rank-revealing factorization
C = LRH . We extend it to a rank-revealing factorization of N ∈ T ⊥M (M).
Theorem 4.4. For X, Y ∈ GLC(n, r), YXH ∈ T ⊥M (M) is equivalent to
MX = XΛ′, MHY = Y(Λ′)H (8)
for some Λ′ ∈ Cr×r with ω(Λ′)μ.
Proof. By Theorem 4.1, YXH ∈ T ⊥M (M) implies
YXH = Z−H
(
C 0
0 0
)
ZH
with [CH,Λ] = 0(andC is rank r). LetR, L ∈ C|μ|×|μ| and R˜, L˜ ∈ C(n−|μ|)×|μ| bedeﬁnedby
(
R
R˜
)
= Z−1X
and
(
L
L˜
)
= ZHY . Thus LRH = C (note L and R are full rank) and LR˜H = 0, L˜RH = 0, which implies
X˜ = Y˜ = 0.
By Lemma 4.3, ΛR = RΛ′ and LHΛ = Λ′LH . Hence
MX = Z
(
Λ 0
0 Γ
)
Z−1X
= Z
(
Λ 0
0 Γ
)(
R
0
)
= Z
(
R
0
)
Λ′ = XΛ′,
YHM = YHZ
(
Λ 0
0 Γ
)
Z−1
=
(
L
0
)H (
Λ 0
0 Γ
)
Z−1 = Λ′
(
L
0
)H
Z−1 = Λ′YH.
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Conversely, if (8) and ω(Λ′)μ then, deﬁning R, R˜, L, L˜ as before,(
Λ 0
0 Γ
)(
R
R˜
)
=
(
R
R˜
)
Λ′
⇒ ΛR = RΛ′ and Γ R˜ = R˜Λ′,
since ρ(Λ′) ∩ ρ(Γ ) = ∅, R˜ = 0. Similarly, L˜ = 0 and ΛHL = L(Λ′)H . Thus,
YXH = Z−H
(
L
0
)
(RH0)ZH
and [RLH,Λ] = 0 by Lemma 4.3. 
Wecanconsider (8)asblockeigenvalueequationswithX andY as rightand left “block-eigenvectors”,
with “block-eigenvalue”, Λ′.
For example, consider μ = ω(diag(λ1, . . . , λm)) for distinct λi. Theorem 4.4 tells us that a rank
r mnormal atM is of the formN = ∑ri=1 yixHi where eachpair xi, yi are the right and left eigenvectors
of an eigenvalue {λi}mj=1 ofM, the sum ranging over distinct eigenvalues. One might be surprised that
the normal corresponding to λi is not xiy
H
i , since M + sxiyHi has the eigenvalue λi + s instead of λi,
the eigenvectors and remaining spectrum unchanged. Ultimately, the lack of orthogonality among the
eigenvectors (xHi xi′ /= 0 and yHi yi′ /= 0 for i /= i′) is responsible for this.
4.1. The staircase factorization
The Jordan canonical form is typically extremely sensitive to perturbations and hence unsuitable
as the basis for numerical algorithms. For stable numerical eigenvalue computation, the Schur decom-
position is preferred [10]. The implicitly shifted QR algorithm computes a Schur decomposition. The
main idea is that every square matrix, A ∈ Cn×n, is unitarily similar to an upper triangular matrix:
A = QTQH (the Schur decomposition),
whereQ ∈ U(n) and T ∈ Cn×n is upper triangular. The eigenvalues of A appear as the diagonal entries
of T . A Schur decomposition is not unique. The eigenvalues can appear on the diagonal in any order;
there is a Schur decomposition for each order.
The Schur decomposition exists regardless of whether A is diagonalizable.When the eigenvalues of
A arenot all distinct, a further reﬁnement of thedecomposition is possible: the staircasedecomposition
[6]. In this case, Q is chosen such that (setting ν ≡ ω(A))
T =
⎛⎜⎜⎜⎜⎝
λ1I|νλ1 | + N1 ∗ · · · ∗
0 λ2I|νλ2 | + N2 · · · ∗
...
...
. . .
...
0 0 · · · λkI|νλk | + Nk
⎞⎟⎟⎟⎟⎠ , (9)
where ρ(ν) = {λ1, . . . , λk} and each Nj is a nilpotent |νλj | × |νλj | matrix in block upper triangular
form (analogous to (1))
Nj =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0ν1λj
R12 ∗ · · · ∗
0 0ν2λj
R23 · · · ∗
...
...
...
. . .
...
0 0 0 · · · R(c−1)c
0 0 0 · · · 0νcλj
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(10)
with Ri(i+1) ∈ GLC(ν iλj , ν i+1λj ) and c equal to the largest integer such that νcλj > 0. Thus every A is
unitarily similar to a block triangular matrix with full-rank super-diagonal blocks, the block structure
dictated by ω(A).
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The staircase form also is a convenient way to numerically represent the elements of M|ν|,ν , the
optimization set of the inner supremum of (3).
Theorem 4.5. For ν ∈ W, A ∈ M|ν|,ν if and only if ∃Q ∈ U(|ν|) such that A = QTQH, where T satisﬁes
(9) and (10) with Ri(i+1) arbitrary.
Proof. Let ρ(ν) = {λ1, . . . , λk}, ﬁxing an ordering of the eigenvalues, λj for both directions of the
proof.
(If:) Let A = QTQH where T satisﬁes (9) and (10). By the upper triangular form of T , |ωλj(A)| =
|ωλj(T)| = |νλj |. By deﬁnition,
∑p
i=1 ωiλj(A) = dim ker((A − λjI)p) = dim ker((T − λjI)p) = dim
ker(N
p
j ). Since Nj is block strictly upper triangular, N
p
j is a block upper triangular with zero blocks
on the ﬁrst p block super-diagonals. Thus dim ker(N
p
j )
∑p
i=1 ν iλj and ωλj(A) νλj for all j.
(Only if:) Let {An}n>0 withω(An) = ν be a sequence such that An → A as n → ∞. Let QnTnQHn =
An bestaircase factorizations satisfying (9) and (10).Without lossof generality,weassumethatQn → Q
for some Q ∈ U(|ν|) (since U(|ν|) is compact, {Q}n>0 contains at least one limit point, Q , and wemay
replace {An}with a subset having factorizations for which Qn → Q ). By continuity of matrix multipli-
cation, Tn = QHn AQn → QHAQ = T which has the same diagonal entries and an identical distribution
of 0 elements as the Tn. 
As a consequence, the inner supremum over M|ν|,ν in (3) can be cast as an unconstrained opti-
mization. Since σj(I|ν| ⊗ M − Bt ⊗ In) = σj(I|ν| ⊗ M − (QHBQ)t ⊗ In) for all Q ∈ U(|ν|),
sup
B∈M|ν|,ν
σ−ν·μ(I|ν| ⊗ M − Bt ⊗ In) = sup
T∈S
σ−ν·μ(I|ν| ⊗ M − Tt ⊗ In),
where S is a set of upper-triangular matrices satisfying (9) and (10) with some ﬁxed arbitrary order
of the eigenvalues. All of the prior results, reviewed in Section 3.2, take advantage of this reduction,
optimizing only over an upper triangular set of B, representative of someM|ν|,ν .
5. Sep bounds
In this section, we use the Weyr characteristic to express the dimension of the set of solutions to
AX = CXB for X unknown and C non-singular. This establishes Theorem 5.7 (and hence Theorem 3.4)
viaMirsky’s theorem [21].We also derive a few elementary results on themaximization of sep bounds.
However, we examine the local optimality conditions in Section 8.
The following is Lemma 7.1.5 of [10].
Lemma 5.1. Let A ∈ Cn×n and B ∈ Cm×m. The equation AX − XB = 0 has no non-trivial solutions X if
and only if ρ(A) ∩ ρ(B) = ∅.
Since (Im ⊗ A − Bt ⊗ In)vec(X) = vec(AX − XB) we can equally restate the lack of such solutions
asσ−1(Im ⊗ A − Bt ⊗ In) /= 0. In fact,σ−1 is a lowerbound for‖A‖2 such thatρ(A − A) ∩ ρ(B) /=∅, which we prove (more generally) in this section.
Lemma 5.2. If N ∈ Cn×n and M ∈ Cm×m are nilpotent matrices (i.e., ρ(N) = ρ(M) = {0}) in Weyr
canonical form, thenS = {X ∈ Cn×m : NX = XMt} is aC-vector subspace of dimensionω0(N) · ω0(M).
Proof. ClearlyS is aC-vector subspace, and the claimed dimension is all that requires proof. Setting
ν = ω0(N), μ = ω0(M), we have the block decompositions,
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N =
⎛⎜⎜⎜⎜⎝
0 Iν1ν2 0 · · · 0
0 0 Iν2ν3 · · · 0· · · · · · · · · · · · · · ·
0 0 0 · · · Iνc−1νc
0 0 0 · · · 0
⎞⎟⎟⎟⎟⎠ ,
Mt =
⎛⎜⎜⎜⎜⎜⎝
0 0 · · · 0 0
Iμ2μ1 0 · · · 0 0
0 Iμ3μ2 · · · 0 0· · · · · · · · · · · · · · ·
0 0 · · · I
μc
′
μc
′−1 0
⎞⎟⎟⎟⎟⎟⎠ .
Let X ∈ Cn×m, be decomposed into c × c′ blocks X =
(· · · · · · · · ·
· · · Xij · · ·· · · · · · · · ·
)
where Xij is ν
i × μj . Likewise
decomposing NX = XMt by blocks, we have
Iν iν i+1X(i+1)j = Xi(j+1)Iμj+1μj (i < c, j < c′),
Iν iν i+1X(i+1)c′ = 0 (i < c, j = c′),
0 = Xc(j+1)Iμj+1μj (i = c, j < c′).
The ﬁrst case is equivalent to X(i+1)j and Xi(j+1) having identical entries in their upper-left ν i+1 ×
μj+1 submatrices and the remaining entries of either matrix being 0. Thus ∀i, j, q : 1 < i c, 1 <
j c′, 1 q < min{i, j}, Xi(j−q) and X(i−q)j have equal upper-left ν i × μj submatrices, the remaining
entries being 0. In particular, for hmin{c, c′}, Xh,1, . . . , X(h−q)(1+q), . . . , X1,h have identical upper-left
νh × μh submatrices, the remaining entries 0. By the second and third cases (j = c′ or i = c), Xij = 0
for i + j − 1 > min{c, c′}.
Hence, NX = XMt is equivalent to X having the structure shown in Fig. 1, where the boxes on the
same slant (reverse diagonal) are identical submatrices of arbitrary entries,with all other entries 0. The
dimension of this set is equal to the number of independent matrix entries,
∑min{c,c′}
h=1 μhνh = μ · ν .

Theorem 5.3. If A ∈ Cn×n and B ∈ Cm×m, thenS = {X ∈ Cn×m : AX = XB} is aC-vector subspace of
dimension ω(A) · ω(B).
Proof. For any P ∈ GLC(n), Q ∈ GLC(m), (PAP−1)X = X(QBQ−1) if and only if AY = YB (with Y =
P−1XQ ). Hence, it sufﬁces to prove this result for any pair of matrices in the similarity classes of A and
B. We choose the following representatives, in Weyr canonical form (note the transposed form for B),
A = diag(α1I|να1 | + N1, . . . ,αkI|ναk | + Nk),
Bt = diag(β1I|μβ1 | + M1, . . . ,βlI|μβl | + Ml),
where ρ(A) = {α1, . . . ,αk} and ρ(B) = {β1, . . . ,βl}. Let ρ(A) ∩ ρ(B) = {λ1, . . . , λp} index the αi
and βi such that λi = αi = βi for i p. Let X ∈ Cn×m have a block decomposition into k × l blocks
X =
(· · · · · · · · ·
· · · Xij · · ·· · · · · · · · ·
)
where Xij is |ναi | × |μβj |. Then AX = XB is equivalent to
(αiI|ναi | + Ni)Xij = Xij(βjI|μβj | + Mtj ).
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Fig. 1. Thenon-zero entries ofX fromLemma5.2 are shownaspattern-ﬁlledblocks. Blockswith the samepatternbeing identical.
The dashed lines indicate the block decomposition of X given by μ for rows and ν for columns.
Sinceαi = βj if and only if i = j p, by Lemma 5.1 Xij = 0 unless i = j p, in which case the non-zero
blocks Xii with i p satisfy
(λiI|νλi | + Ni)Xii = Xii(λiI|μλi | + Mti ),
equivalently, NiXii = XiiMti . Each block being independent from the others and the dimension of the
solutions for block i being μλi · νλi by Lemma 5.2, the dimension ofS is
∑p
i=1 μλi · νλi = μ · ν . 
A variant of this result for A = B (which gives the co-dimension of Mn,μ) can be found in [7].
Another way to phrase this result is in terms of the nullspace of Im ⊗ A − Bt ⊗ In, which is the set{vec(X) : AX − XB = 0}, having dimension ω(A) · ω(B).
Corollary 5.4. Let A ∈ Cn×n, B ∈ Cm×m, and C ∈ GLC(n). If ω(C−1A) · ω(B) /= 0,
σ−ω(C−1A)·ω(B)(Im ⊗ A − Bt ⊗ C) = 0,
σ−ω(C−1A)·ω(B)−1(Im ⊗ A − Bt ⊗ C) > 0.
Note, if ω(C−1A) · ω(B) = 0, then σ0 = 0 by deﬁnition (Section 2). The introduction of a non-
singular matrix C in the statement of Corollary 5.4 is a convenience for the later proof of Theorem 5.7.
The particular combination of A, B, C matrices in Corollary 5.4 is common in the remainder of this
article. Hence, we deﬁne
K(A, B, C) ≡ I ⊗ A − Bt ⊗ C.
We can derive generalized sep bounds by combining this result with Mirsky’s theorem.
Theorem 5.5 (Mirsky’s Theorem). For any unitarily invariant norm ‖ · ‖ and Hermitian matrices A, A˜ ∈
Cn×n,
‖diag(λ1(A) − λ1(˜A), . . . , λn(A) − λn(˜A))‖ ‖A − A˜‖.
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Mirsky’s theorem was ﬁrst proved for the Frobenius norm in [19], for the operator norm [29], and
appears in this form in [21]. A specialization to singular values can be found in Theorem 7.4.51 of [12],
which we further specialize to the 2-norm.
Theorem 5.6. For any A, A˜ ∈ Cn×n, |σi(A) − σi(˜A)| ‖A − A˜‖2, for all i (1 i n).
Theorem 5.7. Let M, M∗ ∈ Cn×n, B ∈ Cm×m, and C ∈ GLC(n)
‖M − M∗‖2 = σ1(M − M∗) σ−ω(C−1M∗)·ω(B)(K(M, B, C)). (11)
Proof. By Corollary 5.4, σ−ω(C−1M∗)·ω(B)(K(M∗, B, C)) = 0. By Theorem 5.6 (with A = K(M, B, C) and
A˜ = K(M∗, B, C))
|σ−ω(C−1M∗)·ω(B)(K(M, B, C)) − 0|  ‖Im ⊗ M − Im ⊗ M∗‖2
= ‖M − M∗‖2. 
5.1. Example and considerations
To illustrate how such bounds can be used, we consider an example where three distinct target
eigenvalues, λ1, λ2, λ3, are given.We deﬁne seven associatedWeyr characteristics, ν
(123), ν(12), ν(23),
ν(13), ν(1), ν(2), and ν(3), by
ν(123) = ω
⎛⎝λ1 0 00 λ2 0
0 0 λ3
⎞⎠ , ν(ij) = ω (λi 0
0 λj
)
, ν(i) = ω(λi).
As per Theorem3.4, ν(123) is theWeyr characteristic of amatrixwith the given eigenvalue structure
andν(ij) andν(i) aremoregenericWeyr characteristics. For someM ∈ Cn×n,wecanbound thedistance
fromM toMn,ν(123) by seven lower-bounds coming from each ν ,
min
M∗∈Mn,ν(123)
‖M − M∗‖2 
σ−1(M − λiIn)
σ−2
(
I2 ⊗ M −
(
λi 0
α λj
)
⊗ In
)
, (i /= j)
σ−3
⎛⎝I3 ⊗ M −
⎛⎝λ1 0 0α λ2 0
β γ λ3
⎞⎠⊗ In
⎞⎠ ,
where α,β , γ ∈ C are arbitrary. (The use of upper triangular B in Theorem 3.4 was justiﬁed in Section
4.1.)
None of the bounds in this example dominates any of the others for general M. So in principle all
of them must be computed and compared to ﬁnd the best lower bound, and as the number of ﬁxed
eigenvalues grow, the computational effort increases exponentially.
For another example, we take two ﬁxed eigenvalues, λ1 and λ2 with λ1 a double eigenvalue:
ν(112) = ω
⎛⎝λ1 1 00 λ1 0
0 0 λ2
⎞⎠
In this case, Theorem 3.4 gives ﬁve bounds,
min
M∗∈Mn,ν(112)
‖M − M∗‖2 
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σ−1(M − λ1In)
σ−1(M − λ2In)
σ−2
(
I2 ⊗ M −
(
λ1 0
α λ1
)
⊗ In
)
σ−2
(
I2 ⊗ M −
(
λ1 0
α λ2
)
⊗ In
)
σ−3
⎛⎝I3 ⊗ M −
⎛⎝λ1 0 0α λ1 0
β γ λ2
⎞⎠⊗ In
⎞⎠ ,
but in this case, the ﬁrst bound is dominated by the third.
The readermayobserve thatC = I for all the examples given so far. Non-trivialC arise in the process
of actually constructingM∗ from an optimized sep bound.
Although we cannot say much about which bound may dominate the others for any particular
problem, there is a simple caseworth notingwhere trivial direct sums of bounds are always dominated
by simpler bounds.
Lemma 5.8. For any A ∈ Cm×m and B ∈ Cn×n and any i, j ∈ Z where 1 im and 1 j n, σ−i−j(
A 0mn
0nm B
)
max{σ−i(A), σ−j(B)}.
Proof. Since the singular values of the direct sum is just the disjoint union of the singular values of A
and B, the direct summust have i + j singular values less than or equal to max{σ−i(A), σ−j(B)}, since
A has i such values and B has j. 
Corollary 5.9. Let B1 ∈ Cm1×m1 and B2 ∈ Cm2×m2 with ν1 ≡ ω(B1) and ν2 ≡ ω(B2). Let B =(
B1 0m1m2
0m2m1 B2
)
(recall from Lemma 3.3 that ν ≡ ω(B) = ν1 + ν2). For any M, C ∈ Cn×n,
σ−μ·ν(K(M, B, C))max
{
σ−μ·ν1(K(M, B1, C))
σ−μ·ν2(K(M, B2, C))
}
.
Proof. One recognizes that
I|ν| ⊗ M −
(
B1 0
0 B2
)t
⊗ C =
(
I|ν1| ⊗ M − Bt1 ⊗ C 0
0 I|ν2| ⊗ M − Bt2 ⊗ C
)
and Lemma 5.8 applies. 
5.2. Sep bound maximization: existence of the optimizer
In this section, we establish the existence of the maximizers for sep bound optimization problems
arising on the right hand side in Theorem 3.4. These results are relevant to the case where one is ﬁxing
m distinct eigenvalues and, more generally, when the target structureμ satisﬁesμiλ  1 for all λ and i
(i.e., no more than one Jordan block per eigenvalue).
Lemma 5.10. Let N ∈ Cn×n be a matrix. If ∃v ∈ NCn×r of rank r satisfying Nv = 0 then
lim
t→∞ σ−r(In − tN) = 0.
Proof. By hypothesis, v = Nw for some w ∈ Cn×r .
(I − tN)(t−1w + v) = t−1w.
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By Theorem 1 of [5], σ−r(A)σr(B) ‖AB‖2 for all A and B, thus
σ−r(I − tN)σr(t−1w + v) t−1‖w‖
Since Nv is rank r, limt→∞ σr(t−1w + v) = σr(v) > 0. Thus, taking limits of both sides, we have the
result. 
Theorem 5.11. Let ν ∈ W, such that ν iλ  1 for all i ∈ N and λ ∈ C. Let M ∈ Cn×n and C ∈ GLC(n)
such that ρ(C−1M) ∩ ρ(ν) = ∅. For j n,
lim‖B‖2→∞
σ−j(K(M, B, C)) = 0,
where B ∈ M|ν|,ν .
Proof. B ∈ M|ν|,ν if and only if B = Q(Λ + T)QH where Λ is a diagonal matrix with elements λ ∈
ρ(ν)withmultiplicity |νλ| (with some ﬁxed order) and T is strictly upper triangular. Hence, by unitary
invariance of singular values, it is equivalent to prove
lim‖T‖2→∞
σ−j(K(M,Λ + T, C)) = 0.
Since the set of strictly upper triangular matrices is closed, it sufﬁces to prove
lim
s→∞ σ−j(K(M,Λ + sT, C)) = 0, ∀T /= 0,
K(M,Λ + sT, C) = (I|ν| ⊗ C)(I|ν| ⊗ C−1M − (Λ + sT)t ⊗ In)
= (I|ν| ⊗ C)(D − sTt ⊗ In)
= (I|ν| ⊗ C)(I|ν|n − s(Tt ⊗ In)D−1)D,
whereD = I|ν| ⊗ C−1M − Λ ⊗ In (invertiblebyLemma5.1). By theelementarybound,σi(AB) σi(B)‖A−1‖
for A invertible,
σ−j(K(M,Λ + sT, C)) σ−j(I|ν|n − s(T
t ⊗ In)D−1)
‖C−1‖‖D−1‖ .
For the remainder of this proof, we exhibit a full rank |ν|n × nmatrix, v ∈ NC|ν|n×n, such thatNv = 0,
where N = (Tt ⊗ In)D−1, yielding our result by Lemma 5.10.
D is a block diagonal matrix, the ith diagonal block is C−1M − ΛiiIn, and Tt ⊗ In is a non-zero block
strictly lower triangular matrix, both with |ν| × |ν| blocks. Let r be index of the last non-zero row of
T and let v be the rth νn × n block column of N. Clearly, the columns of v are in the range of N. Since
the blocks of v are scalar multiples of (C−1M − ΛccIn)−1 with one non-zero block, v is full rank. Since
N is strictly lower triangular Nv = 0. 
If μiλ  1, then ν μ (in the ordering of W) implies ν
i
λ  1 and ν · μ = |ν|. Thus, Theorem 5.11
implies that the inner maximizations of (3) have a maximizer.
6. Local perturbation theory of singular values
A study of the optimality conditions for both left and right hand sides of (3) requires some review
of the perturbation theory of singular values. In this section, we review and extend prior results of this
theory.
For isolated singular values, the ﬁrst and second order perturbation theory as well as analyticity
results are well established. However, the perturbation theory of non-isolated singular values (e.g.,
σi(A) = σi+1(A)) is more recent [17,14], and for 2-norm minimization problems, such cases can be
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expected. These derivations are similar in spirit to the calculus of subdifferentials [3,23]. There have
been recent results on the subdifferentials of singular values [14,15], but we give a more elementary
presentation.
It is convenient to collect identical values in Σ into blocks,
A = (U1 · · · Uq+1)Σ (V1 · · · Vq+1)H , (12)
Σ = diag(s1Ir1 , . . . , sqIrq , 0rq+1), (13)
where s1 > · · · > sq > 0, with the 0 block absent if A is non-singular. This convention follows our
usual ordering convention, adding a block structure to these decompositions based on themultiplicity
of the singular values.
Lemma 6.1. Let A ∈ Cn×n with block SVD given by (12). For T ∈ Cn×n and t  0, letΣt be the (diagonal)
matrix of singular values of A + tT . As t → 0+,
Σt − Σ
t
= diag(Λ1, . . . ,Λq,Ξ) + O(t),
where EbΛbE
H
b = 12 (UHb TVb + (UHb TVb)H) is an eigenvalue decomposition for1 b q (note: the diagonal
elements of Λb are sorted for each b).
Proof. This is Lemma A.5 of [17] in slightly different notation. 
(Note: althoughwe are not concerned with the ﬁrst order perturbation,Ξ , of the 0 singular values,
it is given by the singular value decompositionWΞXH = UHq+1TVq+1.)
Lemma 6.1 gives us the one-sided derivatives of any singular value. We obtain the familiar result
for isolated non-zero singular values [26] by considering the lemma for both perturbations T and−T ,
σi(A + tT) − σi(A)
t
= σi(A − tT) − σi(A)−t
= Re{uHi Tvi} + O(t),
hence the (two-sided) derivative exists.
Corollary 6.2. Let σi(A) be an isolated singular values of A ∈ Cn×n with corresponding left and right
singular vectors ui, vi. Then
d
dt
σi(A + tT)
∣∣∣∣
t=0
= uivHi • T . (14)
However, for non-isolated non-zero singular values, the rb > 1 eigenvalues ofΛb negate and hence
reverse when the perturbation T is replaced with −T , which usually leads to non-smoothness in
t as illustrated in Fig. 2. While it is possible to ﬁnd rb analytic (in t) functions fi(t), such that in a
neighborhood of t = 0 their sorted values coincide with the singular values of the corresponding
block of Σ(A + tT) [1], we consider multiple independent perturbations, and that result will not be
of use. An informal interpretation of Lemma 6.1 is that the rb eigenvalues are the instantaneous slopes
of the singular values as they coalesce (as illustrated in Fig. 2). Thus, if the diagonal entries of Λb are
all positive the perturbation T causes all singular values to increase (and decrease if all negative). We
are particularly interested in how this affects the 2-norm.
Corollary 6.3. Let A ∈ Cn×n such that‖A‖2 = σ1(A) > 0andT ∈ Cn×n such that∃δ>0, ∀t ∈ [−δ, δ],
σ1(A) σ1(A + tT). If U1, V1 are the n × r1 singular vector blocks of the block singular value decompo-
sition (12) where s1 = σ1(A) = ‖A‖2 > 0, then
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Fig. 2. Isolated singular values of A + tT have well-deﬁned derivatives, but non-smoothness can arise for non-isolated singular
values from re-ordering.
1
2
(UH1 TV1 + (UH1 TV1)H)
is neither positive deﬁnite nor negative deﬁnite.
Proof. Let EΛEH = 1
2
(UH1 TV1 + (UH1 TV1)H) be an eigenvalue decomposition. By Lemma 6.1 with t >
0, Λ11  0 and similarly, with −t > 0, −Λr1r1  0. 
Matrices that areneitherpositivedeﬁnitenornegativedeﬁnite are sometimes called semi-indeﬁnite.
Such matrices are either indeﬁnite or singular. The only semi-indeﬁnite 1 × 1 matrix is 0, and thus
this result generalizes the fact that if σ1(A) is isolated then its ﬁrst derivative vanishes.
Our goal is to derive a necessary condition for a singular value of amatrix A to be locallyminimal (or
maximal) with respect to someR-vector subspace of perturbations to A, V ⊂ Cn×n. This condition is
analogous to the vanishing of a gradient, but applicable to non-smooth singular values. Before reach-
ing this condition, we ﬁrst study the properties of R-vector subspaces of Hermitian semi-indeﬁnite
matrices. We ﬁnd that for such a subspace,S, there exists a non-zero element ofS⊥ that is Hermitian
and positive semi-deﬁnite.
We recall some elementary results from convex analysis [22].
Deﬁnition 6.4. A convexcone,C ∈ Rn, is a convexset such that∀c ∈ C, a ∈ R, a > 0 : ac ∈ C. A convex
cone, C, is pointed if it contains no 1-dimensional vector subspace ofRn.
It is an elementary result that a closed convex cone, C, is pointed if and only if C ∩ −C = {0}.
Theorem 6.5 (Separating Hyperplane Theorem). Given a convex set X ⊂ Rn not containing the origin,
there exists a hyperplane with normal vector v ∈ Rn such that v · x > 0 for all x ∈ X.
Corollary 6.6. If C is a closed, pointed, convex cone then ∃v : ∀c ∈ C/{0} : v · c > 0.
Lemma 6.7. Let V ⊂ Rn be a non-trivial vector space and C a closed, pointed, convex cone in Rn. If
∀v ∈ V, ∃c ∈ C/{0} : c · v = 0 then ∃c ∈ C/{0}, c ∈ V⊥.
Proof. We argue the contrapositive, by assuming C ∩ V⊥ = {0} and then showing ∃v ∈ V, ∀c ∈
C/{0}, v · c /= 0.
Let PV : Rn → V be the orthogonal projector onto V . By hypothesis, y ∈ C and PVy = 0 implies
y = 0.
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Consider PVC, the image of C projected by PV . By linearity, PVC is also a closed, convex cone.
PVC must be pointed. Otherwise ∃y, z ∈ C : PVy = −PV z /= 0, and PV (y + z) = 0 with y + z ∈ C
implying y + z = 0. Thus y = z = 0, since C is pointed, contradicting PVy = −PV z /= 0.
PVC is a closed, pointed, convex cone, and by Corollary 6.6 (restricted to V), ∃v ∈ V, ∀c¯ ∈ PVC/{0},
v · c¯ > 0. Sincev · c = v · PV c for allv (PV beinganorthogonalprojection),wehave∀c ∈ C/{0}, v · c >
0, proving the contrapositive. 
Lemma 6.8. IfS ⊂ Cn×n is anR-vector subspace of Hermitian semi-indeﬁnite matrices, then ∃H ∈ S⊥
that is non-zero, Hermitian, and positive semi-deﬁnite.
Proof. LetH be the set of Hermitian, positive semi-deﬁnite elements ofCn×n. As a subset ofR2×n×n
it is a closed, pointed, convex cone.
Given S ∈ S there exists x ∈ Cn/{0} such that xHSx = 0, and thus xxH ∈ H with xxH • S = 0.
Lemma 6.7 applies. 
We can relate the local minimality (or maximality) of the 2-norm of A with respect to the pertur-
bations, V to V⊥.
Theorem 6.9. Let A ∈ Cn×n and V ⊂ Cn×n, a R-vector subspace, such that ∀T ∈ V , ∃δ > 0, ∀t ∈
[−δ, δ], σ1(A) σ1(A + tT). If U1, V1 are the n × r1 blocks of the block singular value decomposition (12)
where s1 = σi(A) = ‖A‖2 > 0, then ∃H ∈ Cr1×r1 , Hermitian, positive semi-deﬁnite such that U1HV1 ∈
V⊥.
Proof. By hypothesis and Corollary 6.3, the set
{
1
2
(UH1 TV1 + (UH1 TV1)H) : T ∈ V
}
is a R-vector sub-
space of semi-indeﬁnite matrices. Let H ∈ Cr1×r1 be as in Lemma 6.8.
By Hermiticity H • X = H • XH , for any X ∈ Cr1×r1 , and thus H •UH1 TV1 = 0 for all T ∈ V . Since
tr{HUH1 YV1} = tr{V1HUH1 Y}, for any Y ∈ Cn×n, U1HVH1 • T = 0 for all T ∈ V . 
Though often times the situation ofmultiple singular values is non-generic and safely ignored, in 2-
normminimization problems, the situation is common. Theorem 6.9 is instrumental in understanding
the local optimality conditions for 2-norm minimization, where A is M and V is TM∗(M).
7. The geometry of the matrix 2-norm
In this section,we give local optimality conditions forminM∗∈Mn,μ ‖M − M∗‖2.Westart by consid-
ering a linearized problem and the local characterization of an optimizer. Generically, in the Frobenius
norm version of the problem,M∗ is the minimizer impliesM − M∗ ∈ T ⊥M∗(M◦n,μ), which leads to the
familiar normal equations for non-linear optimization on manifolds
M + M ∈ Mn,μ, M ∈ T ⊥M∗(M◦n,μ). (15)
Analogously, we deﬁne a set T ⊥2M∗ (M
◦
n,μ) of 2-norm normals, which we call 2-normals, and 2-normal
equations, where T ⊥2M∗ (M
◦
n,μ) replaces T ⊥M∗(M
◦
n,μ) in (15).
Frobenius normals are characterized by an inner product (M ∈ V⊥ if and only if M • V = 0
for all V ∈ V). The 2-norm lacks such an associated bi-linear form, and thus lacks a natural concept of
orthogonality fromwhich toderivenormal equations. A relatedproblem is the lackof strict convexity, or
the “slack” in the non-maximal singular values ofM, whichmakes a smallest displacement generally
non-unique.
To elaborate on the problem of slack, consider the problem of ﬁnding the nearest matrix to a given
Mwith eigenvalueλ. LetM − λI = UΣVH be an SVD.M − σnunvHn is a nearestmatrixwith eigenvalue
λ. However,
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M − σnunvHn +
∑
i<n
tiuiv
H
i ,
where |ti| < σn also has the eigenvalue λ and is equally close to M in the 2-norm. There is an n − 1
dimensional cube of equally good solutions, withM − σnunvHn being merely one of them. One cannot
help but feel that there is something special about the M = σnunvn solution.
Weconsidergoingbeyondmere2-normminimalitybyadditionallypreferringM toM′whenthe
singular values of the former are less than those of the latter in lexicographic order. For our purposes,
lexicographicminimization is sufﬁcient to remove the slack. It distinguishes theσnunv
H
n solution in the
example (unlessσn−1 = σn). Itmaybepossible toﬁnddistinctM, M′ with identical singular values
such that M − M and M − M′ both are in Mn,μ, but this is not stable under small perturbations
of the inputM and need not be considered to obtain results that are dense inCn×n.
Having expanded the problem in this fashion, the fundamental problem of ﬁnding nearestmatrices
of a given sort is still a non-convex optimization (‖ · ‖2 is convex and σ(·) is lexicographically strictly
convex, but the set of matrices is not).
For the remainder of this section,we investigate the consequences of lexicographicminimality from
a linearized perspective, by inﬁnitesimal perturbations about a minimizer. This allows us to develop
a characterization of what we deﬁne to be 2-normalswhich are essentially differentials for the matrix
2-norm, similarly to how normals are differentials of the Frobenius norm.
Deﬁnition 7.1. Let A ∈ Cn×n. We deﬁne σ(A) = (σ1(A), σ2(A), . . . , σn(A)), and we say that σ(A) >σ(B) if ∃r such that σk(A) = σk(B) for k < r and σr(A) > σr(B).
By the unitary invariance of singular values, σ(UA) = σ(A) = σ(AV) for any U, V ∈ U(n).
Deﬁnition 7.2 (2-Normals). Let V ⊂ Cn×n be a vector space of matrices. We say that N ∈ Cn×n is a
2-normal of V if ∀V ∈ V , ∃δ > 0, ∀t < δ : σ(N) σ(N + tV).
This is a local condition onN such that the origin is the lexicographically nearest member of V toN.
In the Frobeniusnorm, that condition isN • V = {0}, i.e.,N ∈ V⊥. Unlike Frobeniusnormals, 2-normals
are generally not characterized by linear equations. We turn our attention to their characterization.
Theorem 6.9 allows us to characterize 2-normals in terms of Frobenius normals. In what follows,
we see that the singular vectors of a 2-normal of V are the non-null singular vectors of elements of V⊥
(and subsequent projections of V⊥).
Deﬁnition 7.3. LetM ∈ Cn×n be of rank r. We call any factorization XYH = Mwith X, Y ∈ GLC(n, r) a
full-rank decomposition. Any factorization UΣVH = M where U, V ∈ U(n, r) andΣ ∈ Rr×r a diagonal
matrix with positive diagonal entries is called a full-rank singular value decomposition.
Theorem 7.4. Let N be a 2-normal of the matrix subspace V ⊂ Cn×n. There exists a block SVD
N = (U1 · · · Uq+1) diag(s1Ir1 , . . . , sqIrq , sq+1Irq+1) (V1 · · · Vq+1)H ,
where s1  · · · sq > sq+1 = 0, and for 1 i q, ∃Σi such that
UiΣiV
H
i ∈
⎛⎝In −∑
j<i
UjU
H
j
⎞⎠ V⊥
⎛⎝In −∑
j<i
VjV
H
j
⎞⎠ (16)
(i.e., UiΣiV
H
i = (In −
∑
j<i UjU
H
j )Ai(In −
∑
j<i VjV
H
j ) where Ai ∈ V⊥) and each UiΣiVHi is a full-rank
SVD.
Proof. We induct on the rank ofN (=∑qi=1 ri). The base case,N = 0, is trivial.We assume the theorem
for all 2-normals of lesser rank.
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Let N = σ1UVH + R where U, V ∈ U(n, k) are matrices of corresponding left, right singular vec-
tors of σ1 and ‖R‖2 < σ1. Note that U, V are determined up to a unitary transformation (U, V) →
(UQH, VQ) with Q ∈ U(k).
SinceN is a 2-normal ofV , σ(N) σ(N + tT) for T ∈ V , ‖T‖2  1 for |t| < δ for sufﬁciently small δ.
By Theorem 6.9, ∃H, Hermitian, positive, non-zero, such that UHVH ∈ V⊥. Without loss of generality,
wemayassumeH isdiagonal,H =
(
Σ1 0
0 0
)
,whereΣ1 is adiagonalpositive r1 × r1matrix (otherwise,
we could take Q ∈ U(k) to be such that QHHQ is of that form and replace U and V with U′ ≡ UQH and
V ′ ≡ VQ ).
Partitioning U and V by column, let (U1 U˜) ≡ U and (V1 V˜) ≡ V , where U1, V1 ∈ U(n, r1) and
U˜, V˜ ∈ U(n, k − r1). Setting s1 ≡ σ1 and N˜ ≡ σ1U˜V˜H + R if r1 < kor N˜ ≡ Rotherwise,wehaveshown
N = s1U1VH1 + N˜,
whereU1Σ1V
H
1 ∈ V⊥ andU1Σ1VH1 is a full-rankSVD(sinceΣ1 isdiagonalpositiveandU, V ∈ U(n, r1)).
The inductive hypothesis applies oncewe demonstrate that N˜ is a 2-normal of V˜ ≡ V ∩ (U1Cn×n)⊥ ∩
(Cn×nVH1 )⊥ (the subset of V whose column span are orthogonal to the column span of U1 and row
span orthogonal to the column span of V1).
Consider an element T ∈ V˜ . UH1 T = 0 and TV1 = 0 since T ∈ (U1Cn×n)⊥ ∩ (Cn×nVH1 )⊥. Note also
that N˜ ∈ (U1Cn×n)⊥ ∩ (Cn×nVH1 )⊥. Hence, σ(N + tT) differs from σ(N˜ + tT) only by having r1 of
the entries having the value s1 = σ1(N) σ1(N˜) of the former replaced with 0 and sorting for the
latter. Thus σ(N) σ(N + tT) implies σ(N˜) σ(N˜ + tT). Therefore, N˜ is a 2-normal of V˜ .
Note that, V˜⊥ = V⊥ + U1Cr1×n + Cn×r1VH1 .
By the inductive hypothesis,
N˜ = (U2 · · · Uq) diag(s2Ir2 , . . . , sqIrq) (V2 · · · Vq)H
and (for i > 1)
UiΣiVi ∈
⎛⎝I − i−1∑
j=2
UjU
H
j
⎞⎠ (V⊥ + U1Cr1×n + Cn×r1VH1 )
⎛⎝I − i−1∑
j=2
VjV
H
j
⎞⎠ , (17)
where UiΣiV
H
i ∈ Rri×ri are full-rank SVDs. Multiplying (17) on the left and right by I − U1UH1 and
I − V1VH1 respectively, and noting that
(I − U1UH1 )UiΣiVHi (I − V1VH1 ) = UiΣiVHi
for i > 1 (since UH1 Ui = 0 and VHi V1 = 0) gives (16). 
Instead of thehomogeneous linear system (N • T = 0 for all T ∈ V) that characterizes the Frobenius
normals, the 2-normals are characterized by non-linear (though homogeneous) equations, the non-
linearities arising from various singular value decompositions of Frobenius normals.
In summary, ifN is a 2-normal ofV , there is a block SVDofN that is related to a sequenceof Frobenius
normals (elements of V⊥). Hence, for amanifold of matricesM, the lexicographically nearest element
M∗ ∈ M to a given M, by its local optimality, satisﬁes the 2-normal equation M = M∗ + M where
M∗ ∈ M and M is a 2-normal of TM∗(M). We denote the 2-normals of TM∗(M) by T ⊥2M∗ (M).
8. Local optimality conditions of sep bounds
We are now in a position to compactly state the necessary ﬁrst order conditions of optimality for
sep bound optimizations.
Theorem 8.1. Let M, C ∈ Cn×n and B ∈ M◦|ν|,ν (equivalently ω(B) = ν) for some ν ∈ W. Suppose
σi(K(B)) > 0, for some i, is an isolated singular value, with associated singular vectors vi and ui. Then
the relation
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d
dt
σi(K(M, B + tT , C))
∣∣∣∣
t=0
= 0, ∀T ∈ TB
(
M◦|ν|,ν
)
(18)
is equivalent to XHX = YHY where X, Y ∈ Cn×|ν| deﬁned by vi = vec(X) and ui = vec(Y).
Proof. From the deﬁnition of ⊗, (I|ν| ⊗ M)vec(X) = vec(MX) and (Bt ⊗ C)vec(X) = vec(CXB), and
thus the singular value equations for vi = vec(X) and (by analogous reasoning) ui = vec(Y) are
equivalent to
MX = CXB − σiY , (19)
YHM = BYHC − σiXH. (20)
Multiplying the ﬁrst equation on the left by YH and the second by on the right by X , we have
YHMX = YHCXB − σiYHY,
YHMX = BYHCX − σiXHX.
Therefore (since σi /= 0) YHY = XHX ⇔ [B, YHCX] = 0, the latter being equivalent to (YHCX)H ∈
T ⊥B (M◦|ν|,ν) by Theorem 4.1. This is equivalent to (18) by Corollary 6.2 since
(YHCX)H • T = Re{tr{YHCXT}}
= Re{vec(Y)Hvec(CXT)}
= Re{vec(Y)H(Tt ⊗ C)vec(X)}
= Re{tr{vec(X)vec(Y)H(Tt ⊗ C)}}
= Re{tr{viuHi (Tt ⊗ C)}}
= (uivHi ) • (Tt ⊗ C). 
Weshouldnote that the assumptionof themaximized singular value being isolated is a limitationof
Theorem8.1. Althoughwehave derived local optimality conditions for singular values even in the non-
isolated case, we cannot prove anything as useful as Theorem 7.4 for that case. It is possible, if unlikely,
that singular vectors vi and ui of σi can be found such that X
HX = YHY for the corresponding X and Y ,
in which case we call σi isolatable. The (isolatability and) local maximality of a sep bound implies the
isometry, XHX = YHY , of the rectangular matrices formed from the corresponding singular vectors.
This leads to the basic step for constructing matrices that realize a sep bound. In fact, isolatability
implies global maximality.
Corollary 8.2. Let M, C, ν , B, σi, X, Y be as in Theorem 8.1, assuming σi is isolatable rather than isolated
and C non-singular.
If (18) and X, Y are full rank, then M∗ ≡ M − σiYX† satisﬁes C−1M∗ ∈ Mn,ν and ‖M − M∗‖2 = σi.
In particular,
M∗X = CXB,
YHM∗ = BYHC.
Proof. Since XHX = YHY , ‖YX†‖2 = 1. By construction, (M − M∗)X = σiY , and by (19),M∗X = CXB,
which implies ω(C−1M∗) ν by Lemma 3.3. 
Note: the conditionXHX = YHY impliesYX† = (Y †)HXH .Webreak symmetry in favorof the smaller
expression.
The next theorem shows that we can assume that the X and Y matrices coming from sep bound
maximizers are full rank, since otherwise there would be a more generic (i.e., with ν′ < ν) sep bound
that is dominant.
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Theorem 8.3. Let μ, ν ∈ W with ν μ, otherwise let M, C, B, X, Y be as in Theorem 8.1 with XHX =
YHY . Suppose X and Y are not full rank and let p = dim ker{X} = dim ker{Y}. If C is non-singular, there
exists ν′ ∈ W, where ν′ < ν , |ν′| < |ν|, and B′ ∈ M|ν′|,ν′ such that
σ−μ·ν(K(M, B, C)) σ−μ·ν′(K(M, B′, C)).
Proof. Set i = −μ · ν , and let Q = (Q1 Q2) ∈ U(|ν|) where the columns of Q1 span the null space
of X (and thus of Y). Multiplying (19) on the right by Q and (20) on the left by QH ,
MXQ = CXBQ − σiYQ ,
(YQ)HM = QHBYHC − σi(XQ)H.
Deﬁne X′ ≡ XQ2, Y ′ ≡ YQ2, and B′ ≡ QH2 BQ2,
(
0 MX′) = (0 CX′) (QH1 BQ1 QH1 BQ2
QH2 BQ1 B
′
)
− (0 σiY ′)
(
0
(Y ′)HM
)
=
(
QH1 BQ1 Q
H
1 BQ2
QH2 BQ1 B
′
)(
0
(Y ′)HC
)
−
(
0
σi(X
′)H
)
.
Since C is non-singular, CX′ and (Y ′)HC are full rank, and we conclude QH2 BQ1 = 0 and QH1 BQ2 = 0.
Thus,QHBQ =
(
QH1 BQ1 0
0 B′
)
, andbyunitary invarianceof singular values andCorollary5.9 this second
bound dominates. 
9. Solving 2-normal equations
Combining the results of the previous sections, we can determine the local conditions for the
given matrix M∗ ∈ M◦n,μ to be the lexicographically nearest matrix to M. This is not to say that the
lexicographically nearest element of Mn,μ is in M◦n,μ, since M◦n,μ is not closed in general. However,
since any element ofMn,μ is an element ofM◦n,μ′ for someμ′ μ, the distinction amounts to having
selected the appropriate target structureμ at the outset. This sort of guesswork could be a source of a
combinatorially expensive search for such μ′. Identical issues arise in Frobenius norm minimization,
where the form of the normals depends on the level of genericity of the (unknown) minimizer.
Essentially,we translate the results of Section7 frommatrix subspaces tomatrix surfaces, andderive
2-normal equations, analogous to normal equations in the Frobenius norm via the characterization from
Section 4. As with the normal equations, the 2-normal equations are of the form M = M∗ + N, but
with N ∈ T ⊥2M∗ (M◦n,μ) and T ⊥2 is not a vector subspace of matrices. The resulting equations have an
interpretation in terms of the local maximality conditions of sep bound optimizations.
Throughout this section, M = M◦n,μ, M∗ ∈ M is ﬁxed, and M = M∗ + N where N ∈ T ⊥2M∗ (M)
is also ﬁxed. Our goal for this section is to establish relations that permit the recovery of N, and
consequentlyM∗, fromM.
We begin by showing that to every 2-normal of M there corresponds a pair of partial block fac-
torizations of M∗. This exposes the relationship between the results of Sections 7 and 8 primarily by
reformulating SVD type expressions, UΣVH , into equivalent YXH expressions, taking X = VΣ 12 and
Y = UΣ 12 . As such, XHX = YHY (= Σ) and hence YX† = (Y †)HXH (= UiVHi ).
Theorem 9.1. Given N, there exists Xi, Yi ∈ GLC(n, ri) for 1 i q for some q, ri ∈ N, satisfying
YHi Yi = XHi Xi, YHi Yj = XHi Xj = 0 for i /= j, (21)
such that
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N =
q∑
i=1
siYiX
†
i ,
where s1  · · · sq > 0.
With X ≡ (X1 · · · Xq) and Y ≡ (Y1 · · · Yq),
M∗X = X
⎛⎜⎜⎜⎜⎜⎜⎝
Λ1 · · · · · · . . .
0 Λ2
. . .
...
...
. . .
. . .
...
0 · · · 0 Λq
⎞⎟⎟⎟⎟⎟⎟⎠ , (22)
Y
H
M∗ =
⎛⎜⎜⎜⎜⎜⎜⎝
Λ1 0 · · · 0
... Λ2
. . .
...
...
. . .
. . . 0
. . . · · · · · · Λq
⎞⎟⎟⎟⎟⎟⎟⎠ Y
H
, (23)
where Λi ∈ Cri×ri satisﬁes
q∑
i=1
ω(Λi)μ. (24)
Proof. By Theorem 7.4, there exists a block SVD and Ui, Vi, Σi, satisfying (16). Taking Xi ≡ ViΣ
1
2
i and
Yi ≡ UiΣ
1
2
i (from which (21) follows), we now show that (22), (23), and (24) follow. Note that by
deﬁnition, YiX
H
i = UiΣiVHi and YiX†i = UiVHi .
Let Xk = (X1 · · · Xk), Yk = (Y1 · · · Yk), and r¯k = ∑ki=1 ri. We proceed inductively for k =
1, . . . , q, showing that (22) and (23) hold with q replaced with k and X, Y replaced with Xk, Yk . (i.e.,
the ﬁrst k block columns/rows of (22) and (23)).
For k = 1, let N1 ≡ Y1XH1 ∈ T ⊥M∗(M), by Theorem 7.4. Eqs. (22) and (23) follow from Theorem 4.4.
For k > 1, we assume (22) and (23) up to and including k − 1. Xk and Yk are right and left invariant
subspaces of M∗. To prove (22), it sufﬁces to show M∗Xk = XkΛk + Xk−1Z for some Z . Similarly, for
(23), it sufﬁces to showMH∗ Yk = Yk(Λk)H + Yk−1W for someW .
By Theorem 7.4, Nk ≡ YkXHk ∈ (I − Yk−1Y †k−1)T ⊥M∗(M)(I − Xk−1X†k−1), which is equivalent to
Wi ≡
(
Yk−1 Yk
) (A B
C I
) (
Xk−1 Xk
)H ∈ T ⊥M∗(M)
for some matrices A ∈ Cr¯k−1×r¯k−1 , B ∈ Cr¯k−1×rk , and C ∈ Crk×r¯k−1 , which implies(
Yk−1 Yk
) (L B
0 I
)(
R CH
0 I
)H (
Xk−1 Xk
)H ∈ T ⊥M∗(M)
for some matrices L, R ∈ Cr¯k−1×r where r = rank(A − BC) (i.e., LRH = A − BC is a rank-revealing
factorization). By Theorem 4.4 with its X and Y given by
X ≡
(
Xk−1 Xk
) (
R CH
0 I
)
and Y ≡
(
Yk−1 Yk
) (L B
0 I
)
there exists Λ′ ∈ C(r¯k−1+rk)×(r¯k−1+rk) such that
M∗
(
Xk−1 Xk
) (
R CH
0 I
)
=
(
Xk−1 Xk
) (
R CH
0 I
)
Λ′, (25)
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MH∗
(
Yk−1 Yk
) (L B
0 I
)
=
(
Yk−1 Yk
) (L B
0 I
)
(Λ′)H. (26)
Let
(
E1 E2
E3 Λk
)
≡ Λ′. Multiplying (25) on the left by
(
X
†
k−1
X
†
k
)
and (26) on the left by
(
Y
†
k−1
Y
†
k
)
, noting
that XHk M∗Xk−1 = 0 and YHk−1MH∗ Yk = 0 (since Xk−1 is a right invariant subspace ofM∗ orthogonal to
the span of Xk , and similarly for the Y variables),(
X
†
k−1M∗Xk−1 X
†
k−1M∗Xk
0 X
†
kM∗Xk
)(
R CH
0 I
)
=
(
R CH
0 Σk
)(
E1 E2
E3 Λk
)
,
(
Y
†
k−1MH∗ Yk−1 Y
†
k−1MH∗ Yk
0 Y
†
kM
H∗ Yk
)(
L B
0 I
)
=
(
L B
0 Σk
)(
EH1 E
H
3
EH2 Λ
H
k
)
we conclude that E3 = EH2 = 0. Hence, by (25) and (26) respectively (looking at the last rk columns of
each),
M∗Xk = XkΛk − M∗Xk−1CH + Xk−1CHΛk,
MH∗ Yk = YkΛk − MH∗ Yk−1B + Yk−1BΛk
and thus
M∗Xk = XkΛk + Xk−1Z,
MH∗ Yk = YkΛk + Yk−1W,
where Z = CHΛk − (X†k−1M∗Xk−1)R andW = BΛHk − (Y †k−1MH∗ Yk−1)L. Thus (22) and (23) for all k.
Finally (for Eq. (24)), let {ci}qi=1 be such thatW ≡
∑q
i=1 ciWi has rank r¯q. Given the form ofWi and
the orthogonality of the Xi and Yi, such a linear combination clearly exists. Hence,
W = YqSXHq ∈ T ⊥M∗(M)
for some S ∈ GLC(rq). By Theorem 4.4,
M∗Xq = XqΛ,
MH∗ (YqS) = (YqS)ΛH
and ω(Λ)μ. Thus,
∑q
i=1 ω(Λi)ω(Λ′)μ by Lemma 3.3. 
The re-formulation of N in terms of YiX
†
i components with X
H
i Xi = YHi Yi is unique only up to a
unitary transformation (Xi, Yi) → (XiQ , YiQ), since such a transformation does not change YiX†i or
the isometry condition. Such a transformation changes Λi to Q
HΛiQ , allowing us the computational
convenience of assuming a staircase form for each Λi without any loss of generality (see Section 4.1).
It is worth noting that the Λi matrices lie within a bounded set.
Lemma 9.2. ‖Λi‖F  ‖M∗‖F for each Λi of Theorem 9.1.
Proof. By (22) and (23),Λi = X†i M∗Xi = YHi M∗(Y †i )H and,by (21),YiX†i = UVH for someU, V ∈ U(n, ri)
(which appear in the proof of Theorem 9.1, in fact). Thus the norm of Λi is bounded as follows,
‖Λi‖2F = tr{ΛHi Λi}
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= tr{Y †i MH∗ YiX†i M∗Xi}
= tr{UHMH∗ UVHM∗V}
 ‖UHM∗U‖F‖VHM∗V‖F
 ‖M∗‖2F ,
the ﬁrst inequality coming from the Cauchy–Schwarz theorem. 
We spend the remainder of this section developing the relations between elements of M and
their 2-normals, to reconstruct N andM∗ fromM = M∗ + N. These relations are oriented towards the
discovery of N in consecutive stages, one for each siYiX
†
i term in N.
As such, we recast Theorem 9.1 from the point of view that the ﬁrst i − 1 components of N are
known, and derive relations for the ith. As in the proof of Theorem 9.1, let Xi = (X1 · · · Xi),
Yi = (Y1 · · · Yi), and r¯i = ∑ij=1 rj , for 1 i q. Let V˜i, U˜i ∈ U(n, n − r¯k) be matrices whose col-
umn spaces are orthogonal to the column spaces of Xi and Yi respectively. For convenience, we
deﬁne U˜0 = V˜0 = In. Since XHi Xi−1 = YHi Y i−1 = 0, we can write Xi = V˜iX′i and Yi = U˜iY ′i for some
X′i , Y ′i ∈ GLC(n − r¯i , ri). Note also that XHi Xi = YHi Yi implies (X′i )HX′i = (Y ′i )HY ′i .
Let N˜i = ∑qj>i sjYjX†j . By deﬁnition,
M = M∗ + N˜0,
N˜iXj = sjYj, N˜Hi Yj = sjXj, (i < j),
N˜iXj = 0, N˜Hi Yj = 0, (i j).
Lemma 9.3. For A = αM∗ + βN˜i, for some α,β ∈ C,
V˜Hi AV˜i(V˜
H
i U˜i) = V˜Hi AU˜i = (V˜Hi U˜i)U˜Hi AU˜i. (27)
Proof. By Theorem9.1 and V˜Hi Xi = 0, V˜HM∗Xi = 0 (and similarly, YHi M∗U˜i = 0). By deﬁnition, N˜iXi =
0 and thus V˜HN˜iXi = 0 (and similarly, YHi N˜iU˜i = 0).
Thus,⎛⎝X†i
V˜Hi
⎞⎠ A
⎛⎝X†i
V˜Hi
⎞⎠−1 =
⎛⎝X†i
V˜Hi
⎞⎠ A (Xi V˜i)
=
⎛⎜⎝ . . . . . .
0
. . .
⎞⎟⎠
and hence
V˜Hi A = (V˜Hi AV˜i)V˜Hi (28)
and (
(Y
†
i )
H U˜i
)−1
A
(
(Y
†
i )
H U˜i
)
=
(
Y
H
i
U˜Hi
)
A
(
(Y
†
i )
H U˜i
)
=
⎛⎜⎝ . . . 0
. . .
. . .
⎞⎟⎠
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and hence
AU˜i = U˜i(U˜Hi AU˜i). (29)
Multiplying (28) on the right by U˜i and (29) on the left by V˜
H
i proves (27). 
Theorem 9.4. Assume V˜Hi U˜i is non-singular for 1 i q. Let Ci = (V˜Hi U˜i)−1 and Mi = CiV˜Hi (M∗ +
N˜i)U˜iCi for 0 i q (by deﬁnition C0 = In and thus M0 = M).
Let X′i = V˜Hi−1Xi and Y ′i = U˜Hi−1Yi. vec(X′i ) and vec(Y ′i ) are right and left (unnormalized) singular
vectors of K(Mi−1,Λi, Ci−1), with singular value si. In other words,
Mi−1X′i − Ci−1X′iΛi = siY ′i , (30)
MHi−1Y ′i − CHi−1Y ′iΛHi = siX′i . (31)
Proof. By Theorem 9.1,
M∗Xi = XiΛi + Xi−1Z,
MH∗ Yi = YiΛi + Yi−1W
for some Z,W . Since N˜i−1Xi = siYi and N˜Hi−1Yi = siXi,
(M∗ + N˜i−1)Xi = XiΛi + Xi−1Z + siYi,
(M∗ + N˜i−1)HYi = YiΛi + Yi−1W + siXi,
and thus
V˜Hi−1(M∗ + N˜i−1)Xi = V˜Hi−1XiΛi + siV˜Hi−1Yi,
U˜Hi−1(M∗ + N˜i−1)HYi = U˜Hi−1YiΛi + siU˜Hi−1Xi.
Substituting Xi = V˜i−1X′i and Yi = U˜i−1Y ′i ,
V˜Hi−1(M∗ + N˜i−1)V˜i−1X′i = X′iΛi + siV˜Hi−1U˜i−1Y ′i ,
U˜Hi−1(M∗ + N˜i−1)HU˜i−1Y ′i = Y ′iΛi + siU˜Hi−1V˜i−1X′i .
Multiplying both equations on the left by Ci−1 and CHi−1,
Ci−1V˜Hi−1(M∗ + N˜i−1)V˜i−1X′i = CiX′iΛi + siY ′i ,
CHi−1U˜Hi−1(M∗ + N˜i−1)HU˜i−1Y ′i = CHi Y ′iΛi + siX′i .
By Lemma 9.3, Ci−1V˜Hi−1(M∗ + N˜i−1)V˜i−1 = U˜Hi−1(M∗ + N˜i−1)U˜i−1Ci−1 = Mi−1. 
Theorem 9.4 provides the basis for the recovery of the singular value decomposition blocks of N
from the information obtained fromprevious blocks. The V˜i and U˜i matrices are determined up to their
column spans by orthogonality to the columns of Xi and Yi matrices (presumed already discovered).
Otherwise V˜i and U˜i are arbitrary. Xi and Yi can be determined directly from the singular vectors
vec(X′i ) and vec(Y ′i ) of K(Mi−1,Λi, Ci−1) assuming the right choice of Λi for some singular value
σj = si. The assumption that V˜Hi U˜i is non-singular (which gives us Ci) is critical to connecting the
singular value equations of Ki(Λi) to the next singular value problem Ki+1(Mi,Λi+1, Ci). Observe that
(Xi V˜i)
H (Yi U˜i) is a non-singular matrix (the product of two non-singular matrices), and by the
Nullity theorem [27] the invertibility of V˜Hi U˜i is equivalent to that of X
H
i Y i, which we establish in
Theorem 9.7.
1812 R.A. Lippert / Linear Algebra and its Applications 432 (2010) 1785–1817
We turn our attention to ﬁndingΛi fromMi−1 and Ci−1, by considering thematrix valued function,
Ki(•) ≡ K(Mi−1, •, Ci−1) : Cri×ri → Cnri×nri . Deﬁne μi ≡ ω(Λi) (note ri = |μi|). The next result
shows that the singular value, si, is stationary with respect toΛi as amatrix constrained toM◦|μi|,μi . In
other words, Λi is a critical point of σj ◦ Ki|M◦|μi |,μi for some j. Λi could be the maximum of a singular
value optimization problem asmight occur in the inner optimization of (3). If we can properly identify
this optimization problem, then, Λi could be determined only by its Weyr characteristic, μi, of which
there is just a ﬁnite set of possibilities. This is not to say that the components of 2-normals can always
be found by optimizing a singular value of Ki. In Section 9.2, we give an example where Λi and σj do
not arise as such, but are nonetheless identiﬁed by an impractical brute force approach.
Corollary 9.5. Assuming V˜Hi U˜i is non-singular, let Mi, Ci be deﬁned as in Theorem 9.4, where si =
σj(K(Mi−1,Λi, Ci−1)) and σj is isolated
d
dt
σj(K(Mi−1,Λi + tT , Ci))
∣∣∣∣
t=0
= 0, ∀T ∈ TΛi(M◦|μi|,μi).
Proof. Since X′i and Y ′i as deﬁned in Theorem 9.4 satisfy (X′i )HXi = XHi Xi = YHi Yi = (Y ′i )HYi, the result
follows by Theorem 8.1. 
Note: the assumption thatσj is isolatedwas requiredmerely tohaveadeﬁnedderivative.Whichever
σj equals si, this singular value is isolatable.
The following provides some justiﬁcation for guessing that si is the maximum of σ−‖μi‖2(Ki(B))
for B ∈ M◦|μi|,μi .
Corollary 9.6. Let Mi, Ci, μi, Λi, si, X
′
i , Y
′
i be as in Theorem 9.4. ∀i : 1 i q and ∀B ∈ M|μi|,μi ,
si  σ−‖μi‖2(K(Mi−1, B, Ci−1)).
Proof. Let M′ = Mi−1 − siY ′i (X′i )†. By Corollary 8.2, ω(C−1i−1M′)μi and ‖Mi−1 − M′‖ = si. By
Theorem 5.7, si  σ−j(K(Mi−1, B, Ci−1)) for j = ω(C−1i−1M′) · μi  ‖μi‖2. 
This does not assure us that for each i, si = σ−‖μi‖2(Ki(Λi)), i.e., that si is not some larger singular
value, and if that is the case, we would have no reason to believe that the critical point Λi is any kind
of optimum. Our main result gives a qualiﬁed assurance of this condition. Essentially, we require that
N be small enough. We show that if M∗ is generic, then there is some neighborhood of M about it for
which the 2-normal equations can be solved by sep bound optimizations.
Theorem 9.7 (Main result). Given {λi}mi=1, let μ = ω(diag(λ1, . . . , λm)) and M∗ ∈ M◦n,μ. There exists
b such that for any N ∈ T ⊥2M∗ (M) satisfying ‖N‖2 < b, decomposed as per Theorem 9.1,
N =
q∑
i=1
siYiX
†
i ,
si = max
B∈M|μi |,μi
σ−‖μi‖2(K(Mi−1, B, Ci−1)), (32)
where μi = ω(Λi) and Mi−1, Λi, and Ci−1 are deﬁned in Theorem 9.4.
Proof. EachN ∈ T ⊥2M∗ (M) is associatedwith a sequence {μi}qi=1 for some q such that
∑
i μi μ. There
is only a ﬁnite set of sequences to consider. Hence, the bound b, can be taken to be the minimum of
bounds found for each ﬁxed {μi}qi=1. We ﬁx {μi}qi=1 for the remainder.
Let Xi = (X1 · · · Xi) and Yi = (Y1 · · · Yi). Note that U˜i, V˜i are determined solely byM∗ and
theμi, since V˜i is deﬁned by its columns being orthogonal to Xi whose column space is spanned by the
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right eigenvectors ofM∗ associatedwith the eigenvalues in
⋃
j i ρ(μi), and similarly for U˜i, deﬁned by
its column orthogonality to the left eigenvectors. Since the eigenvalues ρ(μ) ofM∗ are distinct (from
each other and the other eigenvalues of M∗), V˜Hi U˜i is non-singular (by the Nullity theorem as X
H
i Y i is
non-singular). Thus the Ci are deﬁned.
LetM∗i = CiV˜Hi M∗U˜iCi and
Mi−1 − M∗i−1 = Ci−1V˜Hi−1
⎛⎝∑
j i
siYjX
†
j
⎞⎠ U˜i−1Ci−1
= diag(siY ′i (X′i )†, . . . , sqY ′q(X′q)†),
where Y ′i = U˜Hi Yi and X′i = V˜Hi Xi and thus ‖Mi−1 − M∗i−1‖2 = si.
Let ri = |μi| and βi = 12σ−ri−1(K(M∗i−1 ,Λi, Ci−1)) for each i. By Corollary 5.4, βi > 0 if
ω(C−1i−1M∗i−1) · μi = ‖μi‖2 = ri,which is true ifρ(C−1i−1M∗i−1) ∩ ρ(μi) = ∅. ByLemma9.3,C−1i−1M∗i−1
= V˜Hi−1M∗V˜i−1, which by Theorem 9.1 is similar to a block upper-triangular matrix,
V˜Hi−1M∗V˜i−1 ∼
⎛⎜⎜⎜⎜⎜⎝
Λi · · · · · · · · ·
0
. . .
. . .
...
...
. . . Λq
...
0 · · · 0 V˜Hq M∗V˜q
⎞⎟⎟⎟⎟⎟⎠ .
Since theλi are distinct eigenvalues ofM∗,ω(V˜Hi−1M∗V˜i−1) = μi + ω(V˜Hi M∗V˜i)withμi · ω(V˜Hi M∗V˜i)= 0.
‖K(Mi−1,Λi, Ci−1) − K(M∗i−1 ,Λi, Ci−1)‖2 = ‖Iri ⊗ (Mi−1 − M∗i−1)‖2
= si
Hence, if si < βi, (and σ−ri(K(M∗i−1 ,Λi, Ci−1)) = 0), by Theorem 5.6
si < σ−ri−1(K(Mi−1,Λi, Ci−1))
and thus
si = σ−ri(K(Mi−1,Λi, Ci−1)) = max
B∈M|μi |,μi
σ−ri(K(Mi−1, B, Ci−1))
by Corollary 9.6.
Hence, we take b∗ = mini minB 12σ−ri−1(K(M∗i−1 , B, Ci−1))where B ranges over B ∈ M|μi|,μi such
that ‖B‖F < ‖M∗‖F (this is a sufﬁcient range by Lemma 9.2). If ‖N‖2 < b∗ then (32) holds.
(The ﬁnal b is the minimum of b∗ over all {μi}.) 
We have arrived at a scheme in which at any given stage, we “guess” a subset (of size ri) of
those {λi}mi=1 not already discovered and ﬁnd the associated Λi having those eigenvalues such that
σ−ri(K(Mi−1,Λi, Ci−1)) is stationary, from which we can reconstruct Xi and Yi. Some examples are
given in Section 9.2.
9.1. “Brute force” location of all critical points
Aside from the combinatorial issues of the approach discussed, we might digress for a moment on
whether it would be computationally feasible to ﬁnd all of the critical points of all singular values for a
given K(Mi−1, •, Ci−1) stage. If ‖M − M∗‖2 is too large, one cannot rely on optimizations as the critical
singular value may not occur at the σj we expect (when small, we expect, j = −ri).
There is no algorithm for ﬁnding all of the stationary points of an arbitrary C∞ multivariate
function. Thus, at ﬁrst, the characterization from Corollary 9.5 of the optimal solutions may appear
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non-constructive. However, singular values are not arbitrary functions of their argument, but algebraic
functions. They arise as the zeros of some polynomial. Thus their stationary points are zeros of a
polynomial system, such as,
p(γ¯ , σ) = det
( −σ I A(γ¯ )
(A(γ¯ ))H −σ I
)
= 0, (33)
∇γ¯ p(γ¯ , σ) = 0, (34)
where A(γ1, . . . , γq) is a matrix valued polynomial, which can be solved by the standard techniques of
elimination [4]. This problem is intractable, but computable, and we use this formulation for a small
problem in Section 9.2.
9.2. Numerical examples
In this section, we perform some modest examples of ﬁxing m eigenvalues to demonstrate the
applicability of the theory of 2-normals. The ﬁrst example is something of a “kick the tires” random
matrix example using elementaryMATLAB commands to reconstruct a 2-normal. The second example
plays some games with a popular test matrix having several ill-posed eigenvalues. The third example
examines a failure of our reconstruction approach, indicating that a nearness qualiﬁcation like that of
Theorem 9.7 is necessary.
We consider a randomly generatedmatrix (the actual digits have been truncated tomatch the text,
if the reader wishes to reproduce the results)
M =
⎛⎜⎜⎜⎜⎜⎜⎝
−0.4326 1.1892 −0.5883 −0.0956 −0.6918 −0.3999
−1.6656 −0.0376 2.1832 −0.8323 0.8580 0.6900
0.1253 0.3273 −0.1364 0.2944 1.2540 0.8156
0.2877 0.1746 0.1139 −1.3362 −1.5937 0.7119
−1.1465 −0.1867 1.0668 0.7143 −1.4410 1.2902
1.1909 0.7258 0.0593 1.6236 0.5711 0.6686
⎞⎟⎟⎟⎟⎟⎟⎠
with eigenvalues given by MATLAB’s eig:
2.1492
0.2111 − 1.9014i
0.2111 + 1.9014i
−2.1659 − 0.5560i
−2.1659 + 0.5560i
−0.9548
andseek thenearestmatrixwitheigenvaluesλ1,2,3 = −1, 1, 2.Wecompute the three single eigenvalue
bounds, bi = σ−1(M − λiI) and ﬁnd b1 = 0.0358, b2 = 0.8692, b3 = 0.1309. We then compute the
three bounds
bij = max
γ
σ−2
(
M − λiI 0−γ I M − λjI
)
ﬁnding b23 = 0.9995, b13 = 0.1309, b12 = 0.7669. Finally, the bound
b123 = max
γi
σ−3
⎛⎝M − λ1I 0 0−γ3I M − λ2I 0−γ2I −γ1I M − λ3
⎞⎠ ,
which gives b123 = 0.7669. The coincidences among the local optima (b3 = b23 and b12 = b123) are
not surprising, since they are really just the singular cases of Theorem 8.3.
Thus, the b23 bound provides us with our ﬁrst stage, M − s1Y1X†1, which is obtained from the σ−2
singular vectors of
(
M − I 0
−γ I M − 2I
)
with γ = 1.224911920768 via the MATLAB commands
 [u, s, v] = svd(kron(eye(2) , M) − kron(B′ , eye(6))) ;
R.A. Lippert / Linear Algebra and its Applications 432 (2010) 1785–1817 1815
 y1 = reshape(u(: , 11) , 6, 2) ;
 x1 = reshape(v(: , 11) , 6, 2) ;
 s1 = s(11 , 11) ;
 M − s1 ∗ y1 ∗ pinv(x1)
One can verify with eig that 1, 2 are eigenvalues of M − s1Y1X†1. Constructing orthogonalized bases,
(X1 V˜1) , (Y1 U˜1) via the qr command, and then doing a second stage for λ = −1,
 [U , ans] = qr(y1); U = U(: , 3 : 6);
 [V , ans] = qr(x1); V = V(: , 3 : 6);
 C1 = inv(V′ ∗ U) ;
 M1 = C1 ∗ (V′ ∗ (M − s1 ∗ y1 ∗ pinv(x1)) ∗ U) ∗ C1
 [u , s , v] = svd(M1 − (−1) ∗ C1) ;
 y2 = U ∗ u(: , 4) ; % no reshape needed
 x2 = V ∗ v(: , 4) ; % no reshape needed
 s2 = s(4 , 4) ;
where the second stage results in the singular value σ−1(M1 − λ1C1) = 0.3011, reconstructingM∗ =
M − s1Y1X†1 − s2Y2X†2, (truncated result)
M∗ =
⎛⎜⎜⎜⎜⎜⎜⎝
−0.4157 0.8920 −1.0095 −0.1347 −0.8570 −0.5121
−1.6388 −0.3139 2.1445 −0.7043 0.7961 0.7354
−0.1234 0.6831 0.0846 0.2145 1.5815 1.0845
0.0634 −0.0383 −0.0960 −1.3158 −1.4666 0.9482
−1.3318 0.1007 1.3139 0.6814 −1.1711 1.5209
0.8230 0.2560 −0.1053 1.8049 0.8201 1.1801
⎞⎟⎟⎟⎟⎟⎟⎠ ,
which has the desired eigenvalues: −1, 1, 2 and optimal with ‖M − M∗‖2 = 0.9995, equal to the
maximum lower bound.
We next consider the Frank matrix of order 12,
F12 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
12 11 10 9 8 7 6 5 4 3 2 1
11 11 10 9 8 7 6 5 4 3 2 1
0 10 10 9 8 7 6 5 4 3 2 1
0 0 9 9 8 7 6 5 4 3 2 1
0 0 0 8 8 7 6 5 4 3 2 1
0 0 0 0 7 7 6 5 4 3 2 1
0 0 0 0 0 6 6 5 4 3 2 1
0 0 0 0 0 0 5 5 4 3 2 1
0 0 0 0 0 0 0 4 4 3 2 1
0 0 0 0 0 0 0 0 3 3 2 1
0 0 0 0 0 0 0 0 0 2 2 1
0 0 0 0 0 0 0 0 0 0 1 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
which is known for having several small ill-conditioned eigenvalues. We consider a perturbation that
places four of its eigenvalues at the points 0.1, 0.1i, −0.1i, −0.1. Continuing as before, we ﬁnd that
the optimal bound is b1234 = 6.9 × 10−4 = σ−4(K(F12, B, I12)) with
B =
⎛⎜⎜⎝
−0.1 1.6551 − 0.1315i 0.0596 + 0.0561i −0.0200 − 0.0005i
0 0.1i 2.7826 + 0.0587i 0.2310 − 0.1130i
0 0 −0.1i 3.7832 + 0.3042i
0 0 0 0.1
⎞⎟⎟⎠ .
One might ask what is the smallest M for which F12 has a large multiple eigenvalue for any
eigenvalue, a so-called bundle problem. Although we have not established a result with analogous to
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Theorem 9.7 for non-diagonalizableM∗, we can still make the attempt. Locally searching over λ ∈ R,
the sep boundmaximums areminimized atλ = 0.1077938191, andM∗ turns out to be reconstructible
with ‖M‖2 = 6.95667 × 10−5 (= σ−4(I4 ⊗ F12 − Bt ⊗ I12), maximized in B, over 4 × 4 upper-
triangular matrices with diagonal elements λ).
As Theorem 9.7 suggests, not every example meets with the success. Taking the following matrix
(also randomly generated and truncated to ﬁt the text)
M =
⎛⎝−2.14151 0.05321 0.372380 −0.21611 0.05795
0 0 0.47331
⎞⎠
and using the same approach to ﬁnd the nearest matrix with eigenvalues λ1, λ2, λ3 = − 14 , 0, 14 ,
the resulting bounds are b1 = 0.0338, b2 = 0.214, b3 = 0.218, b23 = 0.218, b13 = 0.218, b12 =
0.383, and b123 = 1.222. The best lower bound appears to be b123 with σ−3(I3 ⊗ M − Bt ⊗ I3) locally
maximized at
B =
⎛⎝−0.25 −1.36222 −0.032220 0 1.31074
0 0 0.25
⎞⎠.
The difﬁculty is that σ−3 is not isolated. The maximum occurs at σ−3 = σ−4 (precisely the condition
Theorem 9.7 tries to avoid), and it is not isolatable. We cannot reconstruct M and only have a lower
bound on ‖M‖2.
We can examine the real solutions of the polynomial system (33) and (34) with PHCPACK [28].
This involves one system of four polynomials of degree 18 (where B is 3 × 3), three systems of two
polynomials of degree 12 (where B is 2 × 2), and three systems of one polynomials of degree 6
(B is 1 × 1 and these are just SVDs with no free variables). PHCPACK is capable of ﬁnding the zeros of
these systems. An examination of each critical point shows that the optimal distance is 1.33055 . . . =
σ−3(I2 ⊗ M − Bt ⊗ I3), which is stationary (neither maximum not minimum) at B =
(−0.25 0
γ 0
)
with γ = −1.39882067914010 which results in a 2-normal of two stages (the second stage proceeds
no differently from that of our ﬁrst example) resulting in (to full precision)
M∗ =
⎛⎝−1.389319709383168 0.460412615633711 1.381046148795299−0.356056383631811 0.333771472186103 0.266544129894118
−1.028618221475270 0.259261828387407 1.055548237197058
⎞⎠.
Whether there might have been some more efﬁcient way to arrive at this result is not known at this
time.
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