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Abstract. We propose a new approach to constructing weak numerical methods for nding
solutions to stochastic systems with small noise. For these methods we prove an error estimate in
terms of products hi"j (h is a time increment, " is a small parameter). We derive various ecient
weak schemes for systems with small noise and study the Talay{Tubaro expansion of their global
error. An ecient approach to reducing the Monte-Carlo error is presented. Some of the proposed
methods are tested by calculating the Lyapunov exponent of a linear system with small noise.
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1. Introduction. Numerical methods adapted to specic systems can clearly be
more ecient than general methods. An important instance of a stochastic system is
given by a stochastic dierential equation with small noise, since often fluctuations,
which aect a dynamical system, are suciently small.
In [9] we studied the mean-square approximation of stochastic dierential equa-
tions with small noise. Mean-square numerical methods are themselves signicant.
Moreover, they are the basis for the construction of weak schemes. In many cases
numerical methods in the weak sense (cf. [5]{[8], [12, 14]) are appropriate for solving
physical problems by a Monte-Carlo technique. They are easier to implement than
mean-square methods and the required random variables can be eciently simulated.
However, for general systems, weak methods of more than second order tend to re-
quire laborious calculations. Besides, there are no suciently ecient high-order weak
Runge{Kutta schemes.
Below we systematically study weak numerical methods for a stochastic system
with small noise,
dX = a(t;X)dt+ "2b(t;X)dt+ "
qX
r=1
r(t;X)dWr(t); X(to) = Xo;(1.1)
where t 2 [to; T ], 0  "  "o, " is a small parameter, "0 is a positive number, X =
(X1; X2; : : : ; Xn), a(t; x) = (a1(t; x); : : : ; an(t; x)), b(t; x) = (b1(t; x); : : : ; bn(t; x)),
r(t; x) = (1r(t; x); : : : ; 
n
r (t; x)), r = 1; : : : ; q, are n-dimensional vectors, Wr(t), r =
1; : : : ; q, are independent standard Wiener processes, and X0 does not depend on
Wr(t)−Wr(t0), t0 < t  T; r = 1; : : : ; q.
The errors of the proposed methods will be estimated in terms of products hi"j ,
where h is the step-size of the discretization. Usually global error estimates are of the
form jE[f(X(T )) − f( X(T ))]j = O(hp + "khq); q < p, where f is a function from a
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WEAK SENSE METHODS FOR EQUATIONS WITH SMALL NOISE 2143
suciently large class and X(T ) is an approximation of the exact solution X(T ). The
time-step order of such a method is equal to q, which may be small. For small " the
product "khq will also become small, and consequently, so will the global error. This
allows us to construct eective weak methods with low time-step order but which
nevertheless have small errors.
2. Main theorem on estimating a method’s global error.
DEFINITION 2.1. A function f(x) belongs to the class F; f 2 F, if there are
constants K > 0 and   0 such that the inequality
jf(x)j  K(1 + jxj)(2.1)
holds for all x 2 Rn. A function f(s; x), which depends both on x 2 Rn and on a
parameter s 2 Q, belongs to the class F (with respect to x) if the inequality (2.1) holds
uniformly with respect to s 2 Q.
Note that below, the same letter K is used for various constants, and similarly,
K(x) is used for various functions, K(x) 2 F.
THEOREM 2.1. Assume that the following conditions hold.
(1) The coecients of the system (1.1) are continuous and satisfy a Lipschitz
condition with respect to x 2 Rn; they and their partial derivatives up to a suciently
high order belong to the class F.
(2) The error of a one-step approximation Xt;x(t+h) of the exact solution Xt;x(t+
h) of the system (1.1) with initial condition X(t) = X(t) = x can be estimated by
jEf(Xt;x(t+ h))− Ef( Xt;x(t+ h))j  K(x)[hp+1 +
X
l2S
hl+1"J(l)];K(x) 2 F;(2.2)
where the function f(x) and its partial derivatives up to a suciently high order
belong to the class F, S is a subset of the positive integers f1; 2; : : : ; p− 1g, and J is
a decreasing function from S to the positive integers.
(3) For a suciently large integer m the moments Ej Xkjm exist and are uniformly
bounded with respect to N , k = 0; 1; : : : ; N , and 0  "  "o.
Then for any N and k = 0; 1; : : : ; N ,
jEf(Xto;Xo(tk))− Ef( Xto;Xo(tk))j  K
"
hp +
X
l2S
hl"J(l)
#
;(2.3)
where the constant K depends on the function f(x), on the random variable Xo, and
on T .
The proof of Theorem 2.1 diers only little from the proof of the weak convergence
theorem given in [7, 8] and is therefore omitted.
Remark. If a method is such that it satises the inequality (2.2) with p > 0, then
Theorem 2.1 implies the convergence of the method. However, the primary concern
of Theorem 2.1 is to estimate the global error of a method in terms of h and ".
3. Construction of weak methods for a system with small noise. Return-
ing to the system (1.1) we introduce an equidistant discretization N of the interval
[to; T ]: N = ftk : k = 0; 1; : : : ; N ; to < t1 <    < tN = Tg; the time increment
h = tk+1 − tk; the approximation Xk; Xk, or X(tk) of the exact solution X(tk);
operators
L = L1 + "2L2;
L1 =
@
@t
+

a;
@
@x

=
@
@t
+
nX
i=1
ai
@
@xi
;
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2144 G. N. MILSTEIN AND M. V. TRET’YAKOV
L2 =

b;
@
@x

+
1
2
qX
r=1

r;
@
@x
2
=
nX
i=1
bi
@
@xi
+
1
2
qX
r=1
nX
i;j=1
ir
j
r
@2
@xi@xj
;
r =

r;
@
@x

=
nX
i=1
ir
@
@xi
;
and Ito integrals
Ii1;:::;ij (t; h) =
Z t+h
t
dWij (#)
Z #
t
dWij−1(#1)
Z #1
t
  
Z #j−2
t
dWi1(#j−1);
where i1; : : : ; ij are from the set of numbers f0; 1; : : : ; qg and dWo(#i) stands for d#i.
We assume that restrictions on the coecients of the system (1.1) are imposed,
which ensure the existence and uniqueness of the solution on the whole time inter-
val [to; T ]. For the construction of higher-order methods, the coecients must be
suciently smooth functions.
According to Theorem 2.1, to estimate the global error of a method we need
properties of the corresponding one-step approximation; i.e., to prove an error for
a weak method, we need the estimate (2.2). By using the Taylor expansion of the
function f it is possible to obtain the estimate (2.2), provided the inequalitiesE
mY
j=1
ij − E
mY
j=1
ij
  K(x)
 
hp+1 +
X
l2S
hl+1"J(l)
!
; m = 1; : : : ; s− 1;(3.1)
ij = Xij (t+ h)− xij ; ij = Xij (t+ h)− xij ; X(t) = X(t) = x; ij = 1; : : : ; n;
E
sY
j=1
j ij j  K(x)
 
hp+1 +
X
l2S
hl+1"J(l)
!
; ij = 1; : : : ; n;(3.2)
E
sY
j=1
jij j  K(x)
 
hp+1 +
X
l2S
hl+1"J(l)
!
; ij = 1; : : : ; n;(3.3)
hold. The number s in (3.1){(3.3) must be such that hk("h1=2)s−k = O(hp+1 +P
l2S h
l+1"J(l)) for k = 0; 1; : : : ; s.
To construct a one-step approximation, one frequently uses a truncated expansion
of the exact solution in terms of Ito integrals (for the stochastic Taylor-type expansion,
see [5], [8], [17]). On the basis of such an expansion, a one-step approximation ~X(t+h)
of weak order 3 can be derived for a general system (" = 1), which in the case of the
system (1.1) has the form
~X(t+ h) = x+ "
qX
r=1
rIr + h(a+ "2b) + "2
qX
i;r=1
irIir + "
qX
r=1
(L1 + "2L2)rIor
+"
qX
r=1
r(a+ "2b)Iro + h2(L1 + "2L2)(a+ "2b)=2;(3.4)
X(t+ h) = ~X(t+ h) + ~:(3.5)
The coecients r, a, b, ir, etc. in (3.4) are calculated at the point (t; x), and ~
in (3.5) is the remainder.
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WEAK SENSE METHODS FOR EQUATIONS WITH SMALL NOISE 2145
On the basis of the approximation (3.4) the following weak method with global
error O(h2) was derived in [7, 8] (see also [5]):
Xk+1 = Xk + "h1=2
qX
r=1
(rr)k + h(a+ "2b)k + "2h
qX
i;r=1
(irir)k
+"h3=2
qX
r=1
((L1 + "2L2)r(r − r))k + "h3=2
qX
r=1
(r(a+ "2b)r)k=2
+h2((L1 + "2L2)(a+ "2b))k=2;(3.6)
where the independent random variables are simulated according to
r = r=2; ir = (ir − γirir)=2; γir =
 −1; i < j;
1; i  j;
P ( = 0) =
2
3
; P ( = −
p
3) = P ( =
p
3) =
1
6
;
P ( = −1) = P ( = 1) = 1
2
:(3.7)
A higher-order method would have to be based on a one-step approximation of
weak order 4, which would be too complicated. However, as will be shown below, a
small modication of the one-step approximation (3.4) leads to an ecient method
with the local error O(h4 + "2h3).
The remainder ~ in (3.5) contains terms with factors "3h3=2; "2h2; "4h2; "h5=2;
"3h5=2; "5h5=2: Contribution of these terms to the local error of the one-step weak ap-
proximation is not worse than O("2h3); which follows from properties of Ito integrals
(see [5, 7, 8]). Additionally, ~ contains the term h3L21a=6; which yields a contribution
to the local error of the one-step weak approximation equal to O(h3); and terms, for
example, "2h3, h4, etc., which contribute to the local error not more than O("2h3): It
is clear that moving the term h3L21a=6 from ~ to ~X leads to a new one-step approxima-
tion which is not essentially more complicated, but is at the same time considerably
more accurate than the previous one. Of course, this preliminary reasoning requires
a strict proof. The proof is given below and is a consequence of the results in [7, 8].
We consider a new approximation ~X (here, since it can be done without causing
ambiguity, we use the same notation ~X and ~ for the new one-step approximation
and its remainder):
~X(t+ h) = x+ "
qX
r=1
rIr + h(a+ "2b) + "2
qX
i;r=1
irIir + "
qX
r=1
(L1 + "2L2)rIor
+"
qX
r=1
r(a+ "2b)Iro + h2(L1 + "2L2)(a+ "2b)=2 + h3L21a=6:(3.8)
Using the properties of the Ito integral we obtain
jE~j  K(x)[h4 + "2h3]; E~2  K(x) h8 + "2h5 + "6h3 ; jE(~  "Ir)j  K(x)"2h3;
jE(~  "2Iir)j  K(x)"4h3; jE(~  "Iro)j  K(x)"2h4;
jE(~  "Ior)j  K(x)"2h4; jE(~  "Ii  "Ir)j  K(x)"4h3; i; r = 1; : : : ; q;(3.9)
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2146 G. N. MILSTEIN AND M. V. TRET’YAKOV
which yields the inequalitiesE
mY
j=1
ij − E
mY
j=1
~ij
  K(x)(h4 + "2h3); m = 1; : : : ; 5;(3.10)
~ij = ~Xij (t+ h)− xij ; ij = 1; : : : ; n:
The inequalities (3.10) are valid because (1) the inequalities (3.10) for m = 1; 2 follow
directly from (3.9); (2) it is clear that the odd (third and fth) moments have a
degree of smallness not worse than the rst moments, while the fourth moments are
not worse than the second.
The approximation ~X uses multiple Ito integrals Iir which cannot be easily sim-
ulated. For this reason we shall try, as previously in [7], [8], to construct yet another
approximation X such that the inequalitiesE
mY
j=1
~ij − E
mY
j=1
ij
  K(x)(h4 + "2h3); ij = 1; : : : ; n; m = 1; : : : ; 5(3.11)
hold but X contains only suciently simple random variables. Note that the inequal-
ities (3.1) for m = 1; : : : ; 5 and with right-hand sides K(x)(h4 + "2h3) follow directly
from (3.10) and (3.11).
Let us now construct the approximation X on the basis of ~X in the form
X = x+"h1=2
qX
r=1
rr+h(a+"2b)+"2h
qX
i;r=1
irir+"h3=2
qX
r=1
(L1 +"2L2)r(r−r)
+"h3=2
qX
r=1
r(a+ "2b)r + h2(L1 + "2L2)(a+ "2b)=2 + h3L21a=6;(3.12)
where the random variables r; ir; r are such that the inequalities (3.2) with s = 6
and with right-hand sides K(x)(h4 + "2h3), as well as the inequalities (3.11), hold.
To satisfy these inequalities it is sucient, for instance, to simulate the used random
variables as in (3.7) (see [7, 8]). The inequalities (3.2) and (3.3) with s = 6 and with
right-hand sides K(x)(h4 + "2h3) are obviously valid because each term of  = X−x
and of  = X − x has a degree of smallness with respect to h which is at least 1=2;
while the term with order 1=2 is multiplied by ".
So we have proved the inequalities (3.1){(3.3) with s = 6 and with right-hand
sides K(x)(h4 + "2h3) for the approximation X. If we now expand f(X(t + h)) in
powers of i = Xi − xi and f( X(t+ h)) in powers of i = Xi − xi at the point x by
means of the Taylor formula with Lagrangian remainder containing terms of order 6,
then, as mentioned above, (3.1){(3.3) imply the inequality (2.2) with right-hand sides
K(x)(h4 + "2h3). Hence, according to Theorem 2.1, the weak method
Xk+1 = Xk + "h1=2
qX
r=1
(rr)k + h(a+ "2b)k + "2h
qX
i;r=1
(irir)k
+"h3=2
qX
r=1
((L1 + "2L2)rr)k=2 + "h3=2
qX
r=1
(r(a+ "2b)r)k=2
+h2((L1 + "2L2)(a+ "2b))k=2 + h3(L21a)k=6(3.13)
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WEAK SENSE METHODS FOR EQUATIONS WITH SMALL NOISE 2147
corresponding to the one-step approximation X from (3.12), with the random vari-
ables (r)k and (ir)k simulated at each step according to (3.7), has the global error
O(h3 + "2h2). This method is of second order in h just like the standard second-order
method (3.6), which provides an error O(h2). But the term h2 in the error of the
method (3.13) is multiplied by "2. That is why the new method has smaller error
than the standard scheme (3.6).
Above we shifted a term which is suciently simple to simulate from the remain-
der to the method, thereby reducing the error. However, we can also shift some more
complicated terms, multiplied by ", from the method to the corresponding remain-
der. Such a procedure reduces the computational costs (which, of course, is important
for applications) while it does not lead to a substantial increase of the error.
For instance, by shifting the complicated (from a computational point of view)
terms "3h3=2L2rr=2 and "4h2L2b=2 from the weak approximation (3.12) to its re-
mainder we obtain a further method for solving the system (1.1). It can be seen that
such a method has a global error O(h3 + "4h). Moreover, if we additionally transfer
the terms "2hirir and "3h3=2rbr=2 from approximation (3.12) to its remainder,
it can be proved (such a proof essentially uses the equalities Er = 0; Eir = 0,
Eirj = 0) that we do not lose the accuracy of the corresponding method, with
respect to both h and ". We nally arrive at the method
Xk+1 = Xk + "h1=2
qX
r=1
(rr)k + h(a+ "2b)k + "h3=2
qX
r=1
(L1rr)k=2
+"h3=2
qX
r=1
(rar)k=2 + h2((L1 + "2L2)a)k=2
+"2h2(L1b)k=2 + h3(L21a)k=6;(3.14)
the global error of which is O(h3 + "4h). For its realization, it is sucient to simulate
only q independent random variables r according to the law P ( = −1) = P ( =
1) = 1=2. The time-step order of the method (3.14) is equal to 1, i.e., it is lower
than the time-step order of the method (3.13) and of the standard method (3.6).
Nevertheless, for small " the error behavior of method (3.14) is acceptable. If we,
for instance, choose a time-step h with h = C", 0 <  < 4, method (3.14) even
beats the standard method (3.6) as far as the degree of smallness with respect to " is
concerned. Furthermore, if we choose a time-step h = C", 0 <   2, then method
(3.14) is not worse than method (3.13) in the same sense. We want to emphasize
that, additionally, method (3.14) requires fewer calculations of both the number of
simulated random variables and the number of arithmetic operations.
Thus, we have briefly explained how to construct weak methods for a system
with small noise. Let us stress that to put these new methods on a sound basis, one
must thoroughly analyze the remainder, prove relations like (3.9) and inequalities like
(3.1){(3.3) for appropriate p, S, and J(l), and then apply Theorem 2.1.
4. Taylor-type weak methods. We aim at constructing weak methods that
have small errors (under the condition that " is a small parameter) and are suciently
eective with respect to their computational costs. For the system (1.1) we obtain
Taylor-type weak methods with errors O(h2 +"2h); O(h2 +"4h); O(h3 +"2h); O(h3 +
"4h); O(h3 + "2h2); O(h3 + "4h2); O(h4 + "2h); O(h4 + "2h2 + "4h); O(h4 + "4h),
O(h4 +"2h2); O(h4 +"4h2). In section 3 we have derived methods with errors O(h3 +
"4h) and O(h3 + "2h2): More methods can be derived in the same manner. In this
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2148 G. N. MILSTEIN AND M. V. TRET’YAKOV
section we state several methods with errors O(h4 +   ). Others can be found in the
preprint [11]. There one also can nd some implicit methods.
By the approach stated above, it is possible to derive methods with errors O(h5 +
  ), O(h6 +   ), etc. But we do not write them down because most popular deter-
ministic schemes have orders not higher than 4. Note that it is also possible to derive
methods with errors O(h3 +"6h2), O(h4 +"6h2), O(h4 +"h3),  = 2; : : : ; 8, but they
require huge computational eorts.
We introduce the notation R for the global error of a method.
Note that all random variables used are mutually independent.
Methods O(h4 +   ). Our method with error R = O(h4 + "2h) has the form
Xk+1 = Xk + "h1=2
qX
r=1
(rr)k + h(a+ "2b)k
+h2(L1a)k=2 + h3(L21a)k=6 + h
4(L31a)k=24;(4.1)
where the random variables r are simulated using
P ( = −1) = P ( = 1) = 1
2
:(4.2)
Our method with error R = O(h4 + "4h) has the form
Xk+1 = Xk + "h1=2
qX
r=1
(rr)k + h(a+ "2b)k + "h3=2
qX
r=1
(L1r(r=2− r))k
+"h3=2
qX
r=1
(ra(r=2 + r))k + h2(L1(a+ "2b))k=2 + "2h2(L2a)k=2
+"h5=2
qX
r=1
((L21r + L1ra+ rL1a)r)k=6 + h
3(L21(a+ "
2b))k=6
+"2h3((L1L2 + L2L1)a)k=6 + h4(L31a)k=24;(4.3)
where the random variables r and r are simulated as
P ( = −1) = P ( = 1) = 1
2
; P

 = − 1p
12

= P

 =
1p
12

=
1
2
:(4.4)
Our method with error R = O(h4 + "2h2) has the form
Xk+1 = Xk + "h1=2
qX
r=1
(rr)k + h(a+ "2b)k + "2h
qX
i;r=1
(irir)k
+"h3=2
qX
r=1
((L1 + "2L2)rr)k=2 + "h3=2
qX
r=1
(r(a+ "2b)r)k=2
+h2((L1 + "2L2)(a+ "2b))k=2 + h3(L21a)k=6 + h
4(L31a)k=24;(4.5)
where the random variables r and ir are simulated according to [7, 8]:
P ( = 0) =
2
3
; P ( = −
p
3) = P ( =
p
3) =
1
6
; ir = (ir − γirir)=2;
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γir =
 −1; i < r
1; i  r ; P ( = −1) = P ( = 1) =
1
2
(4.6)
or [14]:
P ( = 0) =
2
3
; P ( = −
p
3) = P ( =
p
3) =
1
6
;
ir = (ir − ir)=2; ii = 1; ir = −ri; i 6= r;
P (ir = −1) = P (ir = 1) = 12 ; i < r:(4.7)
Our method with error R = O(h4 + "4h2) has the form
Xk+1 = Xk + "h1=2
qX
r=1
(rr)k + h(a+ "2b)k + "2h
qX
i;r=1
(irir)k
+"h3=2
qX
r=1
((L1 + "2L2)r(r − r))k + "h3=2
qX
r=1
(r(a+ "2b)r)k
+h2((L1 + "2L2)(a+ "2b))k=2 + "h5=2
qX
r=1
((L21r + L1ra+ rL1a)r)k=6
+h3(L21(a+ "
2b))k=6 + "2h3((L1L2 + L2L1)a)k=6 + h4(L31a)k=24;(4.8)
where r, ir, and r are simulated, for example, according to
ir = (ir − γirir)=2; γir =
 −1; i < r;
1; i  r; P ( = −1) = P ( = 1) =
1
2
;
P ( = 0) =
2
3
; P ( = −
p
3) = P ( =
p
3) =
1
6
; r = r=2 + r=
p
12:(4.9)
Remark on how to choose the increment h given ": Below we discuss the interde-
pendence of the time increment h and the parameter " in the methods of this section.
We rst choose the time increment h to be h = C". Then the global error of a
method can be estimated in powers of the small parameter " by
R = O(");
where
 = min

p;min
l2S
(l + J(l))

:
If h = C", method (4.8) has R = O("4 + "2+4), while the method (4.1) yields
R = O("4 + "+2). In the case of 0 <   2=3, both errors are bounded by O("4),
and so both methods have the same order with respect to ". However, if  > 2=3,
method (4.8) has higher order with respect to " than (4.1) (for instance, if  = 2,
we have O("8) for (4.8) and O("4) for (4.1)). Thus, in the case of a comparatively
large time increment h compared to " (this is of interest mainly if " is suciently
small, i.e., when the error, estimated by " , is not large), complicated methods like
(4.8) and suciently simple methods like (4.1) have the same order in ". In such a
situation simple methods are usually preferable because of their considerably lower
computational costs. But if one wants to reach an error of high order with respect to
", complicated methods are preferable.
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2150 G. N. MILSTEIN AND M. V. TRET’YAKOV
5. Weak Runge{Kutta methods. To avoid costly calculations of derivatives
in the methods of section 4 we propose Runge{Kutta schemes. Below we consider
(i) full (derivative-free) Runge{Kutta schemes and (ii) Runge{Kutta schemes without
derivatives of the coecients a(t; x) and b(t; x) but with derivatives of the diusion
coecients r(t; x) (semi-Runge{Kutta schemes) which may be useful in the case of
simple functions r.
It is known (see [5], [8]) that in the case of a general system with "  1 there are
no entirely constructive higher-order Runge{Kutta schemes. For systems with small
noises we obtain full Runge{Kutta methods with errors O(h2 + "2h), O(h2 + "4h),
O(h3 + "2h), O(h3 + "4h), O(h4 + "2h), O(h4 + "2h2 + "4h), and O(h4 + "4h). For
higher orders we have succeeded in constructing semi-Runge{Kutta schemes with
errors O(h3 + "2h2), O(h3 + "4h2), O(h4 + "2h2) and O(h4 + "4h2).
In this section we state several methods with errors O(h2 +   ) and O(h4 +   ):
Other Runge{Kutta methods for general systems with small noise and full Runge{
Kutta methods for systems with small additive noise (for instance, full Runge{Kutta
method with the error O(h4 + "4h2)) can be found in our preprint [11]. Note that
in [11] we also give a few full Runge{Kutta methods for systems with small colored
noise, for instance, a scheme with error O(h4 + "2h3) and a full Runge{Kutta method
with error O(h3) for general systems with colored noise, which has not been proposed
previously (see [10] and references therein).
In the appendix (section 10) we give a detailed derivation of our semi-Runge{
Kutta scheme O(h4 + "2h2). The other Runge{Kutta methods can be derived in the
same manner.
To construct Runge{Kutta methods for system (1.1) we use as a subsidiary tool
deterministic Runge{Kutta methods. To this end we select specic deterministic
schemes which from our point of view are most appropriate. Obviously, it is possible to
derive families of stochastic Runge{Kutta methods which are similar to the proposed
ones but use dierent deterministic Runge{Kutta schemes.
Methods O(h2 +   ): Our method with error R = O(h2 + "2h) has the form
Xk+1 = Xk + "h1=2
qX
r=1
(rr)k + "2hbk + h(ak + a(tk+1; Xk + hak))=2;(5.1)
where r are as in (4.2).
Our method with error R = O(h2 + "4h) has the form
Xk+1 = Xk + "h1=2
qX
r=1
(r(tk; Xk) + r(tk+1; Xk + hak))rk=2 + h
 
ak + a
 
tk+1; Xk
+"h1=2
qX
r=1
(rr)k + h(a+ "2b)k
!!
=2 + "2h(bk + b(tk+1; Xk + hak))=2;(5.2)
where r are as in (4.2).
Methods O(h4 +   ): Our method with error R = O(h4 + "2h) has the form
Xk+1 = Xk + "h1=2
qX
r=1
(rr)k + "2hbk + (k1 + 2k2 + 2k3 + k4)=6;(5.3)
where
k1 = hak; k2 = ha(tk+1=2; Xk + k1=2); k3 = ha(tk+1=2; Xk + k2=2);
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k4 = ha(tk+1; Xk + k3);(5.4)
and r are as in (4.2).
Our method with error R = O(h4 + "2h2 + "4h) has the form
Xk+1 = Xk + "h1=2
qX
r=1
(r(tk; Xk) + r(tk+1; Xk + hak))rk=2
+(k1 + 2k2 + 2k3 + k4)=6 + "2h(bk + b(tk+1; Xk + hak))=2;(5.5)
where
k1 = hak; k2 = ha(tk+1=2; Xk+k1=2); k3 = ha
 
tk+1=2; Xk + "h1=2
qX
r=1
(rr)k + k2=2
!
;
k4 = ha
 
tk+1; Xk + "h1=2
qX
r=1
(rr)k + k3 + 3"2hbk
!
;(5.6)
and r are as in (4.2).
Our method with error R = O(h4 + "4h) has the form
Xk+1 = Xk + "h1=2
qX
r=1
(r(tk; Xk)(r + 6r)k + 4r(tk+1=2; Xk + k2=2)rk
+r(tk+1; Xk + k1)(r − 6r)k)=6 + h
 
a
 
tk; Xk + "h1=2
qX
r=1
(rr)k
!
(5.7)
−a
 
tk; Xk − "h1=2
qX
r=1
(rr)k
!!
=2 + (k1 + 2k2 + 2k3 + k4)=6 + "2(l1 + 3l2)=4;
where
k1 = hak; k2 = ha(tk+1=2; Xk + k1=2);
k3 = ha
 
tk+1=2; Xk + "h1=2
qX
r=1
(rr)k + k2=2 + "2l1=4 + 3"2l2=4
!
;
k4 = ha
 
tk+1; Xk + "h1=2
qX
r=1
r(tk+1; Xk + k1)rk + k3 + "
2l1
!
;
l1 = hbk; l2 = hb(tk + 2h=3; Xk + 2k1=9 + 4k2=9);(5.8)
and r; r are simulated as in (4.4). This full Runge{Kutta method requires six
recalculations of the function a(t; x), three recalculations of the functions r(t; x),
and two recalculations of the function b(t; x).
Our method with error R = O(h4 + "2h2) has the form
Xk+1 = Xk + "h1=2
qX
r=1

r(tk; Xk) + r(tk+1; Xk)

rk=2 + "
2h
qX
i;r=1
(irir)k
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2152 G. N. MILSTEIN AND M. V. TRET’YAKOV
+"h3=2
qX
r=1
nX
i=1

ai
@r
@xi
r

k
=2 + "3h3=2
qX
r=1
(L2rr)k=2 + (k1 + 2k2 + 2k3 + k4)=6
+"2h
 
bk + b
 
tk+1; Xk + "h1=2
qX
r=1
(rr)k + h(a+ "2b)k
!!
=2;(5.9)
where ki; i = 1; : : : ; 4, are from (5.6) and the used random variables r, ir are
simulated as in method (4.5). Method (5.9) contains rst and second derivatives of
the functions r with respect to x. This method is derived in the appendix (see
section 10).
Note that for a single noise term (q = 1) we succeeded in constructing a full
Runge{Kutta method with error O(h4 + "2h2) (see [11]).
Our method with error R = O(h4 + "4h2) has the form
Xk+1 = Xk + "h1=2
qX
r=1
(r(tk; Xk)(r + 6r)k + 4r(tk+1=2; Xk + k2=2)rk
+r(tk+1; Xk + k1)(r − 6r)k)=6 + h
 
a
 
tk; Xk + "h1=2
qX
r=1
(rr)k
!
−a
 
tk; Xk − "h1=2
qX
r=1
(rr)k
!!
=2 + "2h
qX
i;r=1
(irir)k
+"3h3=2
qX
r=1
(L2rr)k=2 + (k1 + 2k2 + 2k3 + k4)=6 + "2(l1 + 3l2)=4;(5.10)
where
k1 = hak; k2 = ha(tk+1=2; Xk + k1=2);
k3 = ha
 
tk+1=2; Xk + "h1=2
qX
r=1
(rr)k + k2=2 + "2l1=4 + 3"2l2=4
!
;
k4 = ha
 
tk+1; Xk + "h1=2
qX
r=1
r(tk+1; Xk + k1)rk + k3 + "
2l1
!
;
l1 = hb
 
tk; Xk + "h1=2(1 +
p
3)
qX
r=1
(rr)k=2
!
; l2 = hb
 
tk+2h=3; Xk+2"2l1=3
+2k1=9 + 4k2=9 + "h1=2(3−
p
3)
qX
r=1
(rr)k=6
!
;(5.11)
and the used random variables are simulated using
P ( = 0) =
2
3
; P ( = −
p
3) = P ( =
p
3) =
1
6
; P ( = −1) = P ( = 1) = 1
2
;
ir = (ir − γirir)=2; γir =
 −1; i < r;
1; i  r; r = r=
p
12:(5.12)
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6. Stratonovich system with small noise. It is known that a stochastic
system in the Stratonovich sense (marked by \*"),
dX = a(t;X)dt+ "2c(t;X)dt+ "
qX
r=1
r(t;X)  dWr; X(to) = Xo; t 2 [to; T ];(6.1)
is equivalent to the following system in the Ito sense:
dX = a(t;X)dt+ "2b(t;X)dt+ "
qX
r=1
r(t;X)dWr;(6.2)
where
b(t; x) = c(t; x) +
1
2
qX
r=1
@r
@x
(t; x)r(t; x):(6.3)
In sections 4 and 5 we have proposed weak methods for the Ito system having the
form of (6.2). Thus, the methods of sections 4 and 5 are also appropriate for the
Stratonovich system (6.1). Note that the full Runge{Kutta methods of section 5 are
no longer full when applied to system (6.1), since b(t; x) in (6.3) contains derivatives
@r
@x . However, if the diusion coecients r are simple functions, the methods of
section 5 may be ecient and useful for the Stratonovich system (6.1). Nevertheless,
in some cases we obtain the full Runge{Kutta schemes for (6.1) (see [11]).
7. Talay{Tubaro expansion of the global error. Talay and Tubaro proved
in [16] that it is possible to expand the global errors of methods for stochastic systems
in powers of time increment h. Their approach is analogous to the Runge extrapolation
method for ordinary dierential equations and allows us to estimate the global error
as well as to improve the accuracy of the method. Below we expand the global error
not only in powers of the time increment h, but also in powers of the small parameter
". Therefore, we cannot directly apply the Talay{Tubaro theorem.
THEOREM 7.1. The global error of the method
Xk+1 = Xk + "h1=2
qX
r=1
(rr)k + h(a+ "2b)k + h2(L1a)k=2;(7.1)
P ( = −1) = P ( = 1) = 1
2
is
R = O(h2 + "2h) = C1(")h2 + "2C2(")h+O(h3 + "2h2);(7.2)
where the functions Ci("), i = 1; 2; do not depend on h and are equal to Ci(") =
Coi +O("
2), and the constants Coi , i = 1; 2, do not depend on both h and ".
For the proof of Theorem 7.1 and the expressions for the coecients Ci("), we
refer to the appendix (section 11). The same proof shows that the expansions of the
global error for other methods can be obtained in the same way as expansion (7.2)
for method (7.1). For instance, for method (4.3) with error O(h4 + "4h), we have
R = C1(")h4 + "2C2(")h3 + "4C3(")h2 + "4C4(")h+O(h5 + "6h2):
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An expansion like (7.2) can be used to derive extrapolation schemes as follows. Simu-
late u"(to; Xo) = Ef(X"to;Xo(T )) twice using method (7.1) for given " but with varying
time-steps h1 = h, h2 = h;  > 0;  6= 1: We obtain u";h1(to; Xo) = Ef( X";h1to;Xo(T )),
u";h2(to; Xo) = Ef( X
";h2
to;Xo
(T )). We can expand
u" = u";h1 + C1(")h21 + "
2C2(")h1 +O(h3 + "2h2)
and
u" = u";h2 + C1(")h22 + "
2C2(")h2 +O(h3 + "2h2):
This yields
"2C2(") = "2 C2(")− Co1  (h1 + h2) +O(h2 + "2h);(7.3)
where "2 C2(") is given by
"2 C2(") = (u";h1 − u";h2)=(h2 − h1):
On the other hand, using method (7.1) and setting " = 0 with varying time-steps
h1, h2, we obtain uo;h1(to; Xo) = f( X
o;h1
to;Xo
(T )), uo;h2(to; Xo) = f( X
o;h2
to;Xo
(T )); where
Xo;hito;Xo(t) is the corresponding approximation to the solution X
o
to;Xo
(t) of the deter-
ministic system. Then the Runge extrapolation method yields
C1(0) = Co1 = C
o
1 +O(h);(7.4)
where Co1 can be calculated by
Co1 =
(
uo;h1 − uo;h2 =(h22 − h21):
By (7.3) and (7.4) we obtain an improved value u"imp with error O(h
3 + "2h2) by
letting
u"imp = u
";h1 + "2 C2(")h1 − Co1h1h2:(7.5)
In the same spirit, using three recalculations of u"(to; Xo) = Ef(X"to;Xo(T )) by
method (7.1) for given " and with varying time-steps, one can also nd C1(") and
C2(") from (7.2) and obtain yet another improved value.
We conclude that according to our approach to the construction of weak methods
for a system with small noise, we can shift some terms, which contribute to the
error proportionally to hi"j , from the method to its remainder and vice versa. By
calculating the constants Ci(") it is possible to estimate the proper weights of the
terms in the sums above and to select the most appropriate scheme for solving a
given system with small noise, keeping both computational costs low and accuracy
high.
8. Reduction of the Monte-Carlo error. Let us calculate the expectation
Ef(X(T )) by a Monte-Carlo technique using a weak method for the solution of system
(1.1). Then, as is already known, two kinds of errors arise: the error of the weak
method, which was considered in the previous sections, and the Monte-Carlo error
which will be discussed below. We have
Ef( X(T ))  1
N
NX
m=1
f( X(m)(T )) cp
N

Df( X(T ))
1=2
;(8.1)
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where N is the number of independent realizations X(m) simulated by a weak method
and c is some constant. If, for instance, the constant c is equal to 1, 2, or 3; the
corresponding calculated value belongs to the interval dened by (8.1) with condence
probability 0:68; 0:95; or 0:997; respectively.
If Df( X(T )) is close to Df(X(T )), the Monte-Carlo error can be estimated by
c [Df(X(T ))=N ]1=2. If Df(X(T )) is large, to achieve the required accuracy, we must
choose N suciently large, which increases the computational costs. If we succeed
in constructing a variable Z instead of f(X(T )); such that EZ = Ef(X(T )) but
DZ  Df(X(T )), a simulation of the variable Z instead of f(X(T )) would yield
more accurate results without increasing the computational eort.
One approach to constructing such a Z was proposed in [8]. As will be shown
below, this approach allows us to eectively reduce the Monte-Carlo error of a system
with small noise.
Together with system (1.1), consider the following:
dX = a(t;X)dt+ "2b(t;X)dt− "
qX
r=1
r(t;X)r(t;X)dt+ "
qX
r=1
r(t;X)dWr;
dY = "
qX
r=1
r(t;X)Y dWr;(8.2)
where r and Y are scalars.
According to the Girsanov theorem for any r, we have
yEf(Xs;x(T ))j(1:1) = E (Ys;x;y(T )f(Xs;x(T ))) j(8:2):(8.3)
The function u(s; x) = Ef(Xs;x(T ))j(1:1) satises the equation
Lu  @u
@s
+
nX
i=1
ai
@u
@xi
+ "2
nX
i=1
bi
@u
@xi
+
"2
2
qX
r=1
nX
i=1
nX
j=1
ir
j
r
@2
@xi@xj
= 0(8.4)
subject to the following condition at the instant T :
u(T; x) = f(x):(8.5)
Under suciently mild conditions on the coecients and on the function f; the solu-
tion u(s; x) = u"(s; x) of problem (8.4){(8.5) has the form (see [3, Chap. 2])
u"(s; x) = uo(s; x) + "2u1(s; x; "):(8.6)
The function uo satises the rst-order partial dierential equation
@u
@s
+
nX
i=1
ai
@u
@xi
= 0(8.7)
under condition (8.5). Obviously, the solution of (8.7) has the form
uo(s; x) = f(Xos;x(T ));(8.8)
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where Xos;x is the solution of the Cauchy problem for the deterministic system of
dierential equations
dX
dt
= a(t;X); X(s) = x:(8.9)
Applying the Ito formula along the solution of the system (8.2) we get the following
expression (note that here Lu = 0):
d [u(t;Xs;x(t))Ys;x;y(t)] = LuY dt− "
qX
r=1
r

r;
@u
@x

Y dt+ "
qX
r=1

r;
@u
@x

Y dWr(t)
+u
qX
r=1
rY dWr(t) + "
qX
r=1

r;
@u
@x

rY dt =
qX
r=1

"

r;
@u
@x

+ ru

Y dWr(t):
Then
u(t;Xs;x(t))Ys;x;y(t) = u(s; x)y +
tZ
s
qX
r=1

"

r;
@u
@x

+ ru

Y dWr(t):(8.10)
If we suppose that t = T , y = 1, r  0, we obtain
f(Xs;x(T )) = u(s; x) +
TZ
s
"
qX
r=1

r;
@u
@x

dWr(t):
Therefore
Df(Xs;x(T )) = "2
TZ
s
E
"
qX
r=1

r;
@u
@x
#2
dt(8.11)
because u(s; x) = Ef(Xs;x(T ))j(1:1).
Thus, if we calculate Ef(X(T )) by a Monte-Carlo technique using a weak method
for solving system (1.1), then the Monte-Carlo error, evaluated by c[Df( X(T ))=N ]1=2
and close to c[Df(X(T ))=N ]1=2, contains a small factor equal to ".
As can be seen from (8.3), the mean value EZ = E (Ys;x;y(T )f(Xs;x(T ))) j(8:2)
does not depend on r, whereas D (Ys;x;y(T )f(Xs;x(T ))) j(8:2) does depend on r. So
below we will select functions r; r = 1; : : : ; q; such that the variance DZ becomes
less than the variance (8.11).
Assume that f > 0: Then uo > 0. Note that if the function f is not positive
but there are constants K and C such that Kf + C > 0; we can take the function
g = Kf + C instead. Then we can simulate Eg and nally obtain Ef .
Setting t = T , y = 1 in formula (8.10) and
r = − "
uo

r;
@uo
@x

; r = 1; : : : ; q;(8.12)
we obtain
f(Xs;x(T ))Y = u(s; x) +
TZ
s
"3
qX
r=1

r;
@u1
@x

−

r;
@uo
@x

u1
uo

dWr(t):
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Therefore
D [f(Xs;x(T ))Y ] = "6
TZ
s
E
 
qX
r=1

r;
@u1
@x

−

r;
@uo
@x

u1
uo
!2
dt:
Hence, the Monte-Carlo error for system (8.2) with r chosen from (8.12) inherits a
small factor equal to "3.
System (8.2) with r from (8.12) is again a system with small noise, and all
methods proposed above are suitable for nding its solution. We observe that, even
if the number N of simulations is small, the Monte-Carlo error for this system will be
reasonably small. Of course, in order to apply the approach outlined above, we must
know the function uo(s; x).
9. Simulation of the Lyapunov exponent of a linear system with small
noise. Lyapunov exponents are useful when investigating stability of a dynamic
stochastic system [1], [4]. Talay [15] (see also [5]) previously proposed a numerical ap-
proach to calculating Lyapunov exponents, based on the ergodic property: using weak
methods Lyapunov exponents are calculated by simulating a single trajectory. This
procedure is appealing because it is intuitive and computationally cheap. However, it
is dicult to analyze the errors arising from this approach.
Below we calculate the Lyapunov exponent as a convenient example to illustrate
the correctness and eciency of our proposed methods. We also pay attention to
analysis of the errors.
For our numerical tests we take the following two-dimensional linear Ito stochastic
system:
dX = AXdt+ "
qX
r=1
BrXdWr;(9.1)
where X is a two-dimensional vector, A and Br are constant 22-matrices, Wr are
independent standard Wiener processes, and " > 0 is a small parameter.
In the ergodic case there exists a unique Lyapunov exponent  of system (9.1)
(cf. [4]), with
 = lim
t!1
1
t
E(t) = lim
t!1
1
t
(t) a.s.,
where (t) = ln jX(t)j, and X(t), t  0, is a nontrivial solution to system (9.1).
If D((t))!1 for t!1, then [4]
E

(t)
t
− 
2
= D

(t)
t
(
1 + ’2(t)

;(9.2)
where ’(t)! 0 for t!1. It is not dicult to show that D((t)=t)! 0 for t!1.
From (9.2) and the equality
D

(t)
t

= E

(t)
t
− 
2
−

E

(t)
t

− 
2
;
we have E (t)t

− 
 = ’(t) D(t)t
1=2
:(9.3)
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Herein we consider system (9.1) with the matrices A and Br of the form
A =

a c
−c a

; Br =

br dr
−dr br

; r = 1; 2:(9.4)
In this case the Lyapunov exponent is (cf. [2])
 = a+
"2
2
2X
r=1
[(dr)2 − (br)2]:(9.5)
By a Monte-Carlo technique we numerically calculate the function
(T ) =
1
T
E(T )  (T ) = 1
T
E(T ); (T ) = ln j X(T )j:(9.6)
The function (t) in the limit of large time (t!1) tends to the Lyapunov exponent
. In this case three errors arise: (1) the method error, i.e., jE(T )=T − E(T )=T j;
(2) the Monte-Carlo error which is bounded by c[D((T )=T )]1=2=
p
N (see (8.1)), and
(3) the error with respect to the choice of integration time T (see (9.3)).
As can be seen from our computational results, the third error, i.e., j(T )− j =
jE ((T )=T )− j, is negligibly small, at any rate for T  2, as compared to both the
method error and the Monte-Carlo error.
In our case the function [D((T )=T )]1=2 tends to zero with rate 1=
p
T . So the
Monte-Carlo error is proportional to 1=
p
TN . Therefore, to reduce the Monte-Carlo
error we can increase either N or T . As far as the computational costs are concerned,
it does not matter whether we increase N or T . In our case Talay’s approach requires
the same computational costs as the simulation of Lyapunov exponents by a Monte-
Carlo technique. But using Monte-Carlo simulations we not only nd E(T )=T , but
also D((T )=T ); which is useful for estimating errors.
We simulate the system (9.1) by four dierent weak schemes: (i) method (7.1) with
error O(h2 + "2h); which is the simplest method among the schemes proposed in this
paper, (ii) method (9.7) with error O(h2 + "4h); (iii) the standard method (3.6) with
error O(h2); and (iv) the semi-Runge{Kutta scheme (5.10) with error O(h4 + "4h2);
which is the most accurate scheme (in the sense of product "ihj) among the methods
we proposed in this paper for a general system with small noise. Method (ii) for
system (1.1) has the form
Xk+1 = Xk + "h1=2
qX
r=1
(rr)k + h(a+ "2b)k + "h3=2
qX
r=1
(L1rr)k=2
+"h3=2
qX
r=1
(rar)k=2 + h2(L1(a+ "2b))k=2 + "2h2(L2a)k=2;(9.7)
where the random variables r are simulated using
P ( = −1) = P ( = 1) = 1
2
:
From Table 1 and Figures 1, 2 we can infer that the proposed methods for a
system with small noise require less computational eort than the standard ones.
From Figure 1 one can also deduce that the methods O(h2 +   ) with time-step
h = "1=2 (i.e., their errors are O(")) give similar results. Method (7.1) gives rise to
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TABLE 1
Computational results for the Lyapunov exponent (T ) for a = −2, c = 1, b1 = b2 = 2,
d1 = 1, d2 = −1, " = 0:2, X1(0) = 0, X2(0) = 1, T = 10, and for various steps h averaged over
N realizations, where N = 4  104 for the methods O(h2 +   ) and N = 1  106 for the method
O(h4 + "4h2). The exact solution is  = −2:12.
1
N
qP
m=1
(m)(T )=T  2p
N
 
1
N
qP
m=1

(m)(T )=T
2 −  1
N
qP
m=1
(m)(T )=T
2!1=2
h
0:3
0:2
0:1
0:05
O(h2 + "2h) O(h2 + "4h) O(h2) O(h4 + "4h2)
−2:461 0:004 −2:067 0:002 −2:067 0:002 −2:1228 0:0004
−2:290 0:003 −2:106 0:002 −2:097 0:002 −2:1195 0:0004
−2:186 0:002 −2:1198 0:0018 −2:1140 0:0017 −2:1192 0:0004
−2:150 0:002 −2:1219 0:0018 −2:1186 0:0018 −2:1197 0:0004
−2.05
−1.95
−1.85
2 4 6 8 10
ΤΙΜΕ
1
2
3
λ
_
FIG. 1. Time dependence of the function (T ) = E(T )=T for time-step h = 0:45. The other
parameters are the same as in Table 1. The solution of the system (9:1); (9:4) is approximated by
(1) the method (7:1); (2) the method (9:7); (3) the standard method (3:6). The dashed line shows
the exact value of the Lyapunov exponent  ( = −2:12). The number of realizations is N = 400;
which ensures that the Monte-Carlo errors at T  7 are not greater than 0:04 for curve 1 and not
greater than 0:02 for curves 2; 3; and they are less than the method errors.
the lowest computational costs, and it is therefore preferable. As can be seen from
Figure 2, methods (ii) and (iii) for h = " and method (iv) for h = "1=2 (the errors of
these methods are bounded by O("2)) give similar results. Obviously, in this case we
prefer semi-Runge{Kutta method (iv) because it saves CPU time.
The data of Table 1 show that the methods O(h2 + "2h), O(h2 + "4h), and O(h2)
can be improved by using the Talay{Tubaro expansion (see section 7). For " = 0:2;
for instance, one can calculate C1(") and C2(") from the expansion of the global error
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−2.15
−2.12
−2.09
2 4 6 8
ΤΙΜΕ
1
2
3
λ
_
FIG. 2. Time dependence of the function (T ) = E(T )=T simulated using (1) method (9:7)
with h = 0:2, (2) the standard method (3:6) with h = 0:2, (3) method (5:10) with h = 0:45. The
other parameters are the same as in Table 1. The dashed line shows the exact value of the Lyapunov
exponent  ( = −2:12). The Monte-Carlo errors at T  7 are not greater than 0:002 (N = 40000)
and are less than the method errors.
of method (7.1) (see section 7, Theorem 7.1) to obtain C1(")  2:1 and C2(")  10:2.
Let us emphasize that if some constants in the error expansion have opposite signs,
then the error will become a nonmonotonous function of the time-step h and thus
may increase while h is decreasing. Such behavior is demonstrated in Table 1 (see the
methods O(h2 + "4h) and O(h4 + "4h2)).
In Figure 3 we show the time dependence of the function (T )=T when taking
Talay’s approach to calculate Lyapunov exponents, i.e., along a single trajectory of
a weak scheme. One can see that in this case our methods give accurate results
and allow us to reduce computational costs. By the Monte-Carlo simulations using
method (5.10) with h = 0:2; T = 10; N = 106 we achieve an accuracy of  0:5  10−3
(see Table 1).
Throughout our tests we use procedure RAN1 from [13] to generate uniform
random numbers.
Remark. Note that the function ln jxj does not belong to the class F. Thus, if
 > 0; to deduce strict conclusions one can consider the function ln(1 + jxj) instead
of ln jxj. The function ln(1 + jxj) already belongs to the class F and limt!1 ln(1 +
jX(t)j)=t = limt!1 ln(jX(t)j)=t. As can be seen by carrying out numerical tests,
simulations of the function ln(1 + jxj) yield the same results as simulations of ln jxj.
For  < 0 one can either switch to the function ln(1 + 1=jxj) or to the system
dX = (γI +AX)dt+ "
qX
r=1
BrXdWr(9.8)
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−2.17
−2.12
−2.07
500 1000 1500 2000
ΤΙΜΕ
1
2
3
ρ(Τ)/Τ
_
FIG. 3. Time dependence of the function (T )=T computed along a single trajectory using (1)
method (9:7) with h = 0:1, (2) the standard method (3:6) with h = 0:1, (3) method (5:10) with
h = 0:3. The other parameters are the same as in Table 1. The dashed line shows the exact value
of the Lyapunov exponent  ( = −2:12).
instead of system (9.1). The Lyapunov exponent of system (9.8) is equal to γ + ,
and if we choose γ; such that γ +  > 0, we can use the function ln(1 + jxj) again.
10. Appendix. Derivation of the error estimate for the Runge{Kutta
method (5.9). We introduce the notation
 = X(t+ h)− x;  = X − x; ~ = ~X − x; X(t) = X(t) = ~X = x;
where X is the one-step approximation corresponding to the semi-Runge{Kutta
method (5.9) and ~X is the one-step approximation corresponding to the Taylor-type
method (4.5).
We shall prove the inequalitiesE
0@ mY
j=1

ij −
mY
j=1
~
ij
1A  K(h5 + "2h3); ij = 1; : : : ; n; m = 1; : : : ; 5;(10.1)
E
6Y
j=1
j ij j  K(h5 + "2h3); ij = 1; : : : ; n:(10.2)
From these inequalities the error of the method (5.9) can easily be read o.
The one-step approximation ~X can be estimated in the same manner as was done
for the one-step error of approximation (3.12) in section 3. For the approximation ~X
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we can deriveE
0@ mY
j=1

ij −
mY
j=1
~
ij
1A  K(h5 + "2h3); ij = 1; : : : ; n; m = 1; : : : ; 5:(10.3)
Then, as in section 3, from (10.1){(10.3) we obtain an estimate of the local error of
the approximation X in the form
jEf(X(t+ h))− Ef( X(t+ h))j  K(h5 + "2h3):(10.4)
From (10.4) and Theorem 2.1 it follows that the global error of the semi-Runge{Kutta
method (5.9) can be estimated by
jEf(X(tk))− Ef(Xk)j  K(h4 + "2h2)(10.5)
for all N and k = 0; 1; : : : ; N:
Now we prove the inequalities (10.1) and (10.2). The inequalities (10.2) evidently
follow from the form of the one-step approximation X by an argument similar to the
proof of inequalities (3.2) in section 3.
To prove (10.1) we expand the terms of X in powers of h at the point (t; x). The
rst term is
"h1=2(r(t; x) + r(t+ h; x))r=2 = "h1=2r + "h3=2
@r
@t
r=2 + 1r ;(10.6)
where
1r = "h
5=2 @
2r
@t2
r=4 +O("h7=2)r:
It is clear that 1r has the properties
E1r = 0; r = 1; : : : ; q; jE(1r1s)j  K"2h5; r; s = 1; : : : ; q;
jE(1r  "h1=2s)j  K"2h3; r; s = 1; : : : ; q:(10.7)
The term
B  "
2h
2
8<:b(t; x) + b
0@t+ h; x+ "h1=2 qX
j=1
jj + h(a+ "2b)
1A9=;
has the expansion
B =
"2h
2
8<:2b+ h@b@t + "h1=2
qX
j=1
nX
i=1
ijj
@b
@xi
+ h
nX
i=1
(a+ "2b)i
@b
@xi
+
"2h
2
qX
j=1
qX
s=1
nX
i=1
nX
l=1
ij
l
sjs
@2b
@xi@xl
9=;+A+O("2h3);(10.8)
where A contains terms of the form Ajsl"5h5=2ijl; Aj"3h5=2j and Ajsl and Aj are
constants containing a; b; r, and their derivatives at the point (t; x):
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In the braces of (10.8) we replace the term
1
2
qX
j=1
qX
s=1
nX
i=1
nX
l=1
ij
l
sjs
@2b
@xi@xl
by
1
2
E
qX
j=1
qX
s=1
nX
i=1
nX
l=1
ij
l
sjs
@2b
@xi@xl
=
1
2
qX
j=1
nX
i=1
nX
l=1
ij
l
j
@2b
@xi@xl
:
Then formula (10.8) becomes
B = "2h
8<:2b+ h@b@t + "h1=2
qX
j=1
nX
i=1
ijj
@b
@xi
+h
nX
i=1
ai
@b
@xi
+ "2hL2b
)
=2 + 2;(10.9)
where
2 =
"2h
2
8<:−"2h2
qX
j=1
nX
i=1
nX
l=1
ij
l
j
@2b
@xi@xl
+
"2h
2
qX
j=1
qX
s=1
nX
i=1
nX
l=1
ij
l
sjs
@2b
@xi@xl
9=;
+A+O("2h3):
For the remainder 2, we have
jE2j  K"2h3; jE22j  K("4h6 + "8h4); jE(2  "h1=2m)j  K"4h3;
jE(2  "2hmr)j  K("4h4 + "6h3); jE(2  "h1=2m  "h1=2r)j  K("4h4 + "6h3);
jE(1r2)j  K"4h5; m; r = 1; : : : ; q:(10.10)
For ki; i = 1; : : : ; 4; of (5.6) we have
1
6
(k1 + 2k2 + 2k3 + k4) = ha+
1
2
h2L1a+
1
6
h3L21a+
1
24
h4L31a
+
1
2
"h3=2
qX
r=1
nX
i=1
irr
@a
@xi
+
1
2
"2h2L2a+ 3;(10.11)
where
3 = −"
2h2
4
qX
j=1
nX
i=1
nX
l=1
ij
l
j
@2a
@xi@xl
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+
"2h2
4
qX
r=1
qX
s=1
nX
i=1
nX
j=1
ir
j
srs
@2a
@xi@xj
+A+O(h5 + "2h3):(10.12)
The expression A of (10.12) contains terms of the form "3h5=2Arsjrsj ; "h5=2Arr;
where Arsj and Ar are constants containing a; b; r, and their derivatives at the point
(t; x):
The remainder 3 has the properties
jE3j  K(h5 + "2h3); jE23j  K(h10 + "2h5 + "4h4);
jE(3  "h1=2m)j  K"2h3; jE(3  "2hmr)j  K"4h3;
jE(3  "h1=2m  "h1=2r)j  K"4h3; jE(31r )j  K"2h5;
jE(32)j  K("4h5 + "6h4); m; r = 1; : : : ; q:(10.13)
From (10.6), (10.9), (10.11) and from the forms of the one-step approximations X
and ~X, we get
− ~ =
qX
r=1
1r + 2 + 3:(10.14)
Then from (10.7), (10.10), (10.13), and (10.14) we obtain (10.1).
11. Appendix. Proof of Theorem 7.1. Consider (cf. (8.6)) the following:
u(s; x) = Ef(X"s;x(T )) = u
"(s; x) = uo(s; x) + "2u1(s; x; "):(11.1)
As in the proof of the weak convergence theorem (see [7, 8]), we obtain the equality
R  Ef(X"(T ))− Ef( X"(T )) = Ef(X"(tN ))− Ef( X"N )
=
N−1X
i=0
n
Eu(ti+1; X"ti; Xi(ti+1))− Eu(ti+1; X"ti; Xi(ti+1))
o
= E
N−1X
i=0
E(u(ti+1; X"ti; Xi(ti+1))− u(ti+1; X"ti; Xi(ti+1))j X"i ):(11.2)
From [8] we get
Eu(t+ h;Xt;x(t+ h)) = u+ hLu+
1
2
h2L2u+
1
6
h3L3u+O(h4);
and taking into account that L = L1 + "2L2; we write
Eu(t+ h;Xt;x(t+ h)) = u+ h(L1 + "2L2)u
+
1
2
h2(L1 + "2L2)2u+
1
6
h3L31u+O(h
4 + "2h3):(11.3)
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At a single step the method (7.1) has the form
X = x+ "h1=2
qX
r=1
rr + h(a+ "2b) +
1
2
h2L1a;(11.4)
P ( = −1) = P ( = 1) = 1
2
:
Expanding Eu(t + h; Xt;x(t + h)) in powers of h (by using the Taylor formula), we
obtain
Eu(t+ h; Xt;x(t+ h)) = u+ h(L1 + "2L2)u
+
1
2
h2L21u+ "
2h2A2 + "4h2A3 + h3A1 +O(h4 + "2h3);(11.5)
where
A1 =
1
2
nX
i=1
(L1a)i
@2u
@t@xi
+
1
2
nX
i=1
nX
j=1
ai(L1a)j
@2u
@xi@xj
+
1
6
@3u
@t3
+
1
6
nX
i=1
nX
j=1
nX
l=1
aiajal
@3u
@xi@xj@xl
;
A2 =
nX
i=1
bi
@2u
@t@xi
+
nX
i=1
nX
j=1
biaj
@2u
@xi@xj
+
1
2
qX
r=1
nX
i=1
nX
j=1
nX
l=1
ir
j
ra
l @
3u
@xi@xj@xl
+
1
2
qX
r=1
nX
i=1
nX
j=1
ir
j
r
@3u
@t@xi@xj
;
A3 =
1
2
nX
i=1
nX
j=1
bibj
@2u
@xi@xj
+
1
2
qX
r=1
nX
i=1
nX
j=1
nX
l=1
ir
j
rb
l @
3u
@xi@xj@xl
+
1
24
qX
r=1
qX
s=1
nX
i=1
nX
j=1
nX
l=1
nX
m=1
ir
j
r
l
s
m
s
@4u
@xi@xj@xl@xm
:(11.6)
All coecients and derivatives in (11.5) and (11.6) are calculated at (t; x) and depend
on ": By (11.3) and (11.5) we have
Eu(t+ h;Xt;x(t+ h))− Eu(t+ h; Xt;x(t+ h))
= "2h2B2 + "4h2B3 + h3B1 +O(h4 + "2h3);(11.7)
where
B1 =
1
6
L31u−A1; B2 =
1
2
L1L2u+
1
2
L2L1u−A2; B3 = 12L
2
2u−A3:(11.8)
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Substituting the conditional variant of (11.7) in (11.2) we obtain
R = E
N−1X
i=0

B2("; ti; X"i )"
2h2 +B3("; ti; X"i )"
4h2
+B1("; ti; X"i )h
3}+O(h3 + "2h2):(11.9)
For each j = 1; 2; 3 consider the (n+ 1)-dimensional system
dX = (a+ "2b)dt+
qX
r=1
rdWr; X(to) = Xo;
dY = Bjdt; Y (to) = 0;(11.10)
where the rst n equations are the original ones (see (1.1)) and the last equation
describes Y .
Solving the system (11.10) by method (7.1) we obtain
E
Z T
to
Bj(";#;X"(#))d# = EY (T )
= E
(
N−1X
i=0

Bj("; ti; X"i )h+
1
2
L1Bj("; ti; X"i )h
2
)
+O(h2 + "2h)
= E
N−1X
i=0
Bj("; ti; X"i )h+O(h):
Therefore,
E
N−1X
i=0
Bj("; ti; X"i )h = E
Z T
to
Bj(";#;X"(#))d#+O(h):(11.11)
Substituting (11.11) in (11.9) we obtain
R = C1(")h2 + C2(")"2h+O(h3 + "2h2);(11.12)
where
C1(") = E
Z T
to
B1(";#;X"(#))d#;
C2(") = E
Z T
to
B2(";#;X"(#))d#+ "2E
Z T
to
B3(";#;X"(#))d#:(11.13)
The coecients Ci(") do not depend on the time increment h, but depend on " (see
(11.1)) as
Ci(") = Coi +O("
2):(11.14)
The proof of Theorem 7.1 is complete.
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