Abstract. Using the three critical points theorem by B. Ricceri [23] , we obtain a multiplicity result for a class of nonlocal problems in OrliczSobolev spaces. To our knowledge, this is the first contribution to the study of nonlocal problems in this class of functional spaces.
Introduction and preliminaries
Let Ω be a bounded domain in R N (N ≥ 3) with smooth boundary ∂Ω. Assume that a : (0, ∞) → R is a function such that the mapping, defined by ϕ(t) := a(|t|)t for t = 0, 0 for t = 0, is an odd, increasing homeomorphism from R onto R. For the function ϕ above, let us define Φ(t) = t 0 ϕ(s) ds for all t ∈ R, on which will be imposed some suitable conditions later.
In this article, we are concerned with a class of nonlocal problems in OrliczSobolev spaces of the form Since the first equation in (1.2) contains an integral over Ω, it is no longer a pointwise identity, and therefore it is often called a nonlocal problem. This problem models several physical and biological systems, where u describes a process which depends on the average of itself, such as the population density, see [6] . Problem (1.2) is related to the stationary version of the Kirchhoff equation
presented by Kirchhoff in 1883, see [16] . This equation is an extension of the classical d'Alembert's wave equation by considering the effects of the changes in the length of the string during the vibrations. The parameters in (1.3) have the following meanings: L is the length of the string, h is the area of the crosssection, E is the Young modulus of thematerial, ρ is themass density, and P 0 is the initial tension. In recent years, problems involving p-Kirchhoff type operators have been studied in many papers, we refer to [2, 5, 12, 18, 19, 24, 25] , in which the authors have used different methods to get the existence of solutions for (1.2). In the case when p(.) is a continuous function, problem (1.2) has also been studied by many authors, see for examples [3, 7, 8, 11, 13, 14] .
We point out the fact that if M (t) ≡ 1 and the function ϕ(t) is defined above, problem (1.1) becomes a nonlinear and non-homogeneous problem, which has been studied by some authors in Orlicz-Sobolev spaces, we refer to some recent papers [4, 9, 10, 15, 20, 21] .
In this article, motivated by the works mentioned above, we shall study the existence of solutions for nonlocal problems of type (1.1). It is clear that this is a natural extension from the earlier studies on nonlocal problems in classical Sobolev spaces and on nonlinear non-homogeneous problems in Orlicz-Sobolev spaces. To our knowledge, this is the first contribution to the study of nonlocal problems in this class of functional spaces. More precisely, using the ideas firstly introduced in the papers [23, 24] and developed in [3, 4] we want to illustrate how to handle nonlocal problem (1.1) in Orlicz-Sobolev spaces. Moreover, motivated by the results on p-Kirchhoff type problems in [3, 8, 12, 11, 14] we study problem (1.1) under the condition that the Kirchhoff function M (t) may be degenerate in the sense that it may have value 0 at 0. For this reason, our result in this paper is better than that of [3, 4, 24] , in which the authors consider problem (1.1) in the special cases M (t) ≡ 1 or ϕ(t) = p|t| p−2 t. In this work, we also show a mistake in the paper by F. Cammaroto et al. [4] (see Remark 2.3). In order to study problem (1.1), let us introduce the functional spaces where it will be discussed. We will give just a brief review of some basic concepts and facts of the theory of Orlicz and Orlicz-Sobolev spaces, useful for what follows, for more details we refer the readers to the books by Adams [1] , Rao and Ren [22] , the papers by Clément et al. [9, 10] , M. Mihȃilescu et al. [20, 21] and F. Cammaroto et al. [4] .
For ϕ : R → R and Φ introduced at the beginning of the paper, we can see that Φ is a Young function, that is, Φ(0) = 0, Φ is convex, and lim t→+∞ Φ(t) = +∞. Furthermore, Φ is an N -function, i.e., Φ is continuous, convex, Φ(t) > 0 for t > 0, lim t→0 Φ(t) t = 0, and lim t→+∞ Φ(t) t = +∞. The function Φ * defined by the formula
is called the complementary function of Φ and it satisfies the condition
We observe that the function Φ * is also an N -function in the sense above and the following Young inequality holds
The Orlicz class defined by the N -function Φ is the set
and the Orlicz space L Φ (Ω) is then defined as the linear hull of the set K Φ (Ω). The space L Φ (Ω) is a Banach space under the following Luxemburg norm
or the equivalent Orlicz norm
For Orlicz spaces, the Hölder inequality reads as follows (see [22] ):
and it is a Banach space with respect to the norm
can be renormed by using as an equivalent norm u := |∇u| Φ . For an easier manipulation of the spaces defined above, we define the numbers
and
Throughout this paper, we assume that
which assures that Φ satisfies the ∆ 2 -condition, i.e.,
where K is a positive constant (see [21, Proposition 2.3] ).
In this paper, we also need the following condition
We notice that Orlicz-Sobolev spaces, unlike the Sobolev spaces they generalize, are in general neither separable nor reflexive. A key tool to guarantee these properties is represented by the ∆ 2 -condition (1.5). Actually, condition (1.5) assures that both L Φ (Ω) and W 1 0 L Φ (Ω) are separable, see [1] . Conditions (1.5) and (1.6) assure that L Φ (Ω) is a uniformly convex space and thus, a reflexive Banach space (see [21] ); consequently, the Orlicz-Sobolev space
is also a reflexive Banach space. Proposition 1.1 (see [4, 20, 21] 
We also find that with the help of condition (1.4), the Orlicz-Sobolev space W N −ϕ0 if ϕ 0 < N . Now, let us give some examples of functions ϕ : R → R which are odd, increasing homeomorphism from R onto R and satisfy conditions (1.4) and (1.6), the readers can find them in [4, 20] .
. Therefore, we obtain the p-Kirchhoff type problems as in [2, 5, 12, 18, 19, 24, 25] and the references cited there.
(2) Let ϕ(t) = log(1 + |t| s )|t| p−2 t, t ∈ R, p, s > 1. Then we can deduce that ϕ 0 = p and ϕ 0 = p + s.
Then we can deduce that ϕ 0 = p − 1 and ϕ 0 = p. Definition 1.3. Let X be a real Banach space. We denote by W X the class of functional A : X → R possessing the following property: if {u m } is a sequence in X weakly converging to u ∈ X and lim inf m→∞ A(u m ) ≤ A(u), then {u m } has a subsequence strongly converging to u.
The key in our argument is the following result which was presented in the paper by B. Ricceri [23] . Proposition 1.4 (see [23] 
Then, for each compact interval Λ ⊂ (θ * , +∞), there exists a number δ > 0 with the following property: for every λ ∈ Λ and every C 1 functional Γ : X → R with compact derivative, there exists µ
has at least three solutions whose norms are less than δ.
Main results
Let us introduce the class of nonlinearities involved in problem (1.1). If N ≥ ϕ 0 , let us denote by A the class of all Carathéodory function f : Ω×R → R such that
where 0 < q < ϕ * 0 − 1, while when N < ϕ 0 let us denote by A the class of all Carathéodory function f : Ω × R → R such that, for each M > 0, the function
If f ∈ A, we put
Furthermore, let us define the functionals ρ, Ψ,
Some simple computations show that the functional Ψ and J are of C 1 in X, and their derivatives are given by
for all u, v ∈ X. Moreover, since f ∈ A, the mapping J ′ : X → X ′ is compact.
Definition 2.1. We say that u ∈ X is a weak solution of problem (1.1) if
Our main result of this paper is given by the following theorem.
Theorem 2.2. Let f ∈ A and assume the following conditions are satisfied:
(M 0 ) There exist two constants m 0 > 0 and 1 < α <
Under such hypotheses, if we set
, there exists a number δ > 0 with the following property: for every λ ∈ Λ and every g ∈ A there exists µ * > 0 such that, for each µ ∈ [0, µ * ], problem (1.1) has at least three weak solutions whose norms are less than δ. Remark 2.3. In [4] , the authors consider the special case when M (t) ≡ 1 and assume that (see the condition (a 1 ) of [4, Theorem 3.1], the same for the assumption (b 1 ) of Theorem 3.2):
We think that the valid assumption should be lim sup
Indeed, the series of inequalities before relation (13) of [4] is not correct. If u > 1, then it follows from Proposition 1.1 that
For this reason, the authors cannot use relation (11) in order to obtain (13) as in [4] .
We first prove the following useful result, which helps us to apply Proposition 1.4.
Lemma 2.4. (i) The functional Ψ is sequentially weakly lower semicontinuous;
(ii) Ψ belongs to the class W X .
Proof. (i) Let {u m } ⊂ X be a sequence that converges weakly to u in X. Then, from the proof of [21, Lemma 4.3] we deduce that the functional ρ : X → R,
is weakly lower semi-continuous, i.e.,
Combining (2.3) with the continuity and monotonicity of the function t → M (t), we get lim inf
Thus, the functional Ψ is sequentially weakly lower semicontinuous.
(ii) Since M is continuous and strictly increasing, it suffices to show that ρ ∈ W X . So, let {u m } be a sequence weakly converging to u in X and let lim inf m→∞ ρ(u m ) ≤ ρ(u). Since the functional ρ is sequentially weakly lower semicontinuous, there exists a subsequence of {u m }, still denoted by {u m } such that
Since {u m } converges weakly to u we also have { um+u 2 } converges weakly to u in X. From (i), the functional Ψ is sequentially weakly lower semicontinuous, so (2.6) lim inf
We assume by contradiction that {u m } does not converge to u in X. Hence, there exists ǫ 0 > 0 such that
On the other hand, by (1.5) and (1.6), we can apply [17, Lemma 2.1] in order to obtain
It follows from (2.5) and (2.7) that
From (2.6) and (2.8), we obtain a contradiction. This shows that {u m } converges strongly to u and the functional Ψ belongs to the class W X .
Proof of Theorem 2.2.
We wish to apply Proposition 1.4 taking X = W 1 0 L Φ (Ω), Ψ and J are as before. Then J is a C 1 functional with compact derivative. Moreover, by Lemma 2.4, Ψ is a sequentially weakly lower semicontinuous and C 1 functional belonging to W X , and a simple computation shows that it is also coercive. In fact, if u > 1, by (M 0 ) and Proposition 1.1 we have
from which we have the coercivity of Ψ. It is evident that u 0 = 0 is the only global minimum of Ψ and that Ψ(u 0 ) = J(u 0 ) = 0.
Moreover, it is easy to see that, if u ≤ r, then
and so Ψ is bounded on each bounded subset of X. Now, let us show that the operator Ψ ′ : X → X * is invertible on X. On account of the well-known Minty-Browder theorem (Theorem 26.A(d) of [26] ), it suffices to prove that Ψ is strictly convex, hemicontinuous and coercive in the sense of monotone operators.
So, let u, v ∈ X with u = v and λ, µ ∈ [0, 1] with λ + µ = 1. Notice that the function ϕ is increasing in R we have for all ξ, ψ ∈ R N , (ϕ(|ξ|) − ϕ(|ψ|))(|ξ| − |ψ|) ≥ 0, with the equality if and only if ξ = ψ. Thus, we can deduce that (a(|ξ|)|ξ| − a(|ψ|)|ψ|)(|ξ| − |ψ|) ≥ 0 for all ξ, ψ ∈ R N , with the equality if and only if ξ = ψ. On the other hand, some simple computations show that
for all ξ, ψ ∈ R N . Consequently, we conclude that
for all ξ, ψ ∈ R N , with the equality if and only if ξ = ψ. From the above information, the operator ρ ′ : X → X * given by
is strictly monotone, so by Proposition 25.10 of [26] , ρ is strictly convex. Moreover, since M is nondecreasing the function M is convex in [0, +∞). Thus, we have
This shows that Ψ is strictly convex and, as already said, that Ψ ′ is strictly monotone.
For any u ∈ X with u > 1, by (M 0 ) and Proposition 1.1, one has
from which we have the coercivity of Ψ ′ . Standard arguments ensure that Ψ ′ is hemicontinuous. Thus, in view of Theorem 26.A(d) of [26] there exists Ψ ′−1 : X * → X and it is bounded. Let us prove that Ψ ′−1 is continuous by showing that it is sequentially continuous.
Let {w m } ⊂ X * be a sequence strongly converging to w ∈ X * and let u m = Ψ ′−1 (w m ), m = 1, 2, . . ., and u = Ψ ′−1 (w). Then, {u m } is bounded in X and without loss of generality, we can assume that it converges weakly to a certain u 0 ∈ X. Since {w m } converges strongly to w, it is easy to see that
Using Proposition 1.1, since {u m } is bounded in X, passing to a subsequence, if necessary, we may assume that
If t 0 = 0, then using Proposition 1.1 again, {u m } converges strongly to u 0 = 0 in X and the proof is finished because of the continuity and injectivity of Ψ ′ . If t 0 > 0, it follows from the continuity of the function M that
Thus, by (M 0 ), for sufficiently large m, we have
From (2.10), (2.11), it follows that
From (2.12) and the fact that {u m } converges weakly to u 0 in X we can apply Lemma 5 of [20] in order to deduce that {u m } converges strongly to u 0 in X. The continuity and injectivity of Ψ ′ imply that {u m } converges strongly to u, so Ψ ′−1 is continuous. Now, we want to define a number r such that αϕ 0 < r < ϕ * 0 and r > q + 1. N −ϕ0 , then the number r is defined by r := max{αϕ 0 + ν, q + 1}, which satisfies all the requirements. Since f ∈ A we can easily get that (2.13) sup
Next, fix ǫ > 0. In the sequel, C i will denote positive constants independent of ǫ and u ∈ X. Now, from the assumption (F 2 ), there exists η 1 > 0 such that (2.14) |F (x, t)| ≤ ǫ|t| has at least three solutions in X whose norms are less than δ. But the solutions in X of the above equation are exactly the weak solutions of problem (1.1) and thus, the proof of Theorem 2.2 is complete.
