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SYMMETRIZATION OF JORDAN DIALGEBRAS
MURRAY R. BREMNER
Abstract. A basic problem for any class of nonassociative algebras is to deter-
mine the polynomial identities satisfied by the symmetrization and the skew-
symmetrization of the original product. We consider the symmetrization of
the product in the class of special Jordan dialgebras. We use computational
linear algebra to show that every polynomial identity of degree n ≤ 5 satisfied
by the symmetrized Jordan diproduct in every diassociative algebra is a con-
sequence of commutativity. We determine a complete set of generators for the
polynomial identities in degree 6 which are not consequences of commutativity.
We use a constructive version of the representation theory of the symmetric
group to show that there exist further new identities in degree 7.
1. Introduction
Let V be a class of nonassociative algebras1 over a field with a single bilinear
operation denoted a · b which is neither commutative nor anticommutative. For
background on the theory of varieties of nonassociative algebras defined by poly-
omial identities, we refer to Osborn’s long paper [21], the “Russian book” [24], and
the monographs on Jordan algebras by Jacobson [10] and McCrimmon [20].
For an algebra A ∈ V we define two other operations on the underlying vector
space, one commutative and one anticommutative: the symmetrized product (an-
ticommutator, Jordan product) {a, b} = a · b + b · a, and the skew-symmetrized
product (commutator, Lie bracket) [a, b] = a · b − b · a. The resulting algebras are
denoted A+ and A−, and called the plus and minus algebras of A. This process is
closely related to the polarization of operations studied by Markl & Remm [18].
For a given class V , a basic problem in nonassociative algebra is to determine
the polynomial identities satisfied by all algebras of the form A+, respectively A−.
In the most familiar case, the variety of associative algebras, it is known that:
• Every algebra A+ satisfies the Jordan identity, and every polynomial identity of
degree n ≤ 7 satisfied by every A+ follows from commutativity and the Jordan
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1We interpret “nonassociative” loosely to mean “not necessarily associative”.
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identity. However, there are “special” identities of degree n ≥ 8 which are sat-
isfied by every A+ but which are not consequences of commutativity and the
Jordan identity. The simplest of these were discovered by Glennie [9].
• Every algebra A− satisfies the Jacobi identity, and the Poincare´-Birkhoff-Witt
theorem implies that every polynomial identity of every degree satisfied by every
A+ is a consequence of anticommutativity and the Jacobi identity.
Definition 1.1. Loday [14, 15] introduced the notion of diassociative algebra (or
associative dialgebra), which is a vector space with two bilinear operations ⊢ and
⊣, the right and left products, satisfying the following polynomial identities:
(x ⊢ y) ⊢ z ≡ x ⊢ (y ⊢ z), (x ⊣ y) ⊣ z ≡ x ⊣ (y ⊣ z),
(x ⊢ y) ⊣ z ≡ x ⊢ (y ⊣ z),
(x ⊣ y) ⊢ z ≡ (x ⊢ y) ⊢ z, x ⊣ (y ⊣ z) ≡ x ⊣ (y ⊢ z).
These are right, left, and inner associativity, and the left and right bar identities.
In the setting of diassociative algebras, the analogues of the Jordan product and
the Lie bracket are the Jordan diproduct (antidicommutator) {a, b} = â b+ b â and
the Leibniz bracket (dicommutator) [a, b] = â b− b â. It is known that:
• The Jordan diproduct in every diassociative algebra satisfies polynomial identities
in degrees 3 and 4 which define the variety of Jordan dialgebras: see Kolesnikov
[11], Vela´squez & Felipe [22], Bremner [4]. Every identity of degree n ≤ 7 follows
from these identities. However, there are “special” identities in degree 8 which
are not consequences of these identities: the simplest were discovered by Bremner
& Peresi [8]; see also Voronin [23], Kolesnikov & Voronin [12].
• The Leibniz bracket satisfies the derivation identity in degree 3 which defines
the variety of Leibniz algebras; see Loday [13]. A generalization of the Poincare´-
Birkhoff-Witt theorem implies that every polynomial identity of every degree
satisfied by the Leibniz bracket in every diassociative algebra is a consequence of
this identity; see Loday & Pirashvili [16], Aymon & Grivel [1], Bokut et al. [2].
Since the Jordan diproduct and the Leibniz bracket are neither commutative nor
anticommutative, it is a basic problem to determine the polynomial identities satis-
fied by the algebras A+ and A− where A is a Jordan dialgebra or a Leibniz algebra.
This paper studies the algebras A+ where A is a Jordan dialgebra.
Definition 1.2. A (left) Jordan dialgebra is a vector space with a bilinear operation
denoted (x, y) 7→ xy satisfying the following polynomial identities:
x · (y · z) ≡ x · (z · y), (y · x) · x2 ≡ (y · x2) · x, (y, x2, z) ≡ 2(y, x, z) · z,
where x2 = x · x and (x, y, z) = (x · y) · z − x · (y · z) is the associator.
We are concerned with the polynomial identities satisfied by the symmetrization
of the Jordan diproduct in every diassociative algebra:
xy = x · y + y · x = x̂ y + ŷ x+ y x̂+ x ŷ.
We work over a field of characteristic 0, unless otherwise indicated. This assump-
tion implies that every polynomial identity is equivalent to a finite set of multilinear
identities [24, Chapter 1], so we may apply the representation theory of the sym-
metric group [6]. Some large computations require arithmetic modulo a prime p
to reduce memory usage. Since the structure constants for the group algebra QSn
have denominators which are divisors of n!, if we use a prime p > n where n is
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the degree of the identities, then the group algebra FpSn is semisimple and we can
apply rational reconstruction to recover the results in characteristic 0. We do not
distinguish between the polynomial identity f ≡ g and the polynomial f − g.
2. Algebraic Operads
The results of this paper may be conveniently formulated in the language of
algebraic operads [5,17,19]. The operads we consider are symmetric operads in the
symmetric monoidal category of vector spaces over a field of characteristic 0; the
product is the tensor product, and the coproduct is the direct sum.
Definition 2.1. We write Free for the free (symmetric) operad generated by a
commutative (nonassociative) binary operation ω. We write Dias for the (sym-
metrization of the nonsymmetric) diassociative operad generated by the right and
left operations ρ and λ. A morphism X : Free −→ Dias is uniquely determined by
its action on ω; we therefore define the expansion map by
X(ω) = λ+ λ(12) + ρ+ ρ(12).
The right side of this equation is the operadic form of the symmetrized Jordan
diproduct where the superscript permutations act on the arguments.
Lemma 2.2. The following dimension formulas are well-known:
dimFree(n) = (2n−3)!! where n!! =
⌊n/2⌋∏
i=0
(n−2i), dimDias(n) = n(n!).
Remark 2.3. The number of inequivalent association types (placements of paren-
theses) for a commutative nonassociative operation is given by the sequence of
Wedderburn-Etherington numbers [3], which begins 1, 1, 1, 2, 3, 6, 11, . . . .
Algorithm 2.4. Loday [14, 15] proved that the diassociative identities imply a
simple normal form for diassociative monomials m = x1 · · ·xn where the overline
indicates an arbitrary placement of parentheses and an arbitrary assignment of
right and left operation symbols. We express m as a plane rooted complete binary
tree t with n leaves labelled x1, . . . , xn from left to right and n−1 internal nodes
(including the root) labelled by operation symbols. Starting at the root, we follow
the path determined by the operations: ⊢ or ⊣ indicate respectively that we choose
the right or left subtree. This path terminates at a unique leaf xi, called the center
(or middle) of the diassociative monomial m. It follows that
m = x1 ⊢ · · · ⊢ xi−1 ⊢ xi ⊣ xi+1 ⊣ · · · ⊣ xn,
and that this expression is independent of the placement of parentheses. This allows
us to omit the operation symbols and denote the center by a hat:
m = x1 · · ·xi−1 x̂i xi+1 · · ·xn.
Multiplication of monomials then takes the following simple form where the direc-
tion of the operation symbol determines the center of the product:
x1 · · · x̂i · · ·xp ⊢ y1 · · · ŷj · · · yq = x1 · · ·xi · · ·xpy1 · · · ŷj · · · yq,
x1 · · · x̂i · · ·xp ⊣ y1 · · · ŷj · · · yq = x1 · · · x̂i · · ·xpy1 · · · yj · · · yq;
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Example 2.5. In degree 3, we have the following ordered monomial bases:
Free(3) : (ab)c, (ac)b, (bc)a; Dias(3) : âσbσcσ, aσ b̂σcσ, aσbσ ĉσ (σ ∈ S3).
(The elements of S3 are in lex order.) The following formula for X((ab)c) is easily
verified, and permutation of the arguments gives X((ac)b) and X((bc)a):
âbc+ b̂ac+ 2ĉab+ 2ĉba+ ab̂c+ bâc+ câb+ cb̂a+ 2abĉ+ 2baĉ+ cab̂+ cbâ.
We obtain (the transpose of) the matrix representing X in degree 3 (dot for zero):[
1 . 1 . 2 2 1 . 1 . 1 1 2 . 2 . 1 1
. 1 2 2 1 . . 1 1 1 1 . . 2 1 1 2 .
2 2 . 1 . 1 1 1 . 1 . 1 1 1 . 2 . 2
]
This matrix has rank 3, so every identity in degree 3 follows from commutativity.
3. Degrees 4 and 5
Lemma 3.1. Every multilinear polynomial identity of degree n ≤ 4 satisfied by the
symmetrization of the Jordan diproduct is a consequence of commutativity.

1 · · · · · 2 4 · · · 4 2 · ·
· 1 · · · · · · 2 4 · 4 2 · ·
· · 1 · · · 2 4 · 4 · · · 2 ·
· · · 1 · · · · · 4 2 4 · 2 ·
· · · · 1 · · 4 2 4 · · · · 2
· · · · · 1 · 4 · · 2 4 · · 2
1 · 2 4 · · · · · · 4 · 2 · ·
· 1 · · 2 4 · · · · 4 · 2 · ·
· · 2 4 · 4 1 · · · · · · · 2
· · · · · 4 · 1 · · 4 2 · · 2
· · · 4 2 4 · · 1 · · · · 2 ·
· · · 4 · · · · · 1 4 2 · 2 ·
2 4 1 · · · · · 4 · · · · 2 ·
· · · 1 4 2 · · 4 · · · · 2 ·
1 · · · · · 1 1 · · · 2 2 · ·

Figure 1. Full rank submatrix for proof of Lemma 3.1
Proof. Similar to Example 2.5, but the matrix is larger. In degree 4, the two associ-
ation types ((−−)−)− and (−−)(−−) for a commutative nonassociative operation
have respectively 12 and 3 multilinear monomials, ordered by type and then by
permutation of the arguments. We expand the monomials with the identity per-
mutation into the diassociative operad using the symmetrized Jordan diproduct:
X(((ab)c)d) = âbcd+ b̂acd+ 2ĉabd+ 2ĉbad+ 4d̂abc+ 4d̂bac+ 4d̂cab+ 4d̂cba
+ ab̂cd+ bâcd+ câbd+ cb̂ad+ dâbc+ db̂ac+ 2dĉab+ 2dĉba
+ 2abĉd+ 2baĉd+ cab̂d+ cbâd+ dab̂c+ dbâc+ dcâb+ dcb̂a
+ 4abcd̂+ 4bacd̂+ 4cabd̂+ 4cbad̂+ 2dabĉ+ 2dbaĉ+ dcab̂+ dcbâ,
X((ab)(cd)) = 2âbcd+ 2âbdc+ 2b̂acd+ 2b̂adc+ 2ĉdab+ 2ĉdba+ 2d̂cab+ 2d̂cba
+ 2ab̂cd+ 2ab̂dc+ 2bâcd+ 2bâdc+ 2cd̂ab+ 2cd̂ba+ 2dĉab+ 2dĉba
+ 2abĉd+ 2abd̂c+ 2baĉd+ 2bad̂c+ 2cdâb+ 2cdb̂a+ 2dcâb+ 2dcb̂a
+ 2abcd̂+ 2abdĉ+ 2bacd̂+ 2badĉ+ 2cdab̂+ 2cdbâ+ 2dcab̂+ 2dcbâ.
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Permutation of the arguments gives the expansions of the other monomials. In
degree 4, we order the 4 · 4! = 96 multilinear diassociative monomials by position
of the center and then by permutation of the arguments. We construct the 96× 15
matrix E whose (i, j) entry is the coefficient of the i-th diassociative monomial in
the expansion of the j-th commutative nonassociative monomial. The submatrix
consisting of rows 1–14 and 25 corresponds to the diassociative monomials âbcd, . . . ,
ĉadb, ab̂cd (Figure 1). This submatrix has full rank which completes the proof. 
X((((ab)c)d)e) =
âbcde+ b̂acde+ 2ĉabde+ 2ĉbade+ 4d̂abce+ 4d̂bace+ 4d̂cabe+ 4d̂cbae
+ 8êabcd+ 8êbacd+ 8êcabd+ 8êcbad+ 8êdabc+ 8êdbac+ 8êdcab+ 8êdcba
+ ab̂cde + bâcde+ câbde+ cb̂ade+ dâbce+ db̂ace+ 2dĉabe+ 2dĉbae
+ eâbcd+ eb̂acd+ 2eĉabd+ 2eĉbad+ 4ed̂abc+ 4ed̂bac+ 4ed̂cab+ 4ed̂cba
+ 2abĉde+ 2baĉde+ cab̂de+ cbâde+ dab̂ce+ dbâce+ dcâbe+ dcb̂ae
+ eab̂cd+ ebâcd+ ecâbd+ ecb̂ad+ edâbc+ edb̂ac+ 2edĉab+ 2edĉba
+ 4abcd̂e+ 4bacd̂e+ 4cabd̂e+ 4cbad̂e+ 2dabĉe+ 2dbaĉe + dcab̂e+ dcbâe
+ 2eabĉd+ 2ebaĉd+ ecab̂d+ ecbâd+ edab̂c+ edbâc+ edcâb+ edcb̂a
+ 8abcdê+ 8bacdê+ 8cabdê+ 8cbadê+ 8dabcê+ 8dbacê+ 8dcabê+ 8dcbaê
+ 4eabcd̂+ 4ebacd̂+ 4ecabd̂+ 4ecbad̂+ 2edabĉ+ 2edbaĉ+ edcab̂+ edcbâ,
X(((ab)(cd))e) =
2âbcde+ 2âbdce+ 2b̂acde+ 2b̂adce + 2ĉdabe+ 2ĉdbae+ 2d̂cabe+ 2d̂cbae
+ 8êabcd+ 8êabdc+ 8êbacd+ 8êbadc+ 8êcdab+ 8êcdba+ 8êdcab+ 8êdcba
+ 2ab̂cde+ 2ab̂dce+ 2bâcde + 2bâdce+ 2cd̂abe+ 2cd̂bae+ 2dĉabe+ 2dĉbae
+ 2eâbcd+ 2eâbdc+ 2eb̂acd+ 2eb̂adc+ 2eĉdab+ 2eĉdba+ 2ed̂cab+ 2ed̂cba
+ 2abĉde+ 2abd̂ce+ 2baĉde + 2bad̂ce+ 2cdâbe+ 2cdb̂ae+ 2dcâbe+ 2dcb̂ae
+ 2eab̂cd+ 2eab̂dc+ 2ebâcd+ 2ebâdc+ 2ecd̂ab+ 2ecd̂ba+ 2edĉab+ 2edĉba
+ 2abcd̂e+ 2abdĉe+ 2bacd̂e+ 2badĉe+ 2cdab̂e+ 2cdbâe + 2dcab̂e+ 2dcbâe
+ 2eabĉd+ 2eabd̂c+ 2ebaĉd+ 2ebad̂c+ 2ecdâb+ 2ecdb̂a+ 2edcâb+ 2edcb̂a
+ 8abcdê+ 8abdcê+ 8bacdê+ 8badcê+ 8cdabê+ 8cdbaê+ 8dcabê+ 8dcbaê
+ 2eabcd̂+ 2eabdĉ+ 2ebacd̂+ 2ebadĉ+ 2ecdab̂+ 2ecdbâ+ 2edcab̂+ 2edcbâ,
X(((ab)c)(de)) =
2âbcde+ 2âbced+ 2b̂acde+ 2b̂aced+ 4ĉabde+ 4ĉabed+ 4ĉbade+ 4ĉbaed
+ 4d̂eabc+ 4d̂ebac+ 4d̂ecab+ 4d̂ecba+ 4êdabc+ 4êdbac+ 4êdcab+ 4êdcba
+ 2ab̂cde+ 2ab̂ced+ 2bâcde + 2bâced+ 2câbde+ 2câbed+ 2cb̂ade+ 2cb̂aed
+ 4dêabc+ 4dêbac+ 4dêcab+ 4dêcba+ 4ed̂abc+ 4ed̂bac+ 4ed̂cab+ 4ed̂cba
+ 4abĉde+ 4abĉed+ 4baĉde + 4baĉed+ 2cab̂de+ 2cab̂ed+ 2cbâde + 2cbâed
+ 2deâbc+ 2deb̂ac+ 4deĉab+ 4deĉba+ 2edâbc+ 2edb̂ac+ 4edĉab+ 4edĉba
+ 4abcd̂e+ 4abcêd+ 4bacd̂e+ 4bacêd+ 4cabd̂e+ 4cabêd+ 4cbad̂e+ 4cbaêd
+ 2deab̂c+ 2debâc+ 2decâb+ 2decb̂a+ 2edab̂c+ 2edbâc+ 2edcâb+ 2edcb̂a
+ 4abcdê+ 4abced̂+ 4bacdê+ 4baced̂+ 4cabdê+ 4cabed̂+ 4cbadê+ 4cbaed̂
+ 4deabĉ+ 4debaĉ+ 2decab̂+ 2decbâ+ 4edabĉ+ 4edbaĉ+ 2edcab̂+ 2edcbâ.
Figure 2. Expansions with identity permutation in degree 5
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Lemma 3.2. Every multilinear polynomial identity of degree n ≤ 5 satisfied by the
symmetrization of the Jordan diproduct is a consequence of commutativity.
Proof. Similar to Lemma 3.1, but the matrix is much larger. In degree 5, the three
association types (((−−)−)−)−, ((−−)(−−))−, ((−−)−)(−−) for a commutative
nonassociative operation have respectively 60, 15, 30 multilinear monomials. We
expand the monomials with the identity permutation into the diassociative operad
(Figure 2); there are 5 ·5! = 600 multilinear diassociative monomials. We construct
the 600× 105 matrix E whose (i, j) entry is the coefficient of the i-th diassociative
monomial in the expansion of the j-th commutative nonassociative monomial. We
extract the submatrix consisting of these 105 rows: 1–69, 71, 73–83, 85, 86, 91, 97–
101, 103, 121–125, 127–129, 133, 145, 147, 149, 151, 169, 241. These rows are the
lexicographically first subset which forms a basis of the row space. This submatrix
has full rank and hence so does E, which completes the proof. 
4. Degree 6
Theorem 4.1. In degree 6, there is an 8-dimensional space of multilinear polyno-
mial identities satisfied by the symmetrization of the Jordan diproduct which do not
follow from commutativity. This S6-module has the structure 3[6]⊕ [51], where [λ]
denotes the simple module corresponding to partition λ, and so we may restrict our
attention to nonlinear identities in the variables x6 and x5y. Every identity in the
variables x6 is a linear combination of these three identities:
((x2x2)x)x − 2((x2x)x2)x+ 4((x2x)x)x2 − 3(x2x2)x2 ≡ 0,(1)
2((x2x2)x)x − 2((x2x)x2)x− 2((x2x)x)x2 + (x2x2)x2 + (x2x)(x2x) ≡ 0,(2)
8(((x2x)x)x)x − 4((x2x2)x)x − 5((x2x)x2)x− ((x2x)x)x2 − (x2x2)x2(3)
+ 3(x2x)(x2x) ≡ 0.
Every identity in x5y is a linear combination of the four identities in Figure 3.
Proof. At this point, the matrices become so large that efficient computation re-
quires modular arithmetic, and we use the large prime p = 1000003.
There are six association types for a commutative nonassociative operation, with
respectively 360, 90, 180, 180, 45, 90 multilinear monomials, for a total of 945:
((((−−)−)−)−)−, (((−−)(−−))−)−, (((−−)−)(−−))−,
(((−−)−)−)(−−), ((−−)(−−))(−−), ((−−)−)((−−)−).
With arguments abcdef , the expansions of these association types into the dias-
sociative operad (using the symmetrized Jordan diproduct) each have 192 terms
(and are therefore omitted); the coefficients of the expansions belong respectively
to the sets {1, 2, 4, 8, 16}, {2, 8, 16}, {2, 4, 16}, {2, 4, 8}, {4, 8}, {4, 8}. There are
6 · 6! = 4320 multilinear diassociative monomials. We construct the 4320× 945 ma-
trix E whose (i, j) entry is the coefficient of the i-th diassociative monomial in the
expansion of the j-th commutative nonassociative monomial. Using linear algebra
over Fp, we find that rank(E) = 937 and hence the nullspace has dimension 8.
Let N denote the unique 8 × 945 matrix in row canonical form (RCF) over Fp
whose row space is the nullspace of E. The entries of N belong to the following
(extremely short) list of 33 congruence classes: 0–3, 8, 13, 14, 250000–250002,
499996–500004, 500012, 749997–750004, 999998–1000002. This strongly suggests
that if we had been able to do this calculation using rational arithmetic then the
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((x2x2)x)y + ((x2x2)y)x+ 4((x2(xy))x)x − ((x2x)x2)y(4)
− 2((x2x)(xy))x − ((x2y)x2)x− 2(((xy)x)x2)x− 2((x2x)x)(xy)
− ((x2x)y)x2 − ((x2y)x)x2 − 2(((xy)x)x)x2 + (x2x2)(xy)
+ 2(x2(xy))x2 + (x2x)(x2y) + 2(x2x)((xy)x) ≡ 0,
8(((x2x)x)y)x + 8(((x2y)x)x)x − 5((x2x2)y)x − 4((x2(xy))x)x(5)
− ((x2x)x2)y − 6((x2x)(xy))x − 3((x2y)x2)x+ 2((x2x)x)(xy)
+ ((x2x)y)x2 − 3((x2y)x)x2 + 4(((xy)x)x)x2 − 2(x2x2)(xy)
− 4(x2(xy))x2 + 3(x2x)(x2y) + 2(x2x)((xy)x) ≡ 0,
2((x2x2)x)y + 2((x2x2)y)x+ 8((x2(xy))x)x − 3((x2x)x2)y(6)
− 6((x2x)(xy))x − 3((x2y)x2)x − 6(((xy)x)x2)x+ 6((x2x)x)(xy)
+ 3((x2x)y)x2 + 3((x2y)x)x2 + 6(((xy)x)x)x2 − 5(x2x2)(xy)
− 10(x2(xy))x2 + (x2x)(x2y) + 2(x2x)((xy)x) ≡ 0,
8(((x2x)x)x)y + 8(((x2x)y)x)x + 16((((xy)x)x)x)x − 5((x2x2)x)y(7)
− 16((x2(xy))x)x − 3((x2x)x2)y − 2((x2x)(xy))x − ((x2y)x2)x
− 8(((xy)x)x2)x− 2((x2x)x)(xy) − ((x2x)y)x2 + 3((x2y)x)x2
− 4(((xy)x)x)x2 − (x2x2)(xy)− 2(x2(xy))x2 + 2(x2x)(x2y)
+ 8(x2x)((xy)x) ≡ 0.
Figure 3. Four identities in the variables x5y
denominators would all be divisors of 4. We multiply each row of N by 4, express
the entries using symmetric representatives modulo p, interpret these symmetric
representatives as integers, and divide each row by the GCD of its entries. The
results appear in Figure 4, where column 2 gives the number of nonzero entries
for each row; since these numbers are so large, it is not practical to display the
corresponding multilinear polynomial identities.
row nonzero reconstructed integer entries
1 693 −18,−17,−14,−13,−12,−4, 0, 1, 2, 3, 4, 5, 6, 8, 10, 42
2 660 −10,−8,−4,−3,−2, 0, 1, 2, 4, 10
3 711 −8,−6,−4,−3,−2,−1, 0, 1, 2, 3, 4
4 684 −22,−21,−20,−18,−17,−16,−4,−2, 0, 1, 3, 4, 5, 6, 7, 8, 52
5 585 −9,−8,−5,−4,−3,−1, 0, 2, 3, 4, 5, 12
6 585 −9,−8,−5,−4,−3,−1, 0, 2, 3, 4, 5, 12
7 405 −3, 0, 1, 8
8 495 −5, 0, 1, 14
Figure 4. Integer coefficients reconstructed from modular computations
The symmetric group S6 acts on the row space of N by permuting abcdef . For
the partitions 16, 214, 2212, 23, 313, 321, 32, 412, 42, 51, 6 we choose the following
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

1 . . . . . . .
. 1 . . . . . .
. . 1 . . . . .
. . . 1 . . . .
. . . . 1 . . .
. . . . . 1 . .
. . . . . . 1 .
. . . . . . . 1




1 . . . . . . .
. 1 . . . . . .
. . 1 . . . . .
. . . 1 . . . .
. . . . . 1 . .
. . . . 1 . . .
. . . . . . 1 .
. . . . . . . 1




. . . 1 . . . .
−1 1 . 1 . . . .
. . 1 . . . . .
1 . . . . . . .
. . . . . 1 . .
. . . . 1 . . .
. . . . . . 1 .
. . . . . . . 1




−1 1 . 1 . . . .
. . . 1 . . . .
. . 1 . . . . .
. 1 . . . . . .
−1 1 . . . 1 . .
−1 1 . . 1 . . .
10 −10 . . . . 1 .
2 −2 . . . . . 1




. . . . 1 . . .
−1 1 . . 1 . . .
−1 . 1 . 1 . . .
. . . 1 . . . .
. . . . . 1 . .
1 . . . . . . .
. . . . . . 1 .
3 . . . −3 . . 1




−1 . 1 . 1 . . .
−1 1 . . 1 . . .
. . . . 1 . . .
. . . 1 . . . .
−1 . 1 . . 1 . .
. . 1 . . . . .
8 . −8 . . . 1 .
3 . . . −3 . . 1




−1 . 1 . 1 . . .
. . . . 1 . . .
−1 1 . . 1 . . .
−1 1 . 1 . . . .
−1 . 1 . . 1 . .
. . 1 . . . . .
10 −2−8 . . . 1 .
5 −2 . . −3 . . 1




. . . . 1 . . .
−1 1 . . 1 . . .
. . 1−1 1 . . .
1 . . . . . . .
. . . . . 1 . .
. . . 1 . . . .
. . . . . . 1 .
. . . 3 −3 . . 1




−1 1 . . 1 . . .
. . . . 1 . . .
. . 1−1 1 . . .
. 1 . . . . . .
−1 1 . . . 1 . .
−1 1 . 1 . . . .
10 −10 . . . . 1 .
2 −2 . 3 −3 . . 1




−1 . 1 . 1 . . .
−1 1 . . 1 . . .
. . 1 −1 1 . . .
. . 1 . . . . .
−1 . 1 . . 1 . .
. . . 1 . . . .
8 . −8 . . . 1 .
3 . −3 3 −3 . . 1




−1 . 1 . 1 . . .
. . . . 1 . . .
. . 1 −1 1 . . .
. . 1 . . . . .
−1 . 1 . . 1 . .
−1 1 . 1 . . . .
10 −2−8 . . . 1 .
2 1 −3 3 −3 . . 1


Figure 5. Representation matrices for conjugacy class representatives
conjugacy class representatives, expressed as products of disjoint cycles: e, (12),
(12)(34), (12)(34)(56), (123), (123)(45), (123)(456), (1234), (1234)(56), (12345),
(123456). For each of these 11 permutations σ, we compute the matrix representing
σ with respect to the reconstructed integer basis of the row space of N . These 11
matrices are displayed in Figure 5. The traces of these matrices give the character
of the row space of N as an S6-module: [8, 6, 4, 2, 5, 3, 2, 4, 2, 3, 2]. This character is
a linear combination of the first two rows of the character table for S6:
3[1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1]+ [5, 3, 1,−1, 2, 0,−1, 1,−1, 0,−1].
Hence the row space of N is isomorphic to 3[6]⊕ [51] as an S6-module.
We now consider the problem of finding all nonlinear identities in the variables
x6 and x5y. The structure of the row space of N as an S6-module implies that
every multilinear identity in degree 6 can be expressed as a linear combination of
linearizations of nonlinear identities corresponding to these two partitions. Since
the matrices are small, we are able to use integer arithmetic.
E =

342 336 312 216 192 192
118 112 104 168 192 128
52 64 96 128 128 192
52 64 96 128 128 192
118 112 104 168 192 128
342 336 312 216 192 192
 U =

1 −2 0 −2 −1 5
−4 1 2 1 −2 3
0 −1 0 −2 −1 5
0 2 −2 −2 1 1
0 1 −2 4 −3 0
−8 4 5 1 1 −3

Figure 6. Expansion matrix and transform matrix for variables x6
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With variables x6, there is only one commutative nonassociative monomial for
each of the six association types, and only one diassociative monomial for each
possible center; we obtain the expansion matrix E of Figure 6. Using elementary
row operations defined over Z, together with the LLL algorithm for lattice basis
reduction [7], we compute the integer matrix U of Figure 6 for which det(U) = ±1
and UEt = H where H (not displayed) is the Hermite normal form (HNF) of
the transpose of E. From this we find that rank(E) = 3 and that the last three
rows of U form a reduced basis for the integer nullspace of E. The corresponding
polynomial identities are displayed in equations (1)–(3).
With variables x5y, there are respectively 5, 3, 4, 4, 2, 2 commutative nonasso-
ciative monomials for each of the six association types, which we order as follows:
(((x2x)x)x)y, (((x2x)x)y)x, (((x2x)y)x)x, (((x2y)x)x)x, ((((xy)x)x)x)x,
((x2x2)x)y, ((x2x2)y)x, ((x2(xy))x)x, ((x2x)x2)y, ((x2x)(xy))x,
((x2y)x2)x, (((xy)x)x2)x, ((x2x)x)(xy), ((x2x)y)x2, ((x2y)x)x2,
(((xy)x)x)x2 , (x2x2)(xy), (x2(xy))x2, (x2x)(x2y), (x2x)((xy)x).
There are 36 diassociative monomials, ordered by position of the center and then
by the position of y. We obtain the expansion matrix E of Figure 7. Proceeding
as before, we find that rank(E) = 4 and that the last three rows of the transform
matrix U form a reduced basis for the integer nullspace of E. The corresponding
polynomial identities are displayed in equations (4)–(7). 
5. Degree 7
Theorem 5.1. In degree 7, there is a 570-dimensional space of multilinear polyno-
mial identities satisfied by the symmetrization of the Jordan diproduct which do not
follow from commutativity or the linearizations of the identities in Theorem 4.1.
This S7-module has the following structure:
7[61]⊕ 6[52]⊕ 4[512]⊕ 5[43]⊕ 5[421]⊕ [413]⊕ 3[321]⊕ [322]⊕ [3212].
Proof. We obtain this result by extension of the methods already described for
degree n ≤ 6. Owing to the large size of the matrices in degree 7, we decompose the
computation into subproblems corresponding to the irreducible representations of
the symmetric group S7. The theory and algorithms required for this application of
representation theory to polynomial identities are explained in detail in the survey
paper [6]. We provide a brief summary of the computations.
Step 1. There are 11 association types for a commutative nonassociative opera-
tion in degree 7, on which we impose the reverse degree-lexicographical order:
(((((−−)−)−)−)−)−, ((((−−)(−−))−)−)−, ((((−−)−)(−−))−)−,
((((−−)−)−)(−−))−, (((−−)(−−))(−−))−, (((−−)−)((−−)−))−,
((((−−)−)−)−)(−−), (((−−)(−−))−)(−−), (((−−)−)(−−))(−−),
(((−−)−)−)((−−)−), ((−−)(−−))((−−)−).
For each type t, there is a nonempty set of permutations σ ∈ S7 of order 2 for which
t(ι) = t(σ) as a result of the commutativity of the symmetrized Jordan diproduct,
where ι is the identity permutation and t(σ) denotes type t applied to permutation σ
of (the subscripts of) the arguments x1, . . . , x7. For example, the last type produces
σ = (12), (34), (13)(24), (56). We obtain 30 polynomial identities t(ι) − t(σ) ≡ 0
in degree 7, called the symmetries of the association types.
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

86 128 64 32 16 80 128 32 56 64 64 32 44 64 32 16 32 32 48 24
0 22 96 80 72 0 16 80 0 76 16 72 44 0 32 48 32 32 0 48
0 0 6 88 124 0 0 84 0 12 128 80 0 24 64 64 0 48 48 24
0 0 64 82 98 0 0 84 0 64 24 80 0 64 40 56 0 48 32 32
0 128 96 56 31 0 128 52 0 80 64 44 64 0 32 28 64 16 0 48
256 64 16 4 1 256 64 4 256 16 16 4 64 64 16 4 64 16 64 16
32 22 32 16 8 32 16 16 48 12 16 8 20 64 32 16 32 32 32 16
0 10 12 32 32 0 16 24 0 20 16 24 20 0 32 48 32 32 0 32
0 0 4 22 46 0 0 28 0 8 24 32 0 16 40 56 0 48 32 16
0 0 32 34 26 0 0 28 0 16 24 24 0 64 40 32 0 48 32 16
0 64 32 12 5 0 64 12 0 32 16 12 64 0 16 12 64 16 0 32
86 22 6 2 1 80 16 4 56 16 8 4 64 24 8 4 64 16 32 16
20 10 6 8 4 32 16 4 48 8 16 8 20 24 32 16 32 16 48 24
0 10 8 6 14 0 16 12 0 20 8 24 20 0 8 40 32 16 0 48
0 0 6 14 16 0 0 16 0 12 24 24 0 24 40 32 0 32 48 24
0 0 16 16 10 0 0 16 0 16 32 16 0 64 32 16 0 32 64 16
0 22 12 6 6 0 16 12 0 28 8 16 44 0 8 16 32 16 0 48
32 10 4 2 2 32 16 4 48 12 8 8 44 16 8 8 32 16 32 32
32 10 4 2 2 32 16 4 48 12 8 8 44 16 8 8 32 16 32 32
0 22 12 6 6 0 16 12 0 28 8 16 44 0 8 16 32 16 0 48
0 0 16 16 10 0 0 16 0 16 32 16 0 64 32 16 0 32 64 16
0 0 6 14 16 0 0 16 0 12 24 24 0 24 40 32 0 32 48 24
0 10 8 6 14 0 16 12 0 20 8 24 20 0 8 40 32 16 0 48
20 10 6 8 4 32 16 4 48 8 16 8 20 24 32 16 32 16 48 24
86 22 6 2 1 80 16 4 56 16 8 4 64 24 8 4 64 16 32 16
0 64 32 12 5 0 64 12 0 32 16 12 64 0 16 12 64 16 0 32
0 0 32 34 26 0 0 28 0 16 24 24 0 64 40 32 0 48 32 16
0 0 4 22 46 0 0 28 0 8 24 32 0 16 40 56 0 48 32 16
0 10 12 32 32 0 16 24 0 20 16 24 20 0 32 48 32 32 0 32
32 22 32 16 8 32 16 16 48 12 16 8 20 64 32 16 32 32 32 16
256 64 16 4 1 256 64 4 256 16 16 4 64 64 16 4 64 16 64 16
0 128 96 56 31 0 128 52 0 80 64 44 64 0 32 28 64 16 0 48
0 0 64 82 98 0 0 84 0 64 24 80 0 64 40 56 0 48 32 32
0 0 6 88 124 0 0 84 0 12 128 80 0 24 64 64 0 48 48 24
0 22 96 80 72 0 16 80 0 76 16 72 44 0 32 48 32 32 0 48
86 128 64 32 16 80 128 32 56 64 64 32 44 64 32 16 32 32 48 24


Figure 7. Expansion matrix E for variables x5y
Step 2. We linearize the nonlinear identities of Theorem 4.1. For variables x6, we
replace the six occurrences of x in each term by x1 · · ·x6, and sum over all permu-
tations of the subscripts 1, . . . , 6. For variables x5y, we replace the five occurrences
of x in each term by x1 · · ·x5, sum over all permutations of subscripts 1, . . . , 5,
and replace y by x6. In both cases, we straighten the resulting monomials using
commutativity of the symmetrized Jordan diproduct: we replace each monomial
by the lexicographically first representative of its equivalence class.
Step 3. Let f(x1, . . . , x6) be one of the seven linearized identities produced by
the previous step. Each such f produces seven multilinear identities in degree 7:
f(x1, . . . , xix7, . . . , x6) (1 ≤ i ≤ 6), f(x1, . . . , x6)x7.
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We obtain 49 polynomial identities g ≡ 0 in degree 7, called the consequences of
the known identities in degree 6.
Step 4. For each of the 15 partitions λ of 7 with corresponding irreducible
representation of dimension dλ, we construct the 30dλ × 11dλ matrix Sλ in which
the (i, j) block of size dλ is the matrix in representation λ for the element of the
group algebra given by the term (if any) of symmetry i in association type j. We
call rank(Sλ) the rank of the symmetries for partition λ.
Step 5. For each partition λ of 7, we construct the 49dλ × 11dλ matrix Cλ in
which the (i, j) block is the matrix in representation λ for the element of the group
algebra given by the terms (if any) of consequence i in association type j. We call
rank(Cλ) the rank of the consequences for partition λ.
Step 6. For each partition λ of 7, we stack (combine vertically) Sλ and Cλ
to obtain the 79dλ × 11dλ matrix SCλ. We call rank(SCλ) the rank of the old
identities for partition λ, where old identities means identities in degree 7 which are
consequences of known identities of lower degree (the symmetries of the association
types are the consequences of commutativity).
Step 7. For each partition λ of 7, we construct the full rank matrix Nλ in row
canonical form whose row space is the nullspace of the restriction of the expansion
map X to the isotypic component of the S7-module Free(7) for representation λ.
We call rank(Nλ) the rank of all identities for partition λ. Hence Nλ has size
rank(Nλ)× 11dλ, and the row space of SCλ is a subspace of the row space of Nλ.
The difference new(λ) = rank(Nλ) − rank(SCλ) is always nonnegative; we call it
the rank of the new identities for partition λ.
We summarize these computations in Figure 8, which completes the proof. 
λ 7 61 52 512 43 421 413 321 322 3211 314 221 2213 215 17
rank(Sλ) 0 31 94 120 105 295 190 185 186 335 155 134 145 65 11
rank(SCλ) 7 40 100 122 106 296 190 185 186 335 155 134 145 65 11
rank(Nλ) 7 47 106 126 111 301 191 188 187 336 155 134 145 65 11
new(λ) 0 7 6 4 5 5 1 3 1 1 0 0 0 0 0
Figure 8. Multiplicities of irreducible representations in degree 7
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