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We use a non-equilibrium simulation method to study the spin glass transition in three-
dimensional Ising spin glasses. The transition point is repeatedly approached at finite velocity
v (temperature change versus time) in Monte Carlo simulations starting at a high temperature.
The normally problematic critical slowing-down is not hampering this kind of approach, since the
system equilibrates quickly at the initial temperature and the slowing-down is merely reflected in
the dynamic scaling of the non-equilibrium order parameter with v and the system size. The equi-
librium limit does not have to be reached. For the dynamic exponent we obtain z = 5.85(9) for
bimodal couplings distribution and z = 6.00(10) for the Gaussian case, thus supporting universal
dynamic scaling (in contrast to recent claims of non-universal behavior).
PACS numbers: 75.10.Nr, 75.40.Mg, 75.40.Gb
Understanding spin glasses analytically has proved dif-
ficult, and there are only very few exact results beyond
Parisi’s solution [1–3] of the infinite-range Sherrington-
Kirkpatrick model [4]. Furthermore, Monte Carlo (MC)
simulations in three dimensions proved challenging be-
cause d = 3 turns out to be close to the lower critical
dimension dl below which fluctuations destroy the tran-
sition. For Ising spins, which we study here, dl ≃ 2.5 [5].
Nonetheless, there has been substantial progress in recent
years, aided by increased computer power, the technique
of parallel tempering [6] (exchange MC) to speed up equi-
libration and reduce autocorrelations, and better meth-
ods of doing finite-size scaling. In particular, Hasenbusch
et al. [7] extracted not only the leading singular behav-
ior at the transition but also the dominant correction to
scaling. This gives confidence that the asymptotic crit-
ical region has been reached (which it had not in much
of the earlier work, see, e.g., discussion in Ref. [8]), and
hence that the critical exponents are accurate. Subse-
quently, massive simulations by Baity-Jesi et al. [9], using
a special-purpose, obtained even more accurate results
which are consistent with the earlier work of Ref. [7].
In spite of these impressive developments, it is still use-
ful to employ new techniques for studying spin glasses
and other similar computationally hard problems. We
here explore MC simulations out of equilibrium in combi-
nation with a powerful dynamic scaling theory [20] build-
ing on the Kibble-Zurek (KZ) mechanism [21–29]. We
will demonstrate that this approach is particularly well
suited for studies of spin glasses, because it circumvents
the normally very problematic slowing-down (strong di-
vergence in the MC autocorrelation time) at the transi-
tion, by turning it into a generic feature of the scaling
methodology. Rapidly equilibrating a system at a high
starting temperature, slow dynamics upon approaching
the transition is just reflected in the evolution of com-
puted quantities with the velocity at which the temper-
ature is changed. This process is described by scaling
behaviors generalizing finite-size scaling. We here study
three dimensional (3D) Ising spin glasses and address the
issue of universal dynamics.
“Universality” is a cornerstone of the theory of critical
phenomena by which critical exponents and many other
quantities do not depend on microscopic system details.
Thus, the exponents for a spin glass should not depend
on the distribution of interactions, so results obtained
for, e.g., a bimodal distribution should be the same as
those from a continuous distribution such as Gaussian.
The work of Refs. [7] and [9] used a bimodal distribu-
tion of nearest-neighbor interactions, because consider-
able speedup in the MC code can be obtained in this
case. An interesting question, raised by Campbell and
collaborators [10–12], is whether universality may be vi-
olated in spin glasses. While these works claim numerical
evidence that the exponents do depend on the distribu-
tion of interactions, other works, e.g., Ref. [8], found uni-
versal behavior, though with some inconsistencies due to
corrections to scaling not being incorporated. Simula-
tions of a quality comparable to that in Hasenbusch et
al. [7] and [9], which do systematically incorporate the
leading correction to scaling, have not yet been done for
a continuous distribution of the interactions. Such sim-
ulations would show, beyond reasonable doubt, whether
universality is satisfied in spin glasses.
The above discussion applies to static exponents.
There is also considerable interest in the dynamics of spin
glasses, since experimental spin glasses never equilibrate
below the transition temperature Tc, and even as Tc is
approached from above relaxation times increase much
more rapidly than in, say, ferromagnets. Several esti-
mates of the dynamical exponent z have been obtained
and the results are summarized in Table I. It is seen
that there there are significant differences in the results
from different works, and claims are again made [11, 12]
that the dynamical exponent, like the static ones, de-
pend on the distribution of interactions. Using the non-
equilibrium approach, which in recent applications to sys-
tems without disorder have proved reliable in extracting
2Study Model Exponent z
Pleimling and Campbell (Ref. [12]) ±J 5.7(2)
G 6.2(1)
Nakamura (Ref. [13])⋆ ±J 5.1(1)
Katzgraber and Campbell (Ref. [14])⋆ G 6.80(15)
Rieger (Ref. [15])⋆ ±J ≃ 6
Ogielski (Ref. [16]) ±J 6.0(8)
Belletti et al. (Ref. [17])⋆ ±J 6.86(16)
This study ±J 5.85(9)
G 6.00(10)
TABLE I: Estimates of the dynamical critical exponent z
for 3D Ising spin glasses with local updates (Metropolis dy-
namics) with a bimodal (±J) or Gaussian coupling distribu-
tion (G). The papers indicated by an asterisk determine a
non-equilibrium coherence length ξ(t) below or at Tc. This
increases with time t like t1/zeff(T ) where an effective expo-
nent zeff(T ) is found empirically to vary as T
−1, and is also
found to merge smoothly into the critical exponent z at Tc,
i.e. zeff(T ) = (Tc/T )z. The value of z quoted by the authors
was obtained by using the best accepted value of Tc at that
time. Reference [15] plots values for a temperature dependent
x(T ), related to zeff(T ) by x(T ) = (d− 2 + η)/2zeff(T ). The
value quoted in the table is obtained from the data point for
x(T ) closest to the currently accepted Tc and η values [9].
the dynamic exponent [20], we will show here that Ising
spin glasses with bimodal and Gaussian distributions
show the same universality (within small error bars).
Spin glass models.—We study Ising spin glasses that
can be described by the Hamiltonian:
H =
∑
〈i,j〉
Jijσiσj , (1)
where σi ∈ {−1, 1} and 〈i, j〉 stands for the nearest neigh-
bors on a simple cubic lattice. We consider (i) a bimodal
distribution in which Jij = ±1 with equal probability
and (ii) Jij drawn from a Gaussian with mean 0 and
standard deviation 1. The relevant quantity to charac-
terize the spin glass transition is the Edward-Anderson
order parameter:
q =
1
N
N∑
i=1
σ
(1)
i σ
(2)
j , (2)
where (1) and (2) stand for two independent simulations
(“replicas”) of the same coupling realizations. We will
study the mean squared order parameter 〈q2〉.
The spin glass transition temperature Tc for the bi-
modal case has been determined to very high numerical
accuracy [9, 18]; Tc = 1.102(3). Tc for the Gaussian case
is not as well determined, although a reasonable estimate
is also available [14, 19]; Tc = 0.94(2). The static expo-
nents for the bimodal case are also well studied in [7, 9],
which gave the correlation length exponent ν = 2.562(42)
and correlation function exponent η = −0.3900(36).
Dynamic simulation scheme.—We perform MC simu-
lation with the standard Metropolis algorithm on sys-
tems of linear size L (number of spins N = L3). Simu-
lations start from an initial temperature Ti = 2, roughly
twice Tc where the system is easily equilibrated prior to
each dynamic (“quench”) simulation. We proceed with
a linearly varying T as a function of the simulation time
τ (measured in units of a standard MC sweep consist-
ing of N spin flip attempts) until a final temperature
Tf = 0.5 is reached. Thus, our quench velocity is defined
as v = 1.5/τ and the temperature is lowered by ∆T = v
after each MC step. We choose the total quench time
τ = 150 × 2n with n = 0, 1, 2, . . . . This kind of process
is also known as simulated annealing [30], but in that
case one normally has in mind a very slow reduction of
T with the goal of finding an energy minimum or reach-
ing equilibrium. We are interested in both slow and fast
processes and carry out detailed studies of the behavior
of averages over many quenches as a function of v and L.
We use 64-bit multi-spin coding for 64 replicas in a sin-
gle run (using different random numbers for the accep-
tance probabilities for each replica, to avoid correlations),
and when computing the order parameter (2) we consider
overlaps between 32 replica pairs. Since the fluctuations
among different realizations of Jij will in general be much
larger than the statistical errors within a given realiza-
tion, we only perform one such 64-replica quench for each
disorder realization. For small sizes and short quenches,
we generated O(105) realizations and for larger sizes and
longer quenches we have at least O(102) realizations.
For simplicity of notation, we use 〈. . . 〉 to denote all
averages involved. After the simulations we use polyno-
mial interpolation to obtain 〈q2〉 at any T within [Ti, Tf ].
We focus on the squared order parameter 〈q2〉 at or in
the close vicinity of the known Tc. An alternative then
would be to perform quenches to exactly Tc (instead of
continuing below Tc). However, we will also consider
the propagation of errors from uncertainties of Tc, and
in principle results below Tc can also be used in further
analysis of the spin glass state.
Dynamic scaling.—According to well established equi-
librium finite-size scaling theory [31], the critical order
parameter exactly at Tc depends on the system size as
〈q2〉eq ∼ L
−2β/ν ∼ L−(1+η). (3)
A recent study [20] building on the KZ mechanism
[21, 22] and generalized dynamic finite-size scaling [21–
29] suggests that the order parameter at a continuous
transition exhibits three different scaling regimes depend-
ing on v and L when quenching to Tc (i.e., evaluating 〈q
2〉
at Tc following a quench and averaging over quenches).
We refer to Ref. [20] for background and derivations and
3here only quote the final result:
〈q2〉 =


L−(1+η)f1(vL
z+1/ν), v <∼ vKZ (L),
L−dv−x, v
KZ
(L)≪ v ≪ 1,
L−df2(1/v), v >∼ vKZ (L),
(4)
where d is the dimensionality and v
KZ
(L) ∼ L−(z+1/ν)
is the characteristic KZ velocity that separates the adi-
abatic and non-adiabatic regimes. The first scaling
function f1 governs the low-velocity regime and f2 de-
scribes the high-velocity regime. There is a wide region
v
KZ
(L) ≪ v ≪ 1 in which both functions reduce to a
universal power-law behavior with the power x related
to the standard critical exponents:
x = (d− 2β/ν)(z + 1/ν)−1. (5)
The dynamic finite-size scaling forms (4) have been thor-
oughly tested on standard Ising models [20] and yielded
high-precision results for z for different types of dynamics
(local and cluster updates) and dimensionality.
In the case of a glass, in particular, as anticipated in
Ref. [20] and demonstrated with results in the present
work, a major additional advantage of the quench ap-
proach combined with dynamic scaling is that uncertain-
ties related to poor equilibration due to critical slowing
down are avoided. In standard approaches one has to
make sure that equilibrium indeed has been reached, and
this can be very difficult to confirm in practice. In our
approach, equilibration only has to be carried out at the
high initial temperature Ti (or, one could also start with
some other initial condition). In the subsequent quench
process, equilibration, or lack thereof, is manifested as
the scaling behaviors in Eq. (4), and the simulation re-
sults themselves are never questionable. To study scal-
ing one of course still has to reach low enough v for
the scaling function f2 to cross over into the asymptotic
power-law form, but this occurs much before equilibrium
is reached and much larger system sizes can be studied
reliably than in standard approaches.
Simulation results.—We use many different velocities
and system sizes L = 8, 12, . . . up to L = 128 for the bi-
modal case and up to L = 96 for the Gaussian case. With
the static exponents ν and η known (we use the values
quoted above for both the bimodal and Gaussian cases),
the dynamic exponent z enters as the only unknown pa-
rameter in Eq. (4). One can treat z as an adjustable
parameter for optimal scaling collapse according to ei-
ther the low-velocity (function f1) or high-velocity (f2)
form in Eq. (4). We quantify the quality of the collapse
using χ2 per degree of freedom relative to a function fit-
ted to all the data, using a line in the linear regime on
the log-log scale and matching it to a high-order poly-
nomial describing the deviations from this form. After z
is determined this way, we introduce Gaussian noise to
Tc, ν, and η with standard deviation equal to error bars
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FIG. 1: (Color online) Scaling after quenching to Tc, using
the form with f1 in Eq. (4). The only free parameter op-
timized for scaling collapse is the dynamic exponent z, for
which we obtain z = 5.85(9) and 6.00(10) for bimodal (top)
and Gaussian (bottom) distributions, respectively.
quoted, repeating the scaling analysis with such altered
data many times to obtain error estimates for z.
Results when using the first of Eq. (4), which delivering
the scaling function f1 when the data collapse, are shown
in Fig. 1. We obtain z = 5.85(9) for the bimodal case
and z = 6.00(10) for the Gaussian case. The plateau on
the low velocity side indicates the fully adiabatic regime,
while the straight line in these log-log plots show the uni-
versal scaling governed by the exponent x in Eq. (5). The
value of x extracted from the slope agrees very well with
the expression in Eq. (5). We have, thus, demonstrated
dynamic scaling at the spin glass transition and its cross-
over into the standard equilibrium finite-size scaling.
The second scaling function, f2 in Eq. (4), suggests
an easier way of extracting the exponent x: Graphing
〈q2〉Ld versus v−1 the scaling regime emerges, as we show
in Fig. 2. Note that Figs. 1 and 2 show the same data
sets (though Fig. 1 omits the high-v points that do not
collapse), which are only graphed differently according to
either the low- or the high-velocity scaling expectation.
In Fig. 2 the highest velocity is v = 0.01, which is not
yet high enough to see the cross-over into the eventual
v-independent behavior governed by the initial state.
The characteristic velocity v
KZ
suggests a correlation
length ξv ∼ v
−1/(z+1/ν), and the f2 scaling collapse
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FIG. 2: (Color online) Data collapse onto the function f2 in
Eq. (4). The linear regimes in these log-log plots are gov-
erned by the exponent x in Eq. (5) and the low-v deviations
from linearity are manifestations of the intrinsic length-scale
ξv approaching the system size L.
should apply when ξv ≪ L. Therefore, when observing
f2 scaling the system is effectively in the thermodynamic
limit, and the deviation from a common scaling function
in Fig. 2 signals ξv becoming comparable to L. By line-
fitting in the power-law regime for L ≥ 64 we obtain
x = 0.3851(45) for the bimodal case and x = 0.3745(66)
for the Gaussian case. Using the known values of the
static exponents we then obtain z = 5.82(7) for the bi-
modal case and z = 6.00(10) for the Gaussian case.
The above analysis shows that the two scaling forms
in Eq. (4), approaching the power-law regime either from
low (f1) or high (f2) velocities, are mutually consistent
and smoothly connected. One can obtain the power x
from either way of analyzing the data. Working from the
high-velocity end with f2 may be more practical when
studying a new case since high-velocity data can be gen-
erated faster and one can easily monitor the emergence
of the scaling regime. It is, however, also comforting to
observe the cross-over into the equilibrium form.
Correction to scaling.—The above analysis did not
need any scaling corrections, as the data for the larger
system sizes follow the expected forms very precisely de-
spite the error bars being very small. It is nevertheless
important to investigate possible effects of corrections to
scaling, which we do here using the high-velocity regime
and the cross-over into the universal scaling regime. A
natural extension of the f2-part of Eq. (4) is
〈q2〉Ld ∼ av−x(1 + bvx
′
), (6)
where one would expect the subleading term with expo-
nent x′ to accommodate the initial cross-over away from
the pure power law into high-velocity scaling governed
by the initial state. Using the data for v ≤ 0.01 un-
til the finite-size effects set in, we obtain x = 0.376(17),
x′ = 0.34(11), a = 10.4(7), b = −0.4(2) from sizes L ≥ 32
for the bimodal case and x = 0.373(25), x′ = 0.74(34),
a = 5(1), b = −1(3) using sizes L ≥ 48 for the Gaus-
sian case. The small values and large uncertainties in b
show that the corrections are statistically marginal and
their only effect in practice larger error bars on z due
to the larger number of fitting parameters—we obtain
z = 6.0(3) for the bimodal case and z = 6.0(4) for the
Gaussian case. Since no corrections are needed to de-
scribe an extensive region of power-law scaling and adia-
batic cross-over, we regard our results obtained without
corrections in Fig. 1 as our best estimates of z.
Discussion.—The non-equilibrium MC simulations
and accompanying scaling analysis we have used here in
large-scale studies of 3D Ising spin glasses demonstrate
the utility of this method for highly frustrated systems.
We have used existing knowledge of the Tc values and
static exponents of the systems studies, and the remark-
ably good fits with the dynamic exponent z as the only
adjustable parameter in Fig. 1 reinforce the reliability of
the other parameters used as input. The dynamic MC
scheme can also be used to extract critical points and
static exponents, as has recently been done for quantum
models in Refs. [32, 33]. We note that the advantage
demonstrated here of circumventing difficulties due to
critical slowing down only applies, currently, to classical
systems, where the dynamics of interest is the dynamics
of the simulation method itself, while in quantum sys-
tems one is typically interested in Hamiltonian dynamics
with no direct relation to the updating scheme used in
the simulation. Our results for the Ising glasses provide
strong support for a universal dynamic exponent with
single-spin Metropolis MC updates, and one would nat-
urally expect this to extend to any local dynamics.
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