Pannes de processus liées à la contention by Durand, Anaïs et al.
HAL Id: hal-02118917
https://hal.archives-ouvertes.fr/hal-02118917
Submitted on 3 May 2019
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Pannes de processus liées à la contention
Anaïs Durand, Michel Raynal, Gadi Taubenfeld
To cite this version:
Anaïs Durand, Michel Raynal, Gadi Taubenfeld. Pannes de processus liées à la contention. ALGOTEL
2019 - 21èmes Rencontres Francophones sur les Aspects Algorithmiques des Télécommunications, Jun
2019, Saint Laurent de la Cabrerisse, France. pp.1-4. ￿hal-02118917￿
Pannes de processus liées à la contention †
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Cet article est un résumé étendu de [DRT18] dans lequel nous nous intéressons à un nouveau type de pannes de proces-
sus défini récemment par l’un des auteurs [Tau18] : les pannes λ-contraintes. Cette nouvelle notion est explicitement
liée à la contention. En effet, elle ne considère que les exécutions dans lesquelles les pannes de processus se produisent
lorsque la contention est plus petite ou égale à un seuil λ donné. Si des pannes se produisent lorsque la contention a
dépassé ce seuil λ, aucune propriété de correction (comme par exemple la terminaison) n’est garantie. [Tau18] montre
que, lorsque λ = n− 1, il est possible de résoudre le problème du consensus dans un système asynchrone à registres
atomiques de n processus même si un processus tombe en panne, outrepassant ainsi le résultat d’impossibilité FLP.
Nous proposons ici des algorithmes pour les problèmes de k-accord et de renommage qui tolèrent à la fois des pannes
de processus “classiques” et des pannes λ-contraintes.
Mots-clefs : k-accord, renommage, contention, systèmes asynchrones, tolérance aux pannes
1 Contexte
Le système contient n processus asynchrones, notés p1, . . . , pn, qui communiquent en lisant et en écrivant
dans des registres atomiques. Le paramètre t représente le nombre maximum de processus qui peuvent
tomber en panne pendant l’exécution. Un processus tombe en panne lorsqu’il cesse prématurément et de
façon définitive son exécution. On dit alors qu’il est fautif. Sinon, il est correct. La participation, c’est-à-dire
l’exécution de l’algorithme local, de tous les processus corrects est requise. (Notez que cette hypothèse est
classique, bien que souvent implicite, dans les algorithmes distribués à passage de messages.)
La contention est le nombre de processus qui ont commencé leur exécution. Le paramètre λ est un seuil
de contention prédéfini. Une exécution peut alors être divisée en deux parties : un préfixe dans lequel
la contention est plus petite ou égale à λ et un suffixe dans lequel la contention est supérieure à λ. Nous
considérons deux types de pannes de processus : les pannes “classiques” qui peuvent se produire à n’importe
quel moment, appelées ici non-contraintes, et celles pouvant se produire uniquement quand la contention
est inférieure ou égale à λ, dites λ-contraintes. Ces dernières ont été présentées pour la première fois dans
[Tau18] sous le nom de “weak failures”.
Objets concurrents. Afin d’en faciliter la présentation, les algorithmes proposés utilisent deux types
d’objets concurrents, la `-exclusion mutuelle sans interblocage et le snapshot. Ces deux objets peuvent être
construits dans un système asynchrone à registres sujet à des pannes.
— `-exclusion mutuelle sans interblocage (ou `-mutex) : Cet objet fournit deux opérations obtenir() et
relâcher(). Il permet à au plus ` processus d’exécuter simultanément leur section critique (exclusion
mutuelle). De plus, il garantit qu’au moins un processus appelant la fonction obtenir() termine son
appel si moins de ` processus tombent en panne (terminaison).
— Snapshot : Cet objet fournit deux opérations atomiques écrire() et snapshot(). Il peut être modélisé
par un vecteur de registres atomiques SN[1..n] tel que, (a) lorsqu’un processus pi appelle écrire(v), il
écrit dans SN[i] et (b) lorsque pi appelle snapshot(), il obtient la valeur du vecteur SN[1..n] comme
si toutes les entrées avaient été lues simultanément et instantanément.
†Financé en partie par le projet franco-allemand DFG-ANR 40300781 DISCMAT et le projet ANR-16-CE40-0023-03 DES-
CARTES.
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m = 0 m = ⌈k/2⌉ m = k−1
f = k f = ⌊k/2⌋ f = 1
pannes λ-contraintes `− k 2⌈k/2⌉+ `− k `+ k−2
pannes non-contraintes k−1 ⌊k/2⌋−1 0
TABLE 2: k-accord : compromis entre pannes λ-contraintes et non-contraintes quand λ = n− `.
Intérêt des pannes λ-contraintes. Ce nouveau type de pannes permet de concevoir des algorithmes qui
peuvent tolérer plusieurs pannes λ-contraintes en plus de pannes non-contraintes. En particulier, considérons
un problème qui peut être résolu en présence de t pannes non-contraintes mais pas en présence de t+1 telles
pannes. Existe-t-il des solutions à ce problème qui tolèrent t1 ≤ t pannes non-contraintes plus t2 pannes λ-
contraintes, avec t1+ t2 > t ? Plusieurs exemples de tels algorithmes sont proposés ci-après.
Permettre à des algorithmes déjà conçus pour contourner les résultats d’impossibilités de résister en plus
à des pannes λ-contraintes pourrait les rendre encore plus robustes. Par exemple, un algorithme indulgent
ne viole jamais sa propriété de sûreté. Si les hypothèses de synchronisme sur lesquelles il repose sont
assurées, il satisfait à terme sa propriété de vivacité. Un algorithme indulgent qui tolère en plus des pannes λ-
contraintes pourrait, dans beaucoup de cas, satisfaire sa propriété de vivacité avant même que les hypothèses
de synchronisme ne soient remplies.
2 Contributions
Dans ce papier, nous nous intéressons à deux problèmes, le k-accord et le renommage, dans des systèmes
asynchrones à registres sujets à des pannes non-contraintes et λ-contraintes.
2.1 k-accord
Le k-accord est un objet concurrent “one-shot” avec une seule opération proposer(v). Cette opération
permet au processus de proposer une valeur v et d’obtenir comme résultat une valeur décidée. Si tous les
processus corrects proposent une valeur, chaque processus doit décider une valeur telle que les propriétés
suivantes sont satisfaites :
— Validité : Toute valeur décidée a été proposée par un processus.
— Accord : Au plus k valeurs différentes sont décidées.
— Terminaison : Tout processus correct décide une valeur.
Lorsque k = 1, le k-accord est équivalent au consensus, problème impossible à résoudre dans les systèmes
asynchrones à registres dès lors qu’un processus peut tomber en panne [LAA87]. Il est également impos-
sible de résoudre le k-accord dans les systèmes asynchrones à registres avec t ≥ k processus qui tombent en
panne [BG93]. Néanmoins, [Tau18] montre qu’il est possible de résoudre le k-accord malgré t = 2(k− 1)
pannes (n− k)-contraintes, contournant ainsi le précédent résultat d’impossibilité.
Nbr. total de pannes tolérées t = 2m+ `− k+ f −1
Pannes λ-contraintes 2m+ `− k
Pannes non-contraintes f −1
TABLE 1: k-accord : pannes tolérées avec λ = n− `, k =
m+ f et ` ≥ k.
Résultats. Nous proposons un algorithme généri-
que de k-accord tolérant des pannes λ-contraintes
avec λ = n− ` et ` ≥ k. Le fonctionnement de cet
algorithme est présenté en détail dans la section 3.
Il prend deux paramètres (en plus de n, t et `) : les
entiers m ≥ 0 et f ≥ 1 tels que m+ f = k. Cet algo-
rithme tolère (2m+ `− k) pannes (n− `)-contraintes et ( f −1) pannes non-contraintes (voir Table 1). Les
paramètres m et f permettent à l’utilisateur d’ajuster le type de pannes qui est dominant dans le contexte
d’application de cet algorithme. À un extrême, les valeurs ⟨m, f ⟩ = ⟨0,k⟩ maximisent le nombre de pannes
non-contraintes (k−1). À l’autre extrême, les valeurs ⟨m, f ⟩ = ⟨k−1,1⟩ maximisent le nombre de pannes
λ-contraintes (k+ `−2). La Table 2 résume ce compromis.
2.2 M-renommage
Considérons n processus ayant initialement des noms distincts provenant d’un ensemble de noms quel-
conque. Le M-renommage est un objet concurrent permettant aux processus d’obtenir de nouveaux noms
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m = 0 m = ⌈t/2⌉ m = t
f = t f = ⌊t/2⌋ f = 0
pannes λ-contraintes 0 ⌈t/2⌉ t
pannes non-contraintes t ⌊t/2⌋ 0
taille de l’espace de noms n+ t n+ ⌊t/2⌋ n
TABLE 4: (n+ f )-renommage : compromis entre pannes λ-contraintes et non-contraintes quand λ = n− t−1.
distincts dans un ensemble de noms {1, . . . ,M}, où M est une valeur prédéfinie connue par les processus.
L’opération renommer(idi) permet à un processus pi dont le nom initial est idi d’obtenir un nouveau nom.
Notez que le processus pi ne connaı̂t ni son index i, ni les noms initiaux des autres processus. Les propriétés
suivantes doivent être respectées :
— Validité : Un nouveau nom appartient à l’ensemble {1, . . . ,M}.
— Accord : Deux processus ne peuvent obtenir le même nouveau nom.
— Terminaison : Si un processus appelle la fonction renommer(id) et ne tombe pas en panne, alors il
termine son appel.
Dans un système asynchrone de n processus où au plus t processus peuvent tomber en panne, la taille
minimale du nouvel espace de noms est bornée par (n+ t).
Nbr. total de pannes tolérées t = m+ f
Pannes λ-contraintes m
Pannes non-contraintes f
TABLE 3: (n + f )-renommage : pannes
tolérées avec λ = n− t−1.
Résultats. Étant donné un nouvel espace de noms de taille
M = n + f , nous proposons un algorithme général de M-
renommage qui tolère des pannes λ-contraintes avec λ= n−t−1
et t ≤ n− 1. Cet algorithme prend deux paramètres (en plus de
n et t) : les entiers m ≥ 0 et f ≥ 0 tels que t = m+ f . Cet algo-
rithme tolère m pannes (n− t −1)-contraintes et f pannes non-
contraintes (voir Table 3). Par manque de place, nous ne détaillerons pas ici le fonctionnement de cet
algorithme (qui est disponible dans [DRT18]). À nouveau, les paramètres m et f permettent à l’utilisateur
d’ajuster le type de pannes qui est dominant dans le contexte d’application de cet algorithme mais aussi la
taille du nouvel espace de noms. À un extrême, les valeurs ⟨m, f ⟩ = ⟨0, t⟩ maximisent le nombre de pannes
non-contraintes (k−1) mais maximisent également la taille du nouvel espace de nom. Au contraire, la paire
⟨m, f ⟩ = ⟨t,0⟩ maximise le nombre de pannes λ-contraintes et minimise la taille du nouvel espace de nom
(M = n), contournant ainsi le précédent résultat d’impossibilité. Ceci est résumé dans la Table 4.
3 Algorithme de k-accord
Nous détaillons à présent le fonctionnement de l’algorithme de k-accord tolérant à la fois des pannes
non-contraintes et des pannes (n− `)-contraintes. Comme annoncé dans la Section 1, il est supposé que
tous les processus corrects participent. Cet algorithme est caractérisé par le théorème suivant.
Théorème 1. Pour tout n ≥ 1, ` ≥ k, 0 ≤ t ≤ n−1, m ≥ 0 et f ≥ 1 tel que t = 2m+ `−k+ f −1 et k =m+ f ,
il est possible de résoudre le k-accord pour n processus en présence d’au plus t pannes dont 2m+ `− k
pannes λ-contraintes (où λ = n− `) et f −1 pannes non-contraintes.
La preuve de ce théorème n’est pas détaillée ici, voir [DRT18].
Objets partagés et variables locales. Les processus communiquent via les objets concurrents suivants :
— PART[1..n] : objet snapshot, initialisé à [▽, . . . ,▽], utilisé pour indiquer la participation.
— DEC : registre atomique, initialisé à⊥ (une valeur qui ne peut pas être proposée), utilisé pour stocker
les valeurs (une à la fois) qui peuvent être décidées.
— MUTEX[1] : objet f -mutex “one-shot” sans interblocage.
— MUTEX[2] : objet m-mutex “one-shot” sans interblocage.
Dans le cas particulier où m = 0 et f = k, aucun processus n’essaie d’accéder à MUTEX[2] dans l’algo-
rithme. Par conséquent, il est inutile de définir la notion de 0-mutex. Chaque processus dispose également
des variables locales suivantes : parti est utilisée pour stocker une copie locale de PART ; compti est un
compteur local ; et grpi ∈ {1,2}.
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opération proposer(vi) :
(1) PART.écrire(▲) ;
(2) repeat parti ← PART.snapshot() ;
(3) compti ← ∣{x tel que parti[x] =▲}∣ ;
(4) until compti ≥ n− t end repeat ;
(5) if compti ≤ λ then
(6) grpi ← 2
(7) else
(8) grpi ← 1
(9) end if ;
(10) lance en parallèle les threads T 1 et T 2.
% Les deux threads et l’opération terminent
% quand pi appelle return() (ligne 12 ou 18).
thread T 1 is
(11) loop forever
(12) if DEC ≠⊥ then return(DEC) end if ;
(13) end loop.
thread T 2 is
(14) if grpi = 1∨m > 0 then
(15) MUTEX[grpi].obtenir() ;
(16) if DEC =⊥ then DEC← vi end if ;
(17) MUTEX[grpi].relâcher() ;
(18) return(DEC).
(19) end if ;
ALGORITHME 1: k-accord en présence d’au plus 2m+`−k pannes (n−`)-contraintes et f −1 pannes non-contraintes.
Explication de l’algorithme. Le comportement du processus pi est détaillé dans l’Algorithme 1. Quand
pi appelle proposer(vi), où vi est la valeur proposée, pi commence par indiquer sa participation (ligne 1).
Par la suite, l’objet snapshot PART est consulté jusqu’à ce qu’au moins n− t processus participent (lignes 2-
4). (Notez que cela se produit forcément car il y a au moins n− t processus corrects et tous les processus
corrects participent.) Lorsqu’il y a suffisamment de participants, pi rejoint le groupe 1 ou le groupe 2 selon
la valeur de compti (lignes 5-9) et lance en parallèle deux threads T 1 et T 2 (ligne 10).
Dans le thread T 1, pi boucle jusqu’à ce que DEC contienne une valeur proposée. Le processus pi décide
alors cette valeur (ligne 12). L’exécution de return() à la ligne 12 ou 18 termine l’appel à proposer().
Le thread T 2 est le cœur de l’algorithme. Le processus pi essaie d’entrer dans la section critique contrôlée
par le f -mutex ou m-mutex MUTEX[grpi] (ligne 15). S’il y parvient et que DEC a toujours sa valeur initiale
⊥, pi affecte à DEC la valeur vi qu’il propose (ligne 16). Enfin, pi libère la section critique (ligne 17) et
décide (ligne 18). Au plus f processus du groupe 1 et m processus du groupe 2 peuvent simultanément
exécuter la ligne 16. Il ne peut donc pas y avoir plus de f +m = k valeurs différentes décidées.
4 Conclusion
Dans ce papier, nous nous intéressons à la conception d’algorithmes tolérants à la fois des pannes de
processus “classiques” non-contraintes et un nouveau type de pannes liées à la contention, appelées λ-
contraintes. Nous proposons un algorithme de k-accord et un algorithme de renommage tolérants ces deux
types de pannes. Les algorithmes proposés permettent d’ajuster la proportion de pannes tolérées de chaque
type selon le contexte d’exécution. Par exemple, pour le k-accord, il est possible d’échanger une panne
“forte” non-contrainte contre deux pannes “faibles” (n− k)-contraintes.
Dans [Tau18], un autre type de pannes lié à la contention est défini : les pannes qui ne se produisent que
lorsque la contention dépasse un seuil prédéfini. Cette définition peut sembler naturelle, notamment dans des
cas où la forte contention peut ralentir des processus au point où certains d’entre eux peuvent abandonner
et cesser leur exécution. Cependant, la question suivante reste ouverte : Etant donné un problème qui peut
être résolu en présence de t pannes non-contraintes mais pas en présence de t + 1 telles pannes, existe-t-il
un algorithme résolvant ce problème malgré t ′ > t pannes se produisant après un seuil de contention donné ?
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