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Abstract 
An important modelling question is that of how to obtain tight mixed integer programming 
formulations for problems involving piecewise linear concave cost functions. We examine in 
detail a tree partitioning model, and then specialise the results to the economic lot-sizing 
problem. 
1. Introduction 
In various integer and mixed integer programming models, the cost function to be 
minimised contains terms of the form f(y) where f(y) is a piecewise linear concave 
function of some nonnegative variable y. Thusf(y) = 0 if y = 0 andf(y) = mink, l,...,K 
(a,+bky)ify>O,whereO<ua,< ... <aKandb,>b2b ... >b,.Givenaparticu- 
lar problem class, we examine what variables and constraints should be used in 
modellingf(y) so as to obtain a tight mixed integer programming formulation. 
Two problems motivated this investigation. The first was a paper of Balakrishnan 
et al. [l] on a telecommunication study involving a tree network in which nodes could 
serve as the root of a subtree if certain equipment was installed. If the kth type of 
multiplexing equipment is chosen, and each node i in the subtree S has demand di, the 
cost incurred is uk + bk (xi E s di) with &_, bk > 0. Secondly, in a lot-sizing problem, if y, 
is to be produced in a given period t and there are economies of scale, the production 
cost if y, > 0 is ft(y,) = mink{ck + pkyt), where ck is the set-up cost and pk the unit 
production cost. 
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In the following section we introduce the tree packing problem with piecewise 
linear costs, and show that the formulation used by Balakrishnan et al. [l] always 
gives integer solutions. In Section 3 we specialise the results to the economic lot-sizing 
problem. 
2. The tree partitioning problem 
The general problem we consider is that of partitioning an undirected tree 
G = (T,E) into rooted subtrees Gi = (ri,Ei) with IJiTi = T, UiEi E E. If ri E Ti is 
chosen as the root of subtree Gi,j is in the subtree, and the kth cost function is chosen, 
a cost Ck(ri,j) is incurred. Thus the total cost of the subtree is mink Cjc r, ck(ri, j), and 
the total cost of the partition is Ci mink CjeTi ck(ri, j). Thus in the model of 
Balakrishnan et al. [l], ck(ri, j) = uk + bkdj if j = Ti, and ck(ri, j) = bkdj otherwise. In 
the basic lot-sizing model with demands {d,}:=,, the tree is a path from 1 up to the 
number of periods n, each subtree is an interval [r, . . . , s] having as root the first period 
r, ck(i, j) = co if i >j, ck(i, j) = cf + pfdj if i = j and ck(i, j) = p:di if i < j. 
A first observation is that the dynamic programming algorithm proposed by 
Barany et al. [2] for the case k = 1 extends to this more general problem. We choose 
an arbitrary root r E Tfor the tree G, and let u 2 v imply that u lies on the path joining 
r and v. We le R(v) = ( w : v t w} denote the subtree rooted at v with respect to this 
partial ordering. 
We let H(v) denote the cost of an optimal tree partition of the subgraph R(u), and 
q5 k(~, v) denote the cost of an optimal tree partition of the nodes of R(v) in which node 
v is included in a subtree rooted at u using the kth cost function associated with node 
U, where node u may or may not be in the subtree R(v). 
There are essentially two cases to consider, depending on whether u#R(v)\v or 
u E R(u)\v (see Figs, l(a) and l(b)). 
If u$R(v)\u, we see that the subtree with root u containing v may or may not 
contain each of the successors wi of v. If this subtree contains Wi, the cost of R(wJ is 
4k(~, Wi), whereas if the subtree does not contain Wi, the cost of R(Wi) is H(Wi). Thus, 
the total cost of partitioning R(v) is 
@(U, 0) = Ck(U, v) + 1 min[+k(U, w), H(w)] if u$R(u)\v, 
W ES(V) 
where S(V) is the set of successors of v. On the other hand if u E R(v)\v, some successor 
w’ of v must lie on the path from u to v, and w’ must lie in the tree rooted at U. Thus we 
obtain 
@(U, v) = Ck(U, v) + c min[@k(U, w), H(w)] + c$~(u, w’) if u E R(v)\v. 
WES(U)\{W’l 
Finally we have that 
H(v) = min min c$~(u, v). 
u~R(o) k 
The optimal value H(r) can now be calculated by working in from the leaves to the 
root, and an optimal solution found by working out again from the root to the leaves. 
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(b) 
Fig. 1. 
Next we consider a linear programming formulation of the problem. We let 
x~(u, u) = 1 if v is in a subtree rooted at u for which the kth function has been chosen, 
and x~(u, II) = 0 otherwise. 
The formulation we consider is 
(W 
min C C CC~(U, u)x~(u, II), 
k u v 
; F Xkb4~) = 1 for all u E T, 
xk(u, w”“) - xk(u, u) 2 0 for all U, u E T with u # u, and for all k, 
Xk(U, 0) > 0 for all U, u E T and for all k, 
where wUv is the node adjacent to v on the unique path joining u and II. 
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The dual of this linear program is 
(DW 
max C Y(u), 
VET 
Y(u) - Zk(U,?J) + 1 Zk(U, w) 
w E S(u,u) 
< Ck(U,U) for all k, for all (u, o) with u # v, (1) 
Y(U) + C Zk(u, w) d c~(u, U) for all U, (2) 
WE S(u,u) 
.P(U, u) > 0 for all (u, v), (3) 
where S(u, v) is the successor set S(o) with respect to the partial order obtained by 
rooting T at u. 
Defining Y(v) = H(u) - J$,eS(vj H(w), Y(u) is the incremental value from partition- 
ing the tree R(u) rather than the forest IJwES(Vj~(~), so xv ET Y(u) = H(v) which is the 
value of the primal solution. 
Now following [2], set 
( > 
+ 
Zk(U, u) = Y(u) - ck(u,u) + c Zk(U, w) . 
w E S(u,v) 
Clearly .Zk(u, u) is nonnegative, and satisfies constraint (1). Finally letting Tk be the 
largest subtree containing u in {u} u {u E V:Zk(~,u) > 0}, we have 
Ck(U, u) - Y(u) - c Zk(U, w) = c (Ck(U, w) - Y(w)). 
w E S(U,U) WETk 
Now suppose rk is the root of Tk with respect to the initial ordering. Then 
UETk waw(T") 
as H is the optimal value function, where w(Tk) = {w : w# Tk, w E S(u) for some 
u E Tk}. This can be rewritten as 
x[ H(u) - c ff(w) d c Ck(U,U), VET" w E S(v) 1 VETk 
01 
“gk(ck(uY 0) - Y(u)) 2 0. 
Thus ck@, u) - y(u) - Cwss(u,u) Zk(u, w) > 0, constraint (2) is satisfied and (Y, Z) is 
dual feasible. Thus we have proved the following theorem. 
Theorem 2.1. The linear program (LP) solues the k-cost function tree partition 
problem. 
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3. The economic lot-sizing problem 
The uncapacitated economic lot-sizing problem with demands (d,} := 1 and piece- 
wise linear concave production costsf,(y) = mink {p:y + c:} if y > 0 andf,(y) = 0 if 
y = 0 can be formulated as 
s.t. s,_ 1 + y, = d, + s, for all t, 
sg = s, = 0, 
St,Yt 2 0 for all t, 
where y, denotes the production level in period t, and s, the stock at the end of period t. 
Here p:, c: represent the production and fixed set-up costs, respectively, if option k is 
chosen in period t. 
We consider the following formulation: 
WS) 
min 1 C MY: + cSz3 
k f 
s,-I+Cy:=d,+s, forallt, 
k 
y: d Mz: 
cz:< 1 
for all k, t, 
for all t, 
so = s, = 0 
St, Y: 2 0, z: E (0, 1> for all k, t, 
where y: = y, if option k is chosen, and y: = 0 otherwise, and z: = 1 if production 
occurs in period t and option k is chosen, and z: = 0 otherwise. Note that formulation 
(ELS) makes sense even with negative fixed costs cf. However, with such costs the 
solution necessarily will have Ck z: = 1. Thus, there is no loss of generality in 
replacing c: by c: - 6 where 6, = min[min, c:,O]. The resulting objective has 
nonnegative fixed costs,“plus a constant value I,&. 
As the lot-sizing problem is a special case of the tree partitioning problem, 
formulation (LP) provides a first tight linear programming formulation. 
The goal is now to derive other formulations and a description of the convex hull of 
solutions in the space of variables (st, y:, z:). 
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First we consider the “uncapacitated facility location” formulation, see [3,4]: 
k f i:ibt k t 
for all t, 
- yft + d,z: 3 0 for all i, t, k with i < t, 
- Fzf 2 - 1 for all i, 
YZ, zf 3 0, for all i, t, k with i < t, 
where yf( is the amount produced in period i in mode k to satisfy demand in t. The dual 
of (UFL) is 
(DUFL) 
max C v,d, - C C(i 
f f 
v, - wft < pi for all i, t, k with i d t, 
&d,w:, - ai < C” for all i, k, 
I 
Wty tli 3 0 for all i, t, k with i d t. 
In contrast to the recursion used in the tree packing problem, we can also solve 
problem (ELS) by a forward recursion with G(t), the minimum value of (ELS) for 
periods 1, . . . . t using costs c: - 6,, and G(0) = 0. The following properties were 
established in [3,4] for k = 1 and are easily verified for arbitrary k. We let di, denote 
Ci=i d,. 
Proposition 2.2. (i) [G(t) - G(t - 1)1/d, zs nonincreasing in t for t = 2, . . . . n. 
(ii) G(t) d G(i - 1) + (cf - Si) + pfd,,for all 1 < i < t < n and all k. 
Proposition 2.3. The linear program (UFL) solves (ELS). 
Proof. The optimal solution can be obtained from the dynamic program and has 
value G(n) + xi 6i. We claim that the solution 
G(t) - G(t - 1) 
21, = 
d, ’ 
wz = (v, - p:,+ 
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is feasible in (DUFL), where the value function G(r) is calculated with the fixed costs 
Cf + cli 3 0. 
As vt is nonincreasing in t, wft is nonincreasing in t for fixed i and k. Suppose wt > 0 
and w:,,+~ = 0 for some s < n. Therefore, C’jzid,wft = C;=id,(v, - p:) = G(s) - 
G(i - 1) - pfdi, < cf + gi by (ii) of Proposition 2.2. Thus (c(,v, w) is feasible in 
(DUFL) with optimal value G(n) - Ciai which is the optimal value of (ELS). 0 
We now show that another weaker formulation also has this integrality property. 
Consider the formulation 
W) 
rninC&:yf + cfz:) 
i k 
y: - ?Lf* > 0 for all i, t, k with i d t, 
d,zf - 7~:~ > 0 for all i, t, k with i < t, 
T i:G, ni = d,, for all t, 
- T 2: 3 - 1 for all i, 
7&, YT, z4 3 0, for all i, t, k with i < t, 
where 7~:~ is the amount produced in i in mode k for periods i up to t. 
Its dual is 
W’I) 
max T u&It - F ai 
tp% G Pki for all i, k, 
, 
C d,yft - Cli < C: for all i, k, 
t:t>i 
- fift - ytt + u, < 0 for all i, k, t with i 6 t, 
I%, YZ 2 0 for all i, k, t with i < t. 
Proposition 2.4. The linear program (PI) solves (ELS). 
Proof. Let (v, w,a) be an optimal solution to (DUFL) as described in the proof of 
Proposition 2.3, and let 
u, = vz - 4+ 1, yt= $- Wk L,f+l> Pi = 4 - YZ, 
where we define v,+ 1 = 0 and wf,,, r = 0 for all i, k. 
We show that (p, y, u) is feasible in (DPI). First 
~4~ 3 0 as wk 2 w!,,+~ 
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and 
Bft = u, - yz = v, - v,+ 1 - (u, - pf)’ + (v,+ 1 - p”)’ 
= min(v,,pf) - min(vt+l,pf) 2 0. 
Therefore, 
,:ziPt = min(ui,Pf) G d. 
, 
In addition, 
C ditYft = t:$i4tCw$ - wf,t+l) 
t:tbi 
= t:$iwft(dit -di,t-l) 
= tziiditw!t 
d C: + cli. 
Finally 
c ulrdlt = T (v, - ut+l)dlt = ~W&, -d,,,-,) = xv,4 = G(n), 
f f f 
and thus the objective value Ctufdlt - Ciai = G(n) - Ci ai. q 
Now for theoretical and computational reasons we look for an explicit representa- 
tion of the convex hull of solutions in the space of the initial ELS variables (y:, z:, so. 
Thus we must eliminate the 7ct variables and project back into the space of the 
variables (~4, zf, st). 
Theorem 2.5. The nontrivial facets of conv(ELS) are given by the valid inequalities 
C ( C Y: + 
k ieSk 
C ditzf) 3 dlt, 
I E L\P 
(4) 
where L = (1, . . . . t>, and Sk G L for all k. 
Proof. It suffices to project the set 
yt 3 7& for all i, k with i < t, 
di,z” 2 z~C for all i, k with i < t, 
; i:z, 74 = dl,, 
. 
7ct k 0 for all i, k with i ,< t 
into the (y,z) space. Applying Fourier-Motzkin elimination to eliminate rift, we either 
get trivial inequalities yf, zi 3 0, or we can replace 7~;~ by its upper bound yf or d,zt in 
& Ci:iat nft = dl,, and the claim follows. 0 
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It is readily verified that the dimension of the space of solutions of (ELS) is 2kn - 2. 
The example below shows a facet of the form (4). 
Example 2.6. For n = 4, d = (4,2,7,3) and k = 2, the inequality (with t = 3, 
S’ = (1,2} and S2 = {1,3)) 
y: + y: + y: + 92$ + 72: + y: a 13 
is a facet containing 14 affinely independent points. This is readily verified using 
2n - 2 points obtained for each k separately plus 2(k - 1) additional points. 0 
4. Conclusions 
Though the results in this paper are relatively simple extensions of the case k = 1, it 
is surprising that for the tree partitioning model, a simple reformulation in which 
a pair of variables is defined for each segment of the concave piecewise linear functions 
to be minimized turns out to be tight. This is in contrast to other simple extensions of 
the tree partitioning model such as limiting the number, or size of subtrees for which 
the polyhedral structure appears to be very complicated. It would thus be of value to 
know how such a simple reformulation behaves in tackling a variety of NP-hard 
problems. 
To tackle more complicated lot-sizing models, the simple structure of the inequali- 
ties for the lot-sizing problem is already of interest. In particular, the separation 
problem for these inequalities is easy, so computational methods for such models can 
be extended to handle concave cost functions representing several technological 
alternatives. 
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