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Abstract
Video processing has become a popular research direction in computer vision
due to its various applications such as video summarization, action recognition,
etc. Recently, deep learning-based methods have achieved impressive results in
action recognition. However, these methods need to process a full video sequence
to recognize the action, even though most of these frames are similar and non-
essential to recognizing a particular action. Additionally, these non-essential
frames increase the computational cost and can confuse a method in action
recognition. Instead, the important frames called keyframes not only are helpful
in the recognition of an action but also can reduce the processing time of each
video sequence for classification or in other applications, e.g. summarization. As
well, current methods in video processing have not yet been demonstrated in an
online fashion. Motivated by the above, we propose an online learnable module
for keyframe extraction. This module can be used to select key-shots in video
and thus can be applied to video summarization. The extracted keyframes can
be used as input to any deep learning-based classification model to recognize
action. We also propose a plugin module to use the semantic word vector as
input along with keyframes and a novel train/test strategy for the classification
models. To our best knowledge, this is the first time such an online module
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and train/test strategy have been proposed. The experimental results on many
commonly used datasets in video summarization and in action recognition have
shown impressive results using the proposed module.
Keywords: Online keyframes, learnable threshold, video summarization,
action recognition.
1. Introduction
Nowadays, the availability of a huge volume of video has attracted the at-
tention of many researchers in the field of video analysis such as video sum-
marization and action recognition [1, 2, 3]. In video summarization, the ob-
jective is to represent a video sequence using representative shots, or key shots
[4, 5] while in action recognition, the objective is to classify a video sequence
[6, 3]. Human-action recognition from videos is getting more popular due to its
increasing role in many applications from surveillance to autonomous driving
[7, 8]. Recent action recognition methods rely mostly on deep learning because
of their impressive classification accuracy [9, 10]. In deep learning based action
recognition, the most important features are the spatiotemporal features [10],
which encode the relationship of spatial features from different timestamps and
motion features between neighboring frames.
The existing methods of video understanding using deep learning can be cat-
egorized into two-stream neural networks [10, 11] and 3D convolution networks
(3D CNNs) [12, 13]. The two-stream network has an RGB stream with RGB
frames and a flow stream with optical flow as input. However, the flow stream
in such networks lacks the ability to capture long term temporal relationship
[10]. Moreover, the extraction of optical flow is highly expensive in both time
and space which restricts using such methods in real world applications. Later,
3D CNN based methods have been proposed which can represent the temporal
and spatial features together and overcome some of the limitations of the two-
stream methods [12]. 3D CNNs can capture long-range temporal relationship
using stacked 3D convolutions. Although these methods have achieved superior
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performance by pre-training on large-scale video datasets, their use of 3D con-
volution has increased the computational cost enormously compared to that of
using 2D convolution. As well, existing 3D methods use a full video sequence to
recognize its corresponding action which not only increases the computational
cost but also is unnecessary because most of the frames in a video sequence are
similar. It would be best if the methods could extract important frames in a
video sequence that would be sufficient to represent the video and could be used
to recognize the corresponding action. This is, indeed, the motivation of our
proposed method.
Recently, keyframe-based approaches for action recognition have become in-
creasingly popular because of their low computational costs and low storage
requirements [14, 15, 16, 17, 18]. These approaches rely on the intuition that
a set of keyframes can be selected from all the frames in a video sequence to
sufficiently represent the action in the video sequence. The concept of keyframe
allows a recognition method to focus on the most distinctive part of a sequence
and to ignore frames that are not discriminative or relevant [16]. However, the
above mentioned approaches suffer from four main limitations: 1) they may rely
on manual selection of keyframes [15], 2) they may fail to classify actions with
large variations [17], 3) they may require a complex learning process to decide
which set of frames extract [18], and most importantly, 4) they are not online
i.e. the whole sequence is required to select keyframes.
In this paper, we propose the first online learnable module to extract keyframes
for video representation that addresses the above mentioned limitations. Our
proposed module is inspired by the method of Mac, et al. [13], which uses
locally-consistent deformable convolution to extract spatiotemporal features for
action recognition. We leverage the deformable convolution information in our
module to extract keyframes. Unlike their method, our proposed module extract
keyframes using the motion information of a video sequence. The keyframes are
selected based on a pixel-wise learnable threshold (TH) along with other con-
volution parameters. Moreover, the proposed module is an online module as
it processes frames in a video sequence one at a time and selects keyframes
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using the information of immediate neighboring frames. Our module is simple
to train and can be used in many applications in computer vision. For exam-
ple, the extracted keyframes can be used as input to a typical deep learning
action recognition method for action recognition or to get key shots for video
summarization.
Keyframes in action recognition and key shots in video summarization have
similar objectives. Hence, to demonstrate the effectiveness of our proposed
module, we evaluate our results on two standard video summarization datasets:
SumMe [19] and TVSum [20]. Using the proposed keyframe extraction method
on video summarization have shown impressive results on the benchmark datasets.
In particular, our method achieves the best state-of-the-art results on summa-
rization datasets in the transfer learning environment. Most importantly, our
method extracts a fewer number of keyframes per sequence that is on average
25%-30% of the full video sequence and is 50% less than that of state-of-the-art
keyframe-based action recognition methods which typically require almost 50%
of the video sequence to achieve competitive recognition results.
For action recognition, we use three well-known benchmark action recogni-
tion datasets: Kinetics-400 [21], Something-Something-V1 [22], and HMDB51
[23]. We extract the keyframes from the action recognition datasets using our
proposed module trained with video summarization datasets. We apply the ex-
tracted keyframes as input to the well-known 3D CNN methods to recognize
action. Using only keyframes, these methods achieve better results compared
to that of using the full video sequence for some datasets and comparable re-
sults in other datasets. To further improve the results of action recognition, for
the first time we adopt the well-known semantic word vector (W2V) [24] of the
action class labels along with the keyframes of the videos of the corresponding
action labels as input to the classification models. Towards this, we propose
a plugin module that combines and refines the semantic word vectors in an it-
erative manner, and use it along with the keyframe features for classification.
To achieve this goal we also propose a novel iterative train/test strategy called
the ITTS approach for the classification models. Our proposed approach us-
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ing W2V and keyframes as input achieves even better state-of-the-art results
on the three benchmark action recognition datasets. These encouraging results
demonstrate the effectiveness of our proposed module of keyframe extraction as
well as the proposed approach of using W2V in action recognition.
The contributions of our work are summarized as follows:
• We propose a new online learnable keyframe extraction module to extract
keyframes in a video sequence and use a learnable threshold kernel to
select keyframes.
• The proposed module is the first online module that can process frames
sequentially and select the keyframes based on processed frames only. This
makes the module fast and memory efficient because it does not require
to store all the past frames’ information. To our best knowledge, this is
the first time that such an online module has been proposed.
• Our online keyframe extraction module can be used for transfer learning
as well. In particular, training the model with one dataset, e.g. sum-
marization datasets, and applying the trained model to another dataset,
e.g. action recognition datasets, achieves state-of-the-art results in ac-
tion recognition. Moreover, our method achieves the best state-of-the-art
results on summarization datasets in the transfer learning environment.
• We also propose a plugin module and a novel train/test strategy called
ITTS for the first time to incorporate the semantic word vector along with
keyframe features as input to the classification models. Our proposed
approach of action recognition further improves the best state-of-the-art
results on the action recognition datasets.
2. Related Works
2.1. Deep Learning Methods
Recently, deep learning based action recognition methods have achieved im-
pressive performance in the classification accuracy of human action recognition
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[9, 25, 10]. However, the models of these methods are computationally expen-
sive to train. Among these methods, the two-stream Inflated 3D ConvNet (I3D)
[9] has achieved the best accuracy on the HMDB51 [23] dataset so far. This
method is based on the 2D ConvNet which is inflated to 3D by extending the di-
mension of the filter kernels. The method uses two separate streams, one for the
RGB and the other the optical flow input. Another deep network based method
employs spatiotemporal convolutions on action recognition [26]. The authors
introduce (2+1)D convolution which explicitly factorizes 3D convolution into
a 2D spatial convolution and a 1D temporal convolution. Experimentally, this
is shown to perform better than the direct 3D convolution. Moreover, most
of the deep networks also use optical flow to incorporate motion information
in action recognition. In most of the two-stream neural networks [10, 11], the
optical flow information is calculated outside of the network and is the most
computationally expensive part of the whole process.
Some recent methods have tried to overcome this issue by incorporating the
flow calculation using the deep network [27, 28, 29, 13]. Instead of using optical
flow, the recently proposed optical flow guided feature for action recognition can
be efficiently computed using the Sobel operator and used with any CNN archi-
tecture [29]. The Locally-Consistent Deformable Convolution (LCDC) method
[13] is proposed to extract spatial and temporal information jointly for action
recognition. It tracks the deformation in motion in consecutive frames, from
which the spatiotemporal features for each frame are extracted. Inspired by
this method, we propose our keyframe extraction module which leverages the
LCDC information to extract the keyframes. Instead of using spatiotemporal
features for all the frames in a video sequence, we extract the keyframes first and
use them to perform action recognition based on the spatiotemporal features ex-
tracted from the keyframes. Another flow based deep network is proposed where
the flow information is hallucinated from a single frame of the video sequence
[27]. Interestingly, this method also uses a single frame from a video sequence to
recognize the action and its competitive results further confirm the importance
of keyframes and motivate us to focus on keyframe based methods. In contrast
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to flow based methods, quantitative and qualitative analysis of the effect of mo-
tion in video action recognition in the context of deep networks is discussed [28].
The authors assume that potentially there might be some keyframes that are
crucial to recognize action from a video sequence. They experimentally found
that a significant number of actions actually do not require motion information
in recognition. This method also supports our goal to focus on keyframe based
methods.
2.2. Keyframe-based deep methods
There are some recent keyframe based methods using deep networks that
have performed better than conventional feature based methods [17]. These
methods consider using sub-volumes of a video sequence and use a combination
of sub-volumes to extract features for action recognition. One of the promising
methods uses the Stacked Fisher Vectors representation of a video [17]. In
particular, multiple sub-volumes of a video sequence are selected, from which
potential sub-volumes are chosen to extract Fisher vectors. Then, the video is
represented using multiple layers of nested Fisher vector encoding. However,
this approach fails to classify actions with large variations.
Some deep learning methods have been proposed recently to extract keyframes
[2, 30, 31]. A generative deep network architecture is proposed based on vari-
ational recurrent auto-encoders and generative adversarial networks (GAN) to
extract keyframes [31]. The keyframes are selected such that the video can be
reproduced using the keyframes. Another keyframe selection deep network ar-
chitecture is proposed which selects important frames in a single pass from a
video sequence [30]. This architecture can be used with any deep CNN based
models. But, both methods are unable to select a small number of keyframes
to represent a video. They achieve state-of-the-art recognition accuracies by
selecting almost 50% of the frames from a video sequence, which is not better
than flipping a coin. On the other hand, our method uses only 25%-30% of the
frames from a video sequence to represent an action and achieves comparable
or better results.
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3. Proposed Approach
The proposed method of online keyframe extraction module (abbreviated
as OKFEM) is built upon a locally-consistent deformable convolution (LCDC)
with an underlying ResNet CNN. It has been shown that LCDC has succeeded
in the task of object detection and semantic segmentation [13]. The deformable
convolution has an adaptive receptive field which can capture motion naturally.
In general, we observe that deformable convolution aggregates important pixels
because the network has the flexibility to select samples from which each con-
volution uses. In a way, the adaptive receptive fields are performing some form
of keypoint detection. In our method, we leverage the use of LCDC and thus
the receptive fields of each frame to detect keypoints between frames in a video
sequence. Not only the change in deformation of motion is detected between
frames but also a pixel-wise trainable threshold kernel TH is learned to select
the keyframes. Our method is a simple yet effective module because it only ac-
counts for the change in motion among the neighboring frames in an arbitrary
video sequence based on the previously learned threshold only. Thus it is well
suited for any video sequences without having to focus on only different action
classes. Moreover, our proposed OKFEM is an online module which can process
frames sequentially and does not require future information to select keyframes.
We also propose a new loss function that balances the tradeoff between the
accuracy and the number of keyframes selected.
For action recognition, extracted keyframes are used as input to the tra-
ditional action recognition models instead of using the full video sequence as
input. To improve the performance of the traditional recognition model, we
also propose a plugin module and a novel ITTS approach to incorporate the
semantic word vector along with keyframes features as input to the model.
In this section we discuss our proposed module in detail with the proposed
loss function. Then we show a generic model of action recognition using our
proposed approach.
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Figure 1: High level representation of the proposed online keyframe extraction module (OK-
FEM).
3.1. Online Keyframe extraction module (OKFEM)
The proposed OKFEM takes as input one frame of a video sequence at a
time. Let x be the input video sequence. At time t, x(t) frame is fed into
the OKFEM as shown in Fig. 1. Then it performs LCDC using kernel Ω to
produce the corresponding adaptive receptive field for frame x(t). Let D(t) be
the adaptive receptive field for the input frame x(t). Similarly, at (t−1)th time,
the adaptive receptive field for frame x(t − 1) is D(t − 1). Then the temporal
difference of the receptive fields is calculated to extract motion information,
which is denoted as:
r(t) = D(t)−D(t− 1). (1)
Using LCDC, this module can effectively model motion and appearance at
time t. Both the motion and appearance modules are discussed below.
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3.1.1. Motion sub-module:
The difference in the receptive fields at time t is r(t) (using Eq. 1), which has
a behavior similar to motion information produced by optical flow [13]. Thus
r(t) captures the change in motion at time t, which is of size H ×W . Then
we apply a learnable threshold kernel called TH which is of the same size as r
and is updated similar to other kernels. The goal of TH is to select appropriate
frames as keyframes. Shown below, the difference in motion r(t) is compared
with TH to decide whether or not the tth frame is a keyframe:
S(t) =
∑
h,w∈H,W
s(t)(h,w) = r(t) − TH. (2)
Here, S(t) is the score of frame t, which can be either positive or negative. The
corresponding gate function Z(t) marks the tth frame as a keyframe if S(t) is
positive and is denoted as:
Z(t) =


1, S(t) > 0,
0, otherwise.
(3)
Finally, the motion feature of frame t is selected as key motion feature Kfm(t)
if Z(t) = 1 and can be denoted as:
Kfm(t) =


r(t), Z(t) = 1,
0, otherwise.
(4)
3.1.2. Appearance sub-module:
As shown in Fig. 1, the original frame t is added with the deformed receptive
field D(t) and the result is convolved with kernel W to produce the appearance
information y(t) for the tth frame. Then based on the decision of the gate
function in Eq. 3, y(t) and y(t − 1) are added to form the key appearance
feature Kfa(t) for the tth frame and can be denoted as:
Kfa(t) =


y(t) + y(t− 1), Z(t) = 1,
0, otherwise.
(5)
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3.2. Objective function
The proposed OKFEM is trained to minimize the keyframe selection loss as
well as to maximize the keyframe score S(Kf) (see Eq. 2) using the following
objective function as shown in Eq. 6.
loss = min
(
α
F∑
f=1
(1 − y)− β
F∑
f=1
S(Kf )
)
. (6)
Here, y =


0, f ∈ Y,
1, f /∈ Y
, where Y is the ground truth keyframe. α and β are the
fine tune parameters to balance between minimizing the keyframe selection loss
and selecting the higher score keyframes. In particular, α controls the keyframe
selection accuracy and β how many keyframes should be selected. We perform
empirical study to determine the appropriate values for both parameters.
3.3. Action Recognition Model
Figure 2: An overview of an action recognition model. First, keyframes are extracted using
the proposed OKFEM and then use the extracted keyframes as input to an action recognition
model, e.g. I3D. A plugin module (in dotted rectangle) is added at the last layer of the
recognition model to adopt the W2V features.
The proposed OKFEM can be used to extract keyframes from video se-
quences for action recognition. Because of the similar objective of keyframes
and key shots in summarization, our module can be trained using the video
summarization datasets and test on the action recognition datasets to extract
keyframes for action recognition. Thus our method can work with the transfer
learning environment. The extracted keyframes from our proposed OKFEM
can be used as input to either a two-stream action classification model or a 3D
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CNN model. An overview of the high level representation of action recognition
model is shown in Fig. 2. In particular, for the two-stream model, the extracted
motion features (Kfm) and the appearance features (Kfa) of the keyframes can
be used separately for the two streams. We concatenate the motion features
with the appearance features to produce frame level features for the 3D CNN
model.
Algorithm 1: Iterative training strategy (ITTS-Train)
Input : Keyframes of video instances KF ∈ X ; Embedding word
vectors of all the classes W2V ∈ C; maximum iteration t.
for each video sequence keyframes kf ∈ xc and w2v ∈W2V c do
for each iteration i ∈ t do
Train the classification model in Fig. 2 using input kf and w2v;
Update w2v with the output of FC2 in Fig. 2;
Calculate the classification loss and update the train parameters;
Record predicted label Li for iteration i;
if Li is equal to Li−1 and Li−2 then
Stop iteration;
else
Continue iteration;
end
end
end
We also propose a plugin module which is a combination of two layers of
fully connected networks with a feedback connection back to the first layer’s
input (as shown in Fig. 2 (inside the dotted rectangle)). This module takes the
combination of visual features of a particular video and W2V of its correspond-
ing class label as input and outputs a feature vector of size equal to the original
size of the W2V. We called this new feature vector as the refined W2V and is
fed back to the module as well as is used to calculate the classification loss. As
the module has a feedback connection, we propose the ITTS algorithms. This
helps us to achieve a more stable and generalized trained model.
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During training, we pass the keyframes of a particular video along with the
W2V of the corresponding class label. Then in the second pass, the parameters
are updated based on the current classification loss. The updated W2V is used
as a new input to the plugin module with the same input video KFs features. We
iterate the new W2V with the same video KFs until we get the same predicted
label for three consecutive times or iterate for a maximum of 10 times and
update the parameters each time based on the loss. The pseudo code for the
training process is shown in Algorithm 1. We observe that more than 96%
of videos achieve a consistent classification label before reaching the maximum
number of iterations, which shows the significance of updating the W2V in
getting consistent and more accurate classification accuracy.
Algorithm 2: Iterative testing strategy (ITTS-Test)
Input : Keyframes of video instances KF ∈ X ; Embedding word
vectors of all the classes W2V ∈ C; maximum iteration t.
for each video sequence keyframes kf ∈ x do
for each w2vc ∈W2V C do
for each iteration i ∈ t do
Predict the class label using input kf and w2vc;
Record predicted label Li for iteration i;
Update w2vc with the output of FC2 in Fig. 2;
if Li is equal to Li−1 and Li−2 then
Stop iteration;
else
Continue iteration;
end
end
Record predicted label Lc with probability score Pc for w2v
c;
end
Calculate predicted label Lkf for x using Pc ∈ C and Lc ∈ C ;
end
During testing, with each test video instance, we fuse the W2Vs from all
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the classes one at a time and record the probability score. The one with the
highest score is selected as the predicted class. For each W2V, we also perform
iteration with the updated W2V similar to that during training assuming the
hypothesis of predicting the same class label for three consecutive times achieves
more stable and accurate results. The pseudo code for the training process is
shown in Algorithm 2.
4. Experiments
4.1. Implementation details
The proposed method is implemented using ResNet50 with deformable con-
volution as backbone as in [13]. We resize the frames to 224 × 224 and use full
frame as input to our module. We use the common momentum optimizer (with
momentum = 0.9).The learning rate was initialized as 10−4 with a decay rate of
0.96 for every 10 epochs. A total of 30 epochs were used for training. We use the
video summarization datasets to train/test our module. For action recognition,
we use the module trained using the summarization datasets and applied it to
the action recognition datasets to extract keyframes. We train a classification
model using the extracted keyframes of the training set of an action recognition
dataset. Then, we test the model using the keyframes of the test or validation
set of the same dataset.
For action recognition, we use two popular state-of-the-art models as base-
line classification models. First, the I3D model [9], which uses an RGB and a
flow stream as the two-stream model and the other is the popular 3D ResNet ar-
chitecture with two variations: ResNet18 and ResNet152 as the 3D CNN model.
For the 3D CNN models, we concatenate the motion and appearance features
before feeding them into the network. In the plugin module, we use a output
size of 450 and 300 for the FC1 and FC2, respectively.
4.2. Datasets and Evaluation Metrics
Datasets. We evaluate our method for both video summarization and action
recognition. For video summarization, we train/test our proposed OKFEM
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using two well-known video summarization datasets, namely SumMe [19] and
TVSum [20]. We leverage the use of YouTube and OVP datasets for training
only following the practice of previous works [5, 2]. We evaluate our method on
SumMe and TVSum datasets following prior work [5, 2]. The SumMe dataset
has 25 videos and the TVSum dataset has 50 videos. For evaluation, we use
20% videos from SumMe or TVSum dataset for testing and the rest of the data
from SumMe, TVSum, YouTube, and OVP datasets are used for training, which
is called Augmented setting. Moreover, we also use a transfer setting by which
the test dataset is completely isolated from training and only the other three
datasets are used for training.
For action recognition, we use three well-known benchmark action recogni-
tion datasets: Kinetics-400 [21], Something-Something-V1 [22], and HMDB51
[23].
Kinetics-400 consists of 400 actions. Videos are collected from YouTube
and most of them are around 10 seconds long. The training set consists of
around 240,000 videos and the validation set of around 19,800 videos. It is a
well-balanced dataset with large scale diversity. We report the results on the
validation set.
Something-Something-V1 consists of 174 actions. The dataset contains around
110,000 videos. The video duration typically spans from 2 to 6 seconds. This
dataset is well known due to its diversity of actions that requires temporal in-
formation to recognize. The results are reported on the standard test set.
HMDB51 dataset contains 6849 video sequences divided into 51 action cat-
egories. Video sequences are extracted from commercial movies and YouTube.
The videos are of different resolutions and frame rates. This dataset has three
standard train and test splits. We report the average accuracy of the standard
test splits.
Evaluation metrics. For video summarization, we evaluate our proposed module
using key-shot based protocol as suggested in [32, 2, 5]. We convert the extracted
keyframes using our proposed method to key-shots following the approach in
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[32] which uses the KTS algorithm [33] to temporally segment the videos into
segments. Segments are ranked according to the ratio between the number of
keyframes in a segment and the length of the segment. Then we choose the
segments that are at most 15% of the original video. The TVSum dataset
provides frame-level importance scores which we also convert to key-shots as
done by [32, 2] for evaluation. The SumMe dataset has keyshot-based ground
truth annotation, which is used directly for evaluation. Following the evaluation
protocol of the datasets and prior work [32, 2], we compute the F-score of the
predicted key-shots and the ground truth.
For action recognition, the classification models are evaluated based on the
recognition accuracy of the validation or the test sets of the datasets.
4.3. Analysis of the Module
In this study we first validate the proposed OKFEMmodule using video sum-
marization datasets. For evaluation, we use only SumMe and TVSum datasets.
Here, we show the importance of the α and β parameters in the loss function.
Fine tuning these parameters have improved the results significantly, which sug-
gests the importance of defining the loss function with these parameters. Table
1 shows the results of using different values of α and β and the corresponding
F-score for the SumMe and TVSum datasets.
Based on the experimental results using different values of α and β as shown
in Table 1, it is clear that carefully adjusting the parameters can significantly im-
prove the F-score (almost 3% for SumMe and 5% for TVSum) for both datasets.
The OKFEM module achieves the best results using α = 0.6 and β = 0.42. It
is noteworthy that our proposed method on average extracts at most 25-30%
frames as keyframes which is very low compared to other state-of-the-art meth-
ods [30, 31]. We use these parameter values for the rest of the experiments video
summarization methods.
4.4. Ablation Study
We perform an ablation study to observe the effectiveness of the proposed
OKFEM module in keyframe extraction in terms of action recognition. In this
16
Table 1: F-score (in %) for the SumMe and TVSum datasets using different values of α and
β in the loss function.
α β SumMe TVSum
0.2 0.8 46.3% 59.2%
0.4 0.6 47.4% 61.3%
0.5 0.5 47.2% 61.5%
0.5 0.45 47.3% 61.4%
0.55 0.45 47.3% 61.4%
0.6 0.42 47.9% 62.4%
0.6 0.4 47.7% 61.7%
0.62 0.42 47.8% 62.1%
0.64 0.42 47.6% 61.7%
0.8 0.2 44.8% 57.5%
experiment, we use three sets of data from a dataset. First, our extracted
keyframes are used as input to the classification model. Second, as mentioned
before our method extracts on average of at most 30% of the video sequence
as keyframes. Thus for this study, we randomly select 30% of the frames and
use them as keyframes to the classification model to evaluate the importance
of our extracted keyframes. For this random frames we extracted the motion
and appearance features without applying the threshold TH . It is noteworthy
that the randomly chosen frames may contain the extracted keyframes using
our OKFEM. Third, we also prepare another set of 30% of randomly selected
frames that excludes the extracted keyframes. Now we perform classification on
these three sets of data to see the effectiveness of our proposed OKFEM module
for extraction. For this experiment, we use the Kinetics-400 and Something-
Something-V1 datasets.
From Table 2, we see that the classification accuracy using our extracted
keyframes clearly outperforms the other two random sets for both datasets.
Moreover, we see that sets (R Set2) that exclude the keyframes perform worst
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Table 2: Classification accuracy in % on the Kinetics-400 and Something-Something-V1
datasets using keyframes extracted from OKFEM (KF Set), randomly selected 30% frames
which may include extracted keyframes (R Set1), and randomly selected 30% frames which
exclude extracted keyframes (R Set2).
Classification Model
Something-Something-V1 Kinetics-400
KF Set R Set1 R Set2 KF Set R Set1 R Set2
OKFEM+I3D 43.8 39.5 37.8 75.8 69.2 53.4
OKFEM+ResNet18 45.7 42.8 40.4 76.3 72.5 49.8
OKFEM+ResNet152 52.3 46.4 41.2 77.5 73.4 56.7
in the classification. This is true for all the three classification models. These
results show the importance of our OKFEM module for keyframe extraction.
We also observe from Table 2 that there is a significant improvement in accuracy
(more than 10% for Something-Something-V1 and 20% for Kinetics-400) from R
Set2 to KF Set frames because of carefully chosen keyframes using our proposed
OKFEM method.
We also compare our proposed classification models with that of the baseline
classification models. The baseline models use the full video sequence as input
whereas only keyframes are used as input (for both training and testing) to the
corresponding classification models. Table 3 shows the recognition accuracies of
the corresponding methods for the two datasets. For the I3D method, using our
extracted keyframes outperforms the original I3D for both datasets. Moreover,
the ResNet models with our OKFEM outperforms the original ResNet models
using the full video sequence by a large margin for both datasets. In particular,
OKFEM+ResNet18 achieves a performance gain of 8.1% for the Something-
Something-V1 dataset and 20.9% for the Kinetics-400 dataset. Similar perfor-
mance gain is also observed for the ResNet152 model, which clearly shows the
importance of our proposed keyframe extraction method. Furthermore, apply-
ing our plugin module with W2V as an additional input and using the proposed
ITTS algorithms, the proposed recognition approach outperforms all the above
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Table 3: Classification accuracy (in %) comparison with the baseline 3D CNN methods on
the Kinetics-400 and Something-Something-V1 datasets. The best results are marked as red
for each method.
Method
Something-
Kinetics-400
Something-V1
I3D [9] 41.6 74.2
ResNet18 37.6 55.4
ResNet152 40.8 57.2
OKFEM+I3D 43.8 75.8
OKFEM+ResNet18 45.7 76.3
OKFEM+ResNet152 52.3 77.5
OKFEM+W2V+I3D 48.2 82.4
OKFEM+W2V+ResNet18 49.4 82.3
OKFEM+W2V+ResNet152 54.8 83.6
baseline categories in Table 3. These results suggest the significance of the
proposed plugin module along with the new ITTS approach.
4.5. Comparison with the State-of-the-Art
We compare our proposed method of OKFEM with the state-of-the-art
methods in terms of both video summarization and keyframe-based action recog-
nition.
Video summarization: For video summarization, we compare our pro-
posed module with the state-of-the-art video summarization methods. We com-
pare using both augmented and transfer settings of the SumMe dataset and the
TVSum dataset. For both datasets, our approach achieves competitive results
in terms of F-score (see Table 4). For the SumMe dataset, our method is
comparable to the state-of-the-art methods in augmented environment where
our method is a simple yet online approach to extract keyframes. Our module
achieves comparable results to the best method on the TVSum dataset, and is
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Table 4: Comparison of the proposed OKFEM module with the state-of-the-art methods in
terms of F-score (in %) (in the augmented and transfer setting scenarios) for the SumMe and
TVSum datasets. The best, second and third best results are marked as red , blue and green,
respectively.
Method
SumMe TVSum
Augmented Transfer Augmented Transfer
Zhang et al. [32] 42.9 41.8 59.6 58.7
Mahasseni et al. [31] 43.6 - 61.2 -
Zhao et al. [34] 43.6 - 61.5 -
Zhou et al. [35] 43.9 - 59.8 -
Zhang et al. [36] 44.1 - 63.9 -
SUSiNet [5] 41.1 - 59.2 -
UnpairedVSN [2] 47.5 - 55.6 -
VASNet [37] 51.0 - 62.3 -
SUM-FCN [38] 51.1 44.1 59.2 58.2
OKFEM 47.9 45.6 62.4 60.9
the second best among the state-of-the-art methods in the augmented environ-
ment. In the transfer environment, our method outperforms all the state-of-the-
art methods by a significant margin, which inspires us to apply our proposed
OKFEM module to extract keyframes for the action datasets.
Action recognition: Our extracted keyframes are applied to two well-
known 3D CNN methods called I3D and two variations of ResNet. The ex-
perimental results are shown in Table 5. The classification accuracies of state-
of-the-art methods reported in literature are compared with that of I3D and
ResNets that use keyframes as input. Even with using only the keyframes in
I3D and ResNets, the recognition accuracies are closely comparable to that of
the state-of-the-art methods. Moreover, including W2V as input along with
keyframes using the plugin module and applying the novel ITTS algorithms,
the results outperform all the state-of-the-art methods for the three datasets.
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Table 5: Classification accuracy (in %) comparison with the state-of-the-art methods on the
Kinetics-400, Something-Something-V1, and HMDB51 datasets. The best, second and third
best results are marked as red , blue and green, respectively.
Method HMDB51 Something- Kinetics-400
Something-V1
I3D [9] 80.2 41.6 74.2
R(2+1)D [26] 78.7 - 75.4
Non-local NN [39] - - 77.7
Brais et al. [40]+ResNet18 - 45.0 -
Brais et al. [40] +ResNet152 - 53.4 78.8
OKFEM+I3D 83.8 43.8 75.8
OKFEM+ResNet18 - 45.7 76.3
OKFEM+ResNet152 - 52.3 77.5
OKFEM+W2V+I3D 87.9 48.2 82.4
OKFEM+W2V+ResNet18 - 49.4 82.3
OKFEM+W2V+ResNet152 - 54.8 83.6
For the HMDB51 dataset, OKFEM+I3D outperforms the original I3Dmethod
by a significant margin (by 3.6%) which demonstrates the effectiveness of our
proposed OKFEM.Moreover, the results show that unnecessary frames may hin-
der recognition accuracy. Thus, useful keyframe extraction methods are helpful
for better action recognition. Furthermore, applying the plugin module with the
ITTS algorithms our OKFEM+W2V+I3D achieves the best accuracy of 87.9%
which is even better than OKFEM+I3D by 4.1%. This result demonstrates the
effectiveness of our plugin module with the proposed ITTS algorithms.
Our OKFEM+Baseline methods closely compete with state-of-the-art meth-
ods for the Something-Something-V1 and Kinetics-400 datasets. It is notewor-
thy that all the state-of-the-art methods use full video sequences as input for
action recognition whereas using our extracted keyframes, the same methods
achieve almost similar results. Indeed, our OKFEM+ResNet152 is the second-
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best for Something-Something-V1 compared to the state-of-the-art methods and
closely competes with the Non-local NN method for the second position for the
Kinetics-400 datasets. Thus, it again supports the importance of keyframes
and the effectiveness of our OKFEM module for the extraction of keyframes.
Moreover, using W2V, the proposed OKFEM+W2V+ResNet152 outperforms
all the state-of-the-art methods and achieves the best results for the Something-
Something-V1 and Kinetics-400 datasets.
4.6. Qualitative Analysis
For the qualitative analysis, we use two sample videos from the SumMe
dataset. We compare our OKFEM with that of the state-of-the-art Unpaired-
VSN [2] method in terms of video summarization. From Fig. 3, we observe
Figure 3: Two sample videos from the SumMe dataset. The bars represent the video timeline
with the summaries created by each method (UnpairedVSN [2](UVSN) and OKFEM) along
with the ground truth. The black blocks represent sequences of frames selected as the summary
blocks.
that video summary segments (black blocks) generated by our approach closely
match with that of the ground truth for both video sequences. These results
demonstrate the effectiveness of our OKFEM for video summarization.
We also demonstrate the effectiveness of our proposed OKFEM in keyframe
selection by showing the selected keyframes along with the ground truth frame
level score of a video sequence as shown in Fig. 4. The blue curve in the figure
represents the frame level ground truth score. The higher the value in score the
more important the corresponding keyframe. In the figure, red lines represent
the selected keyframes by our OKFEM. From the figure, we observe that most
of the frames selected as keyframes have high frame level scores. This suggests
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Figure 4: Ground truth frame label score (in blue curve) of Playing ball video of SumMe
dataset [19] along with the selected keyframes (in red lines) of the same video using our
OKFEM.
the appropriateness of our method in keyframe selection.
5. Conclusions
A novel online learnable keyframe extraction module is proposed to extract
meaningful frames that are sufficient to represent a video sequence. In partic-
ular, we use a learnable threshold to select keyframes. The proposed module
extracts keyframes in an online fashion by examining frames in a video se-
quence one at a time and select keyframes based on processed frames only. To
the best of our knowledge, we are the first to propose such an online keyframe
extraction module. The experimental results demonstrate the effectiveness of
the proposed module for keyframe extraction which extracts less than 30% of
the frames as keyframes. Moreover, the proposed OKFEM performs well in
the transfer learning environment. Thus, not only the OKFEM can be used
for video summarization but also for action classification. The proposed loss
function along with appropriate parameter values can improve the accuracy of
keyframe selection. Therefore, our proposed module combined with the pro-
posed loss function is a promising tool to extract keyframe in an online fash-
ion. Moreover, the traditional action classification model using OKFEM can
compete with state-of-the-art methods. Finally, applying our proposed plugin
module with the novel ITTS algorithms outperforms all other methods in action
classification and demonstrates the significance of it. In the future, we will ap-
ply the extracted keyframes for online real time action recognition. Moreover,
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we will improve the OKFEM to select only one set of keyframes for repetitive
actions.
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