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Abstract
We study Hilbert space valued Ornstein-Uhlenbeck processes (Y (t), t ≥
0) which arise as weak solutions of stochastic differential equations of
the type dY = JY + CdX(t) where J generates a C0 semigroup in
the Hilbert space H,C is a bounded operator and (X(t), t ≥ 0) is an
H-valued Le´vy process. The associated Markov semigroup is of gen-
eralised Mehler type. We discuss an analogue of the Feller property
for this semigroup and explicitly compute the action of its generator
on a suitable space of twice-differentiable functions. We also compare
the properties of the semigroup and its generator with respect to the
mixed topology and the topology of uniform convergence on compacta.
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1 Introduction
The stochastic process called “Brownian motion” is not a good mathematical
model for the physical phenomenon of the Brownian movement of e.g. pollen
grains immersed in a fluid, as it neglects the viscosity of the medium. To over-
come this objection, Ornstein and Uhlenbeck introduced the process which
bears their names [27]. It is the unique solution to the Langevin equation:-
dy(t) = −λy(t)dt+ dB(t), (1.1)
where B = (B(t), t ≥ 0) is a one-dimensional standard Brownian motion
and λ > 0 measures the viscosity. Interpreting this as a stochastic differential
equation, the solution is given in terms of (Wiener) stochastic integrals by:
y(t) = e−λty0 +
∫ t
0
e−λ(t−s)dB(s). (1.2)
There are two ways in which we can usefully generalise this equation. In
the first place, we can work in finite or infinite dimensions and replace λ by
a suitable matrix or linear operator J . If we are working in a Banach space,
it is then natural to ask that J generates a strongly continuous semigroup
S(t) = etJ so that the integral corresponding to that in (1.2) can be defined
as a stochastic convolution
∫ t
0
S(t− s)dB(s) with respect to a Banach-space
valued Brownian motion (see e.g.[8]). Secondly we can replace Brownian
motion by a more general noise and a natural candidate here is a process
with stationary and independent increments, i.e. a Le´vy process.
In this paper, we will simultaneously consider both of the generalisations
discussed above. We will work with Le´vy processes X = (X(t), t ≥ 0) taking
values in a real separable Hilbert space H. Ornstein-Uhlenbeck processes of
this type were first studied by Chojnowska-Michalik [6] and more recently by
the author [3]. They are probabilistically interesting for a number of reasons
e.g.
• They are solutions of stochastic evolution equations which give an al-
ternative approach to solving stochastic partial differential equations
driven by space-time Le´vy noise (see section 4.2 in [3]).
• Conditions are known for the existence of invariant measures and these
are intimately related to the embedding of operator self-decomposable
random variables into the process (see section 5 in [3]).
• The fact that invariant measures can exist suggests that Ornstein-
Uhlenbeck processes are better candidates for infinite dimensional “ref-
erence processes” than Le´vy processes themselves.
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The solution of such an equation enjoys the Markov property and so gives
rise to a semigroup (Tt, t ≥ 0) on the space of bounded Borel functions on
H, taking the form
(Ttf)(x) =
∫
H
f(S(t)x+ y)ρt(dy). (1.3)
Semigroups of this type are called generalised Mehler semigroups and they
have been studied extensively by analysts. If dim(H) = n < ∞ and X is a
Brownian motion with covariance matrix Q, we have the following explicit
formula due to Kolmogorov [18]:
(Ttf)(x) = 1
(2pi)
n
2 (det(Q(t)))
1
2
∫
Rn
e−
1
2
〈Q(t)y,y〉f(S(t)x+ y)dy,
where each Q(t) =
∫ t
0
S(r)QS(r)∗dr.
Exploring the detailed structure of such “Gaussian Mehler semigroups”
is still the subject of intense activity, see e.g. [9], [7], [25] and references
therein. Remaining in the finite dimensional setting, but taking X to be a
more general Le´vy process, the corresponding semigroups have been studied
in [32] from a probabilistic viewpoint and [30] from an analytic perspective.
A series of recent papers by M.Ro¨ckner and his collaborators have in-
vestigated the action of semigroups of the type (1.3) on the space Cb(H) of
bounded continuous functions over a real separable Hilbert space ([4], [13],
[23], [24], [31]). They have shown that a necessary and sufficient condition for
the operators (Tt, t ≥ 0) to enjoy the semigroup property is that (ρt, t ≥ 0)
is a S(t)-convolution semigroup (see also [33]), i.e. for all r, t ≥ 0,
ρr+t = ρr ∗ (ρt ◦ S(r)−1),
where ∗ is convolution of measures. Equivalently (under some regularity
conditions), in terms of characteristic functions we have for each x ∈ H,
ρ̂t(x) = exp
{
−
∫ t
0
η(S(r)∗x)dr
}
, (1.4)
where ·̂ is the Fourier transform and η : H → C is a negative-definite function.
Such semigroups can always be associated (as their transition semigroups) to
generalised Ornstein-Uhlenbeck processes driven by H-valued Le´vy processes
which are constructed via Kolmogorov’s existence theorem, however these
processes may take their values in a larger Hilbert space in which H is
embedded via a Hilbert-Schmidt mapping [4], [13]. Applications of gener-
alized Mehler semigroups to measure-valued catalytic branching processes
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have been developed in [11]. In the case where an invariant measure τ exists,
the generator of the semigroup (now acting on Lp(H, τ)) can be constructed
explicitly as an infinite dimensional pseudo-differential operator ([23]).
The aims of the current paper are twofold. Firstly we explore the path
from generalised Ornstein-Uhlenbeck processes to Mehler semigroups, when
the former are defined via stochastic calculus. In particular we then see that
(1.4) arises naturally through the distribution of certain stochastic integrals.
We also show that certain identities obtained in ([13]) have a natural prob-
abilistic interpretation using the language of operator self-decomposability.
We establish this is section 2 of the paper, which also contains a number of
results about Wiener-Le´vy stochastic integrals (i.e. those in which the inte-
grand is a sure function) which may be of independent interest. The main
business of this paper is found in sections 4 and 5 where we investigate the
properties of the infinitesimal generator.
It is well-known that (even in finite dimensions) the semigroup (1.3) is not,
in general, strongly continuous on Cb(H) with the usual topology of uniform
convergence. When dim(H) < ∞, this problem is overcome by working
in the space C∞(H) of functions which vanish at infinity (i.e. outside a
compact set) and establishing the Feller property. An infinite dimensional
analogue of this approach is developed for strong solutions of diffusion type
sdes with Lipschitz coefficients in [22] using, in place of C∞(H), the space
UC0(H) of uniformly continuous functions which vanish at infinity (outside
a bounded set), however we cannot apply this theory to our context (even
allowing a natural extension to take care of jumps) because the operator J
may be unbounded. Indeed, we conjecture that such a Feller property holds
for generalised Mehler semigroups if and only if each S(t) is bounded (c.f.
theorem 2.4 in [34]). In section 4, we briefly investigate a “pseudo-Feller
property” for Mehler semigroups which requires them to preserve the space
C0(H) of continuous functions which vanish at infinity (outside a bounded
set), however even this weaker notion seems to be of limited value.
When a suitable topology is imposed with respect to which the semi-
group is strongly continuous (see below), the infinitesimal generator may be
defined and is a linear operator on Cb(H). We give an explicit representation
of this generator as an integro-differential operator acting on a space of twice-
differentiable functions, thus generalising the finite dimensional case given in
[32], by making explicit use of Itoˆ’s formula. The standard approach to ob-
taining generators from stochastic differential equations has been generalised
to infinite dimensions in [22], for the case of diffusion processes. However, this
method requires that the equation has a strong solution. Although strong
solutions exist in our context, as pointed out above, they may not live on
H. In order to overcome this problem, we apply Itoˆ’s formula directly to a
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certain semimartingale whose distribution is that of the mild solution to the
Langevin equation.
Note that the infinite dimensional case requires more structure, in that
the operator J plays a role in the construction of the relevant function space.
The pseudo-differential operator representation for the generator is obtained
as a simple consequence of our result. We establish this directly in a space
of continuous functions in contrast to [23] where it was necessary to assume
the existence of an invariant measure τ and work in Lp(H, τ)(p ≥ 1). Fur-
thermore, we do not require J∗ to have an orthonormal basis of eigenvectors,
as in [23].
The problem of lack of strong continuity can be overcome by working in
a weaker topology than the usual one induced by the norm, and this has
been carried out by a number of authors in different ways, for example the
theory of “weakly continuous semigroups” is developed in [5], the notion
of pi-convergence is used in [29], bi-continuous semigroups are introduced in
[20, 21] and the mixed topology is utilised in [15], [16]. We use two topologies
in this paper. We first consider the topology of uniform convergence on
compacta. The main advantage is that this is easy to use, a disadvantage
is that we cannot make use of known results about locally equicontinuous
semigroups in locally convex spaces. However there is a related notion of
“quasi-locally equicontinuous semigroup”, which we introduce in section 3,
and which uses the interaction of this topology with the norm topology.
Mehler semigroups fit nicely into this class. The infinitesimal generator is
densely defined but a distinct disadvantage from an analytic viewpoint is that
it seems to be a difficult problem to establish whether or not it is closed, or
even closable in this topology.
In the last part of the paper, we consider the mixed topology, i.e. the
finest locally convex topology that agrees on norm bounded sets with the
topology of uniform convergence on compacts. This has previously been
applied to study Mehler semigroups associated with Banach-space valued
Ornstein-Uhlenbeck processes driven by Brownian motion in [16] (see also
[15]). In this case all of the results established for the topology of uniform
convergence on compacta continue to hold, however in addition the generator
is closed and (at least when large jumps are well-behaved) has a convenient
invariant core of cylinder functions. Consequently we are able to conclude
that the mixed topology seems more promising for future work on Mehler
semigroups.
Acknowledgement. I am grateful to Enrico Priola for valuable com-
ments on an earlier draft of this article, N.H. Bingham for some useful re-
marks and Ben Goldys for helpful e-mail discussions and kindly allowing me
5
an early preview of [14]. Many thanks are also due to the referees, who both
made very helpful remarks.
Notation. R+ = [0,∞). If T is a topological space, then B(T ) denotes
its Borel σ-algebra. If H is a real separable Hilbert space, Bb(H) is the space
of bounded Borel measurable real-valued functions on H and L(H) is the
∗-algebra of all bounded linear operators on H. I is the identity operator in
L(H). We use B to denote the open unit ball centred on the origin in H and
Bˆ := B − {0}. The domain of a linear operator T acting in H is denoted
as Dom(T ) and its range is Ran(T ). Df denotes the Fre´chet derivative of a
differentiable H-valued function f defined on H. The Sazonov topology on
H is that generated by the family of seminorms x→ ||Tx||, where T ranges
over all Hilbert-Schmidt operators in H. If B1 and B2 are separable Banach
spaces with norms || · ||1 and || · ||2, respectively, we say that a mapping
f : B1 → B2 vanishes at infinity if given any ² > 0 there exists a bounded
set K in B1 such that ||f(x)||2 < ² whenever x ∈ B1 −K.
2 From Le´vy Driven Ornstein Uhlenbeck Processes
to Generalised Mehler Semigroups
Let (Ω,F , (Ft, t ≥ 0), P ) be a stochastic base wherein the filtration (Ft, t ≥
0) satisfies the usual hypotheses of completeness and right continuity. Let H
be a real separable Hilbert space with inner product 〈·, ·〉 and associated norm
|| · ||. Throughout this article, unless contra-indicated, all random variables
and processes are understood to be H-valued.
Let X = (X(t), t ≥ 0) be an H-valued Le´vy process, so X has stationary
and independent increments, is stochastically continuous andX(0) = 0 (a.s.).
In particular it follows that each X(t) is infinitely divisible, so there exists
a Sazonov continuous, hermitian, negative definite function η : H → C
satisfying η(0) = 0, for which
E(ei〈u,X(t)〉) = e−tη(u),
for all t ≥ 0, u ∈ H. The celebrated Le´vy-Khintchine formula asserts that η
must be of the form
η(u) = −i〈b, u〉+ 1
2
〈u,Qu〉
+
∫
H−{0}
[1− ei〈y,u〉 + i〈y, u〉1Bˆ(y)]ν(dy) (2.5)
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for each u ∈ H, where b ∈ H,Q is a positive, self-adjoint, trace class operator
onH and ν is a Le´vy measure onH−{0}, i.e. ∫
H−{0}(||y||2∧1)ν(dy) <∞. We
call the triple (b,Q, ν) the characteristics of the process X and the mapping
η, the characteristic exponent of X. A proof of this result can be found
in Chapter 6, section 4 of [28]. The slightly different form given above is
discussed e.g. in section 1.2 of [3].
From now on we will always assume that Le´vy processes are Ft-adapted
and have strongly ca`dla`g paths. We also strengthen the independent incre-
ments requirement on X by assuming that X(t)−X(s) is independent of Fs
for all 0 ≤ s < t <∞.
The Le´vy-Itoˆ decomposition within this context has been established in
[12] (see also [1]). It asserts that there exists a Brownian motion (BQ(t), t ≥
0) with covariance operator Q and an independent Poisson random measure
N on R+ × (H − {0}) with intensity measure l ⊗ ν (where l is Lebesgue
measure on R+) such that
X(t) = tb+BQ(t) +
∫
||x||<1
xN˜(t, dx) +
∫
||x||≥1
xN(t, dx), (2.6)
where N˜ is the compensated Poisson measure, i.e. N˜(dt, dx) = N(dt, dx)−
dtν(dx).
The prescription (Ttf)(x) = E(f(X(t) + x)) for each x ∈ H, t ≥ 0 defines
a Markov semigroup on Bb(H). Now consider the Banach space (equipped
with the supremum norm) UC0(H) of uniformly continuous functions on H
which vanish at infinity. Arguing as in section 3.1 of [2], we see that (Tt, t ≥ 0)
is a Feller semigroup in that for each t ≥ 0, f ∈ UC0(H),
Tt(UC0(H)) ⊆ UC0(H) and lim
t→0
||Ttf − f || = 0.
We denote the infinitesimal generator of (Tt, t ≥ 0) by AX .
Let UC2(H) be the subspace of UC0(H) comprising all C
2 functions from
H to R for which Df : H → H and D2f : H → L(H) are uniformly con-
tinuous and vanish at infinity. We may apply Itoˆ’s formula (see [26] theorem
27.2) and a standard stochastic calculus argument (see e.g. theorem 6.7.4 in
[2]) to deduce that UC2(H) ⊆ Dom(AX) and for all f ∈ UC2(H), x ∈ H,
(AXf)(x) = 〈(Df)(x), b〉+ 1
2
tr((D2f)(x)Q)
+
∫
H−{0}
[f(x+ y)− f(x)− 〈(Df)(x), y〉1Bˆ(y)]ν(dy). (2.7)
Let F be a measurable function from R+ to L(H) which is such that the
mapping t→ ||F (t)|| is locally square integrable. We may define the integral∫ t
0
F (s)dX(s) by the procedure of [3] (see section 4.1 therein) via (2.6) :
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∫ t
0
F (s)dX(s) :=
∫ t
0
F (s)bds+
∫ t
0
F (s)dBQ(s)
+
∫ t
0
∫
||x||<1
F (s)xN˜(ds, dx) +
∫ t
0
∫
||x||≥1
F (s)xN(ds, dx).
The first and fourth of these integrals are defined as standard Bochner in-
tegrals (indeed, the fourth term is just a random finite sum) while the second
and third terms are constructed as stochastic integrals and each of these is
in fact an L2-martingale. Alternative methods of constructing such integrals
can be found in [17] (via integration by parts) and [6] ( via convergence in
probability).
We will require the following result in section 4:-
Lemma 2.1 If the mapping t→ ||F (t)|| is locally bounded, then
(i)
∫ t
0
F (s)dX(s) is stochastically continuous.
(ii)
∫ t
0
F (t− s)dX(s) is stochastically continuous.
Proof.
(i) We may assume that F is non-zero. For each t ≥ 0, we write
M(t) :=
∫ t
0
F (s)dBQ(s) +
∫ t
0
∫
||x||<1
F (s)xN˜(ds, dx).
By the Itoˆ-type isometry established in section 3.2 of [3], we have
E(||M(t)−M(s)||2) =
∫ t
s
tr(F (r)QF (r)∗)dr
+
∫ t
s
∫
||x||<1
tr(F (r)TxF (r)
∗)ν(dx)dr,
for each 0 ≤ s < t <∞, where for each x ∈ H,Tx(·) = 〈x, ·〉x. Stochas-
tic continuity ofM(t) follows by a standard application of Chebychev’s
inequality. For the “big jumps” term, we have for all a > 0,
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P(∣∣∣∣∣∣∣∣∫ t
s
∫
||x||>1
F (r)xN(dr, dx)
∣∣∣∣∣∣∣∣ > a)
≤ P
(
sup
0≤r≤t
||F (r)||.
∣∣∣∣∣∣∣∣∫||x||>1 xN(t, dx)−
∫
||x||>1
xN(s, dx)
∣∣∣∣∣∣∣∣ > a)
→ 0 as s→ t
by stochastic continuity of the Le´vy process
(∫
||x||>1 xN(t, dx), t ≥ 0
)
.
(ii) For all a > 0, 0 ≤ s < t <∞,
P
(∣∣∣∣∣∣∣∣∫ t
s
F (t− r)dX(r)
∣∣∣∣∣∣∣∣ > a) ≤ P (∣∣∣∣∣∣∣∣∫ t
s
(F (t− r)− F (r))dX(r)
∣∣∣∣∣∣∣∣ > a2
)
+ P
(∣∣∣∣∣∣∣∣∫ t
s
F (r)dX(r)
∣∣∣∣∣∣∣∣ > a2
)
≤ P
(
sup
0≤r≤t
||F (r)||.||X(t)−X(s)|| > a
4
)
+ P
(∣∣∣∣∣∣∣∣∫ t
s
F (r)dX(r)
∣∣∣∣∣∣∣∣ > a2
)
,
and the result follows by (i) and the stochastic continuity of the process
X. ¤
Let (Pn, n ∈ N) be a sequence of partitions of [0, t] with each Pn having
mesh δn with limn→∞ δn = 0. We write each Pn = {0 = t(n)1 < t(n)2 · · · <
t
(n)
mn+1 = t}.
From the above construction it follows that∫ t
0
F (s)dX(s) = lim
n→∞
mn∑
j=1
F (t
(n)
j )(X(t
(n)
j+1)−X(t(n)j )),
where the limit is taken in the sense of convergence in distribution.
Proposition 2.1 For each t ≥ 0, ∫ t
0
F (s)dX(s) is infinitely divisible and its
characteristic exponent is given by
λt,F (u) :=
∫ t
0
η(F (s)∗u)ds, (2.8)
for each u ∈ H.
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Proof. We first note that the integral on the right hand side exists, indeed
using a well-known estimate for characteristic exponents (see e.g. [2], p.30)
we may assert that there exists K > 0 such that for all s ≥ 0, u ∈ H,
||η(F (s)∗u)||2 ≤ K(1 + ||F (s)∗u||2)
≤ K(1 + ||F (s)||2||u||2).
Let P = {0 = t1 < t2 < · · · < tn+1 = t} be a partition of [0, t] and define
YF,P =
∑n
j=1 F (tj)(X(tj+1) − X(tj)). Using independent increments of X
and (2.5) we obtain for each u ∈ H,
E(ei〈u,YF,P 〉) = E
(
exp
{
i
〈
u,
n∑
j=1
F (tj)(X(tj+1)−X(tj))
〉})
=
n∏
j=1
E(exp{i〈F (tj)∗u, (X(tj+1)−X(tj))〉})
=
n∏
j=1
exp{−(tj+1 − tj)η(F (tj)∗u)}
= exp
{
−
n∑
j=1
(tj+1 − tj)η(F (tj)∗u)
}
Now replace P by Pn within a suitable sequence of partitions (Pn, n ∈ N)
and take limits to obtain,
E
(
exp
{
i
〈
u,
∫ t
0
F (s)dX(s)
〉})
= exp
{
−
∫ t
0
η(F (s)∗u)ds
}
,
To see that the stochastic integral is infinitely divisible, first note that
for each n ∈ N, η
n
is Sazonov continuous, hermitian, negative definite and
vanishing at zero, hence there exists a ca`dla`g Le´vy process (Xn(t), t ≥ 0)
such that for each u ∈ H, t ≥ 0,
E(ei〈u,Xn(t)〉) = e−t
η(u)
n .
Hence
[
E
(
exp
{
i
〈
u,
∫ t
0
F (s)dX(s)
〉})] 1
n
= E(ei〈u,
∫ t
0 F (s)dXn(s)〉),
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and the result follows. ¤
Notes 1. The formula (2.8) can also be found in Corollary 1.7 of [6] but
the approach there is quite different.
2. By a straightforward extension of the last part of the proof of Proposi-
tion 2.1 it can be shown that (IF (t), t ≥ 0), where each IF (t) :=
∫ t
0
F (s)dX(s),
is an infinitely divisible process, i.e. for each n ∈ N and t1, t2, . . . , tn ∈ R+,
the random vector (IF (t1), IF (t2), . . . , IF (tn)) is infinitely divisible. This also
follows from the fact that (IF (t), t ≥ 0) is an additive process, which may be
proved by the argument of lemma 4.3.12 in [2].
Corollary 2.1 For each t ≥ 0, ∫ t
0
F (s)dX(s) has characteristics (bt, Qt, νt),
where
bt :=
∫ t
0
F (s)bds+
∫ t
0
∫
H−{0}
F (s)x[1Bˆ(x)− 1Bˆ(F (s)x)]ν(dx)ds,
Qt :=
∫ t
0
F (s)QF (s)∗ds,
νt(A) :=
∫ t
0
ν(F (s)−1A)ds, for each A ∈ B(H − {0}).
Proof. This is an immediate consequence of Proposition 2.1 and (2.5). ¤
Note. It follows that (IF (t), t ≥ 0) is a Gaussian process if and only
if ν ≡ 0 and F (·)QF (·)∗ 6= 0 on a subset of R+ which has strictly positive
Lebesgue measure.
For each t ≥ 0 let µt denote the law of
∫ t
0
F (s)dX(s) .
Proposition 2.2 For each T > 0, the set {µt, 0 ≤ t ≤ T} is uniformly tight.
Proof. This follows from applying Theorem 5.3 in [28] to the result of
Corollary 2.1 via the argument of [13], page 19. ¤
Let (S(t), t ≥ 0) be a strongly continuous semigroup in H with infinites-
imal generator J and fix C ∈ L(H). From now on, for each fixed t ≥ 0, we
let F (s) = S(t − s)C1[0,t](s). Consider the stochastic differential equation
(s.d.e.)
dY (t) = JY (t)dt+ CdX(t) (2.9)
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with initial condition Y (0) = Y0 (a.s.) for some given F0-measurable
random variable Y0. In [6], [3] it was shown that the unique weak solution of
this s.d.e. is the Le´vy driven Ornstein-Uhlenbeck process Y = (Y (t), t ≥ 0)
where
Y (t) = S(t)Y0 +
∫ t
0
S(t− s)CdX(s).
We call (S(t), t ≥ 0) the auxiliary semigroup of Y .
It follows from lemma 2.1 (ii) that Y is stochastically continuous, indeed
by a standard estimate for C0-semigroups (see e.g. [10]) we can assert that
there exists M > 1 and β ∈ R such that
||F (s)|| ≤M ||C||eβ(t−s), (2.10)
for all 0 ≤ s ≤ t <∞, from which the local boundedness requirement follows
easily.
Y is a strong Markov process and the associated Markov semigroup acting
on Cb(H) is (Tt, t ≥ 0) where for each f ∈ Cb(H), x ∈ H,
(Ttf)(x) = E(f(Y (t))|Y0 = x)
=
∫
H
f(S(t)x+ y)ρt(dy), (2.11)
where ρt is the law of
∫ t
0
S(t− s)CdX(s). Note that ρt is infinitely divisible
by proposition 2.1.
Semigroups of the type (2.11) are called generalised Mehler semigroups.
They have been studied systematically in a number of recent papers - see [4],
[13],[23], [24]. In fact, through the construction of [13], we can assert that
there is a one-to-one correspondence between such semigroups and strong
solutions of (2.9), although such solutions may have to be constructed on a
larger Hilbert space in which H is embedded via a Hilbert-Schmidt mapping.
In [3], the notion of operator self-decomposability was generalised as fol-
lows: a random variable Z is operator self-decomposable with respect to the
C0-semigroup (S(t), t ≥ 0) if for each t ≥ 0 there exists a random variable
Zt, which is independent of Z such that
Z
d
= S(t)Z + Zt, (2.12)
or equivalently
pZ = (pZ ◦ S(t)−1) ∗ pZt . (2.13)
Let µ be an invariant Borel probability measure for (Tt, t ≥ 0) so that
12
∫
H
(Ttf)(x)µ(dx) =
∫
H
f(x)µ(dx),
for all f ∈ Bb(H), t ≥ 0. It follows from (2.13) (as established in section 3 of
[6] - see also section 3 of [13], but without the explicit connection with (2.12))
that µ is invariant for (Tt, t ≥ 0) if and only if it is operator self-decomposable
with respect to (S(t), t ≥ 0) with each Zt d=
∫ t
0
S(t − s)CdX(s). In fact we
have the following:
Theorem 2.1 Let Y = (Y (t), t ≥ 0) be a Le´vy driven Ornstein-Uhlenbeck
process with auxiliary semigroup (S(t), t ≥ 0) and associated generalised
Mehler semigroup (Tt, t ≥ 0). The following are equivalent:-
1. µ is invariant for (Tt, t ≥ 0).
2. (Y (t), t ≥ 0) is (strictly) stationary.
3. Y0 is operator self-decomposable with respect to (S(t), t ≥ 0) with Zt d=∫ t
0
S(t− s)CdX(s) for each t ≥ 0.
Proof. The equivalence of (1) and (2) is a well-known fact about station-
ary Markov processes (see e.g. Proposition 11.5 in [8]). That of (1) and (3)
follows from the discussion above. ¤
For further discussion of the circle of ideas described in theorem 2.1 (for
infinite dimensional H) see section 3 of [13] and section 5 in [3]. Necessary
and sufficient conditions for Y to have an invariant probability measure are
obtained in [6] (see also theorem 3.1 in [13]). For the finite dimensional case,
see section 4.3.5 of [2] and references therein.
3 Quasi-Locally Equicontinuous Semigroups
Let B be a real Banach space with norm || · ||. We assume that B is also
equipped with a locally convex sequentially complete topology τ , which is
weaker than the norm topology. We fix a generating family of seminorms
PI := (pi, i ∈ I), where I is some index set.
Let (V (t), t ≥ 0) be a semigroup of bounded linear operators on B which
is also τ -strongly continuous. We say that it is quasi-locally equicontinuous
if for each T > 0 and for every p ∈ PI , there exists Kp,T > 0 such that
p(V (t)(u)) ≤ Kp,T ||u||, (3.14)
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for each u ∈ B, 0 ≤ t ≤ T . It is said to be quasi-equicontinuous if Kp,T
can be chosen to be independent of T .
We define the τ -infinitesimal generatorM of (V (t), t ≥ 0) in the obvious
way, so its domain is given by
Dom(M) = {f ∈ B, there exists g ∈ B such that τ−limt→0 Vtf − f
t
= g},
and Mf = g,
for all f ∈ Dom(M) then defines a linear operator in B.
By sequential completeness of B and the continuity of t→ V (t)u in (B, τ),
the Riemann integral
∫ t
0
V (s)uds exists and defines a vector in B, for each
u ∈ B.
Proposition 3.1 Let (V (t), t ≥ 0) be a quasi-locally equicontinuous semi-
group in a real Banach space B.
(i) x ∈ Dom(M) and Mx = y ∈ B if and only if
V (t)x− x =
∫ t
0
V (s)yds for all t ≥ 0.
(ii) Dom(M) is τ -dense in B.
(iii) M is closed from (B, τ) to (B, || · ||).
Proof. (i) and (ii) are established (under greater generality) in [19], propo-
sitions 1.2 and 1.3.
(iii) is a variation on the standard proof of closedness of generators of
one parameter semigroups on Banach spaces (see e.g. [10]). We include the
argument for completeness.
Let (ψn, n ∈ N) be a sequence of vectors in B for which τ − limn→∞ ψn =
ψ ∈ B and || · || − limn→∞Mψn = φ ∈ B. From (i), we have for each t ≥ 0,
V (t)ψ − ψ = τ − lim
n→∞
(V (t)ψn − ψn)
= τ − lim
n→∞
∫ t
0
V (s)Mψnds.
However given any T > 0 and any p ∈ PI , for all 0 ≤ t ≤ T , we have
lim
n→∞
p
(∫ t
0
V (s)Mψnds−
∫ t
0
V (s)φds
)
≤ lim
n→∞
∫ t
0
p[V (s)(Mψn − φ)]ds
≤ TKp,T lim
n→∞
||Mψn − φ|| = 0.
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Hence
V (t)ψ − ψ =
∫ t
0
V (s)φds,
and so φ =Mψ by (i). ¤
We remark that quasi-locally equicontinuous semigroups are closely re-
lated to, but appear to be distinct from bi-continuous semigroups as intro-
duced in [20, 21].
4 The Pseudo-Feller Property and Genera-
tors of Generalised Mehler Semigroups
As is pointed out in section 6.3 in [9] (see also [5]), (Tt, t ≥ 0) is not strongly
continuous in general on Cb(H), with the usual topology τ0 of uniform conver-
gence. We will sometimes denote the supremum norm in Cb(H) by || · ||0. In
this section, we will consider Cb(H) equipped with the topology τuc of uniform
convergence on compacta. If (fn, n ∈ N) is a sequence in Cb(H) converging
in τuc to f ∈ Cb(H), we write fn uc→ f . We also find it convenient to introduce
the mixed topology τm on Cb(H) which is defined as follows (see [15]). Let K
denote the set of all sequences (Kn, n ∈ N) of compact subsets of H and let S
denote the set of all positive null sequences. The mixed topology is induced
by the family of seminorms {ρ(an),(Kn), (an, n ∈ N) ∈ S, (Kn, n ∈ N) ∈ K}
where for each f ∈ Cb(H),
ρ(an),(Kn)(f) = sup
n∈N
sup
x∈Kn
|anf(x)|.
τm is complete and sequential convergence is characterised as follows: a
sequence (fn, n ∈ N) in Cb(H) converges in τm to f ∈ Cb(H) if
M(i) fn
uc→ f , as n→∞,
M(ii) supn∈N ||fn||0 <∞.
See [16], [15] for full proofs and further development of these ideas.
We now return to the study of the Mehler semigroup (Tt, t ≥ 0).
Theorem 4.1 (Tt, t ≥ 0) is uc-strongly continuous.
Proof. (c.f. Proposition 6.2 in [5], theorem 4.2 in [13] and theorem 6.2 in
[16]).
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Let f ∈ Cb(H). By Proposition 2.2, {ρt, t ∈ [0, 1]} is uniformly tight,
hence given an arbitrary ² > 0, there exists a compact set L in H such that
ρt(L) ≥ 1− ²
8||f || for all t ∈ [0, 1].
Fix a compact K ⊂ H. As in the proof of theorem 6.2 in [16] we can use
uniform continuity of f on compacta and strong continuity of (S(t), t ≥ 0)
to argue that there exists t0 ∈ [0, 1] such that 0 ≤ t < t0 ⇒
sup
x∈K
sup
y∈L
|f(S(t)x+ y)− f(x+ y)| < ²
4
.
Now write
(Ttf)(x)− f(x) = I1(f, t, x) + I2(f, t, x),
where
I1(f, t, x) :=
∫
H
[f(S(t)x+ y)− f(x+ y)]ρt(dy)
and I2(f, t, x) :=
∫
H
[f(x+ y)− f(x)]ρt(dy).
Now for 0 ≤ t < t0,
sup
x∈K
|I1(f, t, x)| ≤ sup
x∈K
∫
H
|f(S(t)x+ y)− f(x+ y)|ρt(dy)
≤ sup
x∈K
sup
y∈L
|f(S(t)x+ y)− f(x+ y)|+ 2||f ||ρt(Lc)
<
²
2
Using uniform continuity of f on compacta and stochastic continuity of Y ,
we can argue as in the proof of theorem 3.1.9 in [2] that supx∈K |I2(f, t, x)| <
²
2
, for sufficiently small t. Hence Ttf uc→ f as t→ 0 and the result follows. ¤
Taking the locally convex topology in the previous section to be τuc with
I being the set of all compact subsets of H and each pK(f) = supx∈K |f(x)|,
for K ∈ I, f ∈ Cb(H) we immediately deduce the following.
Corollary 4.1 (Tt, t ≥ 0) is quasi-equicontinuous.
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Let C0(H) be the space of continuous functions on H which vanish at
infinity (i.e. outside a bounded set). We say that a conservative, positivity
preserving contraction semigroup (V (t), t ≥ 0) is pseudo-Feller if it is uc-
strongly continuous and
V (t)(C0(H)) ⊆ C0(H),
for all t ≥ 0.
Suppose that (Tt, t ≥ 0) is a Mehler semigroup with auxiliary semigroup
(S(t), t ≥ 0). We make the assumption that
||S(t)x|| → ∞ whenever ||x|| → ∞, (4.15)
for all t ≥ 0. It is then clear that (Tt, t ≥ 0) is pseudo-Feller. (4.15) clearly
holds when each S(t) is an isometry. We also see easily that this condition
holds when J is self-adjoint and bounded, indeed let σ(J) = [−α,−β] (say)
be the spectrum of J and for each −α ≤ λ ≤ −β, let Eλ be the corresponding
spectral projection associated to the set [−α,−λ]. Then for all t ≥ 0,
||S(t)x||2 =
∫ −β
−α
e2ty||E(dy)x||2
≥ e−2αt||x||2
→ ∞ as ||x|| → ∞,
and we are done.
Note. In fact if J is bounded, (Tt, t ≥ 0) is pseudo-Feller by theorem 5.19
in [22]. In this case, the semigroup also satisfies the usual Feller property,
in that it is strongly continuous (with respect to the supremum norm) on
UC0(H).
The following counter-example, which was suggested to the author by
Ben Goldys, suggests that (4.15) is of limited value. Let (xn, n ∈ N) be a
sequence in H which converges weakly to zero, but each ||xn|| = 1. Suppose
that the semigroup (S(t), t ≥ 0) comprises compact operators, so that each
(S(t)xn, n ∈ N) converges strongly to zero. For each t ≥ 0, define a sequence
yn(t) =
xn
||S(t)xn|| . Then as n→∞, ||yn(t)|| → ∞, however ||S(t)yn(t)|| → 1.
We will not require the condition 4.15 elsewhere in this paper.
We denote the infinitesimal generator of (Tt, t ≥ 0) by AY . In order to
compute its action we introduce the following space.
We define C2J(H) to be the linear subspace of Cb(H) comprising those C
2
functions f whose first and second derivatives are uniformly bounded and
uniformly continuous on bounded subsets of H and for which
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Ran(Df) ⊆ Dom(J∗) and the mapping x→ 〈x, J∗(Df)(x)〉 ∈ Cb(H).
It is also convenient at this stage to introduce the space FC2J(H) of
cylinder functions which are defined as follows: Ff ∈ FC2J(H) if Ff ∈ C2J(H)
and there exists n ∈ N, x1, . . . , xn ∈ Dom(J∗) and f ∈ C2b (Rn) such that
Ff (x) = f(〈x1, x〉, . . . , 〈xn, x〉), (4.16)
for each x ∈ H. If Ff ∈ FC2J(H), then it is easy to see that
(DFf )(x) =
n∑
j=1
(∂jf)(〈x1, x〉, . . . , 〈xn, x〉)xj.
To see that FC2J(H) is non-empty observe that it contains the set FC∞c,J(H)
of cylinder functions wherein each f is infinitely differentiable with compact
support. It is shown in lemma 2.6 of [15] that FC∞c,J(H) is τm-dense in Cb(H).
It follows that it is τuc-dense in Cb(H).
If C ∈ L(H) and X is a Le´vy process with characteristics (b,Q, ν), we
denote as XC the process (CX(t), t ≥ 0). It is easily verified that XC is
another Le´vy process with characteristics(
Cb+
∫
H−{0}Cy[1Bˆ(y)− 1Bˆ(Cy)]ν(dy), CQC∗, νC
)
, where νC = ν ◦C−1.
We introduce the linear Kolmogorov-Le´vy operator L : C2J(H) → Cb(H)
defined by
(Lf)(x) := (AXCf)(x) + 〈J∗(Df)(x), x〉, (4.17)
for each x ∈ H where AXC is of the form (2.7) with X replaced by XC
therein.
Theorem 4.2 C2J(H) ⊆ Dom(AY ) and
AY f = Lf,
for all f ∈ C2J(H).
Proof. By the above discussion we see that we may without loss of gen-
erality take C = I.
First assume that x ∈ Dom(J) then (conditioning on the event Y0 = x),
we have for each t ≥ 0,
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Y (t) = S(t)x+
∫ t
0
S(t− s)dX(s)
= x+
∫ t
0
S(t− s)Jxds+
∫ t
0
S(t− s)dX(s)
= x+
∫ t
0
S(t− s)dX̂(s),
where (X̂(t), t ≥ 0) is a Le´vy process with characteristics (b+ Jx,Q, ν).
As Y is not a semimartingale, we cannot directly apply Itoˆ’s formula to it.
However Y1 = (Y1(t), t ≥ 0) is a semimartingale where for each t ≥ 0, x ∈ H,
Y1(t) = x+
∫ t
0
S(r)dX̂(r).
Furthermore, by stationary increments of X̂, each Y1(t) has the same distri-
bution of Y (t) and hence both Markov processes have the same transition
semigroup.
We can now apply Itoˆ’s formula (see [26], theorem 27.2) to obtain for
each f ∈ C2J(H),
f(Y1(t)) = f(x) + a martingale +
∫ t
0
∫
||y||>1
f(Y1(u−) + S(u)y)− f(Y1(u−))N(du, dy)
+
∫ t
0
{
〈(Df)(Y1(u−)), S(u)b+ Jx〉+ 1
2
tr((D2f)(Y1(u−))S(u)QS(u)∗)
+
∫
||y||≤1
[f(Y1(u−) + S(u)y)− f(Y1(u−))]
− 〈(Df)(Y1(u−), S(u)y〉ν(dy)} du.
Now
(Ttf)(x)− f(x) = E(f(Y1(t))|Y0 = x)− f(x)
=
∫ t
0
{Tu(〈(Df)(x), (Jx+ S(u)b)〉)
+
1
2
Tu(tr[(D2f)(x)S(u)QS(u)∗])
+
∫
H−{0}
[Tuf(x+ S(u)y)− Tuf(x)
− Tu(〈(Df)(x), S(u)y〉)1Bˆ(y)]ν(dy)} du.
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=∫ t
0
{Tu[(〈J∗(Df)(x), x〉+ 〈(Df)(x), S(u)b〉)
+
1
2
Tu(tr[(D2f)(x)S(u)QS(u)∗])
+
∫
H−{0}
[Tuf(x+ S(u)y)− Tuf(x)
− Tu(〈(Df)(x), S(u)y〉)1Bˆ(y)]ν(dy)} du,
which extends to all x ∈ H, by continuity.
Let K ⊂ H be compact. In the following we will employ the notation
||g||K := supx∈K |g(x)|.
We observe that
sup
x∈K
∣∣∣∣1t (Ttf(x)− f(x))− (Lf)(x)
∣∣∣∣ ≤ I(1)t (f)+I(2)t (f)+I(3)t (f)+I(4)t (f), where
I
(1)
t (f) :=
1
t
sup
x∈K
∣∣∣∣∫ t
0
[Tu[(〈J∗(Df)(x), x〉+ 〈(Df)(x), S(u)b)〉)]du
− 〈J∗(Df)(x), x〉 − 〈(Df)(x), b〉| ,
I
(2)
t (f) :=
1
2t
sup
x∈K
∣∣∣∣∫ t
0
Tu[tr((D2f)(x)S(u)QS(u)∗)]dr − tr((D2f)(x)Q)
∣∣∣∣ ,
I
(3)
t (f) :=
1
t
sup
x∈K
∣∣∣∣∫ t
0
∫
||y||≥1
[Tuf(x+ S(u)y)− Tuf(x)]ν(dy)du
−
∫
||y||≥1
[f(x+ y)− f(x)]ν(dy)
∣∣∣∣ ,
I
(4)
t (f) :=
1
t
sup
x∈K
∣∣∣∣∫ t
0
∫
||y||<1
[Tuf(x+ S(u)y)− Tuf(x)
− Tu(〈(Df)(x), S(u)y〉)]ν(dy)du
−
∫
||y||<1
[f(x+ y)− f(x)− 〈(Df)(x), y〉]ν(dy)
∣∣∣∣ .
We have
I
(1)
t (f) ≤
1
t
∫ t
0
sup
x∈K
|(Tu − I)(〈J∗(Df)(x), x〉)|du
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+
1
t
∫ t
0
sup
x∈K
|Tu(〈(Df)(x), S(u)b)〉 − 〈(Df)(x), b〉|du
≤ 1
t
∫ t
0
||(Tu − I)(〈J∗(Df)(·), ·〉)||Kdu
+
1
t
∫ t
0
||(Tu − I)(〈(Df)(·), S(u)b〉)||Kdu
+
1
t
∫ t
0
||〈(Df)(·), (S(u)− I)b〉||Kdu
≤ 1
t
∫ t
0
||(Tu − I)(〈(Df)(·), J(·)〉)||Kdu
+
1
t
∫ t
0
||(Tu − I)(〈(Df)(·), S(u)b〉)||Kdr
+
1
t
∫ t
0
||(Df)(·)||K .||(S(u)− I)b||dr
→ 0 as t→ 0.
Similar manipulations yield
2I
(2)
t (f) ≤
1
t
∫ t
0
||(Tu − I)tr((D2f)(·)S(u)QS(u)∗)||Kdu
+
1
t
∫ t
0
||tr((D2f(·)(S(u)− I)QS(u)∗)||Kdu
+
1
t
∫ t
0
||tr((D2f(·)S(u)Q(S(u)∗ − I))||Kdu
→ 0 as t→ 0.
I
(3)
t (f) ≤
1
t
∫ t
0
∫
||y||≥1
||(Tu − I)[f(·+ S(u)y)− f(·)]||Kν(dy)du
+
1
t
∫ t
0
∫
||y||≥1
||(Tu[f(·+ S(u)y)− f(·+ y)]||Kν(dy)du
→ 0 as t→ 0.
Using Taylor’s theorem we obtain,
I
(4)
t (f) ≤
1
t
∫ t
0
∫
||y||<1
||(Tu − I)(〈S(u)y,D2f(·)S(u)y〉)||Kν(dy)du
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+
1
t
∫ t
0
∫
||y||<1
||〈(S(u)− I)y,D2f(·)S(u)y〉||Kν(dy)du
+
1
t
∫ t
0
∫
||y||<1
||〈S(u)y,D2f(·)(S(u)− I)y〉||Kν(dy)dr
→ 0 as t→ 0.
Collecting together these results, we deduce that
lim sup
t→0
∣∣∣∣∣∣∣∣1t (Ttf − f)− Lf
∣∣∣∣∣∣∣∣
K
= 0,
Hence AY |C2J (H) = L. ¤
Note that, in the case where the Le´vy process X has an invariant measure
µ, an L2-version of (4.17) can be found in Proposition 3.5 of [24].
We now show that our formula for the generator is consistent with the
pseudo-differential operator representation constructed in [23].
Let FSJ(H) be the subspace of FC2J(H) comprising those cylinder func-
tions for which f is a Schwartz function. By the argument in section 1 of [23]
we can assert that each f ∈ FSJ(H) is the Fourier transform of a complex
signed measure ν on the Borel σ-algebra of H which has finite total variation,
i.e.
f(x) =
∫
H
ei〈x,ξ〉ν(dξ),
for all x ∈ H.
Proposition 4.1 (c.f. [23]) For all f ∈ FSJ(H), x ∈ Dom(J),
(AY f)(x) =
∫
H
(i〈Jx, ξ〉 − η(ξ))ei〈x,ξ〉ν(dξ).
Proof. This follows easily from the facts that
(AXf)(x) = −
∫
H
η(ξ)ei〈x,ξ〉ν(dξ),
which is established as in the “classical” finite dimensional case (c.f. [2],
section 3.3.2) and for each fixed ξ ∈ H,
Dei〈·,ξ〉 = iei〈·,ξ〉ξ. ¤
The result of Proposition 4.1 extends easily to the action of L on Lp(H,µ)
where p ≥ 1 in the case where the process Y has an invariant measure µ (c.f.
[23]).
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Since Mehler semigroups are quasi-equicontinuous, it follows from propo-
sition 3.1(iii) that its generator is closed as an operator from (Cb(H), τuc) to
(Cb(H), || · ||).
5 The Generator in The Mixed Topology
We recall that sequential convergence takes place in the mixed topology τm if
and only if we can verify M(i) and M(ii) as given at the beginning of section
4. In this section, we consider (Tt, t ≥ 0) as a semigroup in (Cb(H), τm). It
is strongly continuous by theorem 4.1, indeed M(i) is established therein and
M(ii) is trivial (see also theorem 6.2 in [16]). We denote the infinitesimal
generator of (Tt, t ≥ 0) in (Cb(H), τm) by A(m)Y . It is densely defined by
general considerations (see e.g. proposition 1.3 in [19]). In fact it is shown
in [14] that the semigroup is locally equicontinuous and hence A(m)Y is closed.
We given an independent proof of this latter fact below for the convenience
of the reader.
Theorem 5.1 1. A(m)Y is closed.
2. C2J(H) ⊆ Dom(A(m)Y ) and A(m)Y f = Lf for all f ∈ C2J(H).
Proof.
1. We argue as in the proof of proposition 3.1.
Let (fn, n ∈ N) be a sequence of vectors in Cb(H) for which τm −
limn→∞ fn = f and τm − limn→∞A(m)Y fn = g ∈ Cb(H). For each t ≥ 0,
Ttf − f = τm − lim
n→∞
∫ t
0
TsA(m)Y fnds.
We have
sup
n∈N
∣∣∣∣∣∣∣∣∫ t
0
TsA(m)Y fnds
∣∣∣∣∣∣∣∣
0
≤
∫ t
0
sup
n∈N
||TsA(m)Y fn||0ds
≤ t sup
n∈N
||A(m)Y fn||0 <∞
We need to show that
τm − lim
n→∞
∫ t
0
TsA(m)Y fnds =
∫ t
0
Tsgds.
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To establish M(i), we see that for each compact K ⊆ H,
lim
n→∞
sup
x∈K
∣∣∣∣∫ t
0
TsA(m)Y fn(x)ds−
∫ t
0
Tsg(x)ds
∣∣∣∣
≤ lim
n→∞
∫ t
0
sup
x∈K
|Ts(A(m)Y fn(x)− g(x))|ds
→ 0 as n→∞,
by the τuc-continuity of the semigroup and dominated convergence,
where we have used the estimate derived above. The same estimate
allows us to establish M(ii) and the result follows.
2. By the result of theorem 4.2, we have
lim
t→0
sup
x∈K
∣∣∣∣1t [(Ttf)(x)− f(x)]− (Lf)(x)
∣∣∣∣ = 0,
for all f ∈ C2J(H) and compact K ⊆ H, so we need only show that
each
K(f) := sup
t>0
∣∣∣∣∣∣∣∣1t (Ttf − f)− Lf
∣∣∣∣∣∣∣∣
0
<∞.
However
K(f) = sup
t>0
sup
x∈H
∣∣∣∣1t
∫ t
0
[(Tt − I)Lf ](x)ds
∣∣∣∣
≤ 2 sup
x∈H
|(Lf)(x)| <∞,
and the result follows. ¤
Proposition 5.1 Let D ⊆ Dom(M) be a τm-dense linear manifold in Cb(H)
such that Tt(D) ⊆ D for all t ≥ 0, then D is a core for AY .
Proof. This is established along classical lines as in lemma 4.4 in [15]. ¤
Before we can apply Proposition 5.1, we need a technical lemma. First
some notation. For each x ∈ H, t ≥ 0, define
Yx(t) := S(t)x+
∫ t
0
S(t− s)CdX(s),
and Y˜x(t) := S(t)x+
∫ t
0
S(t− s)CdX˜(s),
where X˜(t) = X(t)− ∫
Bc
uN(t, du).
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Lemma 5.1 If
∫
Bc
||Cu||ν(du) < ∞, then E(|〈w, Yx(t)〉|) < ∞ for all t ≥
0, x, w ∈ H.
Proof. First observe that
E(|〈w, Y˜x(t)〉|) ≤ ||w||E(||Y˜x(t)||) ≤ ||w||E(||Y˜x(t)||2) 12 <∞,
using the Itoˆ isometry as in the proof of Lemma 2.1 (i). It follows that
E(|〈w, Yx(t)〉|) is finite iff E
(∣∣∣〈w, ∫ t0 ∫Bc S(t− s)CuN(du, ds)〉∣∣∣) is finite. How-
ever
E
(∣∣∣∣〈w, ∫ t
0
∫
Bc
S(t− s)CuN(du, ds)〉
∣∣∣∣) ≤ E(∫ t
0
∫
Bc
|〈w, S(t− s)Cu〉|N(du, ds)
)
=
∫ t
0
∫
Bc
|〈w, S(t− s)Cu〉|ν(du)ds
≤ ||w||
∫ t
0
||S(t− s)||ds.
∫
Bc
||Cu||ν(du)
≤ M
β
|eβt − 1|
∫
Bc
||Cu||ν(du) <∞,
where we have used (2.10), taking β 6= 0 without loss in generality. ¤
The next theorem generalises a result obtained in [15], theorem 4.5 for
the case of Ornstein-Uhlenbeck processes driven by Brownian motion.
Theorem 5.2 If
∫
Bc
||Cu||ν(du) <∞, then FC2J(H) is a core for AY .
Proof. By proposition 5.1, we must show that Tt(FC2J(H)) ⊆ FC2J(H),
for all t ≥ 0. If Ff is as in (4.16), then for all x ∈ H, t ≥ 0,
(TtFf )(x) =
∫
H
f(〈x1, S(t)x+ y〉, . . . , 〈xn, S(t)x+ y〉)ρt(dy)
=
∫
Fn
f(〈S(t)∗x1, x〉+ 〈x1, y〉, . . . , 〈S(t)∗xn, x〉+ 〈xn, y〉)ρFnt (dy),
where µFnt is the restriction of µt to the finite dimensional vector space Fn :=
lin.span{x1, . . . , xn}. Hence TtFf = Fgf,t where
gf,t(z) :=
∫
Fn
f(z1 + 〈x1, y〉, . . . , zn + 〈xn, y〉)ρFnt (dy),
for each z = (z1, . . . , zn) ∈ Rn.
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Furthermore, for each x ∈ H
〈x, J∗(DTtFf )(x)〉 =
n∑
i=1
∫
H
(∂if)(〈x1, S(t)x+y〉, . . . , 〈xn, S(t)x+y〉)ρt(dy)〈x, J∗S(t)∗xi〉,
hence by lemma 5.1
sup
x∈H
|〈x, J∗(DTtFf )(x)〉|
≤ sup
x∈H
∣∣∣∣∣
n∑
i=1
∫
H
(∂if)(〈x1, S(t)x+ y〉, . . . , 〈xn, S(t)x+ y〉)〈S(t)x+ y, J∗xi〉ρt(dy)
∣∣∣∣∣
+ sup
x∈H
∣∣∣∣∣
n∑
i=1
∫
H
(∂if)(〈x1, S(t)x+ y〉, . . . , 〈xn, S(t)x+ y〉)〈y, J∗xi〉ρt(dy)
∣∣∣∣∣
≤ sup
x∈H
|〈x, J∗(DFf )(x)〉|+ n max
1≤i≤n
sup
z∈Rn
(|(∂if)(z)|
∫
H
|〈y, J∗xi〉|ρt(dy)
< ∞. ¤
References
[1] S.Albeverio, B.Ru¨diger, Stochastic integrals and the Le´vy-Itoˆ Decom-
position Theorem on separable Banach spaces, Stoch. Anal. and Applns.
23, 217-53 (2005)
[2] D.Applebaum, Le´vy Processes and Stochastic Calculus, Cambridge Uni-
versity Press (2004)
[3] D.Applebaum, Martingale-valued measures, Ornstein-Uhlenbeck
processes with jumps and operator self-decomposability in Hilbert
space, In Memoriam Paul-Andre´ Meyer, Se´minaire de Probabilite´s 39,
ed. M.Emery and M.Yor, Lecture Notes in Math Vol. 1874, 173-198
Springer-Verlag (2006)
[4] V.I.Bogachev, M.Ro¨ckner, B.Schmuland, Generalized Mehler semi-
groups and applications, Prob. Th. Rel. Fields 105, 193-225 (1996)
[5] S.Cerrai, A Hille-Yosida theorem for weakly continuous semigroups,
Semigroup Forum 49, 349-67 (1994)
[6] A.Chojnowska-Michalik, On processes of Ornstein-Uhlenbeck type in
Hilbert space, Stochastics 21, 251-86 (1987)
26
[7] G.Da Prato, A Lunardi, On the Ornstein-Uhlenbeck operator in spaces
of continuous functions, J.Funct.Anal. 131, 94-114 (1995)
[8] G.Da Prato, J.Zabczyk, Stochastic Equations in Infinite Dimensions,
Cambridge University Press (1992)
[9] G.Da Prato, J.Zabczyk, Second Order Partial Differential Equations in
Hilbert Space, Cambridge University Press (2002)
[10] E.B.Davies, One-Parameter Semigroups, Academic Press (1980)
[11] D.A.Dawson, Z.Li, B.Schmuland, W.Sun, Generalized Mehler semi-
groups and catalytic branching processes with immigration, Potential
Anal. 21, 75-97 (2004)
[12] E.Dettweiler, Banach space valued processes with independent incre-
ments and stochastic integration, in “Probability in Banach Spaces IV,
Proceedings Oberwolfach 1982” ed. A.Beck and K.Jacobs, Lecture Notes
in Mathematics Vol. 990, 54-84, Springer Verlag Berlin, Heidelberg,
New York, Tokyo (1983)
[13] M.Fuhrman, M.Ro¨ckner, Generalized Mehler semigroups: the non-
Gaussian case, Potential Anal. 12, 1-47 (2000)
[14] B.Goldys, Diffusion semigroups on spaces of continuous functions, in
preparation.
[15] B.Goldys, M.Kocan, Diffusion semigroups in spaces of continuous func-
tions with mixed topology, J.Diff.Eqns. 173, 17-39 (2001)
[16] B.Goldys, J.M.A.M. van Neerven, Transition semigroups of Banach
space valued Ornstein-Uhlenbeck processes, Acta. Appl. Math. 76, 283-
330 (2003)
[17] Z.J.Jurek, W.Vervaat, An integral representation for selfdecomposable
Banach space valued random variables, Z.Wahrscheinlichkeitstheorie
verw. Gebiete 62, 247-62 (1983)
[18] A.N.Kolmogorov, Zufa¨llige Bewegungen, Ann. of Math. 116, 116-7
(1934)
[19] T.Ko¯mura, Semigroups of operators in locally convex spaces,
J.Funct.Anal. 2, 258-96 (1968)
27
[20] F.Ku¨hnemund, A Hille-Yosida theorem for bi-continuous semigroups,
Semigroup Forum 68, 87-107 (2003)
[21] F.Ku¨hnemund, Bi-continuous semigroups on spaces with two topologies,
Ph.D thesis, Eberhard Karls Universita¨t Tu¨bingen (2001)
[22] G.Leha, G.Ritter, On diffusion processes and their semigroups in Hilbert
spaces with an application to interacting stochastic systems, Ann. Prob.
12, 1077-1112 (1984)
[23] P.Lescot, M.Ro¨ckner, Generators of Mehler-type semigroups as pseudo-
differential operators, Infinite Dimensional Anal. and Quantum Prob.5,
297-315 (2002)
[24] P.Lescot, M.Ro¨ckner, Perturbations of generalized Mehler semigroups
and applications to stochastic heat equations with Le´vy noise and sin-
gular drift, Potential Anal. 20, 317-44 (2004)
[25] G.Metafune, D.Pallara, E.Priola, Spectrum of Ornstein-Uhlenbeck op-
erators in Lp-spaces with respect to invariant measures, J.Funct.Anal.
196, 40-60 (2002)
[26] M.Me´tivier, Semimartingales, a Course on Stochastic Processes, W. de
Gruyter and Co., Berlin (1982)
[27] L.S.Ornstein, G.E.Uhlenbeck, On the theory of Brownian motion, Phys-
ical Review 36, 823-41 (1930)
[28] K.R.Parthasarathy, Probability Measures on Metric Spaces, Academic
Press (1967)
[29] E.Priola, On a class of Markov type semigroups in spaces of uniformly
continuous and bounded functions, Studia Math. 136, 271-95 (1999)
[30] E.Priola, J.Zabczyk, Liouville theorems for non-local operators,
J.Funct.Anal. 216, 455-90 (2004)
[31] M.Ro¨ckner, F-Y.Wang, Harnack and functional inequalities for general-
ized Mehler semigroups, J.Funct.Anal. 203, 237-61 (2003)
[32] K-I.Sato, M.Yamazoto, Operator-selfdecomposable distributions as
limit distributions of processes of Ornstein-Uhlenbeck type, Stoch. Proc.
Appl. 17, 73-100 (1984)
28
[33] B.Schmuland, W.Sun, On the equation µs+t = µs ∗ Tsµt, Stat. Prob.
Lett. 52, 183-8 (2001)
[34] G.Tessitore, J.Zabczyk, Trotter’s formula for transition semigroups,
Semigroup Forum 63, 114-26 (2001)
29
