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ABSTRACT 
High integration of renewable energy sources (RESs) and battery energy storage 
systems (BESS) into power distribution networks brings new challenges to grid control 
schemes. The old assumption of unidirectional power flow (from transmission system to 
loads) is no longer valid when almost every load bus can become temporarily or 
permanently a generation bus due to increasing power from renewable sources such as 
photovoltaic (PV) generation. In fact, a power flow direction can alter at any grid location 
many times a day, impacting existing voltage regulation schemes. In particular, due to the 
lack of coordination between different voltage control apparatus, a dynamic change in PV 
generation can cause the grid voltage magnitude to go beyond acceptable limits. Hence, 
daily power fluctuations, e.g. caused by moving clouds, can lead to over- or under-voltage 
situations with a regulation time that takes minutes before the voltage is recovered and the 
grid is ready for a next, unexpected disturbance. This prolonged and inaccurate traditional 
regulation process affects electrical devices connected to grids with medium- and large-PV 
generation. Even more importantly, insufficient voltage regulation can prevent new 
developments of RESs plants because power utility companies might not allow for more 
RESs generation if a grid voltage is prone to fluctuate.  
This research is focused on the behaviour of power distribution systems exposed to 
large-scale PV generation and BESS facilities. Specifically, the study aims to address 
questions of how those modern power technologies influence voltages and their control in 
a distribution network as well as how to improve cooperation between traditional and 
modern grid regulation devices by means of advanced control strategies. To answer the 
research questions, the study investigates the real-time performance of a distribution grid 
voltage control in the presence of dynamically changing large-scale RESs and BESS 
generation and provides a novel real-time coordinated control to address voltage 
fluctuations caused by uncertain PV generation. Furthermore, the developed voltage 
control method is based on a model-driven approach with the real-time controller 
predicting hundreds of possible regulation trajectories and choosing the one that fulfils 
optimisation criteria the most. In addition, the multidimensional, nonlinear, mixed-integer 
optimisation is executed based on parallel-computed time-series grid simulations, which 
reproduce grid behaviour, incorporate mutual interactions of voltage controllers and 
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account for PV variability. Uniquely, the algorithm also considers autonomous responses 
from upstream voltage regulation devices and includes them into the solution.  
Next, the investigation was conducted on real-time models of a semi-rural grid 
located in South-East Queensland, Australia, with a large-scale PV plant (3.15MWp of 
power) and BESS facility as large as 0.6MW/0.76MWh. As a result of implementing the 
proposed control coordination to the studied grid, voltage fluctuations caused by dynamic 
PV variability are regulated quicker and more accurately in comparison with existing 
control schemes. This leads to a substantial reduction in voltage variations both in 
magnitude and time, eliminates unnecessary control operations and prevents voltage 
hunting conditions. Then, the developed control method has been successfully applied to 
incorporate BESS devices into the voltage control scheme. In addition, control 
effectiveness has been analysed with and without BESS to demonstrate advantages of 
using BESS voltage support in a grid with high R/X ratio. Hence, it has been proven that 
battery energy storage can play a vital role in a distribution grid control with minimised 
impact on primary BESS operations (e.g. load peak shaving and energy market 
contribution). In summary, due to the proposed coordinated control method, it became 
possible to effectively counteract voltage fluctuations. The solution can be used to 
enhance PV generation in weak MV feeders, which are prone to suffer from PV power 
variations. 
Finally, the thesis also reports on a new real-time co-simulation platform, which 
combines real-time power system simulations in a RTDS device with advantages of 
algorithms prototyping in a MATLAB environment. In addition, the RTDS communicates 
with MATLAB throughout the TCP/IP-based protocol to exchange grid data and control 
signals. The platform performance tests have been completed with the implemented 
communication channel to determine platform limits of applicability. As a result of the 
RTDS-MATLAB combination, advanced controllers, which require computation power 
offered by modern processors can be validated in real-time even at early stages of their 
development. The proposed solution offers great simulation and prototyping flexibility and 
can be broadly used in many voltage control studies – both for wide-area distributed 
control problems and for individual controller algorithms.  
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CHAPTER 1. INTRODUCTION 
“Nobody ever figures out what life is all about, and it doesn't matter.  
Explore the world. Nearly everything is really interesting if you go into it deeply enough.” 
 Richard Feynman 
 
1.1 RESEARCH BACKGROUND 
Over recent years, photovoltaic (PV) solar generation has become one of the most 
important renewable energy sources (RESs). Undoubtedly, it is a worldwide trend of 
constantly increasing PV power capacity, which reached almost 400GWp in 2017 (Figure 
1.1) and 29% year-to-year growth globally [1]. Moreover, it can be expected that due to 
continuously dropping prices of solar modules [2], this trend will be maintained in incoming 
years. Thus, it is crucial to fully understand the specifics of PV generation as well as to 
develop methods to support integration of constantly increasing PV power into existing 
grids.  
  
Figure 1.1 Total global PV generation capacity in years 2000–2017 [1] 
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fluctuations. Those fluctuations are difficult to predict due to their non-analytical character 
and are difficult to control due to their dynamic nature. This creates technological barriers 
of PV power integration into distribution grids. Namely, generation uncertainty, islanding 
phenomenon, reverse power flow, and voltage variation or coordination with existing 
control schemes are the main technical issues, which influence PV power integration. 
Thus, a constant growth of PV power contribution to distribution grid power combined with 
its specific characteristics may lead to power systems reliability issues; especially when 
too much uncertain generation is added to a system. To counteract this, whole grids and 
individual feeders are being calculated (or simulated) and a maximum level of allowed PV 
power penetration is determined based on existing grid apparatus, power lines ratings, 
voltage stability analysis as well as applied voltage regulation schemes. However, since 
PV generation is continuously growing faster than distribution grids, there is a need to 
formulate solutions and overcome technical barriers in order to support a greater 
penetration of this renewable power in existing grids.  
Next, due to the fact that PV facilities typically generate power in a range from 
kilowatts in household applications to tens of megawatts in commercial installations, the 
PV plants are typically integrated to LV, MV or sub-transmission systems managed by 
distribution network system providers (DNSP). However, in recent years, an important drift 
has been noticed with more and more power being produced in large-scale PV plants [3], 
which are defined as facilities with at least 100kWp of power capacity [4]. In practice 
though, common large-scale PV installations are megawatts size. Furthermore, to illustrate 
PV power growth in Australia, Figure 1.2 presents proliferation of PV power capacity, 
which has been constantly increasing since 2001 to achieve nearly 8GWp in 2017. In total, 
there is 1.84 million of PV installations in the whole country by the first quarter of 2018 [5]. 
 
Figure 1.2 Australian PV market 2001-2017 - total PV installations (adapted from [5]) 
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However, despite the continuous increase in power capacity, the actual number of 
new installations have been dropping since 2012. This confirms a shift into larger PV 
capacity with new installations. Arguably, this observation correlates to large-scale PV 
plants data (Figure 1.3), which indicates rising importance of those plants since 2012 with 
expected increase in power capacity by more than 400MWp in 2018 alone. Hence, large-
scale PV generation is expected to soon play a major role in the Australian renewable 
market and it has become important to investigate an impact of this generation on existing 
power distribution systems. 
 
Figure 1.3 Australian PV market 2001-2017 - large-scale PV plants (adapted from [6])  
Importantly, large-scale PV installations experience similar technical challenges to 
small-scale facilities but those challenges are often scaled up with a PV plant size. For 
example, a shading phenomenon of solar modules caused by moving clouds is arguably 
the most significant factor in sudden variations of PV power. Nonetheless, in household 
application this influence is limited due to small overall area of PV modules in a single 
installation and low density of PV modules over larger areas (e.g. a whole street or a 
suburb). In contrast, in large-scale PV plants, high density of solar modules and high total 
power can cause severe power fluctuations, which trigger temporal voltage variation 
during transient cloud conditions. Furthermore, apart from intermittent voltage 
disturbances, those fluctuations can also have long-term consequences – DNSPs tend to 
limit PV power penetration in grids suffering from voltage problems. Generally, it is 
executed to protect power networks from further worsening grid stability and power quality. 
Nonetheless, since PV power penetration has been continuously increasing in distribution 
grids worldwide, the issue of voltage variation caused by uncertain generation should be 
studied in order to find sufficient supressing methods. Therefore, this thesis explores the 
field of voltage control methods in power networks equipped with RESs.  
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Finally, recent trends in renewable energy developments indicate that battery energy 
storage systems (BESS) will gain popularity in coming years, reaching globally 150GW of 
power in 2030 from 2.0GW in 2014 [7]. This trend is also driven by continuously falling 
prices of batteries [8] (Figure 1.4), which are used in the automotive industry as well as in 
power systems. In fact, BESS is often considered as a complimentary technology to 
renewable generation and is applied to shift energy delivery [9] from a time of high 
renewable power production (or low electricity price) to a time of high electricity 
consumption (or high electricity price). Interestingly, voltage regulation service has been 
recognised as a possible BESS application but this has not been established yet as a 
default voltage support for renewable energy integration [9]. Therefore, this thesis 
incorporates BESS into voltage control consideration, particularly in a context of high PV 
penetration.  
 
Figure 1.4 Cost of battery packs for battery electric vehicles [8]  
1.2 RESEARCH MOTIVATION AND PROBLEM STATEMENT 
Admittedly, the traditional assumption of unidirectional power flow is no longer valid 
in power distribution grids penetrated by large-scale renewable generation. In those grids, 
a load bus can become temporarily or permanently a generation bus due to constantly 
changing uncertain generation such as from PV fluctuations. Hence, PV generation alters 
power in a whole feeder and introduces a bi-directional power flow, which primarily varies 
with severe transient clouds conditions and nonstationary loadings but also with seasonal 
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and daily solar irradiance changes. Thus, grid voltages remain affected along a feeder and 
existing traditional voltage control schemes are also impacted. It is because autonomous 
control algorithms in conventional regulators such as On-load Tap Changers (OLTC), Step 
Voltage Regulators (SVR) or capacitor banks have not been designed to operate next to 
dynamically changing large-scale renewable generation. Furthermore, power flow 
fluctuations directly translate to voltage variations, which should be controlled by 
renewable energy source (RES) facilities and regular voltage control apparatus supervised 
by DNSPs. Nonetheless, as expressed in [10] and [11], regulation provided by RESs often 
conflicts with already installed voltage control schemes applied by DNSPs in points nearby 
renewable generation.  
Significantly, the variable bi-directional power flow and insufficiency in voltage 
regulation schemes provide a motivation to investigate voltage control, which will be 
capable of handling dynamics of modern distribution grids penetrated by large-scale PV 
generation. However, the problem is not trivial since the aforementioned transient clouds 
conditions, which are arguably the main contributor to fast variations of PV generation, 
operate in the same time range as latencies of autonomous voltage controllers (i.e. from 
tens to hundreds of seconds, depending on PV plant size and grid controllers). Hence, it is 
essential to reflect cloud dynamics in grid control, to decrease overall regulation latency 
but also to avoid overuse of voltage regulators and prevent their premature wear and tear.  
Next, additional motivation for the study comes from presently available 
computational power and from modern remote measuring technologies. Specifically, the 
power offered by contemporary multi-core processors has recently become available in 
substation computers (e.g. [12], [13]). Hence, it is worth considering practical advantages 
of using multi-thread processing in power grid applications. For example, a powerful 
processing unit installed in a control target platform can enable real-time optimisation of 
grid operation and control. Interestingly, with sufficient computational power this 
optimisation can be extended from a single-device control to a grid-wide approach. 
Furthermore, despite the fact that remote measuring technologies are available for 
distribution networks, they are not commonly used. Thus, investigated control solutions 
can demonstrate a practical use of distributed grid measurements. Specifically, it can be 
expected that multi-thread processing and distributed measurements will gain popularity in 
the near future so voltage control with renewable generation can be considered an 
interesting application for those technology advancements. In addition, progress in 
computation power is also evident in modern, powerful grid emulators such as the Real-
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Time Digital Simulator (RTDS) [14]. With those simulators, it is feasible to create or 
accurately reproduce grid responses to long power disturbance events in real-time at high 
data sampling frequency. Undoubtedly, those up-to-date power system simulators can 
facilitate investigations on complex control algorithms with real-time testing even at 
preliminary stages of development.  
Finally, even though there are devices to support conventional controllers and 
provide additional control support (e.g. D-STATCOM [15]), their typical focus is on 
improvement of local voltage without consideration of a grid-wide impact. Thus, in order to 
regulate voltages in a whole grid, sufficient coordination between controllers is requested. 
From this perspective, any additional voltage regulation apparatus (such as the mentioned 
D-STATCOM) is just another control actuator, which should be taken into account during 
grid-wide or feeder-wide control optimisation. Furthermore, as summarised in [16], there 
are alternative control strategies to mitigate voltage issues introduced by PV generation. 
However, they mostly address static voltage problems and the analysis and optimisation of 
control trajectories, not only final set-points, is typically omitted. In addition, earlier 
proposed solutions rarely consider inevitable, autonomous control decisions whereas it 
should be assumed that, due to technical or ownership issues, no control method has 
capabilities of altering regulation in a whole grid. Finally, since the discussed voltage 
problem already exists in distribution grids, any proposed control solution is required to be 
applicable on premises of available computational power, measurement technologies and 
communication capabilities.  
The provided consideration leads to the research problem, which can be formulated 
as follows: 
(i) How do modern power system technologies such as large-scale PV generation and 
BESS devices influence intermittent voltage conditions and traditional voltage 
controllers in MV power distribution grids? 
(ii) How to counteract an impact from intermittent variations in large-scale PV generation 
to grid voltages by means of advanced control strategies applied to existing voltage 
controllers?  
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1.3 THESIS GOAL AND OBJECTIVES 
The goal of this work is to describe voltage behaviour in distribution grids equipped 
with large-scale PV generation and to improve voltage regulation by means of real-time 
coordination of existing grid controllers. Hence, to achieve the goal, the following 
objectives are explored in this thesis: 
(i) Investigating intermittent voltage fluctuations caused by dynamic changes in large-
scale PV generation and studying voltage control trajectories from an existing, 
conventional voltage regulation apparatus; 
(ii) Proposing a novel, real-time, predictive voltage control algorithm to coordinate the 
voltage regulation process based on new time-series grid evaluation technique;  
(iii) Incorporating a commercial-scale BESS device into voltage control coordination 
without compromising primary functionality of a BESS device; 
(iv) Validating the proposed controllers on real-time models of an existing power 
distribution grid equipped with a large-scale PV generation and a large-scale BESS 
device; 
(v) Developing a software-in-the-loop (SIL) real-time co-simulation platform to combine 
real-time grid simulation with advanced algorithmic techniques and to test proposed 
control solutions on real-time grid models.  
1.3.1 Research Importance 
Fast and effective voltage control can help to overcome certain operational and 
planning issues in MV distribution grids. Firstly, a better voltage control would facilitate 
more PV power penetration in distribution feeders, particularly in feeders which are prone 
to voltage fluctuations. Consequently, this would allow for further enhancement of large-
scale PV power integration with minimised investment costs. Secondly, with an accurate 
voltage control coordination, the number of operations in existing controllers can be 
reduced to extend their service time. Thirdly, incorporating BESS into voltage control can 
serve as an additional incentive and justification for an investment into battery energy 
storage solutions. In other words, large-scale BESS controlled by an advanced 
coordination method can have its primary functionality enhanced to serve more than one 
purpose. In addition, large, short-time voltage fluctuations in distribution grids are 
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considered as poor power quality while a better grid control algorithm can suppress those 
fluctuations and improve overall quality of delivered power. 
Finally, the conducted research finds its significance not only in the described voltage 
control advantages but also in other aspects of power system engineering. Namely, the 
proposed method makes practical use of distributed grid measurements and 
communication systems. Arguably, control coordination approaches follow the recent 
technology trend of fully digital substations [17], [18]. According to this trend, substation 
measurements are digitised directly in sensors or in merging units [19] and passed to 
protection relays or dedicated centralised processing units [20] where complex control 
algorithms can be executed. Possibly, outcomes from this thesis can be implemented in 
the centralised control unit. This provides another justification for the study and can 
support further popularisation of centralized solutions and distributed measurements in 
power distribution grids. Lastly, the developed SIL co-simulator, which has been used as a 
testing platform for developed control methods, has been designed as a universal real-
time testing platform for power systems algorithms. Hence, it can be widely used in other 
power engineering studies, which require real-time simulations and advanced 
programming libraries.  
1.4 STRUCTURE OF THE THESIS  
The remaining chapters of the thesis are organised as follows: 
Chapter 2 provides a literature review; thus, it briefly describes an influence of PV 
generation on operation of distribution networks, introduces known voltage control 
methods and BESS applications to voltage control as well as delivers background 
information about co-simulation platforms. The chapter finishes with research gaps to 
provide a foundation for subsequent chapters.  
Chapter 3 discusses modern MV power distribution networks based on the real grid with 
one of the largest PV facilities in Australia (3.15MWp of power) and one of the largest 
BESS devices in Australia (0.6MW, 0.75MWh). Specifically, the existing autonomous 
voltage control schemes are analysed and tested to determine an influence of PV power 
fluctuations on the grid voltages and their control trajectories.  
Chapter 4 demonstrates the real-time co-simulation platform for voltage control 
developments. The proposed solution combines fast and trusted grid model execution in 
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the RTDS machine with programming flexibility and access to modern algorithmic methods 
available in the MATLAB environment. Additionally, the chapter analyses performance of 
the proposed co-simulator and determines boundaries of the platform’s applicability.  
Chapter 5 introduces theoretical analysis and voltage control problem formulation of the 
newly proposed coordinated grid regulation algorithm, which is based on Model Predictive 
Control (MPC) approach. In addition, the chapter briefly presents the MPC methodology, 
evaluates requirements for the studied MV voltage controller as well as discusses and 
validates a new method for fast time-series simulations of the grid meta-model. 
Chapter 6 focuses on the implementation of the developed real-time voltage coordination 
method. Coordinated controller and optimisation problem are formulated for the studied 
grid and algorithm implementation is presented together with example test cases during 
dynamic changes of PV power. Finally, the chapter also analyses scalability of the solution 
and an influence of PV forecast accuracy. 
Chapter 7 addresses an issue of BESS involvement in distribution grid voltage control. It 
proposes a method to temporally incorporate the BESS device into voltage coordination 
with limited impact on its primary functions such as load peak shaving. In addition, the 
chapter presents an analysis of control coordination performance with and without energy 
storage involvement to emphasise advantages of BESS participation in a voltage control 
process. 
Chapter 8 provides a summary of the thesis and indicates directions for future work in the 
field of voltage control coordination. In addition, the chapter also indicates limits of 
proposed solutions and discusses potential improvement strategies to overcome existing 
limitations and extend applicability of developed methods.  
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CHAPTER 2. LITERATURE REVIEW1  
2.1 INTRODUCTION 
In this chapter, the comprehensive literature review is presented to define the 
research context and to emphasise technical challenges of the research. Specifically, the 
literature review has been divided into separate sections related to coordinated voltage 
control methods, BESS participation in voltage regulation and co-simulation platforms for 
distribution voltage studies. In addition, Australian standards related to distribution grid 
voltage have been introduced to provide a reference point for satisfactory voltage 
regulation. At the end of the chapter, research gaps are discussed to establish the 
direction of the described study.  
2.1.1 Influence of PV Generation on Distribution Grid Voltage 
Firstly, it is important to understand a context and challenges associated with large-
scale PV generation before reviewing modern approaches to distribution grid control. As 
mentioned in Chapter 1, early developments of PV generation were primarily focused on 
rooftop solar installations but a new trend has been recently observed with large-scale PV 
generation playing a leading role in solar generation of a near future [3]. This trend is 
supported by constantly dropping prices of PV systems [21]. For example, in Australia, the 
price of >100kW PV system from year 2018 is 36% lower than from 2014 (Figure 2.1) for 
                                            
1 This chapter contains materials from the following articles published by the PhD candidate: 
• J. Krata and T. K. Saha, “Real-Time Coordinated Voltage Support with Battery Energy Storage in a 
Distribution Grid Equipped with Medium-Scale PV Generation,” IEEE Trans. Smart Grid, (Early 
Access), pp. 1–12, 2018 
• J. Krata, T. K. Saha, and R. Yan, Model-Driven Real-Time Control Coordination for Distribution Grids 
with Medium-Scale Photovoltaic Generation,” IET Renew. Power Gener., vol. 11, no. 12, pp. 1603–
1612, Jul. 2017 
• J. Krata, T. K. Saha, and R. Yan, “Large Scale Photovoltaic System and Its Impact on Distribution 
Network in Transient Cloud Conditions,” in 2015 IEEE Power Energy Society General Meeting, Denver, 
2015, pp. 1–5 
• J. Krata, R. Yan, and T. K. Saha, “Medium Voltage Grid Conventional Control in the Presence of a 
Large Scale Photovoltaic System,” in Power and Energy Engineering Conference (APPEEC), 2015 
IEEE PES Asia-Pacific, Brisbane, 2015, pp. 1–5 
• J. Krata, “A Hybrid Real-Time Simulation Method for Distribution Grid Control,” in 2016 Australasian 
Universities Power Engineering Conference (AUPEC), Brisbane, 2016, pp. 1–6 
• J. Krata, “A Real-Time Co-Simulation Platform for Distribution Grid Voltage Control,” in 2017 
Australasian Universities Power Engineering Conference (AUPEC), Melbourne, 2017, pp. 1–6 
CHAPTER 2 
 
 12 
commercial-scale PV installations. Hence, it can be expected that penetration of large-
scale PV generation will continue to grow. In fact, this constitutes the context of the study 
and shows that any proposed solution should be applicable based on technologies existing 
now or in a very near future (i.e. sufficient expectancy of computational power, 
communication capabilities and remote measurement technologies).  
 
Figure 2.1 Commercial-scale PV system prices in Australia (in $/W) [21] 
Secondly, it is worth considering what are the issues related to high PV penetration in 
power distribution networks. Arguably, the review [22] summarises steady-state and 
dynamic impacts of PV generation in distribution grids: 
• Voltage fluctuation both in feeders with PV power and neighboring ones; 
• Malfunction of autonomous control apparatus triggered by downstream DG; 
• Capacitor bank malfunction due to reactive power supplied from PV inverters; 
• Reverse power flow and different directions of active and reactive power; 
• Risk if overloading feeders with PV generation; 
• Impact on protection settings (e.g. overcurrent and overvoltage schemes); 
• Feeders operating in islanding conditions; 
• Reliability and security of the distribution system; 
Noticeably, the first three points on the list are related to grid voltage and its control. Also 
the review [23] emphasises an importance of voltage control at large-scale PV integration. 
Thus, voltage related problems shall be addressed in studies related to large-scale PV 
generation. In addition, the review [22] speculates that at high PV penetration levels (30%-
50% of feeder’s power), PV inverters should be capable to control voltage with reactive 
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power from their inverters. However, it should be noted that PV inverters often work with 
restricted reactive power support (e.g. [24]). Hence, alternative methods need to be found.  
 Thirdly, it should be highlighted that arguably the main source of PV power 
fluctuations (and consequently voltage variations) is irradiance variability. As presented in 
Figure 2.2 [25], moving clouds can cause irradiance to drop multiple times a day with 
intermittency time from seconds to more than an hour during cloudy conditions [26].  
  
Figure 2.2 Solar insolation in W/m2 at Lanai, Hawaii, over example 24-hours period [25]  
Furthermore, in order to present an influence of a cloudy day irradiance on a large-
scale PV facility, daily PV profiles from a 3.15MWp plant are shown in Figure 2.3 [27]. As 
presented in Figure 2.3a, during a clear day PV power slowly changes following daily 
insolation profile (with regard to variable insolation angle). However, in days with cloud 
conditions (Figure 2.3b, c, d), PV power can alter by up to 85% of its maximum value 
within a few minutes or less, depending on size of a large-scale PV plant. Additionally, it 
should be noticed that the measured PV plant [27] has already implemented the PV power 
smoothing strategy with rising ramp rate limit even though this works effectively as a 
generation curtailment scheme and decreases overall plant efficiency.  
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a) 
 
b) 
 
c) 
 
d) 
 
Figure 2.3 Large-scale PV power output (in kW unit) measured at four days  with different  weather 
conditions [27]: a) in a clear day (16.01.2018), b) in a clear day with incoming clouds (03.01.2018), 
c) in mostly sunny day with intermittent clouds (24.01.2018), d) in a cloudy day (22.03.2018)  
Finally, highly uncertain renewable generation is often installed at feeders ends and 
can cause maloperation of conventional grid voltage regulators. For example, study [28] 
reports on distributed generation (DG) impact on OLTC operations even in steady-state 
conditions. Similarly, in [29], DG impact on a SVR voltage controller also has been 
confirmed. Therefore, to provide accurate voltage regulation in grids penetrated by 
renewable generation, control coordination is recommended (e.g. [22], [30]). In addition, it 
is considered that existing voltage controllers have capabilities to provide sufficient voltage 
regulation at all PV penetration levels but advanced control algorithms are needed to 
facilitate cooperation between autonomous, conventional grid voltage apparatus [30]. 
Hence, further literature review focuses on this topic.  
2.2 COORDINATED VOLTAGE CONTROL IN POWER DISTRIBUTION GRIDS 
Distribution grids with unidirectional power flow have been traditionally equipped with 
local voltage controllers, which operate autonomously. As explained in section 2.1.1, 
modern grids equipped with PV generation require advanced regulation, which can mainly 
operate on controllable components summarised in [16]:  
• Generation curtailment; 
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• Reactive power compensation from capacitor banks; 
• Coordination of OLTCs and SVRs; 
• PV inverters reactive power injection/absorption; 
• Using energy storage devices; 
• Load shedding. 
Arguably, effective utilisation of those components requires sufficient control topology, 
which can be classified into one of four categories [31] (Figure 2.4), i.e.: autonomous (no 
communication required), centralised, distributed and decentralised. 
 
Figure 2.4 Classification of control schemes: a) autonomous, b) centralised, CC: central 
coordinator, c) distributed, DC: distributed coordinator, d) decentralised, ZC: zone coordinator [31] 
Significantly, conventional grid control has been designed to operate in the autonomous 
scheme but, as recognised (e.g. [30]), grid voltage regulation can be vastly improved by 
means of control coordination in central, decentralised or distributed topology. However, since 
the distributed control requires extensive computation power at every regulation point, this 
option is hardly feasible to implement in already existing grids despite promising preliminary 
results. For example, a study [32] proposes a multi-agent approach to prevent grids from 
voltage collapse and violating voltage limits. In contrast to the distributed control topology, 
centralised and decentralised controllers request computational power to be aggregated in 
one place for a whole grid (central approach) or for a whole controlled zone (decentralised 
approach). This assumption follows recent trends of a significant increase in computation 
performance accessible in affordable standalone workstations. Hence, further literature review 
is focused on control coordination by means of centralised or decentralised control topology. 
Furthermore, decentralised solutions are often considered as a method to share computation 
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burden in grids that are too large to be handled with a centralised calculation (e.g. [33], [34]). 
Therefore, from algorithmic perspective both topologies are similar and they have potential 
to work in voltage control coordination. Nonetheless, the existing solutions have been 
categorised as follows:  
a) Control coordination without optimisation 
A common approach to control coordination is based on rule-based algorithms as 
demonstrated in [35], [36], [37] or [38]. Those algorithms deliberately enforce interaction 
between voltage regulating devices. A similar solution is also presented in [39] where 
coordination between energy storage and tap changers mitigates voltage fluctuations. 
Even though rule-based approaches might work acceptably from a voltage regulation 
perspective, their operations are not optimised (such as presented in Figure 2.5) and 
controllers might be requested to run excessive regulation that is not optimal for their 
lifespan. Another technique is proposed in [40] where voltage regulation is achieved by 
coordination of power curtailment from many PV installations. However, this solution is 
suitable to LV grids with limited voltage control capabilities because power curtailment 
decreases overall efficiency of renewable generation which should be generally avoided. 
Nonetheless, even a non-optimised centralised regulation strategy might bring some 
improvements to voltage regulation, which was proven in field tests [41]. 
 
Figure 2.5 Example of non-optimised control coordination [37] 
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b) Control coordination with sensitivity analysis or optimal power flow 
Generally, every optimisation procedure requires a cost function, which in the context 
of power systems relates to controlled grids and grid control apparatus. Hence, to perform 
grid control coordination, one needs to incorporate into the optimisation module a 
mechanism to assess an expected outcome of evaluated control settings. The literature 
review indicates that the sensitivity analysis (also known as sensitivity matrix) is the 
primary method used in control coordination aspects (e.g. [33], [38], [42]–[50]). Typically, 
as presented in Figure 2.6, a sensitivity matrix is created from power flow equations and 
used in an optimization procedure to simplify mathematical problem formulation. 
Furthermore, the sensitivity matrix has even been used for non-optimisation problems 
such as droop-control algorithm [51].  Importantly, the sensitivity matrix derives from the 
inverse Jacobian matrix [52] evaluated from a current state of a grid. The solution has 
been applied to coordinated regulation executed with a variety of sampling rates starting 
from 4s [38] through 5s [53], 15min [49] up to 1h sampling [46] and static coordination [50]. 
Interestingly though, study [35] elaborates on using sensitivity matrix not for control 
calculation purposes but rather to determine how to split a system into smaller areas with 
limited impact on each other. Nonetheless, it has been found that sensitivity analysis has 
its limitations, which strongly affect coordination schemes. Namely, apart from the fact that 
sensitivity analysis cannot handle nonlinear and autonomous grid regulation, it also has 
grid topology limitations [38] and can lead to non-trivial computation constraints if it is 
implemented in real-time for fast changing grid conditions [45]. Hence, application of 
sensitivity analysis should be deeply reconsidered before its implementation in a real 
environment. 
 
Figure 2.6 Example of sensitivity matrix application in grid control optimisation [49] 
Undoubtedly, an alternative method to the sensitivity analysis for proposed control 
set-points assessment is the Optimal Power Flow (OPF) approach. The method relies on 
static power flow optimisation for given input settings and specified criteria minimisation 
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[54]. The OPF is a known solution in distribution grid coordination, although not as popular 
as the sensitivity matrix. Nonetheless, OPF has been applied in [55] to enhance rooftop 
PV penetration and in [56] for preventive control with static voltage stability. Interestingly, 
study [57] and [58] introduce a time dependency into OPF but with limitation of linear 
system representation. In addition, none of those studies have implemented the OPF in a 
real-time environment so their real performance and convergence time remain unknown. 
c) Control coordination with Genetic Algorithm, Fuzzy Logic and Particle 
Swarm algorithms 
Although not very popular, there have been proposed controllers which provide 
control optimisation by means of Genetic Algorithms (GA), Fuzzy Logic or Particle Swarm 
approach. In particular, study [59] elaborates on an improved GA used in a centralised 
control method. However, considering long reaction time (i.e. 5 minutes), the algorithm is 
not capable of handling grid control during dynamically changing PV generation. Another 
GA-related research has been discussed in [60]. The presented approach is appealing 
because it combines many types of voltage regulators (i.e. OLTC, SVR, shunt capacitors 
and reactors and SVC) but, since it is designed to work on an hourly basis, its application 
to fluctuated voltage control is limited. Similarly, the evolutionary multi-objective 
optimisation [61] also finds its application in flattening daily voltage profile rather than in a 
dynamic voltage regulation. Yet a different control method based on Particle Swarm 
optimisation has been presented in [33] for slowly changing or static grid conditions. 
Lastly, an interesting approach is discussed in [62] (Figure 2.7). The method calculates the 
Volt/Var control coordination with use of Fuzzy Logic. Unfortunately, it also works with one-
hour control sampling so it does not suit grid regulation with variable PV generation.  
 
Figure 2.7 Example of Fuzzy Logic control coordination [62] 
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d) Coordination with Model Predictive Control 
Arguably, one of the leading trends in power grid control is control optimisation based 
on prediction of system behaviour over a receding horizon. This approach is known as 
Model Predictive Control (MPC) and has already been proposed in different aspects of 
distribution grid voltage regulation. The overall review of MPC methods for power grids 
with renewable generation has been lately presented in [63] and it can be concluded that 
the primary focus of recent studies was the control for PV inverters and wind turbines.  
Nonetheless, other applications have also been considered. For example, in [64] and 
[65] predictive controllers regulate active power when battery energy storage system is 
combined with distributed generation. However, the algorithms are designed for local, not 
grid-wide or feeder-wide control coordination purposes. In contrast, research [47] applies 
the MPC technique to coordinate power production from wind generation. Although the 
solution incorporates dynamic voltage behaviour into an optimisation problem, it relies on 
sensitivity coefficients which are often difficult to determine in a complex network. 
Additionally, a short prediction horizon does not allow to incorporate delayed operations 
from autonomous controllers. Similarly, the MPC solution proposed in [34], although 
interesting due to proposed comprehensive control structure (Figure 2.8), also ignores 
autonomous voltage regulators. Yet another MPC implementation is shown in [66] but the 
method is focused on voltage stability with the assumption of monotonic voltage 
behaviour, which is not true during dynamically changing uncertain PV generation 
combined with discrete voltage regulation. Hence, the method is suitable for voltage 
stability rather than magnitude control.  
 
Figure 2.8 Example of MPC-based control coordination for Volt/Var optimisation [34] 
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Next, [44] provides MPC-based Volt/Var optimisation. However, the method solves a 
problem of slowly changing distributed generation which was represented by only 15 
scenarios for an incoming six-hours prediction period. Unfortunately, this is not enough for 
the presently studied control coordination during fluctuations of PV generation. In contrast, 
[67] discusses an MPC algorithm but applied to zone-agents where voltages can be 
treated as ‘local’ variables. Regrettably, this solution is only applicable to voltage control in 
transmission systems with voltage considered as a local variable with no significant 
influence from electrically far zones. In contrast, the MPC in [43] is dedicated to Active 
Distribution Networks (ADN) and provides new control set-points every 10s. In addition, 
the method combines tap changers with reactive power and differentiates ‘emergency’ and 
‘undesirable’ voltage states (Figure 2.9). Unfortunately, the method works with a short 
prediction horizon (30s) and with a cumbersome sensitivity matrix similar to MPC solutions 
[44], [45]. As a result, the algorithm does not analyse a whole disturbance case at once, 
therefore it cannot optimise set-points over a longer prediction horizon to cover full system 
response. 
  
Figure 2.9 Example of control differentiation for normal,  
emergency and undesirable grid state [43] 
Finally, a very comprehensive study [68] merges MPC control with multiple control 
apparatus to execute optimised voltage control. Specifically, the solution is addressed to 
grids equipped with distributed generation (DG) and can operate on common types of 
controllers such as DG reactive power, capacitor banks and OLTC with time delays 
(Figure 2.10). Nonetheless, even the proposed high comprehensiveness of the controller 
does not reflect the complexity of real distribution grids. Specifically, the controller [68] 
does not account for incoming autonomous regulation, which can be excluded from control 
coordination. Moreover, the controller has not been verified in a real-time environment so 
its real performance remains unknown. Nonetheless, the study accurately concludes that 
in order to achieve proper control performance, the MPC model needs to be a discrete 
type because continuous models are not capable of dealing properly with the nonlinear 
nature of conventional grid control systems.  
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Figure 2.10 Example of MPC controller with consideration of  
multiple-device conventional voltage regulation [68] 
e) Control coordination with other optimisation procedures 
Next, there is a set of control coordination methods, which implement an optimisation 
procedure but do not fall into MPC, GA, Fuzzy Logic or Particle Swarm Optimisation 
category. For instance, study [48] utilises time domain grid simulation but only to 
determine sensitivity matrix, which is used to run quadratic optimisation. However, this 
interesting approach finds its application in voltage emergency control and voltage 
collapse prevention, not in cooperation with uncertain renewable generation. Another 
control coordination is described in [38] and operates with discrete grid controllers (i.e. 
OLTC) incorporated into the solution. However, the optimisation procedure works on static 
power flow calculation with no consideration of incoming grid changes and delayed control 
responses. Next, publication [46] reports on two-stage voltage regulation process for 
unbalanced, radial grids. Interestingly, the method is designed to work in the presence of 
PV generation and executes its operation with OLTC and static var compensators (SVC). 
However, the solution is designed to work in 1h and 24h cycles, which indicates its 
applicability to slowly changing grid conditions. Finally, algorithms presented in [69] and 
[70] are also designated to optimise grids with slowly changing conditions. Specifically, 
[69] aims to adjust OLTC and PV inverter to gradually changing solar insolation conditions 
while [70] uses mixed integer nonlinear programming to limit power losses in steady state 
scenarios.  
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2.3 BATTERY ENERGY STORAGE SYSTEM FOR GRID VOLTAGE CONTROL 
It has been commonly accepted that BESS devices can support power grids in a 
number of different ways, specifically [71]:  
• electrical supply capacity; 
• congestion relief, energy time-shift and peak load management; 
• load following and ramping support for renewables; 
• reduced curtailment of renewables; 
• frequency regulation and synthetic inertia response; 
• critical load support during outages and black-start capability; 
• enhanced grid stability by inverter-coupled BESS (systems oscillations and 
subsynchronous resonance damping); 
• voltage support. 
In fact, those services vary depending on specific BESS applications as presented in 
Figure 1.1 [9]. In particular, it should be noted that voltage support has been recognised as 
a BESS service for distribution grids but, possibly due to lack of sufficient technical 
solutions, it has not been considered as a direct support for renewable energy integration. 
Hence, it is worth analysing research achievements of BESS participation to distribution 
grid control in order to understand and address research gaps in the field. 
  
Figure 2.11 Power grids services to be provided by BESS solutions [9] 
Firstly, BESS devices are studied in microgrids where they can dynamically balance 
generated and consumed power in isolated systems. For example, in [72] the cooperation 
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between many energy storage units has been applied during wind power fluctuations. 
Similarly, the study [73] balances power in a microgrid by means of BESS generation 
located at a point of grid interconnection and a rule-based algorithm. In contrast, papers 
[74] and [75] report on voltage support delivered by energy storage to a microgrid. 
Interestingly, in [75], control coordination between many BESS devices and an OLTC is 
considered but a simple rule-based method utilise a tap changer only if BESS has no 
power capacity to regulate voltage. Hence, the control process is not optimised and BESS 
does not execute any other functions such as energy shift in time. Other applications for 
microgrids include frequency and voltage regulation in an islanded system equipped with 
PV, wind power and a diesel generator [76]. In this approach, adding a Q/P droop control 
solves the voltage fluctuations problem. Although effective in isolated grids, presented 
results indicate micro-cycle charging in 10s intervals that shortens battery lifespan. Finally, 
the solution from [77] focuses on the energy management system (EMS) of a microgrid 
with PV and wind power (Figure 2.12). Interestingly, the solution introduces ultra-short-
term power prediction and feed-forward BESS control to smooth power output 
characteristics but voltage problems have not been analysed in that study. 
 
Figure 2.12 EMS based on power prediction [77] 
Secondly, BESS is also applied to regular, non-islanded distribution grids to 
balance power generation. For instance, [44] introduces BESS-based smoothing control of 
PV and wind generation fluctuations but the method focuses on an iterative rule-based 
approach for power, not voltage fluctuations. Similarly, [78] suggests to stabilise a wind-
diesel power system with use of BESS power but, likewise [44], an energy storage device 
doesn’t cooperate with grid voltage regulators. Next, a method for PV power smoothening 
with BESS device and distributed grid measurements is analysed in [79]. However, the 
method does not coordinate control operations. Finally, another power-oriented approach 
is described in [80] with a dual-layer controller to mitigate power fluctuations and to 
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allocate power among BESS units (Figure 2.13). Importantly, the study operates on wind 
prediction data and solves a real-time optimisation problem to find an optimal energy 
balance.  
          
Figure 2.13 Dual-layer controller with BESS power allocation [80] 
Thirdly, BESS devices are also used directly for distribution grid voltage problems. 
In fact, a group of algorithms in this category is dedicated to steady-state voltage 
regulation like in [81] where both dispatch control and steady state voltage support was 
achieved. Similarly, [82] demonstrates BESS abilities of voltage and reactive power control 
in a long operation. The obtained results from the described real installation indicate that 
BESS can simultaneously support frequency, voltage and reactive power control. 
Unfortunately, no details of a specific control method are provided. Furthermore, [83] 
shows a voltage deviation mitigation algorithm (Figure 2.14) using coordinated distributed 
BESS units and an OLTC. Nevertheless, the technique relies on a simple rule-based 
algorithm without control optimisation, and due to one-hour sampling rate it shall be used 
for steady state coordination. In other words, this coordination relies on multiple BESS 
units, which are charged/discharged in a calculated sequence. A similar objective is 
achieved in [84] where steady state voltage is controlled by means of coordinated BESS 
charging implemented with a simple rule-based algorithm. A different approach is 
discussed in [39] where coordination between energy storage and tap changers mitigates 
voltage fluctuations. However, in this rule-based algorithm no optimisation is applied. Next, 
in [53], voltage regulation at a weak feeder with large-scale PV and BESS has been 
investigated. Interestingly, this method considers potential BESS overuse in a set-point 
optimisation. Nevertheless, the study fails to incorporate other voltage regulators, which 
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are installed nearby the studied PV plant and BESS unit. Lastly, studies [85] and [86] 
propose control coordination with BESS but the methods are dedicated to steady states 
and are not applicable to dynamic conditions. 
        
Figure 2.14 Voltage deviation mitigation algorithm with BESS unit [83] 
Next, although not extensively, MPC methods also have been used in a context of 
BESS control with renewable generation. For example, [87] presents a predictive algorithm 
for a combined wind farm generation with a BESS unit. The controller aims to follow an 
externally requested reference power and new set-point for BESS is calculated by solving 
a multivariable quadratic optimisation problem. However, apart from the fact that 1s 
sampling is doubtful in a real application, the method focuses only on generation facility 
and does not consider any coordination with other grid apparatus. In contrast, the study 
[88] incorporates not only power but also state of charge (SoC), frequency and power in 
the MPC optimisation. Nonetheless, this solution for PV, BESS and diesel generator is not 
free from limitations. Specifically, BESS operates in disadvantageous charging micro-
cycles and the controller works with a short prediction horizon (i.e. 15s), which cannot 
cover potential fluctuations of large-scale PV power generation.  
 
Finally, MPC has been implemented in [89] for a secondary control in a LV 
distribution grid with BESS. However, the method focuses on power and frequency control 
in an isolated grid. Therefore, no control coordination is considered with other grid 
apparatus, and a very short prediction horizon (i.e. 1s) indicates the method applicability to 
fast grid apparatus such as BESS inverters. In contrast, another study with a predictive 
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controller [90] (Figure 2.15) uses a long prediction horizon to provide BESS operations 
schedule with half-hourly resolution. Hence, the method finds its application in peak power 
reduction. Finally, the investigation presented in [91] combines MPC with PV and BESS for 
grid voltage control purposes.  Moreover, this appealing method has been tested in 
dynamically changing solar generation that fits the problem discussed in this thesis. 
However, the method does not consider any other grid voltage regulators than the 
coordinated PV and BESS inverters. In fact, this is indirectly enforced by an applied grid 
estimation model, which uses the discussed sensitivity matrix. In addition, common BESS 
operating constraints such as charging in micro-cycles or contribution to energy market are 
also omitted. Moreover, the method has been only tested in offline conditions and a real-
time performance remains unknown.  
 
Figure 2.15 Example MPC control for BESS in power shift application [90] 
2.4 AUSTRALIAN STANDARDS FOR VOLTAGE CONTROL ASSESSMENT 
To benchmark voltage control results and to assess severity of observed voltage 
variations, the commonly used voltage standards in Australia have been analysed. Firstly, 
the standard AS 60038-2012 [92] specifies preferential, steady state values for the 
nominal voltage in AC transmission, distribution and utilisation systems. According to that 
in LV distribution systems under normal operating conditions, grid voltages should not 
differ from their nominal values by more than +10% and -6%. In contrast, MV networks are 
allowed to deviate ±10% from nominal voltages. However, secondary distribution 
transformers are typically not equipped with OLTCs so it is justified to extrapolate LV 
voltage boundaries to the MV side. Moreover, the applicability of this standard is limited 
because it does not define intermittent voltage conditions.  
Secondly, the standard AS 61000.3.100-2002 [93] describes limits of steady state 
supply voltages. It introduces the voltage percentile Vx% according to which “value of the 
voltage below which x% of measurements fall over a survey period” [93]. Based on that, 
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11kV system voltage for no more than 1% of the time can be 10% below or 6% above the 
nominal voltage value. In addition, it has been defined that the difference between the first 
percentile (i.e. V1%) and the second last percentile (V99%) cannot be greater than 10% of 
the nominal voltage. However, the voltage assessment is done based on 10-minute root 
mean square (RMS) and does not consider voltage variations within the measuring period. 
Since intermittent cloud conditions are faster than 10 minutes, usefulness of the standard 
is compromised in the studied voltage control problem. 
Thirdly, there are also standards to describe voltage limits in dynamic, not steady 
state conditions. Namely, the report IEC 61000.3.7:2012 [94] suggests that under normal 
circumstances, the value of rapid voltage changes is limited to 3% of nominal supply 
voltage in a MV system. The report also describes the allowed number of rapid voltage 
changes and fluctuations in the range from 5% to 6% of nominal conditions are only 
allowed no more than 4 times per day. However, the report defines rapid voltage changes 
as those which need to happen over several cycles in fundamental frequency. Since 
fluctuations of the PV power are much slower than several 50Hz cycles, the standard is 
not applicable to the current research. 
Another voltage regulation policy is provided by Queensland state legislation [95], 
which determines that LV voltage cannot go beyond ±6% from its nominal value while MV 
shall be regulated even more strictly – ±5% of the nominal voltage for 11kV system. Since 
those limits are generally stricter and more applicable to the studied problem, they are 
used to assess voltage regulation in further parts of the thesis.  
Furthermore, voltage boundaries may also be suggested in connection agreements 
between a DNSP and PV plant operators. For example, the connection agreement [24] 
determines that 11kV voltage in the point of common coupling should be maintained within 
0.9875pu ±0.0125pu limits. Moreover, the PV plant operator needs to guarantee the 
steady state voltage to be below 1.01pu. In addition, the agreement also prescribes 
allowed number of voltage changes and, as presented in Table 2.1, voltage can deviate by 
maximum 4% and no more than once per hour. This shows that actual expectations from 
voltage regulation are far more than defined in standards and from a practical perspective 
it is not acceptable to allow for voltage magnitude fluctuations greater than 1.25% 
constantly and 4% infrequently. Since provided constraints directly relate to the studied 
grid, they are used to evaluate control methods proposed in subsequent chapters of the 
thesis. 
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Table 2.1 Connection agreement limits for number of voltage magnitude changes [24] 
 
Finally, it should be noted that allowed voltage fluctuations in distribution feeders with 
large-scale PV are often a subject for negotiation. For example, in [96], a negotiation 
process has been presented and even though initially the voltage range was considered to 
be enforced by local policy (i.e. 1.00pu ±5% [95]), the limits were altered over time (Figure 
2.16) to finally reach the aforementioned 0.9875pu ±0.0125pu. Since the final limits are 
much more rigid than existing standards and policies, this shows the importance of voltage 
regulation for DNSP companies.  
  
Figure 2.16 Voltage limits – negotiation process [96] 
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2.5 CO-SIMULATION PLATFORMS FOR VOLTAGE CONTROL STUDIES  
Due to the nature of power distribution systems, which are large, expensive and 
uninterruptedly in operation, all new solutions dedicated to power system operation and 
control need to be tested with the use of simulators. In particular, to study dynamic grid 
behaviour and cooperation between different apparatus in variable grid conditions, a 
simulator needs to calculate the time domain instantaneous responses of a grid and its 
equipment. In fact, commonly used software simulators for dynamic studies such as PSCAD 
[97], Simulink [98], ATP-EMPT [99], OpenDSS [100] or GridLab-D [101], just to name a 
few, are able to reproduce grid and its apparatus behaviour with high level of confidence. 
However, those platforms are not sufficient for development and implementation of 
advanced grid control algorithms because they do not offer enough support for modern 
programming languages and control libraries.  
2.5.1 Offline Co-simulation Platforms 
To solve this problem and to adapt power system simulators for advanced control 
studies, co-simulation platforms have been proposed. They consist of at least two 
components – the first one being responsible for power system modelling and a second one 
for development and implementation of control algorithms. In addition, the components 
communicate with each other by means of different communication protocols or analog and 
digital signals. Probably the most known solution of this type is Simulink-MATLAB platform 
that allows design of a power system model in the Simulink (with Simscape Power Systems 
library) and a control algorithm in MATLAB [102], [103]. However, the Simulink does not 
offer a real-time grid computation (i.e. this option is available only on specialised real-time 
target machines and only for models compiled to a C-language code [104]) and, equally 
important, it significantly slows down the calculation process for large networks. Hence, this 
co-simulation method mainly finds its application in investigations of small grids [102], 
[103] or single grid components, which can even be combined with an external DSP unit, 
for example to prove a concept of a solar inverter control [105].  Alternatively, whole power 
grids can also be investigated with Simulink as presented in [106] (Figure 2.17) but for 
larger systems the execution time can be expected to be orders of magnitude longer than 
real-time.  
CHAPTER 2 
 
 30 
 
Figure 2.17 Example of Simulink-based power grid co-simulator [106] 
Admittedly, PSCAD can also be used for co-simulation purposes since it offers a 
native support only for Fortran programming language. However, PSCAD is also equipped 
with an interface to MATLAB but this solution significantly slows down overall simulation 
execution. Equally important, this mode allows for calling MATLAB functions from PSCAD, 
but not for invoking PSCAD simulation from the MATLAB environment. To address this, 
the study [107] proposes an external application to emulate keystrokes and mouse 
movements to call PSCAD from an external software. In contrast, [108] (Figure 2.18) 
proposes an efficient power-communication-control system with PSCAD supported by the 
OMNeT++ software to simulate the communication process as well as an embedded 
C/C++ code to interface PSCAD with other components.  
 
Figure 2.18 Example of PSCAD-based power grid co-simulator [108] 
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Next, other power system platforms also have their co-simulation implementations. 
For example, in [49] EMTP-MATLAB with JavaScript has been used while [109] reports on 
a simulator which uses a HTPP server and TCP/IP protocol to interface GridLab-D with 
grid control executed in MATLAB. Interestingly, a similar functionality can also be achieved 
with use of freeware software. Specifically, [110] as well as [111] (Figure 2.19) report on 
using OpenDSS for distribution network calculations and Python environment for a grid 
control system.  Unfortunately, despite delivering complex platforms, all mentioned 
solutions based on Simulink, PSCAD, GridLab-D or OpenDSS can work offline only with 
simulation process much slower than real time. Undoubtedly, this slows down the overall 
research process but, even more importantly, real-time performance of investigated 
algorithms cannot be validated. It is because in those offline solutions a power system 
software typically waits for external control to be calculated at every simulation step 
regradless of how much time it really takes. This unrealistic behaviour becomes important 
at, for example, online control optimisation studies because it’s crucial to prove that a 
feasible solution can be found within an assumed control latency time whereas time 
consideration is excluded from offline methods.  
 
Figure 2.19 Example of OpenDSS-Python co-simulation platform [111]  
2.5.2 Online Co-simulation Platforms 
In order to include time dependency between grid simulation and control algorithm 
execution, real-time co-simulation platforms have been proposed. Predominantly, they are 
built based on two leading power grid simulators which have capabilities of real-time 
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operations – OPAL-RT [112] and RTDS [14]. Furthermore, real-time co-simulators can be 
categorised into Hardware-in-the-Loop (HIL) and Software-in-the-Loop (SIL) solutions. In 
the HIL approach, grid data is extracted from the real-time simulator via analog or digital 
signals and processed in an external hardware, for example with use of dSpace 
environment [113]–[117] or other equipment [77], [118], [39]. This can be presented as in 
Figure 2.20, which shows the relation between the RTDS, the dSpace and a host 
computer used for grid modelling, controller programming and overall process control. 
 
Figure 2.20 Example of the HIL setup with RTDS and dSpace controller [116] 
In contrast, in real-time SIL platforms, grid data is retrieved from the real-time grid 
simulator by means of digital communication protocol, which needs to be implemented 
both in the grid simulator as well as in the control processing unit. Interestingly, the SIL 
approach can be considered as a first step for testing concepts for a recently introduced 
digital substation [16] with centralised control [20]. Both in SIL and in digital substation 
approach, control algorithms need to operate based on digitalised grid measurements and 
with use of communication protocols. Hence, SIL is a modern co-simulation approach with 
high applicability to real power engineering problems and with high probability it will gain 
more and more popularity in coming years. Nonetheless, there are a number of possible 
SIL implementations. For example, in [119] OPAL-RT communicates with Java Eclipse 
through a dedicated OPNET application while in [120] RTDS is connected to the SCADA 
system with MATLAB-based algorithm with use of dedicated RSCAD (i.e. RTDS HMI 
module) application as presented in Figure 2.21.  
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Figure 2.21 Example RTDS-MATLAB co-simulator with RSCAD, OPC and SCADA module [120] 
Next, a set of studies takes advantage of grid measurements in the phasor domain. 
For instance, in [121], the phasor data stream is encoded according to IEEE C37.118 
protocol and sent from the RTDS over the OpenPDC phasor data concentrator and SQL 
server to a state estimation module. Similarly, RTDS with OpenPDC has been also used in 
[122] for a state estimation study. Yet another popular trend is to implement the RTDS-
MATLAB platform but with use of substation protocols. Namely, the study [59] utilises 
IEC61850 standard and Goose Messages to send data to an OPC server and pass it 
forward to a MATLAB-based algorithm. Similarly, in [123], the Volt-Var optimiser retrieves 
data via DNP.3 protocol combined with an OPC server.   
It is important to realise that, although interesting, those solutions are not universal 
and are dedicated to different tasks than fast prototyping and evaluations of voltage control 
algorithms in MV distribution grids. For example, sending data via OpenPDC artificially 
limits data type that can be exchanged between a grid simulator and a controller. 
Moreover, using complex substation protocols and additional software in the middle of the 
process (e.g. SQL server, OPC server, SCADA, OPNET, IEC61850 interpreter) 
unnecessarily complicates test bed development and final control testing process. Hence, 
there are studies with SIL platforms implemented in a simple yet flexible way. Specifically, 
RTDS-MATLAB solution has been proposed in [124] with TCP/IP communication being 
introduced between RSCAD and MATLAB (Figure 2.22). Even though interesting, the 
solution introduces additional communication latency caused by RSCAD runtime 
application. Similarly but not identically, the TCP/IP has also been used in [53] to directly 
communicate RTDS with MATLAB using a GTNET communication card, which is a part of 
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the RTDS rack. However, the performance of the platforms remains unknown and more 
importantly, the solution does not include any test automation.  
 
Figure 2.22 Example RTDS-MALTAB co-simulator with TCP/IP over RSCAD [124] 
Nevertheless, while developing and testing a new control algorithm it is crucial not 
only to provide external control to a simulated grid but also to handle the co-simulation 
process itself with automated testing of investigated algorithms. This functionality has not 
been found. Lastly, none of the evaluated co-simulators provides applicability limits. Even 
though it can be expected that every platform type has its own limitations, they have not 
been examined.  
2.6 RESEARCH GAPS 
The comprehensive literature search leads to the conclusion that certain aspects of 
distribution grid voltage control have not been solved in the past. Therefore, the following 
research gaps have been identified and are addressed in subsequent chapters of the 
thesis: 
a) Comprehensive understanding of distribution grid behaviour during 
transient cloud conditions over large-scale PV generation 
Generally, distribution grid studies with large-scale PV generation are focused 
either on short-term system analysis (with simulation time approx. 100ms to 10s) or 
on long-term analysis (sampling time from 1 minute to 2 hours). Admittedly, the 
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specifics of voltage control in distribution grids with large-scale PV require to 
investigate grids with simulation time and sampling adequate to the dynamics of 
applied control systems and to rate of change (RoC) of PV power. Only in that case 
it becomes achievable to observe voltage magnitude trajectory being altered by 
renewable power fluctuations and by control events. Similarly, very little studies 
report on voltage regulation events and mutual influence of grid-distributed, 
autonomous controllers during transient cloud conditions. This all leads to the 
conclusion that grid behaviour with large-scale PV generation has not been 
comprehensively investigated during transient cloud conditions and operating a 
conventional and coordinated control scheme. 
b) Efficient computation method for fast evaluation of proposed control 
trajectory in an optimisation procedure to include time-dependent, mutual 
influence of autonomous voltage controllers and coordinated regulators 
Admittedly, known approaches to evaluate coordinated control set-points during the 
optimisation procedure predominantly rely on sensitivity analysis or OPF 
calculation. However, those approaches are not free from limitations. Specifically, 
the sensitivity matrix does not incorporate control delays and, consequently, time-
dependencies between control events are not included. Similarly, OPF fails to 
incorporate the full logic of autonomous voltage regulators, which typically rely on 
non-linear, non-analytical algorithms implemented as discrete-time systems. 
Moreover, the sensitivity matrix does not handle grid reconfiguration, which is a 
common operation in distribution grids. Considering the mentioned issues, there is 
a gap in grid model formulation, which can be used in real-time control optimisation 
and is able to incorporate dynamic behaviour of renewable generation, include both 
coordinated and autonomous controllers into the solution and determine time-
dependent, mutual influence between grid controllers.  
c) Fast, real-time optimised voltage control coordination with consideration 
of multiple types of discrete controllers, incoming grid conditions, 
renewable generation and autonomous control actions  
Even though there have been many proposed algorithms to coordinate voltage 
control in distribution grids with renewable generation, the problem has not been 
fully solved yet. Arguably, the coordination algorithm needs to be fast enough to 
counteract dynamically changing PV generation. Hence, a control decision needs to 
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be taken within a few tens of seconds. Next, the algorithm needs to consider 
multiple types of controllers and optimise their action. Moreover, renewable 
generation variability should be taken into account and its influence on grid control 
considered. Noticeably, it has become important not only to calculate grid status at 
the regulation start and finish but also to ensure that control trajectory is acceptable. 
Lastly, known approaches fail to address very practical control restrictions. For 
example,  they commonly assume that a whole grid can be controlled (in a central, 
decentralised or distributed manner) while in reality some regulators might be 
excluded from coordination (e.g. upstream OLTC, which serves many feeders with 
a variety of voltage conditions). In contrast, other methods focus only a on small 
part of a grid, pretending that the rest of a grid remains unaffected which is not 
necessarily true. Hence, known methods fail to address the listed issues, which 
constitutes a research gap to investigate such controller that control coordination 
can be solved comprehensively.  
d) Solution to efficiently incorporate BESS into voltage control coordination 
with minimised impact on primary BESS operations 
As analysed, there are methods which introduce BESS into voltage control 
consideration. However, known control approaches typically do not consider 
operational constraints of energy storage systems, which are commonly used for 
other purposes than voltage control (e.g. energy market contribution). Hence, a 
voltage controller should incorporate this primary BESS operation. Moreover, the 
next omission relies on the fact that commonly used optimisation methods do not 
account for battery lifespan and the methods are prone to charge/discharge 
batteries in micro-cycles. It would be preferable to optimise control behaviour on a 
case-by-case basis and allow for micro-charging only when it is more optimal than 
any other solutions (including voltage fluctuations within allowed limits). Such a 
complex yet conceptually straightforward BESS control method has not been found 
in the literature.  
e) Software-in-the-loop real-time co-simulation platform for voltage control 
studies in distribution grids  
Following advancements in communication and data processing technologies, SIL 
co-simulation platforms can be considered advantageous over HIL solutions. This is 
true as long as the platform’s communication latency is much lower (at least by one 
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order of magnitude) than sampling of a tested control algorithm. However, many 
known co-simulation SIL platforms do not offer real-time functionality, hence a real-
time performance of tested algorithms remains unknown. In contrast, SIL platforms, 
which operate in real-time, are mostly dedicated to communication problems or to 
studies about data protocols. Hence, from a perspective of voltage control studies, 
those platforms introduce unnecessary complexity and constrict freedom of 
algorithm prototyping (e.g. by introducing predefined variable types). In addition, 
applicability limits of existing platforms are also not known. Therefore, simple 
methods for real-time testing and evaluations of prototypes for voltage control 
algorithms are not well established. 
2.7 SUMMARY 
In this chapter, the source and impacts of voltage fluctuations in large-scale PV 
generation have been discussed. Next, known control algorithms for grids with renewable 
power have been analysed. The analysis was focused on the main control features and 
their applicability to large-scale PV plants integrated to a distribution grid. Similarly, the 
chapter presents a review of known methods to incorporate the BESS device into grid 
voltage control. Furthermore, there have been discussed known co-simulation platforms, 
which can potentially combine trusted grid simulation with programming libraries and 
computing power offered by modern processors. Finally, all those analyses have been 
summarised into a list of research gaps. Importantly, those gaps constitute the research 
direction described in subsequent chapters of this thesis.  
The next chapter presents a real grid with large-scale PV generation, which has been 
used as a reference system in the thesis. The grid analysis will also provide a better 
understanding of voltage response to varying PV generation in the presence of a 
conventional voltage control scheme. This part is predominantly done with an introduced 
real-time RTDS model of the grid and specific voltage behaviour is examined during 
transient cloud conditions. 
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CHAPTER 3. THE STUDIED POWER DISTRIBUTION SYSTEM 
AND ITS REAL-TIME MODEL2 
3.1       MEDIUM VOLTAGE DISTRIBUTION GRID AT UQ GATTON CAMPUS 
The research described in the thesis has been conducted and validated based on a 
model of a real distribution network located in South-East Queensland, Australia (Figure 3.1). 
The investigated part of the grid is a semi-rural 33/11kV feeder, which supplies a number of 
rural loads as well as it delivers power to the main load in the feeder, i.e. the University of 
Queensland (UQ) Gatton Campus. Even though the feeder is considered to be weak due to 
long 11kV lines with large loads located at the its ends (which causes grid susceptibility to 
voltage fluctuations), significant voltage variations were not noticed in the past.  
 
Figure 3.1 Map view of the 11kV part of the investigated grid [125] 
                                            
2 This chapter has significant materials from the following articles published by the PhD candidate: 
• J. Krata, T. K. Saha, and R. Yan, “Large Scale Photovoltaic System and Its Impact on Distribution 
Network in Transient Cloud Conditions,” in 2015 IEEE Power Energy Society General Meeting, Denver, 
2015, pp. 1–5 
• J. Krata, R. Yan, and T. K. Saha, “Medium Voltage Grid Conventional Control in the Presence of a 
Large Scale Photovoltaic System,” in Power and Energy Engineering Conference (APPEEC), 2015 
IEEE PES Asia-Pacific, Brisbane, 2015, pp. 1–5 
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However, a risk of compromising voltage stability has increased when a large-scale 
PV plant has been added to the grid, even though the plant does not exceed grid capacity 
in steady-state PV conditions [125]. In fact, the installed renewable generation is one of 
the largest university PV facilities worldwide [126] and within the top thirty largest PV 
plants in Australia [6]. The plant comprises 37000 thin-film PV panels (Figure 3.2) and can 
generate up to 3.15MWp of power (recently enhanced to 3.3MWp). Importantly for voltage 
control, the facility is located at the very end of the UQ Gatton Campus sub-feeder. This 
economically viable solution allowed for utilisation of a low-cost land for sustainable power 
generation but it also potentially increased vulnerability for voltage fluctuations in the grid. 
In addition, the discussed PV facility has been recently integrated with a large-scale BESS 
device (0.6MW, 0.76MWh) whose main purpose is to store excess PV energy and to 
support the grid at peak loading conditions [127].  
 
Figure 3.2 Layout of UQ Gatton solar PV and BESS plant (photograph: Adam Harper)  
Next, as shown in Figure 3.3, the network consists of more than 20km of 33kV 
overhead lines and underground cables connected to 11kV feeders by two 25MVA 
33kV/11kV transformers located in a substation together with the 5.4MVar capacitor bank. 
The substation supplies six feeders and the sixth one divides into two sub-feeders (i.e. 
branch A and B). The branch A of approx. 7.5km length is connected to the grid through 
the SVR-A to supply power to the commercial-type loads (i.e. university campus) and is 
equipped with the aforementioned PV and BESS facility. In addition, voltage in this sub-
feeder is supported by the capacitor bank 2×0.55MVar. In contrast, the regulator SVR-B 
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Fixed-tilt 
array
BESS 
unit
Single-axis 
tracking array
CHAPTER 3 
 
 41 
distributes power to the branch B, which consists of rural and semi-rural loads spread 
along this sub-feeder.  
 
Figure 3.3 Schematic diagram of the studied grid  
Lastly, the discussed PV and BESS investments in the studied feeder have opened 
new research possibilities. It is because those modern, large-scale RES units typically 
operate with much greater power variability than the rest of the distribution grid and now 
they are integrated into a standard MV feeder and its conventional voltage control scheme. 
In addition, due to limited voltage regulation in the LV side of the network, fast and 
effective voltage control on the MV side becomes crucial in the analysed grid [96]. 
Therefore, this power system has been chosen to test and validate developed voltage 
control algorithms. Moreover, due to a strong increasing trend in large-scale PV generation 
[6], which are often located in rural or semi-rural places, the studied grid is considered to 
be representative for MV networks equipped with large-scale PV and BESS facilities.  
3.1.1 Voltage Regulation at the Studied Grid 
The presented grid is equipped with a set of voltage control devices, which are 
commonly used in MV distribution grids [128]. Significantly, those conventional regulators 
are equipped with their own control algorithms: 
• OLTCs installed on the 33kV/11kV transformers utilise local active power 
measurements to provide voltage set-point (Figure 3.4); 
• The substation capacitor bank on the 11kV bus operates based on local reactive 
power measurements and it switches according to the hysteresis (Figure 3.5); 
• SVR controllers installed along the feeder receive reference value from the Line 
Drop Compensation (LDC) module (Figure 3.6). Moreover, the SVR-A has its virtual 
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load centre at 11kV main load bus while SVR-B virtual load is calculated as the 
arithmetic mean of lowest and highest line impedance in the branch (as proposed in 
[129]); 
• The capacitor bank installed at the 11kV main load bus is activated based on the 
power factor control ( 0.9,0.98LoadPF ∈ ) and a hysteresis (Figure 3.7). 
As can be deduced from the description, the traditional controllers solely rely on local 
measurements and control logics, which may be simple to set up but does not ensure any 
control trajectory optimisation. 
 
Figure 3.4 OLTC autonomous control  
with P-V curve [130] 
 
Figure 3.5  Substation capacitor bank 
autonomous control logic [130] 
 
Figure 3.6 SVR autonomous control  
with LDC calculation [131] 
  
Figure 3.7 Load bus capacitor bank 
autonomous control logic [130] 
Importantly, local controllers are also equipped with internal regulation loops, which 
include dead-band block, time-delay block and final switching decision. The example of 
such an inner loop for an OLTC controller is presented in Figure 3.8 [68]. This inner control 
is very important to ensure long lifespan of grid equipment because it prohibits their 
extensive operations.  
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Figure 3.8 OLTC inner control loop [68] 
Next, to support grid voltage when a large-scale PV is installed, the PV inverter offers 
reactive power support (in sink or source mode). However, this regulation is based on the 
PV inverter droop control [132], which determines reactive power value from voltage 
measurements and PV power factor calculation (Figure 3.9). Consequently, the effective 
voltage support from reactive power depends on actual active power generation. 
 
Figure 3.9 Reactive power control curve at PV inverter [132] 
Next, the implemented inverter controller is based on Current Control Voltage Source 
Inverter (CCVSI) approach [133], [134] (Figure 3.10) with additional modification to include 
specifics of the real PV inverter in the studied grid. Namely, the active power proportional-
integral (PI) control loops are driven by the DC voltage from PV panels ( PVDCV ) and by 
MPPT-estimated voltage  ( MPPTV ) whereas the calculated reference power PVRefP  has 
the upper ramp rate limit maxUpRateP  defined to slow down PV power change when it 
increases dynamically. Furthermore, the reactive power set-point PFQ  for the PI control 
comes from the power factor curve (Figure 3.9) and is limited by SmaxQ , which relates to 
maximum apparent power from the inverter. Additionally, the ramp rate limiter maxRateQ  
prevents sudden changes in reactive power generation or consumption that could mislead 
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remaining voltage controllers. Since the reference value PFQ is calculated every 1s 
together with the SmaxQ limit, the maxRateQ value is equal to 10kVar/s.  
 
Figure 3.10 CCVSI-based PV inverter control  
Finally, all described local controllers work independently from each other which 
means that control decisions are taken without communication to other devices and 
without consideration of statuses of remaining grid controllers. Thus, to make sure that 
controllers do not operate in the same time instant, differentiation in latency times is 
introduced. As a consequence, grid voltage regulation is executed sequentially by local 
controllers and it can be expected that probability of voltage hunting is limited but not fully 
eliminated. As analysed in [135], this popular and simple solution of varying control 
latencies is typically implemented in a way that upstream tap changers have shorter delay 
than downstream ones to eliminate unnecessary SVRs switching operations. In contrast, 
upstream capacitor banks have greater latency than downstream reactive power 
regulation. Admittedly, the quickest control response comes from the reactive power set-
point for the PV inverter but the aforementioned inverter ramp rate and apparent power 
limits decrease effectiveness of this regulation. As a result, the latency coordination in the 
studied grid can be represented by (3.1): 
 QPV OLTC SVRLoadCapBank SubCapBankt t t t t< < < <   (3.1) 
where: 
QPVt – latency of PV inverter reactive power controller, 1QPV st = ;   
LoadCapBankt – latency of load bus capacitor bank switching, 45 , 60LoadCapBank s st ∈ ;  
SubCapBankt – latency of substation capacitor bank switching, 75 , 90SubCapBank s st ∈ ;   
OLTCt – latency of the first OLTC operation, 90 , 120OLTC s st ∈ , and every subsequent tap 
QPV
PI3
Iiq,ref
+_ +_
Iiq
PI4 +
ωs·Lf·Id  
+
+
Vsq 
dq-abc
transfor
-mation
Vabc, 
ref 
θs 
MPPT 
calculation
VPVDC
VMPPT
PI1
Iid,ref
+_ +_
Iid
PI2 +
ωs·Lf·Iq  
+
+
Vsd VPVDCmax
VPVDCmin
÷
Vsd x
2
x2
PPVRef
QPF
QSmax
QSmin
PmaxUpRate
QmaxRate
-QmaxRate
CHAPTER 3 
 
 45 
change can be executed every 10s;  
SVRt – latency of SVR-A and SVR-B operations, 120 , 180SVR s st ∈ , and every 
subsequent tap change can be executed every 10s. Significantly, the assumed latencies 
are specified for the studied grid but they reflect common MV distribution grids.  
3.2 REAL-TIME MODEL OF THE GRID WITH PV AND BESS FACILITIES 
In order to accurately reproduce behaviour of the investigated network and to 
facilitate real-time performance tests of proposed voltage control solutions, the grid has 
been modelled and simulated in the RTDS platform. The 50-nodes model is shown in 
Figure 3.11 as well as in Appendix A1 with implementation snapshots of the RTDS runtime 
system and Appendix A2 with RTDS model draft. The model replicates the studied grid 
including layout, line parameters, loading (throughout ZIP-type loads) and, particularly 
important, the time-dependent behaviour of autonomous voltage regulators in the grid 
(implementation snapshots attached in Appendix A4). Interestingly, the full model including 
RESs generation, all controllers as well as PV/BESS inverters has been fitted to only one 
RTDS rack with five PB5 cards on board.  
 
Figure 3.11 Simplified diagram of the RTDS model of the studied grid distribution [131] 
Next, it is worth mentioning that branch A of the feeder has been modelled based on 
the real system measuring data but load of the branch B and their exact locations have 
been estimated based on geographical spread of this sub-feeder and cumulative power 
measurements at the SVR-B point. Finally, since the BESS device has been added to the 
real grid recently, BESS was used in further algorithm development and tests but only in 
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the final part of the research, i.e. in Chapter 7. In other simulations presented in this thesis, 
the grid model was executed without the BESS device.  
3.2.1 Large-scale PV Plant Model 
One of the crucial elements of the RTDS grid model is the PV plant model. 
Undoubtedly, it needs to represent high consistency of results with a real PV plant. 
However, due to limited computation capability of the target platform, the following 
approach has been implemented. Firstly, the PV modules have been modelled according 
to the classic Single Diode, Five Parameter approach (Figure 3.12) with equations given 
by (3.2), (3.3) [136]. 
 
Figure 3.12 Single diode, five parameter equivalent electrical PV plant model [136] 
 Dph shI I I I= − −   (3.2) 
 0 exp 1
s s
ph
t sh
V R I V R II I I
a V R
   + ⋅ + ⋅
= − − −       ⋅    
  (3.3) 
where: 
phI – is the current induced by solar irradiance on the cell; 
DI – is the diode current, which is expressed by Shockley equation in (3.3); 
shI – represents leakage current of the PV module 
0I – denotes diode saturation current; 
V – indicates terminal voltage of the PV module; 
sR – is series resistance of the PV module;  
shR – represents parallel resistance responsible for module losses;  
I – is the PV module current at terminals; 
a – is unit-less factor to indicate diode matching accuracy to the ideal diode;   
tV – thermal voltage of the array (3.4): 
+
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 ct
N k TV
q
⋅ ⋅
=   (3.4) 
where: 
cN – defines number of cells connected in series in a module; 
k – the Boltzman constant (1.3806503×10-23 J/K); 
T – denotes temperature of the p-n junction (in Kelvin); 
q – the electron charge (1.60217646×10-19 C). 
Next,  the PV modules are combined into an array, incorporated to the RTDS model 
(Figure 3.13) and interfaced to the rest of the LV side of the grid throughout the inverter 
modelled as Voltage Source Converter (VSC) [137]. The VSC has been simulated with 
use of the Dynamic Average Value Model (DAVM) [138], which has been recently 
incorporated to the RSCAD library. Importantly, the inverter simulated as the DAVM 
operates in the same time-step as the rest of the RTDS model (i.e. 50µs by default). The 
inverter model is controlled by PI loops as presented in Figure 3.10. In contrast, the VSC 
can be modelled with use of, for example, a two-level VSC bridge implemented in the 
RTDS-dedicated small time-step simulation (i.e. from 1µs to 5µs) which includes all firing 
signals to thyristors. In fact, this approach has been explored by the author of this thesis in 
[139] and no enhancement of simulation accuracy has been observed for the studied 
control problems in comparison to the DAVM approach while the very small time-step 
simulation occupies RTDS resources and no other VSC (e.g. BESS inverter) could be 
added to the studied model on available RTDS machine. Thus, it is recommended to 
utilise the DAVM approach for research problems related to grid-wide voltage magnitude 
control. Finally, the LV side of the PV plant has been interfaced to the MV grid throughout 
a step-up Y-Δ transformer and an underground cable as per Figure 3.14. 
 
Figure 3.13 PV plant implementation in RTDS 
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Figure 3.14 PV plant connection to the grid in RTDS 
3.2.2 Large-scale BESS Device Model 
The other important component of the studied grid is the BESS device. Specifically, 
the battery has been modelled according to the Min/Rincon-Mora model [140] (Figure 
3.15). In this model, to predict battery response at any SoC, the serial resistance seriesR is 
used to determine instantaneous change in voltage as well as tranSR , tranSC and tranLR , 
tranLC  to calculate short- and long-time response, respectively, with an assumption that 
Soc-controlled open-circuit voltage ( )OC SoCV is constant. The model has been pre-fitted to 
battery performance curves as per equations (3.5)-(3.10) [140]. 
 
Figure 3.15 Min/Rincon-Mora battery model [140] 
 -35 SoC 2 3( ) 1.031 e + 3.685 + 0.2156 SoC 0.1178 SoC  + 0.3201 SoCOCV SoC
⋅= − ⋅ ⋅ − ⋅ ⋅   (3.5) 
 ( ) 24.37 SoC0.1562 e  + 0.07446seriesR SoC − ⋅= ⋅   (3.6) 
 ( ) 29.14 SoC0.3208 e 0.04669tranSR SoC
− ⋅= ⋅ +   (3.7) 
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 ( ) 13.51 SoC752.9 e +703.6tranSC SoC
− ⋅= − ⋅   (3.8) 
 ( ) 155.2 SoC 6.603 e +0.04984tranLR SoC
− ⋅= ⋅   (3.9) 
 ( ) 27.12 SoC6056 e +4475tranLC SoC
− ⋅= − ⋅   (3.10) 
Next, the battery model has been interfaced to the grid similarly to PV modules, i.e. 
with use of VSC [137] implemented as DAVM [138] and connected throughout the Y-Δ 
transformer (Figure 3.16).  
 
Figure 3.16 BESS system implementation in RTDS 
Despite using the same converter type as in the PV plant, the BESS device requires 
an individual control system (Figure 3.17). Similarly to the PV inverter, the BESS controller 
is also based on the CCVSI approach [133], [134] with a standard dq-abc transformation in 
the inner loop but the outer loop is driven by an external active power set-point up to 
inverter limits (PBESSmax, PBESSmin) as well as operational constraints (PBESSramp). 
Furthermore, the active power set-point PBessExtSet is controlled by BESS operation rules 
(e.g. energy market participation or time-based charging cycles) and can be changed at 
any time during a simulation. In addition, the inverter also offers reactive power control, 
which shall be set up manually. Nonetheless, since the BESS reactive power does not 
contribute to voltage regulation, this option is not used in further study. 
 
Figure 3.17 CCVSI-based BESS inverter controller 
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3.3 VOLTAGE BEHAVIOUR AT THE STUDIED FEEDER WITH MOVING CLOUDS 
PHENOMENA  
In order to understand an influence of clouds moving over the PV plant, the 
investigated grid has been modelled and tested in a range of loading conditions. In 
particular, the test #3.1 (section 3.3.1) considers static value of voltage drops across the 
whole feeder while the test #3.2 (section 3.3.2) presents the dynamic response of grid 
controllers and provides an insight into voltage regulation process. In addition, it is worth 
noticing that at the time of those tests execution, the studied feeder has not been equipped 
yet with the BESS device, therefore BESS has not been included in this analysis. 
3.3.1 Test #3.1 – Voltage Drop at Moving Clouds 
This first test intends to provide an insight to the studied grid and to determine where 
and how much the grid voltage fluctuates during dynamic changes in PV generation. 
Significantly, for this test all voltage controllers in the feeder were turned off to measure 
the impact of PV variation before it was compensated by grid voltage regulation apparatus. 
In other words, keeping the regulators off refers to grid operation time when PV generation 
already decreased but voltage controllers have not reacted yet due to their delayed 
responses. Admittedly, the removal of voltage control simplifies the grid model and a 
complex RTDS platform has not been necessary in this preliminary test. Thus, the test is 
run in the PSCAD/EMTDC [97] power system simulation environment with the grid model 
provided as per Figure 3.18.  
 
Figure 3.18 PSCAD model of the investigated grid [141] 
MP1
MP2 MP3
MP4 MP5 MP6
MP7
MP9
MP8
MP10
CHAPTER 3 
 
 51 
Next, each test started with the grid and the PV generation operating at steady state 
conditions and then 90% of PV power drop [142] was applied to emulate scenarios of 
incoming dense clouds. The initial loading and PV generation data rely on existing grid 
data and are summarised in Table 3.1 with five loading conditions, which rely on grid-
measured bulk data. In particular, Case #1 presents a typical morning load situation with a 
moderate PV generation of 1.31MW while Case #2 and Case #5 present high loading and 
high PV power production but with a difference in pre-test control status – Case #5 has 
substation capacitor bank off but at 12.00 pm the capacitor bank was turned on. 
Furthermore, Case #3 represents afternoon conditions with higher than average loadings 
but with little PV generation. Finally, Case #4 refers to average weekend conditions with 
high PV generation but very limited grid loads. 
Table 3.1 Summarised characteristic loading conditions of the investigated grid [141]  
 PV generation Main Load 2nd Branch      Feeders 1-5 
 P  [MW] 
Q 
[ MVar] 
P  
[MW] 
Q 
[ MVar] 
P  
[MW] 
Q 
[ MVar] 
P  
[MW] 
Q 
[ MVar] 
 
Case#1 – 8.00am 1.31 0.09 1.74 0.92 1.11 0.06 8.38 3.86 
Case#2 – 12.00pm 2.35 0.05 2.75 1.57 1.68 0.08 12.55 5.59 
Case#3 – 5.00pm 0.29 0.87 2.71 1.54 0.76 0.04 13.86 5.33 
Case#4 – 12.00pm 
weekend 2.61 0.64 1.26 0.62 0.77 0.04 6.18 2.76 
Case#5 – 11.30am 
before capacitor switch 2.36 0.02 2.68 1.53 1.59 0.08 12.28 5.32 
 
3.3.1.1 Voltage drop test summary results  
Voltages during the test were measured in ten locations dispersed in the investigated 
feeder and signed with measuring points (MP1 to MP10) located as per Figure 3.18. The 
summary results are presented in Table 3.2, which shows voltage in each case with and 
without PV power drop. As a result, in cases with low or medium PV generation (i.e. Case 
#1, Case #3) the voltage drop is in the range from 0% to 2.6%. Expectedly though, much 
greater voltage drops (up to 4.9%) are observed in cases with high support from PV 
generation (i.e. Case #2, #4 and #5). In those high PV power scenarios, the voltages go 
not only beyond the lower DNSP boundary (0.975pu) [24] but also below local legislation 
limits (1pu ±5%) [95]. Thus, further research will be focused on high PV generation 
scenarios. Moreover, the test also clearly indicates that upstream locations (MP1 to MP3) 
are not significantly impacted by downstream PV power drop (MP7). Importantly, voltages 
in the second branch (MP8 to MP10) are also affected by PV power variation; therefore in 
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further research those points located far away from the discussed RESs generation need 
to be examined during tests of new voltage control schemes.   
Table 3.2 Voltage drop at different loading condition with and without PV generation drop [141] 
Voltage at locations: 
MP1 MP2 MP3 MP4 MP5 MP6 MP7 MP8 MP9 MP10 
 [pu] [pu] [pu] [pu] [pu] [pu] [pu] [pu] [pu] [pu] 
 
Case#1 before clouds 1.037 1.020 1.012 0.991 0.989 0.987 0.987 0.994 0.989 0.988 
Case#1 with clouds 1.036 1.019 1.009 0.966 0.967 0.961 0.961 0.982 0.977 0.976 
Difference [%] -0.1 -0.1 -0.3 -2.5 -2.2 -2.6 -2.6 -1.2 -1.2 -1.2 
Case#2 before clouds 1.039 1.023 1.030 0.986 0.984 0.980 0.980 0.993 0.985 0.983 
Case#2 with clouds 1.038 1.020 1.025 0.951 0.943 0.933 0.933 0.969 0.962 0.959 
Difference [%] -0.1 -0.3 -0.5 -3.5 -4.2 -4.8 -4.8 -2.4 -2.3 -2.4 
Case#3 before clouds 1.042 1.026 1.037 0.998 0.994 0.988 0.988 0.987 0.984 0.983 
Case#3 with clouds 1.040 1.024 1.031 0.981 0.974 0.964 0.964 0.975 0.972 0.971 
Difference [%] -0.1 -0.2 -0.6 -1.8 -2.0 -2.4 -2.4 -1.3 -1.3 -1.3 
Case#4 before clouds 1.041 1.029 1.000 0.988 0.988 0.989 0.989 0.992 0.988 0.988 
Case#4 with clouds 1.041 1.028 1.000 0.965 0.963 0.959 0.959 0.972 0.976 0.975 
Difference [%] 0.0 -0.1 0.0 -2.2 -2.6 -3.0 -3.0 -1.2 -1.2 -1.2 
Case#5 before clouds 1.030 1.006 1.015 0.986 0.983 0.980 0.980 0.998 0.991 0.989 
Case#5 with clouds 1.029 1.003 1.011 0.949 0.942 0.932 0.932 0.974 0.967 0.965 
Difference [%] -0.1 -0.3 -0.5 -3.7 -4.2 -4.9 -4.9 -2.4 -2.4 -2.4 
In addition, the worst scenario (Case #5) has been analysed in detail. In this scenario, the 
substation transformer tap changer works close to its regulation limits due to the capacitor bank 
being not turned on yet. This constricts regulation possibilities while the voltage drop is the 
greatest. As presented in Figure 3.19, voltage drop in MP7 location is as high as 4.9% and 2.4% 
at MP10. This leads to the new voltage magnitude of only 0.932pu in MP7, which is below 
DNSP limits [24], Queensland legislation limits [95] as well as Australian Standard AS 60038 
(1.00pu +10%, -6%) [92]. Even though the new voltage in MP10 is 0.965pu which fulfils 
boundaries [92] and [95], the voltage is very close to low limits and shall be regulated.  
  
Figure 3.19 Voltage drop in case #5 with high loading conditions and high PV generation [141] 
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3.3.2 Test #3.2 – Conventional Grid Control at Moving Clouds Phenomena 
Once it has become visible that sudden changes in PV generation cause significant 
voltage drops (as per section 3.3.1), the current test investigates the response of 
conventional voltage controllers to variations in PV generation. For this purpose, the 
investigated grid was modelled in the RTDS and monitored in ten measuring points (MP1 
to MP10), which are located in the same way as in the former test (Figure 3.18).  
Next, responses of local controllers are analysed in two cases – during incoming and 
during disappearing clouds conditions. In particular, the cases have been built by adjusting 
real data to the possible state of the network that might enforce the action from all existing 
control devices. Hence, this can be considered as the worst case scenario with the longest 
possible regulation time and extraordinary control effort when the PV power decreases by 
90% to later increase to the nominal value. The initial power flow (Table 3.3) represents 
average week day conditions, around 11.30am, just before the substation capacitor bank 
is typically turned on. In contrast, the second case starts when the control from the first 
case is finished and a new steady state is achieved. In this second scenario, PV power 
recovers to its pre-tests conditions but from a newly achieved steady state condition that 
impacts control trajectory. In addition, both cases are simulated in 630 seconds, including 
30 seconds of pre-disturbance recordings. 
Table 3.3 Initial power flow for PV variation tests [141]  
Load Name: P  [MW] 
Q 
[ MVar] 
 
Feeders 1 to 5 total 12.46 5.49 
Feeder 6 total 2.22 0.41 
Feeder 6, branch 1, including: 0.49 0.24 
- UQ load 2.89 0.48 
- PV generation -2.60 -0.30 
- UQ capacitor bank 0.00 -0.54 
Feeder 6, branch 2, including: 1.57 0.13 
- 12 rural, distributed loads (each) 0.13 0.007 
 
3.3.2.1 Conventional Control in Incoming Clouds Scenario 
The results from this test scenario are gathered in RTDS plots (Figure 3.20) with 
marked interesting grid events t1 to t11. Firstly, at the time t1, clouds appear over PV 
panels and cause 90% of power drop by the time t2. Secondly, due to PV power drop 
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being followed by reactive power constraints, the UQ capacitor bank switches from 
0.55MVar to 1.1MVar at t3. Thirdly, at the instant t4, the OLTC begins its operation due to 
increased active power demand. Next, the SVR-A and SVR-B adjust low voltages between 
t5 and t6. At the next event, the SVR-A regulation causes further increases in power 
demand and the OLTC adjusts once again at the event t7. Finally, a reactive power deficit 
triggers the substation capacitor at t8 and causes a voltage hunting scenario, which is 
regulated in events t9 to t11 with OLTC, SVR-A and SVR-B. It is worth noticing that the 
whole regulation process takes as long as 526 seconds and requires 23 switching 
operations. 
 
 
 
 
a) 
                  
  
 
 
 
 
b) 
    
Figure 3.20 Voltage and control trajectories during incoming clouds: 
a) grid voltages, b) grid controllers [130] 
V [pu]
MP1
MP2
MP3
MP4
MP5
MP6&7
MP8
MP9
MP10
time [s]
t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11
t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11
5.5
time [s]
PV Power 
[MVA]
SVR A Tap
postion
UQ bus 
Capacitor banks
Q power [MVAr]
SVR B Tap
postion
Substation 
Capacitor banks
 Q power [MVAr]
OLTC Tap
postion
CHAPTER 3 
 
 55 
As a result, the conventional control process regulates grid voltages but prolonged 
regulation time was required to perform this action. Moreover, controllers mutually affect 
each other which can cause voltage hunting conditions. In addition, the voltages from 
locations MP4 to MP7 experience strong undervoltage with voltage at MP7 dropping to 
0.928pu. Thus, boundaries given by AS 60038-2012 [92], DNSP connection agreement 
[24] and Queensland legislation [95] are exceeded. Furthermore, the voltages at MP8 to 
MP10 are also close to low limits even though the PV generation is located more than 
10km away and there are two SVRs on the connecting path. Next, the conventional control 
caused overvoltage scenario at locations MP3 and MP4 and the voltage was above limits 
[24] and [95]. More importantly, this high voltage might be dangerous for electrical 
equipment around affected locations. Finally, conventional controllers produced large 
voltage spread (up to 10.5% in MP4 to MP6, up to 7.5% in MP9 and MP10) which can be 
considered as highly undesired regulation trajectory. 
3.3.2.2 Conventional Control in Disappearing Clouds Scenario 
This test starts as a continuation of a former scenario, with low PV power increasing 
to its pre-cloud conditions with the same ROC as it dropped. Thus, another 630s of RTDS 
simulation is performed with voltage and control trajectories presented in Figure 3.21. The 
PV generation starts to increase at t12, i.e. 30s after the simulation started, and continues 
to rise till t13 where clouds are gone and PV generates 2.6MW as in pre-disturbance 
conditions. Then, a sequence of control actions is triggered. Namely, at t14 capacitor 
banks at the main load bus react to excessive reactive power in the feeder and decrease 
reactive power support. Then, OLTC is triggered at t15. Finally, between t16 and t17, SVR-A 
and SVR-B adjust voltages in both branches. As a result, the control process takes as long 
as 232s and requires 12 control operations to bring voltages back to pre-disturbance values. 
From a voltage trajectory perspective, the regulation was smoother than during the 
incoming clouds scenario and without any control overshooting. Nevertheless, voltages 
rise from the time t12 and remain uncontrolled till t14 due regulation latencies. Even 
though voltage magnitudes never cross +5% limit [95] or +10% limit [92] at any measuring 
point, the maximum voltages at MP3, MP4, MP5 and MP6 reached as high as 1.045pu. 
Considering the uncontrolled nature of this process (i.e. 1.045pu of voltage magnitude is 
achieved before any reaction from conventional controllers), this can be treated as the 
undesired voltage trajectory. Nonetheless, from the time instant t14, the voltages go down till 
t17 when they reach their set-points and the regulation is finished. Significantly, this 
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regulation process took almost 4 minutes even though no control overshooting happened 
and no voltage crossed limits. Therefore, the conventional, autonomous voltage control can 
be considered as a very slow regulation strategy.  
 
 
 
 
 
a) 
                  
 
 
 
 
 
b) 
  
Figure 3.21 Voltage and control trajectories with conventional voltage control during disappearing 
clouds: a) grid voltages, b) grid controllers [130] 
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worth noticing different steady-state set-points of grid controls even though loadings and 
generation is the same. In particular, the OLTC before cloud phenomena worked on the tap 
no. 10 while after clouds it settled down on the tap no. 8. Similarly, SVR-B changed its 
steady state tap position from no. 19 to no. 16 and the substation capacitor bank turned on 
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intermittent variation in PV generation can influence steady state controls set-points. This 
raises a question of optimal control set-points, which should be addressed in a new, 
improved grid controller. 
3.4 SUMMARY 
In this chapter, the real MV distribution grid with 3.15MWp PV facility and 
0.6MWh/0.75MWh BESS device has been introduced. The presented system is located in 
a semi-rural area of South-East Queensland, Australia, and it is an interesting research 
object because it combines a conventional power distribution network with large-scale 
uncertain RESs generation and with commercial-size energy storage. Hence, this grid has 
been used as a reference in power system modelling for further control studies described 
in subsequent chapters of the thesis. 
Next, the chosen network has been modelled in real-time on the RTDS platform to 
ensure high accuracy to the reference grid. The 50-bus model covers 33kV and 11kV 
lines, loads, transformers and grid apparatus. In addition, logics of existing, autonomous 
voltage regulators have been replicated to reproduce voltage control trajectories in the 
studied grid. Similarly, PV modules and the BESS device together with their inverters and 
associated control algorithms have also been modelled to reproduce behaviour of PV 
generation in fast moving cloud conditions as well as to simulate dynamics of a large-scale 
BESS device. 
Furthermore, it should be emphasised that the grid and its existing voltage controllers 
can be considered representative for large-scale PV systems integrated to MV grids. It is 
because large-scale PV plants typically require large, low-cost land and those conditions 
are commonly met in rural or semi-rural locations connected to grids via long, weak 
feeders as presented in the study. In addition, the studied grid is equipped with a set of 
autonomous voltage regulators, which vary in latency time as well as their control 
algorithms and regulation capabilities. Hence, the studied grid covers voltage schemes 
commonly met in conventional distribution feeders and results obtained in this research 
can be generalised to other networks with large-scale PV systems. 
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Finally, the main findings of the chapter are as follows: 
(i) It has been confirmed that the RTDS platform is suitable for simulating MV distribution 
grids equipped with PV generation and BESS device during intermittent cloud 
conditions; 
(ii) It has been demonstrated that a dynamic change of PV power can cause significant 
voltage fluctuations within latency time of voltage control apparatus. The voltage drops 
are high enough to intermittently cross allowed voltage boundaries. Therefore, further 
research shall be focused to address the issue of voltage regulation trajectory and, 
consequently, to enhance voltage stability at week feeders; 
(iii) As exposed, large-scale PV plants challenge the conventional voltage control schemes 
in power distribution grids. As presented, the voltages can go beyond allowed lower 
and upper boundaries or even experience voltage hunting conditions caused by 
sudden changes in PV power. Even more importantly, a prolonged voltage regulation 
process exposes the grid to potentially unwanted grid conditions and a large number of 
required control operations might be considered as an unsatisfactory regulation 
scheme;  
(iv) It has been revealed that the transient cloud phenomenon is able to impact control set-
points even when the phenomenon itself is already gone. It is visible in a steady state 
with control set-points being different before and after intermittent clouds even though 
loadings and generation return to pre-disturbance conditions. This raises the questions 
of optimal or near-optimal grid control settings and methods to achieve them. This 
issue shall be investigated in subsequent chapters to develop a control strategy that 
shortens regulation time, decreases number of required operations and keeps voltages 
within allowed boundaries. 
In the next chapter, the already discussed RTDS model is incorporated into a real-
time SIL co-simulation platform with use of digital communication protocols and MATLAB 
environment. Hence, a real-time power grid simulator is combined with the computation 
platform that comprises contemporary control libraries. In addition, the developed co-
simulator is used to validate a new local control algorithm for the PV inverter – a novel 
droop controller, which incorporates PV generation to reactive power set-point.  
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CHAPTER 4. REAL-TIME CO-SIMULATION PLATFORM FOR 
DISTRIBUTION GRID VOLTAGE CONTROL3 
4.1 INTRODUCTION 
Testing is one of the most important parts of any control algorithm development. Due 
to the nature of power grids, which are complex and expensive systems operating 
continuously, almost any power system study cannot be performed in real environments at 
preliminary stages of investigations. To address this need, a number of power system 
simulation platforms have been proposed over the last 30 years. However, even though 
known software environments offer good performance of power systems simulations, they 
are not really suitable for fast prototyping of advanced control algorithms. For example, a 
very popular simulation software such as PSCAD [97] offers a native support only for 
Fortran-based user functions. Similarly, the real-time simulators such as RTDS [14] offer 
embedding C-language functions only. Unfortunately, the Fortran or the C language are 
not considered to be suitable for fast algorithm prototyping – they are low-level 
programming languages and even a small change in an investigated algorithm requires 
simulation to be stopped and a code to be re-compiled.  
Next, an issue of simulation platform suitability for control developments became 
emphasised for grids highly penetrated by renewable generation. It is primarily caused by 
two factors related to a dynamic and uncertain nature of renewable generation such as PV 
power. Firstly, due to frequent changes in grid power flow, a traditional power system 
study, which often relies on static grid simulation, is no longer sufficient to determine a 
state of a grid. Secondly, the bi-directional power flow triggers a need to develop advanced 
control algorithms, which must be comprehensively tested before implementation. 
However, constant progress in control algorithms has led to a situation in which power 
system simulators are not suitable for developments of innovative controllers. Specifically, 
even if natively supported programming languages (e.g. Fortran, C) are used for control 
                                            
3 This chapter has significant material from the following articles published by the PhD candidate: 
• J. Krata, “A Hybrid Real-Time Simulation Method for Distribution Grid Control,” in 2016 Australasian 
Universities Power Engineering Conference (AUPEC), Brisbane, 2016, pp. 1–6 
• J. Krata, “A Real-Time Co-Simulation Platform for Distribution Grid Voltage Control,” in 2017 
Australasian Universities Power Engineering Conference (AUPEC), Melbourne, 2017, pp. 1–6 
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development, they are significantly constrained by lack of modern control libraries which 
results in limited programming flexibility required for fast prototyping.  
Generally, this creates a research opportunity to develop a power system simulation 
platform for researching modern control algorithms dedicated to distribution grids voltage 
studies. One of the promising solutions is to use a co-simulation approach where one software 
(or a hardware) is responsible for grid simulation while separate applications (or devices) 
interact with this grid simulator to execute additional functionalities, e.g. voltage control 
functions. This separation allows allocating computation power more effectively. Undoubtedly, 
the benefits of co-simulations have been already recognised and different SIL approaches 
have been anticipated in recent years as discussed in section 2.5. In summary, there are 
offline solutions which do not operate in real-time, and real performance of tested 
algorithms remains unknown [47]–[111]. In contrast, common real-time co-simulators offer 
requested performance but are considerably limited in number of I/O if implemented as 
HIL solutions (e.g. [113] –[118]). On the other hand, the majority of studies related to real-
time SIL platforms complicate the co-simulator with additional communication software 
(e.g. [120], [121]) or introduce complex substation protocols (e.g. [59], [123]) or are 
dedicated to phasor-based investigations with limited flexibility to other types of data and 
studies (e.g.[121], [122]).  
Nonetheless, the most promising approaches rely on real-time grid simulators 
combined with a flexible programming language such as MATLAB and a communication 
protocol which is natively supported on both co-simulation ends. Therefore, this chapter 
focuses on a direct RTDS-MATLAB SIL platform which communicates over a common 
LAN infrastructure. In this setup, the RTDS ensures high accuracy of power system 
simulation whereas MATLAB facilitates fast prototyping and testing of control algorithms.  
Considering the above, the main contribution of the chapter is as follows: 
(i) Developing the real-time RTDS-MATLAB SIL platform, which is suitable for MV 
grid control studies in non-steady-state conditions; 
(ii) Analysing performance of the platform to determine its applicability limits; 
(iii) Developing a flexible communication protocol between RTDS and MATLAB 
based on LAN infrastructure and TCP/IP protocol. 
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4.2 REAL-TIME CO-SIMULATION PLATFORM FOR DISTRIBUTION GRID VOLTAGE 
CONTROL 
The developed co-simulation SIL platform has been designed for research problems, 
which require high computation power and can benefit from being validated in real-time 
scenarios. Thus, the platform had to fulfil the following criteria: 
• Providing real-time grid simulation; 
• Offering two-way communication with a low latency time; 
• Exchanging different types of data, not only electrical measurements; 
• Providing access to advanced programming libraries; 
• Giving the possibility to share computation resources (e.g. parallel computing). 
Considering given requirements and available resources, it has been chosen to build the 
co-simulator based on the RTDS device to simulate a power grid in real-time and on the 
MATLAB environment to prototype control algorithms. Furthermore, the TCP/IP protocol has 
been selected to communicate RTDS with MATLAB because it is natively supported by both 
platforms and it offers a high level of freedom in exchange data. In addition, unlike typical 
substation automation protocols (e.g. DNP.3 or IEC61850, which are also supported by the 
RTDS device), the TCP/IP does not constrain data type. A user can fully decide what data 
type is needed in the prototyped algorithm and what is feedback data to the simulated grid. 
4.2.1 Two Variants of TCP/IP Communication in the RTDS Device 
The RTDS offers two implementations of the TCP/IP protocol. The first option relies on 
the RTDS runtime application, i.e. RSCAD software [14], which operates on a separate PC 
machine and its primary function is to serve an HMI grid simulation interface. However, it can 
also handle remote commands sent via the TCP/IP protocol, which opens the possibility to 
use it for co-simulation purposes. In contrast, in the second option a dedicated GTNETx2 
communication card is used to send predefined grid variables. The GTNETx2 is the network 
interface card of the RTDS platform. It is installed inside RTDS racks and is connected to 
processor cards via fibre optic cable to provide a gigabit communication bandwidth with ultra-
low latency. Next, the GTNETx2 card offers a variety of communication protocols to exchange 
the simulation data with external devices over a LAN connection. It can use TCP/UDP internet 
protocols or industry standard solutions such IEEE 61850, DNP.3, Modbus, IEEE C37.118 or 
IEC 60870-5-104. In the presented study, the GTNETx2 card has been programmed to work 
in the TCP internet protocol being connected to university ethernet network. However, since  
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TCP/IP over RSCAD as well as TCP/IP over GTNETx2 have advantages and disadvantages, 
it is important to discuss and compare both approaches. 
4.2.1.1 RTDS and TCP/IP over RSCAD 
The first communication method (i.e. TCP/IP over RSCAD) offers a possibility of 
choosing communication data without stopping simulation, and in fact this is a much-needed 
option in early stages of algorithm development. Additionally, this communication also offers 
procedures to automate the testing process of the RTDS simulation, which can be useful at 
final algorithm testing. In this setup, the RTDS runtime can be interfaced to an external 
software, e.g. MATLAB, via a built-in script interpreter. The platform has an ability to send and 
receive simulation data every 50ms to 10s (adjustable by user). 
This co-simulation platform works as presented in Figure 4.1. Firstly, a model of a 
system is built and compiled in the RTDS draft module. Then, the RSCAD takes the 
compiled model and uploads it to the RTDS machine to execute it in real-time. At this point, 
the RTDS works with pre-programmed grid controllers from the RTDS model or with manual 
settings from the RSCAD. Next, the runtime-based communication script is started and the 
TCP/IP port becomes ready for data exchange. Following this operation, a MATLAB function 
connects to the already open TCP/IP port and can take control over the RTDS runtime and 
a grid simulation. Next, if the RSCAD and MATLAB software are installed on the same PC, 
the communication becomes a straightforward TCP/IP localhost connection. Finally, any 
control algorithm can be started in MATLAB and, with an access to all RTDS runtime 
variables, it can overwrite any pre-defined manual settings of a simulated grid with values 
calculated in a prototyped algorithm in MATLAB.  
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algorithm
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Figure 4.1 RTDS-MATLAB communication based on RSCAD runtime [143] 
Furthermore, to present the programming flexibility of the discussed approach, example 
code snippets of the TCP/IP over RTDS runtime approach are provided. In particular, the 
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script (4.1) and (4.2) demonstrates that the TCP/IP can be defined in just three lines of code in 
the RTDS runtime as well as in MATLAB.  
// Opening TCP communication in RTDS runtime 
float tempFloatVar; //temporary variable to gather requested data 
fprintf(stdmsg, "Initialization of RTDS communication\n"); 
ListenOnPort(4561, true); //runtime function to listen on TCP  
                          //communication on port 4561 
(4.1) 
 
%% Establishing TCP connection in MATLAB to RTDS 
% SktDev – TCP/IP communication object 
% IPaddress – IP address of RTDS runtime 
% portnum – port number 
function [SktDev] = RTDS_connect(portnum, IPaddress)  
SktDev=tcpclient(IPaddress, portnum, 'Timeout',10000); 
write(SktDev, uint8('fprintf(stdmsg, "Communication OK\n");')); 
end 
(4.2) 
Next, the snippet (4.3) is an example of simulation data acquisition by reading actual 
simulation time. This is achieved by sending the command MeterCapture() to allocate a value 
of the RTDS variable SimTime to the communication variable tempFloatVar. Next, MATLAB 
requests RTDS runtime to execute the command ListenOnPortHandshake(), which sends the 
value of tempFloatVar over the TCP/IP. This is received in MATLAB with the readTcpSure() 
function. With this simple method, any simulation variable visible in the RTDS runtime can be 
accessed by MATLAB.  
%% Function to read present RTDS simulation time 
% SimTimeData – output value of requested data  
% Skt_Dev – TCP/IP communication object 
function [SimTimeData] = RTDS_readSimTime(SktDev) 
write(SktDev,uint8('tempFloatVar = MeterCapture("SimTime");'));  
write(SktDev,uint8('ListenOnPortHandshake(tempFloatVar);')); 
%reading incoming data in MATLAB 
SimTimeData = readTcpSure(Skt_Dev,3); 
end 
 
    (4.3) 
Unfortunately, although the discussed TCP/IP over RSCAD offers great flexibility in 
data exchange, it also brings a major practical disadvantage. In particular, when the 
RSCAD is receiving data from the RTDS unit, the MATLAB connection can be lost. This is 
caused by the runtime limitation, which becomes 100% busy during extensive RTDS data 
acquisition. Even though this might not be an issue in simulations with a short plot time 
(e.g. protection algorithms), the limitation makes the discussed communication variant 
hardly usable for a research with data acquisition time long enough to cover external 
control decisions (e.g. voltage control investigations). Nonetheless, this protocol can be 
successfully utilised for a remote control of the RTDS simulation process. 
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4.2.1.2 RTDS and TCP/IP over GNETx2 
The second communication variant relies on the RTDS GTNETx2 card and the 
TCP/IP Socket protocol. Although this approach requires from a user to decide a priori 
what data is exchanged before a project compilation, this method does not use the 
RSCAD runtime and no communication is lost due to runtime limitations. Moreover, thanks 
to a direct connection between the RTDS unit and a MATLAB PC, a low latency is 
expected with high connection speed. As a result, the proposed communication exchanges 
data as per the diagram in Figure 4.2. As can be seen, there are established separate 
channels for the RSCAD module as well as for MATLAB application. With this setup, the 
latency depends only on the GTNETx2 card, a MATLAB computer and existing LAN 
infrastructure but not on other software applications such as RTDS runtime. 
 
Figure 4.2 The RTDS-MATLAB communication bases on the GTNET card [144] 
When creating a co-simulation platform, an essential task is to facilitate flexible 
algorithm prototyping. During tests of voltage control algorithms, it was noticed that the 
communication should be executed automatically for a normal operation mode or manually 
for algorithm debugging. Thus, the proposed implementation of the TCP/IP Socket 
protocol contains three options of triggering the data exchange process (code snippet in 
Figure 4.3, and full code in Appendix A5): 
a) manual trigger with the SktSendManualButton controlled from the RTDS runtime; 
b) automatic, single reply trigger activated by the SktMatlabTrig variable from 
MATLAB; 
c) automatic data exchange every time SktIndeltaT is activated by the SktInExtTrig 
variable from MATLAB. 
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Figure 4.3 RTDS TCP/IP Socket connection subsystem [144] 
On the other side of the process, the MATLAB TCP/IP object is defined by the 
tcpclient() library function similar to (4.2). However, unlike the TCP/IP over runtime option, 
here a user can define data to be exchanged before the simulation only (i.e. data is 
predefined in a text file and compiled with the project). Hence, all predefined variables for 
communication are always sent to MATLAB. It’s worth noticing that a large number of 
variables slows down the communication and can have an impact on algorithms with short 
latencies, therefore it is not advised to add all grid data to the data vector. Next, in the 
proposed solution, the data vector in MATLAB is read from the TCP object Skt_Dev as per 
snippet (4.4) and saved to SktIn array for further use in an algorithm. Similarly, output data 
from SktOut vector is sent according to (4.5). In this simple way, MATLAB receives the full 
data vector and in exchange sends control commands to the grid. To reproduce described 
communication, the RTDS communication subsystem and MATLAB communication 
protocol code have been presented in full in Appendix A5 at the end of the thesis. 
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%% Function to read data from RTDS simulation 
% SkiIn – input data vector  
% Skt_Dev – TCP/IP communication object 
% timeout – communication watchdog 
function [SktIn] = SktRead(Skt_Dev, timeout) 
t=tic; 
while ~(exist(SktIn,'var')) 
    if Skt_Dev.BytesAvailable>0 
    SktIn = (read(Skt_Dev)); 
    elseif toc(t)>timeout 
    disp(['communication error']); 
    SktIn=[]; 
    end 
end 
end 
(4.4) 
 
%% Function to send data from MATLAB to RTDS simulation 
% SkiOut – output data vector  
% Skt_Dev – TCP/IP communication object 
function [] = SktWrite(Skt_Dev, SktOut) 
SktOutF = swapbytes(typecast(SktOut,'uint32')); 
write(Skt_Dev,cell2mat(struct2cell(SktOutF))); 
end 
(4.5) 
4.3 CO-SIMULATION PLATFORM IMPLEMENTATION TO VOLTAGE CONTROL 
DEVELOPMENTS 
Based on the co-simulation platform assumptions and the developed communication 
schemes, a new SIL platform has been proposed for development and testing of voltage 
control algorithms (Figure 4.4). The platform consists of two PC units and one RTDS 
device. In this setup, the RTDS is responsible for power grid simulation and execution of 
traditional, autonomous grid controllers (Section 2.2). Next, the RTDS has been connected 
to the Ethernet network throughout two communication cards. Namely, the GTWIF card 
has been used to pass simulation draft data to the RTDS unit and GTWIF passes data 
requested by the HMI system (and further to MATLAB if ListenOnPort() function is used). 
The second card, GTNETx2, has been set up with TCP/IP protocol to exchange simulation 
variables and control signals as digital I/O data between the simulated grid and an external 
grid controller in MATLAB.   
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Figure 4.4 Real-time co-simulation SIL platform based on RTDS and MATLAB 
On the other side of the process, the PC#1 is responsible for the model drawing, 
compiling and for running the HMI system of grid simulation. In contrast, the PC#2 has 
responsibility for grid control algorithms execution (except conventional voltage regulators, 
which already operate in RTDS with local algorithms). In addition, there is a 
communication link between both PCs to allow users monitoring and adjusting HMI 
settings from the MATLAB workspace. Moreover, two PCs have been used to enable full 
computation power for the MATLAB-based algorithm but if a computation speed is not an 
issue, then PC#1 and PC#2 can be combined into a single computer. 
As a result, the developed SIL approach fulfils the aforementioned simulation platform 
criteria and offers great programming flexibility as well as testing accuracy and simplicity. 
Thanks to the applied three types of TCP/IP communication, a simulation process can be 
controlled from remote computers and tests of algorithms can be automated via a MATLAB 
script.  
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4.4 PERFORMANCE TESTS OF THE PROPOSED CO-SIMULATION PLATFORM 
The proposed SIL co-simulation platform has been tested in both TCP/IP 
communication variants to determine communication latency, and therefore performance 
limits. Since communication latency directly impacts control algorithms, the results can 
help to understand what research problems can be investigated using the developed 
solution. 
4.4.1 Test #4.1 – SIL Platform with TCP/IP over RSCAD 
The test was executed in three cases repeated 100 times with the TCP/IP over the 
simulation runtime – two cases of data reading from RTDS and one test for data uploading 
from MATLAB. Additionally, the local Ethernet network latency has been captured. The 
results of the test are presented in Table 4.1. 
Table 4.1 SIL platform performance with TCP/IP over RSCAD [143] 
Case description Time [ms] 
 min max average 
 
Reading 1 measurements 2.9 4.5 3.1 
Reading 38 measurements 114.1 132.7 114.9 
Uploading new set-point 50.1 54.4 51.2 
Network latency (ping time) <1 1 1 
As presented, reading a single variable took on average only 3.1ms to get data to the 
MATLAB workspace. Next, the second case refers to reading a set of voltage, power and 
control status measurements for the MATLAB algorithm. For a set of 38 variables, the 
communication took 114.9ms which can be considered as a significant latency time. In the 
third case, a new set-point was uploaded in 51.2ms which was impacted by 50ms of 
HMI/RSCAD refresh rate.  
From a communication performance perspective, the proposed solution can be 
suitable for control problems that allow for at least 55ms of control delay (time needed for 
one variable to be read and one set-point to be uploaded). However, in more realistic 
scenarios it should be assumed that the sampling time for a control algorithm should be: 
a) at least 100ms for a simple control algorithm with a few input variables and quick 
set-points computation; 
b) at least 200ms for algorithms, which require about 40 measurements from a grid; 
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In addition, complex control algorithms might require longer computation time, which 
require larger sampling time to calculate set-points between consecutive readings. 
Nonetheless, it is crucial to remember that the analysed communication can be disturbed 
during RSCAD plot data acquisition. 
4.4.2 Test #4.2 – SIL Platform with TCP/IP over GTNETx2 card 
By default, the RTDS works in real-time with calculation step as low as 50µs but 
MATLAB performance depends on computation power of a PC and an operating system. 
Thus, the communication latency remains a major unknown in the co-simulator set up. To 
address this, two tests were carried out to understand the latency time between RTDS with 
GTNETx2 card and MATLAB workspace. Each test case was repeated 200 times to obtain 
a minimal, maximum and median value of the latency. It is also worth noticing that the 
MATLAB PC and the RTDS device were located in different buildings at approx. 300m 
distance but both units were connected to a university LAN network.  
Table 4.2 SIL platform performance with TCP/IP over GTNETx2 card 
Case description Time [ms] 
 min max median 
 
Reading 1 measurements and 
uploading 1 control signal 2.7 4.5 3.5 
Reading 84 measurements and 
uploading 8 control signals 21.1 35.2 25.3 
Network latency (ping time) <1 <1 <1 
The first case relied on uploading one float-type variable from MATLAB which 
triggered the RTDS reply with the same variable. As can be observed (Table 4.2), the 
median value of latency is as low as 3.5ms with variation 1ms max. In fact, this result is 
comparable to a formerly discussed TCP/IP over runtime method. In contrast, during the 
second case, the latency was measured for a pack of 8 uploaded variables and 84 
downloaded ones. This reflects an amount of data used in the developed coordinated 
control algorithms (Chapter 6 and Chapter 7). As a result, all data was exchanged in as 
low as 25.3ms and the result suggests very fast communication in comparison to the 
TCP/IP over runtime where sending just 38 measurements took as much as 114.9ms. So 
the present solution is 4.5 times faster with 2.4 times more data to be exchanged.  
In conclusion, the proposed co-simulation platform is sufficient to tests control 
algorithms, which are insensitive for latencies of at least 3.5ms for single-variable 
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problems and at least 25.3ms for research problems with up to 84 of control variables. 
Thus, the proposed SIL is perfectly suitable for grid-wide and feeder-wide voltage control 
problems but has its limits when used for very fast controllers such as inverter switching 
control.  
4.5 MODIFIED DROOP CONTROL AS AN EXAMPLE OF SIL APPLICATION 
The proposed real-time SIL platform has been validated in an experiment of modified 
droop control of a large-scale PV inverter in the studied grid from Chapter 3. As discussed 
in section 3.3, the studied 33kV/11kV network is equipped with 3.15MWp of PV power, 
which causes voltage fluctuations during transient cloud conditions even though the 
investigated grid is equipped with autonomous voltage controllers. One of them is the 
reactive power droop controller, which runs on the PV inverter and offers interesting regulation 
capability. Unlike traditional regulation devices, which operate with latencies in a range from 
45s to 180s, the PV inverter can update reactive power set-points within range 100ms to 
200ms over the Modbus protocol [145]. However, in the discussed implementation the droop 
controller has been installed in the programmable logic controller (PLC) which sends 
reactive power set-points in 1s intervals. Thus, to emulate this feature in performed 
simulations, 1s was used for control sampling time in the presented example. Next, the 
loading conditions at the start and at the end of simulation case are presented in Table 4.3 
and they reflect an average week day at noon time with high loading conditions and high 
PV generation. 
Table 4.3 Load flow conditions at start and finish of the simulation [143] 
 PV generation 11kV Load Bus Load at SVR-A 
 P [MW] Q[MVar] P [MW] Q[MVar] P[MW] Q[MVar] 
 
Simulation start 3.15 0.00 2.92 1.64 -0.16 1.2 
Simulation end 0.25 0.00 2.91 1.63 2.76 1.16 
 Load at SVR-B Feeders 1 to 5 Total Load 
 P [MW] Q[MVar] P [MW] Q[MVar] P[MW] Q[MVar] 
 
Simulation start 1.69 0.11 13.49 5.87 17.65 4.33 
Simulation end 1.69 0.11 13.33 5.80 20.76 5.35 
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4.5.1 Existing and Proposed Reactive Power Droop Control  
The reactive power controller in the PV inverter can contribute to the voltage regulation 
by means of the droop controller, which changes the power factor (PF) set-point of the PV 
inverter in the range from 0.9 to 1.0 sink/source (section 3.1.1, Figure 3.9). The existing 
controller objective is to keep the voltage magnitude within the range 0.98pu to 0.995pu 
[95]. Therefore, when the controlled voltage approaches the desired range, the PF set-point 
equals 1.0 and no reactive power is produced/consumed by the PV inverter. As a result, an 
impact on remaining grid controllers is eliminated in steady state conditions.  
It is worth emphasising that keeping PF always equal or above 0.9 significantly 
restricts reactive power support at low and moderate PV generation conditions. Similarly, 
the allowed reactive power ROC protects the grid from sudden changes of the reactive 
power but also limits voltage regulation capabilities of the existing controller. In contrast to 
the existing control curve and power limitations, modern PV inverters can provide a useful 
support for voltage control even at low PV generation. Therefore, a new control algorithm 
has been proposed, which correlates requested PF set-point not only with grid voltage but 
also with PV power generation. It works with the assumption that for high PV power 
generation, the controller should maintain its predecessor behaviour by keeping the PF in 
the range 0.9 to 1.0. However, for medium and low PV generation, the PF is allowed to 
drop and provide more reactive power support to the system voltage. Next, the controller 
targets the PCCV voltage at the point of common coupling (PCC), and executes its 
operation according to the 3D control surface shown in Figure 4.5. As presented, at low PV 
generation, the PF can go as low as 0.25 but only when PCCV <0.95pu or PCCV >1.05pu. 
Specifically, the limits of 0.95pu and 1.05pu are related to standard MV voltage boundaries 
1pu ±5% provided by the local legislation [95].   
CHAPTER 4 
 
 72 
 
Figure 4.5 The modified 3D droop control surface  
to improve voltage control at low PV generation [143] 
The shape of the 3D control surface has its analytical formulation in the reactive 
power domain according to (4.6): 
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where: 
SetQ – denoted the requested reactive power support from the PV inverter; 
MaxQ – is a maximum reactive support for given active power generation; Calculated as a 
linear relation between PV active power PVP =3.15MW at PF=0.9 and PVP =0.25MW at 
PF=0.25; 
CLV – is the minimum allowed voltage below which the maximum reactive power is 
requested; Calculated as the linear function of the PV active power between CLV = 0.96pu 
at PVP =3.15MW and CLV =0.95pu at PVP =0.25MW or less; 
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CHV – is the maximum allowed voltage above which the maximum reactive power is 
requested; Calculated as the linear function of the PV active power between CHV =1.01pu 
at PVP =3.15 and CHV = 1.05pu at PVP =0.25MW; 
S – is the span of the cosine function; Calculated according to (4.7): 
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4.5.2 Test #4.3 – PV Droop Control in Transient Cloud Phenomena  
The proposed droop control modification was tested in a case of transient cloud 
phenomena, which led to a sudden drop of PV insolation by 90% in 45s [130]. 
Furthermore, the simulation time was set to 500s to execute all voltage control recovery 
actions by grid controllers. Even though the PV inverter has much faster reaction time, 
which is as quick as 1s, the influence from other local controllers can become significant in 
transient cloud phenomena, which takes at least 60s or more. Next, the modified droop 
control results have been compared to the existing droop control in the same cloud 
scenario.  
The voltage control results are presented in Figure 4.6 with the existing controller for 
comparison purposes and with the proposed 3D droop characteristic. Even though PCC 
voltage and 11kV load bus voltage in both cases have been recovered in 300s, the 
existing reactive power controller (Figure 4.6a) did not prevent severe undervoltage 
conditions. In particular, between 45s and 220s of simulation, the voltage at the load bus 
as well as at the PCC dropped below allowed 0.95pu. Hence, for given conditions, the 
existing controller was not able to provide a proper response for the dynamically changing 
PV generation. In contrast, as shown in Figure 4.6b, the new controller was able to maintain 
the voltage at PCC above 0.95pu during the whole simulation time. This clearly indicates the 
performance improvement of the proposed droop control scheme. Unfortunately, due to 
controller limited power, the voltages did not fully recover to nominal values by means of 
droop control only. Thus, a certain undervoltage at the 11kV load bus location is still visible.  
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a) 
 
b) 
 
Figure 4.6 Voltage behaviour at four locations along the feeder with: 
a) traditional reactive power droop control,  
b) modified reactive power droop control [143] 
To summarise voltage results, Table 4.4 is provided with performance comparison of 
both controllers in the studied scenario and with the low limit line 0.95pu [95]. As presented 
for the existing control scheme, the minimum measured voltage at the load bus was 
0.918pu and 0.932pu at PCC. It means that the voltage drop was 0.024pu and 0.20pu 
higher than for new control method. Thanks to the new controller, the load bus voltage was 
40s and PCC voltage 180s less time out of allowed boundaries (see Figure 4.6a and 
Figure 4.6b with time of voltages below 0.95pu limit).  
Table 4.4 Reactive power droop control – voltage results [143] 
 VPCC  
at start  
minimum  
VPCC 
VPCC max 
drop 
VPCC 
<0.95pu 
 
Existing Droop Control 0.989pu 0.932pu 0.057pu 180s 
New Droop Control 0.989pu 0.952pu 0.037pu 0s 
 VLoadBus  
at start  
minimum  
VLoadBus 
VLoadBus  
max drop 
VLoadBus 
<0.95pu 
 
Existing Droop Control 0.984pu 0.918pu 0.066 210s 
New Droop Control 0.984pu 0.942pu 0.042 170s 
Severe 
undervoltage
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Next, not only voltages magnitudes but also the behaviour of grid controllers have 
been analysed. As presented in Figure 4.7, three controllers did not react at all (substation 
OLTC and both capacitor banks) while the SVR-A and SVR-B triggered the voltage 
restoration actions. Specifically, the SVR-A reacted in both cases at 200s of simulation 
and adjusted the tap position from tap position 15 to 26 in 300s of simulation time. 
Similarly, SVR-B in both cases started to react after the SVR-A and it finished the 
operation at 430s. The similarities in regulation trajectories of remaining grid controllers 
indicate that the proposed droop controller does not negatively influence control algorithms 
from other local devices.  
a) 
 
b) 
 
Figure 4.7 Active and reactive power with: 
a) traditional reactive power droop control, 
b) modified reactive power droop control [143] 
Finally, it is worth analysing how the different droop controllers regulated the PV 
inverter. For this purpose, the reactive power plots from the inverter are presented in 
Figure 4.8 and, as shown, the difference is significant. While the existing algorithm was 
limited by 0.9 power factor, the new method was allowed to adjust reactive power below 
this limit to support grid voltage. This resulted in much greater reactive power generation 
that positively impacted grid voltage (Figure 4.6 b) but did not disturb a further voltage 
restoration process (Figure 4.7). 
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a) 
 
b) 
 
Figure 4.8 PV inverter reactive power with: 
a) existing reactive power droop control; 
b) modified reactive power droop control [143] 
4.5.3 Summary of Droop Control Modification Test 
In conclusion, the executed test of the droop control modification indicates potential 
to improve voltage regulation. The proposed PV inverter reactive power controller is able 
to support grid voltage during sudden changes of solar insolation. In particular, the voltage 
improvement was achieved when the PV power factor limit was not only correlated to the 
target voltage but also to the active power PV generation. This allowed for much greater 
power factor flexibility at low PV active power conditions and proved that a low power 
factor from the PV inverter can positively impact the power system. This feature can be 
used when large PV plants are connected to long lines with significant voltage drops.  
Nonetheless, it should be noticed that at severe PV power fluctuations, even the 
proposed reactive power controller is not capable of fully recovering a grid voltage. Thus, 
the voltage can go close to or beyond allowed boundaries for a significant amount of time 
(i.e. equal to a latency time of remaining grid controllers). Thus, it is suggested to 
investigate more complex control methods to tackle dynamic voltage fluctuations caused 
by the PV power uncertainty. 
Finally, the proposed co-simulation platform proved its capabilities by facilitating real-
time grid simulation and the control algorithm development. The RTDS was responsible for 
power grid simulation and execution of traditional grid controllers while the newly proposed 
CHAPTER 4 
 
 77 
3D droop control method was easily implemented in MATLAB. Thanks to the developed 
co-simulator, investigation was quick and efficient. 
4.6 SUMMARY 
In this chapter, the real-time co-simulation platform has been presented for 
development and testing advanced voltage control algorithms dedicated to power grids 
equipped with renewable generation. The proposed SIL solution relies on the RTDS 
device and a MATLAB environment. Furthermore, the requested platform operates in real-
time not only to provide functional tests of investigated algorithms but also to validate 
performance and to ensure that developed controllers are feasible in terms of expected 
computation power. 
Next, the proposed solution combines accuracy and real-time grid simulation of the 
RTDS device with flexibility of MATLAB environment for control algorithm development. 
Thanks to provided separation in platform functions, it became possible to run real-time 
grid simulations and execute modern algorithms with high computation power offered by a 
modern central processing unit (CPU). The grid simulator and the control platform 
communicate with each other through an Ethernet network with use of the implemented 
TCP/IP protocol. Moreover, the TCP/IP protocol has been applied and tested in two 
variants – once with a dedicated GTNETx2 communication card and once with data 
flowing through the RTDS HMI system. As a result, it has been shown that for control data 
flow the GTNETx2 card offers low latency and communication bandwidth fast enough to 
support voltage control algorithms. In contrast, the TCP/IP over HMI has been used to 
monitor and control a grid simulation process directly from the MATLAB environment. 
Furthermore, the proposed platform has been applied to a voltage control algorithm, 
which is a modified 3D droop control characteristic of PV inverter reactive power. As 
shown, the new approach has a potential to reduce voltage fluctuations without negative 
effects on remaining grid controllers, which take subsequent control actions to recover 
voltage magnitude. However, even the large-scale inverter with power factor settings going 
beyond allowed limits has not been able to fully prevent intermittent undervoltage 
scenarios during high PV power fluctuations. Therefore, it can be concluded that more 
advanced algorithms are needed to further improve grid voltage behaviour. Consequently, 
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this opens further research possibilities, which are discussed in subsequent chapters of 
the presented thesis. 
Finally, the platform limitations have been identified. It can be noticed that the 
platform is suitable for voltage control problems but only those with a sampling time no 
smaller than approx. 25ms. Even though the limitation is negligible on grid-level 
algorithms, the platform would not be suitable for very fast controllers, e.g. inverter 
switching pulses. Another limitation comes from the current communication protocol, which 
does not allow sending any vectors of data (e.g. buffered voltage). Thus, all data needs to 
be sent and stored in the control algorithm. Nonetheless, this is not a significant issue for 
the investigated algorithms.  
In conclusion, the main contribution of the chapter is as follows: 
(i) A new real-time SIL co-simulation platform has been demonstrated and developed 
for voltage control studies. The platform can be considered as a solution for fast 
prototyping and testing modern power grids control algorithms in real-time 
scenarios; 
(ii) The performance of the platform has been confirmed in communication speed 
tests as well as in an example implementation of a control algorithm. The test 
results indicate sufficient performance of the SIL solution for studied voltage 
problems;  
(iii) The co-simulation platform has been used to develop and test the new droop 
control algorithm for reactive power from the PV inverter. The algorithm has ability 
to improve voltage control trajectory and decrease voltage drops during high PV 
power fluctuations. However, even a large-scale PV inverter with the modified 
droop control is not capable of fast voltage recovery to its pre-disturbance values 
when the remaining grid controllers have significant latencies. Hence, a more 
comprehensive control scheme is needed to prevent the grid from intermittent 
voltage sags during large PV fluctuations. 
Due to the fact that even the modified droop controller combined with autonomous 
local controllers is not sufficient to fully counteract PV power variations, a more advanced 
control strategy needs to be developed. Thus, the next chapter introduces a control 
coordination method for distribution grid voltages, which is able to overwrite local 
regulation set-points with the centrally calculated ones.  
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CHAPTER 5. NOVEL VOLTAGE COORDINATION CONTROL FOR 
DISTRIBUTION GRIDS – METHOD DESCRIPTION4 
5.1 INTRODUCTION 
Preserving grid voltages within prescribed limits is one of the fundamental 
requirements of a DNSP and large-scale DG and RES owners. Thus, an adequate voltage 
regulation scheme is a necessity to maintain voltage magnitudes within allowed limits 
during network operations even at dynamically changing grid conditions. The grid analysis 
from Chapter 3 indicates that line voltages in a distribution feeder can fluctuate beyond 
allowed limits when a large-scale PV facility experiences dynamic variation in active power 
generation (e.g. initiated by transient cloud phenomena [130], [141]). Those voltage 
fluctuations are a consequence of insufficient voltage regulation schemes, which have 
been primarily designed for unidirectional power flow and they struggle to provide a proper 
voltage control in grids with uncertain renewable generation [10]. In addition, traditional 
voltage controllers work autonomously with significant latencies, typically between 45s to 
180s [28], [135], [146] adjusted for each device separately. Moreover, these latencies are 
required to limit excessive switching operations and to prevent voltage hunting conditions. 
Therefore, they cannot be eliminated in existing voltage regulation schemes. As a result, 
grid controllers working autonomously are not able to maintain voltages within allowed 
boundaries in scenarios of dynamically changing uncertain renewable generation.  
All mentioned voltage-related issues motivate to investigate control methods that can 
handle dynamic power variation of renewable generation and control voltage within 
allowed boundaries. Arguably, control coordination was identified as a most promising 
solution to limit voltage variations in distribution grids [30] and there are known 
implementation attempts. Specifically, centralised MPC-based methods, which can 
coordinate grid regulation, gained popularity recently, and studies [34], [43]–[45], [47], 
                                            
4 This chapter has significant materials from the following articles published by the PhD candidate: 
• J. Krata and T. K. Saha, “Real-Time Coordinated Voltage Support with Battery Energy Storage in a 
Distribution Grid Equipped with Medium-Scale PV Generation,” IEEE Trans. Smart Grid, (Early 
Access), pp. 1–12, 2018 
• J. Krata, T. K. Saha, and R. Yan, Model-Driven Real-Time Control Coordination for Distribution Grids 
with Medium-Scale Photovoltaic Generation,” IET Renew. Power Gener., vol. 11, no. 12, pp. 1603–
1612, Jul. 2017 
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[64]–[67] apply those methods in a variety of ways. However, these approaches solve 
control issues for steady state or slowly changing grid conditions and they mostly use a 
cumbersome sensitivity matrix to determine voltage response for a proposed control 
trajectory. Conversely, when grid conditions change quickly, control coordination 
algorithms mostly rely on rule-based approaches or on a very short prediction horizon, 
which does not reflect full response of grid voltage regulation. In addition, known regulation 
methods typically assume either full control over an investigated grid or no influence from 
controllers outside a coordination area. There are two major issues with those 
assumptions. Firstly, it is questionable that in a real application a full grid is controlled from 
one place due to communication, ownership or technological issues. Secondly, excluding 
influence from autonomous voltage regulators into a coordination area can be considered 
as a serious omission since those autonomous devices affect voltage profiles in a whole 
feeder (e.g. through upstream OLTC regulation).  
Hence, comparing existing control coordination methods with requested regulation 
features, it can be concluded that the new method needs to overcome the following 
challenges:  
• Real-time optimisation of coordinated control set-points; 
• Incorporation of autonomous voltage regulators with delayed but inevitable multiple 
regulation actions to the control coordination process; 
• Effective prediction of grid behaviour in most probable loading and generation 
conditions over a prediction horizon which is long enough to cover PV variability and 
autonomous control responses. 
To address listed challenges, this theoretical chapter introduces a novel Time-Series 
Control Coordination (TSCC) method for distribution grids equipped with renewable 
generation. The method relies on a real-time prediction and coordination of existing 
regulation devices with consideration of autonomous voltage regulators. Moreover, by 
predicting grid behaviour, the method calculates optimised control set-points during 
variations of a medium- or large-scale PV generation. As a result, voltage regulation time, 
fluctuations as well as regulation effort decreases. The proposed method stabilises grid 
voltages and prepares a grid for a next unexpected disturbance. Consequently, 
implementation of the presented method allows for more PV generation in grids, which 
suffer from voltage fluctuations. To summarise, the main contribution of the chapter is as 
follows: 
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(i) Analysing control requirements to propose a regulation method, which will be 
feasible for a field implementation; 
(ii) Introducing a new MPC-based voltage regulation scheme which natively integrates 
autonomous and coordinated control responses as well as a dynamic grid analysis 
into a time-constrained, multi-objective optimisation process based on time-series 
grid simulations; 
(iii) Developing a novel method for fast time-series grid predictions based on a priori 
grid knowledge and on-line grid measurements; 
(iv) Presenting a method to comprise mutual impact of different time-dependant grid 
regulators controlled by non-linear and non-analytical logic with coordinated 
controllers calculated in a predictive optimisation process. 
5.2 MODEL-DRIVEN TIME-SERIES CONTROL COORDINATION  
In order to achieve a requested voltage regulation, the novel Time-Series Control 
Coordination (TSCC) algorithm has been developed. It relies on an assumption discussed 
in [147] that based on a current state of a process and having a trusted model of a 
process, it is possible to forecast process behaviour over a prediction horizon for proposed 
control candidates. Consequently, based on fast time-series grid evaluations with support 
from solar insolation prediction, it is feasible to examine a number of control candidates 
and to choose control set-points that satisfy regulation criteria the most. 
5.2.1 General Idea of the Model Predictive Control  
The MPC is a family of discrete regulation techniques rather than a specific control 
strategy. The method explicitly utilises a model of a process in order to calculate control 
signals with minimised cost of an objective function [148]. Therefore, a predictive controller 
at each control time instant takes measurements of a process output and computes  
a regulation sequence over a receding horizon with the following features: 
a) Based on a proposed input trajectory, a process behaviour is predicted in an 
internal model; 
b) A calculated regulation sequence minimises a user-provided cost function and 
prevents violating process constraints; 
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c) A first step of an optimal sequence is applied to the process at the end of every 
control loop and the control calculation starts over. 
It is a common practice that MPC algorithms are applied as supervisory regulators for 
local control loops (e.g. PI or PID) but traditionally MPC is lower in a control hierarchy than 
a steady-state hourly/daily process optimisation. However, in some implementations the 
MPC affects process actuators directly [147]. The method gained popularity mainly 
because it explicitly incorporates process and control constraints, and it can include 
process and control nonlinearities into a calculated solution. 
The idea of the MPC has been presented in Figure 5.1 for an exemplary single-input, 
single-output process at a current time-step k . For this time instant, the process output is
( )y k but the figure also shows the historical values of process trajectory for ( )y t k< . In 
perfect conditions, the process should follow the set-point trajectory ( )s t  and should never 
cross the constraint function ( )c t . However, due to a disturbance or dynamics of the 
process, the output ( )y k  is away from the set-point ( )s k . Furthermore, the free response 
trajectory ˆ ( | )fy t k , which describes a scenario of keeping an existing process input to a 
next control step ( 1) ( )u k u k+ = , does not reach the set-point trajectory ( )s t  over the time 
k tp+ . Therefore, a control action needs to be taken.  
 
Figure 5.1 The Model Predictive Control – basic idea (adapted from [147]) 
Time
Process 
input
TimekΔtC k+tp
u(t)
Process 
output
y(t)
s(t) r(t|k)
c(t)
1ˆ ( | )y t k
2ˆ ( | )y t k
ˆ ( | )ny t k
1ˆ( )u k
2ˆ ( )u k
ˆ ( )nu k
ˆ ( | )fy t k
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In an ideal scenario, the process output ( )y t k>  should start following the reference 
trajectory calculated at k-time instant ( | )r t k . Most often, the reference trajectory ( )r t  is 
defined in a way that the process output ( )y t k>  reaches the set-point trajectory ( )s t  
exponentially [147] but other definitions of the reference trajectory are possible (depending 
on specific features of a controlled system).  
Nonetheless, due to limitations in the feasible process input ( )u t or because of a 
dynamic of the process, the theoretical reference trajectory is not achievable. Thus, the 
controller uses an internal model to calculate the predicted process trajectories 
1ˆ ˆ( | ) ( | )ny t k y t k over a prediction horizon tp . These responses depend on the input 
trajectories 1ˆ ˆ( ) ( )nu k u k assumed over the horizon tp  and adjusted every Ct∆  – control 
sampling time (i.e. 1ˆ ˆ( | ) ( | ), 0,1,..., 1nu k i k u k i k i tp+ + = − ). Ultimately, the aim is to 
decide on the input trajectory which promises the best behaviour of the process. Typically, 
it is preferable to select an input trajectory ˆ( | )u k i k+ , which allows for following the output 
reference trajectory ( | )r t k  with the lowest energy required.  
Finally, once the optimal control is chosen, only the first element is applied to the 
process, that is ˆ( ) ( | )u k u k k= , where ( )u k means the process-applied input signal. 
Moreover, the selected trajectory can be expressed by a modification of the input from a 
former step ( 1)u k − , according to (5.1). 
 ˆ ˆ( | ) ( 1) ( | )u k k u k u k k= − +∆    (5.1) 
In addition, for a linear model, it is easy to predict the output at the end of a prediction 
horizon (i.e. at the time k tp+ ) for a chosen control input change ˆ( | )u k k∆  based on 
known free response trajectory (5.2). 
 ˆ ˆ ˆ( | ) ( | ) ( ) ( | )fy k tp k y k tp k S tp u k k+ = + + ⋅∆   (5.2) 
where ( )S tp  is a step response of the model. Since the purpose is to approach the 
reference trajectory with the output trajectory, that is ˆ( | ) ( | )y k tp k r k tp k+ = + , the 
expected control input change ˆ( | )u k k∆  can be expressed according to (5.3) with an 
assumption that the process and its measurements are undisturbed as well as the model 
and the process outputs are the same. 
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ˆ( | ) ( | )
ˆ( | )
( )
r k tp k y k tp kfu k k
S tp
+ − +
∆ =   (5.3) 
In summary, this simple example of the MPC idea presents a few interesting features 
of this controller type which seriously challenge the method’s implementation into 
investigated voltage coordinated control. Firstly, in contrast to classic MPC applications, 
the researched process of the voltage control is not only non-linear (i.e. grid voltage 
regulators have non-linear characteristics) but also non-stationary (i.e. grid parameters, 
power flow and grid topology can change at any time), and non-analytical (i.e. a time-
series solution consists of iteratively-calculated power flows estimated for every time 
instant separately). This leads to a computationally costly analysis which needs to be 
optimised in real-time. Secondly, the set-point trajectory is actually expressed in the 
studied problem by a range of allowed voltage magnitudes, not by a single curve. It means 
that there are many equally good reference trajectories but a cost of achieving them will 
differ. Lastly, a free response trajectory heavily depends on autonomous, upstream grid 
controllers, which are equipped with local, time-delayed control loops. These upstream 
regulators affect a whole controlled distribution feeder and a free response trajectory can 
alter even if coordinated control inputs remain the same. As a consequence, classic MPC 
solutions [147], [148] do not apply in the studied problem. Maciejowski concludes [147] 
that for such complex applications, the MPC aims to “solve a sequence of open-loop 
problems” with process measurements used as an “indirect” feedback – just to deliver 
initial conditions for a next-step optimisation. This approach has been anticipated for 
further developments of the studied voltage coordination algorithm. 
5.2.2 TSCC Algorithm – Specific Requirements and Assumptions  
In order to provide the model-based control scheme to distribution grid control 
coordination, a novel algorithm needs to fulfil certain design criteria. Therefore, the following 
requirements have been identified and addressed during the control development process: 
a) Coordination of existing control devices 
It is expected that the TSCC improves voltage regulation process through a 
coordination and optimisation of existing control apparatus in a distribution feeder. 
In other words, the voltage fluctuation problem shall be solved by means of an 
advanced algorithmic solution applied to standard voltage regulation devices. This 
expectation follows a common approach of utility companies, which prefer to 
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operate existing grid apparatus as long as possible. Moreover, with this assumption 
any new voltage control apparatus can be incorporated into TSCC scheme as 
another voltage regulation actuator and should be coordinated with remaining ones. 
b) Incorporating responses of autonomous regulators and considering their 
mutual influence 
Existing coordination algorithms are often developed for islanded microgrids such as 
[88], [149]; therefore, known methods assume an ability to take control over all voltage 
regulators in a given system. However, this is not achievable in grid-tied distribution 
networks because of ownership issues or technical limitations. For example, a voltage 
coordinated control executed downstream by an RESs operator typically would not be 
granted a remote-control access to a substation transformer OLTC because it 
regulates many feeders at once. Thus, even though certain controllers in a grid-tied 
feeder can be considered for control coordination, others continue to work 
autonomously and their actions should be included in a coordination scheme. 
Furthermore, in contrast to microgrid’s attempts to ‘control-all’ solutions, other known 
methods (e.g. [53]) focus on coordination of downstream devices without consideration 
of upstream controllers which unavoidably execute their own control loops. Thus, 
similarly to coordination methods in microgrids, these downstream coordination 
techniques also fail to incorporate incoming upstream control actions. This is a 
significant omission since upstream and downstream control actions mutually influence 
each other. For example, an upstream-operated OLTC influences future downstream 
SVR operations as well as an expected reactive power support from a PV inverter 
[130]. Thus, to address this issue, a new method needs to consider incoming control 
actions of upstream and downstream apparatuses (coordinated or not) with the mutual 
controllers’ impact incorporated into the control optimisation. In other words, the 
proposed method needs to adjust control output not only to dynamically changing grid 
loading and generation conditions but also to an incoming sequence of control 
operations executed by autonomous regulation apparatus.  
c) Grid measurements and communication 
In order to execute the coordinated voltage control, it has been assumed that grid 
voltage regulators have communication capabilities with a latency of approx. 500ms 
which reflects a delay in power system communication networks. In addition, it has 
been anticipated that an apparatus which actively participates in the control 
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coordination process offers two-way communication and can send its local control 
status (such as a tap position or a reactive power set-point) as well as apply 
remotely ordered set-points. In contrast, any apparatus from the investigated 
feeder, which is not covered with a coordination scheme, works with a one-way 
communication and only broadcasts its control status on the algorithm’s request. In 
addition, for the purposes of this research, RMS measurements from a main 
feeder’s locations (such as voltages, currents, active power and reactive power) are 
remotely accessible with no other restriction than the mentioned communication 
latency. In particular, the developed algorithm can utilise measurements from a 
distribution substation, SVR regulators, the PV inverter or from major loads. 
d) Access to offline grid layout data 
This assumption lays the foundation for the developed method and it refers to an 
access to a priori knowledge of an investigated distribution system. The TSCC 
calculated on-line shall take advantage of off-line grid data such as line lengths and 
types, transformer parameters or location of an SVR controller and its internal 
settings. Thanks to this, the method demonstrates practical advantages of including 
planning-related data into an operation-related problem.  
e) Control latency 
Another crucial requirement that influences an algorithm’s performance is a control 
response time (latency). In fact, this latency needs to be established as a compromise 
between dynamic of voltage fluctuations, latencies of traditional voltage regulation 
devices (e.g. [146]) and a computation time needed for a coordination calculation. As 
discussed in [130], [141], a grid voltage at a medium-scale PV inverter can drop from 
0.98pu to 0.925pu within 45s when uncontrolled. Similarly, a typical delay of autonomous 
controllers is between 45s and 180s [135], [146]; therefore, the TSCC latency should 
not be greater than 45s. In addition, to operate in real time, the developed controller 
should guarantee the latency to be constant. A certain margin of error, i.e. a jitter, is 
allowed as long as it is at least one order of magnitude lower than the assumed latency. 
f) Alternative approach to a common sensitivity matrix for grid response 
estimation 
The voltage sensitivity matrix is a common approach to determine required voltage 
support and estimate an effect of a certain voltage control action [42]–[45]. The 
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matrix describes a relative change of voltage magnitudes and angles in relation to 
active and reactive power injected to the grid [150]. Therefore, this analysis helps to 
predict instant changes of grid voltages caused by grid controllers. This is a 
particularly useful feature for an optimisation process of a control coordination such 
as [42]. However, the sensitivity matrix can be cumbersome in a real-life 
implementation. Firstly, the matrix is defined only for grid “snapshots” and it cannot 
incorporate incoming control sequences of grid apparatus. Secondly, the calculation 
of a sensitivity matrix typically relies on derivative calculations from a grid simulation 
with no warranty that the matrix reflects a real sensitivity of a controlled grid. 
Therefore, the present study shall propose an alternative method to determine grid 
dynamics and to predict a regulation outcome. In particular, the existing control 
methods do no explore any calculation paths, which rely on offline and online grid 
data in order to build a grid simulation model and calculate it. 
g) Centralised vs distributed controller 
Arguably every coordination technique requires a communication channel to 
coordinate grid apparatus and it needs enhanced computation power to run a 
control algorithm. However, two trends in control coordination developments are 
visible – a centralised and distributed approach. In the centralised solution, logic of 
local grid apparatus can be overwritten by signals coming from a central control 
unit, which can serve many regulation devices at once. Thus, an additional 
computation power is needed in only one central point but the grid communication 
must have sufficient sampling and enough bandwidth to share data from all local 
points into the centralised controller. In contrast, distributed solutions assume 
accessibility to an enhanced computation power in every local controller but they 
can minimise use of a communication channel. In this research, centralised 
methods are requested to facilitate modern computation power and to ensure the 
method’s applicability to already existing grid controllers. 
h) Required computation power  
The last requirement for the algorithm design comes from a potential 
implementation perspective. To make the TSCC method applicable to modern 
distribution grids, the algorithm needs to rely on computation power available in an 
up-to-date substation computer such as [12]. Thus, the required computation power 
should not exceed capabilities of a standard multithread desktop CPU. 
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5.2.3 TSCC for Voltage Control Coordination in Modern Distribution Grids 
The MPC idea has already been demonstrated in many industrial applications 
including power system control. However, the challenges and requirements discussed 
herein led to a new TSCC algorithm for voltage control coordination in the presence of a 
dynamically changing PV generation. In addition, it is worth emphasising that the TSCC 
optimisation needs to be fast enough to find a feasible solution in real time. Otherwise, the 
applicability of the method can be questionable. In fact, existing control coordination 
approaches  mostly rely on a sensitivity matrix approach (e.g. [50], [49]) or a variation of the 
OPF calculation (e.g. [54], [151]). While the sensitivity matrix issues have been discussed in 
section 5.2.2 point F, it is worth emphasising that OPF-based methods also do not include 
time-dependent behaviour of a distribution system. Consequently, these approaches fail to 
incorporate near-future responses of autonomous controllers, which shall not be discarded 
in the investigated voltage control problem. Therefore, to address this issue and fulfil the 
requirements, the new controller has been proposed as presented in Figure 5.2. 
  
Figure 5.2 TSCC – an overview diagram for distribution voltage regulation [139] 
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The proposed TSCC method works on an event basis only when a network 
disturbance affects the 11kV grid voltage. The disturbance detection module constantly 
monitors the PV generation bus voltage and triggers the MPC controller when necessary. 
To find an optimised process trajectory, the mixed integer nonlinear programming (MINLP) 
optimisation module proposes coordinated control candidates, i.e. combination of set-
points. For the purposes of this study, the set-point is defined as a final value which a grid 
voltage regulation apparatus should achieve as quick as possible but with respect to 
internal constraints of the apparatus. To provide an example from the investigated grid, the 
SVR-A operations are limited to one tap change per two seconds due to mechanical 
properties of SVR contactors. Similarly, the PV inverter reactive power operates with the 
ramp rate 10kVar/s. Therefore, in a case of ordering SVR-A position changes by more 
than one tap, or when a requested reactive power set-point is different from a present 
value by more than the ramp limit, new set-points are achieved step by step, constrained 
by their internal regulation boundaries. It is important to highlight that the proposed method 
does not interfere with apparatus’ inner control loops but, instead, coordinated control set-
points are ordered for controlled apparatus and they overwrite locally calculated 
autonomous regulation trajectory. Finally, the TSCC also incorporates constrains of control 
actuators into the final solution. For example, the algorithm adjusts requested reactive 
power set-points from inverters to follow their apparent power limits.   
Next, every combination of set-points proposed by the optimiser is evaluated in a 
time-series simulation of the grid meta-model (see section 5.3), which results in time-
series outputs of grid voltages, currents, active and reactive power as well as recordings of 
control sequences of grid regulators. The meta-model prediction process takes advantage 
of offline grid data (a priori knowledge from grid design and operation) as well as online 
grid measurements. Next, the time-series outputs are used to calculate an objective 
function value, which is further provided as a feedback to the optimisation module. This 
process is repeated iteratively until an optimised solution is found or a control latency time 
Ct∆  is over. Finally, when optimised set-points are found, the MPC controller sends those 
values to selected grid apparatus in order to apply set-points immediately with respect to 
inner limitations of coordinated controllers. The herein proposed general idea for the 
control coordination process needs to be adjusted for specific TSCC implementations such 
as the described ones in the section 6.5 and 7.3. 
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5.3 THE GRID META-MODEL AND GRID PREDICTION PROCESS 
The essential component of every MPC-based algorithm is a model of a controlled 
process. The model allows for studied process evaluation with proposed control signals 
and it is used by an optimisation procedure to determine optimised set-points. Due to the 
fact that the distribution grid investigated in this study is a real-time model of a distribution 
grid (Chapter 3), the power network model inside the TSCC method is called the grid 
meta-model. In other words, the meta-model replicates and predicts a crucial behaviour of 
the distribution grid simulated in a real-time RTDS environment. Next, the meta-model 
needs to be computationally efficient to facilitate a number of grid evaluations, and 
consequently optimisation iterations within a single control latency. Altogether, the 
proposed meta-model addresses common weaknesses of MPC system models for grid 
voltage control. In particular, the developed grid meta-model incorporates the following: 
a) calculates time-series responses of a grid for evaluated control set-points; 
b) comprises linear and non-linear control actions of autonomous grid apparatus; 
c) considers mutual influence of coordinated and autonomous controllers; 
d) includes dynamic changes of PV generation; 
e) incorporates grid topology reconfigurations to the control coordination 
procedure. 
5.3.1 Power Flow Calculation with Grid Measurements Data 
The central part of the meta-model execution is the power flow calculation that 
estimates voltages, currents and power for a given time instant. For this purpose, the 
Newton-Raphson power flow algorithm was chosen due to its convergence capabilities even 
at non-radial distribution system configurations. In this study, the MATPOWER environment 
[152] was used to execute the AC power flow calculation. Although MATPOWER 
implementation of power flow calculation operates on three-phase symmetrical voltages and 
currents, the coordinated controller is designed for medium voltage grids where the 
condition of symmetrical voltages and currents is fulfilled. Nonetheless, the presented 
control method is also applicable to non-symmetrical systems and single-phase networks 
but a sufficient power flow solver shall be applied.  
Next, the AC power flow calculation engine [152] is based on three matrices – 
( )Buses k (5.4), ( )Generation k (5.5) and ( )Branches k  (5.6). They are predefined for each k - 
time instant separately and they follow the MATPOWER requirements [153].  
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( ) ( ) ( ) ( )1 1 1 1 1 1 1
( )
( ) ( ) ( ) ( )
Bus BusType Pd k Qd k Gs k Bs k Vbase
Buses k
Bus BusType Pd k Qd k Gs k Bs k VbaseN N N N N N N
 
 
 
 
 
  
=          (5.4) 
( ) ( ) ( ) ( ) ( ) ( ) ( )1 1 1 1 1 1 1 1
( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
Bus Pg k Qg k Pmax k Pmin k Qmax k Qmin k Vg k
Generation k
Bus Pg k Qg k Pmax k Pmin k Qmax k Qmin k Vg kN N N N N N N N
 
 
=  
 
 
       
  (5.5) 
( ) ( ) ( ) ( )1 1, 1, 1, 1, 1, 1,
( )
( ) ( ) ( ) ( ), , , , , ,
Bus Bus R k X k B k Srate Ratio k ShiftJ J J J J J J
Branches k
Bus Bus R k X k B k Srate Ratio k ShiftJ N J N J N J N J N J N J N
 
 
 
 
 
  
=           (5.6) 
where: 
1...NBus  – grid bus number; 
1...NBusType  – bus type (PQ, PV, reference or isolated); 
1...NPd , 1...NQd  – bus active power and reactive power demand, respectively; 
1...NGs , 1...NBs  – bus shunt conductance and susceptance, respectively; 
1...NVbase  – bus base voltage; 
1...NPg , 1...NQg  – active and reactive generated power, respectively; 
1...NPmax , 1...NPmin  – maximum and minimum active power generation, respectively; 
1...NQmax , 1...NQmin  – maximum and minimum reactive power generation, respectively; 
1...NVg  – generation voltage magnitude set-point;  
1...JBus , ...J NBus  – “from” and “to” bus, respectively, to determine a branch start and end;  
,, , ,,J N J N J NR X B  – branch resistance, reactance and susceptance, respectively; 
,J NSrate  – apparent power branch rating; 
,J NRatio  – ratio of “from” and “to” voltage at a transformer in a branch; 
,J NShift  – phase shift angle of a transformer in a branch. 
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To precisely determine values of the matrices (5.4) to (5.6), the algorithm needs to 
combine a priori knowledge of the power system with online grid measurements. Firstly, 
based on known grid topology [24], [132], grid buses 1...NBus  (5.4) are created together 
with all possible connections between buses – from 1...NBus  to ...J NBus  (5.6). As a result, 
frames of matrices (5.4) to (5.6) are created. 
Further, parameters of distribution power lines and cables [i.e. 1... ,1...J NR , 1... ,1...J NX
, 1... ,1...J NB , 1... ,1...J NSrate ] (5.6) are introduced based on known, offline grid design data 
(i.e. electrical parameters of applied cables and lines). In this way, the algorithm takes 
advantage of additional information which can be derived from an existing technical 
documentation and final solution incorporates gird-specific parameters such as cable 
capacitance or overhead line resistance. Similarly, power generation boundaries [i.e. 
1...NPmax , 1...NPmin , 1...NQmax , 1...NQmin ] (5.5) as well as base voltages at all buses 
[i.e. 1...NVbase , 1...NBusType ] (5.4) can be also deducted from the grid planning and 
operation reports. It is worth emphasising that the proposed method can incorporate 
dynamic changes of non-stationery values of power lines (e.g. line heating) and apparatus 
(e.g. ageing) if such data is available from online measurements or an external 
identification procedure. Similarly, changes in grid topology can be incorporated at any k-
time by reading circuit breaker statuses and altering the matrix (5.6). In particular, only 
parameters ,, , ,,J N J N J NR X B  need to be updated in a case of grid reconfiguration or a 
power line heating. 
In contrast to a priori known grid conditions, current power generations (including 
PV) [i.e. 1... ( ),NPg k 1... ( ),NQg k 1... ( )NVg k ] (5.5), loading conditions [i.e. 1... ( ),NPd k
1... ( ),NQd k 1... ( ),NGs k 1... ( )NBs k ] (5.4) and transformers tap position [i.e. ( )JNRatio k ]  
(5.6) need to be taken from online gird measurements. This is necessary to instantly 
replicate grid conditions in grid simulation.  
 
5.3.2 Time-Series Meta-Model Prediction 
Admittedly, a single power flow calculation from the previous section operates on 
static grid data while it is requested to include grid dynamics and time-variability into a grid 
prediction process. In order to produce time-series outputs of grid voltage and control 
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trajectories with incorporated PV variability, a new mechanism has been proposed.  
It evaluates the meta-model in a series of power flow calculations over the time-vector T 
(5.7). The evaluations of the grid meta-model lead to time-series simulation (Figure 5.3) 
with grid voltages, currents, powers and controllers statuses provided on the output of the 
process. 
 , 0, ,2 , ... , , ... ,S S C ST k i i nt t t t ⋅ = + = ⋅∆ ∆ ∆ ∆   (5.7) 
where: 
tp  – refers to prediction horizon;   
St∆  – is the simulation time-step;  
Ct∆  – denotes coordinated control horizon;  
S
tp
tn ∆= ∈  – denotes a number of prediction steps. 
The process (Figure 5.3) starts with a new meta-model or it can continue an earlier 
process which was split for computation efficiency purposes (see method’s implementation 
in section 6.4). In a case of a new computation, the prediction and the evaluation start with 
a present k-time being mapped to a first sample of simulation time T and iterator i is equal 
to zero. Then, in the first loop, the algorithm proceeds with the power flow steps: reading 
grid offline data; creating power flow matrices; reading online grid measurements; updating 
matrices and calculating power flow for the first time instant. Next, the algorithm initialises 
local controllers emulation (see section 5.3.3) and stores present status of real grid 
controllers into the emulated ones. The first loop is finished when the voltages, currents 
and power results are stored in the output memory. 
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Figure 5.3 Grid meta-model prediction process (enhanced from [139]) 
In the subsequent loops, the grid meta-model prediction process continues 
iteratively for 0i >  up to the prediction horizon i tp= . To achieve this, the power flow 
calculation is performed every St∆ simulation time-step with former power flow outputs 
injected as inputs for next-step matrices (5.4) to (5.6). Additionally, to accommodate 
dynamic changes of the grid, the matrices are altered by expected PV generation (5.10) 
and by calculated responses from emulated grid controllers.  
In addition, due to the fact that during the control latency Ct∆ the grid continues to 
work with previously calculated set-points, the proposed meta-model simulation needs to 
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consider a free response trajectory (i.e. all voltage controllers with their own local logic) 
during the simulation time Ci t< ∆ . This reflects the time which is consumed for control 
calculation and no control set-point is delivered. Next, for Ci t≥ ∆ , the meta-model is 
continued with TSCC-requested set-points to evaluate grid performance with coordinated 
control candidates. Alternatively, for Ci t≥ ∆ , the meta-model can be run in the free 
response mode to determine a reference control trajectory. The free response trajectory 
for Ci t≥ ∆   is executed in order to calculate a reference grid behaviour as if no control 
changes are applied in a given regulation case. Nonetheless, these autonomous and 
TSCC-coordinated set-points alter matrices (5.4) to (5.6) and power flow is executed with 
data stored in time-series output vectors.  
To summarise, the grid-meta model not only introduces time dependency into the 
solution but also takes grid dynamics into consideration without using a cumbersome 
sensitivity matrix approach. Moreover, in contrast to widely used sensitivity-based 
methods, control candidates can be evaluated even with complex, nonlinear, time-
dependent control logic of autonomous regulation apparatus. 
5.3.3 Emulation of Local Voltage Regulators 
In order to reproduce grid behaviour accurately, the meta-model simulation includes 
the emulation of local voltage regulators. For this purpose, the autonomous logic of all 
voltage regulation apparatus was analysed [24], [132], [135], [146] and reproduced in the 
meta-model based on offline as well as online grid data. In the first meta-model simulation 
loop (Figure 5.3), the local logics are initialised by reading and applying the acquired 
controller statuses and operation modes. Finally, the logics are executed for every voltage 
regulator at every time-step from 0i =  to i tp=  with an exception of coordinated control 
evaluation for Ci t≥ ∆ . In the control candidate evaluation mode, the local logic emulation is 
overwritten with TSCC requested set-points for simulation loops Ct i tp∆ < < . 
Moreover, the emulation process is crucial in predicting the grid behaviour because 
only a part of the grid is covered by the coordinated control scheme while the rest of the 
grid continues to work independently. Hence, any change in the autonomous grid 
controllers (e.g. OLTC) affects the whole feeder. Similarly, any set-point change in 
coordinated devices potentially influences future operations of other controllers. Therefore, 
statuses of autonomous controllers couldn’t have been known a priori and they had to be 
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calculated iteratively in the meta-model. Thanks to this, the developed algorithm can 
anticipate incoming autonomous regulations and coordinate them with chosen controllers.   
5.3.4 PV Generation Prediction 
In order to properly predict dynamic grid behaviour in the presence of a variable PV 
generation, the proposed TSCC method needs to forecast a short-term PV generation. 
The applied technique takes advantage of observable online conditions such as PV 
generation and ROC of solar insolation. In addition, the method makes a practical use of a 
short-term solar insolation forecast, which is out of scope of this research but can be 
addressed with existing probabilistic techniques [154], measuring methods [155] or 
commercially available devices such as [156]. 
The PV generation forecast vector is estimated by means of the equation (5.8): 
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  (5.8) 
where: 
( )PVP k  – instantaneous value of PV power;   
( )Insol k  – instantaneous value of solar insolation;   
( )InsolRoC k  – rate of change of solar insolation;   
PVtoInsolf  – a priori measured relationship between solar insolation and PV generation at 
the studied plant;   
( )SetInsol k  – an expected change in solar insolation estimated at k-time;   
min() and max() – functions to determine smallest and largest element in a given vector, 
respectively. 
In addition, the PVtoInsolf  function is implemented as an interpolated lookup table 
of beforehand measured relation between solar insolation and active power generation for 
the studied PV plant (Figure 5.4). As presented, the relation is highly linear in a range 
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150W/m2 to 990W/m2. For insolation smaller than 150W/m2, the inverter losses are 
becoming more significant whereas for an insolation reaching 990W/m2 or more, the 
generation saturates due to maximum power rating of inverters [157]. 
 
Figure 5.4 Relation between solar insolation and PV generation based on RTDS PV plant model  
However, the solar insolation prediction is a variable which is always estimated with 
an error. The considered measuring and forecasting inaccuracies cover:  
• InsolErr  – solar insolation measuring inaccuracy,  
• RoCErr  – solar insolation rate of change error, 
• InsolSetStaticErr  – static error of solar insolation forecast, 
• InsolSetDynErr  – dynamic error of solar insolation forecast. 
Then, the solar insolation forecast SetInsol at a k-time can be expressed by (5.9): 
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where:  
SetIdealInsol  – an ideal short-term insolation forecast, which is unknown in a real scenario 
and shall be assumed in a simulation.  
Finally, to comprise the remaining insolation prediction errors, the equation (5.8) is 
altered to (5.10): 
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5.3.5 Test #5.1 – Meta-Model Validation for the Studied Grid 
It is a known fact that model-based controllers can operate properly only if a model 
follows a supervised process. Therefore, it is essential to ensure that outputs from the real-
time power system correlate with the proposed meta-model prediction process. In this 
research, the real-time RTDS grid model requires different input data representation than 
the self-created meta-model executed in MATPOWER; thus, a model validation is crucial 
to assess the method’s performance. As a consequence, the validation has been executed 
in two steps – in a steady-state case and in a dynamic scenario for nine different locations 
along the feeder. The example test was performed at high loading conditions, and high PV 
generation with a dynamic PV power drop.  
The steady-state case shows the accuracy of the meta-model power flow 
calculation with offline and online data combined (Table 5.1). The voltages are compared 
and differences between the grid and the meta-model are expressed as a percentage of 
standard voltage range in Queensland distribution network – 0.95pu to 1.05pu [95]. As can 
be observed, the meta-model values are typically within ±2% error, and with the maximum 
error of ±4% at far locations in the feeder. Admittedly, the meta-model could have been 
tuned to produce a greater steady-state accuracy and the MPC controller would benefit 
from a high fidelity of the meta-model. However, it is unrealistic to expect that in a field 
implementation a model would replicate a process in real-time without any error. 
Therefore, it has been assumed that the existing errors reflect a typical modelling 
inaccuracy which needs to be handled by the controller.  
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Table 5.1 Steady state comparison between the grid (RTDS) and its meta-model (MATLAB)  
 RMS Voltage Difference [% of 
standard voltage 
range] 
Grid measuring points RTDS 
[p.u.] 
Meta-model 
[p.u.] 
 
at 33kV source  1.049 1.047 -2.0 
at substation, 33kV side  1.038 1.040  2.0 
at substation, 11kV side  1.018 1.019  1.0 
at branch A and B connection  0.996 0.994 -2.0 
at load side of SVR A  0.985 0.983 -2.0 
at load side of SVR B  0.991 0.994  3.0 
at the PCC point  0.983 0.981 -2.0 
at the 11kv main load bus  0.979 0.979 <1.0 
at the furthest load of the grid  0.982 0.978 -4.0 
 
Next, the dynamic test was executed to reproduce voltage profiles over the 
prediction time with a main focus on reproduction of autonomous controllers behaviour.  
Figure 5.5a presents grid voltages at nine grid locations during a free control response 
triggered by a dynamic change of PV generation and followed by a voltage drop. A voltage 
disturbance is detected at 25s and the meta-model is created and simulated since that 
time with all upstream and downstream emulated controllers applied (Figure 5.5b).  As can 
be observed by a shape and voltage magnitude comparison, the overall character of 
voltage behaviour is maintained in the meta-model. Thus, the TSCC controller can apply 
this meta-model for evaluations of control candidates. 
Nevertheless, due to a discrete simulation of the meta-model, and due to 
inaccuracies in power flow calculations (Table 5.1), voltage magnitudes as well as certain 
control actions are shifted in time. For example, at 50s the grid voltages already achieved 
the minimal values while the meta-model reached that minimal point at approx. 56s. In 
another instance, at 148s, the grid controllers already took control actions while the meta-
model control emulation triggered at 152s. However, the meta-model reproduction 
inaccuracies are insignificant for the studied problem because prediction horizon and 
control horizon are at least order of magnitude larger than the discussed meta-model 
validation error. In addition, this error reflects potential imprecisions of a model 
implementation in a real-life application of the developed method. 
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a) 
 
b) 
 
Figure 5.5 Comparison between the grid (RTDS) and the meta-model (MATLAB) in an example 
time-series simulation with transient cloud conditions: 
a) RTDS plot of voltage dynamic response, 
b) MATLAB plot of voltage prediction based on offline and online grid data. 
5.4 OPTIMISATION PROBLEM FORMULATION 
The proposed control method (Figure 5.2) leads to a multidimensional, non-
analytical, constrained optimisation. It is formulated as a MINLP problem with 
computationally costly objective function and a limited computation time required by a real-
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time control operation. Next, let the gridf  (5.11) be the iterative process to model grid 
behaviour by executing a sequence of power flow calculations and discrete-time 
emulations of grid controllers (as per section 5.3): 
 ,[ , ] ( , , , , )i iT T Set Tgrid sf tp t= ∆PVfX U x u u   (5.11) 
where: 
TX  – denotes matrix of grid states over time T ;  
TU  – denotes matrix of control states over time T ;  
ix  – defined as [ ]: ( ), ( ), ( )i k k k= V P Qx  represents grid state with voltages, active and 
reactive power at grid locations necessary to determine Newton-Raphson matrices for 
power flow equations (5.4) to (5.6); 
iu  – represent statuses of grid controllers determined at a k-time; 
Setu  – the decision vector of requested set-points at coordinated controllers.  
It is worth noticing that the relation between requested set-points Setu  and actual control 
states TU  is indirect. It is because grid control actuators (and their meta-model 
emulations) are subject to local execution constraints and mutual influence with other 
autonomous regulators. Similarly, requested set-points Setu  also preserve an indirect 
relation to grid voltages stored in TX  due to the fact that autonomous grid controllers and 
constantly changing grid loading and generation conditions constantly affect grid voltages.  
Finally, let ( ), ,T TJ TX U (5.12) be an objective function that models a penalty for 
grid voltage being out of an allowed operating range and calculates a cost of using 
coordinated controllers. The objective function (5.12) needs to be optimised according to 
(5.13) with constraints (5.14) and (5.15). 
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subject to: 
 ,[ , ] ( , , , , )i iT T Set Tgrid sf tp t= ∆PVfX U x u u   (5.14) 
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where: 
VΩ  – set of voltage penalty objective subfunctions; 
CΩ  – set of control cost objective subfunctions; 
,Wr s – weights related to voltage penalty and relative costs of using control apparatus; 
( ),T TJvoltage X  – time-dependent voltage trajectory-based function; 
( ),T TJcontrol U  – time-dependent control apparatus cost function; 
'Gs , ''Hs – equality and inequality optimisation constraints, respectively; 
eqN , ieqN – a total number of equality and inequality constraints, respectively. 
Remarkably, in contrast to known MPC solutions such as [43], [44], [47], the 
constraints (5.15) do not cover voltage boundaries. It is caused by the fact that 
coordinated controllers need to cooperate with autonomous ones which also have a 
significant influence on voltage magnitudes. Moreover, if voltage boundaries were included 
in constraints, the optimisation would not be able to find any feasible solution in extreme 
under- and over-voltage scenarios which are potentially out of regulation range of 
coordinated controllers. In the present shape, the TSCC with the proposed objective 
function always supports grid voltage even if a full recovery of voltage magnitude is not 
feasible. 
5.5 SUMMARY 
In this theoretical chapter, a novel TSCC voltage control coordination algorithm has 
been proposed together with an innovative approach to a grid prediction process. Firstly, 
there have been defined, described and analysed requirements, which need to be fulfilled 
in order to develop a field-applicable voltage control scheme. Secondly, grid-specific 
requirements such as the presence of autonomous upstream voltage regulators or non-
linear and non-analytical nature of a grid in non-static scenarios led to a development of a 
new method for a grid prediction process. Next, it should be noticed that the proposed 
TSCC voltage regulation algorithm can be assigned to the MPC solutions family because a 
final control decision is optimised based on evaluations of a grid meta-model calculated 
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internally in the controller. Furthermore, the new solution estimates all responses from grid 
voltage regulators and incorporates incoming regulation actions into the coordination 
consideration. Consequently, the time-series outputs include mutual influences between 
coordinated and autonomous controllers. Based on that, the MINLP optimisation problem 
has been formulated and the multi-objective procedure proposes optimised voltage 
regulation trajectory even faster than latency times of existing, traditional grid controllers. 
The method is examined in multiple cases of two different real-time control 
implementations presented in Chapter 6 and Chapter 7. 
Finally, the major findings of the chapter are as follows:  
(i) The MPC approach can be developed for a voltage control coordination affected 
by dynamic changes of renewable generation and impacted by autonomous 
regulation apparatuses; 
(ii) A combination of online grid data with offline (a priori) grid knowledge can benefit 
development of an accurate grid model, which can reproduce grid dynamics 
sufficiently enough to be used in a model-based voltage control scheme;  
(iii) The meta-model dynamic simulation can successfully replace common 
optimisation approaches, which use voltage sensitivity matrices. In addition, thanks 
to the new solution, it became possible to incorporate non-linear and non-analytical 
uncoordinated controllers into the optimisation of control coordination;  
(iv) All the findings proposed in this theoretical chapter shall be implemented and 
validated in real-time simulations. Moreover, due to a generic nature and high 
adaptability of MPC-based controllers to available resources, it is expected that 
specific implementations will differ in particular objective function formulations, 
control actuators or amount of measured grid data. 
The next chapter discusses a specific implementation of the TSCC method in the 
real-time model of the studied grid during transient cloud phenomena. The implementation 
is followed by example test cases of the method to determine benefits of the TSCC 
approach over a conventional voltage control scheme, which is commonly used in MV 
distribution grids.  
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CHAPTER 6. COORDINATED VOLTAGE CONTROL APPLIED TO 
A DISTRIBUTION FEEDER EQUIPPED WITH 
LARGE-SCALE PV GENERATION5 
6.1 INTRODUCTION 
High integration of renewable energy sources into power systems brings new 
challenges to distribution voltage control when grids are equipped with constantly 
increasing numbers of photovoltaic (PV) installations [158]. Even though distribution 
networks are equipped with autonomous controllers such as OLTC, capacitor banks or SVR 
with LDC algorithms, these uncoordinated devices execute voltage regulation based on local 
trajectories and are not ready for constantly changing bidirectional power flow patterns. 
The control coordination introduced in Chapter 5 is a promising solution to 
distribution grid voltage regulation. In fact, there are known other attempts to improve grid 
voltage profiles by means of control coordination. For instance, some approaches are 
based on rule-based algorithms and without control optimisation [36], [37]. Other methods 
aim to optimise a regulation trajectory but the optimisation operates on static power flow 
calculation [38] and should be applied only to steady state scenarios. Yet another common 
solution is to apply the MPC method with a cumbersome sensitivity matrix [43], [47] which 
cannot cover incoming regulation from time-dependent logic of grid apparatus.  
To address known issues with current methods, the novel control coordination 
method has been theoretically introduced in Chapter 5. However, performance of the 
proposed solution remains unknown at grid-specific voltage problems. Thus, this chapter 
presents the real-time application of the novel TSCC algorithm with the main contribution 
as follows: 
                                            
5 This chapter has significant materials from the following articles published by the PhD candidate: 
• J. Krata, T. K. Saha, and R. Yan, Model-Driven Real-Time Control Coordination for Distribution Grids 
with Medium-Scale Photovoltaic Generation,” IET Renew. Power Gener., vol. 11, no. 12, pp. 1603–
1612, Jul. 2017 
• J. Krata, “A Hybrid Real-Time Simulation Method for Distribution Grid Control,” in 2016 Australasian 
Universities Power Engineering Conference (AUPEC), Brisbane, 2016, pp. 1–6 
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(i) Validating the performance of the novel voltage coordination algorithm in a model 
of a real distribution network with significant fluctuations of large-scale PV 
generation; 
(ii) Implementing the TSCC algorithm in real-time with a computation power 
accessible on modern substation computers and with a control latency lower than 
traditional voltage controllers; 
(iii) Analysing the method sensitivity for variable inaccuracy of a PV generation 
forecast. 
6.2 COORDINATED CONTROL FORMULATION 
The control coordination has been implemented to the real-time model of the power 
distribution system located in South-East Queensland, Australia. The 33/11kV grid is 
equipped with large-scale PV generation of 3.15MWp and has been discussed in section 
3.1. Due to the fact that it is a semi-rural feeder, it has a significant length of more than 
30km and provides electrically weak connection to the grid [53]. This causes the feeder to 
be prone to voltage fluctuations induced by varying PV generation. 
For such systems, the generic grid meta-model formulation (5.11) has been used to 
create a grid-specific model, which at any k-time can be defined in accordance to (6.1). 
This grid-specific model is calculated over the prediction horizon tp = 300s and with the 
sampling time st∆ = 1s. The prediction horizon has been adjusted with consideration of 
existing control scheme latency, which regulates the grid voltage in approx. 300s [143]. 
Therefore, the prediction horizon not only covers the coordinated control but also 
incorporates all responses from remaining autonomous voltage control apparatus. 
 ,[ , ] ( , , , )i i Set Tgridf T=′ ′ ′ ′ ′ ′ PVfX U x u u   (6.1) 
where: 
′X  – denotes a matrix of grid states; 
′U  – denotes a matrix of control states; 
i′x  – represents grid voltage, active and reactive power states necessary to determine 
Newton-Raphson power flow matrices (5.4) to (5.6); 
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i′u  – represents statuses of grid controllers; 
Set′u  – evaluated decision vector, i.e. coordinated control set-points; 
TPVf  – PV forecast over the prediction horizon; 
T – meta-model simulation time over the prediction tp  with sampling st∆ . 
Next, the main control task at the studied grid is to keep the grid voltage at the 11kV 
main load bus location within prescribed limits until a new steady state is reached. To 
execute the coordinated regulation, the controller is allowed to take control over a set of 
voltage regulators (Table 6.1) and leave the remaining autonomous controllers. In the 
studied grid, the PV reactive power and the load bus capacitor bank operates on the same 
11kV bus as the PV active power generation while the SVR-A controls the voltage of a 
distribution branch which supplies the controlled 11kV bus.  
Table 6.1 Grid apparatus chosen for control coordination  
Variable Name  Description Variable type Regulation range 
 
QPVSet  PV inverter reactive power 
set-point 
Continuous -1.75 to +1.75 MVar 
QCapBankSet  Load bus capacitor bank 
set-point  
Discrete 0 to 1.1 MVar 
SetSvrA  
Step Voltage Regulator 
SVR-A set-point 
Discrete 1 to 33 tap 
Furthermore, the locations of all grid controllers and the chosen actuators for the 
coordination algorithm have been presented in Figure 6.1. As can be observed, the 
chosen controllers for coordination are distributed in electrically close locations to the 
source of voltage fluctuations, i.e. the PV generation system. Autonomous grid controllers 
are located further in the grid and to include their influence it has been assumed that they 
are capable of providing one-way signals to notify the TSCC about their statuses. In 
addition, in the studied example the circuit breakers are not used because their operations 
are related to grid protection, not voltage control.  
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Figure 6.1 Graphical representation of grid monitored points and chosen control actuators with 
assumed 2-way communication  
Like every controller which uses an iterative optimisation procedure, the proposed 
one also provides a delayed response. However, as requested in section 5.2.2 point E, a 
single coordinated control calculation should not use more than 45s. Nonetheless, it is 
important to develop the method, which introduces a significantly faster regulation than the 
presently existing scheme. Thus, the algorithm latency time is established to be Ct∆  = 30s 
that fulfils the given criteria and guarantees a computation time for an optimisation 
procedure.  
6.3 OPTIMISATION PROBLEM FORMULATION  
To optimise voltage regulation in the studied grid,  the optimisation method operates 
on the decision vector (6.2), which evaluates set-points of coordinated control devices in 
the area of coordination (Table 6.1). Next, the objective function can be defined at any k-
time as per equation (6.3) and it operates on time-series outputs from the meta-model 
calculation (6.1). The multi-objective definition of (6.3) reflects voltage magnitude 
behaviour as well as grid-specific control apparatus. Finally, the objective function is 
optimised according to (6.4) with constraints (6.5) to (6.8). 
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 [ , ],Set PVSet CapBankSetQ Q SvrASet′ =u   (6.2) 
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J ′ ′ ′
′
X U
u   (6.4) 
subject to: 
 [ , ] ( , , , , )i i Set Tgridf T=′ ′ ′ ′ ′ ′ PVfX U x u u   (6.5) 
 1 Tap MaxSvrA SvrA≤ ≤   (6.6) 
 1Min PVPF PF≤ ≤   (6.7) 
 CapBank CapBankStepsQ Q∈   (6.8) 
where: 
1W … 5W  – objective function weights; 
JVoltDyn′ , JVoltSteady′  – voltage-oriented objective sub-functions; 
JQPV′ , JCapBank′ , JSvrA′  – controllers-oriented objective sub-functions; 
gridf ′  – time-series grid meta-model; 
TapSvrA – the tap position of SVR-A regulator, SvrA ′∈U ; 
MaxSvrA – the maximum setting for SVR-A regulator; 
PFPV – the PV inverter power factor, PFPV ′∈U ; 
MinPF – the allowed minimum power factor, equal to 0.9 [24]; 
CapBankQ  – reactive power from the capacitor bank at the main load bus, CapBankQ ′∈X ; 
CapBankStepsQ  –  the set of possible capacitor bank states; in the studied grid it is 
defined as per equation (6.9). 
 { }0,0.55,1.1 [ ]MVArCapBankStepsQ =   (6.9) 
The objective function (6.3) consists of five components, which are weighted 51W W   
to reflect a voltage regulation trajectory as well as a relative cost of using grid-specific 
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control apparatus. Admittedly, constraints (6.6) to (6.8) describe regulation limits of 
coordinated devices but the optimiser is not constrained by voltage magnitudes. It is 
because autonomous grid controllers located upstream from the area of coordination also 
have a potentially significant impact on downstream voltage in the area of coordination. 
Thus, voltage magnitude constraints might have led to an unsolvable optimisation problem. 
Furthermore, the objective function (6.3) is divided into voltage-related and 
apparatus-related components. In particular, the component JVoltDyn′  (6.10) is sensitive 
to dynamic voltage fluctuations while JVoltSteady′  (6.11) considers steady-state voltage,  
which is assumed to be achieved for the last ten samples of the meta-model prediction. 
Even though (6.10) and (6.11) work on different time spans, both components penalise 
voltages trajectories that cross predefined voltage boundaries. For easier understanding, 
the graphical representation of the voltage penalty curve is presented in Figure 6.2. 
 1 max 0, ( )
k tp
J V i V VInVoltDyn Ref RefMarginn i k
  
      
+
′ = ⋅ − −∑
=
  (6.10) 
 1 max 0, ( )
10St
k tp
J V i V VInVoltSteady Ref RefMarginn i k tp
  
      ⋅∆
+
′ = ⋅ − −∑
= + −
  (6.11) 
where: 
n – number of prediction steps equal to 
S
tp
t∆
∈ ; 
InV – the voltage RMS value at an investigated bus, InV ′∈X ; 
RefV – the reference voltage value, assumed 0.98pu [24]; 
RefMarginV – allowed deviation from the reference voltage, assumed 0.02pu in (6.10) and 
0.005pu in (6.11). 
 
Figure 6.2 Graphical representation of the penalty mechanism for the objective value voltage 
component 
Vin(i)
Penalty 
value
VRef
VRefMargin
(0,0)
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The remaining components of (6.3) incorporate the cost of using coordinated 
control devices into the objective function. Namely, the QPVJ ′  (6.12) considers reactive 
power support from the PV inverter as an absolute value of this power; the CapBankJ ′
(6.13) includes a cost of operating the capacitor bank with counting number of switching 
operations as well as making sure that the main load bus power factor remains correct; 
and the JSvrA′ (6.14) takes the SVR-A regulator into account as a number of tap changing 
operations raise to a power greater than one in order to prohibit excessive use of this 
apparatus.  
 ( )1 ( )k tpJ Q iPVQPV n i k
+
′ = ⋅ ∑
=
  (6.12) 
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where: 
PVQ  – the reactive power from the PV inverter, PVQ ′∈X ; 
N  – the normalization factor; 
LoadBusPF – the main load power factor, LoadBusPF ′∈U . 
In summary, the objective function is expressed in a way that it promotes a quick 
voltage recovery to predefined voltage boundaries with consideration of a temporal, 
dynamic voltage behaviour as well as steady-state voltage magnitudes. Moreover, the 
function penalises an excessive use of any control apparatus and incorporates specific 
operational features of each coordinated controller type. 
6.3.1 Optimisation Solution Method 
Due to the non-linear character of power grids, and therefore its meta-model, the 
aforementioned optimisation problem does not fulfil the criteria of convexity [159] – i.e. it 
cannot be guaranteed that the function (6.3) has a positively defined Hessian in its entire 
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domain. However, instead of introducing a linearisation technique such as, e.g. Jacobian 
Linearization [116], [160], in this research a non-convex problem is optimised by means of 
the MINLP method. This approach is justified by the fact that the control coordination 
method should be easily applicable to any distribution grid while determination of a linear 
region can be unfeasible or at least impractical in a field implementation. Moreover, any 
linearisation shall be repeated after every grid topology changes or autonomous control 
updates. In the studied solution, the objective function is successfully applied to a non-
stationery and non-linear grid described by a non-analytical, time-series meta-model, 
which is capable of emulating dynamic behaviour of the grid.  
Another difficulty comes from the variable relaxation issue. A common approach 
[161] for MINLP solvers is to assume relaxation of integer variables. However, in the 
studied problem this assumption is not acceptable because these variables are related to 
physical limitations of grid controllers. For example, there is no physical meaning for a 
non-discrete SVR-A tap position (i.e. ∉ ). Thus, relaxed non-integer variables cannot be 
evaluated by the meta-model. In order to solve the non-convex problem and to address 
the relaxation issue, the KNITRO solver [162] was chosen. It has a unique feature of 
providing a non-convex MINLP solver without variables relaxation and it is capable of 
handling non-analytical and non-linear implementation of the grid meta-model used in the 
objective function (6.3). 
6.4 CONTROL CALCULATION PROCESS 
The calculation process of the TSCC combines calculation of the time-series meta-
model with the objective function and with the optimisation module in order to produce 
optimised control set-points. The idea of the process has been introduced and discussed 
in section 5.2.3 (see Figure 5.2). However, the particular TSCC implementation requires a 
specific explanation of how the requested coordinated regulation was achieved within 
assumed control latency.  
The control calculation procedure (Figure 6.3) is divided into four major steps from 
reading a disturbance indicator to uploading new set-points to the system. Firstly, in the 
Step #1, the algorithm starts with a voltage disturbance detection by checking voltage 
RMS value at the controlled bus to be for 3s continuously out of 0.965pu to 0.995pu range. 
The assumed range makes the method insensitive for typical voltage adjustments caused 
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by typical variations of loadings. Once the disturbance is found, the controller collects 
online grid measurements and runs the PV forecast procedure (5.10). Then, the PV 
forecast data is stored for the next steps of the algorithm execution.  
 
Figure 6.3 Calculation algorithm of coordinated voltage control [139] 
Secondly, in the Step #2, the grid meta-model is created and the simulation time is 
split for two ranges – from a present time instant k to the latency Ct∆ , and from Ct∆ to the 
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end of the prediction time k tp+ . This differentiation refers to a delay of the coordinated 
control which cannot react before the Ct∆  time. In this time, the meta-model is run in a free 
response mode (i.e. with unchanged, already existing control settings). As a result, the 
power flow outputs at Ct∆  and emulated control statuses are predicted and shifted to a 
memory. This stored data is used as a starting point for the meta-model calculation in the 
optimisation process at the next step. 
Next, the Step #3 is responsible for finding the free response trajectory as well as 
optimised control trajectories for the horizon starting from ck t+∆  to k tp+ . Specifically, the 
free response trajectory can be considered as a continuation of the meta-model simulation 
from the Step #2 with the starting point _0Xstart , which is equal to predicted grid status at 
ct∆ . This evaluation is calculated in a single CPU thread and it provides an insight to the 
grid behaviour if no coordinated control is applied and it serves as a reference for the 
proposed coordinated trajectories. In contrast, the optimised trajectories are computed in 
an eight-thread parallel optimisation process. The optimisation engine [163] is invoked on 
as many workers as the number of CPU in the used platform. Specifically, first four 
workers run with the time-step St∆ = 2s for accurate results, while another four with St∆ = 5s 
to evaluate more control candidates. Nonetheless, optimisation outputs from St∆ = 5s need 
to be re-simulated for St∆ = 2s in order to compare optimisation results. Moreover, the 
parallel optimisation starts with different initial conditions at each worker 
_1 _8Xstart Xstart  to increase chances of finding a globally optimised solution. However, 
only four initial conditions are chosen randomly while another four take advantage of online 
measurements and free response trajectory calculations (6.15). Finally, the step #3 is 
finished with computed optimised control candidates _1 _8Xcand Xcand as well as the 
objective function values _ 1 _ 8Obj val Obj val  and the free response objective function 
value _ 0Obj val . 
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where: 
GetRandom  – is a function to get a random vector from given ranges of vector elements; 
PVmaxQ   – is a maximum PV inverter reactive power, which follows the minimal allowed 
power factor MinPF ;  
FreeRunControlStatus  – denotes free-run predicted set-points of coordinated controllers; 
MeasuredControlStatus   – denotes measured set-points of coordinated controllers. 
Lastly, the control process is accomplished in the Step #4. During this step, the 
coordinated set-points _X opt  with the lowest value of the objective function  _ _Obj val opt  
are determined. Then, the _ _Obj val opt is compared to the _ 0Obj val  to ensure that the 
final control candidate _X opt offers lower objective function values than the existing 
uncoordinated scheme. It is an important examination because the new controller should 
not worsen the control quality, i.e. a final voltage trajectory, and regulation efforts. If the 
proposed solution is better than the free response trajectory, the _X opt  set-points are sent 
to the grid. Otherwise, the proposed method is considered to be unable to deliver better 
results than existing local controllers and no coordinated set-points are delivered. 
In summary, the proposed computation process incorporates the parallel 
optimisation process with the computationally costly meta-model time-series simulations 
and compares obtained results with an existing control trajectory to confirm that the 
coordination process improves voltage regulation according to the regulation criteria 
provided in the objective function.  
6.5 COORDINATED CONTROL – ALGORITHM IMPLEMENTATION  
The developed method is designed to work in real-time with computation power 
available in modern substation automation computers e.g. [12]. Thus, the algorithm was 
implemented on a standard PC with 3.4GHz, eight-thread, Intel Core i7 4th generation CPU 
and 16GB RAM. Furthermore, the test environment for the developed algorithm is based on 
the real-time RTDS-MATLAB co-simulation platform described in Chapter 4. Even though 
the co-simulation platform offers a communication latency as low as 25ms, the additional 
500ms of delay was introduced to reflect communication performance over a real power 
network. Nonetheless, the TSCC requirements for the communication bandwidth are very 
low – all measurements from the grid were sent to the coordinated controller in just 300 
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bytes and only 15 bytes were used to upload new control set-points to the grid. This means 
that the proposed method can be implemented in real life without concerns about extensive 
communication requirements.  
In addition, it is important to describe the time relation between the grid (RTDS) and 
the controller operations (MATLAB). As presented in Figure 6.4, the optimisation 
procedure operates with rigorous timing in order to maintain the control latency. It can be 
summarised that within 30 seconds from the disturbance detection in real-time, the 
controller replicates the grid and evaluates a number of control candidates over tp =300s. 
On average, the number of evaluations per control latency Ct∆ is at least 500 and the 
controller is capable of finishing those evaluations no later than 29s after the disturbance 
detection. The 30th second is dedicated to take the final control decision and uploading 
new set-points to the grid. Admittedly, small delays related to a non-real-time operating 
system or communication lag are present but are considered to be negligible in 
comparison to the assumed 
Ct∆ . 
 
Figure 6.4 Time relation between model driven controller and the power grid [139] 
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method’s applicability to the assumed computation power and the control problem 
complexity.  
As explained in Figure 6.4, the investigated MPC optimiser evaluates hundreds of 
grid scenarios. Furthermore, every evaluation consists of 54 or 135 power flow 
calculations for St∆  equal to 2s or 5s, respectively. Thus, duration of this repetitive power 
flow calculation becomes crucial for the overall algorithm’s performance when applied to 
the real-time control. In the studied case, the Newton-Raphson [152] routine had to be 
analysed and improved in order to enhance computation efficiency of the algorithm. The 
default MATPOWER implementation of the power flow converges for the developed meta-
model in 18.6ms. Unfortunately, this is not fast enough to perform a required number of 
operations over the latency time and the computation time had to improve. A great 
increase in computation was achievable thanks to: 
a) MATPOWER code optimisation and removal of all unnecessary libraries, which 
were read by default but unused by the runpf() routine – the power flow calculation 
engine; 
b) Executing the power flow procedure from a virtual hard drive (Figure 6.5) created in 
the RAM memory with the method [164]. 
As presented in Table 6.2, which summarises power flow execution time of a 
random 100 grid cases, the code optimisation allowed a drop in computation time from 
18.6ms to 10.9ms per power flow. Next, moving computation data to the virtual drive 
speeded up calculations to 2.1ms per power flow case. As a consequence, the achieved 
nine times decrease in computation time allowed for evaluation of approx. 100 grid 
scenarios on a single CPU core with assumed prediction horizon, sampling time and 
control latency. 
Table 6.2 Power flow computation time for the studied grid  
Power flow mode Powerflow calculation time  
 min [ms] max [ms] median [ms] 
 
Default Newton-Raphson routine 16.7 23.1 18.6 
Improved Newton-Raphson routine 10.4 14.2 10.9 
Improved Newton-Raphson on RamDisk 1.9 2.6 2.1 
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Figure 6.5 Control function encapsulation in MATLAB 
Next, to provide further performance enhancements, the MINLP optimisation engine 
with the meta-model calculation was parallelised on many CPU cores with MINLP workers 
(Figure 6.5). The parallelisation was achieved in MATLAB with parfor and switch-case 
procedures (6.16). Moreover, since the chosen MINLP optimiser (i.e. KNITRO [162]) can 
accept only one input vector for the objective function, the function anonymisation had to 
be implemented (6.17). 
%% Creating and opening parallel workers 
if isempty(gcp('nocreate')) %don’t start new if the old one exist 
myCluster = parcluster('local'); %local machine  
myCluster.NumWorkers = 8; %number of CPU cores 
myCluster.JobStorageLocation = ... 
strcat(folder_path,'\Matlab_workers'); % 
poolobj=parpool(myCluster,8); 
poolobj.IdleTimeout=180; % 0 minutes 
end 
 
%% Invoking the parallel optimization 
parfor CPU_core_no=1:8 
     switch CPU_core_no  
        case 1 
        % Objective function anonymization routine (6.17) 
        % Optimizer routine (6.18) 
        ... 
        case 8 
     end 
end 
(6.16) 
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%% Objective function and the anonymization 
% Xin – control set-points for evaluation 
% func – a user library with supplement functions 
% OfflineData – offline grid data 
% OnlineData – real time measured grid data 
% Powerflow_deltaTc – predicted power flow at k+Δtc 
% EmulationStatus_deltaTc – emulated controllers at k+Δtc 
% deltaTs – determination between Δts 2s and 5s 
 
ObjFcnAnonymous = @(Xin)ObjFcn(Xin, func, OfflineData, ... 
OnlineData,  Powerflow_deltaTc, EmulationStatus_deltaTc, ... 
'deltaTs'); 
(6.17) 
In addition, the KNITRO optimisation engine was called (6.18) with anonymised 
objective function (6.17) for every CPU worker independently (6.16). It is worth noticing 
that in order to prevent exceeding the latency time, the routine (6.18) offers determination 
of maximum CPU time in the ‘misqpoptions.opt’ optimisation settings. Thus, each worker 
finishes calculations when optimised set-points are found or the latency time is over; it’s 
irrelevant whether a found solution is feasible or is better than the existing one. Therefore, 
it is essential to incorporate a validation system to the control optimisation in order to 
ensure that proposed coordinated set-points offer an improvement in control trajectory. In 
the proposed solution, the free run evaluation serves this purpose (Step#3 in Figure 6.3). 
Finally, the aforementioned optimisation settings also allow for defining non-
relaxable variables (the ‘xType’ solver parameter). It is important because binary- and 
integer-type controllers have no physical meaning for relaxed variables; thus, they can be 
determined for non-relaxed conditions only. This crucial setting of non-relaxable variables 
permits to directly integrate binary and integer controllers into the optimisation process.  
%% Optimization engine invoking 
% ObjFcnAnonymous – anonymized objective function 
% Xstart – control set-points for starting optimization 
% A,b,Aeq,beq,lb,ub,nonlcon – optimization constraints 
% xType – variables types, integers/floating numbers 
% objFnType – function type – uncertain/convex/unconvex 
% optionsKNITRO – optimizer options 
% misqpoptions.opt – optimizer settings 
 
optionsKNITRO = optimset( 'GradObj','off','GradConstr','off', ... 
'MaxFunEvals',1000,'MaxIter',2000,'TolFun',1e-2,'TolX', 1e-6); 
%% Optimizer calling 
[Xcand, Obj_val] = knitromatlab_mip(ObjFcnAnonymous, ... 
Xstart,A,b,Aeq,beq,lb,ub,nonlcon,xType,objFnType, ... 
optionsKNITRO, 'misqpoptions.opt'); 
(6.18) 
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6.5.2 Algorithm Scalability 
Discussing the method implementation, it is essential to analyse the method’s 
scalability and performance when applied to larger systems. As described further in 
section 6.6.1, an example control scenario required 768 control candidates to evaluate 
what led to approx. 115000 power flow calculations. In fact, power flow computation time is 
highly dependent on a power system size (i.e. number of voltage nodes utilised to model a 
system). To estimate this time for systems of different sizes, the Newton-Raphson 
procedure was run on MATPOWER-inbuild benchmark models with use of the improved 
runpf() routine (Table 6.2). As shown in Table 6.3 an increase in computation time is 
insignificant for system size up to 118 nodes. In contrast, a 300-nodes system was 
calculated in 9.52ms which is approx. 4.5 times longer than the same calculation for the 
studied grid. Therefore, the TSCC performance might be constrained in large systems by 
the required optimisation time. 
Table 6.3 Power Flow computation time in MATPOWER [139] 
Number of nodes in a power 
system model 14 30 57 118 300 
 
Average power flow computation 
time [ms] 1.7 2.0 2.49 3.45 9.52 
Matrix inversion time [% of total 
power flow computation time] 6.7% 16.8% 23.2% 31.6% 55.1% 
Next, the computation procedure was analysed and it was found the main 
computation, which contributes to the significant increase in the power flow time, is the 
matrix inversion process (Table 6.3). Admittedly, this mathematical operation can take 
even more than 50% of overall power flow computation time for large distribution grid 
models. Fortunately, this performance issue can be solved by introducing Graphics 
Processing Units (GPU), which are designed to operate on large matrices. Recent studies 
[165]–[167] indicate that the GPU with CUDA technology brings significantly shorter power 
flow computation time for systems modelled by at least 118 nodes, which fits the 
discussed problem. 
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6.6 TSCC TEST RESULTS AND DISCUSSION 
The developed method is presented in two example scenarios triggered by passing 
clouds – one with decreasing and one with increasing PV irradiance. To validate the 
performance of the proposed algorithm, both scenarios were executed twice: 
a) the reference run with all existing local controllers working autonomously; 
b) the second run with the coordinated control applied to chosen regulators.  
Results were analysed considering existing local Queensland regulations that allow 
distribution system voltage to fluctuate in the range from 0.95pu to 1.05pu [95]. 
6.6.1 Test #6.1 – Sudden Drop of Solar Insolation 
The first test is based on the initial load flow from Table 6.4 and refers to a scenario 
of fast moving clouds which covered PV panels and limited generation by 80% in 54s 
(according to assumed cloud speed [168] and size of the studied PV installation). 
Generally, due to high loading conditions and the large drop of PV generation, this can be 
considered as one of the most demanding scenarios for voltage control in distribution grids 
equipped with large or medium-scale PV generation. 
Table 6.4 Initial loading conditions for example coordinated control case #6.1 [139] 
 PV generation 11kV Load Bus Load at SVR-A 
 P [MW] Q[MVar] P [MW] Q[MVar] P[MW] Q[MVar] 
 
Load Flow values 3.15 0.00 2.95 1.65 -0.13 1.21 
 Load at SVR-B Feeders 1 to 5 Total Load 
 P [MW] Q[MVar] P [MW] Q[MVar] P[MW] Q[MVar] 
 
Load Flow values 1.66 0.08 12.85 5.59 17.00 4.03 
The direct comparison of voltage response at main load bus in cases with and 
without algorithm (Figure 6.6a, b) clearly shows the advantage of the new controller. Even 
though the coordinated scheme allowed voltage to drop below 0.95pu, the coordinated 
minimum as 0.941pu versus 0.918pu in the reference case. Moreover, the voltage 
supported by the proposed algorithm quickly recovered from the undervoltage situation 
while the reference control trajectory kept the voltage below the allowed boundary for an 
extended time. 
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a) 
 
b) 
 
Figure 6.6 RTDS plots of voltage magnitudes during sudden drop of solar insolation: 
a) at main load without coordinated control, b) at main load with coordinated control [139] 
Furthermore, voltage response verification at remaining buses ensures that the 
proposed control coordination did not negatively affect grid voltages. As can be concluded 
from Figure 6.7a and b the new method improved voltage profile in both branches of the 
investigated feeder and had negligible influence on the substation voltage and 33kV feed 
in voltage. Thus, the expected regulation behaviour was achieved with no negative impact 
on the rest of the grid. Moreover, the quantitative assessment (Table 6.5) confirms 
qualitative observation from Figure 6.6 and proves great improvements in the regulation 
process. Apart from the already discussed reduction in voltage drop, the new control 
allowed recovery of voltage in just 10s after it dropped below 0.95pu. It was 163s faster 
than the traditional solution. Similarly, the overall regulation time decreased by 84s which 
allowed the grid to be ready faster for a new incoming disturbance. Remarkably, it should 
be noticed that even though the proposed algorithm managed to improve voltage 
trajectory, it still allowed grid voltage to drop beyond allowed boundaries. Like voltage 
magnitude, the regulation time also can be a subject for further improvements because 
during this regulation time the grid is not ready for a next, unexpected disturbance. 
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a) 
 
b) 
 
Figure 6.7 RTDS plots of voltage magnitudes during sudden drop of solar insolation: 
a) grid voltages along the feeder without coordinated control, b) grid voltages along the feeder with 
coordinated control applied [139] 
Table 6.5 Regulation quality during drop of solar irradiance – case #6.1 [139]  
Control type V load bus at start [pu] 
V load bus 
at stop [pu] 
V load bus 
min [pu] 
V load bus 
<0.95 pu [s] 
Total 
regulation  
time [s] 
Objective 
function 
value 
 
Existing local control 0.978 0.977 0.918 173 259 63.98 
New coordinated 
control  
0.978 0.977 0.941 10 175 4.85 
 
Difference 0.000 0.000 0.023 163 84 ×13.19 
Nonetheless, the proposed coordination algorithm managed to decrease the 
objective function value by 13.19 times. To achieve this improvement, the optimisation 
workers evaluated 768 meta-grid time-series simulations to choose the optimised control 
trajectory. In the coordinated case, the proposed controller applied the SVR-A and the 
capacitor bank operations to quickly recover from voltage drop (Figure 6.8).  
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Figure 6.8 RTDS plots of control state during sudden drop of solar insolation with and without 
coordinated control: a) Substation OLTC position, b) SVR-A and SVR-B positions, 
c) PV inverter reactive power support, d) Substation capacitor bank status [139] 
This action was different from the one taken by local controllers alone which waited 
159s for a first move. Moreover, the new algorithm properly identified unavoidable 
upstream autonomous OLTC operation and left the final voltage adjustment to be 
executed by OLTCs at 175s. Thus, the optimised sequence of operations introduced a 
coordination not only between coordinated apparatus but also between autonomous 
upstream devices and the coordinated ones. 
6.6.2 Test #6.2 – Disappearing Clouds Condition  
In contrast to the Example #6.1, the second test is related to the scenario of 
disappearing clouds, which causes the instantaneous PV power to grow over the test. 
Thus, the initial PV generation is low (Table 6.6) and increases from 0.54MW to 2.16MW 
in 50s. In addition, the real-grid PV inverter is equipped with an active power ramp limiter 
for increasing solar irradiance. To emulate this feature, the ROC of the PV generation in 
the presented example was 33% lower than in the example #6.1. 
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Table 6.6 Initial loading conditions for example coordinated control case #5.2 [139] 
 PV generation 11kV Load Bus Load at SVR-A 
P [MW] Q[MVar] P [MW] Q[MVar] P[MW] Q[MVar] 
 
Load Flow values 0.54 0.00 2.95 1.5 2.48 1.08 
 Load at SVR-B Feeders 1 to 5 Total Load 
 P [MW] Q[MVar] P [MW] Q[MVar] P[MW] Q[MVar] 
 
Load Flow values 1.69 0.11 12.85 4.40 20.02 9.76 
As a result of implementing the coordinated control, the voltage trajectory was 
significantly improved in comparison to the reference case with all autonomous controllers 
(Figure 6.9a and b). In particular, while the existing local controllers allowed overvoltage to 
occur at the load bus (max voltage equal to 1.058pu), the coordinated controller kept load 
bus voltage as low as 1.007pu. More importantly, autonomous controllers alone caused 
significant voltage fluctuations and long regulation time whereas the proposed algorithm 
ensured a smooth and quick regulation process. 
a) 
 
b) 
 
Figure 6.9 RTDS plots of voltage magnitudes in the scenario of disappearing cloud conditions:  
a) at main load without coordinated control, 
b) at main load with coordinated control [139] 
Additionally, to ensure that the new controller had no negative impact on the 
remaining parts of the grid, the voltage magnitudes from buses across the grid are 
provided (Figure 6.10a and b). As presented, the proposed method stabilised voltage 
response in both branches of the investigated grid and protected the whole feeder from 
voltage fluctuations even after rapid rise of the large-scale PV generation.  
V Load Bus with existing local control
V [pu]
Allowed 
high limit – 
1.05 pu
Voltage 
fluctuates and 
goes beyond 
limits 
0 58 116 175 233 291 350
time [s]
1.06
1.04
1.02
1.00
0.98
0.96
V Load Bus with the coordinated control
V [pu]
Quick and 
smooth voltage 
regulation
0 58 116 175 233 291 350
time [s]
1.01
1.00
0.98
0.97
0.99
CHAPTER 6 
 
 126 
a) 
 
b) 
 
Figure 6.10 RTDS plots of voltage magnitudes in the scenario of disappearing cloud conditions:  
a) grid voltages along the feeder without coordinated control, 
b) grid voltages along the feeder with coordinated control applied [139] 
Test results gathered in Table 6.7 confirm observations of advances in voltage 
regulation. Namely, the coordinated controller shortened overvoltage time from 64.6s to 0s. 
Similarly, the overall regulation time decreased by 267s and the grid became quickly ready to 
handle another potential disturbance. Furthermore, in this example, the MINLP optimisation 
evaluated 563 meta-model time-series simulations and found the control trajectory, which 
reduced the objective function value by 19.24 times. 
Table 6.7 Regulation quality during disappearing clouds scenario – case #5.2 [139] 
Control type V load bus at start [pu] 
V load bus 
at stop [pu] 
V load bus 
min [pu] 
V load bus 
<0.95 pu [s] 
Total 
regulation  
time [s] 
Objective 
function 
value 
 
Existing local control 0.983 0.985 1.058 64.6 320 64.84 
New coordinated 
control  
0.983 0.979 1.007 0.0 53 3.37 
 
Difference 0.000 0.006 0.051 64.6 267 ×19.24 
Finally, in order to describe how the coordinated control method achieved final 
trajectory, control states are presented in Figure 6.11. In fact, the reference case without 
coordination can be considered as a voltage hunting condition due to potentially 
unnecessary operation on the substation capacitors (Figure 6.11d in 125s) followed by 
changing OLTC tap positions (Figure 6.11a in 245s]) In contrast, the developed controller 
decided to adjust the PV inverter reactive power (Figure 6.11c in 48s) and SVR-A tap 
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positions (Figure 6.11b in 48s). Those regulations resulted in a lack of excessive operation 
from the substation capacitor bank. Consequently, OLTC adjustments become unnecessary 
as well. As a result, the proposed algorithm was able to coordinate controlled devices with 
expected upstream autonomous voltage regulation schemes. 
 
Figure 6.11 RTDS plots of control state in disappearing cloud conditions with and without 
coordinated control: a) Substation OLTC position, b) SVR-A and SVR-B positions, 
c) PV inverter reactive power support, d) Substation capacitor bank status [139] 
6.6.3 Test #6.3 – Influence of PV Forecast Uncertainty on the TSCC method 
Admittedly, the solar irradiance prediction is the main variable which cannot be 
measured, designed or assessed directly from historical data and every estimation will 
provide forecast inaccuracy. Thus, it is worth considering the results obtained in sections 
6.6.1and 6.6.2 in relation to solar irradiance prediction error. To assess this, the cases 
#6.1 and #6.2 were altered by the following errors: 
• InsolErr in the range ±2% of the insolation set-point, 
• RoCErr in the range ±10% of the present rate of change of insolation, 
• InsolSetStaticErr  in the range ±10% of final irradiance forecast. 
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Next, both test cases were evaluated 245 times each with combinations of the 
introduced errors. This produced 490 real-time simulations of 350s in duration. To clarify, 
during those 490 tests, the coordinated control (and therefore the build-in grid meta model) 
was receiving erroneous PV predictions while the real-time grid simulation continued to 
work with predefined solar insolation profiles. Thereafter, the distribution of objective 
function values was aggregated with coordinated control applied (Table 6.8). 
Table 6.8 Distribution of objective function values with inaccurate PV predictions [139] 
 
Case no.  
Objective function 
value with no PV 
prediction error 
Number of evaluations with objective 
function value: 
Objective function 
value with no 
coordinated control 
<5 5 to 10 10 to 15 15 to 20 >20  
 
Case #6.1 4.85 161 74 10 0 0 63.98 
Case #6.2 3.37 144 60 34 7 0 64.84 
As presented, in the case of the PV generation drop, 95% of objective function 
values were still lower than 10.00 (versus 4.85 with no PV prediction error). Moreover, the 
objective function value was never higher than 15.00 (versus 63.98 with no coordinated 
control applied). In fact, in the case when PV generation increases, the forecast error 
becomes more influential to the control algorithm. Nonetheless, 83% of evaluations had 
the objective function value lower than 10.00 (versus 3.37 without prediction inaccuracy). 
In addition, even with the highest cumulative error of the PV forecast, the algorithm helped 
to lower the objective function value to less than 20.00 (versus 64.84 with autonomous 
controllers alone). In total, in 62% of overall cases with erroneous forecasts, a difference 
between a reference objective function value and achieved ones was lower than 2.00. 
Moreover, in the following 27% of cases, a gap to the reference objective value was lower 
than 7.00. 
To summarise, the PV prediction error results indicate that inaccurate PV forecast 
has an impact on the quality of the voltage coordination control. However, as long as the 
prediction uncertainty remains within the studied range of errors, the impact is negligible in 
normal operating conditions and the coordinated controller always managed to improve 
the control trajectory with use of the coordinated controllers. This suggests that the TSCC 
method can successfully operate even with uncertain PV forecast and can be explained by 
two reasons. Firstly, the control coordination is calculated over a sufficiently long prediction 
horizon to compensate for an inaccurate solar RoC estimation. Secondly, allowed grid 
voltage is defined by a range of acceptable magnitudes and grid controllers typically 
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operate with dead-band settings. Thus, even if an inaccurate renewable generation 
forecast causes over- or under-estimation of control response (e.g. one tap position in the 
SVR regulator), the final voltage can still be within acceptable limits and the objective 
function value is not significantly altered. It can be concluded that for a studied control 
problem, a trend of PV generation changes is equally important as the exact values of PV 
generation forecast. 
6.7 SUMMARY 
In this chapter, a novel TSCC method with a time-series prediction process has 
been applied and tested on a model of a real distribution system equipped with large scale 
PV generation. As tested, the new grid prediction process is capable of evaluating 
dynamic voltage and control trajectories in milliseconds time range. Moreover, based on 
grid measurements and a priori grid knowledge, the process predicts dynamic responses 
from grid voltage regulators over a 5-minute prediction horizon and incorporates incoming 
regulation actions into the coordinated control. Moreover, the MINLP optimisation problem 
has been formulated and solved without variables relaxation within the assumed control 
latency.  
Next, for performance validation purposes, the algorithm was implemented in the 
real-time RTDS-MATLAB SIL co-simulator in fluctuating PV generation scenarios. 
According to the obtained test results, the proposed control method optimised voltage 
regulation trajectories faster than existing grid controllers even at erroneous solar 
insolation prediction. In addition, the optimisation helps to minimise unnecessary 
regulation operations. Thus, a significant reduction in voltage fluctuations was noticed and 
the algorithm prevented the studied grid from voltage hunting conditions. The solution can 
be applied by DNSPs in weak distribution grids, which are vulnerable to voltage 
fluctuations. Alternatively, the proposed solution can bring benefits for owners of large 
renewable generation installations with voltage control responsibilities. 
Despite good results achieved in the real-time simulations, the proposed method is not 
free from limitations. Even though the voltage control improvement was significant, the 
controller still allowed an under-voltage scenario to occur and the still-prolonged regulation 
time caused the grid to be vulnerable to a next disturbance if it happens before the initial one 
is regulated. In addition, the control reaction is not immediate and there is always a certain 
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time needed to execute the algorithm. Moreover, since the method incorporates grid 
measurements, an on-line dispersed grid monitoring is still not very popular in distribution 
grids.  
All things considered, the novel approach is capable of supporting autonomous grid 
control schemes and fulfilling the gap between quick but non-optimised control strategies 
and optimised but slow or simplified ones. Therefore, major findings of the chapter are as 
follows:  
(i) It has been proven that the TSCC method can be implemented in the real-time and 
can effectively support voltage regulation at dynamically changing solar insolation; 
(ii) It has been found that including upstream autonomous controllers into downstream 
control coordination significantly reduces overall regulation effort and protects the 
grid from voltage hunting; 
(iii) Erroneous solar insolation predictions worsen the TSCC method’s effectiveness 
but still a major control improvement has been achieved when compared to 
existing voltage control schemes; 
(iv) It has been demonstrated that the assumed computation power, which is 
accessible in modern substation computers, is sufficient enough to successfully 
run the real-time control coordination process. 
(v) Even though the proposed method significantly decreased voltage fluctuations, the 
voltage magnitudes can still cross allowed boundaries. This is caused by limited 
reactive power ramp rate, limited SVR-A switching speed and lack of active power 
to support intermittently disappearing PV generation. In addition, the voltage 
regulation time decreases with the proposed implementation of the control 
coordination but this regulation time improvement can be a subject for a further 
study. 
The presented implementation of the TSCC method shows advantages of 
coordinated control over the conventional, autonomous regulation schemes. Nevertheless, 
the controller was not capable to suppress short-term voltage sags at beginnings of 
transient cloud conditions. Hence, the following chapter incorporates the BESS device into 
the controller to tackle short-term voltage variations.  
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CHAPTER 7. COORDINATED VOLTAGE SUPPORT WITH 
BATTERY ENERGY STORAGE SYSTEM6 
7.1 INTRODUCTION 
Commercial-scale, grid-connected Battery Energy Storage Systems (BESS) 
typically operate on price-driven or peak shaving charging cycles. However, commercial-
scale BESS also have a potential to participate in grid regulation processes. In particular, 
quick and accurate voltage control becomes primarily important in networks with high PV 
generation because transient cloud conditions cause frequent voltage and power 
fluctuations and challenge traditional voltage control schemes (see Chapter 3). These 
fluctuations potentially decrease power quality and can limit a long-term expansion of PV 
generation in distribution feeders but a proper use of battery energy storage can improve 
this situation.  
A direct motivation to include BESS into the voltage regulation comes from the fact 
that distribution grids in general, and rural/semirural networks particularly, have large R/X 
ratios (from 1.0 even up to 6.0 for rural locations [85], [169], [170]). Therefore, a feeder’s 
voltage becomes sensitive to active power regulation, which can be supplied by a BESS 
inverter. Furthermore, high-power BESS and PV inverters are capable of sinking and 
sourcing reactive power [157] to regulate voltage magnitude. However, this capability is 
often limited by low ramp rates and narrow power factor limits [24]. Thus, a quick voltage 
support from this reactive power source can be insufficient at fast transient cloud 
conditions [130]. In contrast, BESS has technical capabilities to temporarily support grid 
voltage with active power during such transient conditions but the device shall come back 
to its primary operation after a grid is protected from voltage fluctuations. 
Unfortunately, the most straightforward solution of balancing dynamic changes of 
PV power with BESS does not reflect typical purposes of grid-connected BESS facilities – 
                                            
6 This chapter has significant materials from the following articles published by the PhD candidate: 
• J. Krata and T. K. Saha, “Real-Time Coordinated Voltage Support with Battery Energy Storage in a 
Distribution Grid Equipped with Medium-Scale PV Generation,” IEEE Trans. Smart Grid, (Early 
Access), pp. 1–12, 2018 
• J. Krata, “A Real-Time Co-Simulation Platform for Distribution Grid Voltage Control,” in 2017 
Australasian Universities Power Engineering Conference (AUPEC), Melbourne, 2017, pp. 1–6 
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i.e. operating on charging cycles optimised to bring financial benefits or to shift load peaks 
[71]. In addition, grids are already equipped with more control devices than the discussed 
PV/BESS inverters [157], also because commonly used ramp rate cap and power factor 
restrictions [24] limit capabilities of inverters’ reactive power control. Next, traditional grid 
controllers [128] such as on-load tap changers (OLTC), capacitor banks and step voltage 
regulators (SVR) struggle to provide sufficient voltage control [10] because they operate 
on autonomous control loops with significant time delays to prevent voltage hunting [135]. 
Nonetheless, all controllers play important roles in voltage regulation processes and an 
extensive BESS involvement might lead to inaccurate calculations in autonomous, local 
algorithms. This leads to a conclusion that a grid control can benefit from using BESS in 
voltage control problems but this action needs to be:  
a) temporary to reduce an impact on primary BESS operation;  
b) coordinated with remaining grid devices to optimise voltage trajectory. 
As introduced in section 2.3, there are known approaches of using BESS to 
stabilise grids. In fact, those methods can be summarised into a few categories. Firstly, 
BESS is vastly used in microgrids [72]–[77] where balancing generated and consumed 
power is a special concern. Secondly, BESS is used in regular distribution grids such as 
[44]–[80] with  power smoothing control of PV, wind generation fluctuations or diesel 
generators. Thirdly, voltage problems are addressed with BESS in [81]–[86] but primarily 
with use of rule-based algorithms or simplified optimisation without control coordination or 
for steady states only. Finally, it has been proposed to control BESS with MPC methods as 
per studies [87]–[91]. Nonetheless, those solutions offer limited optimisation capabilities 
and do not consider battery Soc or they omit upstream voltage regulation. Hence, an 
optimised BESS support for voltage control in the presence of other grid regulators has not 
been investigated. 
Last but not least, the study from Chapter 6 proposes the MPC algorithm for voltage 
fluctuations but the proposed method is not free from a number of important limitations. 
Firstly, it does not assess the severity of fluctuations that would lead to overuse of a 
BESS, which is requested to be involved only temporarily. Therefore, the method is not 
suitable for BESS participation in control coordination. Secondly, the TSCC 
implementation from Chapter 6 does not consider former control actions, so the solution is 
prone to order frequent operations on traditional controllers such as capacitor banks and 
cause premature wear. Thirdly, the method fails to verify set-points before uploading. 
Thus, it neglects scenarios of variable grid conditions over an optimisation time. Lastly, the 
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algorithm from Chapter 6 oversimplifies moving cloud phenomena to a point where it can 
be solved with a single MPC step, while real PV profiles are much more complex [27]. 
In view of existing solutions, the problem of coordinating BESS with downstream 
controllers and adjustment to upstream autonomous regulation remains unsolved during 
fast, instantaneous variations of PV generation. Hence, the research described in this 
chapter aims to find a flexible solution to how much and how long a BESS should support 
grid voltage when inevitable control actions are coming from another grid apparatus. Thus, 
the main contribution of this chapter can be described as follows: 
(i) Incorporating BESS into a short-term dynamic voltage regulation process with a 
minimised impact on primary operation cycles. In addition, the algorithm adjusts its 
behaviour to charging/discharging BESS mode and an actual state of charge (Soc) 
of the battery;  
(ii) Developing and testing a real-time application of the control coordination 
method in grids with medium-scale BESS and large-scale PV facility;  
(iii) Comparison of time-constrained and time-unconstrained MPC optimisation to 
understand expected computational power needed for field tests of the method. 
7.2 BESS CONTROL COORDINATION – PROBLEM FORMULATION 
In order to improve voltage regulation during and after transient cloud conditions, a 
new implementation of the TSCC method is presented. The MPC-based controller is 
proposed to coordinate the BESS active power with a set of controllers distributed in the 
area of coordination. In other words, the coordination relies on providing such a 
combination of centrally calculated control set-points that voltage trajectory is maintained 
within acceptable limits (or approaches limits quickly and smoothly) even at severe PV 
power variation. In this process, overall control effort in the area of coordination is 
minimised and local set-points are overwritten with the ones provided by the coordination 
method. 
 The method works on the grid meta-model, which is predicted over the horizon  
tp =180s, which is a sufficient time to cover responses from all existing grid controllers and 
to include their mutual time-delayed influence. In order to optimise a control trajectory, the 
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prediction process is iterated a number of times by an optimisation engine with different 
set-points within the assumed control latency Ct∆ =15s. The chosen latency ensures faster 
response than autonomous controllers and provides computation time needed for the 
control optimisation process. 
7.2.1 Studied Grid with BESS Device 
The investigated TSCC implementation has been tested based on the UQ Gatton 
Campus supply feeder described in detail in section 3.2. Importantly, this semi-rural grid 
was chosen for the research due to installed PV power of 3.15MWp as well as the BESS 
device with 0.6MW of power and 0.76 MWh of energy capacity. In addition, the grid R/X 
ratio is in the range from 1.6 to 2.85 depending on grid section, line type and loading 
conditions. Next, in order to provide real-time simulation, a part of a network was modelled 
by the 50-nodes system implemented in the RTDS with approx. 20km of 33kV lines and 
more than 30km of 11kV lines (Figure 7.1).  
 
Figure 7.1 The distribution grid with PV and BESS facilities with control diagram 
To facilitate the MPC-based control, the local control devices in the area of 
coordination were altered by adding the MPCselector switch and external set-point inputs. 
This can be described in the example of BESS control (Figure 7.2). When the MPC 
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broadcasts new set-points, the MPCselector switches to BessSetP  and overwrites the old 
set-point with a new, MPC-based one. 
 
Figure 7.2 BESS control system with MPC input [131] 
7.2.2 Control Variables 
In the proposed TSCC implementation, four grid devices were chosen (Table 7.1) to 
execute the coordinated voltage regulation. The first control variable is the BESS active 
power which together with the PV inverter reactive power are continuous type variables. 
The method purposefully avoids PV active power curtailment to prevent potential 
renewable energy losses. The two remaining control variables are discrete types and they 
reflect traditional grid controllers commonly installed in distribution grids. 
Table 7.1 BESS and supporting control apparatus for the control coordination [131] 
Variable Name  Description Variable type Regulation range 
 
PBessSet  BESS inverter active power 
set-point 
Continuous -0.6 to 0.6 MW 
QPVSet  PV inverter reactive power 
set-point 
Continuous -1.75 to +1.75 MVar 
QCapBankSet  Load bus capacitor bank 
set-point  
Discrete 0 to 1.1 MVar 
SetSvrA  
Step Voltage Regulator 
SVR-A set-point 
Discrete 1 to 33 tap positions 
 
QBESS
PI3
Iiq,ref
+_ +_
Iiq
PI4 +
ωs·Lf·Id  
+
+
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0.00
dq-abc
transfor
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ref 
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BESS 
operation 
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PBessExtSet
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PBESS
PI1
Iid,ref
+_ +_
Iid
PI2 +
ωs·Lf·Iq  
+
+
Vsd PBESSmaxRamp
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It should be highlighted that the chosen variables have dramatically different control 
capabilities. Namely, the BESS active power shall be used only temporarily but it can start 
following a new set-point almost instantly. Similarly, the PV reactive power shall also be 
used temporarily; however, a longer use time does not affect the ongoing performance of 
the PV plant. In contrast, the SVR-A regulator can be used permanently but has a slow 
first tap change response to limit potentially unnecessary switching. However, once the 
SVR-A is set to a position, its operation is considered to be cost-free. Lastly, the capacitor 
bank shall change its position far less frequently than the other regulators to prevent its 
premature wear. 
In addition, even though the MPC operates only on selected controllers, the 
remaining grid voltage regulators continue to work autonomously according to their local 
control loops. This approach reflects typical circumstances where grid ownership or 
technology limitations restrict remote control possibilities. 
7.2.3 Objective Function for BESS Coordination 
The primary objective is to prevent the main load bus voltage from going beyond 
voltage limits [24], [95] with a minimised effort from coordinated controllers and with 
respect to specific features of chosen control devices. To facilitate this expected 
behaviour, the algorithm runs internally a discrete time-series simulation of the studied grid 
(i.e. a grid meta-model). Let gridf ′′  (7.1) be an iterative process to model the grid with 
BESS behaviour. The process is executed as a sequence of power flow calculations and 
discrete-time emulations of controllers as per section 5.3. Furthermore, the method 
operates on variables from Table 7.1 summarised in the decision vector (7.2).  
 ,[ , ] ( , , , )i i Set Tgridf T=′′ ′′ ′′ ′′ ′′ ′′ PVfX U x u u   (7.1) 
where: 
T – denotes a simulation time over the prediction tp with sampling st∆ ;  
′′X  – denotes a matrix of grid states over a prediction time; 
′′U  – denotes matrix of control states over a prediction time; 
[ ( ), ( ), ( )]:i k k k′′ =x V P Q  – represents grid voltage, active and reactive power states 
necessary to determine Newton-Raphson power flow matrices over a prediction time [152]; 
i′′u  – represents statuses of grid controllers over a prediction time; 
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Set′′u  – evaluated decision vector which for the presented case takes the form of (7.2); 
TPVf  – PV forecast over the prediction horizon (as per section 5.3.4); 
 ,[ ], ,Set BessSet PVSet CapBankSetP Q Q SvrASet′′ =u   (7.2) 
Next, at any k-time the objective function can been formulated according to (7.3) 
and it is expected to solve the MINLP receding horizon optimisation problem (7.4) with 
respect to constraints (7.5)–(7.11).   
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where: 
1W ′′… 5W ′′  – objective function weights; 
JVolt′′  – voltage-oriented objective sub-function; 
JBESS′′  , JQPV′′ , JCapBank′′ , JSvrA′′  – controllers-oriented objective sub-functions; 
Past′′U – denotes the matrix of past control states. 
 minimise , ,( , , )Past i
Set
J T′′ ′′ ′′ ′′
′′
′′X U U
u
u   (7.4) 
subject to: 
 ,[ , ] ( , , , )i i Set Tgridf T=′′ ′′ ′′ ′′ ′′ ′′ PVfX U x u u   (7.5) 
 TBESSP P PBESSmin BESSmax≤ ≤   (7.6) 
 TBESSrampP PBESSmaxRamp≤   (7.7) 
 TPVrampQ QPVmaxRamp≤   (7.8) 
 1TPVPF PFPVmin ≤ ≤   (7.9) 
 1 TTap maxSvrA SvrA≤ ≤   (7.10) 
 CapBank CapBankStepsQ Q∈   (7.11) 
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where: 
gridf ′′  – time-series grid meta-model of the real grid with BESS facility; 
BESSP  – is the active power from the BESS device, BESSP ∈ ′′X ; 
PBESSmin , PBESSmax  – are the BESS inverter minimum and maximum limits, respectively 
(Table 7.1); 
BESSrampP  and PVrampQ –  denote rates of change of BESS active power and PV 
reactive power respectively;  
PBESSmaxRamp and QPVmaxRamp ′′∈U  – are BESS and PV inverters ramp rates 
respectively; 
PFPV – is the power factor of the PV inverter, PFPV ′′∈U ; 
PFPVmin – refers to the minimum allowed PV power factor, equal to 0.9 [24]; 
TapSvrA – is the tap position of the SVR-A regulator, SvrA ′′∈U ; 
MaxSvrA – is the maximum setting for SVR-A regulator; 
CapBankQ  – reactive power from the capacitor bank at the main load bus, CapBankQ ′′∈X ; 
CapBankStepsQ  –  the set of possible capacitor bank states; in the studies grid it is defined 
as per equation (7.12): 
 { }0,0.55,1.1 [ ]MVArCapBankStepsQ =   (7.12) 
Firstly, in order to ensure that BESS is used only in difficult voltage conditions, the 
controller distinguishes between a ‘stable’ and an ‘emergency’ voltage regulation mode. 
The mode is ‘stable’ when a predicted voltage at a time of set-point update is within the 
range from 0.97pu to 1.01pu. Any other voltage qualifies regulation to operate in the 
‘emergency’ mode. This rule follows BESS and PV facility obligations of maintaining 
voltages within given limits [24].  Moreover, in order to incorporate the relative cost of 
using different regulation devices, the weights  1W ′′… 5W ′′  of the objective function (7.3) are 
adjusted for ‘emergency’ and ‘stable’ mode separately. The weights need to be tuned for 
every grid individually but they should follow an approach in which the voltage in the 
‘emergency’ mode is far more important than a control effort, and vice-versa in the ‘stable’ 
mode. Furthermore, the regulation mode is included in the voltage component JVolt′′  
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(7.13), which focuses on a dynamic state and a steady state voltage (that is assumed to 
be an arithmetic average of the last 10 predicted voltage samples): 
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where: 
busV ∈ ′′X
 –  is the voltage magnitude at the target bus;   
, , ,V V V VHiE LoE HiS LoS  –  are high and low voltage target boundaries in ‘emergency’ and 
‘stable’ modes (assumed 1.01pu, 0.975pu, 0.99pu, 0.98pu accordingly).  
Secondly, the BESS control effort is taken into consideration. It has been assumed that 
the BESS operates costly whenever it contributes to voltage regulation with a set-point 
different than a provided one by the BESS primary controller (e.g. peak load shaving or 
energy market participation). Therefore, the overall control effort from BESS is taken into 
account according to (7.14).  
 ( , , ) ( ) ( )
1
,T T i TBESS ExtSet
tp
tsi
J T J J P n P kDirBESS SoC n i
 
 
 
′′ ′′
∆
′′
+
′′ ′′ ′′= ⋅ ⋅ −∑
= +
X U u   (7.14) 
where: 
iPExtSet ∈ ′′u  –  is the active power externally requested by primary BESS operation rules; 
PBESS ′′∈X  –  is the active power from the BESS device; 
JDir′′ and JSoC′′   –  are factors to include BESS-specific features such as power direction 
and SoC. 
Furthermore, function (7.14) addresses common doubts (e.g. [171]) of extensive 
use of a battery storage. Namely, JDir′′ (7.15) includes potential changes of power 
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direction which is a particularly undesirable operation when  BESS works in a price-driven 
scheme or when a micro-cycle charging shortens batteries lifetime [116]. Arguably, the 
JDir′′ might be considered as an additional constraint of (7.3). However, in this research, 
high control flexibility was anticipated and enforcing a change of BESS power direction is 
allowed but at a very high cost.  
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where: 
ExtSetP  – denotes the active power externally requested by primary BESS operation 
rules; 
mean()  –  is the function to calculate the arithmetic average of a given vector. 
In addition, JSoC′′ (7.16) introduces a dependency between BESS control involvement in 
voltage regulation and its SoC intermittent value. The higher the SoC, the harder for BESS 
to contribute in voltage regulation through an extended power consumption. In contrast, 
the lower the SoC, the harder for BESS to extend its power generation.  
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where SoC∈ ′′U  is expressed in percent of battery state of charge. 
Finally, the other components of the objective function (7.3) are related to the 
remaining voltage regulators in the area of coordination. Namely, QPVJ ′′ (7.17) covers 
reactive power support from the PV inverter; JCapBank′′  (7.18) focuses on capacitor bank 
switching and incorporates its usage history to prevent from premature wear of the 
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capacitor bank contactors; JSvrA′′ (7.20) counts tap position changes and also considers 
past SVR-A operations. In addition, the SVR-A-related component (7.20) as well as (7.18) 
alter in accordance to emergency/stable control mode. In the stable mode, the capacitor 
bank as well as SVR-A needs to limit its operations to enhance a lifetime of mechanical 
taps. 
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where PVQ ∈ ′′X  denotes the PV reactive power; 
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where: 
SwitchCap ′′∈U  – denotes capacitor bank operations;  
N  – is a normalization factor;  
CtrlMode   – is equal to 0 or 1 according to emergency/stable control mode;  
LoadPF ∈ ′′U  – is the power factor at the main load while minPF  and maxPF  are its 
minimum and maximum limits respectively;  
PastCap (7.19)  – denotes past activity of the capacitor bank from recent capt =1200s: 
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where CircBuffCap  Past′′∈U is a circular buffer of past capacitor bank operations over 
capt  and stored every Ct∆ ; 
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where:  
SwitchSvrA ′′∈U  – denotes predicted SVR-A operations;   
PastSvrA Past′′∈U  (7.21)  – denotes past SVR-A operations from recent SVRt =300s: 
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where CircBuffSvrA Past′′∈U is a circular buffer of past SVR-A operations over SVRt  stored 
every Ct∆ . 
7.3 TSCC APPLICATION FOR BESS COORDINATION 
The developed TSCC method in Chapter 5 has been extended to facilitate the 
BESS coordination for a voltage regulation in intermittent states. The algorithm is executed 
as presented in Figure 7.3 with the calculation process divided into four stages. It operates 
in a loop until a new steady state is found or the method continuously fails to deliver better 
results than existing uncoordinated regulation schemes. 
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Figure 7.3 BESS coordination calculation steps with parallel optimisation [131] 
Firstly, in the Stage #1, the algorithm waits for a disturbance which may lead to an 
under- or over-voltage scenario. Thus, every 5s the RMS voltage at the 11kV controlled 
bus is measured and an output value is compared with allowed voltage boundaries 
0.975pu to 1.01pu [24]. If a duration of a voltage disturbance takes at least two 
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consecutive measurements, then the method triggers the MPC controller. Next, the 
method uses a grid prediction method to assess potentially incoming disturbance. To 
achieve this, online grid measurements are collected (i.e. voltages, currents, loads, 
statuses of controllers, PV and BESS power) and combined with PV forecast and offline 
data (i.e. BESS and PV capacity, grid layout, electrical parameters of lines and 
transformers and loads ZIP parameters). Then, the grid meta-model is formulated and run 
in time-series simulation in a free run manner (i.e. with all local controllers continuing their 
operations) for the control latency interval Ct∆ . Based on measured and predicted 
voltages, it is assessed whether the controlled voltage is expected to go beyond limits and, 
if so, what regulation mode shall be applied. 
Secondly, the Stage #2 focuses on the time-constrained multi-CPU optimisation 
[163] which evaluates a number of possible control trajectories in time-series meta-model 
scenarios over the prediction horizon tp. The process is executed on all eight CPU threads 
of the hardware platform and the optimisation starts with different initial conditions 
StartSetPoint#1 to #8. The process is executed on every CPU thread of the accessible 
hardware platform starting with different initial conditions StartSetPoints#1 to #8. As a 
result, the optimiser proposes eight sets of set-points EndSetPoints#1 to #8. 
Since the optimisation takes the majority of the control latency Ct∆ , grid conditions 
might change within this computation time. For example, BESS might be adjusted to a new 
energy price or a new PV forecast can occur. Thus, in the Stage #3, the algorithm updates 
grid data and the PV forecast to evaluate control candidates EndSetPoints#1 to #8 over the 
remaining prediction horizon. In contrast to the Stage #1, the emergency/stable mode is 
chosen based on a present voltage because output set-points will be uploaded 
immediately. In parallel to this, the controller calculates a new free response trajectory to 
ensure that a proposed solution does not worsen the grid regulation. This step finishes 
with the optimised objective function values optimVal#1 to #8 and the free run objective 
function value optimValFreeRun. 
Finally, in the Stage #4, the controller needs to take a final control decision. To 
determine this, optimVal#1 to #8 are compared and optimised set-points are chosen. If the 
best of the proposed new set-points improves a control trajectory (i.e. produces lower 
value than optimValFreeRun), then these set-points are uploaded to the grid to overwrite 
existing ones. Otherwise, if a grid is in a new steady state condition or the MPC controller 
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could not improve a regulation trajectory for recent ΔtM =120s, then the algorithm requests 
coordinated devices to switch back to local, autonomous control loops.  
The proposed process incorporates features for an effective control coordination: 
parallel optimisation enhances the probability of finding a global solution; checking control 
candidates on updated data makes the method sensitive to constantly changing grid 
conditions; comparing optimised set-points with already existing ones ensures that the 
controller does not worsen voltage regulation. 
7.3.1 Algorithm Latency 
The control coordination algorithm is built based on the aforementioned four stages 
and every stage introduces its own latencies. They are presented in Figure 7.4 starting 
from data collection time. Even though the communication between the grid (RTDS model) 
and the MPC controller (MATLAB) throughout the TCP/IP protocol and GTNETx2 card 
allows for as low as 25ms of delay, a 500ms communication lag was used to replicate a 
more realistic performance of an IT network in a power grid. Next, the disturbance 
detection delay takes from 0s to 5s depends on measured and predicted voltage 
behaviour. Then, a single MPC loop consists of two communication windows and two 
calculation windows giving in total the latency Ct∆ =15s which is fixed to perform real-time 
control operation (the obtained jitter ±0.2s is insignificant in the studied problem). 
 
Figure 7.4 Execution and delay times of MPC algorithm execution with BESS [131] 
Nonetheless, the control optimisation procedure has effectively only 13.5s to find a 
feasible solution in the real-time. Lastly, at the same time that the next MPC-loop starts, 
the uploaded set-points are implemented by local control actuators with own latencies. 
This time depends on specific controllers, e.g. SVR-A limits its operations to one tap 
change per 2s. Thus, a number of tap changes can generate a significant latency.  
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7.4 CONTROL COORDINATION WITH BESS – TEST RESULTS AND DISCUSSION 
The performance of the developed BESS coordination has been tested and 
example results are presented. The first example describes the grid voltage behaviour in a 
complex case of solar insolation disturbance. In contrast, the second test case focuses on 
comparison between control coordination with and without BESS support. This test has 
been performed in solar insolation conditions with incoming dense clouds, which cover PV 
panels. Importantly, both cases aim to reproduce real-life scenarios to demonstrate 
practical benefits of implementing the developed control scheme. For the presented tests, 
the TSCC algorithm was implemented in MATLAB on a desktop PC (8-thread Intel Core-i7 
4th gen.), which has computational power equivalent to substation computers [12]. 
7.4.1 Test #7.1 – Coordinated BESS Control at PV Generation Variation 
This test presents the method’s performance in the scenario of continuously moving 
clouds over the PV plant and disturbing the RESs generation. Before running the case, the 
measured data from the PV power plant (Figure 7.5) [27] was used to estimate a probable 
1000s long solar insolation profile (Figure 7.6), which can be potentially considered as the 
worst case scenario with very high insolation variation. Next, the estimated insolation 
profile was integrated with the real-time simulation in a way that the grid model followed 
the insolation curve. In contrast, the meta-model inside the coordination algorithm was 
receiving only a single value of the insolation set-point forecast which included 20% of 
dynamic and 5% of static error (Figure 7.6). 
 
Figure 7.5 Example one-day PV active power generation with transient cloud conditions [27] 
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Figure 7.6 Solar insolation estimation for 1000s in an example mid-day [131] 
In contrast to variable solar insolation, it has been assumed that grid loading conditions 
remain constant in the investigated scenario. Detailed conditions are shown in Table 7.2 and 
they estimate a summer mid-day with a high power demand, high initial PV generation and 
BESS operating in the charging mode to prepare for an afternoon peak shaving.  
Table 7.2 Grid loading conditions at the beginning of example test #6.1 [131] 
 PV generation 11kV Load Bus BESS power 
 P [MW] Q[MVar] P [MW] Q[MVar] P[MW] Q[MVar] 
 
Load Flow values -2.51 0.00 2.95 1.55 0.45 1.21 
 Feeders 1 to 5 Total Load  
 P [MW] Q[MVar] P [MW] Q[MVar]   
 
Load Flow values 12.85 4.6 18.1 6.2   
 
Once the RTDS grid model was completed with the insolation profile, the grid was 
simulated for 1000s in three cases: 
• with the MPC coordination supported by the BESS;  
• reference case with all upstream and downstream controllers working 
autonomously and BESS operating at constant power;  
• reference case with the MPC coordination applied but the controller 
operating with extended computation power. 
The reference test with constant BESS power and all controllers working 
autonomously aims to reflect the performance of uncoordinated grid control. The second 
reference shows a coordination potential if a more powerful CPU was available in the 
algorithm target platform. However, instead of directly increasing controller computational 
power, this test was run with the RTDS feature which allows slowing down a simulation 
time what allows for more control computation time. Thus, the TSCC controller calculations 
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executed in MATLAB became time-unconstrained. Consequently, more control trajectories 
were evaluated in the optimisation process. In practice, the algorithm runs approx. 600 to 
750 meta-model time-series evaluations in the default case (within each control loop) while 
as many as 1200 to 1350 in the extended computation case. 
7.4.1.1 Grid Voltage Behaviour at Solar Insolation Fluctuations 
To present grid control performance with BESS coordination, the voltage plots at 
the main load bus for three tested scenarios are provided in Figure 7.7. As shown, the 
proposed controller significantly decreases the magnitude of voltage fluctuations. In 
particular, the voltage with coordinated control never drops below 0.96pu while in the 
uncoordinated case it falls as low as 0.93pu. Similarly, the maximum noticed voltage for 
the non-TSCC case is 1.029pu whereas only 1.005pu with coordinated control applied.  
Equally important, the coordination method also speeds up the regulation process 
and a new steady state voltage is achieved quickly to prepare the grid for another 
unexpected disturbance. For example, a PV insolation disturbance which changed grid 
conditions at t=40s was regulated with the TSCC algorithm by the time t=70s. In contrast, 
autonomous controllers in the reference case did not manage to take the voltage to a steady 
state within allowed voltage boundaries before a subsequent disturbance started at t=125s.  
 
Figure 7.7 RTDS plots of 3-phase RMS voltage at the main load bus during fluctuated PV 
generation in coordinated, uncoordinated and extended computation cases [131] 
0 100 200 300 400 500 600 700 800 900 1000
Time [s]
0.925
0.95
0.975
1
1.025
1.05
1.07
11kV voltage at main load bus [pu]
Volt. with MPC
Volt. w/o MPC
Volt. ext. MPC
QLD limits
UQ limit
DNSP limits
E1 E2 E3 E4 E5 E6
CHAPTER 7 
 
 149 
In addition, the developed controller was able to eliminate most over- and under- 
voltage situations. To assess this, results are summarised in Table 7.3 with reference to 
three types of voltage boundaries: 
• Queensland (QLD) voltage limits for MV grids – 0.95pu to 1.05pu [95]; 
• Distribution Network Service Provider (DNSP) limits agreed in the 
connection agreement [24] – 0.975pu to 1.00pu; 
• The University of Queensland (UQ) limit [24] – 11kV voltage <1.01pu. 
Table 7.3 Voltage violation time with and without TSCC with BESS [131] 
Case Type UQ limit  
violation [s] 
DNSP upper limit 
violation [s] 
DNSP lower limit 
violation [s] 
QLD lower limit 
violation [s] 
 
Without TSCC 211 235 390 165 
With TSCC 0 15 84 0 
With extended TSCC 0 0 119 0 
As presented, the coordinated controller is capable of eliminating most of the 
voltage violations except the DNSP lower limit. Nonetheless, this DNSP violation time 
decreased approx. three times in comparison to the non-coordinated control case. 
7.4.1.2 Regulation Events at Solar Insolation Fluctuations 
In order to suppress voltage fluctuations, the algorithms ordered a series of 
interesting control events (Figure 7.7) named E1 to E6. During E1, a voltage drop can be 
observed due to latencies in disturbance detection, control and communication. However, 
the TSCC in both default and extended case recovered the voltage within two coordinated 
control loops only (i.e. within 30s). Nonetheless, by choosing a different control trajectory 
(Figure 7.8b,c,d), the extended-TSCC saved on switching the SVR-A apparatus. 
Remarkably, both coordinated cases resulted in a similar voltage shape and were much 
quicker and more accurate than non-coordinated controllers. In contrast to E1, the voltage 
drop at E2 was suppressed in both coordinated cases with BESS support, which confirms 
an expected positive influence of BESS involvement in the regulation process. 
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Figure 7.8 Plots of PV, BESS power and regulator responses in coordinated, uncoordinated and 
extended computation case [131] 
Continuing the events sequence, E3 is mainly related to the non-coordinated case. A 
prolonged use of reactive power support from the PV inverter triggered the substation 
capacitor bank (Figure 7.9b) that was followed soon after by OLTC operations (Figure 7.9a). 
Importantly, the MPC controller predicted this sequence of autonomous upstream controllers 
and managed to avoid it by using much less PV reactive power support over a simulation 
period (Figure 7.8c). Further, event E4 is driven by a dynamic increase of PV power and the 
MPC algorithm quickly mitigated a risk of an overvoltage situation. However, it should be 
noticed that the MPC controller overreacted and, even though the PV power was rising, the 
voltage went beyond the DNSP lower limit (fortunately for 8s only). Nonetheless, the 
uncoordinated regulation led to a much longer overvoltage scenario so the MPC controller 
again improved the grid voltage behaviour. 
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One more important event took place at E5 when the MPC controller decided to 
support the BESS with the main load capacitor bank operation (Figure 7.8e). Thanks to this, 
voltage was kept within expected range even during a severe PV power drop. Additionally, 
in the extended MPC mode, the optimisation procedure managed to find control trajectory 
with a shorter BESS support (Figure 7.8b). Apparently, a longer optimisation time led to a 
greater number of meta-model evaluations that resulted in more accurate control action. 
Finally, event E6 shows a quick and effective voltage regulation in both MPC cases even 
though it was achieved with different set-points. As expected, the BESS and PV inverter 
provided intermittent support while the SVR-A was reaching final set-points. 
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Figure 7.9 RTDS plots of autonomous upstream voltage regulators in coordinated, uncoordinated 
and extended computation cases [131] 
Admittedly, some controllers were used more with MPC than without (e.g. BESS or 
the capacitor bank) but other potentially unnecessary operations were avoided, e.g. OLTC 
tap changing (Figure 7.9a) or substation capacitor switching (Figure 7.9b). Yet other 
autonomous control operations remained on an almost unchanged level, e.g. SVR-B tap 
changes (Figure 7.9c). Thus, an overall control effort did not increase with MPC while the 
grid voltage benefited from the control coordination and BESS involvement. 
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7.4.1.3 BESS State of Charge during Voltage Regulation 
Since BESS actively contributed to voltage regulation, it is important to analyse the 
TSCC impact on the BESS charging process. As presented in Figure 7.10, the SoC in all 
three cases starts at 70% but with coordinated control the growth is slower. However, the 
final SoC values indicate a difference of 3% and 5.5% between default and MPC cases. 
Thus, it can be concluded that BESS voltage contribution impacts the charging process 
but in an insignificant way because it can be compensated in a short time of charging. 
 
Figure 7.10 Plots of BESS State of Charge (in per cent of BESS capacity) during regulation 
processes [131] 
Remarkably, voltage improvements in both MPC cases were very similar but during the 
extended MPC case, BESS was utilised more intermittently (Figure 7.9b) and the SoC was 
disturbed less than during the default MPC run. This indicates that although the used 
platform is sufficient to run the proposed algorithm with regards to a voltage shape, more 
computation power brings benefits in further optimisation of control efforts.  
Next, BESS support capability was analysed. Admittedly, this capability depends on 
battery capacity and on primarily ordered power. Nonetheless, in the presented study, the 
change of SoC in the no-MPC case indicates that a full charging process would take 
107min and only an additional 26min to 68min with MPC applied. Thus, BESS can 
continuously support voltage but the charging shall start at least 3h (instead of approx. 2h) 
before an expected peak load. In contrast, when SoC would be 100%, the support could 
be offered for 5h to 8.75h (in default and extended MPC respectively) before a battery is 
discharged. However, this is not likely to happen because PV variations are lower in 
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morning/afternoon hours as well as functions (7.15) and have been implemented to 
prevent from such discharge.  
Conversely, an additional BESS limitation can be noticed when SoC is low (e.g. 5% 
or less) and BESSP  equals zero. Then, there is no power to be pushed to the grid from 
BESS device what limits voltage supports. Fortunately, this scenario can typically happen 
only in morning hours when PV generation is low and potential power fluctuations are 
limited in magnitude. 
7.4.1.4 Algorithm Applicability to Large Distribution Grids 
Even though the coordinated controller has been tested on the 50-bus network 
model, the method is applicable to larger MV distribution grids as well. However, the 
controller’s performance might be affected by: 
• a greater number of required internal model evaluations to find an optimised 
solution for a more complex grid;  
• longer power flow computation time; 
• more control actuators for the coordination scheme. 
Fortunately, there are technical possibilities to address these potential computation 
issues. Firstly, a large system analysis can be avoided by splitting a grid into voltage 
control zones [35] with limited voltage influence between zones. Secondly, a single power 
flow computation with control emulation takes approx. 1.75ms, which allows for up to 750 
predictive scenarios within assumed control latency, but with GPU the power flow 
computation can be significantly faster for large systems [165], [167]. Thirdly, current 
processors technology allows for up to 36 CPU-threads [172] in a consumer-grade PC or 
128 threads in a standalone workstation [173] versus 8 threads on the platform in this 
research. Thus, every modern CPU can support evaluation of many more scenarios than 
the used platform, even with extended power flow computation for large grids. In addition, 
any of the proposed solutions can be applied alone or in conjunction with each other, 
depending on a grid size and complexity. 
7.4.1.5 Influence of the Control Coordination on Remaining Line Voltages 
Since the algorithm was designed to coordinate downstream controllers, it is 
important to inspect how this process influences remaining voltages in the whole studied 
grid. This impact can be significant in distribution feeders with large PV power production. 
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Even though the PV power is only approx. 20% of the total power at the 33kV/11kV 
substation (Table 7.2), the influence is visible (Figure 7.11) not only in the area of 
coordination but also in line voltages at other buses. Specifically, line voltages in six 
different locations of the investigated grid experienced either positive or negligible effect of 
the downstream control coordination. Namely, the substation voltages (33kV and 11kV) 
remain insensitive to applied operations (fluctuations lower than 0.01pu) due to their strong 
connection to the sub-transmission network. However, voltages in the second branch 
(‘SVR-B’ and ‘Far Load’) experience decreases in voltage fluctuations with the TSCC 
applied even though the method optimised the first branch voltage. Therefore, the 
proposed MPC has a positive influence on the whole feeder as long as power generated in 
the area of coordination is significant compared to the power of the feeder. 
 
 
 
 
a) 
 
 
 
 
 
 
b) 
 
 
 
 
 
c) 
 
 
Figure 7.11 Plots of 3-phase RMS voltages along the feeder  during:  
a) uncoordinated, b) coordinated, c) coordinated with extended computation case [131] 
7.4.2 Test #7.2 – Control Coordination with and without BESS  
Incorporating a new device such as BESS into a grid voltage control raises a 
question of real benefits that BESS can bring into the coordination process. Hence, to 
assess this influence and to demonstrate BESS effectiveness in the proposed voltage 
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control method, a new grid scenario has been created and the MPC controller has been 
tested with and without BESS support. 
7.4.2.1 Insolation Variability during Incoming Clouds Condition 
For purposes of the new scenario, an example day with the PV generation changing 
from high to low due to incoming dense clouds was chosen (Figure 7.12). For such 
conditions, the solar insolation profile has been estimated as shown in Figure 7.13.  
 
Figure 7.12 Example of PV generation with incoming dense clouds [27] 
 
Figure 7.13 Solar insolation estimation with incoming dense clouds conditions [131] 
7.4.2.2 Voltage Regulation during Incoming Clouds Conditions 
The scenario with the incoming clouds conditions has been executed in three 
control coordination cases:  
• with the new MPC supported by the BESS; 
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• with the new MPC unsupported by the BESS; 
• with the controller from Chapter 5 (i.e. without BESS) adapted to be run in an 
iterative manner in the present test scenario.  
Then, the voltage regulation results are presented in Figure 7.14 with already discussed 
Queensland (QLD), University of Queensland (UQ) and Distribution Network Service 
Provider (DNSP) voltage limits.  
All three tested methods have capabilities to regulate voltage within or close to QLD 
legislation boundaries [95]. However, only the newly proposed MPC with BESS support 
has been able to keep the regulated voltage within the more strict and preferred DNSP 
voltage limits 0.975pu to 1.00pu [24]. Specifically, when the PV generation has 
experienced deep fluctuations of the solar insolation, the control coordination supported by 
BESS has preserved the voltage within DNSP limits while two other coordinated schemes 
allowed for intermittent violations of voltage boundaries. Importantly, the correct MPC 
voltage regulation with BESS has been maintained over the whole simulation time, starting 
from 27s when first MPC set-points have been delivered to the coordinated regulators. 
These results clearly confirm benefits of employing BESS to the voltage control scheme. 
 
Figure 7.14 RTDS plots of RMS voltage at the main load bus during incoming dense clouds 
conditions in control coordination with and without BESS [131] 
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Furthermore, as highlighted by interesting events I1 to I4 (Figure 7.14), the new 
TSCC implementation but without BESS allowed for voltage dips from 9s (event I2) up to 
noticeable 45s (I4). Significantly, the voltage regulated by the method from Chapter 6 
suffered even more from voltage sags, which were as deep as 0.949pu and as long as 
120s. In addition, the bus voltage fluctuations have been assessed by comparing the 
obtained maximum and minimum values of voltages to the DNSP-allowed voltage variation 
(Table 7.4). The variation results are expressed in percent of the DNSP range and cover 
the simulation time from the first MPC set-points uploads. Overall, the MPC with BESS has 
been operating in just 68% of the DNSP-allowed variation which is 92% and 112% less 
than in non-BESS cases. Remarkably, low voltage variation is a desirable feature in 
feeders affected by voltage fluctuations and, since the method from Chapter 6 is not even 
suitable for BESS involvement, the results demonstrate a substantial advantage of the 
new control coordination algorithm. 
Table 7.4 Voltage fluctuations with and without control coordination [131] 
Case Type Voltage 
min [pu] 
Voltage 
max [pu] 
Variation % of 
DNSP range [24] 
 
TSCC with BESS 0.978 0.995 68% 
TSCC without BESS 0.958 0.998 160% 
Former TSCC w/o BESS 
(as per Chapter 6) 
0.949 0.994 180% 
7.4.2.3 Control Effort during Incoming Clouds Condition 
Finally, it is worth analysing how the voltage profiles have been achieved. For this 
purpose, control events are gathered in Figure 7.15. As can be noticed, the algorithm 
latency for the MPC with BESS is shown in Figure 7.15a starting from 27s and repeating in 
15s intervals. Next, expected BESS control involvement (Figure 7.15b) is associated with 
dynamic changes of PV generation (Figure 7.15a) and is reflected in quick and accurate 
voltage regulation as per events I1 to I4 (Figure 7.14). Moreover, at times when the 
voltage was within DNSP limits and PV generation significantly large (above approx. 1MW 
as around 200s of the simulation), the MPC algorithm accelerated the battery charging 
process above the primary set value (Figure 7.15b) which limits MPC impact on battery 
SoC. Interestingly, MPC with BESS did not use the capacitor bank to maintain the voltage 
within DNSP limits (Figure 7.15e) which can help to preserve capacitors’ lifetime and 
saves this regulator for more severe grid conditions. 
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Figure 7.15 RTDS plots of PV, BESS power, and remaining coordinated regulators during 
incoming dense clouds conditions with and without BESS coordination [131] 
7.5 SUMMARY 
This chapter presented a new technique of incorporating medium-scale BESS into 
real-time voltage control coordination in distribution grids with large-scale PV generation. 
The proposed MPC-based solution provides a practical answer on how to effectively use 
short-term BESS support in voltage regulation with insignificant influence on Soc even 
when PV generation dynamically changes due to transient cloud conditions. In addition, 
the controller adjusts the coordinated set-points to incoming upstream autonomous 
regulation based on time-series grid predictions. This proves that it is possible to solve a 
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multi-dimensional optimisation problem in real-time for controllers of dramatically different 
control capabilities and limited accessibility.  
In order to examine the proposed solution, the method was implemented in 
MATLAB and applied to the RTDS model of a real network. In addition, to validate the 
algorithm performance in truthful conditions, the real-time implementation of the model 
was equipped with PV and BESS inverter as well as the full logic of a typical feeder 
voltage regulation. As a result, the developed method decreased voltage fluctuations, 
limited voltage violations and significantly shortened the regulation time. Therefore, the 
grid was quickly ready to counteract any new incoming disturbance while the participating 
BESS continued to work on its primary set-point. In addition, the obtained results 
demonstrated that the assumed computational power is sufficient to improve the voltage 
profile in the studied problem. However, it has been noticed that more powerful hardware 
would be able to further optimise control efforts. Similarly, the method would further benefit 
from enhanced solar insolation forecast.  
Lastly, the research compared the effectiveness of control coordination with and 
without the BESS device. According to the obtained results, the studied grid can benefit 
from BESS involvement to control coordination and as long as BESS has capacity to 
participate in the control scheme, the feeder voltage was continuously within the most 
preferred and the tightest voltage limits. In summary, it can be recommended to apply the 
proposed control coordination method with BESS to distribution feeders, which already 
suffer from voltage fluctuations or are expected to experience fluctuations when more PV 
power is installed.  
Finally, the major findings of the chapter are as follows:  
(i) It has been presented how to incorporate a medium-scale BESS device to the 
distribution grid voltage control in weak feeders, which suffer from voltage 
fluctuations;  
(ii) The proposed voltage control method mitigates the impact of BESS involvement to 
voltage control on primary BESS functions such as load peak shaving or energy 
market participation. In addition, the method also addresses common BESS 
operational constraints such as charging in micro-cycles;   
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(iii) It has been proved that the BESS device can enhance voltage control capabilities 
and thanks to the developed control method it became possible to keep the 
controlled voltage within allowed boundaries;  
(iv) It has been proved that computation power accessible in modern substation 
computers is sufficient enough to run a real-time coordinated control optimisation 
with the control latency as low as 15s.  
The study presented in this chapter bonds together the BESS involvement into 
voltage control with all other concepts introduced in earlier parts of the thesis. In addition, 
the proposed solution of TSCC method with BESS fulfils requested control criteria. Hence, 
in the next chapter the thesis is summarised and recommendations for further research 
are provided. 
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CHAPTER 8. THESIS CONCLUSIONS AND RECOMMENDATIONS 
FOR FUTURE RESEARCH 
8.1 THESIS SUMMARY   
The goal of this thesis was to analyse and propose a solution for voltage 
fluctuations in grids equipped with large-scale uncertain generation represented by PV 
power plants. Therefore, voltage behaviour during intermittent cloud phenomena and grid 
voltage control were the central points of the conducted research. In addition, due to size 
and penetration level of large-scale PV facilities, the mentioned disturbance affects line 
voltages in a whole distribution feeder. For this purpose, local algorithms of conventional 
voltage controllers have been analysed and control sequences have been studied with a 
special attention to mutual influence of existing regulators.  
Next, to reproduce a distribution grid behaviour and its control scheme, a part of a 
real network from South-East Queensland and its local voltage regulators has been 
modelled with use of the RTDS – the power system real-time simulation platform. The grid 
was chosen for the study because it is a long, semi-rural network with a weak connection 
to the grid and is supplied from a load side with a large-scale PV facility (3.3MWp of 
power) and recently added a large-scale BESS device (0.6MW/0.76MWh). Since the grid 
is equipped with a number of local controllers such as OLTCs, SVRs with LDC, capacitor 
banks and reactive power from the PV inverter, the studied network was assumed to be 
representative for typical distribution networks with large-scale uncertain generation.  
Furthermore, to facilitate new control algorithm developments, the RTDS-MATLAB 
real-time co-simulator has been proposed. This hybrid platform has been created to 
ensure high fidelity of power system simulation offered by the RTDS platform and to 
provide access to modern algorithmic techniques as well as great computation power 
offered by MATLAB. In addition, there have been implemented TCP/IP-based 
communication protocols to gather simulated grid data as well as to remotely control 
RTDS simulations. Then, the co-simulator was examined to verify its sufficiency to the 
studied voltage control issues and was tested on a new droop controller applied to the 
reactive power from the PV inverter. 
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Importantly, since preliminary investigations exposed weaknesses of uncoordinated 
control schemes, the novel model-based TSCC control coordination has been introduced 
and its requirements discussed. The proposed voltage regulation technique operates on a 
whole feeder affected by PV power fluctuation and it aims to improve voltage regulation by 
means of existing regulation devices supported by a communication channel and the 
centrally calculated control algorithm. Significantly, the controller has been developed to 
operate even with control apparatus being partially excluded from control coordination 
(e.g. upstream voltage regulation which manages many more feeders than the coordinated 
one). In that case, the TSCC incorporates expected behaviour from autonomous 
controllers into the proposed solution. Moreover, as in any model-based techniques, a 
meta-model of the grid had to be created. Importantly though, a new and fast meta-model 
evaluation method has been established to incorporate non-linear, non-analytical, time-
dependant autonomous regulation logic to the grid prediction process. In addition, the 
TSCC was designed to solve the MINLP optimisation problem in real-time without any 
linearisation. Thanks to this, the control optimisation has been defined in a way which 
makes it adaptable to any distribution network. 
Finally, to verify control effectiveness, the proposed coordination method has been 
implemented in two variants on the real-time model of the investigated grid. In the first variant, 
the TSCC was allowed to take control over regulators nearby the PV power plant and adjust 
coordinated regulation to expected autonomous control actions from upstream apparatus. 
Nevertheless, in the second implementation, the method has been redefined to incorporate 
the BESS device to voltage control coordination and to include BESS-specific features such 
as avoiding battery charging in micro-cycles. In addition, in both variants the controller was 
able to evaluate several hundreds of possible grid scenarios in every 15s–30s control latency 
window to choose a solution which satisfies assumed control criteria the most. 
8.2 MAIN FINDINGS AND CONTRIBUTION SUMMARY  
Considering the conducted research and the obtained results, the main findings and 
thesis contribution can be summarised as follows: 
a) Voltage fluctuations at large-scale PV generation 
It has been confirmed in real-time simulations with use of real grid data that large-
scale PV generation connected to MV distribution grids can be a source of 
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significant voltage variations caused by normal PV power fluctuations related to 
passing clouds over PV panels. In addition, even though those variations are 
intermittent in nature, it is possible for line voltages to go beyond allowed limits if the 
grid voltage is controlled by traditional, autonomous regulators with a regulation 
sequence being predefined by long control latencies. Admittedly, traditional voltage 
controllers require control latencies to limit their wear and tear as well as to prevent 
voltage hunting during autonomous operations. Hence, it can be recommended to 
revise voltage control in grids equipped with large-scale PV generation and to 
incorporate a faster regulation scheme. 
b) Effectiveness of reactive power control from PV inverter 
During the performed study, it has been reaffirmed that the reactive power 
regulation from the PV inverter plays a crucial role in voltage regulation at large-
scale PV generation. Nonetheless, even if the reactive power is not limited by 
commonly used power factor restrictions, the PV inverter alone might not be able to 
preserve the feeder’s voltage within allowed limits during very fast-moving clouds 
phenomena in a time of overall high PV generation. Generally, this confirms a need 
for a more advanced voltage control strategy in long, weak feeders with large-scale 
PV generation. 
c) New prediction method of grid behaviour 
A new, fast process of grid behaviour prediction has been presented, which 
includes voltages RMS values, non-linear and time-dependent control statuses as 
well as mutual influence of coordinated and uncoordinated grid voltage regulators. 
The method is based on fast power flow calculation with data taken from real-time 
measurements and a priori grid knowledge. Hence, the discussed process can be 
considered as an alternative to widely popular sensitivity analysis with important 
enhancements which allows for incorporating a future state of a grid with all 
dependencies between voltage regulators into the optimisation problem. 
d) New voltage control scheme for distribution grids   
It has been demonstrated that grid voltage control can significantly benefit from 
implementation of the model-based control coordination algorithm, which operates 
in real-time and delivers set-points to already existing control apparatus. As a result, 
it became possible to significantly decrease voltage fluctuations and regulation time 
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after dynamic disturbances of generated PV power. Thanks to this, a distribution 
feeder can be ready much faster for another unexpected disturbance. Moreover, 
with the proposed integration of expected control actions from autonomous 
regulators, the method not only coordinates chosen controllers but also 
synchronises control efforts with upstream voltage regulators even though it cannot 
directly influence them. Admittedly, this novel feature opens additional possibilities 
to enhance voltage control in distribution grids with limited remote access. 
Generally, the proposed voltage control coordination is primarily recommended for 
grids, which suffer from voltage fluctuations caused by uncertain renewable 
generation or for grids with planned extensions of PV penetration level. Arguably, 
the method can be implemented by utility companies or by large-scale PV plant 
operators with voltage control obligations. 
e) BESS involvement in voltage control 
A new method of BESS involvement into grid voltage control has been developed 
and tested. Importantly, the study presents a practical approach to this still new 
functionality of an energy storage device and gives an insight to control benefits 
with BESS participation in voltage control. In this solution, the control coordination 
can receive a temporal, additional support to limit short-time voltage drops. Hence, 
from a first control loop, the voltage can be continuously maintained within allowed 
boundaries and effects of fluctuating PV power are suppressed. In addition, this 
control voltage improvement has been achieved with minimised impact on 
scheduled BESS operations. BESS involvement into voltage control opens new 
application possibilities for high-capacity energy storage in distribution grids – with 
the proposed solution BESS should not be considered only as a device to shift in 
time energy delivery but also as another grid apparatus with voltage control 
capabilities. It is recommended to factor in this feature to BESS investment 
analysis, in particular when an energy storage is installed next to dynamically 
changing renewable generation. 
f) Real-time MINLP optimisation and MPC-based control 
The executed study on distribution grid control coordination can be considered as a 
proof that the MPC-based controller with MINLP optimisation is feasible in real-time 
even with a long prediction horizon to include delayed, autonomous operation from 
upstream voltage regulators. In addition, the controller optimises a control solution 
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based on hundreds of possible grid scenarios only with computation power 
available in modern MV substations and this is executed faster than control 
latencies of traditional regulators. This has two implications. Firstly, future MPC-
related studies can incorporate expected, autonomous, upstream voltage regulation 
to downstream control decisions which has not been done in the past. Secondly, 
even computation power currently available in substations is sufficient enough to 
implement complex, MPC-based voltage control algorithms. Hence, the proposed 
real-time controller is feasible for implementation in MV grids as soon as 
appropriate communication is provided. 
g) New SIL co-simulation platform 
A new real-time co-simulation platform for distribution voltage studies has been 
developed and tested. Thanks to the SIL approach, a trusted RTDS real-time grid 
simulator has been combined with advanced programming libraries offered by the 
MATLAB environment. The platform has been validated in additional performance 
tests and the limits of applicability have been determined. Hence, it can be 
recommended to apply the developed platform for control problems investigations 
with data sampling of 25ms or more. In addition, the presented SIL solution not only 
provides external voltage regulation to a simulated grid but also allows for external 
control over the real-time simulation process, which can be suggested for testing 
processes of examined algorithms. 
To conclude, the thesis introduces a practical application of dispersed 
measurements in MV grids and demonstrates benefits of applying contemporary 
computation capabilities to distribution grid regulation. In other words, the thesis can be 
understood as a voice in a discussion about effective use of grid-distributed 
measurements and computation power offered by parallel processing techniques.  Thanks 
to those, it became possible to establish a new controller, which stabilises voltage 
fluctuations induced by common PV generation disturbances. With the presented 
solutions, existing distribution grids can be infiltrated more by large-scale PV generation 
with mitigated risk of voltage fluctuations, which is an important factor limiting the 
penetration level of uncertain renewable generation.  
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8.3 FUTURE RESEARCH 
Even though the developed TSCC method offers great improvements in distribution 
voltage control, further enhancements are possible. In fact, the proposed controller and the 
co-simulation platform can serve as a framework for further studies. Hence, among 
probable extensions of the described work, the following topics are recommended for 
future investigation: 
a) On-line identification of grid parameters 
At the moment, the grid meta-model uses a priori grid data to determine line and 
cable parameters as well as electrical parameters of grid apparatus. However, it 
would be beneficial to develop and incorporate an identification system to estimate 
all those grid parameters (e.g. lines and transformers impedances, loading ZIP 
parameters) primarily based on distributed grid measurements. In other words, the 
a priori data from grid documentation could determine objects for identification while 
an on-line system would precisely identify parameters of those objects. This 
solution would further increase accuracy of a meta-model, which presently 
considers grid parameters to be stationary while in a general form they vary in time. 
b) Remote identification of local control algorithms 
Other information which is extracted from a priori grid data is logic of existing local 
controllers. However, if a controller works with an altered logic, which has not been 
documented, the TSCC would suffer from inaccurate grid meta-model simulation. A 
machine learning technique can be applied to learn and reproduce a behaviour of 
every grid controller based on real-time or historical observations. This 
improvement would facilitate flexibility of the proposed controller and would speed 
up method implementation to new distribution grids, particularly those with limited 
information about already implemented voltage regulation schemes. 
c) Implementation of GPU technology for power flow analysis and control 
optimisation 
As discussed in section 6.5.2, power flow calculation for larger distribution grids can 
be computed faster when it is done with use of a GPU instead of a CPU. Therefore, 
that GPU-based power flow calculation should be considered as a vital option to 
maintain quick control computation in large distribution systems. Nonetheless, this 
future work appears to be challenging because power flow on a GPU shall be run in 
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multiple scenarios at once to utilise a full potential of this solution (i.e. CUDA 
performance is much greater if the GPU kernel is invoked less frequently but with 
larger tasks rather than many times with smaller tasks such as a single power flow). 
Therefore, a future study should focus on combining the power flow computation 
with the MINLP optimisation on GPU-based CUDA technology. In the proposed 
research direction, a parallel optimiser would emulate tens or hundreds of grid 
scenarios at once to take full advantage of modern data processing technologies. 
d) State estimation with incomplete or conflicting measurements data  
In the TSCC method, the meta-model starts with grid state estimation based on 
real-time grid measurements. However, it should be noticed that due to 
measurement or communication errors, the state estimation might receive 
incomplete or conflicting data (e.g. active and reactive power measurements, which 
do not reflect measured voltage). Therefore, an alternative state estimation method 
could address those issues and provide robust behaviour of the TSCC method even 
with erroneous input data.   
e) Short-term PV prediction  
The proposed TSCC voltage controller predicts a near-future grid behaviour with 
use of PV generation prediction. However, due to limitations in currently known 
prediction methods, the controller considers only one incoming change of solar 
irradiance (and therefore PV generation). Although the current method works, 
further advancements in the proposed field would help to distinguish between a 
variety of transient and permanent cloud conditions; therefore, the controller would 
be able to react at once to complex scenarios instead of waiting for subsequent PV 
predictions with new solar irradiance changes.  
In summary, the recommendations for the future work are twofold and are related to 
identified potential weaknesses of the developed method. The first direction for further 
studies refers to control accuracy improvements of the TSCC controller (i.e. better PV 
prediction, state estimation with incomplete data and on-line parameters identification). 
The second direction in future research focuses on expanding applicability of the TSCC 
method by facilitating faster power flow calculation and automatic determination of local 
logic of existing voltage regulation apparatus. 
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APPENDIX A2 RTDS MODEL OF UQ GATTON FEEDER WITH PV AND BESS 
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APPENDIX A3 ELECTRICAL PARAMETERS OF THE GRID META-MODEL 
%% MATPOWER Case Format : Version 2 
mpc.version = '2'; 
mpc.baseMVA = 100;  %Zbase33kv=10.89 and Zbase11kV=1.21 
  
%% online measurements 
B11Pd = input.PSSTHL*(1-input.SSTHLRatio);  %input.PSSTHLconP; 
B11Qd = input.QSSTHL*(1-input.SSTHLRatio);  
B11Gs = input.PSSTHL*input.SSTHLRatio;  %input.PSSTHLconZ; 
B11Bs = input.QSSTHL*input.SSTHLRatio; 
B12Pd = input.PFeeders*(1-input.FeedRatio); 
B12Qd = input.QFeeders*(1-input.FeedRatio); 
B12Gs = input.PFeeders*input.FeedRatio + 0.0001; 
B12Bs = -input.QFeeders*input.FeedRatio + input.BrkGatCap*5.4; 
B14Pd = input.PGolfClub*(1-input.GolfRatio); 
B14Qd = input.QGolfClub*(1-input.GolfRatio); 
B14Gs = input.PGolfClub*input.GolfRatio; 
B14Bs = -input.QGolfClub*input.GolfRatio; 
B20Pd = input.PUQ*(1-input.UQGatRatio);  
B20Qd = input.QUQ*(1-input.UQGatRatio);  
B20Gs = input.PUQ*input.UQGatRatio + 0.0001;  
B20Bs = -input.QUQ*input.UQGatRatio + input.QUQCapSet -0.00001; 
B22Pd = -input.PPvAc; 
B22Qd = -input.QPvAc; 
B49Pd = -input.PBessAc; 
B49Qd = -input.QBessAc; 
Br2Pd = input.P2ndBraLoa*0.7; 
Br2Qd = input.Q2ndBraLoa*0.7; 
Br2Gs = input.P2ndBraLoa*0.3;  
Br2Bs = -input.Q2ndBraLoa*0.3; 
  
%%bus type Pd Qd Gs Bs area Vm Va baseKV zone Vmax Vmin 
mpc.bus = [ 
1  3   0   0   0   0   1   1   0   33   1  1.3   0.7;  
2  1   0   0   0   0   1   1   0   33   1  1.2   0.7; 
3  1   0   0   0   0   1   1   0   33   1  1.2   0.7; 
4  1   0   0   0   0   1   1   0   33   1  1.2   0.7; 
5  1   0   0   0   0   1   1   0   33   1  1.2   0.7; 
6  1   0   0   0   0   1   1   0   33   1  1.2   0.7; 
7  1   0   0   0   0   1   1   0   33   1  1.2   0.7; 
8  1   0   0   0   0   1   1   0   33   1  1.2   0.7; 
9  1   0   0   0   0   1   1   0   33   1  1.2   0.7; 
10 1   0   0   0   0   1   1   0   33   1  1.2   0.7; %Bus33kV 
11 1   B11Pd B11Qd B11Gs B11Bs 1 1 0 33 1  1.2   0.7; %Bus33k2A 
12 1   B12Pd B12Qd B12Gs B12Bs 1 1 0 11 2  1.2   0.7; %BusGatt 
13 1   0   0   0.01  -0.0001 1 1 0 11   2  1.2   0.7; %Bus10 
14 1   B14Pd B14Qd B14Gs B14Bs 1 1 0 11 2  1.2   0.7; %Bus11 
15 1   0   0   0.01  -0.0001 1 1 0 11   2  1.2   0.7; %BusPoiA 
16 1   0   0   0.01  -0.0001 1 1 0 11   2  1.2   0.7; %SvrA 
17 1   0   0   0   0   1   1   0   11   2  1.2   0.7; %SvrA2 
18 1   0   0   0.01  -0.0001 1 1 0 11   2  1.2   0.7; %Mp5 
19 1   0   0   0.01  -0.0001 1 1 0 11   2  1.2   0.7; %Bus12 
20 1   B20Pd B20Qd B20Gs B20Bs 1 1 0 11 3  1.2   0.7; %UqGatt 
21 1   0   0   0   0   1   1   0   11   3  1.2   0.7; %Bus14 
22 1   B22Pd B22Qd 0   0   1   1 0 0.48 3  1.2   0.7; %PvBus 
23 1   0   0   0   0   1   1   0   11   2  1.2   0.7; %SvrB   
24 1   0   0   0   0   1   1   0   11   4  1.2   0.7; %SvrB2 
25 1   0   0   0   0   1   1   0   11   4  1.2   0.7; %Bus20 
26 1   Br2Pd Br2Qd Br2Gs Br2Bs 1 1 0 11 4  1.2   0.7; %2ndBraL1 
27 1   Br2Pd Br2Qd Br2Gs Br2Bs 1 1 0 11 4  1.2   0.7; %2ndBraL2 
28 1   0   0   0   0   1   1   0   11   4  1.2   0.7; %Bus15 
29 1   Br2Pd Br2Qd Br2Gs Br2Bs 1 1 0 11 4  1.2   0.7; %2ndBraL3 
30 1   0   0   0   0   1   1   0   11   4  1.2   0.7; %Bus23 
31 1   Br2Pd Br2Qd Br2Gs Br2Bs 1 1 0 11 4  1.2   0.7; %2ndBraL4 
32 1   Br2Pd Br2Qd Br2Gs Br2Bs 1 1 0 11 4  1.2   0.7; %2ndBraL5 
33 1   0   0   0   0   1   1   0   11   4  1.2   0.7; %Bus16 
34 1   Br2Pd Br2Qd Br2Gs Br2Bs 1 1 0 11 4  1.2   0.7; %2ndBraL6 
35 1   0   0   0   0   1   1   0   11   4  1.2   0.7; %2ndBrMP9 
36 1   Br2Pd Br2Qd Br2Gs Br2Bs 1 1 0 11 4  1.2   0.7; %2ndBraL7 
37 1   0   0   0   0   1   1   0   11   4  1.2   0.7; %Bus17 
38 1   Br2Pd Br2Qd Br2Gs Br2Bs 1 1 0 11 4  1.2   0.7; %2ndBraL8 
39 1   0   0   0   0   1   1   0   11   4  1.2   0.7; %Bus24 
40 1   Br2Pd Br2Qd Br2Gs Br2Bs 1 1 0 11 4  1.2   0.7; %2ndBrL9 
41 1   0   0   0   0   1   1   0   11   4  1.2   0.7; %Bus18 
42 1   Br2Pd Br2Qd Br2Gs Br2Bs 1 1 0 11 4  1.2   0.7; %2ndBra10 
43 1   0   0   0   0   1   1   0   11   4  1.2   0.7; %Bus19 
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44 1   Br2Pd Br2Qd Br2Gs Br2Bs 1 1 0 11 4  1.2   0.7; %2ndBraL11 
45 1   0   0   0   0   1   1   0   11   4  1.2   0.7; %Bus21 
46 1   Br2Pd Br2Qd Br2Gs Br2Bs 1 1 0 11 4  1.2   0.7; %2ndBraL12 
47 3   0   0   0   0   1   1   0   33   1  1.2   0.7; %generator behind Z 
48 1   0   0   0   0   1   1   0   11   3  1.2   0.7; %BusBessMV 
49 1   B49Pd B49Qd 0   0   1   1 0 0.48 3  1.2   0.7; %BusBessLV 
]; 
  
%% generator data 
genPG = input.Ppower33kV; %voltage source P power 
genQq = input.Qpower33kV; %voltage source Q power 
genVg = input.HVkvSrcAmp; %voltage source pu amplification 
  
%bus Pg  Qg   Qmax Qmin Vg mBase status Pmax Pmin Pc1 Pc2 Qc1min Qc1max Qc2min Qc2max ramp_agc 
ramp_10 ramp_30 ramp_q  apf 
mpc.gen = [ 47 genPG genQq 50 -50 genVg 1 1 100  0  0  0  0  0  0  0  0  0  0  0 1]; 
 
%% branch data 
PvTrfRa = input.BrkPvTrafo*(11/0.48)^0*(1+(input.PvTrafoTap-3)*0.025); %PV transformer ratio 
SubTrfR = (33/11)^0/(1+(input.T1TapPos-7)*0.0125); %33kV transofmer ratio 
SvrBRa  = 1/(1+(input.SvrBTapPos-17)*0.00625); %SvrB ratio 
SvrARa  = 1/(1+(input.SvrATapPos-17)*0.00625); %SvrA ratio 
rFact = 1/1.21; % (for 11kV) 
lFact = 2*pi*50/1.21;% (for 11kV) 
xFact = 1/1.21; % (for 11kV) 
  
%fbus tbus r        x             b        rateA rateB rateC ratio angle status angmin angmax 
mpc.branch = [ 
1  2   0.004724     0.001542      0.000157 50 50 50 0    0    1 -360 360; %pu 
2  3   0.049012     0.107314      0.000131 50 50 50 0    0    1 -360 360; %pu 
3  4   0.056064     0.018306      0.001877 50 50 50 0    0    1 -360 360; %pu 
4  5   0.025206     0.055190      0.000067 50 50 50 0    0    1 -360 360; %pu 
5  6   0.063324     0.138649      0.000169 50 50 50 0    0    1 -360 360; %pu 
6  10  0.005354     0.001748      0.000178 50 50 50 0    0    1 -360 360; %pu 
10 11  1.0e-3       0             0        50 50 50 0    0    1 -360 360; %pu 
1  7   0.004724     0.001542      0.000157 50 50 50 0    0    1 -360 360; %pu 
7  8   0.064577     0.128347      0.000157 50 50 50 0    0    1 -360 360; %pu 
8  9   0.068480     0.136104      0.000166 50 50 50 0    0    1 -360 360; %pu 
9  11  0.004724     0.001542      0.000157 50 50 50 0    0    1 -360 360; %pu 
10 12  0.03         0.892         0        50 50 50 SubTrfR 0 1 -360 360; %Bus33kV to BusGatt 
11 12  0.03         0.892         0        50 50 50 SubTrfR 0 1 -360 360; %Bus33kV2 to BusGatt 
12 13  0.0195*rFact 0.00909*xFact 0.000026 50 50 50 0    0    1 -360 360; %BusGatt to Bus10  
13 14  0.9916*rFact 0.00112*lFact 0        50 50 50 0    0    1 -360 360; %Bus10 to Bus11  
14 15  0.7194*rFact 0.00080*lFact 0        50 50 50 0    0    1 -360 360; %Bus11 to PoiA  
15 23  0.8520*rFact 0.00224*lFact 0        20 20 20 0    0    1 -360 360; %PoiA to SvrB  
23 24  0.208329     0.833333      0.00014  20 20 20 SvrBRa  0 1 -360 360; %SvrB to SvrB2 
24 25  0.5680*rFact 0.00112*lFact 0        20 20 20 0    0    1 -360 360; %SvrB2 to Bus20  
25 26  0.046942     0.058262      0        20 20 20 0    0    1 -360 360; %Bus20 to 2ndBraL1 
25 27  0.140826     0.174734      0        20 20 20 0    0    1 -360 360; %Bus20 to 2ndBraL2 
24 28  0.9240*rFact 0.00182*lFact 0        20 20 20 0    0    1 -360 360; %SvrB2 to Bus15  
28 29  0.082148     0.102036      0        20 20 20 0    0    1 -360 360; %Bus15 to 2ndBraL3 
28 30  0.176033     0.218613      0        20 20 20 0    0    1 -360 360; %Bus15 to Bus23 
30 31  0.187603     0.233152      0        20 20 20 0    0    1 -360 360; %Bus23 to 2ndBraL4 
30 32  0.117355     0.145655      0        20 20 20 0    0    1 -360 360; %Bus23 to 2ndBraL5 
28 33  0.187603     0.233152      0        20 20 20 0    0    1 -360 360; %Bus15 to Bus16 
33 34  0.117355     0.145655      0        20 20 20 0    0    1 -360 360; %Bus16 to 2ndBraL6 
33 35  0.117355     0.145655      0        20 20 20 0    0    1 -360 360; %Bus16 to 2nBrMP9 
35 36  0.187603     0.233152      0        20 20 20 0    0    1 -360 360; %2ndBrMP9 to 2ndBraL7 
35 37  0.046942     0.058262      0        20 20 20 0    0    1 -360 360; %2ndBrMP9 to Bus17 
37 38  0.064462     0.080227      0        20 20 20 0    0    1 -360 360; %Bus17 to 2ndBraL8 
37 39  0.293388     0.363490      0        20 20 20 0    0    1 -360 360; %Bus17 to Bus24 
39 40  0.340495     0.423206      0        20 20 20 0    0    1 -360 360; %Bus24 to 2ndBraL9 
39 41  0.082148     0.102036      0        20 20 20 0    0    1 -360 360; %Bus24 to Bus18 
41 42  0.117355     0.145655      0        20 20 20 0    0    1 -360 360; %Bus18 to 2ndBraL10 
41 43  0.140826     0.174734      0        20 20 20 0    0    1 -360 360; %Bus18 to Bus19 
43 44  0.140826     0.174734      0        20 20 20 0    0    1 -360 360; %Bus19 to 2ndBraL11 
24 45  1.2080*rFact 0.00238*lFact 0        20 20 20 0    0    1 -360 360; %SvrB2 to Bus21  
45 46  0.234710     0.291311      0        20 20 20 0    0    1 -360 360; %Bus21 to 2ndBraL12 
15 16  0.7555*rFact 0.00120*lFact 0        15 15 15 0    0    1 -360 360; %PoiA to SvrA  
16 17  0.166666     0.05          0        15 15 15 SvrARa  0 1 -360 360; %SvrA to SvrA2 
17 18  0.4860*rFact 0.00068*lFact 0        15 15 15 0    0    1 -360 360; %SvrA2 to MP5  
18 19  0.5415*rFact 0.00080*lFact 0        15 15 15 0    0    1 -360 360; %MP5 to Bus12  
19 20  0.1043*rFact 0.04038*xFact 0.000138 15 15 15 0    0    1 -360 360; %Bus12 to UqGatt 
20 21  0.265371     0.113884      0.000155 15 15 15 0    0    1 -360 360; %UqGatt to Bus14 
21 22  0.0750       0.28         -0.000037 15 15 15 PvTrfRa 0 1 -360 360; %Bus14 to PvBus 
47 1   0.006839     0.034863      0        50 50 50 0    0    1 -360 360; %Generator behind Z 
20 48  0.265371     0.113884      0.000155 15 15 15 0    0    1 -360 360; %UqGatt to BessMV 
48 49  0.1321*rFact 0.0513*xFact -0.00012  15 15 15 1    0    1 -360 360; %BessMV to BessLV  
];  
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APPENDIX A4 RTDS IMPLEMENTATION OF CONVENTIONAL VOLTAGE 
CONTROLLERS  
a) OLTC controller with P/V curve 
 
b) Substation capacitor bank controller  
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c) SVR type controller with LDC calculation 
 
d) Main load capacitor bank controller 
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e) PV inverter control, DAVM model 
 
PV inverter P-Q loop: 
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f) BESS inverter control, DAVM model 
 
BESS inverter P-Q loop: 
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APPENDIX A5 TCP/IP COMMUNICATION IN RTDS  
 
  
APPENDICES 
 
 190 
APPENDIX A6 PAPERS PUBLISHED DURING THIS RESEARCH 
1. J. Krata and T. K. Saha, “Real-Time Coordinated Voltage Support with Battery 
Energy Storage in a Distribution Grid Equipped with Medium-Scale PV Generation,” 
IEEE Trans. Smart Grid, (Early Access), pp. 1–12, 2018, DOI: 
10.1109/TSG.2018.2828991  
Available: https://ieeexplore.ieee.org/document/8344483/ 
2. J. Krata, T. K. Saha, and R. Yan, Model-Driven Real-Time Control Coordination for 
Distribution Grids with Medium-Scale Photovoltaic Generation,” IET Renew. Power 
Gener., vol. 11, no. 12, pp. 1603–1612, Jul. 2017, DOI: 10.1049/iet-rpg.2017.0096  
Available: https://ieeexplore.ieee.org/document/8085226/ 
3. J. Krata, “A Real-Time Co-Simulation Platform for Distribution Grid Voltage Control,” 
in 2017 Australasian Universities Power Engineering Conference (AUPEC), 
Melbourne, 2017, pp. 1–6, DOI: 10.1109/AUPEC.2017.8282412  
Available: https://ieeexplore.ieee.org/document/8282412/ 
4. J. Krata, “A Hybrid Real-Time Simulation Method for Distribution Grid Control,” in 
2016 Australasian Universities Power Engineering Conference (AUPEC), Brisbane, 
2016, pp. 1–6, DOI: 10.1109/AUPEC.2016.7749369  
Available: https://ieeexplore.ieee.org/document/7749369/ 
5. J. Krata, R. Yan, and T. K. Saha, “Medium Voltage Grid Conventional Control in the 
Presence of a Large Scale Photovoltaic System,” in Power and Energy Engineering 
Conference (APPEEC), 2015 IEEE PES Asia-Pacific, Brisbane, 2015, pp. 1–5, DOI: 
10.1109/APPEEC.2015.7380992  
Available: https://ieeexplore.ieee.org/document/7380992/ 
6. J. Krata, T. K. Saha, and R. Yan, “Large Scale Photovoltaic System and Its Impact on 
Distribution Network in Transient Cloud Conditions,” in 2015 IEEE Power Energy 
Society General Meeting, Denver, 2015, pp. 1–5, DOI: 10.1109/PESGM.2015.7286591 
Available: https://ieeexplore.ieee.org/document/7286591/ 
