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1.1 Vision par ordinateur
De la peinture à l’image, saisir et représenter le monde qui l’entoure a toujours été une
source de stimulation intellectuelle pour l’homme. Les capteurs numériques modernes cap-
turent ainsi notre environnement tridimensionnel sur des images bidimensionnelles. Cette
capture se fait donc au détriment d’une information suite à la perte d’une dimension. Il en est
de même pour la perception humaine. Notre cerveau forme sur la rétine des images en deux
dimensions. Cependant, à l’aide de traitements complexes, celui-ci est capable de percevoir la
profondeur et les mouvements ainsi que de reconnaître des objets ou des formes. Par analogie,
lorsque le capteur numérique joue le rôle des yeux et l’ordinateur celui du cerveau, le but
de la vision par ordinateur consiste à retrouver de telles informations à partir d’images. La
vision artificielle est donc composée de plusieurs problématiques. Dans ce mémoire, nous nous
focaliserons sur une seul : la reconstruction tridimensionnelle. Dans ce problème, l’entrée vi-
suelle est composée d’au moins deux images bidimensionnelles. Le résultat est la profondeur,
c’est-à-dire la structure tridimensionnelle de la scène (3D) dont sont issues les images. Divers
indices, comme la géométrie du capteur, le mouvement entre deux prises de vue, les variations
d’ombre, de flou ou d’éclairage, peuvent être utilisés pour atteindre cet objectif. L’exploi-
tation de toutes ces informations se fait au sein d’un cadre unifié : la géométrie projective.
Cette théorie permet, entre autre, de modéliser mathématiquement une caméra, c’est à dire
le transfert d’un point de la scène observée vers un point de l’image. Le modèle de caméra
classiquement utilisé est celui dit en « trou d’épingle » ou sténopé. Dans ce modèle, l’image
se forme par une projection centrale sans tenir compte des éventuelles distorsions liées aux
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lentilles de l’objectif. Ces distorsions étant négligeables dans la plupart des applications, cette
approximation est réaliste en pratique. La formation d’une image résulte donc d’un processus
relativement élémentaire. Cependant, le processus inverse, c’est-à-dire retrouver des formes
3D (points, lignes...) à l’aide de leurs projections 2D dans les images, est beaucoup plus com-
plexe. En effet, les problèmes mathématiques qui résultent de ce modèle général sont souvent
formulés comme une recherche d’optimum (minimum ou maximum) dont la résolution s’avère
souvent difficile.
1.2 La recherche de minimum
Le principal avantage du cadre général que constitue la géométrie projective réside dans
la possibilité de formuler la recherche d’informations 3D comme des problèmes d’estimation
formulés de la manière suivante :
inf
xPKfpxq (1.1)
où f est une fonction rationnelle de Rn dans R et K un sous-ensemble de Rn. Cependant, les
objets que l’on cherche à estimer n’ont, parfois, qu’une existence purement mathématique (p.
ex. matrice fondamentale) dans un espace théorique (p. ex. P2, l’ensemble des droites vecto-
rielles de R2). Il est donc, en pratique, difficile de pouvoir exhiber ne serait-ce qu’un élément
de l’ensemble des contraintes K. Bien entendu, les recherches menées en vision artificielle
ont permis, dans de nombreux problèmes concrets, de pouvoir construire efficacement un élé-
ment de K. Il est alors courant de résoudre (1.1) en utilisant des méthodes d’optimisation
locale. Sauf si le problème est convexe, ces approches itératives ne convergent généralement
pas vers le minimum global et nécessitent de fournir une solution initiale proche de la solution
exacte. Une autre démarche classique réside dans la simplification intentionnelle du problème
de minimisation. La manière la plus naturelle de le simplifier consiste à ne pas tenir compte
des contraintes, donc à minimiser f sur tout Rn, puis à projeter la solution obtenue sur K.
Cependant, ce processus n’est possible que si l’on dispose de l’opération de projection sur K.
Or, déterminer un tel opérateur peut se révéler, selon la forme de K, aussi difficile que de
résoudre le problème original. De plus, même si une projection peut être déterminée, rien n’as-
sure a priori qu’elle soit proche d’un optimum, même local. Une autre simplification possible
consiste à ajouter ou à abandonner des équations de K afin de rendre le problème linéaire.
De cette manière, il devient plus simple de calculer un élément de K et ainsi d’énumérer plu-
sieurs solutions initiales. Cependant, non seulement la solution obtenue n’est pas globale mais
l’ajout ou la suppression d’équations peut créer des singularités artificielles qui n’étaient pas
présentes dans le problème initial. Sauf hypothèse de convexité, les solutions que nous venons
d’énumérer ne garantissent pas d’obtenir le minimum global. Or, dans certaines applications
de vision artificielle, comme la métrologie dimensionnelle, il est nécessaire d’avoir un maxi-
mum de précision et donc des solutions garanties. De plus, une garantie d’optimalité est une
information importante permettant de détecter des configurations géométriques dégénérées.
Théoriquement, les méthodes d’optimisation globale peuvent s’affranchir d’une estimée
initiale et garantissent d’atteindre le minimum global. Il y a deux manières d’apporter un tel
certificat. La première façon consiste à décrire l’espace de recherche le plus exhaustivement
possible de sorte qu’un maximum de candidats soient testés. A titre d’exemple, on peut citer
dans cette catégorie les méthodes de Monte-Carlo qui testent aléatoirement des éléments
de K ou la recherche tabou qui permet de continuer la recherche même après avoir trouvé
un minimum local. L’inconvénient majeur de ces méthodes réside principalement dans leur
temps de calcul prohibitif. La seconde catégorie de méthodes apporte un certificat d’optimalité
à l’aide de la théorie mathématique dont elles sont issues. Les algorithmes par séparation et
évaluation (« branch and bound ») ou les méthodes d’optimisation par analyse d’intervalles
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font, par exemple, partie de cette deuxième famille. Cependant, bien que ces méthodes puissent
être plus rapides que celles de la catégorie précédente, leur désavantage majeur est leur manque
de généralité. En effet, ces approches sont en général dédiées à un type de fonctions coûts.
Elles utilisent ainsi un maximum d’informations théoriques afin d’être le plus efficace possible.
L’ensemble de ces différentes approches est résumé sur la figure 1.1.
Problème non-
linéaire sous
contraintes
Optimisation
locale
Problème
convexe
Optimum
global
Problème
non
convexe
Optimum
local
Simplification
Problème
Linéarisé
Optimum
local
Résolution
sans
contraintes
Optimum
local
Optimisation
Globale
Approche
exhaustive
Optimum
global
non
certifié
Approche
théorique
dédiée
Optimum
global
certifié
Figure 1.1 – Présentation des différentes méthodes classiquement utilisées en vision par or-
dinateur pour résoudre un problème d’optimisation non-linéaire. La branche rouge correspond
aux méthodes locales classiques (p.e. les méthodes de descentes). Dans cette branche, si le
problème n’est pas a priori convexe, le minimum global n’est pas garanti. La Branche verte re-
présente la famille de méthodes dites de simplification. Ces méthodes déterminent une solution
approchée en résolvant un problème simplifié puis en projetant la solution obtenue sur l’espace
des contraintes. Enfin la dernière branche (bleue) correspond à la famille des méthodes dites
globale. Parmi ces méthodes, on peut distinguer deux ramifications (cf. [Mongeau 2007]), les
méthodes exhaustives balayant au mieux l’espace de recherche et les méthodes dédiées basées
sur l’utilisation de la théorie mathématique.
1.3 Motivation
Il existe deux catégories de fonctions coûts qui sont fréquemment rencontrées en vision
par ordinateur. Dans la première catégorie, il y a les fonctions coûts dites algébriques. Ces
fonctions sont en général des polynômes. Elles sont définies dans les espaces projectifs P2
et P3 (ensemble des droites vectorielles de R3) et ont, souvent, pour objectif la recherche
d’invariants. La minimisation de ces fonctions est théoriquement assujettie à des contraintes
Page 3
Chapitre 1. Introduction générale
de structures caractérisant ces invariants et des contraintes permettant d’éviter la solution
triviale nulle. Dans les décennies précédentes, beaucoup de recherches ont été menées afin
d’appliquer les méthodes d’optimisation globale pour résoudre ces problèmes algébriques.
Le problème majeur de ces applications résidait dans la difficulté de prendre en compte les
contraintes. Via des simplifications du problème, ces approches ont alors été principalement
utilisées afin de rechercher un point de départ pour des méthodes locales.
La deuxième catégorie de fonctions coûts fréquemment rencontrées en vision artificielle
sont les fonctions métriques ou euclidiennes. Elles sont, pour la plupart, issues de la pro-
jection des fonctions coûts algébriques dans les espaces euclidiens associés (c.-à-d. R2 et R3)
et sont, en général, formulées comme des sommes de fractions rationnelles :
min
xPK
Nÿ
i“1
pipxq
qipxq , (1.2)
où les fonctions pi et qi sont des polynômes. Lorsque le nombre d’inconnues et le nombre de
fractions sont faibles, il est possible, par réduction au même dénominateur et en recherchant
des points stationnaires, de résoudre globalement un tel problème dans un temps raisonnable.
Mais, même avec un nombre d’inconnues limité, cette technique devient inutilisable lorsque N
grandit. Or, les problèmes de minimisation rationnelle sont souvent utilisés pour estimer des
paramètres. Lors de ces estimations, N représente le nombre de mesures expérimentales qui
doit être grand (typiquement entre 50 et 100) pour que l’estimation soit précise. Ainsi, bien que
cette approche naturelle puisse résoudre un large éventail de problèmes, elle n’est que peu uti-
lisée en pratique. Cependant, les récents résultats dans les domaines de l’optimisation convexe
et polynomiale ont permis l’émergence de nouvelles approches. Ces dernières ont suscité un
grand intérêt dans la communauté vision par ordinateur. Ainsi, plusieurs nouvelles méthodes
garantissant des solutions globales ont été étudiées et ont permis de résoudre nombre de pro-
blèmes rationnels. Les plus populaires sont les algorithmes de séparation et évaluation dans
lesquels la phase d’évaluation est améliorée en faisant des hypothèses de quasi-convexité sur
les numérateurs et dénominateurs (cf. [Kahl 2008a, Fangfang 2007, Kahl 2008b]). Cependant,
bien que certains problèmes satisfassent à ces propriétés, ces méthodes ne peuvent résoudre
le problème de minimisation rationnelle dans toute sa généralité. Afin de traiter ce problème
sans faire d’hypothèses sur les fractions piqi , certaines méthodes (p. ex. [Kahl 2007]) ont pro-
posé un cadre général de résolution à l’aide d’une hiérarchie de relaxations du problème initial.
Cependant, ces méthodes ne disposent pas d’une preuve de convergence et permettent seule-
ment de fournir une estimée intiale. Ainsi, aucune technique n’a fourni un cadre générique de
résolution.
1.4 Contribution
Dans nos travaux, nous nous intéresserons premièrement à l’application de la méthode
d’optimisation globale via la théorie des moments aux problèmes algébriques. Cette méthode
est initialement dédiée à la minimisation de polynômes avec un ensemble de contraintes défi-
nies par des équations polynomiales. Elle a, tout d’abord, été utilisée avec succès pour résoudre
un large éventail de problèmes classiques [Kahl 2007], puis employée pour des problèmes plus
spécifiques comme l’estimation de la conique absolue [Chandraker 2007]. Dans ce mémoire,
nos contributions consistent à :
– étudier l’application de l’optimisation polynomiale par théorie des moments à deux pro-
blèmes classiques en vision par ordinateur : la minimisation des distorsions projectives
issues de l’opération de rectification et l’estimation de la matrice fondamentale. Pour le
premier problème, notre contribution résidera dans la proposition de nouveaux critères
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permettant l’application de la méthode polynomiale. Dans le second problème, nous
chercherons à déterminer une matrice 3 ˆ 3 non symétrique de rang 2. Par rapport
aux solutions d’application déjà existantes, nous montrerons comment formuler le pro-
blème de la manière la plus avantageuse pour l’optimisation par théorie des moments.
Puis, à l’aide d’un processus d’évaluation adéquat, nous comparerons cette méthode à
la méthode d’estimation de référence.
– étendre l’optimisation polynomiale par théorie des moments à des fonctions coûts dé-
crites par des sommes de fractions rationnelles. Nous proposerons deux méthodes per-
mettant de telles extensions que nous comparerons sur des cas tests théoriques. Ensuite,
nous appliquerons la solution retenue aux problèmes de la triangulation multivues clas-
sique (projective) et de la triangulation multivues avec prise en compte des distorsions
radiales.
1.5 Organisation du me´moire
Ce mémoire est organisé de la manière suivante :
Le chapitre 2 présente un exposé exhaustif des méthodes d’optimisation numérique. L’ob-
jectif de ce chapitre est de fournir au lecteur un « arbre de décision » des méthodes
d’optimisation. Le but de cet arbre est de pouvoir situer chacune des approches utilisées
dans la suite du document. Dans une première partie, nous introduirons succintement
les éléments théoriques nécessaires à la compréhension des approches locales et globales
présentées dans le chapitre. Ensuite, nous présenterons plusieurs méthodes locales classi-
quement utilisées en vision par ordinateur. Puis nous exposerons brièvement différentes
méthodes d’optimisation globale. Certaines ne sont que peu utilisées en vision artificielle
mais elles seront introduites afin d’aider le lecteur à bien faire le distinguo entre les mé-
thodes aléatoires et les méthodes à certificat. Enfin, nous ferons un bilan permettant de
situer au mieux la branche de l’optimisation dans laquelle se situent nos travaux et les
méthodes qui nous serviront de comparaison dans la suite du document.
Le chapitre 3 a pour but d’introduire la technique d’optimisation globale polynomiale sur
laquelle sont basés nos travaux, ainsi que son extension au cas d’une somme de fractions
rationnelles. Dans un premier temps, nous ferons de brefs rappels sur les mesures et leurs
moments. Ensuite, nous introduirons la méthode proprement dite. Puis nous développe-
rons les deux extensions que nous proposons pour résoudre le problème rationnel. Enfin,
nous testerons ces deux approches sur plusieurs cas tests afin, d’une part de vérifier leur
efficacité, et d’autre part d’identifier laquelle est la plus adaptée à notre problématique.
Le chapitre 4 a pour but de présenter les applications des techniques d’optimisation poly-
nomiale et rationnelle vues dans le chapitre précédent. Nous étudierons tout d’abord
les applications de l’optimisation polynomiale. Nous commencerons par une application
simple : la minimisation des distorsions projectives. Pour cet exemple, nous mettrons
en avant l’existence de nouveaux critères polynomiaux. Parmi ces critères, à l’aide de
l’optimisation polynomiale, nous montrerons lequel est le plus performant. Ensuite, nous
nous focaliserons sur un problème plus complexe : l’estimation de la matrice fondamen-
tale. En effet, ce problème, dans la forme où nous le traitons, comporte neuf variables
d’optimisation et deux contraintes polynomiales. Enfin, nous appliquerons notre mé-
thode d’optimisation rationnelle au problème de triangulation multivues. Ce problème
constitue en lui-même un problème difficile mais qui peut être résolu à l’aide de sa
structure particulière. Pour finir, nous appliquerons notre méthode sur le problème de
triangulation multivues avec prise en compte des distorsions radiales, pour lequel il n’est
pas possible d’utiliser d’hypothèses simplificatrices.
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2.1 Introduction
Le but de ce chapitre est de fournir un exposé exhaustif des méthodes d’optimisation nu-
mérique. En effet en optimisation numérique, le point crucial consiste à identifier correctement
le type de problème considéré afin de savoir quelle famille d’algorithmes il convient d’utiliser.
Ainsi l’objectif de ce chapitre est de fournir au lecteur un « arbre de décision » des méthodes
d’optimisation et de pouvoir situer chacune des approches utilisées dans la suite du document.
Dans une première partie, nous rappellerons succinctement les éléments théoriques nécessaires
à la compréhension des approches locales et globales présentées dans les sections suivantes.
Enfin, nous ferons un bilan permettant de situer au mieux la branche de l’optimisation dans
laquelle se situent nos travaux et les méthodes qui nous serviront de comparaison dans la suite
du document.
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2.1.1 Rappels et De´finitions
Soit K un ensemble non vide de Rn, considérons un problème de la forme suivante :
min
xPK fpxq (2.1)
On adopte la nomenclature suivante :
– l’ensemble K Ă Rn est appelé domaine ou ensemble des contraintes
– la fonction f : Rn Ñ R est appelée fonction coût, objectif ou critère
– tout point x P Rn vérifiant : x P K est appelé point admissible ou réalisable de l’ensemble
des contraintes du problème (2.1).
Définition 1 On dit que x‹ est un minimiseur local de (2.1) s’il existe un voisinage V‹ de
x‹ tel que :
fpx‹q ď fpxq @x P V‹ XK. (2.2)
On dit que x‹ est un minimiseur global de (2.1) si :
fpx‹q ď fpxq @x P K. (2.3)
Les notions de maximum local et global sont définies de façon similaire. En effet, on peut
facilement démontrer que les problèmes (avec ou sans contraintes) min fpxq
xPK
et max´fpxq
xPK
sont équivalents puisqu’ils ont le même ensemble de solutions et que
min fpxq
xPK
“ ´max´fpxq
xPK
. (2.4)
Comme la recherche d’un maximum peut donc se ramener à la recherche d’un minimum, nous
nous limiterons dans ce chapitre aux problèmes de minimisation. Par ailleurs, si K “ Rn ou
si K Ĺ Rn est un ouvert de Rn, on dira que le problème est sans contraintes. Si K est un
fermé de Rn alors on dira que le problème est sous contraintes. Dans le reste de ce chapitre
nous considèrerons que K est un ensemble de contraintes fonctionnelles, c.-à-d. défini par
des contraintes égalités et/ou inégalités :
K “ tx P Rn : hpxq “ 0, gpxq ď 0u (2.5)
où h : Rn Ñ Rp et g : Rn Ñ Rq. La fonction h représente les contraintes égalités et g les
contraintes inégalités. Ensuite, pour une fonction deux fois continuement différentiable de Rn
dans R :
Définition 2 (Gradient et hessienne) On appelle gradient de f et hessienne de f les
vecteurs et matrices définis par :
∇fpxq M“
„Bfpxq
Bxi

P Rn, (2.6)
∇2fpxq M“
„B2fpxq
BxiBxj

P Rnˆn. (2.7)
Pour une matrice A P Rnˆn, on rappelle les définitions de positivité (noté ą 0) et de semi-
définie positivité (noté ľ 0) :
Définition 3 (Positivité et semi-définie positivité) On dit que A ľ 0 si et seulement
si :
vJAv ě 0, @v P Rn (2.8)
et A ą 0 si et seulement si :
vJAv ą 0, @v P pRnqz t0Rnu (2.9)
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On peut aussi montrer que, dans le cas de matrices diagonalisables, ces définitions sont équi-
valentes à :
A ľ 0 ô SppAq Ă R`. (2.10)
A ą 0 ô SppAq Ă R˚` . (2.11)
où SppAq désigne l’ensemble des valeurs propres de A. Enfin on dira qu’une fonction de Rn
dans R est convexe sur K Ă Rn si, pour tout couple de points distincts px1, x2q P K, le graphe
de la fonction est sous la corde construite à partir des points px1, fpx1qq et px2, fpx2qq :
Définition 4 (convexité) On dit que f est convexe sur K Ă Rn si et seulement si, pour
tout couple px1, x2q P K2 tel que x1 ‰ x2 et pour tout λ P r0, 1s , l’inégalité suivante est
vérifiée :
fpλx1 ` p1´ λqx2q ď λ fpx1q ` p1´ λq fpx2q. (2.12)
Si l’inégalité est stricte, on parlera de stricte convexité. De plus, si f est deux fois continuement
différentiable sur K, alors la convexité est équivalente à :
∇2fpxq ľ 0, @x P K, (2.13)
et si ∇2fpxq est définie positive sur K, alors f est strictement convexe sur K. Par suite, on
adoptera la définition de la quasi-convexité suivante :
Définition 5 f est quasi-convexe sur K Ă Rn si et seulement si, pour tout réel α, l’en-
semble
Sα “ tx P K | fpxq ď αu (2.14)
est convexe ou, de manière équivalente, si, pour tout couple px1, x2q P K2 tel que x1 ‰ x2 et
pour tout λ P r0, 1s, l’inégalité suivante est vérifiée :
fpλx1 ` p1´ λqx2q ď maxpfpx1q, fpx2qq. (2.15)
Enfin, on définit l’enveloppe convexe, notée conv f , de f par :
Définition 6 (Enveloppe convexe) L’enveloppe convexe de f , notée conv f est une fonc-
tion convexe sur K Ă Rn vérifiant :
piq @x P K, conv fpxq ď fpxq
piiq Pour toute fonction convexe g telle que gpxq ď fpxq, alors gpxq ď conv fpxq
2.1.2 Classification des me´thodes d’optimisation
La résolution d’un problème d’optimisation est étroitement liée à la granularité avec la-
quelle on peut le caractériser. Ainsi les problèmes d’optimisation sont souvent classés en
plusieurs grandes familles permettant une identification rapide, par exemple :
– L’optimisation discrète où K Ă Zn,
– L’optimisation numérique où K Ă Rn,
– La commande optimale où K est un espace de fonctions (donc infini-dimensionnel).
Notons qu’il existe classiquement une autre branche qui peut aussi se décliner selon son
domaine de contraintes : l’optimisation multi-critères où l’on cherche à minimiser plusieurs
fonctions objectifs simultanément. Dans ce document, nous nous concentrons uniquement
sur l’optimisation en dimension finie et mono-objectif. Au sein de cette catégorie, il existe
plusieurs problèmes classiques auxquels nous ferons souvent référence, leur description est
donnée ci-dessous :
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Les problèmes linéaires. On dit qu’un problème est linéaire si la fonction objectif et les
fonctions qui définissent les contraintes sont linéaires. Tout problème linéaire peut alors
être mis sous la forme (dite standard) suivante :
min cJx
s.l.c
"
Ax “ b
x ě 0
(2.16)
où c P Rn, A P Rpˆn, b P Rp.
Les problèmes quadratiques. On dit qu’un problème est quadratique si la fonction objectif
est quadratique et les fonctions qui définissent les contraintes sont affines :
min
1
2
xJHx` gJx` d
s.l.c
"
Ax ď b
x ě 0
(2.17)
où g P Rn, H P Rnˆn, A P Rqˆn, b P Rm, d P R.
Les problèmes de moindres carrés sont les problèmes du type :
min
xPRn
1
2
‖rpxq‖22 (2.18)
où r : Rn Ñ Rm est une fonction deux fois différentiable. Lorsque r est de la forme
rpxq “ Ax ´ b avec A P Rmˆn et b P Rm, on parle de problème de moindres carrés
linéaires.
Les problèmes convexes sont les problèmes de la forme (2.1) dans lesquels f est une fonc-
tion convexe et le domaine des contraintes K est un ensemble convexe. Un problème
quasi-convexe est défini de manière identique, à l’exception de f qui est, dans ce cas,
quasi-convexe.
2.1.3 Outils de l’optimisation
2.1.3.1 Convergence et vitesse de convergence
Lorsque l’on parle de l’étude d’une méthode d’optimisation, on fait implicitement référence
à l’étude de la suite des itérés générés par celle-ci. Pour le problème (2.1), on introduit la notion
de convergence d’un algorithme :
Définition 7 Soit un algorithme itératif A générant une suite pxkqkPN dans Rn afin de ré-
soudre (2.1). A est dit convergent si la suite pxkqkPN converge vers un point limite x‹. La
convergence est dite locale si la convergence n’a lieu que pour des points initiaux x0 situés
dans un voisinage de x‹. Si la convergence a lieu quel que soit le point initial x0, la convergence
est dite globale.
Cependant, l’objectif pratique d’un algorithme d’optimisation sans contraintes est de conver-
ger vers un point critique de f , c’est-à-dire, dans le cas où f est de classe C1, de converger
vers une solution x‹ telle que ∇fpx‹q “ 0. Ainsi, on introduit la définition de convergence
suivante :
Définition 8 Si f est de classe C1, on dira que la convergence d’un algorithme itératif A est
globale si et seulement si la suite des itérés pxkqkPN générés par A est telle que :
@x0 P Rn, lim
kÑ`8‖∇fpxkq‖ “ 0. (2.19)
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Cette définition garantit que le critère d’arrêt ‖∇fpxq‖ ď ε sera toujours satisfait à partir
d’un certain rang quelle que soit la précision ε ą 0 demandée. En pratique, on ne considère
que des algorithmes dont la convergence est globale au sens de la définition 7. Cependant,
une fois la convergence d’un algorithme assurée, la vitesse à laquelle il converge est également
un facteur important à prendre en compte lors de son utilisation. Dans le but de quantifier
ce paramètre, on introduit la notion de vitesse de convergence dont l’objectif est de mesurer
l’évolution de l’erreur ‖xk ´ x˚‖ commise par l’algorithme à l’itéré k :
Définition 9 Soit A un algorithme globalement convergent, soit pxkqkPN la suite des itérés
générée par A, on note x‹ “ lim
kÑ`8xk. On suppose de plus que l’algorithme ne converge pas
en un nombre fini d’itérations, c.-à-d. @k P N : xk ‰ x‹. On dit que la convergence est :
– linéaire si l’erreur εk
M“ ‖x‹ ´ xk‖ décroît linéairement, c.-à-d. s’il existe τ P s0, 1r tel
que :
lim
kÑ`8
εk`1
εk
“ τ. (2.20)
– super-linéaire si :
lim
kÑ`8
εk`1
εk
“ 0. (2.21)
– d’ordre p, s’il existe τ ě 0 tel que :
lim
kÑ`8
εk`1
εpk
“ τ. (2.22)
En particulier, si p “ 2 la convergence est dite quadratique.
Théoriquement, on a bien entendu intérêt à ce que la convergence d’un algorithme soit la
plus élevée possible afin de converger vers la solution en un minimum d’itérations pour une
précision donnée. Cependant, en pratique, une convergence rapide se paye souvent par des
hypothèses plus fortes sur la fonction objectif f .
2.1.3.2 Crite`res d’arreˆt
En pratique les solutions x‹ ne sont pas connues, il faut donc choisir un test d’arrêt
afin de garantir que l’algorithme s’arrête toujours après un nombre fini d’itérations et que le
dernier itéré calculé soit suffisamment proche d’une solution x‹. Par exemple dans le cas de la
minimisation sans contraintes d’une fonction différentiable, il est naturel d’utiliser un critère
issu de la définition 8. Ainsi, pour ε fixé, on testera à chaque itération si :
‖∇fpxkq‖ ď ε, (2.23)
auquel cas l’algorithme s’arrête et renvoit l’itéré xk comme solution. Néanmoins, f peut ne
pas être différentiable ou le test peut ne pas être satisfait après un grand nombre d’itérations
alors que les itérés sont proches d’un point critique. On doit donc utiliser d’autres critères
fondés sur des observations pratiques :
la stagnation de la solution : ‖xk`1 ´ xk‖ ď εp1` ‖xk‖q
la stagnation de la valeur courante : |fpxk`1q ´ fpxkq| ď εp1` |fpxkq|q
le dépassement d’un nombre d’itérations nbIter préalablement fixé : k ď nbIter.
En pratique, on utilise plutôt une combinaison de ces critères. Enfin, il est important de retenir
qu’il vaut mieux utiliser des critères basés sur les erreurs relatives plutôt que sur les erreurs
absolues, trop liées aux échelles de grandeur.
Les sections suivantes sont dévolues à la présentation des éléments théoriques nécessaires
à la compréhension des méthodes d’optimisation locale (§2.2) et globale (§2.3).
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2.2 Me´thodes d’optimisation locale
Dans cette section, nous nous intéressons aux méthodes numériques pour la résolution des
problèmes de la forme :
min
xPK fpxq (2.24)
où K Ă Rn définit l’ensemble des contraintes appliquées aux variables d’optimisation x. La
fonction coût f : Rn Ñ R est supposée non linéaire.
2.2.1 Conditions d’optimalite´
L’objectif de ce paragraphe est d’introduire succinctement les conditions théoriques qui
permettent de sélectionner des points candidats à l’optimalité pour des problèmes avec et
sans contraintes. Ces conditions servent en pratique à construire des algorithmes, prouver
des convergences et définir des tests d’arrêts. Nous présenterons dans un premier temps les
conditions d’optimalité pour des problèmes sans contraintes (K est un ouvert de Rn) puis
nous introduirons leurs généralisations à ceux avec contraintes (K défini par (2.4)).
Conditions d’optimalite´ du premier ordre. Nous nous focalisons dans un premier temps
sur l’étude des problèmes d’optimisation sans contraintes. Autrement dit, le domaine K des
contraintes est un ouvert de Rn. Sans perte de généralité, nous supposerons dans la suite que
K “ Rn. Ainsi, considérons le problème suivant :
min
xPRn fpxq (2.25)
Si f est une fonction continuement différentiable de Rn, une condition nécessaire pour qu’un
point x‹ de Rn soit un minimum local de f est :
∇fpx‹q “ 0. (2.26)
On dit alors que x‹ est un point stationnaire ou critique de f . Si on suppose que f est
convexe alors cette condition devient une condition nécessaire et suffisante d’optimalité glo-
bale : x‹ est un minimum global de f dans Rn. Si de plus, f est strictement convexe, alors x‹
est l’unique minimum global de f .
Conditions d’optimalite´ du second ordre. Si f est une fonction deux fois continuement
différentiable de Rn, une condition nécessaire pour qu’un point x‹ de Rn soit un minimum
local de f est :
∇fpx‹q “ 0 et ∇2fpx‹q ľ 0. (2.27)
Une condition suffisante pour que x‹ soit un minimum local de f est :
∇fpx‹q “ 0 et ∇2fpx‹q ą 0. (2.28)
On s’intéresse ensuite à des problèmes d’optimisation où le domaine des contraintes K est
défini par :
K “ tx P Rn | hipxq “ 0 @i P t1, . . . , pu , et gjpxq ď 0 @j P t1, . . . , quu . (2.29)
avec h : Rn Ñ Rp et g : Rn Ñ Rq supposées au moins différentiables une fois. Avec de telles
conditions, les éléments théoriques que nous venons de présenter ne sont bien évidemment plus
valables. Cependant, l’idée directrice selon laquelle les points x‹ tels que ∇fpx‹q “ 0 sont
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des candidats légitimes à la minimisation peut être reprise. Ainsi, les conditions d’optimalité
présentées ci-après sont basées sur la recherche des points critiques d’une nouvelle fonction L
appelée le Lagrangien associé au problème (2.1). Il est défini par :
Définition 10 (Lagrangien ) Le Lagrangien L du problème (2.1) avec des contraintes dé-
terminées par (2.29) est défini par :
L : Rn ˆ Rp ˆ Rq` Ñ R
Lpx, λ, µq M“ fpxq `
pÿ
i“1
λihipxq `
qÿ
j“1
µjgjpxq. (2.30)
Les vecteurs λ P Rp et µ P Rq` sont appelés les multiplicateurs de Lagrange.
Définissons ensuite la notion de saturation ou d’activation pour des contraintes de type
inégalité par :
Définition 11 (Contrainte active) Une contrainte d’inégalité gj est dite active ou saturée
en un point x si l’égalité est vérifiée en ce point, i.e :
gjpxq “ 0 (2.31)
et inactive en x si gjpxq ă 0. L’ensemble des indices des contraintes actives au point x, noté
I0pxq, est ainsi défini par :
I0pxq M“ tj | j P t1, . . . , qu et gjpxq “ 0u . (2.32)
Théorème 1 (Conditions d’optimalité de Karush-Kuhn-Tucker (KKT)) Soit x‹ un
minimum local de f sur K. Si la famille de vecteurs Fpx‹q définie par :
Fpx‹q M“ t∇hipx‹q, i P t1, . . . , puu Y t∇gjpx‹q, j P I0px‹qu (2.33)
est libre, alors il existe un vecteur unique λ‹ P Rp et un vecteur unique µ‹ P Rq` vérifiant les
trois propriétés pKKT q1, pKKT q2 et pKKT q3 définies par :$’’’’&’’’’%
pKKT q1 M“ ∇xLpx‹, λ‹, µ‹q “ ∇fpx‹q `
pÿ
i“1
λ‹i∇hipx‹q `
qÿ
j“1
µ‹j∇gjpx‹q “ 0.
pKKT q2 M“ µ‹j ě 0, @j P t1, . . . , qu .
pKKT q3 M“ µ‹jgjpx‹q “ 0, @j P t1, . . . , qu .
(2.34)
De plus, si f , h et g sont deux fois différentiables alors :
yJ∇2xxLpx‹, λ‹, µ‹qy ě 0, @y P Ypx‹q (2.35)
où Ypx‹q, le cône tangent à K en x‹, est l’ensemble des vecteurs non nuls de Rn tels que :
yJ∇hipx‹q “ 0 @i P t1, . . . , pu (2.36)
yJ∇gjpx‹q ď 0 @j P I0px‹q. (2.37)
L’objectif de l’introduction de la notion de « contraintes actives » réside dans le fait qu’à l’op-
timum local x‹, grâce à pKKT q2 et pKKT q3, les contraintes actives peuvent être remplacées
par des contraintes égalités, tandis que les contraintes inactives peuvent être ignorées. Cepen-
dant, puisque l’on ne connaît pas a priori x‹ et quelles sont les contraintes actives, le passage
d’un problème à contraintes inégalités à un problème égalité n’est que purement théorique.
En outre, cette notion de contraintes actives permet aussi une interprétation géométrique
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des conditions de Karush-Kuhn-Tucker. En effet, on peut remarquer que, si ces conditions
sont vérifiées, alors ´∇fpx‹q est une combinaison linéaire des vecteurs p∇hipx‹qqi“1..p et
p∇gjpx‹qqjPI0px‹q. Ces vecteurs forment, dans le cadre du Théorème 1, une base du cône po-
laire de Ypx‹q. Cependant, sans hypothèses de qualification des contraintes, Ypx‹q n’est
pas, en général, égal au cône des directions tangentes aux contraintes. Dans l’énoncé du théo-
rème (1), la notion de liberté assure cette qualification. Il est cependant possible d’affaiblir
cette hypothèse. Pour plus de détails sur cette théorie, le lecteur pourra se référer aux ouvrages
suivants [Bonnans 2006, Hiriart-Urruty 2007, Hiriart-Urruty 1996].
2.2.2 Me´thodes sans contraintes
Nous abordons dans cette partie la description des algorithmes utilisés pour résoudre les
problèmes d’optimisation sans contraintes. Sur la base des conditions d’optimalité décrites
précédemment, nous exposerons dans premier temps (§2.2.2.1) une classe de méthodes appe-
lées méthodes de descente. S’incrivent dans cette classe de méthodes, les méthodes dites
du premier ordre comme les algorithmes de gradient ou des directions conjuguées, ainsi
que celles du deuxième ordre comme les algorithmes de Newton ou de quasi-Newton.
Nous présenterons ensuite (§2.2.2.4) les algorithmes de région de confiance qui constituent
une alternative aux méthodes de descente. Enfin (§2.2.2.5), nous détaillerons un problème
d’optimisation particulier, le problème dit des moindres carrés, que l’on rencontre très
fréquemment en vision par ordinateur.
2.2.2.1 Me´thodes de descente
Considérons une fonction f continue, à dérivées premières continues et supposons que l’on
sait évaluer, soit directement, soit par différences finies, le gradient ∇f de f en tout point de
l’espace de recherche. Les méthodes de descente regroupent une famille d’algorithmes itératifs
qui, à partir d’un point initial x0, construisent une suite d’itérés pxkqkPN définie par :
xk`1 “ xk ` αkdk, (2.38)
où dk P Rn est appelé la direction de descente de f en xk vérifiant nécessairement l’inéga-
lité :
∇fpxkqJdk ă 0, (2.39)
et αk la longueur du déplacement ou pas effectué dans cette direction. Un algorithme de des-
cente est donc complètement caractérisé par la façon de construire les directions de descentes
dk et la longueur des pas αk que l’on fait dans ces directions.
Les me´thodes de Gradient. Les méthodes de gradient sont basées sur l’idée suivante :
puisque le gradient ∇fpxkq est la direction de la plus grande augmentation de f au point xk,
il est naturel de se déplacer dans la direction opposée. Ainsi, pour l’ensemble de ces méthodes,
les directions de descente sont définies par dk “ ´∇fpxkq, générant une suite d’itérés définis
par :
xk`1 “ xk ´ αk ∇fpxkq‖∇fpxkq‖ avec αk ą 0. (2.40)
Dès lors, le distinguo entre toutes les approches se fera dans le choix de la longueur du pas
αk. Pour la classe de méthodes, dites à Gradient à pas prédéterminé, la suite des pαkqkPN
est fixée à priori. Mais afin d’assurer la convergence de l’algorithme, cette suite doit vérifier
certaines hypothèses. Ainsi, on montre que si
lim
kÑ8αk “ 0 et
8ÿ
k“0
αk “ `8 (2.41)
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alors la suite des itérés xk converge vers x‹. Mais en pratique, la convergence de cette méthode
est très lente. C’est pourquoi la recherche du pas à chaque itéré peut être vue comme un
problème d’optimisation univarié.
Ainsi, dans une deuxième classe de méthodes dites de Gradient à pas optimal, αk est
choisi à chaque itération comme étant égal à la solution du problème d’optimisation :
min
αą0fpxk ´ α∇fpxkqq. (2.42)
Cette étape est souvent appelée recherche linéaire exacte. Cependant, ce problème d’op-
timisation unidimensionnel peut être difficile à priori. Mais, dans le cas particulier où f est
deux fois continuement différentiable, on peut remplacer dans (2.42) f par :
mkpxq M“ fpxkq ` px´ xkqJ∇fpxkq ` 1
2
px´ xkqJ∇2fpxkqpx´ xkq, (2.43)
son modèle quadratique d’ordre 2 au point xk. On obtient ainsi une direction qui approxime
la solution exacte de (2.42). Cette direction particulière, est appelée direction ou point de
Cauchy. Dans le cas convexe, ce point est donné par :
dC
M“ ´ ‖∇fpxkq‖
2
∇fpxkqJ∇2fpxkq∇fpxkq∇fpxkq. (2.44)
Mais, cette approximation peut ne pas s’avérer suffisamment fiable pour assurer un résultat
précis. Ainsi, dans une majorité de cas, les algorithmes de Gradient à pas optimal ne figurent
pas parmi les plus performants.
La dernière catégorie de méthodes, dites à Gradient accéléré, se fonde sur l’idée qu’un
pas de descente est acceptable s’il fait « raisonnablement » décroître la fonction objectif. On
sous-entend dans l’adverbe sibyllin « raisonnablement » que αk doit être ni trop grand pour
assurer la convergence, ni trop petit pour éviter une convergence prématurée. Les deux règles
les plus couramment utilisées pour le choix de αk sont les règles de Wolfe et de Goldstein.
Elles spécifient qu’un pas αk est acceptable s’il satisfait les conditions :
La règle de Goldstein :
φkpαkq ď φkp0q ` εφ1kp0qαk
φkpαkq ą φkp0q ` p1´ εqφ1kp0qαk.
(2.45)
La règle de Wolfe :
φkpαkq ď φkp0q ` εφ1kp0qαk
φ1kpαkq ě p1´ εqφ1kp0q.
(2.46)
où φkpαq M“ fpxk ` αdkq et ε fixé dans l’intervalle s0, 12 r. La figure 2.1 illustre graphiquement
la mise en œuvre de ces deux règles. Plus de détails sur ces techniques sont disponibles
dans [Bonnans 2006, Nocedal 2006]. Pour ces deux dernières méthodes, on peut montrer,
cf. [Luenberger 2008], que si f P C2pRnq et si la suite des itérés pxkqkPRn converge vers un
minimum local x‹, alors la suite pfpxkqqkPRn converge linéairement vers fpx‹q. En outre,
la constante d’erreur asymptotique est bornée par une constante dépendant uniquement du
conditionnement numérique de ∇2fpx‹q.
Tout en restant dans la catégorie des méthodes de descente d’ordre 1, les alternatives aux
méthodes de gradient sont les méthodes dites de directions conjuguées ou de gradients
conjugués.
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Acceptables
φk
φp0q ` εφ1p0qα
de pente p1 ´ εqφ1p0q
α
Acceptables
φk
φp0q ` εφ1p0qα
φp0q ` p1 ´ εqφ1p0qα
α
Figure 2.1 – Illustration de la règle de Wolfe et de Goldstein. L’espace en vert décrit les pas
acceptables pour les deux règles.
Me´thode des directions conjugue´es. La méthode des directions conjuguées a initiale-
ment été développée pour résoudre de grands systèmes linéaires. Elle a, par la suite, été adaptée
afin de résoudre des problèmes d’optimisation non-linéaires. Introduite dans [Hestenes 1952],
elle a pour but la résolution de deux problèmes équivalents :
Ax “ b (2.47)
et
min
xPRn Φpxq
M“ 1
2
xJAx´ bJx` c, (2.48)
où A est supposée symétrique et définie positive. Elle repose sur la création économique d’une
suite de directions pdkqkPRn orthogonales pour le produit scalaire induit par la matrice A. Plus
précisément, on dit que les n directions d1, . . . , dn sont A-conjuguées si :
@i, j P J1, nK, i ‰ j, xdi, djyA M“ xdi, Adjy “ dJj Adi “ 0. (2.49)
Des vecteurs non nuls et A-conjugués forment une base de Rn. Il y a donc au plus n directions
A-conjuguées dans Rn. Par conséquent, un algorithme initialisé à partir de x0 P Rn, disposant
à chaque itération k de k ´ 1 directions conjuguées d1, . . . , dk´1 et minimisant Φpxq sur la
variété linaire tx0u` vectpd1, . . . , dkq, convergera nécessairement en, au plus, n itérations. De
manière plus succincte, un tel algorithme aura parcouru tout l’espace de recherche en, au plus,
n itérations. La méthode des directions conjuguées définit les directions dk par la formule :
dk`1 “ ´pAxk`1 ´ bq ` d
J
kApAxk`1 ´ bq
dJkAdk
dk, (2.50)
où xk`1 est préalablement calculé à partir de (2.38). Remarquons tout d’abord qu’aucune
opération (p. ex. inversion ou transposition) n’est effectuée sur A durant l’algorithme. Une
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première façon d’améliorer l’algorithme consiste donc à ne pas stocker directement la matrice
A, mais à simplement implanter les produits lignes-colonnes nécessaires. Le taux de conver-
gence de la méthode étant directement lié à la répartition des valeurs propres de A, une
deuxième façon d’améliorer l’algorithme consiste à transformer la matrice A de sorte que ses
valeurs propres soient mieux distribuées. Ce processus s’appelle un pré-conditionnement.
Il consiste à changer la variable x en une variable xˆ au moyen d’une matrice C non-singulière :
xˆ “ Cx. Ceci conduit à minimiser non plus directement Φ, mais :
Φˆpxˆq :“ 1
2
xˆJpC´JAC´1qxˆ` pbJC´1qxˆ` c. (2.51)
Le taux de convergence de la méthode dépend alors des valeurs propres de la matrice C´JAC´1
et non plus de celles de A. C peut alors être choisie de manière à accélérer la méthode.
Remarquons ensuite que ∇Φpxq “ pAx´ bq, on constate alors que la kème direction dk est
obtenue par combinaison linéaire du gradient ∇Φ au point xk´1 et des directions précédentes.
Cette remarque permet la généralisation de cette méthode aux fonctions C2 non quadratiques
en remplaçant Φ par le développement de Taylor de f à l’ordre 2. C’est la méthode dite de
Fletcher et Reeves [Fletcher 1964], pour laquelle les directions conjuguées dk sont définies
par :
dk`1 “ ´∇fpxk`1q ` ‖∇fpxk`1q‖
2
‖∇fpxkq‖2 dk, (2.52)
avec xk`1 précédemment calculé par (2.38). De manière pratique, la convergence globale
des méthodes de directions conjuguées de Fletcher-Reeves est assurée par une étape dite de
« redémarrage » : après un cycle de n itérations sans que le test d’arrêt soit satisfait, on
redémarre la méthode avec une méthode de gradient, par exemple dk “ ´∇fpxkq. Ceci est
illustré dans l’algorithme 1. La convergence de cet algorithme est alors super-linéaire. Notons
Algorithme 1 Directions Conjuguées
Précondition : x0 P Rn
1: d0 Ð ´∇fpx0q
2: tant que Test d’arrêt en xk non vérifié faire
3: Calcul de αk
4: xk`1 Ð xk ` αkdk
5: si k ` 1 est un multiple de n alors
6: dk Ð ´∇fpxkq (redémarrage)
7: sinon
8: dk Ð ´∇fpxk´1q ` βkdk´1, où βk :“ ‖∇fpxk`1q‖
2
‖∇fpxkq‖2
9: k Ð k ` 1
10: retour xk
qu’il existe une variante, dite de Polack-Ribière [Polak 1969], qui consiste à remplacer βk par :
βk “ ∇fpxk`1q
Jp∇fpxk`1q ´∇fpxkqqq
‖∇fpxkq‖2 . (2.53)
Cependant la convergence de la variante de Polak-Ribière n’est pas assurée. Par contre, on
peut montrer que cette dernière, quand elle converge, le fait plus rapidement. Enfin, notons
que la notion de conjugaison n’a pas de sens dans le cas non-quadratique (sauf près de l’opti-
mum, mais il est inconnu a priori). Il faut donc tester, au cours des itérations, si l’hypothèse
d’approximation quadratique est vérifiée. Pour ce faire, on peut par exemple surveiller les
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indicateurs suivants :
|∇fpxk`1qJ∇fpxkq| ď ε, 0 ă ε ! 0 (2.54)
∇fpxk`1qJdk`1
‖∇fpxk`1q‖ ‖dk`1‖ ď ´η, 0 ! η. (2.55)
Les méthodes de descente du premier ordre n’utilisent que les données issues du gradient
de f . Afin d’accélérer la convergence et améliorer la précision de la solution, les méthodes du
second ordre exploitent les informations fournies par les dérivées secondes ou leurs approxi-
mations. Supposons donc que f est deux fois continuement différentiable sur Rn et que, outre
le gradient, on sait évaluer soit directement, soit par différences finies, la hessienne ∇2fpxq de
f en tout point de l’espace de recherche.
2.2.2.2 Me´thode de Newton
Le principe général de cette méthode est de minimiser, au voisinage de xk, l’approximation
quadratique de f :
mkpxq “ fpxkq ` px´ xkqJ∇fpxkq ` 1
2
px´ xkqJ∇2fpxkqpx´ xkq. (2.56)
Le minimum dN de mk, appelé direction de Newton au point xk, vérifie ∇qpdN q “ 0, soit :
dN
M“ ´ “∇2fpxkq‰´1∇fpxkq. (2.57)
Une itération de l’algorithme de Newton s’écrit alors :
xk`1 “ xk ` dN . (2.58)
En pratique, la méthode n’est pas mise en œuvre avec une inversion directe de ∇2fpxkq qui
peut être mal conditionnée, mais utilise plutôt la résolution du système :
∇2fpxkqdN “ ´∇fpxkq. (2.59)
La méthode de Newton revêt un intérêt particulier car sa convergence est quadratique au
voisinage de la solution, c’est-à-dire qu’il existe τ ě 0 tel que :
‖x‹ ´ xk`1‖
‖x‹ ´ xk‖2 ď τ. (2.60)
Cependant, la convergence n’est assurée que si le point initial x0 est suffisamment proche de
x‹. En outre, à chaque itération k, dN existe et vérifie (2.39) si et seulement si ∇2fpxkq ą 0.
Ces deux restrictions font que l’algorithme de Newton, décrit par l’algorithme 2, a un intérêt
limité.
Algorithme 2 Newton
Précondition : x0 P Rn
1: tant que Test d’arrêt en xk non vérifié faire
2: Calcul de la direction de Newton dN solution de ∇2fpxkqdN “ ´∇fpxkq
3: xk`1 Ð xk ` dN
4: k Ð k ` 1
5: retour xk
Néanmoins, en minimisant itérativement un modèle quadratique perturbé, il est possible
de remédier à ces deux inconvénients. Minimiser un tel modèle revient à modifier itérativement
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la matrice hessienne ∇2fpxkq, afin d’assurer d’une part l’existence de dk et d’autre part que
celle-ci soit une direction de descente. De manière pratique, à chaque itération, on ajoute à
∇2fpxkq une matrice diagonale de manière à forcer sa positivité :`∇2fpxkq ` µkIn˘ dk “ ´∇fpxkq (2.61)
où In est la matrice identité de Rnˆn et µk choisi de telle sorte que min
λPSpp∇2fpxkqq
λ ` µk soit
strictement positif. Compte tenu qu’il faut résoudre (2.61) à chaque itération, il est en outre
souhaitable de choisir µk de manière à améliorer le conditionnement de ∇2fpxkq ` µkIn.
Enfin, tout algorithme mettant en œuvre cette méthode utilise en pratique une factorisation
de ∇2fpxkq. Cette factorisation sert à accélérer les étapes suivantes :
1. établir si ∇2fpxkq ą 0
2. calculer une matrice hessienne augmentée, ∇2fpxkq ` µkIn ą 0
3. résoudre le système
`∇2fpxkq ` µkIn˘ dk “ ´∇fpxkq.
Enfin, bien que l’existence des directions de descente soit acquise, il est nécessaire de rendre
l’algorithme globalement convergent (i.e. convergent quel que soit le point de départ). Ceci est
réalisé via l’introduction d’un pas αk calculé soit de manière exacte (2.42), soit par recherche
linéaire (2.45, 2.46). L’algorithme 3 peut alors être vu comme un compromis entre les méthodes
de gradient (convergence globale mais linéaire) qui correspondent à µk très grand et la méthode
de Newton (convergence locale autour de x‹ mais quadratique) correspondant à µk nul.
Algorithme 3 Newton perturbé
Précondition : x0 P Rn
1: tant que Test d’arrêt en xk non vérifié faire
2: Calcul de αk
3: Factorisation de ∇2fpxkq
4: si ∇2fpxkq ą 0 alors
5: résoudre ∇2fpxkqdk “ ´∇fpxkq
6: sinon
7: Calcul de µk
8: résoudre
`∇2fpxkq ` µkIn˘ dk “ ´∇fpxkq
9: xk`1 Ð xk ` αkdk
10: k Ð k ` 1
11: retour xk
Les inconvénients de ces méthodes résident dans le fait qu’elles obligent à utiliser la matrice
hessienne de f à chaque itération. Or, le calcul de cette matrice pose des problèmes pratiques.
En effet, que les dérivées secondes soient calculées de manière exacte ou par différences finies,
leur implémentation est souvent fastidieuse et entachée d’erreurs numériques. Ensuite, la
résolution à chaque itération des systèmes (2.59) ou (2.61) peut consommer beaucoup de
temps de calcul et donc s’avérer très pénalisante. Dès lors, les méthodes suivantes s’attachent
à maintenir la structure des algorithmes de Newton sans toutefois utiliser la matrice hessienne.
2.2.2.3 Me´thodes de quasi-Newton (ou me´thodes a` me´trique variable)
Ces méthodes sont des généralisations de la formule itérative de Newton. L’idée est de
construire à chaque itération des matrices Hk approximant la hessienne ∇2fpxkq, ou des
matrices Bk approchant son inverse p∇2fpxkqq´1, en n’utilisant que fpxkq, ∇fpxkq et des
informations de courbures relatives aux itérés précédents. Une méthode de quasi-Newton est
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une méthode du type : "
dk “ ´H´1k ∇fpxkq
xk`1 “ xk ` αkdk (2.62)
ou du type : "
dk “ ´Bk∇fpxkq
xk`1 “ xk ` αkdk (2.63)
où Hk (respectivement Bk) est une matrice destinée à approcher la hessienne de f (respecti-
vement l’inverse de la hessienne de f) en xk. Il se pose alors deux problèmes : quelle stratégie
adopter pour faire ces approximations et comment ensuite les mettre à jour au cours des
itérations ?
Tout d’abord, écrivons le développement limité de ∇f au voisinage de xk`1 appliqué en
xk :
∇fpxk`1q “ ∇fpxkq `∇2fpxkqpxk`1 ´ xkq ` op‖xk`1 ´ xk‖q. (2.64)
Si on fait l’hypothèse que l’approximation quadratique est bonne, on peut négliger le reste et
considérer que l’on a :
∇fpxk`1q ´∇fpxkq “ ∇2fpxkqpxk`1 ´ xkq. (2.65)
Ceci conduit à la relation de définition de la relation de quasi-Newton :
Définition 12 (Relations de Quasi-Newton) On dit que les matrices Hk`1 et Bk`1 véri-
fient une relation de quasi-Newton si on a :
∇fpxk`1q ´∇fpxkq “ Hk`1pxk`1 ´ xkq, (2.66)
ou
Bk`1 p∇fpxk`1q ´∇fpxkqq “ xk`1 ´ xk. (2.67)
Les approximations de ∇2fpxkq et de son inverse p∇2fpxkqq´1 sont alors construites suivant
ces deux dernières relations. Cependant, connaissant Hk et Bk, comment mettre à jour les
matrices Hk`1 et Bk`1 tout en assurant leur positivité ? Le principe de la mise à jour consiste,
pour une itération donnée de l’algorithme :"
dk “ ´H´1k ∇fpxkq
xk`1 “ xk ` αkdk,
à ajouter à Hk l’information nouvellement acquise sur la courbure de f :
Hk`1 “ Hk `∆k (2.68)
avec ∆k symétrique vérifiant les relations :
∇fpxk`1q ´∇fpxkq “ Hk`1pxk`1 ´ xkq (2.69)
Hk ą 0 ñ Hk`1 ą 0. (2.70)
Suivant le rang de ∆k on parlera de correction de rang 1 ou de rang 2. Une méthode de
quasi-Newton est donc complètement définie par le type d’équation de quasi-Newton qu’elle
vérifie et la nature des matrices de mise à jour ∆k qu’elle utilise. L’algorithme 4 résume,
sous forme de pseudo-code, les éléments que nous venons de détailler. Plusieurs formules sont
possibles pour réaliser la mise à jour, chacune donnant lieu à une méthode particulière. Les
deux méthodes les plus utilisées sont détaillées ci-après.
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Algorithme 4 Quasi-Newton
Précondition : x0 P Rn, H0 “ I ou B0 “ I.
1: tant que Test d’arrêt en xk non vérifié faire
2: dk Ð H´1k ∇fpxkq ou dk Ð Bk∇fpxkq
3: Calcul de αk
4: xk`1 Ð xk ` αkdk
5: Mise à jour de Hk ou Bk selon la méthode choisie
6: k Ð k ` 1
7: retour xk
Algorithme de Davidon, Fletcher, Powell (DFP) La formule de mise à jour de Davidon,
Fletcher et Powell est une formule de correction de rang 2 donnée par :
Hk`1 “ Hk ` yky
J
k
yJk sk
´ Hksks
J
kHk
sJkHksk
(2.71)
avec
sk
M“ xk`1 ´ xk (2.72)
yk
M“ ∇fpxk`1q ´∇fpxkq. (2.73)
Si Hk ą 0 et si sJk yk ą 0 alors Hk`1 ą 0, ce qui garantit que les directions dk successives
sont des directions de descente. La condition sJk yk ą 0 est vérifiée si xk`1 est obtenu par
une minimisation unidimensionnelle dans la direction dk “ ´Hk∇fpxkq ou au moyen de la
recherche linéaire (2.45, 2.46). En outre, il est intéressant de remarquer que dans le cas d’une
fonction quadratique, les directions sont conjuguées, assurant ainsi une convergence en au
plus n itérations.
Algorithme de Broyden, Fletcher, Goldfarb, Shanno (BFGS) La formule de mise à jour
de Broyden, Fletcher, Goldfarb et Shanno est une formule de correction de rang 2 qui s’obtient
à partir de la formule DFP en intervertissant les rôles de sk et yk. La formule obtenue permet
de mettre à jour une approximation Bk de l’inverse du hessien possédant les mêmes propriétés,
à savoir Bk`1 ą 0 si Bk ą 0 et vérifiant la relation de quasi-Newton (2.67). La formule de
mise à jour est donnée par :
Bk`1 “
ˆ
I ´ sky
J
k
yJk sk
˙
Bk
ˆ
I ´ sky
J
k
yJk sk
˙
` sks
J
k
yJk sk
. (2.74)
La méthode BFGS possède les mêmes propriétés que la méthode DFP : dans le cas quadratique
les directions engendrées sont conjuguées. De plus, la vitesse de convergence ce cette méthode
est moins sensible que la méthode DFP aux imprécisions dans la recherche du pas de descente.
2.2.2.4 Me´thode des re´gions de confiance
Nous venons de détailler une classe de méthodes d’optimisation qui permet notamment de
pallier les défauts de la méthode de Newton locale tout en essayant de conserver ses propriétés
de convergence. En utilisant une approche différente, les méthodes dites des régions de
confiance visent le même objectif. Comme nous l’avons vu, une itération de la méthode
de Newton consiste à minimiser un modèle quadratique mk de f . Suivant les propriétés du
développement de Taylor, mk est une bonne approximation de f lorsque l’on est proche de
l’itéré xk. Le principe des régions de confiance réside ainsi dans le fait de définir une région
autour de l’itéré xk dans laquelle on peut faire confiance à mk. En pratique, cette région est
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une boule de centre xk et de rayon rk. Les deux points clés des algorithmes de régions de
confiance sont donc le calcul et la mise à jour du rayon de la région de confiance rk et la
résolution du sous-problème de région de confiance.
Définition 13 (Sous-problème des régions de confiance) Soit xk P Rn et rk ą 0, le
modèle quadratique mk est défini par :
mkpxk ` dq “ fpxkq ` dJ∇fpxkq ` 1
2
dJ∇2fpxkqd. (2.75)
Le sous-problème de région de confiance est défini par :
min
‖d‖ďrk
mkpxk ` dq. (2.76)
Intéressons-nous au conditions d’optimalité de ce problème. Pour cela, sans perte de généralité,
on redéfinit les contraintes par :
1
2
p‖d‖2 ´ r2kq ď 0. (2.77)
Le lagrangien de ce problème s’écrit alors :
Lpx, µq “ fpxkq ` dJ∇fpxkq ` 1
2
dJ∇2fpxkqd` µ
2
p‖d‖2 ´ r2kq (2.78)
Si d‹k est solution du sous-problème de région de confiance, alors les conditions de (KKT)
assurent qu’il existe µ‹k P R tel que :
∇fpxkq `∇2fpxkqd‹k ` µ‹kd‹k “ 0 (2.79)
µ‹k ě 0 (2.80)
µ‹kp‖d‹k‖2 ´ r2kq “ 0. (2.81)
Si d‹k se situe à l’intérieur de la région de confiance alors µ‹k “ 0. Par conséquent (2.79) est
équivalent au système (2.59) ramenant la méthode à celle de Newton locale. Si la solution se
trouve sur la frontière de la région de confiance alors (2.79) devient :
p∇2fpxkq ` µ‹kIqd‹k “ ´∇fpxkq. (2.82)
Dans ce cas, on peut montrer (cf. [Conn 2000]) que ∇2fpxkq est semi-définie positive. Ceci
souligne le lien entre le problème de région de confiance et la minimisation du problème
quadratique perturbé (2.61). En effet, dans les deux cas, un multiple de l’identité est ajouté à
la matrice hessienne afin de corriger les défauts de la méthode de Newton locale. Cependant,
soulignons que (2.81) fournit un lien explicite entre le paramètre µ‹k et le rayon de la région
de confiance associée d‹k. Néanmoins, à l’instar de (2.59), il est trop coûteux de résoudre
exactement (2.79). Il est plus avantageux de déterminer une solution approximative. Il existe
plusieurs méthodes d’approximation, les deux plus utilisées sont la méthode Dogleg et celle
de Seihaug-Toint.
La première est basée sur les informations relatives à la taille de la région de confiance et
n’est valable que si ∇2fpxkq est définie positive. En effet si cette dernière est petite, alors il est
légitime de penser que le terme quadratique ∇2fpxkq joue un rôle mineur dans mk. Dès lors,
on choisit d‹k comme étant égal à la direction de Cauchy (2.44). A contrario, si rk est très
grand, alors ∇2fpxkq joue un rôle prépondérant dans mk. On choisira alors d‹k comme étant
égal à la direction de Newton (2.57). Si rk n’est pas suffisamment significatif pour induire un
comportement particulier de mk, alors d‹k est choisi comme une combinaison entre le point de
Cauchy et celui de Newton.
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La seconde, qui ne nécessite pas d’hypothèses sur ∇2fpxkq, est basée sur une adaptation
de la méthode des directions conjuguées pour résoudre le problème (2.79). Plus de détails sur
ces deux méthodes sont disponibles dans l’ouvrage de référence [Conn 2000].
Le rayon de la région de confiance est déterminé par essais-erreurs. A la première itération,
r0 est fixé arbitrairement. Ensuite, à chaque itération, on évalue la qualité de la solution d‹k
du sous-problème de région de confiance et on adapte rk en fonction de cette évaluation.
L’évaluation de la qualité de la solution est réalisée à l’aide de la quantité :
ρ
M“ fpxk ` d
‹
kq ´ fpxkq
mkpxk ` d‹kq ´mkpxkq
(2.83)
qui correspond au rapport de l’accroissement (positif ou négatif) de f sur celui du modèle
mk. Si mk est fiable, cette quantité devrait être proche, voire plus grande, que 1. Inversement
si elle est proche de 0, mk n’est pas fiable. Pratiquement, afin de caractériser ces cas et de
mettre à jour rk, introduisons les constantes η1 et η2 telles que 0 ă η1 ď η2 ă 1. Distinguons
trois cas :
– si ρ ě η2 alors mk est très fiable et rk est doublé
– si η1 ď ρ ă η2 alors l’adéquation entre mk est f n’est pas parfaite, mais si elle a permis
de réduire la valeur de f , alors on peut la supposer fiable et rk n’est pas modifié
– si ρ ă η1 alors mk n’est pas fiable et rk est réduit à 12‖d‹k‖
Pour donner un ordre d’idée, on fixe en pratique η1 “ 0.01 et η2 “ 0.9. L’ensemble de tous
ces éléments est résumé dans l’algorithme 5.
Algorithme 5 Régions de confiance
Précondition : x0 P Rn, η1, η2, r0
1: tant que Test d’arrêt en xk non vérifié faire
2: Calcul de d‹k par résolution approximative du sous-problème de région de confiance (13)
à l’aide de la méthode Dogleg ou Steihaug-Toint
3: Calcul de ρ “ fpxk ` d
‹
kq ´ fpxkq
mkpxk ` d‹kq ´mkpxkq
4: si ρ ă η1 alors
5: xk`1 Ð xk
6: rk Ð 12‖d‹k‖
7: sinon
8: xk`1 Ð xk ` dk
9: si ρ ě η2 alors
10: rk`1 Ð 2rk
11: sinon
12: rk`1 Ð rk
13: k Ð k ` 1
14: retour xk
2.2.2.5 Proble`me des moindres carre´s
Les problèmes de moindres carrés sont des problèmes d’optimisation de la forme (2.18). Ces
problèmes sont très fréquents en vision par ordinateur, car ils apparaissent dès que l’on désire
ajuster un modèle mathématique sur des données expérimentales. La première idée consiste
à appliquer directement la méthode de Newton locale. Pour cela, calculons le gradient et la
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hessienne du problème. Si f est égal à la fonction coût 12r
Jpxqrpxq, alors :
∇fpxq “ Jrpxqrpxq (2.84)
∇2fpxq “ JrpxqJJrpxq `Hrpxqrpxq (2.85)
où Jrpxq et Hrpxq sont respectivement la jacobienne et la hessienne de r. Cette hessienne est
en général très coûteuse à calculer. De plus, au voisinage de l’optimum (domaine de validité
théorique de la méthode de Newton) r sera petit, rendant la contribution du terme Hrpxqrpxq
négligeable. Il est donc judicieux de vouloir l’ignorer et ainsi de considérer que :
∇2fpxq » JrpxqJJrpxq. (2.86)
Cette approximation est connue sous le nom d’hypothèse de Gauss-Newton. Elle permet
d’une part, d’approcher ∇2fpxq par des dérivées premières et d’assurer, d’autre part, que
cette dernière est toujours semi-définie positive. Cette hypothèse conduit à l’algorithme 6 dit
de Gauss-Newton.
Algorithme 6 Gauss-Newton
Précondition : x0 P Rn
1: tant que Test d’arrêt en xk non vérifié faire
2: Calcul de dN solution de JrpxkqJJrpxkqdN “ ´Jrpxkqrpxkq
3: xk`1 Ð xk ` dN
4: k Ð k ` 1
5: retour xk
Cependant la convergence de cette méthode n’est pas garantie. En effet, si x0 est trop loin d’un
optimum local, alors JrpxkqJJrpxkq peut être singulière ou mal conditionnée. Mais ces incon-
vénients sont liés à la méthode de Newton et non à l’hypothèse de Gauss-Newton elle-même.
Afin de pallier ces inconvénients, on peut donc envisager de minimiser un modèle quadratique
perturbé. Comme nous l’avons déjà vu, cela revient à augmenter itérativement la diagonale
de la hessienne afin de la rendre positive et mieux conditionnée. Cette approche, connue sous
le nom d’algorithme de Levenberg-Marquardt, est détaillée dans l’algorithme 7.
Algorithme 7 Levenberg-Marquardt
Précondition : x0 P Rn, µ0
1: tant que Test d’arrêt en xk non vérifié faire
2: Calcul de αk
3: Factorisation de JrpxkqJJrpxkq
4: si JrpxkqJJrpxkq ą 0 alors
5: résoudre JrpxkqJJrpxkqdk “ ´Jrpxkqrpxkq
6: sinon
7: Calcul de µk de sorte que
`
JrpxkqJJrpxkq ` µkIn
˘
ą 0
8: résoudre
`
JrpxkqJJrpxkq ` µkIn
˘
dk “ ´Jrpxkqrpxkq
9: xk`1 Ð xk ` αkdk
10: k Ð k ` 1
11: retour xk
Notons qu’en appliquant un algorithme de région de confiance à (2.18) et en écrivant les
conditions de (KKT) sous l’hypothèse de Gauss-Newton (2.86), il est possible d’écrire un lien
direct entre µk et le rayon de la région de confiance dk.
Du fait que les problèmes rencontrés en vison par ordinateur ont la propriété de rendre
creuse la matrice Jrpxkq, cet algorithme est actuellement, sous plusieurs déclinaisons que nous
détaillerons par la suite, le plus employé dans ce domaine.
Page 24
2.2. Méthodes d’optimisation locale
2.2.2.6 Me´thodes sans de´rive´es
Nous avons vu précédemment comment minimiser une fonction f à l’aide, soit des dérivées
premières, soit des dérivées premières et secondes (ou de leurs approximations). L’objet des
deux paragraphes suivants est d’introduire des notions sur les techniques de minimisation qui
n’utilisent aucune des informations relatives aux dérivées. Le premier paragraphe détaille des
méthodes dédiées à la minimisation de fonctions univariées qui sont souvent utilisées pour la
recherche exacte de pas de descente. Le deuxième paragraphe se veut plus introductif sur des
méthodes plus générales qui sont utilisées notamment quand les dérivées ne sont pas fournies
ou trop coûteuses à calculer.
Me´thodes sans de´rive´es pour fonctions univarie´es et unimodales. Nous détaillons
dans ce paragraphe certaines méthodes directes dédiées à des fonctions coût univariées et
unimodales. Nous cherchons alors à résoudre :
min
xPR fpxq. (2.87)
On dira qu’une fonction univariée f est unimodale sur un intervalle ra, bs, s’il n’existe qu’un
seul minimum de f dans cet intervalle. Ces méthodes consistent alors à réduire l’intervalle de
recherche de manière itérative jusqu’à obtenir un encadrement satisfaisant du minimum. Elles
présentent l’avantage d’être très simples à implémenter et peuvent être utilisées, par exemple,
dans des étapes de recherche de pas optimal.
La méthode la plus classique est la méthode dite à section symétrique. Considérons
un intervalle de recherche ra, bs. Comme f est unimodale, si la valeur de f est connue en a, b
et en deux autres points a0 ă b0 (correspondant aux premiers itérés de la méthode), alors il
existe toujours un sous-intervalle parmi ra, a0s et rb0, bs qui ne contient pas le minimum x‹.
On obtient ainsi un intervalle réduit sur lequel on répète l’opération. L’algorithme 8 résume
cette méthode.
Algorithme 8 Section Symétrique
Précondition : a, b
1: a0 Ð a et b0 Ð b
2: Choix d’un paramètre w0 P ra0, b0s qui caractérise la méthode.
3: tant que Test d’arrêt en xk non vérifié faire
4: ck Ð wk
5: si wk ă ak ` bk ´ wk alors
6: dk Ð ak ` bk ´ wk
7: sinon
8: ck Ð ak ` bk ´ wk
9: dk Ð wk
10: si fpckq ď fpdkq (i.e x‹ P rak, dks) alors
11: ak`1 Ð ak
12: bk`1 Ð dk
13: wk`1 Ð ck
14: sinon
15: x‹ P rck, bks
16: ak`1 Ð ck
17: bk`1 Ð bk
18: wk`1 Ð dk
19: k Ð k ` 1
20: retour xk
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On obtient ainsi une famille de méthodes complètement définie par le choix de w0. Deux
déclinaisons particulières sont parmi les plus utilisées. La première, dite à section dorée,
définit w0 comme étant égal à τa0 ` p1´ τqb0 avec τ “ 1`
?
5
2 (le nombre d’or). Avec w0 ainsi
défini, on peut montrer que :
bk`1 ´ ak`1
bk ´ ak “
1
τ
, (2.88)
de sorte que
bk`1 ´ ak`1 “ 1
τk
pb´ aq. (2.89)
En prenant xk “ bk`1`ak`12 comme approximation de x‹ P rak, bks, on obtient :
|xk ´ x‹| “ 1
τk
b´ a
2
. (2.90)
La méthode s’arrête lorsque bk`ak2 correspond à la précision souhaitée. La seconde méthode,
dite de Fibonacci, choisit w0 égal à t0a0 ` p1 ´ t0qb0 avec t0 “ Fn`2Fn`3 , pFkqkPN étant la suite
de Fibonacci (définie par F0 “ 0, F1 “ 1 et Fk`2 “ Fk`1 ` Fk) et n le nombre d’étapes
(déterminé a priori) que l’on souhaite effectuer. On peut alors montrer que :
bk`1 ´ ak`1
bk ´ ak “
Fn`2´k
Fn`3´k
. (2.91)
En prenant xk “ bk`1`ak`12 comme approximation de x‹ P rak, bks, on obtient :
|xk ´ x‹| “ b´ a
Fn`3
. (2.92)
La méthode de Fibonacci est optimale dans le sens où, pour un nombre prédéterminé d’ité-
rations n, elle obtient un intervalle rak, bks contenant x‹ le plus petit possible.
Me´thodes sans de´rive´es Ces méthodes, dites directes, ne nécessitent pas le calcul de
dérivées et sont parfois plus faciles à mettre en œuvre que les méthodes vues précédemment,
dites indirectes. Cependant, leurs performances peuvent souvent s’avérer limitées dès que
la complexité du problème à traiter devient importante. La méthode la plus répandue est
la méthode dite de Nelder-Mead [Nelder 1965]. Le principe de la méthode, appelée aussi
méthode du simplexe (à ne pas confondre avec l’algorithme du Simplexe pour la résolution de
problèmes de programmation linéaire), consiste à définir une figure géométrique dans l’espace
de dimension n, appelée simplex, possédant n ` 1 sommets. La fonction objectif est ensuite
évaluée en chacun des sommets. Une fois trouvé le sommet avec les moins bonnes performances
(sommet présentant la valeur maximale de la fonction objectif dans le cas d’un problème de
minimisation), un nouveau simplex est construit : le plus mauvais sommet est éliminé et
remplacé par un point symétrique par rapport au centre de gravité des sommets non éliminés.
La recherche du minimum se poursuit donc en s’éloignant du plus mauvais sommet. Cette
procédure de construction d’un nouveau simplex est répétée jusqu’à ce qu’une solution soit
trouvée à la précision recherchée. Plusieurs résultats sur la convergence de cette méthode
sont disponibles dans [McKinnon 1999]. L’algorithme 9 détaille cette procédure. Il existe une
autre catégorie de méthodes sans dérivée. Celle-ci est basée sur l’utilisation d’évaluation de
f en plusieurs points pour construire un modèle approximant f et pouvant être minimisé
(cf. [Conn 2009]). Bien sûr, plus le nombre de points est élevé, plus l’approximation sera proche
de f . Mais, comme f est souvent coûteuse à évaluer, on ne dispose en pratique que de peu
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Algorithme 9 Nelder-Mead
Précondition : n` 1 point x0, . . . , xn
1: tant que Test d’arrêt en xn non vérifié faire
2: Evaluer f en chacun de ces points les réordonner de telle sorte que : fpx0q ď fpx1q ď
¨ ¨ ¨ ď fpxnq
3: Calculer le centre de gravité xg des points x0, . . . , xn
4: Construire le point symmétrique xs “ xg ` pxg ´ xnq de xn par rapport au centre de
gravité xg.
5: si fpxsq ă fpx0q alors
6: Agrandir le simplexe dans la direction de xs :
7: xa Ð xg ` 2pxg ´ xnq
8: si fpxaq ă fpxsq alors
9: xn Ð xa
10: sinon
11: xn Ð xs
12: si fpxn´1q ă fpxsq alors
13: Réduire le simplexe :
14: xr Ð xk ` 12pxg ´ xnq
15: si fpxrq ă fpxsq alors
16: xn Ð xr
17: sinon
18: xn Ð xs
19: retour xn
de points pour construire un modèle fiable. Il faudra donc accorder un soin particulier à leur
répartition dans l’espace de recherche. De plus, la façon de construire le modèle joue aussi un
rôle prépondérant et plusieurs approches sont disponibles dans la littérature : les polynômes,
le krigeage ou les réseaux de neurones. Dès lors, on comprend que les deux points clés de ce
type de méthode sont le choix des points du modèle et le modèle lui-même. L’algorithme 10
schématise les principes de base de cette catégorie de méthode.
Algorithme 10 Modèles d’interpolation
Précondition : x0 point initial, n points de modèles x¯1, . . . , x¯n
1: tant que Test d’arrêt en xk non vérifié faire
2: Construire un modèle f¯ de f à partir de x¯1, . . . , x¯n.
3: Calculer xk`1 minimum de f¯ à l’aide de méthodes d’optimisation locales (régions de
confiance, quasi-Newton...)
4: Mettre à jour les points de modèles en incluant xk
5: retour k Ð k ` 1
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2.2.3 Me´thodes avec contraintes
Le but des paragraphes suivants est de décrire succinctement les méthodes de minimisation
locales avec contraintes. En effet, nous détaillerons moins ces méthodes que les précédentes,
car elles sont moins utilisées en vision par ordinateur, et ce essentiellement pour deux raisons.
La première est que tout simplement certains problèmes, comme l’ajustement de faisceaux, ne
sont pas contraints. La seconde est que la nature complexe des contraintes empêche de disposer
(même si cela n’est pas toujours nécessaire) d’un point initial les vérifiant. On préfère alors
résoudre le problème sans contraintes puis le projeter sur ces dernières.
2.2.3.1 Programmation line´aire
Les problèmes de programmation linéaire (PL) sont des problèmes d’optimisation convexes
où la fonction objectif et les contraintes sont toutes linéaires. On cherche donc à résoudre le
problème (2.93) :
min
xPRn fpxq
s.l.c. gpxq ď 0
hpxq “ 0,
(2.93)
où f , g et h sont des fonctionnelles multivariées linéaires. On rappelle qu’un problème de
programmation linéaire est défini sous sa forme standard par (2.17). La programmation li-
néaire est un domaine central de l’optimisation, car les problèmes de PL sont les problèmes
d’optimisation les plus faciles - toutes les contraintes y étant linéaires. Beaucoup de problèmes
réels de recherche opérationnelle peuvent être exprimés comme un problème de PL. Pour cette
raison, un grand nombre d’algorithmes pour la résolution d’autres problèmes d’optimisation
sont fondés sur la résolution de problèmes linéaires. Le terme programmation linéaire suppose
que les solutions à trouver doivent être représentées en variables réelles. Cependant, il peut
être nécessaire d’utiliser des variables discrètes dans la modélisation du problème (contraintes
dites d’intégrité), on parle alors de programmation linéaire en nombres entiers (PLNE). Il est
important de savoir que ces derniers sont nettement plus complexes à résoudre que les PL en
variables continues. Dans cette section, après avoir présenté les différentes formulations d’un
problème de PL, nous faisons une courte introduction à l’algorithme du simplexe.
Me´thode du Simplexe. L’algorithme du simplexe - ou algorithme de Dantzig - est une tech-
nique à la fois fondamentale et très populaire pour les problèmes de programmation linéaire
car très efficace en pratique. Il est implanté dans tous les solveurs de programmes linéaires.
Les autres algorithmes de résolution de programmes linéaires sont basés soit sur la méthode de
l’ellipsoïde soit sur la méthode des points intérieurs. La stratégie fondamentale de la méthode
du simplexe repose sur l’amélioration successive des solutions réalisables du problème (2.17).
En effet, chaque itération consiste à passer d’une solution réalisable x1, . . . , xn`m à une autre
solution x¯1, . . . , x¯n`m réalisable telle que :
z “
nÿ
j“1
cjxj ă z¯ “
nÿ
j“1
cj x¯j .
Ce passage d’une solution réalisable à une autre se fait en construisant à chaque itération un
système linéaire, appelé dictionnaire, vérifiant :
– un dictionnaire exprime z et m variables (parmi x1, . . . , xn`m) en terme de n autres
variables ;
– toute solution d’un dictionnaire doit être aussi solution de (2.17) (qui représente le dic-
tionnaire initial) et réciproquement. Une solution d’un dictionnaire est appelée solution
réalisable de base.
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Ainsi tout dictionnaire décrit une solution réalisable. Cependant, au cours des itérations, il
est possible d’obtenir des dictionnaires non bornés, ou des solutions réalisables dégénérées
(c.-à-d. une solution avec une ou plusieurs variables nulles). La dégénérescence est un phé-
nomène courant en pratique. L’algorithme fait alors du sur-place durant plusieurs itérations
avant de poursuivre avec une itération vers une solution non dégénérée. En outre, l’algorithme
du simplexe peut aussi cycler, c’est-à-dire obtenir un dictionnaire identique dans deux itéra-
tions différentes entre lesquelles les itérations sont dégénérées. Cependant, en tirant parti de
la structure particulière du problème, ces difficultés peuvent être évitées. Finalement, l’algo-
rithme du simplexe permet d’affirmer que tout problème de PL a les propriétés suivantes :
– s’il n’a pas de solution optimale, alors il est soit non-réalisable, soit non-borné
– s’il a une solution optimale, alors il a une solution optimale de base.
Ainsi, dans les cas pratiques, l’algorithme du simplexe converge en un nombre fini d’itérations
vers une solution. Comme le problème est convexe, cette solution est globale.
2.2.3.2 Programmation Quadratique Se´quentielle
Cette méthode, aussi appelée SQP pour « Sequential Quadratic Programming »,
consiste à remplacer le problème initial par une suite de problèmes quadratiques pouvant être
efficacement résolus (par la méthode des directions conjuguées par exemple).
Proble`mes avec contraintes d’e´galite´. Dans un premiers temps, on s’intéresse à la ré-
solution de
min fpxq
s.l.c hipxq “ 0 @i P t1, . . . , pu .
(2.94)
Le Lagrangien L de ce problème au point px, λq P Rnˆp s’écrit :
Lpx, λq “ fpxq `
pÿ
i“1
λihipxq. (2.95)
Nous avons vu (c.f. 2.34) que si x‹ est une solution de ce problème, alors il existe λ‹ P Rp tel
que : $’&’%∇fpx
‹q `
pÿ
i“1
λ‹i∇hipx‹q “ 0
hipx‹q “ 0 @i P t1, . . . , pu .
(2.96)
Un première approche consiste à résoudre ce système d’équations non linéaires par la méthode
de Newton pour équations (cf. 2.2.2.2). Cette méthode génère alors une suite d’itérés définis
par :
xk`1 “ xk ` δx (2.97)
λk`1 “ λk ` δλ. (2.98)
avec δx et δλ solutions du système linéaire :ˆ Hk p∇hkqJ
∇hk 0
˙ˆ
δx
δλ
˙
“
ˆ ´∇fpxkq ´ p∇hkqJλk
´hpxkq
˙
, (2.99)
où
– Hk M“ ∇2xLpxk, λkq “ ∇2fpxkq`
řp
i“1 λki∇2hipxkq est la matrice hessienne du Lagrangien
par rapport à x évaluée en xk L au point pxk, λkq,
– ∇hk M“ r∇h1pxkq∇h2pxkq ¨ ¨ ¨∇hppxkqsJ est le Jacobien de h au point xk.
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Au voisinage de l’optimum px‹, λ‹q, la convergence de la méthode est quadratique, mais comme
nous l’avons déjà vu, elle n’est pas assurée pour un point de départ éloigné de l’optimum. No-
tons qu’il est possible d’utiliser une méthode de quasi-Newton pour éviter le calcul exact de
la matrice hessienne du Lagrangien à chaque étape (cf. 2.2.2.3). Mais l’inconvénient majeur
de cette approche réside dans la formulation de (2.99). En effet, tous les points critiques
(minimum, maximum et point-cols) sont solutions de ce système. Afin de pallier ce défaut,
la méthode S.Q.P. reformule (2.99) comme un problème de minimisation quadratique sous
contraintes dont seuls les minimums sont solutions. Pour cela, on peut montrer que les équa-
tions du système linéaire (2.99) correspondent aux conditions d’optimalité du problème :
pQkq :
$&% minδxPRn ∇xLpxk, λkq
Jδx ` 1
2
δJxHkδx
s.l.c hpxkq `∇hkδx “ 0.
(2.100)
si δλ est vu comme le multiplicateur de Lagrange associé à la contrainte de pQkq. De la même
manière, les équations du système linéaire (2.99) correspondent aux conditions d’optimalité
du problème :
pQ1kq :
$&% minδxPRn ∇fpxkq
Jδx ` 1
2
δJxHkδx
s.l.c hpxkq `∇hkδx “ 0.
(2.101)
La résolution du problème quadratique pQ1kq à chaque itération permet d’éviter les points
qui ne sont pas des minima (contrairement à la méthode de Newton). La convergence est
quadratique au voisinage de l’optimum (si Hk est définie positive). L’algorithme 11 résume
cette première version de la méthode S.Q.P. pour les problèmes à contraintes égalités. Notons
Algorithme 11 S.Q.P. à contraintes égalités
Précondition : x0 P Rn, λ0 P Rp
1: tant que Test d’arrêt en xk non vérifié faire
2: Résolution du sous-problème pQ1kq pour obtenir une solution primale δx et un multipli-
cateur de Lagrange λ associé à contraintes égalité.
3: Factorisation de JrpxkqJJrpxkq
4: xk`1 Ð xk ` δx
5: λk`1 Ð λk ` λ
6: k Ð k ` 1
7: retour xk
enfin que cette méthode n’introduit pas de longueur de pas αk comme les méthodes sans
contraintes et qu’il n’a donc pas de comparaison directe entre xk et xk`αkδx. Cette étape est
réalisée en pratique au moyen de fonctions de mérite dont nous ne détaillons pas la théorie
ici.
Proble`mes avec contraintes e´galite´s et ine´galite´s. On s’intéresse dans ce cas à la réso-
lution de :
min fpxq
s.l.c hipxq “ 0 @i P t1, . . . , pu
gjpxq ď 0 @j P t1, . . . , qu .
(2.102)
Le Lagrangien L de ce problème au point px, λ, µq P Rnˆpˆq s’écrit :
Lpx, λ, µq “ fpxq `
pÿ
i“1
λihipxq `
qÿ
j“1
µjgjpxq. (2.103)
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Par analogie au problème précédent, on doit résoudre à chaque étape un sous problème qua-
dratique composé d’une approximation quadratique du Lagrangien L contraint par une linéa-
risation de g et h :
pQ2kq :
$’’’&’’’%
min
δxPRn
∇fpxkqJδx ` 1
2
δJxHkδx
∇hpxkq `∇hkδx “ 0
∇gpxkq `∇gkδx ď 0.
(2.104)
Cette démarche conduit à l’algorithme 12 dédié à la minimisation de problème sous contraintes
égalités et inégalités.
Algorithme 12 S.Q.P. à contraintes égalité et inégalité
Précondition : x0 P Rn, λ0 P Rp, µ0 P Rq
1: tant que Test d’arrêt en xk non vérifié faire
2: Résolution du sous-problème pQ2kq pour obtenir une solution primale δx, un multiplica-
teur de Lagrange λ associé aux contraintes égalité et un multiplicateur de Lagrange µ
associé aux contraintes inégalité.
3: Factorisation de JrpxkqJJrpxkq
4: xk`1 Ð xk ` δx
5: λk`1 Ð λk ` λ
6: µk`1 Ð µk ` µ
7: k Ð k ` 1
8: retour xk
2.2.3.3 Les me´thodes par pe´nalisation
Cette autre famille de méthodes adopte une position radicalement différente de celle que
nous venons de détailler. L’idée directrice de ces méthodes consiste à remplacer un problème
sous contraintes
min
xPK fpxq,
par une suite de problèmes sans contraintes :
min
xPRn fpxq ` rηpxq, (2.105)
où η est une fonction qui pénalise la violation des contraintes et r ą 0 un paramètre de
pénalisation. Ainsi, un avantage essentiel de cette famille de méthode réside dans le fait
qu’il n’est plus nécessaire de disposer d’un itéré initial admissible. init. Chaque méthode est
alors caractérisée par le type de pénalisation qu’elle définit. Deux grandes catégories sont
communément utilisées. Elles sont définies par :
Définition 14 (Pénalisation) Soit η une fonction de Rn dans R. On dira que η définit une
pénalisation extérieure si elle vérifie :
– η est continue sur Rn
– @x P Rn, ηpxq ě 0
– ηpxq “ 0 si et seulement si x P K.
On dira que η définit une pénalisation intérieure si elle vérifie :
– η est continue sur l’intérieur de K ;
– @x P K, ηpxq ě 0 ;
– ηpxq ÝÑ
xÑBK 8.
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Par exemple, dans le cas où K “ tx P Rn : gjpxq ď 0, i “ 1, . . . , qu, la fonction
ηpxq “
qÿ
j“1
pmaxt0, gjpxquq2 , (2.106)
définit une pénalisation extérieure et la fonction
ηpxq “ ´
mÿ
i“1
1
gipxq ,
une pénalisation intérieure. Quelle que soit la pénalisation retenue, la résolution de (2.105)
peut alors être effectuée à l’aide de méthodes sans contraintes que nous avons détaillées plus
haut (directions conjuguées, quasi-Newton...). Cependant, le coefficient de pénalisation r doit
être suffisamment grand pour que le minimum obtenu soit proche de l’ensemble réalisable K,
mais suffisamment faible pour éviter un mauvais conditionnement du problème. En pratique,
la résolution est réalisée en suivant un chemin de solutions : en partant d’un r0 faible et en
générant la suite de solutions x‹prkq (avec par exemple rk`1 “ αrn, α ą 1) jusqu’à ce que
ηpx‹prkqq soit faible (c.-à-d. x‹prkq proche de l’ensemble K). La théorie montre que lorsque
rk Ñ8, la suite x‹prkq admet au moins un point d’accumulation et que ce dernier est solution
optimale du problème.
Pour les fonctions générales, les méthodes par pénalisation ont une précision faible mais
elles peuvent être utilisées pour déterminer un point de départ pour des méthodes plus précises
et à convergence plus rapide au voisinage de l’optimum (méthode de Newton). Cependant une
déclinaison particulière, appelée méthode des points intérieurs, se révèle très efficace pour
résoudre les problèmes dits de programmation semi-définie que nous verrons dans le chapitre
suivant.
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2.3 Me´thodes d’optimisation globale
Les méthodes d’optimisation globale n’ont de sens que lorsque le problème considéré n’est
pas convexe. En effet, si le problème traité est convexe, alors les méthodes locales que nous
venons de détailler fournissent un minimum global à partir de l’initialisation utilisée. De ma-
nière générale, on classe les algorithmes d’optimisation globale en deux grandes catégories :
les méthodes déterministes et les méthodes stochastiques. Le choix d’un algorithme d’optimi-
sation globale est un compromis entre l’information disponible sur la fonction à minimiser, le
temps disponible pour résoudre le problème et le degré de précision que l’on souhaite obtenir.
Le dernier point revêt une importance essentielle. En effet, certaines méthodes fournissent un
encadrement ou une approximation du minimum global alors que d’autres le fournissent avec
un certificat d’optimalité. D’un point de vue purement mathématique, on privilégiera une
méthode garantissant la globalité de la solution. Cependant, de telles méthodes n’existent
que pour certains types de problèmes. D’un point de vue pratique on préfèrera une méthode
rapide et fournissant un bon minimum local. En général, ce type de minimum est fourni par
des méthodes qui décrivent au mieux (c.-à-d. le plus rapidement possible) l’espace de solu-
tions. Notons que pour les méthodes globales, la notion de vitesse de convergence peut-être
délaissée, car elle ne peut s’appliquer à l’ensemble des méthodes.
Dans cette section, nous allons présenter de façon la plus pédagogique les principes des
algorithmes d’optimisation globale. Pour une présentation plus exhaustive des méthodes d’op-
timisation globale, le lecteur pourra se référer à [Mongeau 2007, Weise 2007] qui présentent
clairement l’ensemble des méthodes récentes.
2.3.1 Les me´thodes de´terministes
Les méthodes déterministes regroupent un certain type de méthodes que l’on pourrait
définir ainsi : avec les mêmes données, la méthode exécutera toujours la même suite d’opé-
rations. Ces méthodes ne comportent donc aucun aspect aléatoire ou stochastique. Si l’on
ne fait aucune hypothèse sur la structure particulière du problème (c.-à-d. programmation
linéaire ou quadratique, fonctions convexes...), on peut faire encore une séparation entre les
méthodes basées sur des heuristiques et celles disposant d’un « certificat d’optimalité » ou au
moins d’un encadrement du minimum global.
2.3.1.1 Conditions d’optimalite´ du premier ordre
Si un problème sans contraintes a un minimum global et qu’il est possible de résoudre,
dans un temps raisonnable, les conditions d’optimalité du premier ordre, alors on dispose de
tous les candidats à la minimisation. Ensuite, par une simple comparaison, on détermine celui
qui minimise globalement la fonction objectif. Il est évident que la résolution des conditions
d’optimalité du premier ordre ne peut se faire que pour des fonctions objectifs particulières.
Dans le cas où il s’agit de fonctions objectifs polynomiales ou rationnelles multivariées, les
conditions d’optimalité sont alors représentées par un système d’équations polynomiales qui
peuvent être résolues par différentes méthodes numériques, citons de manière non exhaustive :
les bases de Groebner [Cox 2007], les méthodes d’homotopie [Sommese 2005, Verschelde 2008],
le calcul des valeurs propres [Elkadi 2007].
2.3.1.2 L’optimisation par analyse d’intervalles.
L’idée principale de cette méthode consiste à optimiser non plus sur des points de Rn, mais
sur des intervalles de Rn. Cela implique que les calculs ne sont plus effectués sur des points mais
sur des intervalles. Une analyse d’intervalle a donc été définie (cf. [Hansen 2003, Moore 2009])
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et ses propriétés d’encadrement ont été utilisées par plusieurs méthodes d’optimisation globale
(voir par exemple [Kearfott 2009]). Les principaux défauts de ces méthodes résident dans la
difficulté de construction des fonctions d’inclusions et dans des temps de calcul importants.
Cependant ces méthodes ont été utilisées, avec succès, sur des problèmes d’autocalibrage en
vision artificielle [Bocquillon 2007].
2.3.1.3 La se´paration et e´valuation (branch and bound)
Le principe de cette méthode est basé sur l’énumération implicite (cf. [Land 1960]) : toutes
les solutions possibles peuvent être énumérées (branching), mais l’analyse des propriétés du
problème permet d’éviter l’énumération de larges classes de mauvaises solutions (bounding).
Ainsi, dans un bon algorithme de séparation et évaluation, seules les solutions potentiellement
bonnes sont énumérées. L’algorithme 13 schématise la structure générale des méthodes de
séparation et évaluation. Cependant, toute la difficulté réside dans la phase d’évaluation. En
effet, le rejet d’un ensemble E de mauvaises solutions se fait, en général, à l’aide du calcul
d’une borne inférieure de la fonction objectif sur un ensemble E1 contenant E. L’applicabilité
de cette classe d’algorithmes est donc fortement liée au calcul d’une bonne minoration de la
fonction coût. En pratique, ce calcul n’est possible qu’en exploitant la structure particulière
de certains problèmes comme les problèmes de programmation linéaire en variables mixtes ou
de programmation non-linéaire en variables mixtes (MILP et MINLP en anglais). Toutefois,
ces algorithmes sont les plus utilisés. Parmi eux, le logiciel BARON [Sahinidis 2010] fait partie
des plus populaires.
Algorithme 13 Branch And Bound
Précondition : Structure de donnée L initiale
1: tant que Test d’arrêt non vérifié faire
2: Extraire un élément E de L
3: Division de E en plusieurs sous-domaines Ei
4: pour chaque sous-domaine Ei faire
5: Calcul d’un minorant de f sur Ei
6: si Le minorant de f sur Ei est supérieur au minimum courant alors
7: Supprimer Ei
8: sinon
9: Insérer Ei dans L
2.3.1.4 Les me´thodes avec heuristique
Pour un grand nombre de variables, ou si l’on ne prend pas en compte certaines propriétés
de la fonction coût, les méthodes précédentes requièrent souvent des temps de calcul excessifs.
C’est pourquoi, lorsqu’on est confronté aux problèmes pratiques, on se contente souvent de so-
lutions réalisables ayant une bonne valeur de fonction objectif. On a, dans ce cas, recours à des
heuristiques. On entend par heuristique [Rayward-Smith 1996, Michalewicz 2004, Pearl 1984],
une technique de résolution de problèmes qui tient compte à chaque étape des résultats pré-
cédents et en déduit la stratégie à adopter par la suite. Contrairement aux méthodes précé-
dentes, les méthodes heuristiques n’assurent pas que l’on arrivera à un résultat en un nombre
fini d’itérations. Nous donnons ci-dessous des exemples d’heuristiques.
L’algorithme Glouton, que l’on pourrait qualifier d’algorithme « myope », recherche à
chaque pas, à améliorer le plus possible (en fonction des pas considérés comme acceptables) la
fonction objectif. De manière équivalente, on peut dire qu’il est basé sur le postulat de faire,
étape par étape, un choix d’optimum local, dans l’espoir d’obtenir un optimum global. L’algo-
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rithme par améliorations locales se contente d’améliorer la valeur de la fonction objectif
en se restreignant à un certain type de déplacements acceptables, de sorte à obtenir à terme un
minimum local (relatif au nombre de déplacements acceptables). L’agorithme par Initiali-
sations multiples applique une heuristique d’amélioration locale à partir de différentes solu-
tions réalisables [Las 2008]. Enfin La recherche Tabou [Glover 1986, Hansen 1990] consiste
à poursuivre la recherche d’optima même si la fonction objectif se détériore, afin de s’échap-
per d’optima locaux, à l’aide de mécanisme évitant le cyclage en interdisant certains retours
(rendus « tabous »). Ce dernier exemple est résumé sous la forme d’un pseudo-code dans
l’algorithme 14
Algorithme 14 Recherche Tabou
1: tant que Test d’arrêt non vérifié faire
2: Choix aléatoire d’un point initial
3: Résolution du problème via un algorithme d’optimisation locale
4: Ajout d’un tabou rendant non réalisable le voisinage de la solution trouvée
5: Gestion de la liste des tabous
2.3.2 Les me´thodes stochastiques
Cette deuxième classe de méthodes d’optimisation globale regroupe les méthodes compor-
tant une forme de recherche aléatoire, généralement un échantillonnage de la fonction objectif
en des points choisis aléatoirement dans le domaine réalisable. De manière schématique, ces
méthodes font appel à des tirages de nombres aléatoires pour explorer l’espace des solutions.
Ces méthodes sont souvent très faciles à mettre en œuvre puisqu’elles ne nécessitent que des
calculs directs de la fonction objectif sans avoir besoin des informations sur les dérivées. On
distinguera les méthodes aléatoires (Monte-Carlo et recuit simulé) qui sont basées sur la géné-
ration de points successifs de manière aléatoire et les méthodes évolutionnaires (par exemple
les algorithmes génétiques) qui font évoluer une population initiale selon des règles établies.
2.3.2.1 Me´thodes ale´atoires
Une première classe de méthodes, dites à deux phases, distingue deux étapes : une phase
globale qui évalue la fonction objectif en un nombre de points engendrés aléatoirement puis
une phase locale qui manipule ces points, par exemple à l’aide d’améliorations locales. A titre
d’exemple, on peut citer la méthode MLSL (multi level single linkage, [Rinnooy Kan 1987])
qui combine propriétés théoriques solides et bonnes performances numériques. La recherche
Tabou, que nous avons déjà détaillée, peut par exemple se situer aussi dans cette catégorie.
2.3.2.2 Les heuristiques stochastiques
Ces méthodes, appelées aussi plus généralement méta-heuristiques, utilisent essentielle-
ment la théorie des probabilités pour leur permettre de s’échapper d’optima locaux. Les plus
connues sont brièvement décrites ci-dessous.
Me´thode du recuit simule´. Cette méthode a été développée par analogie à la physique (en
particulier aux procédés de recuit des matériaux) [Kirkpatrick 1983, Dreo 2003]. La probabi-
lité pour un système physique à l’équilibre à la température T de posséder une énergie donnée
E est proportionnelle à e
´E
kT où k est la constante de Boltzmann. Pour simuler l’évolution d’un
système vers son équilibre, on effectue un déplacement élémentaire. Si ce déplacement pro-
voque une diminution de l’énergie, il est accepté. Sinon, il est accepté avec une probabilité de
e
´∆E
kT , où ∆E est l’augmentation d’énergie provoquée. Plus la température T est élevée, plus
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la probabilité que le déplacement soit accepté est grande. Lorsque l’équilibre est atteint pour
une température, celle-ci est diminuée pour recommencer l’opération. L’application à l’opti-
misation est directe et permet une bonne exploration de l’espace lors des premières itérations
(lorsque la température T est élevée) ce qui augmente les chances d’obtenir un optimum glo-
bal. La convergence de la méthode dépend toutefois du choix de la température initiale, du
critère de changement de température et de la loi d’évolution de la température. La tempéra-
ture T est donc un paramètre de contrôle de l’optimisation qui conditionne le nombre d’états
accessibles. Si elle est diminuée rapidement, elle conduit à un optimum local (équivalent à
une trempe). Si elle est diminuée lentement, il est possible d’atteindre l’équilibre à l’optimum.
L’algorithme 15 résume cette approche.
Algorithme 15 Recuit Simulé
Précondition : Fixer une température T élevée
1: tant que la température T n’est pas suffisamment basse faire
2: Générer un point initial x.
3: Générer un point x1 par une opération aléatoire sur x.
4: si fpx1q est meilleur que fpxq alors
5: x “ x1
6: Réduire la température T
7: sinon
8: x est remplacé par x1 avec probabilité égale à e
´∆f
T
Me´thode de Monte-Carlo. Grâce à la simplicité de son principe, cette méthode figure
parmi les plus populaires. L’algorithme commence par choisir un point du domaine de façon
aléatoire. Puis, les déplacements depuis ce point sont effectués aléatoirement et seuls les
déplacements permettant de diminuer la fonction objectif sont acceptés. Pour obtenir des
résultats statistiquement fiables, il est nécessaire de réaliser un grand nombre d’évaluations
de la fonction (à partir de nombreux points de départ) et ce nombre doit être d’autant plus
grand que le nombre de paramètres est élevé. Une telle méthode est donc avantageuse par
sa simplicité mais nécessite un temps de calcul pénalisant. L’Algorithme 16 synthétise cette
approche.
Algorithme 16 Monte-Carlo
1: Générer un point initial x
2: Générer un point x1 par une opération aléatoire sur x
3: tant que Un critère d’arrêt non satisfait faire
4: si fpx1q est meilleur que fpxq alors
5: x “ x1
6: Générer un point x1 par une opération aléatoire sur x
7: sinon
8: Générer un point initial x
Algorithmes ge´ne´tiques. Dues à Holland [Holland 1992], ils reproduisent les phénomènes
biologiques de l’évolution : ils appliquent la notion de sélection naturelle à une population de
solutions réalisables afin de ne conserver que les meilleurs candidats. Ainsi, les algorithmes
génétiques font évoluer une population d’individus grâce aux effets combinés de la sélec-
tion, de la recombinaison avec croisement et de la mutation. Des exemples de mise en œuvre
et d’applications sont présentées par Renders [Renders 1995]. Ces méthodes permettent de
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rechercher les solutions dans un espace complexe en ayant un bon compromis entre l’exploi-
tation des meilleures solutions disponibles à un moment donné (comme en programmation
mathématique) et l’exploration de l’espace des solutions possibles (comme en recherche aléa-
toire). L’algorithme permet l’optimisation globale d’une fonction (fonction d’adéquation) à
partir d’une population initiale couvrant l’espace des solutions possibles. Chaque individu est
composé d’un ensemble de caractéristiques pouvant prendre plusieurs valeurs et possède une
valeur de fonction d’adéquation (avec l’environnement) indépendante des autres individus. On
cherche alors la meilleure combinaison de ces valeurs pour obtenir le maximum d’adéquation.
A chaque génération, une nouvelle population du même nombre d’individus est créée par :
1. évaluation des individus (calcul de la valeur de la fonction d’adéquation de chaque
individu),
2. sélection des individus les plus forts (dont la valeur de la fonction d’adéquation est la
plus grande),
3. reproduction par croisement entre les individus les plus forts et mutation (modifica-
tion aléatoire de certains paramètres).
Les difficultés d’utilisation en optimisation sont liées au choix d’un certain nombre de para-
mètres comme l’implantation des variables (la représentation des variables par un ensemble
de gènes), le choix de la fonction d’adéquation, le choix des mécanismes de reproduction et de
mutation, les probabilités de sélection et de mutation. Pour plus de détails sur ces aspects, le
lecteur pourra, par exemple, se référer à [Renders 1995]. Notons enfin qu’il existe d’autres mé-
thodes dans cette catégorie, comme l’optimisation globale par colonie de fourmis [Dorigo 2005]
ou l’optimisation globale par essaims particulaires [Vaz 2007].
2.4 Conclusion
Dans ce chapitre, nous avons effectué une présentation exhaustive de l’ensemble des fa-
milles de l’optimisation mono-objectif (cf. Figure 2.2). Nous les avons classées en deux grandes
catégories : l’optimisation locale et l’optimisation globale. Les méthodes de la première caté-
gorie ne convergent généralement pas vers un minimum global et sont fortement dépendantes
de l’estimée initiale choisie. De plus, lorsque le problème présente des contraintes complexes, il
peut s’avérer difficile de déterminer un tel point de départ. Les méthodes de la deuxième caté-
gorie ne présentent pas de tels défauts. Mais elles présentent, elles aussi, certains inconvénients.
Nous avons vu qu’au sein de cette deuxième famille, il existait deux classes de méthodes. Les
méthodes globales de la première classe décrivent le plus efficacement possible l’espace de
recherche. Cette efficacité est étroitement liée à la connaissance qu’elles ont, a priori, du pro-
blème et des informations qu’elles peuvent en tirer. Cependant, bien que l’espace de recherche
soit balayé de manière exhaustive, les solutions proposées ne peuvent être qualifiées que de
candidats « très probables » à l’optimum global. Pour obtenir une telle certification, il faut
se tourner vers les méthodes globales de la deuxième classe. Celles-ci garantissent l’optimalité
globale à partir de la théorie mathématique dont elles sont issues. Cependant, ces théories
ne sont, en général, valables que pour des types très particuliers de fonctions coûts. Dans le
chapitre suivant, nous allons exposer une telle méthode dédiée à l’optimisation polynomiale.
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Méthodes avec heuristique
Programmation Quadratique Séquentielle
Méthodes par pénalisation
Programmation linéaire
Méthode avec contraintes
Méthodes de régions de confiance
Méthodes du 2nd ordre
Méthodes déterministes
Méthodes stochastiques
Les heuristiques stochastiques
Méthodes aléatoires
Optimisation sans dérivées
Méthodes d’optimisation locale
Méthodes sans contrainte
Méthodes de descentes
Optimisation continue mono-objectif
Méthodes non déterministes ou stochastiques
Méthodes du 1er ordre Méthodes de gradient
Méthodes des directions conjuguées
Méthode de Newton
Méthodes de quasi-Newton (DFP et BFGS)
Modèles d’interpolation
Algorithme de Nelder-Mead
Méthodes pour fonctions univariées et unimodales
Algorithmes génétiques
Recuit Simulé
Méthode de Monte-Carlo
Conditions d’optimalité du premier ordre
Optimisation par analyse d’intervalle
Séparation et Evaluation
Figure 2.2 – Diagramme représentant l’ensemble des familles de l’optimisation mono-objectif
présentées dans ce chapitre.
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Optimisation globale via moments et polynômes
positifs
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Le but de ce chapitre est d’introduire la technique d’optimisation globale polynomiale
sur laquelle est basée la contribution théorique de nos travaux. Rappelons que, par rapport
à la classification proposée au chapitre précédent, cette technique appartient aux méthodes
d’optimisation globale déterministes. La motivation conduisant à appliquer et développer
cette méthode est qu’elle permet de résoudre globalement des problèmes de minimisation de
fonctions polynomiales sous contraintes polynomiales :
inf
xPK ppxq (3.1)
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où :
K
M“ tx P Rn | g1pxq ě 0, . . . , gmpxq ě 0u (3.2)
avec p, g1, . . . , gm : Rn ÞÑ R des polynômes à coefficients réels. Or, il est courant en vision
artificielle de minimiser des fonctions coûts dites algébriques. Ces fonctions sont en général
polynomiales. Elles sont définies dans les espaces projectifs P2 (ensemble des droites vecto-
rielles de R2) et P3 (ensemble des droites vectorielles de R3) et ont, souvent, pour objectif la
recherche d’invariants. Les minimisations de ces fonctionnelles sont théoriquement assujetties
à des contraintes de structures caractérisant ces invariants (par ex. des contraintes de rang
sur des matrices) et des contraintes permettant d’éviter la solution triviale nulle, conduisant à
formuler des problèmes du type (3.1). Or, lorsque les fonctions g1, . . . , gm sont fortement non
linéaires, il est aussi difficile de trouver un point dans K que de résoudre le problème inf
xPKfpxq
lui-même. Les méthodes utilisées classiquement dans la communauté de vision artificielle pré-
fèrent ainsi minimiser la fonction coût sans contrainte, puis projeter, lorsque cela est possible,
la solution obtenue sur K. Cependant, ce processus n’est concevable en pratique que si la
projection de x‹ sur K peut être réalisée par une suite de manipulations algébriques simples
et rapides (par ex. diagonalisation, décomposition en valeurs singulières...). L’archétype de
ce type de problème est l’estimation de la matrice fondamentale que nous détaillerons dans
le chapitre suivant. Cependant, l’opération de projection peut ne pas se décomposer en une
suite d’opérations algébriques simples, rendant ainsi difficile le calcul d’un point dans K. De
plus, même si cette projection peut être déterminée, rien n’assure a priori qu’elle soit proche
d’un optimum, même local. Etant donné que la méthode d’optimisation par théorie des mo-
ments permet de s’affranchir d’une estimée initiale pour des problèmes avec contraintes, on
comprend tout l’avantage de son utilisation pour résoudre ce type de problèmes.
Le deuxième type de fonctions coûts fréquemment rencontrées en vision artificielle sont les
fonctions coût dites métriques ou euclidiennes. Ces fonctions sont, en général, rationnelles
et, pour la plupart, issues de la projection des fonctions coûts algébriques dans les espaces
euclidiens associés (c.-à-d. R2 et R3). Cette projection est réalisée au moyen de l’opérateur de
projection canonique de Pn dans Rn défini par :
Ψn : Pn Ñ Rn
px1, . . . , xn, sqJ Ñ
´x1
s
, . . . ,
xn
s
¯J
.
(3.3)
Notons que seules les fonctions coûts sont projetées, les contraintes restent, pour leur part, in-
changées. Les problèmes de minimisation de telles fonctionnelles se formulent alors, de manière
générique, de la manière suivante :
inf
xPK
Nÿ
i“1
pipxq
qipxq . (3.4)
où les pi et les qi sont des polynômes multivariés à coefficients réels. Ainsi, notre apport
consiste à étendre la méthode d’optimisation polynomiale à des fonctions coûts décrites par
des sommes de fractions rationnelles. Comme nous le verrons dans le chapitre suivant, il
existe déjà en vision par ordinateur des méthodes d’optimisation globale dédiées à ce type
de problème. Cependant, elles ne considèrent que des contraintes simples (par ex. linéaires,
affines...) et ne peuvent être mises en œuvre qu’au prix d’hypothèses théoriques faites sur les
numérateurs et dénominateurs. On verra ainsi que leurs implantations pratiques sont réalisées
au détriment de leurs généralités. Au contraire, l’avantage des méthodes que nous proposerons
sera de pouvoir traiter, sans hypothèses a priori sur les fractions piqi , n’importe quel problème
de la forme (3.4).
Ce chapitre s’articule de la façon suivante : nous ferons tout d’abord un rappel de différents
éléments théoriques, ensuite nous présenterons le principe de l’optimisation polynomiale et
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enfin les différentes extensions possibles au cas d’une somme de fractions rationnelles. Une
dernière section sera consacrée aux résultats obtenus par les approches proposées sur des cas
tests théoriques issus de la communauté d’optimisation globale.
3.1 Introduction a` l’optimisation par the´orie des moments
Le but de cette section est de présenter les concepts fondamentaux nécessaires à la compré-
hension de l’optimisation par théorie des moments. Essayons, tout d’abord, d’appréhender le
principe de cette approche. Soit K Ď Rn et f une fonction de K dans R, de manière générale
on cherche à minimiser globalement f sur K ou, autrement dit, à résoudre le problème :
f‹ “ inf
xPK fpxq. (3.5)
Pour plus de simplicité, nous supposerons que K est compact, de sorte que (3.5) ait, au
moins, une solution (c.-à-d. inf “ min). Il est facile de montrer que résoudre ce problème est
équivalent à résoudre le problème :
max λ
s.l.c fpxq ´ λ ě 0, @x P K. (3.6)
Cependant, à cause de la contrainte fpxq´λ ě 0 @x P K (c.-à-d. une infinité non dénombrable
de contraintes scalaires), ce problème est aussi complexe que l’original. Une autre formulation
du problème initial (3.5) est la suivante :
pf “ min
µPPpKq
ż
K
fpxqdµ (3.7)
où PpKq est l’espace des mesures de probabilité sur K. En effet, puisque :
f‹ ď fpxq, @x P K, (3.8)
on a nécessairement que :
f‹ “
ż
K
f‹ dµ ď
ż
K
fpxq dµ, @µ P PpKq. (3.9)
Donc f‹ ď pf . De plus, si x‹ est une solution de (3.5), alors δx‹ la mesure de Dirac au point
x‹ définie, pour tout sous-ensemble A de R, par :
δx‹pAq M“
"
1 si x‹ P A,
0 sinon
(3.10)
est admissible pour le problème (3.7) et donc :
f‹ “
ż
K
fpxq δx‹ ě pf. (3.11)
De même que pour (3.6), ce problème infini-dimensionnel n’apparaît pas, non plus, comme une
simplification de (3.5). En effet, nous avons remplacé les variables d’optimisation classiques
par des objets abstraits (les mesures sur K) difficiles à manipuler en pratique. Toutefois,
quand f est un polynôme, le problème (3.7) peut, généralement, se ramener à un problème en
dimension finie. Par exemple, lorsque n “ 1, si f : R Ñ R est un polynôme de degré r, alors
il s’écrit sous la forme fpxq “ řri“0 fixi où certains fi peuvent être nuls. Ainsi, son intégrale
se décompose de la manière suivante :ż
K
fpxqdµ “
rÿ
i“0
fi
ż
K
xi dµlooomooon
M“yi
. (3.12)
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Par conséquent, s’il est possible de remplacer chaque intégrale
ş
K x
idµ par yi, les coordonnées
d’un vecteur y, on se ramène au problème :
min
rÿ
i“1
fiyi
s.l.c y P  y P Rr | Dµ P PpKq telle que : yi “ şK xidµ @i “ 1, . . . , r( . (3.13)
Cependant, bien que le problème soit de dimension finie, on ne sait pas caractériser le cône
convexe
 
y P Rr | Dµ P PpKq telle que : yi “
ş
K x
idµ @i “ 1, . . . , r( en termes de contraintes
simples sur y. Mais, pour n ě 1, le problème d’appartenance à ce cône, couramment appelé
le problème des moments sur K, est résolu dans le cas où K est un ensemble semi-
algébrique de base. Cette catégorie particulière d’ensembles est définie par :
K
M“ tx P Rn | g1pxq ě 0, . . . , gmpxq ě 0u (3.14)
avec g1, . . . , gm : Rn ÞÑ R des polynômes à coefficients réels.
Nous verrons ensuite que cette caractérisation permet de définir une hiérarchie de pro-
blèmes convexes de dimensions finies dont la suite monotone des valeurs optimales converge
vers f‹. De plus, cette convergence est souvent finie en pratique. L’ensemble des étapes que
nous allons détailler est résumé sur la Figure 3.1.
Problème de
minimisation
polynomiale sur K
min
µPPpKq
ż
K
fpxqdµ Problème des
moments sur K
Hiérarchie de pro-
blèmes convexes
de dimension
finie pQtqtPN
max λ
s.l.c fpxq ´ λ ě 0,
@x P K.
Représentation
des polynômes
positifs sur K
Hiérarchie de pro-
blèmes convexes
de dimension
finie pQ‹t qtPN
Dualité
Figure 3.1 – Diagramme récapitulatif de l’optimisation par théorie des moments.
Cette section s’organise comme suit : après une brève présentation du concept de mesure,
nous détaillerons le problème de la représentation des polynômes positifs sur ensemble semi-
algébrique de base K, ainsi que la dualité avec le problème des moments sur K. Enfin nous
terminerons en exposant la méthode d’optimisation basée sur cette théorie.
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3.1.1 Notion de mesure.
Avant d’aborder le concept de mesure proprement dit, il est utile de rappeler quelques
principes basiques de cette théorie. Une mesure µ est une application qui associe à tout
ensemble A (dans une certaine classe T ) un nombre positif µpAq, appelé mesure de A, vérifiant
certaines propriétés (monotonie, additivité...). Par exemple, la mesure de Lebesgue correspond
à la longueur en dimension 1, à l’aire en dimension 2 et au volume en dimension 3. Cependant,
dans le cas général, une mesure ne peut pas être définie pour tout sous-ensemble de Rn. Il est
nécessaire de se restreindre à une sous-famille d’ensembles avec des propriétés particulières.
Cette sous-famille est appelée une tribu ou σ-algèbre :
Définition 15 (Tribu) Un ensemble T de parties de Rn est appelé une tribu ou une σ-
algèbre s’il vérifie les propriétés suivantes :
1. Rn P T
2. Stabilité par passage au complémentaire : si A P T alors AA P T (où AA M“ RnzA est le
complémentaire de A dans Rn)
3. Stabilité par réunion dénombrable : si pAnqnPN est une suite de T alors Ť8n“1An P T .
Il découle de cette définition que l’intersection d’une famille quelconque de tribus est encore
une tribu. Ceci permet de définir la notion de tribu engendrée par une famille de parties de
Rn :
Définition 16 (Tribu engendrée) Soit F une famille de parties de Rn et σpF q la tribu
définie par :
σpF q “
č
tT tribu de Rn | FĂT u
T . (3.15)
σpF q est appelée la tribu engendrée par F . C’est la plus petite tribu de Rn contenant F .
Ainsi, on appelle tribu de Borel la tribu σpOq engendrée par O l’ensemble des ouverts de Rn.
Cette tribu est notée BpRnq M“ σpOq. En toute généralité, il est possible de définir une mesure
sur n’importe quelle tribu, cependant nous nous limiterons dans ce mémoire à l’utilisation des
mesures dites boréliennes, c’est-à-dire définies sur BpRnq. Plus formellement, ces mesures
sont définies par :
Définition 17 (Mesure borélienne) Une mesure borélienne est une application de BpRnq
dans R` Y t`8u vérifiant les propriétés suivantes :
1. µpHq “ 0
2. l’additivité dénombrable ou σ-additivité : si pAiqiPN est une suite d’ensembles de Rn tels
que Ai XAj “ H dès que i ‰ j, alors :
µp
8ď
i“1
Aiq “
8ÿ
i“1
µpAiq. (3.16)
On dit qu’une mesure est finie si µpRnq ă 8 et on note M`pRnq l’ensemble des mesures
boréliennes finies sur Rn. Enfin, les mesures boréliennes finies telles que µpRnq “ 1 sont
appelées des mesures de probabilités et on désigne par PpRnq l’ensemble de ces mesures.
Enfin, terminons ces rappels par la notion de support d’une mesure :
Définition 18 (Support d’une mesure) Soit µ une mesure borélienne, son support noté
supppµq, est défini comme le plus petit ensemble fermé de Rn tel que µpRnzsupppµqq “ 0.
Par suite, si µ est une mesure borélienne et K Ă Rn un ensemble semi-algébrique de base,
on dira que µ est une mesure supportée sur K si supppµq Ď K. On notera alors M`pKq
(resp. PpKq) l’ensemble des mesures boréliennes finies supportées sur K (resp. l’ensemble des
mesures de probabilité supportées sur K).
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3.1.2 Moments et polynoˆmes positifs.
Le but de ce paragraphe est de présenter la dualité entre la représentation des polynômes
positifs sur un ensemble semi-algébrique de base K et le problème des moments sur K. Rappe-
lons que ce problème se formule de la manière suivante : quelles sont les conditions nécessaires
pour qu’une séquence de nombres représente les moments d’une mesure supportée surK. Ainsi
nous commencerons par définir l’ensemble des notations nécessaires, puis nous introduirons
la notion de polynôme somme de carrés et comment ceux-ci peuvent servir à représenter
les polynômes positifs sur K. Enfin, nous présenterons les concepts de moment, de matrice
des moments et de matrice de localisation d’une mesure de M`pKq ainsi que le lien
entre ces notions et la représentation des polynômes positifs.
3.1.2.1 Notation
Soit t P N, introduisons tout d’abord la notation de l’espace de dimension n des vecteurs
d’entiers positifs de norme 1 inférieure ou égale à t. Noté Nnt , il est défini par :
Nnt
M“
#
α P Nn | ‖α‖1 “
nÿ
i“1
αi ď t
+
. (3.17)
Cet ensemble, de dimension sptq M“ `n`t
n
˘
, nous servira essentiellement à définir les degrés des
monômes et des polynômes multivariés. Ainsi, pour α P Nnt et x P Rn, on définit le monôme
xα par :
xα
M“ xα11 xα22 ¨ ¨ ¨xαnn , pour tout α P Nn. (3.18)
Son degré, noté degpxαq, est par définition égal à la norme 1 du vecteur α :
degpxαq M“ ‖α‖1. (3.19)
On note ensuite R rxs “ R rx1, x2, . . . , xns, l’anneau des polynômes réels à n variables et Rt rxs
celui des polynômes réels à n variables de degré au plus t. Soit : 
1, x1, x2, . . . , xn, x
2
1, x1x2, . . . , x1xn, x2x3, . . . , x
2
n, . . . , x
t
1, . . . , x
t
n
(
(3.20)
la base canonique de Rt rxs de dimension sptq. Tout polynôme p de cet espace se décompose
de la manière suivante :
ppxq “
ÿ
αPNnt
pαx
α. (3.21)
Ainsi p peut être identifié au vecteur de coefficients p M“ ppαq‖α‖1ďt. Comme chaque indice α
appartient à Nnt , le vecteur p appartient à RN
n
t » Rsptq. Les matrices de RNnt ˆ RNnt (c.-à-d.
les applications linéaires de RNnt dans RNnt ) sont, elles aussi, indexées à l’aide de Nnt . Pour
une telle matrice M , le produit matrice-vecteur s’écrit de manière similaire à celui des indices
classiques :
pMpqβ “
ÿ
αPNnt
Mβ,αpα. (3.22)
Ensuite, le degré du polynôme p, noté degppq, est défini par :
degppq M“ max
tα | pα‰0u
‖α‖1 , (3.23)
et on définit le « demi-degré » dp par :
dp
M“ rdegppq{2s , (3.24)
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où r s désigne la partie entière par excès. Notons que ces définitions sont indépendantes de
la base de l’espace vectoriel des polynômes choisie. Par suite, pour une famille de polynômes
g1, . . . , gm on définit :
dg
M“ maxpdg1 , . . . ,dgmq. (3.25)
Cette dernière définition peut être indifféremment utilisée aussi bien pour une famille de
polynômes que pour un ensemble semi-algébrique de base K. Dans ce dernier cas, on posera
dK
M“ dg.
3.1.2.2 Polynoˆmes positifs
En toute généralité, caractériser les polynômes positifs sur tout l’espace Rn est un problème
difficile. Cependant, sur un ensemble semi-algébrique de base K, il existe plusieurs résultats
théoriques. Afin d’introduire ces résultats, on rappelle d’abord la notion de polynôme somme
de carrés ou polynôme SOS (comme Sum Of Squares en anglais) :
Définition 19 (Polynôme SOS) Un polynôme p réel est dit SOS, s’il peut s’écrire comme
une somme finie de carrés de polynômes réels :
ppxq “
Mÿ
j“1
ujpxq2 où les uj sont des polynômes réels. (3.26)
De plus (cf [Laurent 2009]), pour toute décomposition pujqj de p, on a degpujq ď degppq2 pour
tout j. On notera Σ rxs, l’ensemble de tous les polynômes SOS de Rn dans R.
Il existe une condition permettant de détecter si un polynôme de degré fini est une somme de
carrés :
Théorème 2 (Détection de polynômes SOS) Si p “ řαPNn2t pαxα est un polynôme de
R2t rxs, alors p est un polynôme SOS si et seulement si le problème suivant :$&%
X ľ 0ÿ
tγ,βPNnt | γ`β“αu
Xβ,γ “ pα, @α | ‖α‖1 ď 2t (3.27)
possède une solution.
Le problème (3.27) a pour inconnue une matrice symétrique X “ pXqβ,γPNnt de taille
`n`t
n
˘
à
`n`2t
n
˘
variables. La complexité de résolution de (3.27) croît donc rapidement avec n et t.
Cependant, le point important réside dans la forme du problème (3.27). En effet, il peut être
assimilé à un problème de Programmation Semi-Définie-Positive (SDP). Un problème
de cette catégorie se présente sous la forme :
min
XPSn trace
`
CJX
˘
s.l.c. trace
`
AJkX
˘ “ bk, k “ 1, . . . ,m,
X ľ 0
(3.28)
où Ak P Rnˆn pour tout k dans t1, . . . ,mu et Sn est l’espace des matrices symétriques de taille
n. Comme ces problèmes sont convexes, ils peuvent être efficacement résolus par des méthodes
de points intérieurs [Vandenberghe 1996]. Beaucoup de ces solveurs sont disponibles via l’in-
terface YALMIP( [Löfberg 2004]). On peut en citer plusieurs comme : CSDP [Brian 1999],
DSDP [Benson 2005], SDPA [Fujisawa 2003], SDPT3 [Toh 2003], SeDuMi [Sturm 1999]. Il est
important de souligner l’importance de cette classe de problèmes, car chaque élément de la
hiérarchie que nous cherchons à construire est un problème SDP.
Page 45
Chapitre 3. Optimisation globale via moments et polynômes positifs
Définissons ensuite la notion de module quadratique engendrés par une famille de po-
lynômes g1, . . . , gm :
Définition 20 (Module quadratique) Soit g1, . . . , gm une famille de polynômes de Rn dans
R, l’ensemble
Mpg1, . . . , gmq M“
#
u0 `
mÿ
j“1
ujgj , où les uj sont dans Σ rxs
+
(3.29)
est appelé le module quadratique engendré par la famille g1, . . . , gm. Le module quadratique
sera dit archimédien si :
DN P N tel que N ´
nÿ
i“1
x2i PMpg1, . . . , gmq. (3.30)
Il est important de souligner que cette propriété implique la compacité de K.
Maintenant que nous avons introduit les notions et notations nécessaires, énonçons le résultat
théorique essentiel permettant de caractériser les polynômes positifs sur un ensemble semi-
algébrique de base :
Théorème 3 (Positivstellensatz de Putinar) Si le module quadratique Mpg1, . . . , gmq est
archimédien et si p P R rxs est strictement positif sur K, alors il existe une famille pujqj“0,...,m
de m` 1 polynômes SOS telle que :
p “ u0 `
mÿ
j“1
ujgj . (3.31)
Autrement dit, tout polynôme strictement positif sur K appartient à Mpg1, . . . , gmq, le module
quadratique engendré par la famille de polynômes pgjqj“1...m.
Remarquons qu’en pratique la condition «Mpg1, . . . , gmq est archimédien » peut être facile-
ment réalisée. En effet, comme K doit être compact, il suffit de connaître N tel que :
K Ď  x P Rn | N ´ ‖x‖2 ě 0( , (3.32)
et d’inclure la contrainte redondante gm`1pxq “ N´‖x‖22 à la famille pgjqj“1,...,m. Notons qu’il
existe un résultat plus général de caractérisation de polynômes positifs sur un semi-algébrique
de base. Ce résultat, appelé Positivstellensatz de Schmüdgen, ne nécessite qu’une hypo-
thèse de compacité sur K. Mais, bien que remarquable d’un point de vue théorique, il se révèle
peu utilisable en pratique, car le nombre de polynômes SOS utilisés dans la décomposition de
p croît exponentiellement avec le nombre de polynômes gj .
A présent que nous savons caractériser les polynômes positifs sur un ensemble semi-
algébrique de base K, nous exposons dans le paragraphe suivant la dualité entre la carac-
térisation des polynômes positifs et le problème des moments sur K.
3.1.2.3 Moments d’une mesure
La représentation des polynômes positifs sur K a une facette duale qui est le problème
des moments sur K, c’est-à-dire la caractérisation des séquences de nombres qui sont les
moments d’une mesure supportée sur K. Pour caractériser ces séquences, nous introduisons
la fonctionnelle de Riesz. Celle-ci formalise et généralise à R rxs l’application linéaire sur
les polynômes univariés que nous avons évoquée dans l’introduction (cf. (3.13)).
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Définition 21 (Fonctionnelle de Riesz) Soit y P RNn, la forme linéaire Ly de R rxs dans
R définie par :
Ly : R rxs Ñ R
p “
ÿ
αPNn
pαx
α Ñ yJp “
ÿ
αPNn
pαyα où p “ ppαqαPNn ,
(3.33)
est appelée la fonctionnelle de Riesz.
Si p P R rxs, remarquons alors que :ż
K
p dµ “
ż
K
ÿ
αPNn
pαx
αdµ “
ÿ
αPNn
pα
ż
K
xαdµ “ Lyppq. (3.34)
où y “ pyαqαPNn avec yα “
ş
K x
αdµ, @α P Nn. Pour un α donné, l’intégrale sur K du monôme
xα est appeléemoment d’ordre α de la mesure µ. Réciproquement, le problème des moments
considère la question : étant donné y “ pyαqαPNn sous quelles conditions existe-t-il µ PM`pKq
telle que yα “
ş
K x
αdµ, @α P Nn. La réponse est donnée par le résultat suivant :
Théorème 4 (Putinar) Soit y P RNn une séquence infinie de réels et K un ensemble semi-
algébrique de base défini par la famille de polynômes pgjqj“1...m. Si le module quadratique
Mpg1, . . . , gmq est archimédien on a alors l’équivalence suivante :
il existe une mesure µ PM`pKq telle que : yα “
ż
K
xαdµ @α P Nn (3.35)
ô Lyppq ě 0 @p PMpg1, . . . , gmq (3.36)
ô Lypp2gjq ě 0 @j P t0, . . . ,mu avec g0 ” 1 @p P R rxs . (3.37)
Notons que ce théorème peut être vu comme une spécialisation du théorème plus général de
Riesz-Haviland lorsque K est un ensemble semi-algébrique de base et que le module qua-
dratique associé est archimédien. En supposant simplement que K est fermé, celui-ci établit
que y P RNn représente le vecteur des moments d’une mesure de M`pKq si et seulement si
Lyppq ě 0 pour tout polynôme p non-négatif sur K. Cependant ce théorème se révèle peu
utilisable en pratique, car contrairement aux ensembles semi-algébriques de base, il n’existe
pas de caractérisation explicite des polynômes non-négatifs sur les ensembles fermés de Rn.
A présent, nous disposons d’une dualité explicite entre la représentation par une mesure
et les polynômes positifs sur K. Ce lien est réalisé au moyen d’une condition de positivité
de la fonctionnelle de Riesz Ly sur le module quadratique Mpg1, . . . , gmq. Nous allons voir
maintenant que cette condition se traduit par une condition sur le vecteur y. Pour cela, il est
nécessaire d’introduire deux nouveaux outils : la matrice des moments et la matrice de
localisation d’un vecteur y de RNn2t .
Définition 22 (Matrice des moments) Soit t P N et y P RNn2t. La matrice des moments
de y, notée Mtpyq, est définie par éléments à l’aide de la formule suivante :
pMtpyqqα,β “ Lypxαxβq “ yα`β @α, β P Nnt (3.38)
Indicée selon Nnt , cette matrice est symétrique, linéaire en y, de taille pn`tn q et comporte pn`2tn q
variables.
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Par exemple, dans le cas où n “ t “ 2, la matrice M2pyq s’écrit :
M2pyq “
»————————————–
y00 y10 y01 y20 y11 y02
y10
y01
y20 y11
y11 y02
y30 y21 y12
y21 y12 y03
y20
y11
y02
y30 y21
y21 y12
y12 y03
y40 y31 y22
y31 y22 y13
y22 y13 y04
fiffiffiffiffiffiffiffiffiffiffiffiffifl
. (3.39)
Définition 23 (Matrice de localisation) Soit y P RNn2t, g P Rt rxs et g P RNnt son vecteur
de coefficients. Le vecteur de RNnt défini par :
gy
M“ Mpyqg (3.40)
est appelé le déplacé de y par g. Ainsi, pour tout α P Nnt , chaque coefficient de gy est donné
par la formule :
pgyqα “
ÿ
βPNnt
gβyα`β. (3.41)
La matrice de localisation de y par rapport à g, noté Mtpgyq, est définie comme la matrice
des moments du déplacé de y par g. Elle est donc définie par éléments à l’aide de la formule
suivante :
pMpgyqqα,β “ Lypgpxqxαxβq “
ÿ
γPNnt
gγyα`β`γ @α, β P Nn. (3.42)
Indicée selon Nnt , cette matrice est symétrique, linéaire en y, de taille pn`tn q et comporte pn`2tn q
variables.
Cette matrice est introduite dans le but de permettre la « localisation » du support d’une
mesure représentée par un vecteur y P RNn . Par exemple, pour n “ 2 avec :
M1pyq “
»– y00 y10 y01y10 y20 y11
y01 y11 y02
fifl et gpxq “ a´ x21 ´ x22, (3.43)
on obtient :
M1pgyq “
»– ay00 ´ y20 ´ y02 ay10 ´ y30 ´ y12 ay01 ´ y21 ´ y03ay10 ´ y30 ´ y12 ay20 ´ y40 ´ y22 ay11 ´ y31 ´ y13
ay01 ´ y21 ´ y03 ay11 ´ y31 ´ y13 ay02 ´ y22 ´ y04
fifl . (3.44)
Ensuite, par construction, on observe les égalités suivantes :
Lyppqq “ pJMtpyqq @p, q P Rt rxs @t P N (3.45)
Lypg pqq “ pJMtpgyqq @p, q P Rt rxs @t P N,
avec y P RNn2t . En particulier :
Lypp2q “ pJMtpyqp @p P Rt rxs @t P N (3.46)
Lypg p2q “ pJMtpgyqp @p P Rt rxs @t P N,
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On obtient donc les équivalences suivantes :
Mtpyq ľ 0 ô Lypp2q ě 0 @p P Rt rxs @t P N (3.47)
Mtpgyq ľ 0 ô Lypgp2q ě 0 @p P Rt rxs @t P N.
Ainsi, y est représenté par une mesure µ PM`pKq dès lors que toutes les matrices Mtpyq et
Mtpgyq sont semi-définies positives. Comme annoncé, il est à présent possible de remplacer
les conditions de positivité de la fonctionnelle de Riesz Ly dans le Théorème 4 par des condi-
tions basées sur les matrices des moments et les matrices de localisation. En effet, grâce aux
relations (3.45) et (3.46), on peut montrer (cf. [Laurent 2009]) l’équivalence suivante :
Lyppq ě 0 @p PMpg1, . . . , gmq
ô Lypp2gjq ě 0 @j P t0, 1, . . . ,mu @p P R rxs avec g0 ” 1 (3.48)
ô Mtpyq ľ 0, Mtpgjyq ľ 0 @j P t0, 1, . . . ,mu @t P N
Notons que, dans cette équivalence, nous avons par abus de notation utilisé la même termino-
logie pour le vecteur infini-dimensionnel et ses troncatures. En effet, dans la première partie
de l’équivalence, y désigne un vecteur de RNn et dans la deuxième partie ses troncatures dans
RNn2t .
Pour faire un bilan de ce paragraphe, nous pouvons synthétiser les résultats présentés en
les reformulant en terme d’ensembles. Pour cela, définissons :
MK M“
"
y P RNn | Dµ PM`pKq telle que : yα “
ż
K
xαdµ @α P Nn
*
. (3.49)
et :
Mputľ pg1, . . . , gmq M“
 
y P RNn |Mtpyq ľ 0, Mtpgjyq ľ 0 @j “ 1, . . ,m @t P N
(
. (3.50)
Les définitions précédentes nous permettent d’observer que, par construction, on a :
MK Ď Mputľ pg1, . . . , gmq. (3.51)
Mais, le Théorème 4 permet d’affirmer que, si le module quadratique Mpg1, . . . , gmq est archi-
médien, alors :
MK “ Mputľ pg1, . . . , gmq. (3.52)
Ce résultat, très puissant d’un point de vue théorique, est à la base de l’optimisation par
théorie des moments présentée dans le paragraphe suivant.
3.1.3 Optimisation globale polynomiale par the´orie des moments.
Comme nous l’avons précisé dans l’introduction, la résolution du problème (3.5) s’avère
trop complexe lorsque celle-ci est traitée dans toute sa généralité. Considérons alors ce pro-
blème dans le cas particulier où la fonction coût est un polynôme p P R rxs et K un ensemble
semi-algébrique de base défini à partir d’une famille de m polynômes g1, . . . , gm P R rxs :
p‹ M“ min
xPK ppxq (3.53)
Enfin, on suppose dans la suite de cette section que le module quadratique Mpg1, . . . , gmq
engendré par les polynômes g1, . . . , gm est archimédien.
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3.1.3.1 Une famille de relaxations.
Ainsi que nous l’avons vu précédemment, le problème (3.53) est équivalent au problème
suivant :
p M“ min
µPPpKq
ż
K
ppxqdµp“ p‹q. (3.54)
Remarquons que, comme le suggère la preuve de cette équivalence dans le cas général, si µ‹
est solution de (3.54) et que (3.53) possède un nombre fini, L, de solutions, alors µ‹ est une
mesure atomique s’exprimant comme une combinaison linéaire des L solutions tx1, . . . , xLu
de (3.53) :
µ‹ “
Lÿ
i“1
λiδxi . (3.55)
Ensuite, à l’aide des reformulations vues précédemment, on observe que (3.53) est équivalent
au problème :
p “ min Lyppq
s.l.c y0 “ 1
y PMK.
(3.56)
Remarquons que la condition y0 “ 1 est nécessaire pour imposer que µ soit une mesure de
probabilité sur K. Or, puisque nous avons supposé que le module quadratique Mpg1, . . . , gmq
était archimédien, par (3.52), on obtient que (3.56) est équivalent au problème :
p“ inf Lyppq
s.l.c y0 “ 1
Mtpyq ľ 0, Mtpgjyq ľ 0 j “ 1, . . ,m @t P N.
(3.57)
Nous avons donc transformé le problème (3.53) en un problème SDP où l’inconnue est un
vecteur y P RNn . Ce problème est donc de dimension infinie. Le principe fondamental de
l’optimisation par théorie des moments consiste alors à tronquer ce vecteur, et par conséquent
les matrices des moments et les matrices de localisations associées, de manière à fabriquer
une hiérarchie de problèmes SDP de dimensions finies. Ainsi, pour t ě t0 “ maxpdp, dKq, on
définit la famille de relaxations semi-définies positives :
Qt
$’’&’’%
pmomt
M“ min
y PRNn2t
Lyppq
s.l.c y0 “ 1
Mtpyq ľ 0, Mt´dgj pgjyq ľ 0 @j P t1, . . . ,mu .
(3.58)
Notons que ces relaxations utilisent des matrices de tailles
`n`t
n
˘
comportant chacune
`n`2t
n
˘
variables. La complexité de résolution de ces relaxations SDP augmente donc rapidement avec
l’ordre de relaxation t. En outre, le nombre de contraintes augmentant avec t, on observe :
pmomt ď pmomt`1 ď p. (3.59)
Ensuite, chaque problème (3.58) a un dual dont on peut montrer (cf. [Laurent 2009]) qu’il
s’écrit comme le problème SDP suivant :
Q‹t
$’’’&’’’%
psost
M“ sup
λ, uj
λ
s.l.c p´ λ “ u0 `
mÿ
j“1
ujgj avec u0, . . . , um P Σ
et degpu0q,degpujgjq ď 2t.
(3.60)
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On observe alors l’inégalité suivante :
psost ď pmomt . (3.61)
L’autre point clé de l’optimisation par théorie des moments réside dans l’étude des suites de
solutions ppmomt qtět0 et ppsost qtět0 . Les résultats qu’elle établie sont donnés (cf [Lasserre 2001])
par le théorème suivant :
Théorème 5 (Convergence des solutions) Sous les hypothèses et définitions précédentes,
les suites de solutions ppmomt qtět0 et ppsost qtět0 convergent asymptotiquement vers p :
lim
tÑ`8p
sos
t “ lim
tÑ`8p
mom
t “ p. (3.62)
De plus, cette convergence peut être finie. En effet, si y‹ P RNn2t est une solution de (3.58) et
si :
Ds P N | maxpdp, dKq ď s ď t et rangpMspy‹qq “ rangpMs´dK py‹qq “ L (3.63)
alors pmomt “ p et il y a L minima globaux. En particulier, si rangpMtpy‹qq “ 1 alors la
condition est vérifiée.
Ainsi, si est (3.63) vérifiée, la solution d’un problème de minimisation d’un polynôme sous
contraintes polynomiales est atteinte pour une solution d’une relaxation SDP particulière.
Notons que la solution de cette relaxation représente une mesure de Dirac, ou une combinaison
linéaire de mesures de Dirac s’il y a plusieurs minima globaux. Chaque relaxation peut être
résolue numériquement à l’aide de méthodes de points intérieurs [Vandenberghe 1996].
3.1.3.2 Algorithme ge´ne´ral.
L’algorithme 17 synthétise la méthode d’optimisation globale par théorie de moments.
Il est implanté dans le logiciel GloptiPoly [Henrion 2002]. Cependant, la précision finale de
la résolution de (3.54) dépendra fortement de la précision avec laquelle on pourra extraire
numériquement les solutions. Nous n’avons pas détaillé ici les algorithmes d’extraction des
solutions, pour plus de détails le lecteur pourra se référer à [Lasserre 2010, Algorithme 4.2].
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Algorithme 17 Optimisation globale par théorie des moments.
Précondition : p, g1, . . . , gm P R rxs et k ą maxpdp,dKq l’index représentant l’ordre de la
plus grande relaxation.
1: iÐ maxpdp,dKq
2: test d’arrêt Ð FAUX
3: tant que (i ď k) ou (test d’arrêt=FAUX) faire
4: Résolution de pRiq, la ième relaxation SDP (3.58), à l’aide d’une méthode de points
intérieurs.
5: si pRiq possède une solution optimale y‹i alors
6: test de la condition : r Ds P N | i ď s ď k et rangpMspy‹i qq “ rangpMs´dK py‹i qq s
7: si cette condition est vérifiée alors
8: test d’arrêt Ð VRAI
9: sinon
10: iÐ i` 1
11: sinon
12: iÐ i` 1
13: si test d’arrêt=FAUX alors
14: retour de pmomi “ Ly‹i ppq qui est une borne inférieure de p.
15: sinon
16: retour de pmomi “ p et, si l’extraction est réussie, un ensemble de l “ rangpMspy‹qq
minimiseurs globaux.
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3.1.4 Faible couplage des variables.
Comme nous l’avons déjà mentionné, la taille des matrices Mtpyq et Mtpgyq utilisées dans
les familles de relaxations SDP (3.58) augmente rapidement avec n, le nombre de variables
d’optimisations considérées. Ceci fait que le champ applicatif de l’algorithme précédent, dit
dense, se limite aux problèmes de moyenne ou petite taille. Cependant, pour une certaine
classe de problèmes de grande taille, il est possible de prendre en compte le faible couplage
ou parcimonie des variables afin d’utiliser plus efficacement l’Algorithme 17. Le but de ce
paragraphe est de présenter cette classe de problèmes ainsi que la famille de relaxations SDP
qui lui est associée. Nous introduirons dans un premier temps les notations nécessaires, puis la
notion de schéma de parcimonie structurée des variables et enfin la famille de relaxations
proprement dites ainsi que ses propriétés de convergence.
Introduisons tout d’abord l’ensemble des notations nécessaires. Ces notations portent es-
sentiellement sur les ensembles d’indices de variables et visent à définir de façon mathématique
les concepts de faible couplage ou parcimonie de variables. Par faible couplage ou parci-
monie entre deux ensembles de variables d’un polynôme p, nous entendons qu’il n’y a pas de
monômes de p impliquant simultanément certaines variables des deux ensembles. Par exemple,
si on considère le polynôme :
ppx1, x2, x3, x4, x5q “ x1x2x4 ` x3x4x5, (3.64)
de R rx1, x2, x3, x4, x5s, alors il existe un faible couplage ou une parcimonie entre les en-
sembles de variables tx1, x2, x4u et tx3, x4, x5u. En effet, aucun des deux monômes de p ne fait
intervernir simultanément les variables x1, x2 et x3, x5. Afin de présenter plus précisément des
définitions de parcimonie particulières, introduisons de nouvelles notations. Par la notation
R rxs “ R rx1, x2, . . . , xns nous avons précédemment défini l’anneau des polynômes réels sur
les variables x1, . . . , xn. Soit I0
M“ t1, 2, . . . , nu l’ensemble regroupant la totalité des indices
des variables et I Ď I0, on définit par xpIq l’ensemble de variables indicées par I :
xpIq M“ txi, i P Iu . (3.65)
Alors, l’ensemble R rxpIqs désigne l’anneau des polynômes sur les variables xpIq. Remarquons
qu’avec ces notations R rxs “ R rxpI0qs. Ensuite pour α P Nnt , à l’instar d’une mesure, on
définit le support de α par :
supppαq M“ ti P I0 | αi ě 1u . (3.66)
Par exemple, pour n “ 6 et α “ p010509q, supppαq “ t2, 4, 6u. Ensuite, pour I Ď I0, on pose :
ΛI
M“ tα P Nn | supppαq Ď Iu (3.67)
et
ΛIt
M“ tα P Nnt | supppαq Ď Iu , (3.68)
dont la dimension est
`nI`t
nI
˘
, avec nI
M“ CardpIq. Ainsi, un polynôme de p P Rt rxpIqs peut
être vu comme un polynôme de Rt rxs en écrivant :
ppxq “ ppxpIqq “
ÿ
αPΛIt
pαx
α. (3.69)
Ensuite, comme pour les polynômes, on peut définir les matrices des moments et les matrices
de localisation pour un sous-ensemble d’indices. Ainsi, pour I Ď I0, ces matrices seront définies
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pour des vecteurs y P RΛI2t . Plus précisément, la matrice des moments par rapport à
l’ensemble d’indices I, notéeMtpy, Iq, est construite en conservant les lignes et les colonnes
de Mtpyq dont l’indice α est tel que supppαq Ď I. De même, pour g P Rt rxpIqs, la matrice
de localisation par rapport à l’ensemble d’indices I, notée Mtpgy, Iq, est construite
en conservant les lignes et les colonnes de Mtpgyq dont l’indice α est tel que supppαq Ď I.
Ces deux matrices sont de taille
`nI`t
nI
˘ˆ `nI`t
nI
˘
. On observe alors des égalités similaires aux
égalités (3.45) et (3.46), conduisant aux équivalences :
Mtpy, Iq ľ 0 ô Lypp2q ě 0 @p P Rt rxpIqs @t P N (3.70)
Mtpg y, Iq ľ 0 ô Lypp2q ě 0 @p P Rt rxpIqs @t P N, (3.71)
avec y P RΛI2t .
Ensuite, soit pIkqk“1,...,r une famille de sous-ensembles d’indices recouvrant I0, c’est-à-
dire tels que I0 “ Ťrk“1 Ik, et pJkqk“1,...,r une famille de sous-ensembles d’indices recouvrant
J0
M“ t0, 1, . . . ,mu, l’ensemble des indices des contraintes (g0 étant la contrainte additionnelle
assurant que le module quadratique est archimédien), vérifiant les propriétes suivantes :
(i) Pour tout j P Jk, gj est un polynôme ne comportant que des variables indicées par Ik,
c’est-à-dire :
@k P t1, . . . , ru , @j P Jk, gj P R rxpIkqs . (3.72)
(ii) Le polynôme objectif p P R rxs se décompose sous la forme :
p “
rÿ
k“1
pk avec pk P R rxpIkqs , @k “ 1, . . . , r. (3.73)
(iii) Pour tout k dans t1, . . . , r ´ 1u, il existe s P N˚ tel que :
s ď k et
˜
Ik`1 X
kď
j“1
Ij
¸
Ď Is. (3.74)
Cette dernière propriété est appelée la Propriété d’Intersection Courante. Si pIkqk“1,...,r
vérifie (i) et (ii) alors pIkqk“1,...,r est appelé un schéma de parcimonie structurée de
x. Il est important de souligner que la famille pIkqk peut indifféremment représenter des
variables ou des indices de variables. Dans le cas de faible couplage des variables, il est possible
d’établir [Laurent 2009] un corollaire du théorème 3 :
Théorème 6 (Positivstellensatz de Putinar avec parcimonie)
Soit pIkqk“1,...,r un schéma de parcimonie structurée vérifiant la propriété d’intersection cou-
rante (3.74). Si les modules quadratiques
Mk
M“ Mptgj | j P Jkuq Ď R rxpIkqs
engendrés par les familles de polynômes pgjqjPJk sont archimédiens et si p est strictement
positif sur K, alors il existe une famille puk, ujkqk de polynômes SOS telle que :
p “
rÿ
k“1
˜
uk `
ÿ
jPJk
ujkgj
¸
, avec uk, ujk P Σ rxpIkqs . (3.75)
Autrement dit, si p est strictement positif sur K, alors :
p P M1 ` . . .`Mr. (3.76)
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Par conséquent, nous pouvons appliquer un raisonnement analogue à celui de la section précé-
dente : nous transformons le problème d’optimisation initial en un problème de minimisation
de la fonctionnelle de Riesz sous contraintes que le vecteur recherché est représenté par une
mesure prenant en compte la parcimonie des variables.
Dans un premier temps, définissons le problème sur l’espace des mesures. Pour cela, pour
chaque Ik, on définit nk
M“ CardpIkq. Notons que l’intersection des Ik entre eux peut être
non-vide, c’est-à-dire qu’il peut y avoir des recouvrements entre les Ik. Ainsi, on adopte la
notation suivante :
Ijk
M“ Ij
č
Ik, @j, k P t1, . . . , ru , (3.77)
et, pour Ijk ‰ H, on définit njk M“ CardpIjkq. Enfin, on pose :
Γj
M“
!
h P N | j ă h ď r et Ij
č
Ih ‰ H
)
. (3.78)
A l’aide de la famille d’indices pJkql“1,...,r, on définit :
Kk
M“ tx P Rnk | gjpxq ě 0 @j P Jku , (3.79)
de sorte que :
K “
#
x P Rn | gjpxq ě 0 @j P
rď
k“1
Jk
+
“ tx P Rn | xpIkq P Kk, k “ 1, . . . , ru . (3.80)
Enfin, pour toute mesure µ PM`pKq, soit pikµ P BpKkq, la projection de µ sur les variables
xpIkq définie par :
pikµpAq M“ µptx P K | pxhqhPIk P Auq, @A P TBpKkq. (3.81)
Considérons alors le problème suivant :
pˆ
M“ min
µk PBpKkq
rÿ
k“1
ż
Kk
pk dµk
s.l.c µkpKkq “ 1, k “ 1, . . . , r
pijkµj “ pikjµk @k P Γj , @j P t1 . . . , ru
(3.82)
Par rapport au problème original (3.54), on ne cherche pas une seule mesure définie pour
n variables, mais r mesures dont chacune est définie pour nk “ CardpIkq variables. Les
contraintes :
pijkµj “ pikjµk @k P Γj , @j P t1 . . . , ru (3.83)
très complexes de prime abord, signifient simplement que ces mesures sont égales où les
ensembles Ik se chevauchent. On peut d’ailleurs les réécrire à l’aide des moments :ż
Kj
xpIjkqα dµj “
ż
Kk
xpIkjqα dµk @α P Nnjk . (3.84)
Alors, sous quelles conditions sur les pIkqk“1,...,r les problèmes (3.82) et (3.54) sont-ils équiva-
lents ? Par le théorème [Lasserre 2010, théorème 4.6], si pIkqk“1,...,r est un schéma de par-
cimonie structurée vérifiant la propriété d’intersection courante (3.74), alors les mesures
µk P PpKkq sont les projections d’une mesure de PpKq sur les variables xpIkq, autrement
dit les problèmes (3.82) et (3.54) sont équivalents.
Ensuite, par analogie à la section précédente, l’objectif consiste à reformuler (3.82) à l’aide
des matrices des moments Mtpy, Iq et des matrices localisation Mtpgy, Iq. Appliquons donc
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un raisonnement similaire : un vecteur y P RNn représente une mesure borélienne vérifiant
les containtes du problème (3.82) si et seulement si Ly est positive sur chacun des Mk. Cette
dernière condition est equivalente à la condition :
Mtpy, Ikq ľ 0 k “ 1, . . . , r @t P N (3.85)
Mtpgjy, Ikq ľ 0, @j P Jk, k “ 1, . . . , r @t P N. (3.86)
où y appartient à RNn2t . Bien que y soit le vecteur total de RNn2t , chaque matrice ne porte
que sur les variables Ik, autrement dit y est vu comme un vecteur de RΛ
Ik
2t . Comparé aux
matrices de tailles pn`tn q du problème dense, nous obtenons donc des matrices de taille pnk`tnk q.
Par conséquent, on a la reformulation de (3.82) suivante :
p M“ min
y PRNn
rÿ
k“1
Lyppkq
s.l.c y0 “ 1
Mtpy, Ikq ľ 0, k “ 1, . . . , r @t P N
Mt´dgj pgjy, Ikq ľ 0, @j P Jk, k “ 1, . . . , r @t P N.
(3.87)
Ainsi, pour t ě t0 “ maxpdp,dK1 , . . . ,dKrq, on définit les relaxations SDP de (3.87) par :
Qt
$’’’’’&’’’’’%
pmomt
M“ min
y PRNn2t
rÿ
k“1
Lyppkq
s.l.c y0 “ 1
Mtpy, Ikq ľ 0, k “ 1, . . . , r
Mt´dgj pgjy, Ikq ľ 0, @j P Jk, k “ 1, . . . , r.
(3.88)
Ce problème a un dual dont on peut montrer qu’il s’écrit comme le problème SDP suivant :
Q‹t
$’’’’’’’&’’’’’’’%
p sost
M“ sup
λ, ukj
λ
s.l.c p´ λ “ řrk“1
˜
uk0 `
ÿ
jPJk
ukjgj
¸
avec uk0, ukj P Σ rxpIkqs , k “ 1, . . . , r
et degpuk0q,degpukjgjq ď 2t, k “ 1, . . . , r.
(3.89)
De la même manière que les solutions des relaxations SDP denses, on observe (cf. [Lasserre 2010,
théorème 5.9 ]) le résultat de convergence suivant :
Théorème 7 Sous les hypothèses et définitions précédentes, les suites de solutions ppmomt qtět0
et pp sost qtět0 convergent asymptotiquement vers pmom :
lim
tÑ`8p
sos
t “ lim
tÑ`8p
mom
t “ p“ p‹. (3.90)
De plus, si y‹ P RΛI02t est une solution de (3.88) et s’il existe pskqk“1...r P Nr tels que :
t0 ď sk ď t
rangpMskpy‹kq, Ikq “ rangpMsk´dKk py‹k, Ikqq, @k “ 1, . . . r
rangpMskpy‹kq, Ik
Ş
Ijq “ 1 @j P Γk @k “ 1, . . . r.
(3.91)
alors pmomt “ pmom et il y a lk “ rangpMskpy‹k, Ikqq minima globaux dans Kk.
Ainsi, on obtient une famille de problèmes SDP dont les contraintes portent sur des matrices
de taille pnk`tnk q comportant chacune pnk`2tnk q variables. Il est dès lors possible, si les nk restent
raisonnables, de pouvoir résoudre des problèmes de grande taille. Afin d’apprécier le gain
réalisé, dans [Kojima 2010, Mituhiro , Kim 2009], des problèmes à 1000 variables sont résolus
à l’aide d’une formulation prenant en compte la parcimonie alors que la formulation dense ne
peut traiter la première relaxation.
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3.1.5 Bilan.
Dans cette section, nous avons montré comment le problème de minimisation polynomiale :
p‹ M“ min
xPK ppxq (3.92)
pouvait être approché par une hiérarchie de problèmes SDP dont la suite de solutions converge
vers p‹. Cependant, pour un nombre d’inconnues trop important, la taille des matrices utilisées
dans cette hiérarchie se révèle trop grande pour une utilisation pratique. Mais, nous avons
introduit comment, dans certain cas, ces matrices peuvent être fractionnées pour réduire très
significativement les temps de calcul.
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3.2 Extension au cas d’une somme de fractions rationnelles
Le but de cette section est de présenter notre contribution. Elle consiste à étendre l’op-
timisation polynomiale de manière à pourvoir traiter des fonctions coût définies comme des
sommes de fractions rationnelles. De manière générique, nous appelerons ce problème : l’op-
timisation rationnelle. Il est formulé de la manière suivante :
r‹ M“ min
xPK rpxq
M“
Nÿ
i“1
ripxq (3.93)
où chaque terme ri : Rn Ñ R est une fonction rationnelle définie par :
ripxq M“ pipxq
qipxq , (3.94)
avec pi, qi P Rrxs et qi ą 0 sur K pour tout i “ 1, . . . , N . Comme dans la section précedente,
K est l’ensemble semi-algébrique défini par :
K
M“ tx P Rn : gjpxq ě 0, j “ 1, . . . ,mu , (3.95)
où gj P Rrxs pour tout j “ 1, . . . ,m. Quitte à ajouter une contrainte supplémentaire du
type gm`1 “ N ´ ‖x‖22, nous supposons dans toute cette section que le module quadratique
Mpg1, . . . , gmq est archimédien et par conséquent que K est compact. Ainsi, puisque r est
continue sur K compact, (3.93) possède au moins une solution x‹. En outre, nous supposons
que les degrés de chaque gj , pi et qi sont relativement faibles (de l’ordre de 10) mais que le
nombre de termes N peut être très grand (de 10 à 100 environ). Dans le cas d’un problème
dense, le nombre de variables n est supposé assez faible (jusqu’à 10). Toutefois, sous les hy-
pothèses (3.74), nous verrons que ce nombre peut être largement augmenté (de 10 à 100).
Rappelons enfin que, même si le problème (3.93) possède un intérêt théorique, notre moti-
vation première reste certaines applications en vision par ordinateur, où de tels problèmes
sont fréquement rencontrés. Ces problèmes sont souvent des problèmes d’estimation dans les-
quels N est le nombre de mesures physiques utilisées. Dès lors, on comprend que N doit être
grand (typiquement entre 50 et 100) pour que l’estimation soit précise. Nous décrirons ces
applications plus formellement dans le chapitre 4.
En toute généralité, c’est-à dire sans faire d’hypothèses sur les polynômes pi et qi, le
problème d’optimisation rationnelle (3.93) est assez difficile. En effet, même avec un nombre
relativement faible de fractions et en supposant que les pi (resp. qi) sont convexes (resp.
concaves), l’étude réalisée dans [Schaible 2003] montre que (3.93) reste un problème difficile car
la somme de fractions à numérateurs convexes et dénominateurs concaves n’est généralement
pas quasiconvexe (un minimum local n’est donc généralement pas global). Théoriquement,
une première approche consiste à réduire toutes les fractions piqi au même dénominateur afin
obtenir une seule fraction rationnelle à minimiser. Une fois cette fraction calculée, on peut
utiliser une hiérarchie de relaxations SDP comme dans [de Klerk 2006] ou comme conséquence
de [Lasserre 2010, prop 5.20]. Mais une telle stratégie est difficilement utilisable en pratique.
En effet, même si n est petit, le degré du dénominateur commun peut s’avérer important, de
sorte qu’il soit impossible de résoudre la première relaxation de la hiérarchie, principalement
en raison des limitations des solveurs de points intérieurs. De plus, cette stratégie conduit
généralement à la destruction de la parcimonie potentiellement présente dans la formulation
d’origine (3.93), interdisant ainsi toute réduction de la complexité de la hiérarchie SDP.
Dans cette section, nous montrerons qu’il existe deux solutions théoriques à ce problème :
les Epigraphes Creux et la Programmation Rationnelle. Puis nous montrerons que
la condition de parcimonie vue dans la section précédente peut être appliquée aux deux
approches, permettant ainsi de traiter un grand nombre de variables.
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3.2.1 Les e´pigraphes creux.
Cette première solution peut être vue comme une application directe des resultats du
paragraphe (3.1.4). La première étape de cette application consiste à reformuler le problème
initial à l’aide de variables additionnelles γi, appelées variables de relèvement (lifting an
anglais). On réécrit alors (3.93) sous une forme polynomiale de la manière suivante :
r‹EC
M“ min
px,γqPKˆRN
γ1 ` . . .` γN
s.l.c pipxq ď γiqipxq, @i P t1, . . . , Nu .
(3.96)
Nous appelerons cette formulation le problème des épigrahes. En effet, pour une fonction
f : Rn Ñ R, l’épigraphe de f , noté epipfq, est défini comme l’ensemble :
epipfq M“ tpx, γq P Rn ˆ R | fpxq ď γu . (3.97)
Ainsi, la dénomination de (3.96) vient du fait que, pour un vecteur solution px, γq de (3.96),
chaque sous-vecteur px, γiq est dans epippiqi q.
Preuve: Démontrons cette équivalence, si pγ‹, x‹q est solution de (3.96), alors, pour tout
px, γq P K ˆ RN tel que pipxq ď γiqipxq, @i P t1, . . . , Nu, on a :
Nÿ
i“1
γ‹i ď
Nÿ
i“1
γi. (3.98)
Or, pour tout x P K, px, p1pxqq1pxq , . . . ,
pN pxq
qN pxq q est un point réalisable de (3.96). Ainsi, on observe
les inégalités suivantes :
Nÿ
i“1
pipx‹q
qipx‹q ď
Nÿ
i“1
γ‹i ď
Nÿ
i“1
pipxq
qipxq , @x P K, (3.99)
prouvant ainsi que x‹ est solution de (3.93). Réciproquement, si x‹ est solution de (3.93),
alors en prenant γ‹i “
pipx‹q
qipx‹q , @i P t1, . . . , Nu, on a bien que :
Nÿ
i“1
γ‹i ď
Nÿ
i“1
γi, (3.100)
pour tout vecteur pγiqi“1...,N tel que : pipxq ď γiqipxq, @i P t1, . . . , Nu, impliquant ainsi que
px‹, γ‹q est solution de (3.96). l
Ensuite, le problème dans l’espace des mesures équivalent à (3.96) s’écrit :
prEC M“ min
µPBpKˆRN q
Nÿ
i“1
ż
KˆRN
γidµ
s.l.c pipxq ď γiqipxq @i “ 1, . . . , N.
(3.101)
Sans perte de généralité, on peut supposer que les γi sont bornés car la fonction objectif r est
supposée, comme dans le cas polynomial, bornée. Ainsi le module quadratique engendré par
les pgjqj“1,...,m et les N contraintes γiqipxq´ pipxq est archimédien (cf. 3.30). Par conséquent,
puisque (3.101) est sous forme polynomiale, la suite des solutions des relaxations SDP associées
à (3.101) convergent asymptotiquement vers r‹ “ r‹EC . Cependant, l’espace de recherche du
problème (3.101) est celui des mesures boréliennes dont le support est contenu dans K ˆRN .
L’espace de recherche des relaxations SDP associées sera donc RN
n`N
2t avec des contraintes
sur des matrices de taille
`n`N`t
n`N
˘
à
`n`N`2t
n`N
˘
variables. Dès lors, on comprend que si N (le
nombre de fractions) est grand, alors même les premières relaxations deviennent impossibles
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à résoudre. Ainsi, il est légitime d’étudier si les variables de (3.96) possèdent une parcimonie
exploitable pour la méthode présentée dans la section précédente. Ainsi, soit pIkqk“1,...,N un
schéma de parcimonie structurée sur les variables tx, γ1, . . . , γNu défini par Ik M“ tx, γku. Pour
tout k P t1, . . . , Nu, on a :˜
Ik`1 X
kď
j“1
Ij
¸
“ tx, γk`1u X tx, γ1, . . . , γku “ txu Ă I1. (3.102)
Le schéma de parcimonie structurée pIkqk“1,...,N vérifie donc la propriété d’intersection cou-
rante (3.74). Ainsi, en remarquant que Ijk “ txu pour tout j, k P t1, . . . , Nu, le problème (3.96)
est équivalent au problème dans l’espace des mesures suivant :
prEC M“ min
µiPBpKˆRq
Nÿ
i“1
ż
KˆRN
γidµi
s.l.c pipxq ď γiqipxq @i “ 1, . . . , N.ż
K
xα dµi “
ż
K
xα dµj @pi, jq P t1, . . . , Nu , i ‰ j
@α P Nn.
(3.103)
On obtient alors un problème dans lequel on recherche N mesures µi P BpK ˆ Rq. Puisque
ce problème est sous forme polynomiale et qu’il vérifie toutes les propriétés nécessaires, la
suite de solutions issue de la hiérarchie de relaxations SDP associées définies par (3.88),
converge vers r‹EC . Cependant, l’espace de recherche de ces relexations SDP reste toujours
RN
n`N
2t , mais les matrices définissant les contraintes sont de taille pn`1`tn`1 q, diminuant ainsi la
complexité de Oppn ` Nq2tq à Oppn ` 1q2tq. Notons que le schéma de parcimonie structurée
utilisé est toujours valable quelque soit les polynômes pi et qi. On peut donc le qualifier de
schéma de parcimonie structurée propre à la structure du problème des épigraphes.
Par conséquent, nous disposons d’une première approche générique permettant de résoudre
des problèmes d’optimisation rationnelle (3.93) où N est supposé grand.
Pour conclure, il est important de remarquer que nous n’avons pas tenu compte d’une
éventuelle parcimonie des inconnues x P K. Ainsi, soit pIkqk“1,...,N un schéma de parcimonie
structurée des variables x vérifiant la propriété d’intersection courante (3.74). Définissons le
schéma de parcimonie structurée ptIk, γkuqk“1,...,N sur les variables tx, γ1, . . . , γNu. Puisque
pour tout j ‰ k, on a :
tIj , γju X tIk, γku “ Ij X Ik,
il est facile de montrer que le schéma de parcimonie structurée ptIk, γkuqk“1,...,N vérifie en-
core la propriété d’intersection courante (3.74). Donc, en utilisant les notations du para-
graphe (3.1.4), le problème (3.103) est équivalent au problème sur l’espace des mesures sui-
vant :
prEC M“ min
µiPBpKiˆRq
Nÿ
i“1
ż
KiˆR
γidµi
s.l.c pipxq ď γiqipxq @i “ 1, . . . , Nż
Kk
xpJjkqα dµk “
ż
Kj
xpJjkqα dµj @k P Γj , @j P t1 . . . , ru
@α P Nnjk .
(3.104)
Puisque ce problème est aussi sous forme polynomiale, la suite de solutions issue de la hiérar-
chie de relaxation SDP définie par (3.88), converge vers la solution de (3.101). Ceci permet
donc de diminuer encore à
`nk`1`t
nk`1
˘
la taille des matrices utilisées pour les contraintes et à
Oppnk ` 1q2tq la complexité. Cependant, même en tenant compte de toutes les parcimonies
possibles, nous ne pouvons éviter l’ajout de N variables de relèvement. De plus, comme nous
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l’avons mentionné, il est nécessaire de borner ces variables. Or, nous verrons dans la section
dédiée aux tests numériques que la précision de cette approche dépend fortement de la préci-
sion avec laquelle cette borne est fixée. Pour toutes ces raisons, nous avons cherché une autre
approche que nous présentons dans le paragraphe suivant.
3.2.2 Programmation rationnelle.
Le but de ce paragraphe est de présenter notre deuxième approche. Comme dans le para-
graphe précédent, nous introduirons tout d’abord le problème sur l’espace des mesures puis
nous montrerons son équivalence avec le problème général. Ensuite, nous présenterons la hié-
rarchie de relaxations SDP associées et prouverons sa convergence. Enfin, nous reproduirons le
même processus mais avec une formulation qui présente un schéma de parcimonie structurée.
Le principe de cette seconde approche consiste à supprimer les dénominateurs qi en les
introduisant dans des nouvelles mesures νi. Pour mieux comprendre cette méthode, plaçons
nous dans le cas où N “ 1 et considérons le problème :
r‹ M“ min
xPK
ppxq
qpxq . (3.105)
Le problème dans l’espace des mesures s’écrit :
rˆPR
M“ min
µPPpKq
ż
K
ppxq
qpxq dµ. (3.106)
Afin d’éliminer le dénominateur, puisque qpxq ą 0, @x P K, on pose ν M“ q´1 µ, c’est-à-dire :
νpAq M“
ż
KXA
qpxq´1dµpxq, @A P BpRnq. (3.107)
Remarquons que, par construction, supppνq “ K. Mais afin d’avoir une équivalence avec (3.106),
comme µ est une mesure de probabilité sur K, il est nécessaire que
ş
K dµ “
ş
K q dν “ 1. On
obtient ainsi le problème suivant :
rˆPR
M“ min
νPM`pKq
ż
K
p dν
s.l.c
ż
K
q dν “ 1.
(3.108)
Supposons maintenant que N ą 1. Définissons alors le problème dans l’espace des mesures
suivant :
rˆPR
M“ min
νi PM`pKq
Nÿ
i“1
ż
K
pi dνi
s.l.c.
ż
K
q1dν1 “ 1
ż
K
xαqidνi “
ż
K
xαq1dν1, @α P Nn
@i P t2, . . . , Nu .
(3.109)
Nous démontrons alors le résultat suivant :
Théorème 8 Si qi ą 0 sur K pour tout i P t1, . . . , Nu, alors rˆPR “ r‹.
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Preuve: Prouvons tout d’abord que r‹ ě rˆPR. Soit x‹ P K une solution de (3.93) telle
que rpx‹q “ r‹. Définissons νi M“ qipx‹q´1δx‹ pour tout i P t1, . . . , Nu. Par construction, les
mesures pνiqi“1,...,N vérifient les contraintes de (3.109) avec pour valeur objectif :
Nÿ
i“1
ż
K
pi dνi “
Nÿ
i“1
pipx‹q
qipx‹q “ rpx
‹q “ r‹. (3.110)
Par conséquent, on a nécessairement r‹ ě rˆPR. Réciproquement, soit pν‹i qi“1,...,N une solution
de (3.109). Pour chaque i P t1, . . . , Nu, définissons les mesures µ‹i M“ qiν‹i . Comme la famille
pν‹i qi“1,...,N vérifie les contraintes de (3.109), on a :ż
K
xαqi dν
‹
i “
ż
K
xαq1 dν
‹
1 @i P t2, . . . , Nu ñ
ż
K
dµ‹i “
ż
K
dµ‹1 @i P t2, . . . , Nu ,(3.111)
c’est-à-dire : µi “ µ1, pour tout i P t2, . . . , Nu. De plus, puisque
ş
K q1dν1 “ 1, µ1 est
nécessairement une mesure de probabilité sur K. Ainsi, on observe :
Nÿ
i“1
ż
K
pidν
‹
i “
Nÿ
i“1
ż
K
pi
qi
qidν
‹
i “
Nÿ
i“1
ż
K
pi
qi
dµ‹1 (3.112)
“
ż
K
˜
Nÿ
i“1
pi
qi
¸
dµ‹1 “
ż
K
rdµ‹1 ě
ż
K
r‹dµ‹1 “ r‹, (3.113)
ce qui prouve que rˆPR ě r‹ et conclut la preuve. l
Maintenant que nous avons montré l’équivalence du problème dans l’espace des me-
sures (3.109) avec le problème (3.93), il faut démontrer que la suite de solutions issue de
la hiérarchie SDP associée à (3.109) converge vers la solution de (3.93), et ce avec des proprié-
tés identiques au cas polynomial. Ainsi, pour t ě t0 “ maxpdp, dq, dKq, on définit la hiérarchie
de relaxations SDP de (3.109) par :
Qt
$’’’’’’’’’&’’’’’’’’’%
rmomt
M“ min
pyiqi“1...NP
´
RN
n
2t
¯N
Nÿ
i“1
Lyippiq
s.l.c Mtpyiq ľ 0, @i P t1, . . . , Nu
Mt´dgj pgjyiq ľ 0, @j P t1, . . . ,mu @i P t1, . . . , Nu
Ly1pq1q “ 1
Ly1pxαq1q “ Lyipxαqiq @α P Nnt´dqi @i P t2, . . . , Nu .
(3.114)
Pour cette hiérarchie de relaxations SDP, nous démontrons le théorème de convergence sui-
vant :
Théorème 9 Sous l’hypothèse queMpg1, . . . , gmq soit archimédien, on considère la hiérarchie
de relaxations SDP (3.114). On a alors les résultats suivants :
(i) lim
tÑ`8r
mom
t “ rˆPR “ r‹.
(ii) De plus, si pyiqi“1...N Ă RNn2t est une solution optimale de (3.114) et si :
rangpMtpyiqq “ rangpMt´dqi pyiqq
M“ R, @i P t1, . . . , Nu (3.115)
alors rmomt “ rˆPR et on peut extraire R solutions globales.
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Preuve: Cette preuve est similaire à celle du théorème [Lasserre 2010, Théorème 4.7]. Ainsi,
nous renvoyons le lecteur vers sa preuve pour le détail des topologies utilisées pour les conver-
gences. Considérons la suite pytiqtět0 de points proches des solutions optimales de la hiérar-
chie (3.114) (en toute rigueur, rien n’assure que chaque relaxation possède une solution),
c’est-à-dire :
r‹k ď
Nÿ
i“1
Lyki
ppiq ď r‹k ` 1k ,
Alors (cf.preuve de [Lasserre 2010, Théorème 4.7]), il existe une sous-suite convergente pyt`i q`
telle que :
lim
`Ñ8 y
t`
iα “ yiα, @α P Nn @i “ 1, . . . , N.
Or, puisque les pytiqt sont solution de la hiérarchie (3.114), pour t fixé, on a :
Mtpytiq ľ 0, Mtpgjytiq ľ 0, @j “ 1, . . . ,m @i “ 1, . . . , N
Par passage à la limite lorsque `Ñ8, on obtient :
Mtpyiq ľ 0, Mtpgjyiq ľ 0, @j “ 1, . . . ,m @i “ 1, . . . , N @t ě t0.
Donc, par le théorème 4 de Putinar, pour chaque yi, il existe une mesure µi PM`pKq telle
que yi représente le vecteur de ses moments, c’est-à-dire :
Lyippq “
ż
K
pdµi, @ p P Rrxs.
De plus, toujours par passage à la limite :
Lyipqixαq “
ż
K
xαqipxqdµi “ Ly1pq1xαq “
ż
K
xαq1pxqdµ1, @α P Nn. (3.116)
Ensuite, pour tout i “ 1, . . . , N , on définit la mesure νi P PpKq par : νi M“ qiµi. Par (3.116),
on observe que : νi “ ν1 pour tout i “ 1, . . . , N . Enfin, puisque rmomt ď rˆPR “ r‹ pour tout
t ě t0, toujours par passage à la limite, il vient :
r‹ ě lim
`Ñ8 r
mom
t`
“ lim
`Ñ8
Nÿ
i“1
L
y
t`
i
ppiq “
Nÿ
i“1
ż
K
pidµi
“
Nÿ
i“1
ż
K
pi
qi
qidµi “
Nÿ
i“1
ż
K
pi
qi
dν1
“
ż
K
˜
Nÿ
i“1
pi
qi
¸
dν1 ě r‹.
Comme le résultat est vrai pour n’importe quelle sous-suite convergente et que rmomt` est
monotone et croissante, nous obtenons finalement que lim
tÑ`8r
mom
t “ r‹. De plus, ν1 est une
solution optimale de (3.93) avec pour valeur objectif r‹ “ rˆPR. Le point piiq est une consé-
quence directe du théorème de Curto and Fialkow [Lasserre 2010, Théorème 3.7] et chaque
yi représente une mesure atomique supportée par les R minima globaux dans K. l
Analysons la hiérarchie de relaxations SDP (3.114) en regard de celle issue du problème des
moments généralisé (3.103). Dans le cas de (3.114), on cherche N vecteurs dans RNn2t . Il résulte
que l’on doit traiter, dans les contraintes, des matrices de moments et de localisation chacune
de taille
`n`t
n
˘
à
`n`2t
n
˘
variables. Comparativement, dans les relaxations issues de (3.103), on
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doit traiter des matrices de taille
`n`1`t
n`1
˘
à
`n`1`2t
n`1
˘
variables. On comprend dès lors qu’il est
plus favorable, dès que l’ordre relaxation t augmente, d’utiliser la hiérarchie de relaxations
SDP (3.114) plutôt que celle associée au problème des moments généralisés (3.103).
Par analogie au problème polynomial, il est possible de prendre en compte la parcimo-
nie éventuellement présente dans les inconnues x afin de diminuer la taille des matrices de
contraintes et ainsi de pouvoir traiter des problèmes plus importants. Le but de ce paragraphe
est donc de présenter la hiérarchie de relaxations SDP prenant en compte un schéma de parci-
monie structurée ainsi que les théorèmes de convergence qui lui sont associés. Nous utiliserons
dans ce paragraphe les notations introduites dans le paragraphe (3.1.4). Ainsi, soit pIkqi“1,...,N
un schéma de parcimonie structurée sur les variables x. Considérons le problème dans l’espace
des mesures suivant :
rˆPR
M“ min
νi PBpKiq
Nÿ
i“1
ż
K
pi dνi
s.l.c.
ż
Ki
q1dν1 “ 1, @i P t1, . . . , Nu
piijpqiνiq “ pijipqjνjq, @j P Γi, @i P t1, . . . , N ´ 1u .
(3.117)
Nous démontrons alors le résultat suivant :
Théorème 10 Si le schéma de parcimonie structurée pIkqk“1,...,N vérifie la propriété d’inter-
scetion courante (3.74) et si, pour tout i P t1, . . . , Nu, qi ą 0 sur K alors rˆPR “ r‹.
Preuve: Soit x‹ une solution de (3.93) et µ la mesure de Dirac δx‹ au point x‹. On pose
µi
M“ piiµ la projection de µ sur Ki, c’est-à-dire : µi “ δtx‹j , jPIiu, la mesure de Dirac
au point
!
x‹j , j P Ii
)
de Ki. Ensuite, pour tout i “ 1, . . . , N , on définit la mesure νi M“
qipx‹q´1µi P BpKiq. Ainsi, pνiqi“1,...,N appartient à l’ensemble des contraintes de (3.117). En
effet,
ş
Ki
qidνi “ 1 pour tout i “ 1, . . . , N , et :
tx‹k, k P Ii X Iju “ piijνi “ pijiνj , @j ‰ i tels que : Ij X Ii ‰ H.
Finalement, on obtient :
Nÿ
i“1
ż
Ki
pidνi “
Nÿ
i“1
pipx‹q
qipx‹q “ r
‹,
et donc rˆPR ď r‹. Réciproquement montrons que : rˆPR ě r‹. Soit pν‹i q une solution (3.117).
Pour chaque i “ 1, . . . , N , on définit µi la mesure de densité qi par rapport à νi, c’est-à-dire :
µipAq M“
ż
KiXA
qipxq dν‹i pxq, @A P BpKiq.
Par construction, µi P PpKiq et, puisque pν‹i q est de solution (3.117), on a : piijµi “ pijiµj pour
tout couple j ‰ i tel que Ij X Ii ‰ H. Ainsi, par [Lasserre 2010, Lemme B.13], il existe une
mesure de probabilité µ sur K telle que piiµ “ µi pour tout i “ 1, . . . , N . Enfin, on observe
que :
Nÿ
i“1
ż
Ki
pi dν
‹
i “
Nÿ
i“1
ż
Ki
pi
qi
dµi “
Nÿ
i“1
ż
Ki
pi
qi
dµ
“
ż
K
˜
Nÿ
i“1
pi
qi
¸
dµ ě r‹,
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et donc que : rˆPR ě r‹. l
Comme précédemment, il faut ensuite démontrer que la suite de solutions issues de la hié-
rarchie de relaxations SDP associée à (3.117) converge vers r‹. Tout d’abord définissons
ρi
M“ t ´ maxpdpi ,dqiq pour tout i P t1, . . . , Nu. Ensuite, pour t ě t0 “ maxpdp, dq, dKq,
on définit la hiérarchie de relaxations SDP de (3.117) suivante :
Qt
$’’’’’’’’’’’&’’’’’’’’’’’%
rmomt
M“ min
pyiqi“1...NP
´
RN
n
2t
¯N
Nÿ
i“1
Lyppiq
s.l.c Mtpyi, Iiq ľ 0,
Mt´dgj pgjyi, Iiq ľ 0, @j P Ji, @i P t1, . . . , Nu
Lyipqiq “ 1, @i P t1, . . . , Nu
Lyipxαqiq “ Lyj pxαqjq @α P ΛIiXIjρi
@j P Γi, @i P t1, . . . , N ´ 1u .
(3.118)
Notons que, pour chaque i dans t1, . . . , Nu, yi “ pyiαqαPNn2t est un vecteur de RN
n
2t dont seul
les coefficients pyiαqαPΛIi sont pertinents (tous les autres coefficients pouvent être mis à zéro).
Pour cette hiérarchie de relaxations SDP, nous démontrons le résultat de convergence suivant :
Théorème 11 Si le schéma de parcimonie structurée pIkqk“1,...,N vérifie la propriété d’inter-
section courante (3.74), alors, pour la hiérarchie SDP définie par (3.118), on a les résultats
suivants :
(i) lim
tÑ`8r
mom
t “ r‹.
(ii) Pour tout i, posons vi
M“ maxjPJipdgj q. Avec cette notation, si on a de plus y‹ “
py‹1, . . . ,y‹N q P
`
RNn2t
˘N une solution optimale de (3.118) telle que :
rangpMtpy‹i , Iiqq “ rangpMt´vipy‹i qq M“ Ri, @i P t1, . . . , Nu (3.119)
et
rangpMtpy‹i , Ii
č
Ijqq “ 1 @j P Γi @i P t1, . . . , Nu (3.120)
alors rmomt “ r‹ et on peut extraire un nombre fini de solutions globales.
Preuve: La preuve est similaire à celle du théorème (9). Considérons la suite pytqtět0 “
pyt1, . . . ,ytN qtět0 de points proches des solutions optimales de la hierarchie (3.118), c’est-à-
dire :
r‹k ď
Nÿ
i“1
Lyki
ppiq ď r‹k ` 1k ,
Alors, il existe une sous-suite convergente pyt`q` telle que :
lim
`Ñ8 y
t`
iα “ yiα, @α P ΛIi @i “ 1, . . . , N.
Par passage à la limite lorsque `Ñ8, on obtient :
Mtpyi, Iiq ľ 0, Mtpgjyi, Iiq ľ 0, @j P Ji @i “ 1, . . . , N @t ě t0.
Comme chaque Mk est archimédien, par le théorème de Putinar [Lasserre 2010, Théorème
2.14], le vecteur yi “ pyαqαPΛIi (c.-à-d. le sous-vecteur de yi obtenu en ne retenant que
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les coefficients yiα, α P ΛIi) représente une mesure µi supportée dans Ki. Alors, encore par
passage à la limite, Lyipqiqp“ Lyipqiqq “ 1, i “ 1, . . . , N , et :
Lyipqixαq “
ż
Ki
xα qipxqdµilooomooon
dνipxq
“
ż
Kj
xα qjpxqdµjlooomooon
dνjpxq
, @α P ΛIiXIj , @j P Γi. (3.121)
Ainsi, pout tout i “ 1, . . . , N , la mesure νi M“ qiµi est mesure de probabilité dont le support
est inclus dans Ki. De plus, par (3.121), on a :
piijνi “ pijiνj , @j P Γi @i “ 1 . . . N.
Donc, par [Lasserre 2010, Lemme B.13], il existe une mesure de probabilité ν à support dans
K telle que piiν “ νi pour tout i “ 1, . . . , N . En outre, on observe que
r‹ ě lim
`Ñ8 r
mom
t`
“ lim
`Ñ8
Nÿ
i“1
L
y
t`
i
ppiq “
Nÿ
i“1
ż
Ki
pidµi
“
Nÿ
i“1
ż
Ki
pi
qi
qidµi “
Nÿ
i“1
ż
Ki
pi
qi
dνi
“
ż
K
˜
Nÿ
i“1
pi
qi
¸
dν ě r‹.
Comme le résultat est vrai pour n’importe quelle sous-suite convergente et que rmomt` est
monotone et croissante, nous obtenons finalement que lim
tÑ`8r
mom
t “ r‹. De plus, ν est une
solution optimale de (3.109) avec pour valeur à l’objectif r‹ “ rˆPR. Comme pour le théorème 9,
le point piiq est une conséquence directe du théorème de Curto and Fialkow [Lasserre 2010,
Theorem 3.7] et, pour tout i “ 1, . . . , N , chaque y‹i “ py‹αqαPΛIi représente une mesure
atomique supportée par les Ri minima globaux contenus dans Ki. l
3.2.3 Bilan.
Dans cette section, nous avons montré comment le problème de minimisation rationnelle :
f‹ M“ min
xPK
Nÿ
i“1
pipxq
qipxq (3.122)
pouvait être approché par deux hiérarchies de problèmes SDP dont les suites de solutions
convergent vers f‹. Pour ces deux hiérarchies, nous avons en outre montré que, lorsque ces
convergences étaient finies, il était alors possible d’extraire les solutions globales. Enfin, nous
avons montré qu’il était possible de tenir compte d’une certaine forme de parcimonie des
inconnues afin de diminuer significativement la complexité des relaxations SDP et ainsi de
pouvoir traiter des problèmes de plus grande taille. Dans la section suivante, nous étudierons,
sur plusieurs cas tests, quelle méthode offre les meilleures performances numériques en termes
de précision et temps de calcul.
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3.3 Re´sultats nume´riques
Le but de cette section est de présenter les résultats obtenus par les deux méthodes pro-
posées sur un ensemble de cas tests. Cette comparaison nous permettra de mettre en avant,
en termes de précision et de rapidité, les performances des deux approches et, le cas échéant,
de les départager. Nous avons utilisé, pour cette comparaison, deux types de cas tests. La
première catégorie regroupe les exemples de la communauté pour lesquels nous disposons des
minima globaux. Le but évident de cette famille de tests est de nous permettre de vérifier
la précision des deux méthodes. Cependant, comme nous ne traitons que des problèmes ra-
tionnels, cette catégorie est relativement pauvre car elle ne regroupe que quatre exemples.
De plus, ces problèmes sont notoirement difficiles car ils sont faits pour éprouver la préci-
sion des solveurs d’optimisation globale. Ceux-ci ne permettront donc pas nécessairement de
mettre en avant les différences entre les deux approches. Ainsi, nous avons construit une sé-
rie d’exemples pour lesquels nous ne disposons pas des minima globaux mais qui possèdent
certaines particularités permettant de distinguer des comportements propres à chacune des
solutions proposées.
Avant de présenter l’étude détaillée, il convient de préciser un élément propre à l’implan-
tation de nos deux solutions dans le logiciel libre GloptiPoly [Henrion 2002]. Supposons que
l’on cherche à minimiser un polynôme p à l’aide de ce logiciel. Bien que les conditions de
rang soient satisfaites pour un ordre de relaxation t, il arrive parfois que ce dernier ne soit
pas assez grand pour permettre d’extraire des solutions px‹i qi“1,...,r du vecteur des moments
y‹t . En effet, lorsque les conditions de rang sont satisfaites, le logiciel Glopitpoly procède à
l’extraction des solutions px‹i qi“1,...,r. Puis celui-ci calcule les erreurs suivantes :
εi
M“ |ppx‹i q ´ Ly‹t ppq|, @i “ 1, . . . , r. (3.123)
Si toutes les erreurs εi sont inférieures à un certain seuil ζ (fixé arbitrairement petit), alors
l’extraction est validée. Sinon le logiciel renvoie un code de sortie mentionnant cette violation.
Dans ce cas, il est tout de même possible de dégager des solutions, soit en forçant l’extraction
automatique en augmentant ζ, soit en extrayant manuellement une solution de la matrice
des moments Mtpy‹t q. Cependant, si on ne souhaite pas forcer l’extraction et conserver le
seuil d’origine, il suffit généralement de résoudre la relaxation suivante. Ainsi, lorsque nous
parlerons de l’ordre de relaxation nécessaire pour obtenir un certificat d’optimalité, nous
ferons référence à l’ordre de relaxation nécessaire pour satisfaire les contraintes de rang et
celui nécessaire à l’extraction. Nous parlerons alors de solution certifiée. Enfin, lorsque les
contraintes de rang ne sont pas satisfaites, mais que nous souhaitons disposer d’une solution,
nous extrayons manuellement une solution de la matrice des momentsMtpy‹t q. Nous parlerons
alors de solution non certifiée.
Dans le but de progresser des problèmes les plus simples vers les plus complexes, nous
commencerons par étudier les résultats obtenus sur des exemples univariés, puis sur un
exemple bivarié avec des degrés importants et enfin sur des problèmes académiques. Enfin,
dans le but de se référer à un solveur existant et reconnu, nous comparons tous nos résul-
tats à ceux obtenus avec le logiciel commercial BARON [Tawarmalani 2005, Sahinidis 2010]
que nous avons utilisé via le serveur NEOS, disponible gratuitement à l’adresse suivante :
http://www.neos-server.org/neos/solvers/go:BARON/GAMS.html. Notons que via ce ser-
veur, le temps de calcul effectif est limité à 1000 secondes. Outre la solution et la valeur de la
fonction objectif, nous avons choisi, pour ce logiciel, de ne donner que le nombre total d’ité-
rations. En effet, comme nous ne disposons pas des spécifications de la machine sur lequel
le solveur est exécuté et que nous employons ce logiciel sans faire appel à des options parti-
culières qui permettraient de l’utiliser le plus finement possible, le temps de calcul n’est pas
une indication satisfaisante. Enfin, le logiciel BARON possède une étape de pré-traitements
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qui lui permet de déterminer une première estimation de la solution. Si la solution globale
proposée par ce logiciel est atteinte durant cette étape, nous le spécifierons clairement.
3.3.1 Proble`mes univarie´s
Le but de ce paragraphe consiste plus à appréhender le comportement des deux solutions
proposées sur des exemples simples que de réellement tester leurs performances respectives.
Ainsi, ce paragraphe ne regroupe que des exemples que nous avons construits et pour lesquels
nous ne disposons pas de minima globaux certifiés. Les comparaisons avec le logiciel BARON
sont alors fournies pour s’assurer que nos méthodes restent dans des précisions acceptables.
Exemple n°1. Dans cet exemple on cherche à résoudre le problème suivant :
min
xPr´10,10s
fpxq M“ 1` x` x
2
1` x2 `
1` x2
1` 2x2 . (3.124)
Sur l’intervalle r´10, 10s, la fonction f ne comporte pas de difficultés particulières. Les numé-
rateurs et dénominateurs sont strictements positifs et de degrés faibles. Elle est représentée
sur la Figure 3.2.
´6 ´4 ´2 0 2 4 6
1.2
1.4
1.6
1.8
2
2.2
Figure 3.2 – La fonction rationnelle objectif représentée sur l’ensemble r´10, 10s.
Les deux méthodes renvoient un minimum global certifié en x‹ “ ´1.421 avec pour valeur
objectif f‹ “ 1.128. Les deux méthodes nécessitent de résoudre la cinquième relaxation pour
obtenir un certificat d’optimalité. Le temps de calcul est de 0.58 secondes pour la Program-
mation Rationnelle contre 0.74 secondes avec les Epigraphes Creux. A titre de comparaison le
logiciel BARON fournit la même solution en 9 itérations. La très légère différence de temps de
calcul n’est pas assez significative pour conclure en faveur de l’une ou l’autre méthode. Cepen-
dant, l’ordre de relaxation des Epigraphes Creux est fortement lié aux bornes imposées sur les
variables x et γ, alors qu’il n’est pas nécessaire de borner la variable x dans la Programmation
Rationnelle. Par exemple, pour obtenir un certificat d’optimalité pour la solution calculée par
la méthode des Epigraphes Creux, il est nécessaire de fixer ces deux bornes à 20. Si cette borne
diminue alors l’ordre de relaxation diminue et inversement. Par exemple, il passe à 4 pour une
borne égale à 10. Nous vérifierons si cette tendance s’observe sur les exemples suivants.
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Exemple n°2 : Les polynoˆmes de Wilkinson. On cherche à résoudre le problème d’opti-
misation suivant :
max
x
Nÿ
k“1
fkpxq (3.125)
où les fk sont des fonctions rationnelles, inspirées du polynôme de Wilkinson, définies par :
fkpxq M“ 1
k ` x2 , @k “ 1, . . . , N. (3.126)
La Figure 3.3 représente la fonction coût pour N “ 5.
´6 ´4 ´2 0 2 4 6
0
0.5
1
1.5
2
Figure 3.3 – Fonction objectif du problème de maximisation de Wilkinson pour N “ 5
Puisque :
1
k
ď 1
k ` x2 @x P R, @1 ď k ď N, @N ą 1, (3.127)
il est facile de vérifier que, pour tout N ě 1, l’unique solution théorique est atteinte en
x‹ “ 0 et vaut f‹ “ řNk“1 1k . Afin de tester un cas où le degré résultant de la réduction au
même dénominateur serait grand, nous fixons N “ 20. Sans borner la variable x, la solution
x‹PR “ 0 donnée par la Programmation Rationnelle, en 0.62 secondes, est certifiée dès la
première relaxation. Pour le cas de la solution par Epigraphes Creux, avec une borne sur x
et γ égale à 10, il faut résoudre la quatrième relaxation pour avoir un résultat certifié. La
solution obtenue est x‹EC “ 0 en 2.2 secondes. A titre de comparaison, le logiciel BARON
fournit le résultat dès l’étape de pré-traitements. Cependant, si on remplace les inégalités par
des égalités dans les contraintes liées aux épigraphes :
pkpxq ď γkqkpxq Ñ pkpxq “ γkqkpxq
le problème reste équivalent au problème initial. Ce remplacement permet de se ramener à
un comportement proche de la Programmation Rationnelle. Dans ce cas, pour une borne
sur x et γ égale à 10, le résultat est certifié dès la première relaxation. On obtient alors la
solution x‹EC “ 0 en 1.11 secondes. Outre la nécessité de borner le problème, on retiendra
de cet exemple que la méthode des Epigraphes Creux se comporte mieux si on remplace
les inégalités par des égalités dans les contraintes liées aux épigraphes. Ainsi dans toute la
suite de cette étude, lorsque nous nous référerons à la résolution par Epigraphes Creux, nous
sous-entendrons que c’est celle (plus favorable a priori) avec des contraintes égalités.
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Exemple n°3 : fonction univarie´e a` plusieurs minima locaux. En examinant attentive-
ment la formulation par Epigraphes Creux, on observe que nous avons dû ajouter N nouvelles
contraintes égalités dans K. Comme nous l’avons remarqué dans l’exemple précédent, ces
contraintes peuvent, dans certains cas, désavantager la résolution par Epigraphes Creux. Par
ailleurs, la Programmation Rationnelle fait intervenir les polynômes dénominateurs qi dans
ses contraintes. Elle possède donc des contraintes sur les moments plus complexes que celles
des Epigraphes Creux. Les deux font ainsi intervenir les polynômes qi dans leurs contraintes,
mais seule la formulation par Epigraphes Creux fait intervenir les polynômes numérateurs
pi. Ainsi, dans cet exemple nous cherchons à vérifier que si les polynômes pi sont de degrés
nuls, alors les deux approches sont équivalentes. C’était déjà le cas dans l’exemple précédent,
mais la fonction coût ne possédait qu’un seul maximum local qui était aussi global. Dans cet
exemple, la fonction coût possède plusieurs minima locaux. Le problème de minimisation est
défini de la manière suivante :
min
xPr0,1s
10ÿ
k“1
´1
p10x´ akq2 ` ck (3.128)
avec :
a “ p4, 1, 8, 6, 3, 2, 3, 8, 6, 7qJ (3.129)
c “ p0.1, 0.2, 0.2, 0.4, 0.4, 0.6, 0.3, 0.7, 0.5, 0.5qJ . (3.130)
La fonction coût est représentée sur la Figure 3.4. La solution x‹PR “ 0.390 donnée par la
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
´12
´10
´8
´6
´4
´2
Figure 3.4 – Fonction coût du problème (3.128) et, en vert, la solution obtenue par la
méthode de Programmation rationnelle
Programmation Rationnelle est certifiée à partir de la 5ème relaxation. Elle est calculée en 2.98
secondes et vaut à l’objectif f‹ “ ´12.49. Pour le cas des Epigraphes Creux, avec une borne
sur les variables de relèvement égale à 10, la solution n’est jamais certifiée pour des ordres
de relaxation raisonnables (c.-à-d. inférieurs à 10). Cependant, dès la première relaxation, et
bien que les conditions de rang ne soient pas satisfaites, une solution xEC “ 0.400 valant
à l’objectif f‹ “ ´12.48 peut être extraite. Le temps de calcul correspondant est de 2.58
secondes. A titre d’exemple, le logiciel BARON fournit la solution x‹B “ 0.39 en 7 itérations.
Nous pouvons donc conclure que, même dans un cas qui semble l’avantager, la solution par
Epigraphes Creux ne certifie pas la solution globale. Dans un même temps, la Programmation
Rationnelle garantit le minimum global.
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Exemple n°4 : Exemple avec des degre´s e´leve´s Avec cet exemple, nous avons souhaité
augmenter plus significativement la complexité de la fonction coût à minimiser. Pour cela
nous considérons le problème suivant :
min
xPr´6,6s
30ÿ
k“1
p1` xqpk2 ` 1` x2 ` x4q ´ p1` kx2qp1` x2 ` 2kq
p1` x2 ` 2kqp1` k2 ` x2 ` x4q . (3.131)
La fonction est donc composée de 30 fractions rationnelles ayant chacune un numérateur de
degré 5 et un dénominateur de degré 6. On comprend, dès lors, que la réduction au même
dénominateur va impliquer une explosion des degrés. La fonction coût de ce problème est
représentée sur la Figure 3.5. Avec la Programmation Rationnelle, il faut calculer la 5ième
relaxation pour certifier la solution x‹PR “ ´4.06 valant f‹PR “ ´14.1 à l’objectif. Le calcul
s’effectue en 3.85 secondes. Avec les Epigraphes Creux, une solution peut être extraite à partir
de la 4ième relaxation, mais ne peut être certifiée (c.-à-d. conditions de rang non satisfaites)
pour des ordres raisonnables. Cette solution xEC “ ´2.66, calculée en 7.48 secondes vaut
fEC “ ´11.8 à l’objectif. Elle est donc nettement moins précise que celle obtenue via la
Programmation Rationnelle (cf 3.5). On peut donc affirmer que la résolution par Epigraphes
Creux échoue sur cet exemple. Comme nous l’avons souligné, ceci peut être dû aux degrés
élevés des polynômes pi qui, dans ce cas, pénalisent la résolution par Epigraphes Creux. Par
ailleurs, on notera que le logiciel BARON fournit une solution identique à la programmation
rationnelle mais en 73074 itérations et dépasse le maximum de temps de calcul autorisé (1000
secondes). Ce problème peut donc être qualifié de difficile, soulignant ainsi la performance de
la Programmation Rationnelle.
´6 ´5 ´4 ´3 ´2 ´1 0 1 2 3 4 5 6
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´12
´10
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2
Figure 3.5 – Fonction coût du problème 1D à hauts degrés, la solution certifiée par la
méthode de Programmation Rationnelle (en vert) et la solution, non certifiée, extraite de la
méthode par Epigraphes Creux.
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Exemple n°5 : proble`mes a` deux minima globaux Dans cet exemple nous avons voulu
tester le comportement des deux méthodes face à un problème comportant deux minima
globaux. Le problème testé est issu d’un problème de triangulation à partir de deux vues
(cf [Hartley 2003, exemple 12.4(a)]). Il est formulé de la manière suivante :
min
xPr´4,6s
x2
1` x2 `
p3x` 4q2
p2x` 3q2 ` p3x` 4q2 . (3.132)
Cette fonction rationnelle, repésentée sur la Figure 3.6, possède 3 minima : 1 local et 2
globaux, dont un est relativement mal conditionné (c.-à-d. f varie de manière importante
dans un petit voisinage autour de ce point). Avec la Programmation Rationnelle (PR), dès
´4 ´3 ´2 ´1 0 1 2 3 4 5 6
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0.8
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Figure 3.6 – Fonction coût du problème à deux minimia
la 1ère relaxation, les solutions px‹PR,1, x‹PR,2q “ p´0.830, 0.500q sont certifiées. Elles valent, à
l’objectif, f‹PR “ 0.639 et sont calulées en 0.68 secondes. Avec les Epigraphes Creux (EC), on
obtient une solution certifiée à la 2ème relaxation. Les solutions calculées sont px‹EC,1, x‹EC,2q “
p´0.830, 0.480q et valent f‹EC “ 0.640 à l’objectif. Le temps de calcul correspondant est de
1.1 secondes. Bien que la solution par Epigraphes Creux résolve aussi le problème, il semble
que la Programmation Rationnelle soit donc plus avantageuse sur cet exemple, car elle trouve
la solution à un ordre de relaxation moins élevé. Le logiciel BARON détecte les deux minima
au bout d’une itération. Afin de faciliter la lecture de ces résultats, nous les avons résumés
dans le tableau 3.1.
Méthode x‹1 x‹2 f‹ Temps (s) Relaxation Nb itérations
PR -0.830 0.500 0.639 0.68 1 N.A. 1
EC -0.830 0.480 0.640 1.1 2 N.A.
BARON -0.830 0.500 0.639 N.A N.A. 1
Table 3.1 – Résultats obtenus pour le problème à deux minima globaux
1. Non Applicable
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Exemple n°6 : proble`me avec discontinuite´s Le but de cet exemple est d’étudier le com-
portement des deux approches sur une somme de fractions rationnelles avec des discontinuités.
Cet exemple est inspiré par la fonction coût de triangulation car chaque fraction amène une
discontinuité différente des autres. Le problème est donné par :
min
xPr0,1s
Nÿ
k“1
pkpN ` 1qxq2 ` kpN ` 1qx´ k4
100ppN ` 1qx´ kq2 . (3.133)
Pour l’ensemble de l’expérience, on suppose que N “ 5. Dans le cas de la Programmation
Rationnelle, la solution xPR “ 0.800 peut être extraite à la 3ème relaxation. Elle vaut à
l’objectif f‹PR “ ´3.63. Le temps de calcul correspondant est de 0.8 secondes. Bien que les
conditions de rang ne permettent pas de certifier cette solution, on remarquera (cf. Figure 3.7)
qu’elle est très proche du minimum global. Cependant, augmenter l’ordre de relaxation ne
permet pas d’améliorer la qualité de la solution. En effet, il semble que, plus on contraint le
problème, plus il devient complexe à résoudre. Dans le cas de la formulation par Epigraphes
Creux, on peut extraire la solution x‹EC “ 0.560 à la 3ème relaxation en 2.55 secondes. Mais
cette solution n’est pas dans le bon bassin d’attraction (cf. Figure 3.7). Cependant, selon
tous les tests que nous avons réalisés, augmenter l’ordre de relaxation ne permet pas de
passer dans le bon bassin d’attraction. Le logiciel BARON renvoie la solution x‹B “ 0.451 qui
vaut f‹Bar “ ´1.43 en 6419 itérations. La solution x‹B n’est donc pas, elle non plus, dans le
bon bassin d’attraction. Ainsi, on constate que, sur cet exemple difficile, la Programmation
Rationnelle arrive à trouver une solution de bonne qualité.
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Figure 3.7 – Solution calculée par la Programmation Rationnelle
Page 73
Chapitre 3. Optimisation globale via moments et polynômes positifs
3.3.2 Proble`me bivarie´
Cet exemple constitue le pendant de l’exemple univarié à degrés élevés, mais en deux di-
mensions. Ainsi, le but de cet exemple est de vérifier que la méthode par Epigraphes Creux
est défavorisée lorsque les degrés des numérateurs sont élevés. Rappelons en effet que le nu-
mérateur n’intervient que dans la fonction coût de la Programmation Rationnelle, et pas dans
ses contraintes comme c’est le cas pour les Epigraphes Creux. De plus, cet exemple possède
plusieurs minima locaux et il est difficile de le résoudre par réduction au même dénominateur.
Le problème étudié dans ce paragraphe est donc le suivant :
min
px,yqPr´10,10s2
Nÿ
k“1
px` yqpk2 ` x2 ` x2y2 ` y4q ´ p1` ky2qpx4 ` y2 ` 2kq
px4 ` y2 ` 2kqpk2 ` x2 ` x2y2 ` y4q . (3.134)
La fonction est représentée graphiquement pour N valant respectivement 5 et 10 sur la Fi-
gure 3.8. Nous traitons ce problème pour N “ 10. Dans le cas de la Programmation Ration-
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Figure 3.8 – Fonctions coûts et lignes niveau du problème 2D à degrés élevés pour N “ 5
N “ 10
nelle, la solution x‹PR “ p´0.600,´2.20q est certifiée à la 6ème relaxation en 3.19 secondes.
Elle vaut à l’objectif f‹PR “ ´6.28. Pour le cas de la solution via les Epigraphes Creux, la
solution n’est jamais certifiée pour des ordres de relaxation raisonnables. La meilleure so-
lution en termes de précision est obtenue à la 6ème relaxation. Après extraction, elle vaut
x‹EC “ p´0.580,´2.09q et a pour valeur objectif f‹EC “ ´6.27. Ce résultat est donc très
proche du précédent, cependant il est obtenu en 71.79 secondes. Ceci confirme donc que le
degré des numérateurs désavantage la résolution par Epigraphes Creux. Enfin, dans le but
de souligner que ce problème est difficile, voici les résultats obtenus par le logiciel BARON :
la solution proposée est x‹B “ p´0.88,´3.03q, valant à l’objectif f‹B “ ´5.72 et calculée en
37147 itérations.
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Méthode x‹1 x‹2 x‹3 x‹4 f‹ tps(s) nb Mom. nb Iter.
PR 0.192 0.190 0.123 0.135 3.10ˆ10´4 9.37 2310 N.A.
EC 0.197 0.207 0.163 0.059 0.010 4.12 1316 N.A.
BARON 0.193 0.190 0.123 0.136 3.07ˆ10´4 N.A. N.A. 2377
Théorique 0.192 0.190 0.123 0.135 3.10ˆ10´4 N.A. N.A. N.A.
Table 3.2 – Résultats obtenus pour le problème de Kowalik.
3.3.3 Proble`me de Kowalik
Dans cet exemple, nous avons voulu tester un problème de moindres carrés. Le problème
considéré est défini par :
min
xPr0, 42100 s4
11ÿ
k“1
ˆ
ak ´ x1p1` x2bkqp1` x3bk ` x4b2kq
˙2
(3.135)
avec :
a “ p0.195 0.194 0.173 0.160 0.084 0.062 0.045 0.034 0.032 0.023 0.024qJ
b “ ` 1{4 1{2 1 2 4 6 8 10 12 14 16 ˘J .
Cet exemple est un problème académique pour lequel nous disposons du minimum global. Il
semble relativement simple puisqu’il n’a que 4 variables d’optimisation et les polynômes pi et
qi sont de degré 2. La solution certifiée par la Programmation Rationnelle est obtenue à la
3ème relaxation. La meilleure solution par Epigraphes Creux est obtenue à la 2ème relaxation,
d’où des temps de calcul moindres. Elle n’est cependant pas certifiée. Notons que pour les
Epigraphes Creux, la borne sur les variables de relèvement est fixée à 1, de sorte que : γ2i ď
1, @i “ 1, . . . , 11. En effet, en faisant varier cette borne de 0.021 à 2 par pas de 0.1, nous
avons constaté que les solutions obtenues ne gagnaient pas en précision. Le tableau (3.2)
récapitule les résultats obtenus par les deux méthodes ainsi que ceux proposés par le logiciel
BARON. On constate donc que la Programmation Rationnelle fournit exactement le minimum
global dans un temps raisonnable. Modulo de très légers écarts qui pourraient être corrigés
par une utilisation plus fine du logiciel, la solution proposée par BARON est, elle aussi, à
l’optimum global. On notera cependant un nombre d’itérations relativement élevé soulignant
la complexité du problème. La solution fournie par les Epigraphes Creux semble éloignée
du minimum global. Cependant, après raffinage à l’aide d’une méthode de Newton locale,
on obtient le minimum global attendu en 30 itérations. Donc cette solution semble, tout de
même, dans le bon bassin d’attraction. Pour cet exemple, il nous a semblé intéressant de faire
apparaître, dans le tableau (3.2), le nombre de moments traités dans chaque relaxation.
Méthode nb contraintes de support nb contraintes sur les moments nb substitutions
(EC) 33 701 700
(PR) 11 351 0
De manière plus précise, on a :
– Dans le cas des Epigraphes Creux, il y a 11 contraintes de localisation sur les xi, 11
sur les γi et 11 pour former l’épigraphe. Les 701 contraintes sur les moments sont
imposées par la prise en compte de la parcimonie de structure de l’épigraphe. Les 700
substitutions (c.-à-d. les remplacements de variables entre elles) sont fournies par les
égalités des sous-mesures entre elles (elles sont par exemple toutes égales à la première).
– Dans le cas de la Programmation Rationnelle, il y a seulement 11 contraintes de locali-
sation sur les xi. Les contraintes sur les moments représentent l’égalité des mesures νi
entre elles.
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On constate donc que le nombre de moments est beaucoup plus faible pour la Programmation
Rationnelle que pour les Epigraphes Creux. Cependant, cette dernière méthode permet un
nombre très important de substitutions et ainsi une diminution effective du nombre de la taille
des matrices de contraintes. Cette exemple souligne ainsi que les contraintes de support liées
à la formation des épigraphes jouent un rôle défavorable dans les Epigraphes Creux qui n’est
pas compensé par un nombre très important de substitutions. Ceci confirme donc la tendance
observée précédemment, à savoir que la formulation par Epigraphes Creux est moins précise
que la Programmation Rationnelle.
3.3.4 Exemple multivarie´ creux
Le but de cet exemple est de fournir un problème contenant une parcimonie évidente et
dont on connaît théoriquement le minimum global. Considérons la fonction définie par :
f : Rn Ñ R (3.136)
x ÞÑ
mÿ
j“1
pjpxq2 (3.137)
où pj : Rn Ñ R. Par conséquent, si Rf , l’ensemble des zéros de f donné par :
Rf “ tx P Rn | qjpxq “ 0 @j “ 1 . . .mu ,
est non vide et si c P Rn`˚ alors :
arg min
xPRn
fpxq “ arg max
xPRn
mÿ
j“1
1
pjpxq2 ` cj “ Rf . (3.138)
En effet, puisque pjpxq2 ` cj ě cjpxq2 ą 0 @j “ 1 . . . n, on a :
fpxq ď
mÿ
j“1
cj “ fpx‹q,@px, x‹q P Rn ˆ Rn
. Ceci nous permet donc de fabriquer des sommes de fonctions rationnelles à partir de poly-
nômes dont on connaît les zéros. Considérons alors la fonction de Rosenbrock définie par :
f : Rn Ñ R (3.139)
x ÞÑ
n´1ÿ
i“1
100pxi`1 ´ x2i q2 ` pxi ´ 1q2. (3.140)
On a donc que :
arg min
xPRn
f “ arg max
xPRn
n´1ÿ
i“1
1
100
`
xi`1 ´ x2i
˘2 ` pxi ´ 1q2 ` 1 “ t1, . . . , 1u . (3.141)
Ainsi, la valeur optimale du problème est :
f‹ “ fp1, . . . , 1q “ n´ 1. (3.142)
Ce problème possède un schéma de parcimonie structurée évident car les variables xi sont
décalées d’une fraction à l’autre. De plus ce schéma vérifie la propriété d’intersection cou-
rante. En effet, en choisissant la famille pIiqi“1,...,n´1 de variables définie par :
Ii “ txi, xi`1u , @i “ 1, . . . , n´ 1, (3.143)
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on a, pour tout k dans t1, . . . , n´ 1u, la relation suivante :˜
Ik`1 X
kď
j“1
Ij
¸
“ txk, xk`1u X tx1, . . . , xku “ txku Ă Ik´1. (3.144)
Ainsi, comparons sur ce problème la Programmation Rationnelle et les Epigraphes Creux
en tenant compte de cette parcimonie. Etudions tout d’abord le nombre total de moments et
le temps de calcul en fonction du nombre de variables. Pour cela, on effectue 50 résolutions
successives obtenues en faisant varier le nombre d’inconnues de 20 à 1000 variables par pas
de 20. Le nombre de moments est représenté sur la figure 3.9 et les temps de calcul sur la
Figure 3.10. Une constatation surprenante est que les temps de résolution semblent évoluer
linéairement avec le nombre de variables et donc le nombre de moments. Les temps de cal-
cul moindres pour la Programmation Rationnelle peuvent s’expliquer par le fait que les pi
sont de degré nul. Analysons maintenant les précisions des solutions obtenues. Tout d’abord,
notons que nous ne comparons que les résultats obtenus à la 1ère relaxation car, celle-ci suf-
fit pour un grand nombre de cas à obtenir un certificat d’optimalité global de la solutions.
De plus, il devient très couteux de résoudre les relaxations d’ordre supérieur en temps des
temps de calcul raisonnables car, même en prenant en compte le schéma de parcimonie, les
relaxations augmentent très vite en taille. la Programmation Rationnelle a toujours certi-
fié les solutions, sauf pour N “ 760 et N “ 780. Mais pour ces valeurs, les valeurs de la
fonction objectif sont tout de même égales à la valeur théorique f‹. Bien que les valeurs à
l’objectif soient très proches de f‹, les Epigraphes Creux n’ont pas certifié les solutions pour
N “ 340, 420, 550, 600, 620, 680, 700, 800, 820, 880, 920, 1000.
Ensuite, nous avons tracé les erreurs ‖x‹ ´ x‹PR‖ et ‖x‹ ´ x‹EC‖ en fonction de N sur
la figure 3.11, puis les erreurs
|f‹ ´ fpx‹PRq|
f‹ et
|f‹ ´ fpx‹ECq|
f‹ en fonction de N sur la Fi-
gure 3.12. On remarque que les résultats obtenus par les Epigraphes Creux sont plus précis
que ceux obtenus par la Programmation Rationnelle. Ceci provient de la borne imposée sur
les γi qui, si elle est correctement fixée (ce qui est souvent difficile), apporte une information
supplémentaire aux Epigraphes Creux. Nous avons aussi traité cet exemple avec le logiciel
BARON. Cependant, celui-ci est clairement désavantagé car il ne tient pas compte de la par-
cimonie des variables. Les résultats qu’obtient cet algorithme ne nous permettent donc pas
de pouvoir effectuer une comparaison. A titre informatif, on mentionnera seulement que BA-
RON obtient la solution théorique jusqu’à N “ 120 en 7426 itérations et atteint son temps de
calcul maximal alloué. Pour des valeurs supérieures, BARON ne trouve pas de solutions. Pour
résumer, en présence d’un schéma de parcimonie, les deux formulations donnent des résultats
satisfaisants, mais la Programmation Rationnelle est plus robuste et plus rapide que les Epi-
graphes Creux. Cette dernière méthode s’avère cependant plus précise lorsque les bornes sur
les variables de relèvement sont correctement fixées. On conclura donc que la prise en compte
de la parcimonie permet aux deux méthodes de résoudre des problèmes de grande taille, avec
un léger avantage cependant pour la Programmation Rationnelle.
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Figure 3.9 – Nombre de moments en fonction du nombre de variables
0 100 200 300 400 500 600 700 800 900 1,000
0
100
200
300
400
500
PR
EC
Figure 3.10 – Temps de calcul (secondes) en fonction du nombre de variables
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Figure 3.11 – Ecart sur l’optimum en fonction du nombre de variables
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Figure 3.12 – Ecart relatif à la valeur objectif pour les deux méthodes en fonction du nombre
de variables
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3.3.5 Fonctions de Shekel
La fonction de Shekel est une fonction coût rationnelle [Bersini 1996] définie théoriquement
par :
min
xPr0,10sm
´
mÿ
i“1
1
ci `
nÿ
j“1
pxj ´ aijq2
, (3.145)
où A “ pai,jqi,j P Rnˆm et c “ pciq P Rn. Dans ce paragraphe, nous allons étudier deux types
de fonctions de Shekel pour lesquelles le minimum global est connu.
Test n°1. Pour cet exemple, on utilise :
A “
¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˝˚
4 4 4 4
1 1 1 1
8 8 8 8
6 6 6 6
3 7 3 7
2 9 2 9
5 5 3 3
8 1 8 1
6 2 6 2
7 3.6 7 3.6
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‹‚
(3.146)
et
c “
´
0.1 0.2 0.2 0.4 0.4 0.6 0.3 0.7 0.5 0.5
¯
. (3.147)
Ce problème a donc 4 variables d’optimisation et 10 fractions rationnelles. Les résultats théo-
riques pour cette fonction sont disponibles dans [Ali 2005]. Ainsi, pour n “ 5, 7, 10, le mini-
mum global est x‹ “ p4, 4, 4, 4qJ. En traçant la fonction pour les deux premières variables, on
remarque que la fonction possède plusieurs minima locaux et un minimum global au voisinage
duquel la fonction coût subit de rapides changements de valeurs. Entre ces minima, le gradient
de le fonction coût a des variations presque nulles. La figure 3.13 représente cette fonction
de Shekel et ses lignes de niveau. La solution par Epigraphes Creux n’a pas donné, sur cet
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y
Figure 3.13 – Fonction de Shekel et lignes de niveau pour les deux premières variables dans
le domaine r0, 10s ˆ r0, 10s
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M Méthode x‹1 x‹2 x‹3 x‹4 fpx‹q Tps (s) Relaxations nb iter.
5 PR 4.00 4.00 4.00 4.00 -10.1 20.6 4 N.A.
BARON 4.00 4.00 4.00 4.00 -10.1 N.A. N.A. 7
Théorique 4.00 4.00 4.00 4.00 -10.1 N.A. N.A. N.A.
7 PR 4.00 4.00 3.99 4.00 -10.4 256.8 4 N.A.
BARON 4.00 4.00 4.00 3.99 -10.4 N.A. N.A. 11
Théorique 4.00 4.00 4.00 4.00 -10.4 N.A. N.A. N.A.
10 PR 4.00 4.00 3.99 4.00 -10.5 2506.6 5 N.A.
BARON 4.00 4.00 4.00 3.99 -10.5 N.A. N.A. 81
Théorique 4.00 4.00 4.00 4.00 -10.5 N.A. N.A. N.A.
Table 3.3 – Résultats obtenus pour la première fonction de Shekel.
exemple, de résultats exploitables car les premières relaxations n’ont pas permis d’extraire
des solutions exploitables. Dans le cas de le Programmation Rationnelle, toutes les solutions
sont certifiées. L’ensemble des résultats obtenus est détaillé dans le tableau 3.3. On remarque
que la Programmation Rationnelle fournit l’optimum global théorique. Cependant, ses temps
de calcul explosent avec l’augmentation de l’ordre de relaxation. Un phénomène similaire est
observé avec le logiciel BARON pour lequel le nombre d’itérations augmente significativement.
Nous concluons donc que, malgré des temps de calcul importants, nous avons mis en avant
un exemple où la Programmation Rationnelle apporte des résultats satisfaisants tandis que
les Epigraphes Creux s’avèrent inopérants.
Test n°2. Dans ce deuxième exemple, on considère la matrice A et le vecteur c donnés dans
l’annexe E. Ce problème possède 10 variables d’optimisation et 30 fractions rationnelles. Les
résultats théoriques pour ce cas sont disponibles dans [Ali 2005]. En traçant le cas n “ 2,
on remarque que la fonction possède plusieurs minima locaux et un minimum global autour
duquel la fonction objectif varie de manière importante. La figure 3.14 représente cette fonction
de Shekel et ses lignes de niveau.
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Figure 3.14 – Fonction de Shekel et lignes de niveau pour les deux premières variables dans
le domaine r0, 10s ˆ r0, 10s
Seule la Programmation Rationnelle a fourni des résultats pour ce problème, car le trop
grand nombre de variables et de fractions ne permet pas aux Epigraphes Creux de calculer
une solution en des temps raisonnables. En effet, les premières relaxations n’ont pu renvoyer
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de solutions exploitables et les autres se sont avérées trop gourmandes en temps de calcul.
Pour la Programmation Rationnelle, la solution :
x‹ “ p8.02 9.15 5.11 7.62 4.56 4.77 2.99 6.12 0.734 4.98qJ
valant fpx‹q “ ´10.2 à l’objectif, est certifiée à la 2ème relaxation en 239 secondes. Le logiciel
BARON fournit la même solution en 165187 itérations et atteint le maximum de temps de cal-
cul alloué. Ces deux méthodes atteignent l’optimum global donné par [Ali 2005]. On constate
donc que la Programmation Rationnelle fonctionne avec succès sur ce cas complexe tandis
que les Epigraphes Creux se sont avérés, comme pour l’exemple précédent, inutilisables.
3.3.6 Bilan
A l’aide d’exemples simples, nous avons montré que la méthode de Programmation Ra-
tionnelle pouvait être appliquée avec succès sur plusieurs problèmes. Ces exemples ont aussi
montré que la méthode des Epigraphes Creux était plus complexe à mettre en œuvre. Cette
tendance s’est confirmée sur les exemples issus de la communauté d’optimisation globale. En-
fin, bien que ce point mérite d’être approfondi, on notera que la méthode de Programmation
Rationnelle peut favorablement se comparer avec une méthode reconnue du domaine.
3.4 Conclusion
Après avoir rappelé quelques principes de la théorie de la mesure, nous avons commencé ce
chapitre par une introduction à l’optimisation polynomiale via la théorie des moments. Nous
avons ensuite exposé notre contribution qui consiste à étendre la théorie précédente au cas
de la minimisation d’une somme de fractions rationnelles. Cette extension a pu être réalisée
au moyen de deux méthodes : les Epigraphes Creux et la Programmation Rationnelle. Pour
chacune des deux méthodes, nous avons prouvé l’équivalence avec le problème original ainsi
que la convergence de la suite de solutions issue de la hiérarchie SDP associée vers la solution
du problème initial. Enfin, nous avons testé les deux approches sur plusieurs problèmes tests.
Ces tests ont souligné le net avantage de la Programmation Rationnelle au détriment des
Epigraphe Creux. Nous concluons donc que la Programmation Rationnelle est la meilleure
des deux méthodes pour résoudre globalement la minimisation, sous contraintes, d’une somme
de fractions rationnelles. C’est cette méthode qui sera donc utilisée pour nos applications en
vision artificielle.
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Le but de ce chapitre est de présenter les applications des techniques d’optimisation po-
lynomiale et rationnelle vues dans le chapitre précédent. Rappelons que ces techniques per-
mettent de certifier numériquement un ou plusieurs minima globaux. Dans la première ap-
plication nous appliquerons la technique de minimisation polynomiale sur le problème de
minimisation des distorsions projectives induites par des homographies de rectification. Pour
mettre en œuvre cette méthode, il est nécessaire de disposer d’un critère polynomial ou ration-
nel dont on peut extraire les racines avec une précision numérique suffisante. Ainsi, après une
discussion sur les critères de minimisation existants, nous proposerons une série de nouvelles
fonctions objectifs s’exprimant comme une somme de polynômes ou de fractions rationnelles.
Puis, sur plusieurs séries de tests, nous départagerons ces critères à l’aide de l’optimisation
polynomiale.
L’autre avantage de la méthode de minimisation polynomiale est de pouvoir s’affranchir
d’une estimée initiale. Ce point revêt un intérêt particulier car, lorsque les contraintes sont
fortement non linéaires, il est aussi difficile de trouver un point dans le domaine des contraintes
K que de résoudre le problème min
xPKfpxq lui-même. Cette limitation fait que, pour un grand
nombre de problèmes rencontrés en vision par ordinateur, on préfère minimiser la fonction
coût sans contrainte, puis projeter, lorsque cela est possible, sur K. Cependant, ce processus
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n’est concevable en pratique que si on peut projeter x‹ sur K par une suite de manipulations
algébriques simples et rapides (p. ex. diagonalisation, décomposition en valeurs singulières...).
L’archétype de ce type de problème est l’estimation de la matrice fondamentale que nous
détaillerons dans le §4.1.4. Bien que plusieurs applications de l’optimisation polynomiale sur
ce problème ont déjà été réalisées, nous montrerons comment réaliser une mise en œuvre plus
adéquate de cette technique. Enfin, nous comparerons les résultats obtenus sur des cas tests
réels et simulés. Afin de réaliser cette comparaison, nous proposerons une procédure d’évalua-
tion basée sur la qualité de la reconstruction 3D.
L’objet de la dernière application concerne la reconstruction 3D multivues. Le but de
l’étape de reconstruction 3D est de déterminer les coordonnées, dans un repère donné, de
chaque point d’un nuage 3D. Mathématiquement, ce problème est un problème d’estimation
au sens des moindres carrés à trois inconnues. Chaque résidu est une fraction rationnelle
dont le degré est lié à la modélisation utilisée. Pour notre application, nous utiliserons deux
modélisations différentes. La première ne tient pas compte des distorsions liées à l’objectif de
la caméra. Il résulte que les degrés des numérateurs et des dénominateurs de ses résidus sont
égaux à 2. Dans la deuxième application, qui prend en compte de telles distorsions, les résidus
ont des numérateurs et des dénominateurs de degrés égaux à 6. Pour ces deux problèmes,
nous testerons la méthode de Programmation Rationnelle sur des cas réels et simulés.
4.1 Applications de l’optimisation polynomiale
4.1.1 Rappels de ge´ome´trie projective
L’objectif de ce paragraphe est de rappeler les fondements de la géométrie épipolaire ainsi
que le principe de calcul de la matrice fondamentale et de la rectification d’images.
4.1.1.1 Ge´ome´trie e´pipolaire
La géométrie épipolaire définit la géométrie entre deux caméras issues d’un banc stéréo-
scopique ou entre deux positions d’une caméra mobile. Nous définissons ainsi, sans perte de
généralité, la géométrie épipolaire comme la géométrie entre deux caméras de centre optique
C et C1 fournissant une paire d’images notée I et I 1. Notons que dans le reste de ce do-
cument, I et I 1 feront aussi bien référence aux images elles-mêmes qu’au plan de l’espace
projectif qui les supporte. Comme le montre la figure 4.1, lorsqu’un point Q de la scène est
visible simultanément par les deux caméras, il se projette dans les images I et I 1 en deux
points notés respectivement q et q1. En outre, les points Q, C et C1 définissent un plan dans
l’espace 3D appelé plan épipolaire et noté P. l’intersection entre P et l’image I (resp. I 1)
définit une ligne lq1 (resp. l1q) dans I (resp .I 1), appelée ligne épipolaire gauche (resp. ligne
épipolaire droite). Ainsi, par construction, on constate que q doit appartenir à la ligne épi-
polaire gauche lq1 et q1 à la ligne épipolaire droite l1q. Cette contrainte particulière est appelée
contrainte épipolaire : pour tout point q dans l’image I, son stéréo-correspondant q1 dans
I 1 doit appartenir à l1q, la ligne épipolaire associée à q. Inversement, q doit appartenir à lq1 , la
ligne épipolaire associée à q1. Ces relations sont décrites algébriquement par les équations :
q1 P l1q ñ q1Jl1q “ 0 (4.1)
q P lq1 ñ qJlq1 “ 0. (4.2)
Le point clé de la géométrie épipolaire repose sur le fait que la relation entre les coordonnées
rétiniennes d’un point q de I et sa ligne épipolaire correspondante l1q dans I 1 est linéaire
dans l’espace projectif P2. Par conséquent, cette correspondance peut être représentée par
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Figure 4.1 – Relations géométriques entre deux caméras sténopé (pinhole en anglais)
une application linéaire de P2 dans P2, c’est-à-dire une matrice 3 ˆ 3 appelée matrice fon-
damentale, notée F, et telle que :
l1q “ Fq. (4.3)
De façon symétrique, FJ décrit la correspondance entre un point q1 de I 1 et la ligne épipolaire
associée l1q dans I 1, de sorte que :
lq1 “ FJq1. (4.4)
Ainsi, en substituant (4.3) dans les contraintes épipolaires (4.1), on obtient la formulation
matricielle de la contrainte épipolaire :
q1JFq “ 0. (4.5)
Les épipoles e (épipole droit) et e1 (épipole gauche) sont des points particuliers de I et I 1
vérifiant les équations suivantes :
Fe “ FJe1 “ 0P2 . (4.6)
Géométriquement, e (resp. e1) est le point d’intersection du faisceau de droites formé par les
lignes épipolaires lq1 (resp. l1q) lorsque q1 (resp. q) décrit I 1 (resp. I). Ils impliquent donc que
le rang de F est inférieur ou égal à 2. Il est cependant considéré, en pratique, comme étant
égal à 2. En outre, puisque F est définie comme une application linéaire de P2 dans P2, elle est
déterminée à un facteur près. En additionnant la contrainte de rang à cette dernière remarque,
on conclut que F ne dépend, sous son paramétrage minimal, que de sept coefficients. Pour
plus de détails sur la géométrie épipolaire et la matrice fondamentale, le lecteur pourra se
référer à [Hartley 2003].
4.1.1.2 Rectification d’images
La rectification d’image est une étape importante en stéréovision car elle autorise un gain
de rapidité lors de la recherche de stéréo-correspondants. En effet, après rectification, la re-
cherche de points appariés se fait le long de droites épipolaires horizontales, communes aux
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deux images. Les méthodes de rectification que nous étudions dans ce document sont fondées
sur la connaissance a priori de la géométrie épipolaire. Sous cette hypothèse, la rectifica-
tion d’image peut être vue comme un processus visant à transformer la géométrie épipolaire
standard (4.1) en une géométrie particulière. Dans cette géométrie les lignes épipolaires sont
parallèles avec l’axe horizontal de l’image (cf. Figure 4.2). La matrice fondamentale F0 corres-
P
I 1I
Q
C C1e1 e
q
q1H
H1
F
F0
rI rI 1
rq rq1
Figure 4.2 – Opération de rectification
pondant à cette géométrie, appelée matrice fondamentale rectifiée, est alors de la forme :
F0
M“
»– 0 0 00 0 ´1
0 1 0
fifl (4.7)
En pratique, ce passage d’une géométrie épipolaire à une autre est accompli en appliquant
aux images I et I 1 des homographies H et H1 dont le rôle consiste à projeter les épipoles e
et e1 à l’infini. Plus précisément, H et H1 transforment les points originaux q et q1 de I et I 1
en deux points rq et rq1 des images rectifiées rI et rI 1 par :
rq “ Hq (4.8)rq1 “ H1q1. (4.9)
Ainsi, en exprimant (4.5) dans la géométrie rectifiée, il vient :
rq1JF0rq “ q1JH1JF0Hlooomooon
“F
q “ 0, (4.10)
ce qui conduit à la factorisation :
F “ H1JF0H. (4.11)
F étant supposée connue, les homographies satisfaisant (4.11) sont appelées des homogra-
phies compatibles. Le but de la rectification consiste donc à déterminer les coefficients de
ces homographies de sorte que les déformations entre images originales et rectifiées soient les
plus petites possible.
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4.1.2 Minimisation des distorsions projectives
4.1.2.1 Etat de l’art
Comme nous l’avons vu, l’objectif de la rectification est de calculer une paire de transfor-
mations projectives, H et H1 dont les coefficients, calculés à partir de la connaissance de la
géométrie épipolaire, maximisent les similitudes entre images originales et images rectifiées.
Cependant, ces homographies ne sont pas uniques et plusieurs approches existent dans la litté-
rature. Les solutions actuelles s’articulent autour de deux étapes : l’extraction d’homographies
H et H1 particulières à partir de la matrice fondamentale F et la minimisation des déforma-
tions projectives induites par celles-ci. Les approches proposées [Devernay 1997, Loop 1999,
Hartley 1999, Gluckman 2001, Mallon 2005] diffèrent alors en fonction de la manière dont
sont extraites les homographies ainsi que des manipulations qui leurs sont appliquées afin de
minimiser les distorsions. L’étape d’extraction joue un rôle clé car c’est elle qui va déterminer
la structure de H et H1, et, par conséquent, le type de manipulations qu’il est possible de
leur appliquer. Cependant cette étape est assujettie à deux contraintes. D’une part, H et H1
doivent nécessairement envoyer les épipoles e et e1 à l’infini. C’est la contrainte dite de pro-
jection. D’autre part, les homographies doivent vérifier l’équation (4.11). C’est la contrainte
dite de compatibilité. Notons que, en raison de la forme de F0, cette dernière équation ne
porte que sur les deux dernières lignes de H et H1 et laisse donc la première indéterminée. On
voit alors apparaître la dichotomie qui va séparer les deux grandes catégories de méthodes.
Dans la première classe de méthodes dites symétriques, H et H1 ont la même forme, assu-
rant à la fois la contrainte de projection et celle de compatibilité. Dans la deuxième classe de
méthodes, dites non symétriques, la forme deH (resp.H1) est fixée de manière à garantir la
contrainte de projection et celle de H1 (resp. H) est déduite de H (resp. H1) via la contrainte
de compatibilité. Cependant, ces deux familles ont un point commun : l’utilisation des coeffi-
cients de la première ligne laissés libres par (4.11) comme des paramètres d’optimisation afin
de minimiser les déformations induites par H et H1.
Les me´thodes syme´triques. Les deux approches les plus classiques rencontrées dans cette
catégorie sont la méthode de Loop et Zang [Loop 1999] et celle deDevernay [Devernay 1997].
La première résulte d’une démarche géométrique : H et H1 sont fixées comme étant des com-
positions de transformations jouant un rôle précis. Ainsi, pour cette technique, H s’écrit :
H “
¨˝
hs11 h
s
12 0
0 1 0
0 0 1
‚˛
loooooooooomoooooooooon
M“Hs
¨˝
hr11 h
r
12 0
hr21 h
r
22 h
r
23
0 0 1
‚˛
looooooooooomooooooooooon
M“Hr
¨˝
1 0 0
0 1 0
hp31 h
p
32 1
‚˛
loooooooooomoooooooooon
M“Hp
(4.12)
où
– Hp est une matrice, dite de projection, qui déplace l’épipole e à l’infini
– Hr est une matrice, dite de similarité, dont le rôle consiste à aligner les droites épi-
polaires des deux images pour les rendre colinéaires.
– Hs est une matrice dite de cisaillement (shearing en anglais) qui permet la mini-
misation des déformations (situées principalement sur l’axe des abscisses) générées par
Hr.
A l’exception de Hp, tous les coefficients de chaque matrice sont déterminés par des formules
algébriques où interviennent les paramètres de F ainsi que la taille de l’image rectifiée. Les
paramètres hs11 et hs12 sont, quant à eux, déterminés à l’aide de la méthode des régions de
confiance (cf. Algorithme 5). La méthode étant symétrique, H1 est calculée de manière ana-
logue à l’aide des matrices H1p, H1r et H1s de forme identique à Hp, Hr et Hs. Notons que la
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contrainte de compatibilité est garantie par les matrices Hr et H1r qui, bien qu’ayant la même
forme, ont des coefficients liés par (4.11).
La deuxième méthode [Devernay 1997] est basée sur une approche plus mathématique
puisqu’elle découle directement d’une décomposition en valeurs singulières de F. Cette der-
nière matrice étant de rang 2, une de ses valeurs singulières est nécessairement nulle. Après
normalisation par la plus grande des deux valeurs singulières restantes, on peut montrer que :
F “ ` e1 u1 u2 ˘
¨˝
0 0 0
0 1 0
0 0 σ
‚˛¨˝ eJvJ1
vJ2
‚˛ (4.13)
(4.14)
ô F “ ` e1 u1 ?σu2 ˘loooooooooomoooooooooon
M“H1J0
¨˝
0 0 0
0 0 ´1
0 1 0
‚˛¨˝ eJ?σvJ2
´vJ1
‚˛
loooooomoooooon
M“H0
(4.15)
où σ P R`˚ et e et e1 sont les épipoles de I et I 1. Par construction, H0 et H10 vérifient donc
les contraintes de projection et de compatibilité. Il est ensuite possible de composer H0 et H10
avec des matrices
T “
¨˝
a1 b1 c1
0 e f
0 h i
‚˛ et T1 “
¨˝
a2 b2 c2
0 e f
0 h i
‚˛ (4.16)
de sorte que TH0 et T1H10 vérifient toujours la contrainte de compatibilité. Les coefficients
de T et T1 sont alors minimisés afin de réduire les déformations des images rectifiées.
Les me´thodes non syme´triques. Cette catégorie est essentiellement composée des diffé-
rentes déclinaisons de la méthode proposée dans [Hartley 1999]. Comme la méthode de Loop
et Zang, elle est basée sur une décomposition géométrique de H visant d’abord à satisfaire
la contrainte de projection :
H “ GR rtsˆ (4.17)
où
– G est une matrice qui déplace un épipole e¯ se trouvant sur l’axe horizontal (c.-à-d. de
coordonnées peu, 0, 1qJ) à l’infini (i.e en peu, 0, 0qJ)
– R est une matrice de rotation et rtsˆ une matrice de translation dont la composée
amène l’épipole e sur l’axe des abscisses : R rtsˆ e “ e¯.
H1 est ensuite déduite de H via la minimisation d’un critère non-linéaire ayant pour but de
garantir la contrainte de compatibilité. Une contribution importante de cette méthode réside
dans l’introduction d’un outil théorique permettant de contrôler localement la création et
la destruction de pixels. Cet outil est le jacobien de la transformation induite par H. Cette
transformation, notée fH, associe un pixel de l’image initiale q à un pixel q˜ de l’image rectifiée.
Elle est définie par :
fH : R2 Ñ R2
q Ñ q˜ “ Ψ2
ˆ
H
ˆ
q
1
˙˙ (4.18)
où Ψn est l’opérateur de projection canonique de Pn dans Rn :
Ψn : Pn Ñ Rn
px1, . . . , xn, sqJ Ñ
´x1
s
, . . . ,
xn
s
¯J
.
(4.19)
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Par conséquent, dans un voisinage Vq de q, on a :
‖fHpq` hq ´ fHpqq‖ ď ~JHpqq~.‖h‖ @ h P Vq (4.20)
où ~ ~ est la norme d’opérateur matriciel. Ainsi, on constate que contrôler ~JHpqq~ permet
de contrôler l’accroissement de fH et donc localement la création et la destruction de pixels.
En outre, remarquons qu’une transformation rigide, c’est-à-dire la composée d’une rotation
et d’une translation, ne crée ou ne supprime localement aucun pixel. En combinant ces deux
arguments, on comprend que le but de ces méthodes consiste à faire en sorte queH etH1 soient
les plus proches possibles d’une transformation rigide en imposant des contraintes numériques
sur la norme de leurs jacobiens. Ce contrôle, comme nous le détaillerons dans la suite, se fait
au moyen des paramètres laissés libres par (4.11). Ainsi, dans [Hartley 1999], seul JGpqq doit
être contraint afin d’éviter des distorsions dans l’image rectifiée. Le développement de cette
méthode, proposée dans [Gluckman 2001] et reprise dans [Mallon 2005], consiste à directement
fixer H comme une projection de e (et non de e¯) à l’infini :
H
M“
»– 1 0 0h21 1 0
h31 0 1
fifl avec
$’&’%
h21
M“ ´ev
eu
h31
M“ ´ 1
eu
. (4.21)
Puisque (4.11) laisse libre la première ligne de H1, on a :
H1 M“
»– 1 0 0h121 h122 h123
h131 h132 h133
fifl . (4.22)
Ensuite, en substituant (4.21) et (4.22) dans la contrainte de compatibilité (4.11), on obtient :»– h21h131 ´ h31h121 h131 ´h121h21h132 ´ h31h122 h132 ´h122
h21h
1
33 ´ h31h123 h133 ´h123
fifl “
»– f11 f12 f13f21 f22 f23
f31 f32 f33
fifl (4.23)
où les fij sont les coefficients de la matrice fondamentale F. On remarque alors que les
paramètres h1ij s’expriment directement en fonction des fij . Mais, dans l’hypothèse fortement
probable où les valeurs de F sont perturbées (en raison d’appariements entachés d’erreurs), il
est plus judicieux de calculer une solution de (4.23) au sens des moindres carrés. Ainsi, (4.23)
est transformée en un système linéaire AX “ 0 où le vecteur d’inconnues X est formé par les
paramètres h1ij . On obtient ensuite, par un algorithme classique de résolution numérique (p.e.
Décomposition en Valeurs Singulières ou D.V.S.), une matrice H1 vérifiant exactement la
contrainte de compatibilité. Reprenant l’idée vue dans la méthode de Loop et Zang, H et
H1 sont composées avec des matrices de cisaillement :
A
M“
»– a11 a12 00 1 0
0 0 1
fifl A1 M“
»– a111 a112 00 1 0
0 0 1
fifl (4.24)
afin de minimiser les déformations projectives qu’elles induisent. La méthode s’achève alors
en imposant, via les paramètres aij et a1ij , des contraintes numériques sur les jacobiens JHa
et JH1
a1
des matrices Ha
M“ AH et H1a1 M“ A1H1. Ces contraintes numériques sont, en pratique,
imposées au moyen d’un problème de minimisation. Selon la zone à rectifier, un ensemble
de 2n points, dits de contrôle et noté pqi, q1iqi“1..n, est choisi dans I ˆ I 1. Puis, on maîtrise
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simultanément la création et la perte de pixels dans les voisinages de ces points en résolvant
les problèmes :
min
a
nÿ
i“1
CpJHapqiqq (4.25)
min
a1
nÿ
i“1
CpJH1
a1
pq1iqq (4.26)
avec C un critère permettant de contrôler la norme d’opérateur des jacobiens. Il est important
de remarquer que ces deux problèmes n’ont pas la même complexité car H1a1 est plus dense
que Ha. Cette technique est résumée sous forme de diagramme sur la figure 4.3.
F
e, e1
Resolution de
H1JF0H “ F
par une D.V.S
H
H1
Ha
H1a1
ˆA
ˆA1
min
a1
nÿ
i“1
CpJH1
a1
pq1iqq
min
a
nÿ
i“1
CpJHapqiqq
pqiqi
pq1iqi
Ha‹
H1a1‹
Calcul des homographies Minimisation des distorsions
Figure 4.3 – Diagramme récapitulatif des méthodes non-symétriques de type Mallon
4.1.2.2 Crite`res de minimisation
Après une présentation du critère étudié dans [Mallon 2005], nous proposons dans les
paragraphes suivants plusieurs critères polynomiaux et rationnels permettant de contrôler la
rigidité des déformations induites par les homographies de rectification. Par souci de lisibilité,
nous adopterons pour la suite du document les terminologies suivantes : les jacobiens JHapqiq
et JH1
a1
pq1iq seront notés :
Ji
M“
„
j11 j12
j21 j22

et J1i
M“
„
j111 j112
j121 j122

. (4.27)
Enfin, C étant le même dans les problèmes (4.25) et (4.26), nous ne définirons nos nouveaux
critères que pour Ji.
Crite`res existants. Le premier critère, initialement introduit dans [Hartley 1999] puis re-
pris dans [Gluckman 2001], est défini comme étant égal au déterminant de Ji et s’écrit :
detpJiq “ j11j22 ´ j12j21. Cependant, en prenant par exemple j11 “ 4, j22 “ 12 , j12 “ 3 et
j21 “ 13 , on peut aisément constater qu’il est possible que detpJiq “ 1 @i “ 1 . . . n, alors même
que la transformation projective H crée ou détruit localement des pixels. Le déterminant seul
Page 90
4.1. Applications de l’optimisation polynomiale
n’impose donc pas suffisamment de contraintes pour obliger H à être proche d’une transfor-
mation rigide. Puisque toute transformation rigide a ses valeurs singulières égales à 1, il est
proposé dans [Mallon 2005] d’imposer à la place du déterminant que :
σ1 pJiq “ σ2 pJiq “ 1 (4.28)
où σ1 pJiq et σ2 pJiq sont les valeurs singulières de Ji. Le critère CM est donc dans ce cas défini
par :
CM pJiq “ pσ1 pJiq ´ 1q2 ` pσ2 pJiq ´ 1q2 . (4.29)
Cependant, les auteurs n’explicitent pas algébriquement ce critère. Ceci les conduit alors à ne
minimiser ce dernier qu’avec la méthode sans dérivées de Nelder-Mead, initialisée à partir de
a “ p1, 0qJ.
Nouveaux crite`res e´quivalents. Le premier critère que nous proposons est basé sur l’écri-
ture algébrique de CM . En effet, le polynôme caractéristique de JJi Ji est donné par :
χJJi Jipsq “ s2 ´ tr pJJi Jiqs` detpJJi Jiq (4.30)
“ s2 ´ ‖Ji‖2F s` detpJiq2 (4.31)
(4.32)
Puisque σ1 pJiq et σ2 pJiq sont les racines de χJJi Ji , on a :
σ1 pJiq “ ‖Ji‖
2
F `
?
∆i
2
et σ2 pJiq “ ‖Ji‖
2
F ´
?
∆i
2
, (4.33)
avec :
∆i
M“ ‖Ji‖4F ´ 4 detpJiq2
“ pj211 ´ j222q2 ` pj212 ´ j221q2 ` 2pj11j12 ` j21j22q2 ` 2pj11j22 ` j12j21q2.
(4.34)
Par conséquent :
pσ1 pJiq ´ 1q2 ` pσ2 pJiq ´ 1q2 “ 1
2
`
∆i ` p‖Ji‖2F ´ 2q2
˘
. (4.35)
Ainsi, nous définissons notre premier critère C1, de degré 4 en a, par :
C1pJiq M“ ∆i ` p‖Ji‖2F ´ 2q2. (4.36)
Observons qu’une autre façon de satisfaire (4.28) consiste à vérifier le système :#
σ1 pJiq2 σ2 pJiq2 “ 1
σ1 pJiq2 ` σ2 pJiq2 “ 2
. (4.37)
Or ce système se ré-écrit : #
detpJiq2 “ 1
‖Ji‖2F “ 2
. (4.38)
Par conséquent, en reformulant ce système comme un problème de minimisation, nous défi-
nissons notre second critère C2, de degré 4 en a, par :
C2pJiq M“
`
detpJiq2 ´ 1
˘2 ` `‖Ji‖2F ´ 2˘2 . (4.39)
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Nouveaux crite`res relaxe´s. Les critères précédents ont été proposés en raisonnant uni-
quement sur la forme générale de Ji et J1i. Mais, en utilisant leurs formes particulières, nous
verrons que ces critères sont sur-déterminés et qu’il est possible de les relaxer. La première
étape consiste donc à écrire explicitement Ji et J1i. Selon (4.18) et (4.24), fHa et fH1
a1
sont
données par :
fHapu, vq “
»———–
pa11 ` a12h21qu` a12v
h31u` 1
h21u` v
h31u` 1
fiffiffiffifl (4.40)
et
fH1
a1
pu1, v1q “
»————–
pa111 ` a112h121qu1 ` a112h123v1
h131u1 ` h132v1 ` h133
h121u1 ` h122v1 ` h123
h131u1 ` h132v1 ` h133
fiffiffiffiffifl . (4.41)
Ainsi, leurs Jacobiennes évaluées aux points de contrôle s’écrivent :
Ji “
»————–
a11 ` αia12
β2i
a12
βi
αi
β2i
1
βi
fiffiffiffiffifl et J1i “
»————–
λia
1
11 ` µia112
ρ2i
νia
1
12 ´ ξia111
ρ2i
λi
ρ2i
νi
ρ2i
fiffiffiffiffifl (4.42)
avec :
αi “ h21 ´ vih31
βi “ h31ui ` 1
λi “ ph121h132 ´ h131h122qv1i ` ph121h133 ´ h131h123q
µi “ h132v1i ` h133
νi “ ph122h133 ´ h123h132q ´ ph121h132 ´ h131h122qu1i
ξi “ h132u1i
ρi “ h131u1i ` h132vi ` h133.
(4.43)
Par conséquent, on remarque que les dernières lignes de Ji et J1i sont constantes. A la lumière
de ce résultat, analysons plus finement le critère C1. Il est défini par la somme de deux termes
positifs ∆i et p‖Ji‖2 ´ 2q2. Leur rôle respectif est d’assurer, à l’optimum, d’une part que
σ1 pJiq “ σ2 pJiq et d’autre part que σ1 pJiq ou σ2 pJiq soit égal à 1. Développons la condition
σ1 pJiq “ σ2 pJiq à l’aide de l’écriture analytique de Ji et J1i :
∆i “ 0
ô
$’’’’’&’’’’’%
j211 “ j222
j212 “ j221
j11j12 ` j21j21 “ 0
j11j21 ` j12j22 “ 0
(4.44)
ñ j211 “
1
β2i
et j212 “
α2i
β4i
. (4.45)
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Ainsi, dû au fait que les dernières lignes de Ji et J1i sont constantes, si σ1 pJiq “ σ2 pJiq alors
leurs valeurs sont nécessairement fixées par :
‖Ji‖2F “ σ1 pJiq2 ` σ2 pJiq2 “ j211 ` j212 ` j221 ` j222 “ 2β2i
` 2α
2
i
β4i
‖J1i‖2F “ 2λ
2
i ` ν2i
ρ4i
.
(4.46)
Il y a donc une incohérence à vouloir minimiser p‖Ji‖2 ´ 2q2 dans C1 puisque rien n’assure,
a priori, qu’il puisse être ramené à 0 à l’optimum. Il est par conséquent légitime de vouloir
ignorer ce terme, ce qui nous conduit ainsi à définir un troisième critère C∆, de degré 4 en a,
par :
C∆pJiq M“ ‖Ji‖4F ´ 4 detpJiq2. (4.47)
Afin de diminuer le degré du critère précédent, il est possible de définir un autre critère
qui, lorsqu’il est minimisé, fournit à l’optimum une solution spéciale de (4.44). Pour définir
un tel critère, remarquons qu’en appliquant le théorème de Wielandt-Hoffman [Golub 1996]
à Ji, Jipaq ´ I2, on obtient l’inégalité suivante :
pσ1pJiq ´ 1q2 ` pσ2pJiq ´ 1q2 ď }Ji ´ I2}2F . (4.48)
Ainsi, en minimisant le terme }Ji´I2}2F , il est possible de contraindre les valeurs singulières de
Ji. En outre, puisque le sous-espace des matrices symétriques S2pRq et celui des matrices anti-
symétriques A2pRq sont en somme directe et orthogonaux pour le produit scalaire Frobenius,
on a :
}Ji ´ I2}2F “ } pJi ` J
J
i q
2loooomoooon
M“Si
´I2}2F ` } pJi ´ J
J
i q
2loooomoooon
M“Ai
}2F . (4.49)
Explicitons alors les matrices Si ´ I2 et Ai :
Si ´ I2 “
»———–
j11 ´ 1 j12 ` j21
2
j12 ` j21
2
j22 ´ 1
fiffiffiffifl Ai “
»———–
0
j12 ´ j21
2
´ j12 ´ j21
2
0
fiffiffiffifl . (4.50)
Par conséquent, fixer tous les paramètres de Si permet de déterminer complètement Ji (ce
qui n’est pas le cas de Ai) . Plus précisément :
‖Si ´ I2‖2F “ 0 ñ
$&%
j11 “ 1
j12 “ ´j21
j22 “ 1
. (4.51)
Les solutions de ce système sont aussi solutions de (4.44). Cependant, j22 est indépendant des
paramètres d’optimisation et peut, a priori, ne pas être égal à 1 à l’optimum. Pour Ji et J1i
cette condition, j22 “ 1, se développe en :
1
uih31 ` 1 “ 1 et
ph122h133 ´ h123h132q ´ ph121h132 ´ h131h122qu1i
h131u1i ` h132vi ` h133
“ 1 @i “ 1 . . . n. (4.52)
La diminution du degré de C∆ se fait donc en relachant encore les contraintes imposées sur
les jacobiens Ji et J1i, au risque que Ha‹ et H1a1‹ soient aberrantes. On définit cependant notre
quatrième critère CS , de degré deux en a, par :
CSpJiq M“ ‖pJi ` J
J
i q
2
´ I2‖2F . (4.53)
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Nouveau crite`re base´ sur le conditionnement Une autre façon de contrôler numérique-
ment Ji consiste à stabiliser son conditionnement numérique κ. Il existe plusieurs manières de
définir κ qui sont fonctions de la norme utilisée. Mais, afin de disposer d’un critère algébrique,
nous choisissons d’utiliser la norme de Frobenius ‖ ‖F . Ainsi, κF pJiq2 s’écrit :
κF pJiq2 “ trpJiJ
J
i q2
det Ji
2 . (4.54)
Nous définissons ainsi le cinquième critère Cκ par :
CκpJiq M“ trpJiJ
J
i q2
det Ji
2 . (4.55)
Cependant, étant donnée la forme particulière de Ji et J1i, on a :
detpJiq “ a11
β3i
et detpJ1iq “ λipνi ´ ξiqa
1
11
ρ4i
. (4.56)
Ainsi les fonctions coûts
řn
i“1 κpJiq et
řn
i“1 κpJ1iq peuvent être mises sous la forme d’un
quotient de polynômes :
nÿ
i“1
CκpJiq “ 1
a211
nÿ
i“1
“pa11 ` αia12q2 ` pβia12q2 ` pα2i ` β2i q‰
nÿ
i“1
CκpJ1iq “ 1a1211
nÿ
i“1
ρ4i
λ2i pνi ´ ξiq2
“pλia111 ` νia112q2 ` pνia112 ´ ξia111q2 ` pλ2i ` ν2i q‰ .
Bilan. Nous avons défini en tout cinq critères : trois polynômes de degré 4, un de degré 2,
et une fraction rationnelle. Ces critères sont rappelés sur le tableau 4.1.
Critère proposé Formulation mathématique
C1pJiq ∆i ` p‖Ji‖2F ´ 2q2
C2pJiq
`
detpJiq2 ´ 1
˘2 ` `‖Ji‖2F ´ 2˘2
C∆pJiq ‖Ji‖4F ´ 4 detpJiq2
CSpJiq ‖pJi ` J
J
i q
2
´ I2‖2F
CκpJiq trpJiJ
J
i q2
det Ji
2
Table 4.1 – Bilan des critères proposés.
Les critères C1 (à l’aide de l’expression directe des valeurs singulières) et C2 (à l’aide du produit
et de la somme des valeurs singulières) cherchent à satisfaire de manière directe l’équation :
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σ1 pJiq “ σ2 pJiq “ 1. Nous avons ensuite démontré que, à cause de la forme particulière de Ji et
J1i, il était légitime d’ignorer le terme p‖Ji‖2F´2q2 dans C1 puisqu’il est implicitement constant.
Nous avons donc défini C∆ en supprimant ce dernier, ce qui revient à simplement imposer que
σ1 pJiq “ σ2 pJiq, i.e. ∆i “ 0. Afin de disposer d’un critère de moindre degré, et donc plus
facilement minimisable, nous avons défini CS qui fournit à l’optimum une solution particulière
de ∆i “ 0. Nous abaissons ainsi le degré à 2, ce qui permet de résoudre directement (c.-à-d.
sans méthode itérative) min
a
řn
i“1 CSpJiq en cherchant les zéros du gradient. Cependant, avec
ce critère, nous prenons le risque d’exhiber des solutions qui ne vérifient pas ∆i “ 0. Enfin,
on définit un tout autre type de critère basé sur le conditionnement, κF , de Frobenius. Nous
montrons que, grâce à la forme spéciale de Ji et J1i, minimiser la somme des conditionnements
κF revient à minimiser une seule fraction rationnelle.
4.1.2.3 Re´sultats nume´riques.
Le but de cette section est d’évaluer la qualité des cinq critères proposés. Mais, puisque
CM est égal à C1, la minimisation globale de C1 correspond à une amélioration de la méthode
proposée par Mallon. Ainsi l’évaluation de nos critères est implicitement faite vis-à-vis de
la méthode proposée dans [Mallon 2005]. Par ailleurs, le lecteur trouvera dans cette dernière
référence une étude comparative de la méthode de Mallon avec certaines méthodes détaillées
dans l’état de l’art. Cependant, afin d’obtenir de meilleurs résultats finaux, nous évaluerons
la matrice fondamentale F à l’aide d’une estimation itérative (la minimisation du critère de
Sampson présenté dans la section suivante) plus précise que celle utilisée dans [Mallon 2005].
Ceci expliquera la différence avec les résultats présentés dans cette référence. Dans un pre-
mier paragraphe, nous introduirons les différents critères d’évaluations utilisés. Les suivants
seront entièrement consacrés à l’étude comparative. Enfin, nous concluerons dans le dernier
paragraphe sur l’efficacité de chacun des critères.
Crite`res d’e´valuations. Plusieurs critères (cf. [Mallon 2005, Loop 1999, Wu 2007]) ont été
étudiés afin de caractériser la déformation induite par H et H1 sur les images rectifiées. Le
premier, appelé critère d’orthogonalité [Loop 1999, Wu 2007] et noté Eo, évalue l’invariance
des angles entre les images originales et les images rectifiées. Il est défini, à partir des milieux
des côtés de l’image initiale ppiqi“1..4, par la relation :
Eo “ cos´1
ˆ xfHpp2q ´ fHpp4q | fHpp1q ´ fHpp3qy
}fHpp2q ´ fHpp4q}.}fHpp1q ´ fHpp3q}
˙
.
Idéalement, l’orthogonalité Eo doit être égale à 90˝. Le second, introduit dans [Mallon 2005],
est appelé le rapport d’aspect. Il est noté Ea et évalue l’invariance de la largeur et de la
hauteur entre les images originales et les images rectifiées. Il est défini à partir des quatre
coins pqiqi“1..4 de l’image initiale :
Ea “ }fHpq2q ´ fHpq4q}}fHpq1q ´ fHpq3q} .
Idéalement, l’aspect ratio Ea doit être égal à 1. La figure 4.4 fournit une interprétation géo-
métrique de ces deux critères. Enfin, le critère (qui sera détaillé dans la section suivante) de
distance moyenne des points de contrôle aux droites épipolaires, noté Er, permet d’évaluer la
qualité de la géométrie épipolaire estimée à partir de H1F0H.
Afin d’évaluer la précision des cinq critères proposés, nous les expérimentons sur plusieurs
types d’images. Tout d’abord, nous utilisons les images tests issues d’un banc stéréoscopique.
Ensuite, dans le but d’évaluer la robustesse des critères vis-à-vis de l’ampleur du mouvement,
nous comparons leurs performances en fonction de l’angle entre les vues d’un même objet.
Page 95
Chapitre 4. Application à la vision multivues
q1
q2
q3
q4
p1
p2
p3
p4
Figure 4.4 – Distorsions avant et après rectification : à gauche, les déformations dues à une
modification d’orthogonalité, et à droite, les déformations dues à une modification du rapport
d’aspect.
Enfin, afin de se placer dans des cas plus défavorables et d’approcher ainsi les limites de leurs
domaines de validité, nous minimisons les cinq critères pour des images tests quelconques de
la communauté vision artificielle.
Evaluation sur des images ste´re´oscopiques. Cette première analyse comparative est ef-
fectuée sur les images de la publication [Mallon 2005]. Elles ont été acquises par un banc de sté-
réovision (convergent) classique dans des contextes différents : intérieur, extérieur...L’ensemble
de ces images sont fournies dans l’Annexe A. Pour chacun des couples d’images, un ensemble
de points appariés, identique à ceux utilisés dans [Mallon 2005] est fourni. Le tableau 4.2 pré-
sente les résultats obtenus sur cette série d’images l’aide les cinq critères C1, C2, C∆, CS et Cκ.
La première conclusion concerne la comparaison entre les critères C1, C∆ et CS . En effet, ces
trois critères sont issus de la même approche : le premier est l’écriture algébrique du critère
de Mallon, alors que les deux autres en sont des relaxations plus ou moins fortes. Ainsi, nous
vérifions que notre hypothèse sur la sur-détermination de C1 se vérifie, puisque ce dernier
est, quel que soit l’échantillon, moins précis que C∆ et CS (aussi bien sur l’orthogonalité que
sur le rapport d’aspect). Il se rélève, en outre, être d’une précision très approximative sur
l’échantillon Roof, soulignant ainsi que toutes les valeurs singulières des jacobiens ne peuvent
pas être simultanément égales à 1. Sur tous les échantillons, C∆ apparaît comme le plus précis
des trois, tandis que CS lui est au mieux équivalent. Ce dernier point met en avant que dans
quatre cas (Arch, Boxes, Yard et Drive), la solution particulière calculée à partir de CS
est très proche de la solution optimale. Cependant, sur les cas Roof et Slate, cette solution
particulière n’est pas, malgré sa simplicité de calcul, suffisamment proche de la solution op-
timale (i.e. il doit exister des jacobiens tels que j22 ‰ 1). La deuxième constatation est que
le critère C2, bien qu’équivalent à C1, est toujours mal conditionné (autrement dit, le rapport
entre les coefficients de C2 est très important). Ceci rend sa minimisation globale difficile et
on constate ainsi qu’il ne fournit jamais de solution convenable. Enfin, Cκ se revèle être, avec
C∆, le critère le plus précis. Il semble, de plus, être le plus robuste car il est plus performant
que C∆ sur un cas défavorable comme Roof. Pour conclure, remarquons qu’aucun critère ne
modifie la précision de la géométrie épipolaire finale.
Pre´cision en fonction de l’amplitude du mouvement Afin de confirmer nos premières
conclusions, les critères ont été utilisés sur des images non stéréoscopiques issues du mouve-
ment d’une caméra autour d’un objet. Ce mouvement de rotation est effectué dans un plan,
le centre optique de la caméra se déplace donc dans un plan. Les images font partie de la
série House (9 vues) mise à disposition par le Visual Geometry Group d’Oxford et sont four-
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nies dans l’Annexe B. Pour cette série, un fichier de points appariés ainsi que les matrices
de projection perspectives sont également disponibles. Pour ce test, nous avons voulu étudier
l’influence de l’angle entre deux déplacements de la caméra sur la précision de chacun des
critères. Pour cela, nous avons utilisé le mode opératoire suivant : nous avons rectifié toutes
les paires d’images possibles 0´ 1, 1´ 2, 2´ 3, . . . puis, nous avons calculé chacun des critères
d’évaluation pour toutes ces rectifications. Ceci nous fournit donc la moyenne des critères
d’évaluation en fonction de l’angle moyen entre les centres optiques des caméras (l’angle entre
deux vues pouvant être extrait des matrices de projections perspectives). Ensuite, nous re-
nouvelons le processus pour les vues 0 ´ 2, 1 ´ 3, 2 ´ 4, . . . de sorte que l’angle moyen entre
les centres optiques augmente et ainsi de suite jusqu’aux paires où nous disposons d’au moins
10 appariements. La Figure 4.5 résume ce processus. Les résultats obtenus sont exposés dans
α1
α2
α3
C1
C2
C3
C4
Figure 4.5 – Schéma explicatif du processus d’évaluation de la sensibilité des critères de
rectification en fonction de l’angle moyen. Les centres optiques pCiqi“1,2,3,4 étant coplanaires,
on calcule l’angle αi “ {CiCi`1 dans le plan des abscisses. Puis, on effectue une rectification
entre toutes les vues i et i` 1 (flèches noires), puis toutes les vues i et i` 2.
le tableau 4.3. Ils confirment les constatations faites précédemment. En effet, C2 n’est jamais
compétitif, quel que soit l’angle. Ensuite, au delà de 22°, la performance de C1 se dégrade
et finit par échouer sur un écart supérieur à 37.2°. Ceci semble indiquer que les valeurs sin-
gulières des jacobiens ne sont en général pas égales à 1 lorsque la précision de la géométrie
épipolaire se détériore. C∆ et CS sont moins sensibles au décalage. Cependant, comme nous
l’avons déjà observé, la solution issue de CS est moins robuste que celle calculée par C∆. En
effet, C∆ fournit des résultats convenables jusqu’à un angle moyen de 32.8° alors que CS se
dégrade à partir de 22°. Enfin le critère basé sur le conditionnement se révèle être le plus
robuste puisque la performance des résultats est stable jusqu’à 41.4°.
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Evaluation sur des images quelconques Afin d’évaluer le comportement des deux ap-
proches sur des images quelconques, les critères ont été appliqués sur des images non sté-
réoscopiques avec un changement d’échelle, une translation et une rotation dues à de forts
déplacements de la caméra. Comme pour la série précedente, ces deux séries d’images, Library
et Merton, sont fournies, avec leurs appariements, par le Visual Geometry Group d’Oxford.
Ces images sont représentées dans l’Annexe C. Les résultats obtenus sont présentés dans le
Tableau 4.4. Les erreurs de rectification Eo et Ea montrent que C∆ et CS se comportent
correctement lorsque la configuration se rapproche d’une configuration stéréoscopique. Dès
qu’on s’éloigne légèrement de cette configuration, seul C∆ continue à fournir des résultats
acceptables. Enfin, on remarque que Cκ reste performant quel que soit la paire d’images.
4.1.3 Bilan
Cette section décrit l’application de l’optimisation polynomiale au problème de la minimi-
sation de distorsion projective dans le processus de rectification. Pour le problème que nous
considérons, il n’existait pas de critère analytique. Nous avons alors proposé cinq nouveaux
critères. Pour tous ces critères, nous avons effectué, sur plusieurs séries d’images, des compa-
raisons numériques à l’aide d’indicateurs de performance de la littérature. Ainsi, nous avons
montré que le plus performant et robuste d’entre eux se formule comme une fraction ration-
nelle. Cependant, pour des images issues d’un banc stéréoscopique, nous avons montré qu’il
existait deux autres critères polynomiaux apportant une précision suffisante. En outre, un de
ces deux critères peut être minimisé globalement sans faire appel à une méthode itérative.
Bien que tous ces critères puissent être minimisés globalement par d’autres outils, l’optimi-
sation polynomiale nous a obligé ici à formuler plusieurs critères algébriques qui constituent,
en eux-mêmes, une contribution dans le domaine de la vision artificielle.
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Echantillon Critère Orthogonalité Eo Rapport d’aspect Ea Erreur Rectification Er
Ha‹ H
1
a1‹ Ha‹ H
1
a1‹ Moyenne Ecart type
C1 90.055 91.424 1.001 1.021 0.197 0.227
C2 101.52 105.98 1.209 1.313 0.197 0.227
Arch C∆ 89.963 90.580 0.999 1.007 0.197 0.227
CS 89.996 90.982 1.000 1.013 0.197 0.227
Cκ 89.901 90.392 0.998 1.004 0.197 0.227
C1 87.933 88.520 0.965 0.975 0.121 0.109
C2 93.600 93.194 1.065 1.057 0.121 0.109
Slate C∆ 89.551 89.732 0.992 0.995 0.121 0.109
CS 88.865 89.198 0.981 0.986 0.121 0.109
Cκ 89.612 89.755 0.994 0.996 0.121 0.109
C1 87.371 83.644 0.955 0.970 0.798 0.887
C2 95.453 62.933 1.091 0.708 0.798 0.887
Roof C∆ 89.263 86.802 0.987 0.990 0.798 0.887
CS 88.411 84.714 0.973 1.026 0.798 0.887
Cκ 89.695 90.326 0.995 1.090 0.798 0.887
C1 88.472 89.043 0.975 0.983 0.101 0.089
C2 73.124 77.148 0.747 0.799 0.101 0.089
Boxes C∆ 90.474 90.983 1.008 1.015 0.101 0.089
CS 89.234 89.229 0.988 0.986 0.101 0.089
Cκ 90.547 90.919 1.009 1.014 0.101 0.089
C1 90.493 89.677 1.008 0.995 0.352 0.244
C2 86.177 89.323 0.940 0.989 0.352 0.244
Yard C∆ 90.281 89.977 1.005 1.000 0.352 0.244
CS 90.382 89.827 1.006 0.997 0.352 0.244
Cκ 90.296 89.977 1.005 1.000 0.352 0.244
C1 90.486 90.892 1.008 1.014 0.499 0.757
C2 95.398 99.180 1.094 1.166 0.499 0.757
Drive C∆ 90.373 90.848 1.006 1.013 0.499 0.757
CS 90.426 90.838 1.007 1.013 0.499 0.757
Cκ 90.364 90.794 1.006 1.012 0.499 0.757
Table 4.2 – Comparaison des critères proposés sur les images tests issues de [Mallon 2005].
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Angle moyen Critère Orthogonalité moyenne Rapport d’aspect moyen Erreur Rectification moyenne
Ha‹ H
1
a1‹ Ha‹ H
1
a1‹ Moyenne Ecart type
C1 89.640 90.462 0.994 1.007 0.252 0.238
C2 83.395 99.762 0.897 1.177 0.252 0.238
11.6° C∆ 89.799 90.296 0.997 1.005 0.252 0.238
CS 89.729 90.376 0.996 1.006 0.252 0.238
Cκ 89.814 90.322 0.997 1.005 0.252 0.238
C1 89.468 90.638 0.991 1.017 0.374 0.340
C2 82.684 67.519 0.886 0.679 0.374 0.340
16.9° C∆ 89.799 90.502 0.997 1.015 0.374 0.340
CS 89.634 90.669 0.994 1.017 0.374 0.340
Cκ 89.813 90.776 0.997 1.019 0.374 0.340
C1 88.034 91.846 0.969 1.034 0.372 0.336
C2 72.500 113.930 0.753 1.528 0.372 0.336
22° C∆ 89.535 90.432 0.992 1.010 0.372 0.336
CS 88.894 91.131 0.982 1.022 0.372 0.336
Cκ 89.646 90.574 0.994 1.013 0.372 0.336
C1 85.998 93.825 0.939 1.069 0.409 0.397
C2 63.706 120.532 0.643 1.753 0.409 0.397
27.7° C∆ 89.241 90.677 0.987 1.016 0.409 0.397
CS 87.937 92.091 0.968 1.039 0.409 0.397
Cκ 89.472 90.790 0.991 1.018 0.409 0.397
C1 82.143 96.936 0.887 1.112 0.419 0.407
C2 53.023 122.853 0.518 1.800 0.419 0.407
32.8° C∆ 89.241 90.898 0.987 1.011 0.419 0.407
CS 86.684 93.417 0.953 1.049 0.419 0.407
Cκ 89.627 90.816 0.994 1.009 0.419 0.407
C1 76.064 102.272 0.809 1.208 0.511 0.524
C2 45.813 129.560 0.424 2.110 0.511 0.524
37.2 C∆ 88.927 91.319 0.982 1.018 0.511 0.524
CS 84.684 95.674 0.929 1.082 0.511 0.524
Cκ 89.499 91.169 0.992 1.015 0.511 0.524
C1 49.311 118.951 0.465 1.400 0.554 0.560
C2 37.644 139.317 0.539 2.136 0.554 0.560
40.2 C∆ 89.017 91.838 0.983 0.945 0.554 0.560
CS 78.922 101.425 0.880 1.049 0.554 0.560
Cκ 89.536 91.031 0.992 0.932 0.554 0.560
C1 41.641 0.000 0.516 0.223 0.563 0.580
C2 76.280 0.000 0.791 0.223 0.563 0.580
41.4 C∆ 89.554 91.574 0.992 0.867 0.563 0.580
CS 73.685 105.730 0.850 0.971 0.563 0.580
Cκ 89.274 90.851 0.988 0.856 0.563 0.580
Table 4.3 – Moyenne des critères de comparaison en fonction de l’angle moyen entre les
centres optiques des caméras.
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Echantillon Critère Orthogonalité Eo Rapport d’aspect Ea Erreur Rectification Er
Ha‹ H
1
a1‹ Ha‹ H
1
a1‹ Moyenne Ecart type
C1 96.917 91.398 1.127 1.032 0.321 0.285
C2 105.422 84.895 1.241 0.921 0.321 0.285
Library C∆ 90.806 90.168 1.014 1.010 0.321 0.285
CS 93.467 90.924 1.062 1.023 0.321 0.285
Cκ 90.317 90.331 1.005 1.013 0.321 0.285
C1 79.294 0.000 0.831 0.566 0.205 0.160
C2 68.269 0.000 0.685 0.566 0.205 0.160
Merton1 C∆ 85.147 82.620 0.920 0.878 0.205 0.160
CS 82.101 73.462 0.871 0.764 0.205 0.160
Cκ 86.564 86.508 0.944 0.942 0.205 0.160
C1 90.636 91.162 1.011 1.028 0.309 0.239
C2 98.575 112.69 1.153 1.506 0.309 0.239
Merton2 C∆ 90.499 91.468 1.008 1.033 0.309 0.239
CS 90.557 91.472 1.009 1.034 0.309 0.239
Cκ 90.500 91.610 1.008 1.035 0.309 0.239
C1 179.66 180.00 1.245 1.425 0.303 0.223
C2 69.517 180.00 0.851 1.425 0.303 0.223
Merton3 C∆ 83.000 87.002 0.939 0.986 0.303 0.223
CS 114.54 92.368 1.137 1.080 0.303 0.223
Cκ 86.868 87.867 0.949 1.003 0.303 0.223
Table 4.4 – Comparaison des critères proposés sur des images quelconques.
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4.1.4 Estimation de la matrice fondamentale
4.1.4.1 Etat de l’art
Comme nous l’avons précédemment décrit dans le paragraphe §4.1.1.1, déterminer le mou-
vement entre deux points de vue via la géométrie épipolaire consiste à estimer la matrice
fondamentale F à partir d’un ensemble de n points appariés (ou appariements) pqi, q1iqi“1...n.
Ce problème a été abondamment étudié dans la littérature et plusieurs approches existent :
– méthodes itératives ou non-itératives
– seulement à partir de sept appariements
– en imposant la contrainte de rang dans l’optimisation ou directement dans le paramé-
trage de F
– en normalisant ou non les appariements pqi, q1iqi“1...n
...
Ces approches, souvent décrites par des problèmes d’optimisation, sont classiquement réparties
en deux catégories (cf. [Armangué 2003]) : les méthodes linéaires directes et les méthodes
non-linéaires itératives. Cependant, il convient d’insister sur le fait que ces approches
ont toutes en commun trois points clés : le filtrage des données, la normalisation des
données et la contrainte de rang 2. Nous exposerons dans un premier temps ces trois
étapes essentielles puis nous détaillerons les deux grandes familles de méthodes.
Filtrage des appariements. L’étape préalable à tout processus d’estimation de paramètres
est le filtrage des appariements. Ce filtrage est réalisé au moyen d’estimateurs robustes
dont la finalité est de classer les données en bon (inliers) et mauvais (outliers) appariements.
L’idée directrice est de trouver, par échantillonnage dans le jeu de appariements initiaux
pqi, q1iqi“1...n, le sous-ensemble pqj , q1jqjPIĂJ1,nK qui s’ajustera le mieux possible (c.-à-d. vis-à-
vis d’une certaine norme) au sens d’un critère donné. La méthode utilisée pour estimer F est
en général une méthode linéaire directe, telle que décrite ci-après. Plusieurs approches existent
dans la littérature et différent selon la manière d’établir un consensus dans le choix de F. La
méthode RanSaC [Fischler 1981] calcule, pour chaque estimation de F, un nombre d’inliers
puis établit un consensus sur celle qui maximise le nombre d’inliers. Notons que la méthode
MLESaC [Torr 2000] généralise cette approche. La méthode LMedS [Zhengyou 1998] cal-
cule pour chaque estimation de F la distance médiane entre les appariements et les lignes
épipolaires correspondantes, puis établit un consensus autour de celle qui minimise cette
quantité.
Remarquons que ces méthodes peuvent aussi fournir une estimation de F à partir des
inliers, mais elles peuvent souffrir d’un manque de répétitivité dû au caractère aléatoire de la
sélection des sous-ensembles de points. Ainsi, le but principal de ces approches reste le filtrage
et la détection de mauvais appariements ce qui constitue un problème distinct du calcul de la
matrice fondamentale. Par conséquent, nous excluons les approches robustes de notre étude.
Normalisation des appariements. Dans toutes les approches que nous décrirons par la
suite, les inconnues sont les paramètres de la matrice F tandis que les appariements four-
nissent, après manipulations, les coefficients des fonctionnelles que l’on cherche à minimiser
ou à annuler. Ces fonctionnelles sont, en général, des polynômes ou des sommes de fonctions
rationnelles et leur paramètres sont, d’ordinaire, le résultat d’une succession d’opérations
simples (multiplications, divisions, additions...) appliquées aux coordonnées des appariements
entre eux. On comprend dès lors que ces coefficients peuvent non seulement devenir très
grands, ce qui pénalise les solveurs numériques, mais surtout avoir des ordres de grandeur très
hétérogènes dans le cas où le rapport des variances des appariements est élevé (cf. Figure 4.6).
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Figure 4.6 – Illustration d’appariements ayant des variances en équilibre (à droite) et d’ap-
pariements ayant un rapport de variance trop élevé (à gauche)
Ce dernier point aura une influence directe sur le conditionnement et la stabilité (en particulier
inverse) des fonctionnelles que l’on étudie. Il est par conséquent légitime de vouloir imposer
aux appariements, à l’aide de changements de base, de bonnes propriétés numériques. Ces
changements de bases se font en appliquant des transformations inversibles, notées T et T1,
aux appariements avant l’utilisation de chaque méthode. Cependant, la matrice Fˆ
‹
obtenue
après exécution correspond aux appariements modifiés :
qˆi “ Tqi et qˆ1i “ T1q1i. (4.57)
Par conséquent, Fˆ
‹
doit être transformée afin de retrouver la matrice fondamentale originale
F‹. Ce retour dans la base initiale s’effectue via l’équation suivante :
F “ T1JFˆ‹T (4.58)
Il existe plusieurs sortes de normalisation. Les deux plus classiques sont celles proposées
dans [Zhengyou 1998] et dans [Hartley 1995]. La première permet de ramener l’ensemble des
coordonnées des appariements dans r´1, 1s. Dans la seconde, les correspondances sont trans-
formées de telle sorte que la moyenne de leur distance à l’origine soit égale à
?
2.
Contrainte de rang 2. Due à la définition des épipoles (4.6), la matrice fondamentale F a
nécessairement un rang égal à 2. Si cette condition n’est pas réalisée, les droites épipolaires
ne s’intersectent pas en un seul point et les épipoles ne peuvent être correctement déterminés.
La manière la plus naturelle d’imposer cette condition consisterait à l’intégrer directement en
tant que contrainte du problème d’optimisation étudié. Cependant, comme nous l’avons déjà
souligné, le choix d’un point inital dans l’espace des contraintes est une étape délicate qui
complexifie fortement la minimisation locale. De même, l’ajout d’une contrainte non-linéaire,
rendra toute tentative de minimisation globale beaucoup plus difficile. Deux approches sont
classiquement utilisées pour contourner l’adjonction de cette contrainte.
La première consiste à forcer le rang de F a posteriori. F est alors remplacée par Fˇ,
sa projection sur la variété tM PM3,3pRq | detpMq “ 0u. Cette projection est déterminée en
résolvant le problème de minimisation suivant :
min
s.l.c. detpFˇq“0
‖F´ Fˇ‖. (4.59)
Dans le cas particulier où la norme matricielle ‖ ‖ est la norme de Frobenius, ce problème peut
être résolu directement à l’aide d’une Décomposition en Valeurs Singulières [Tsai 1984,
Hartley 1995]. En effet, si
F “ U
»– σ1 0 00 σ2 0
0 0 σ3
fiflV J (4.60)
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est une décomposition en valeurs singulières de F avec σ1 ě σ2 ě σ3, alors :
Fˇ “ U
»– σ1 0 00 σ2 0
0 0 0
fiflV J (4.61)
est une solution de (4.59), et donc la matrice de rang 2 la plus proche de F au sens de la
norme de Frobenius. Cependant, Fˇ peut être loin d’une solution, même locale, d’un problème
de minimisation où la condition de rang serait directement imposée en tant que contrainte.
La seconde approche repose sur l’idée d’imposer, a priori, le rang de F directement dans
son paramétrage [Hartley 2003]. La manière la plus simple de réaliser un tel paramétrage
consiste à exprimer, par exemple, la troisième colonne de F comme une combinaison linéaire
des deux autres :
F “
»– f11 f12 αf11 ` βf12f21 f22 αf21 ` βf22
f31 f32 αf31 ` βf32
fifl . (4.62)
On remarquera que, dans ce cas, pα, β,´1qJ est l’épipole droit de F attendu qu’il vérifie (4.6).
Bien que ce paramétrage assure la singularité de F avec un nombre minimal de coefficients,
cette approche n’est valide que si les deux vecteurs colonnes pf11, f21, f31qJ et pf12, f22, f32qJ
sont linéairement indépendants. Cette condition peut ne pas être vérifiée comme par exemple
dans le cas où l’épipole droit se trouve à l’infini. En outre, le choix d’employer les deux
premières colonnes est totalement arbitraire. Nonobstant que l’épipole ne se trouve pas sur
l’un des axes de coordonnée, n’importe quelle autre paire de colonnes peut être utilisée. En
pratique, ces configurations défavorables peuvent être détectées durant la minimisation ce
qui permet de changer de paramétrage lorsque les épipoles sont mal positionnés. Notons que
le nombre total de configurations possibles [Hartley 2003] à l’aide d’un épipole s’élève à 18.
Il est de surcroît possible d’utiliser les deux épipoles dans le paramétrage. Ceci conduit à
l’expression de F :
F “
»– f11 f12 e1f11 ` e2f12f21 f22 e1f21 ` e2f22
e11f11 ` e12f21 e11f12 ` e12f22 pe1f11 ` e2f12qe11 ` pe1f21 ` e2f22qe12
fifl . (4.63)
Il conviendra, dans ce cas aussi, de détecter les configurations défavorables durant l’optimisa-
tion afin de passer vers des paramétrages non dégénérés. Le nombre de total de configurations
à deux épipoles s’élève à 36 [Hartley 2003].
Les trois points que nous venons de détailler sont des étapes communes à toutes les mé-
thodes que nous décrivons dans les paragraphes suivants. Elles sont en général appliquées de
manière successive avant et après l’exécution de chaque méthode : on effectue premièrement
un filtrage des appariements, puis une normalisation de ces derniers et enfin on corrige le rang
soit a priori, soit a posteriori. Il est important de souligner que, sans ces étapes, toutes les
approches décrites ci-dessous peuvent donner de très mauvais résultats.
Les me´thodes line´aires directes. Les méthodes linéaires sont basées sur la résolution
directe du système d’équations linéaires (4.5). Appliqué à un couple qi “ pui, vi, 1q et q1i “
pu1i, v1i, 1q de point appariés, ce système fournit l’équation linéaire :
u1iuif11 ` u1ivif12 ` u1if13 ` v1iuif21 ` v1ivif22 ` v1if23 ` uif31 ` vif32 ` f33 “ 0, (4.64)
avec F “ pfi,jq. Ainsi, à partir des n appariements, on obtient le système linéaire :
Af “ 0, (4.65)
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où chaque ligne de A PMnˆ9pRq est définie par pu1iui, u1ivi, u1i, v1iui, v1ivi, v1i, ui, vi, 1qJ, et f M“
pf11, f12, f13, f21, f22, f23, f31, f32, f33qJ. Notons que les solutions de ce système sont aussi les
candidats à l’optimalité du problème :
min
FPM3,3pRq
nÿ
i“1
`
q1Ji Fqi
˘2
, (4.66)
attendu que ∇
´řn
i“1
`
q1Ji Fqi
˘2¯ “ `2q1Ji Fqi˘i“1...n. Cette formulation, initialement résolue
pour huit appariements et connue sous le nom d’algorithme des 8-points, a été introduite
dans [Longuet-Higgins 1981]. Cependant, le nombre d’appariements, en pratique largement
supérieur à huit, ainsi que l’erreur liée à leur calcul, font que le système (4.65) est surdéter-
miné et généralement mal conditionné. Ainsi, plusieurs adaptations [Tsai 1984, Hartley 1995,
Torr 2002, Kanatani 2000, Chojnacki 2003] permettent de contraindre le conditionnement de
A en imposant un changement d’échelle sur les appariements pqi, q1iqi“1...n. Ce changement
d’échelle est habituellement réalisé a priori au moyen des matrices de normalisation T et T1
(cf. (4.57)). La correction de rang est, quant à elle, appliquée a posteriori.
Les me´thodes non-line´aires ite´ratives. Les méthodes itératives peuvent être classifiées en
deux groupes : celles qui minimisent une distance géométrique et celles dites de gradients.
Dans les deux cas, on est ramené à résoudre un problème d’optimisation de la forme :
min
FPM3,3pRq
nÿ
i“1
fipFq , (4.67)
où les fi : M3,3pRq Ñ R` sont spécifiques à la technique considérée. Pour la première catégorie
de méthodes, ces fonctions sont des distances géométriques. La distance la plus pertinente est
évidemment la distance entre un appariement pqi, q1iq et ses lignes épipolaires correspondantes
lq1i et l
1
qi (cf. Figure 4.7).
Q
C C
1
qi
q1i
lq1i l
1
qi
Figure 4.7 – Illustration des distances épipolaires (en vert) entre un couple de points appariés
(croix) et leurs lignes épipolaires correspondantes
Cette distance, initialement introduite dans [Luong 1996a], est appelée distance épipolaire
croisée, et conduit à la définition des fi suivantes :
fipFq “
˜
1
pi1 pFqiq2 ` pi2 pFqiq2
` 1
pi1
`
FJqi
˘2 ` pi2 `FJqi˘2
¸`
q1Ji Fqi
˘2
(4.68)
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pij : px1, x2, x3q Ñ xj est la jème projection canonique de R3. La résolution classique du pro-
blème (4.67), avec les fi ainsi définies, consiste à appliquer directement une méthode d’opti-
misation locale du type quasi-Newton, région de confiance, ou Levenberg-Marquardt.
Pour plus de détails sur les applications des méthodes d’optimisation locales à ce problème le
lecteur pourra se référer à [Salvi 1999, Chen 2010].
Le second groupe de méthodes est basé sur la résolution du problème (4.66). Comme nous
l’avons déjà souligné, lorsque le rapport des variances des appariements est élevé, le résultat
de la minimisation de ce type de problème peut se révèler très imprécis. Une manière d’éviter
cet inconvénient, sans nécessairement passer par la normalisation des données, consiste à
quotienter chaque résidu q1Ji Fqi de (4.66) par une fonction gi : M3,3pRq Ñ R` dépendant des
appariements :
min
FPM3,3pRq
nÿ
i“1
`
q1Ji Fqi
˘2
gipFq (4.69)
Chaque méthode est alors caractérisée par le choix des gi. Dans [Luong 1996a], les gi sont par
exemple définies par :
gipFq “ pi1pFqiq2 ` pi2pFqiq2 ` pi1pFJq1iq2 ` pi2pFJq1iq2. (4.70)
Notons que, dans ce cas particulier, le ième rapport`
q1Ji Fqi
˘2
pi1pFqiq2 ` pi2pFqiq2 ` pi1pFJq1iq2 ` pi2pFJq1iq2
(4.71)
correspond à une approximation de la distance du point pqi, q1iq à la surface S paramétrée im-
plicitement par le vecteur f. Cette approximation est appelée approximation ou distance de
Sampson. Pour plus de détails sur cette approche, le lecteur pourra se référer à [Hartley 2003].
Une approximation du maximum de vraisemblance pouvant être avantageusement appliquée
aux problèmes d’estimation en vision artificielle a été introduite dans [Chojnacki 2002]. Son
utilisation pour le calcul de la matrice fondamentale a été exposée dans [Van Den Hengel 2002].
Dans cette approche, les gi sont définis par :
gipFq “ qJi FFJqi ` q1Ji FFJq1i. (4.72)
La minimisation de la fonction coût ainsi obtenue est réalisée à l’aide de la méthode de
Newton . Cependant, l’étape de résolution du système (2.59) est ré-arrangée de manière
à intégrer la covariance Λq des appariements. Deux ré-arrangements sont proposés, chacun
définissant une méthode différente : FNS pour Fundamental Numerical Scheme etCNFS
pour Constrained Fundamental Numerical Scheme.
Bilan. Nous venons de présenter deux catégories de méthodes. Les méthodes linéaires
directes sont très rapides puisqu’elles ne nécessitent aucun processus itératif (résolution
d’un système linéaire) mais souffrent d’imprécision lorsque leur conditionnement n’est pas
contraint. Cependant, ces techniques peuvent être très largement améliorées en appliquant
successivement les trois étapes que nous avons décrites. Les méthodes non-linéaires, pré-
sentent l’avantage de minimiser des critères plus réalistes et peuvent, pour certaines d’entre
elles, compenser une mauvaise répartition des appariements. Cependant, les techniques d’op-
timisation locales utilisées pour leur résolution ne fournissent aucun certificat d’optimalité
global. De plus, leur sensibilité au choix de l’initialisation complexifie l’introduction de la
contrainte de rang directement dans le problème d’optimisation. Enfin, intégrer la contrainte
de rang 2 dans le paramètrage renforce la non-linéarité de la fonction coût et rend donc
l’optimisation plus difficile.
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Algorithme 18 Algorithme des 8-points
Précondition : n appariements pqi, q1iqi“1...n
1: Normalisation des appariements de sorte que leurs coordonnées soient dans r´?2;?2s2
2: Calcul de F˜ en résolvant le problème d’optimisation convexe :
F˜
M“ arg min
FPM3,3pRq
nÿ
i“1
`
m1Ji Fmi
˘2
. (4.73)
3: Projection de F sur la variété tM PM3,3pRq | detpMq “ 0u en résolvant, à l’aide d’une
Décomposition en valeurs singulières, le problème :
F8pt
M“ arg min
FPM3,3pRq
‖F´ F˜‖2. (4.74)
4: Normalisation de F8pt de sorte que ‖F8pt‖2 “ 1.
5: retour F8pt
Ainsi, pour l’ensemble des comparaisons que nous allons mener, nous choisissons d’utiliser
comme référence l’adaptation de l’algorithme des 8-points suivant :
Il a été montré [Hartley 1995] que cet algorithme simple fonctionne très bien en pratique et
ce, sans subir les défauts d’un processus itératif (p.e. choix d’un point initial).
4.1.4.2 Utilisation de l’optimisation polynomiale.
Nous nous concentrons dans cette section à appliquer la méthode d’optimisation polyno-
miale au problème de l’estimation de la matrice F. Dans toutes les approches d’estimation
que nous avons mentionnées, le principal désavantage est la difficulté d’intégrer la contrainte
de rang 2 car elle empêche d’une part toute résolution linéaire directe et complexifie, d’autre
part, le calcul d’une estimée initiale pour les méthodes itératives. Cependant, bien que les
méthodes d’optimisation globale ne nécessitent pas d’estimée initiale, leur principal défaut
est la difficulté de prendre en compte des contraintes fortement non-linéaires. Comme nous
l’avons déjà mentionné, l’optimisation polynomiale permet d’éviter ce problème. Mais nous
ne pouvons minimiser globalement avec cette technique que des polynômes ou des sommes
de fonctions rationnelles. Or, selon [Hartley 2003], si les appariements sont correctement fil-
trés et normalisés la minimisation des distances épipolaires croisées et la résolution du
problème (4.66) donnent des résultats similaires. De surcroit, comme nous l’avons montré, la
programmation rationnelle reste plus coûteuse en temps de calcul. Il est donc légitime de ne
se concentrer que sur la résolution globale du problème (4.66).
Afin de simplifier l’espace de recherche, il est possible de supprimer la contraintes de rang
2 et de l’inclure directement dans la fonction coût. Cependant, il est nécessaire, dans ce cas,
d’intégrer une contrainte additionnelle permettant d’éviter la solution triviale F “ 0. Ceci est
habituellement réalisé en fixant, a priori, un des coefficients fij de F à 1. Bien que ce procédé
permette de supprimer une variable, il n’assure pas que les autres coefficients de F soient
bornés, ce qui est une condition nécessaire pour assurer la convergence de notre méthode
d’optimisation polynomiale. Par conséquent, afin d’assurer cette majoration et d’éviter la
solution nulle, nous rajoutons la contrainte complémentaire ‖F‖2F “ 1.
Comme nous l’avons déjà exposé, la condition de rang peut être introduite dans le problème
d’optimisation de deux manières. Concentrons nous tout d’abord sur l’approche consistant à
paramétrer F à l’aide des épipoles. Dans le cas où F est paramétrée avec un seul épipole, on
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obtient le problème suivant :$’’’’’’’’’’’’’&’’’’’’’’’’’’’%
min
pfk,lq P R6
pα, βq P R2
nÿ
i“1
¨˝
q1Ji
»– f11 f12 αf11 ` βf12f21 f22 αf21 ` βf22
f31 f32 αf31 ` βf32
fifl qi‚˛
2
s.l.c.
$’&’%
α2 ` β2 “ 1ÿ
k,l
f2k,l “ 1
, (4.75)
Notons que ces contraintes sont une simplification de la contrainte ‖F‖2F “ 1, mais elles
permettent d’imposer que la norme de l’épipole soit égale à 1. Une tentative de résolution
d’un problème similaire :
min
pfk,lq P R6
pα, βq P r0, 1s2
nÿ
i“1
¨˝
q1Ji
»– αf11 ` βf21 αf12 ` βf22 αf13 ` βf23f11 f12 f13
f21 f22 1
fifl qi‚˛
2
, (4.76)
à l’aide de l’optimisation polynomiale a été proposée dans [Xuelian 2010]. Cependant, cette ap-
proche souffre de plusieurs inconvénients. Premièrement, l’absence de bornes sur les coefficients
de F ne permet pas de garantir la convergence de la méthode d’optimisation. Deuxièmement,
l’introduction des inconnues α et β augmente le degré du polynôme objectif ainsi que la taille
des relaxations. Ceci a pour conséquence d’accroître le temps de calcul de manière importante.
Enfin, comme nous l’avons déjà mentionné, le choix de ce paramétrage est arbitraire et peut
ne pas être valide dans toutes les configurations. En toute rigueur, il faudrait que l’ensemble
des configurations puissent être minimisées. Mais, dans ce cas la contrainte pα, βq P r0, 1s2
devrait être remplacée par α2`β2 “ 1 de manière à éviter que, pour le paramétrage (4.62) par
exemple, l’épipole ne soit nul. Par ailleurs, nous avons essayé de résoudre (4.75) sur plusieurs
configurations synthétiques et réelles mais, en plus d’un temps de calcul élevé, la convergence
de la méthode s’est révélée très instable.
Ensuite, dans le cas où la matrice fondamentale est paramétrée à l’aide de deux épipoles,
on est amené à résoudre le problème suivant :$’’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’’%
min
pfk,lq P R4
pe, e1q P R4
nÿ
i“1
¨˚
˚˝q1Ji
»——–
f11 f12 e1f11 ` e2f12
f21 f22 e1f21 ` e2f22
e11f11 ` e12f21 e11f12 ` e12f22 pe1f11 ` e2f12qe11
`pe1f21 ` e2f22qe12
fiffiffifl qi‹˛‹‚
2
s.l.c.
$’’’&’’’%
‖e‖2 “ 1
‖e1‖2 “ 1ÿ
k,l
f2k,l “ 1
.
(4.77)
Bien que ce paramétrage soit théoriquement optimal, il n’est pas raisonnable d’envisager
l’utilisation de cette approche sur des cas concrets. En effet, il serait nécessaire de couvrir
l’ensemble de paramétrages possibles (36 en tout) ce qui semble contradictoire avec une utili-
sation pratique à cause de temps de calcul prohibitifs (plus de 3 minutes pour une relaxation
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sur un MacBook Pro Core i7 avec 8G de mémoire vive). Ces temps de calcul considérables
sont liés à l’augmentation du degré du polynôme objectif induite par l’introduction des deux
épipoles dans le paramétrage de F.
Pour toutes les raisons que nous venons de mentionner, il n’est pas pertinent de considérer
l’introduction de la contrainte de rang via le paramétrage de F. L’autre solution consiste donc
à introduire cette condition directement dans les contraintes. Ceci nous conduit au problème
de minimisation de la distance algébrique défini par :$’’’’’’’’’&’’’’’’’’’%
min
pfk,lq P R9
nÿ
i“1
¨˝
q1Ji
»– f11 f12 f13f21 f22 f23
f31 f32 f33
fifl qi‚˛
2
s.l.c.
#
detpFq “ 0
‖F‖2F “ 1
(4.78)
Cette approche a été étudiée dans [Chesi 2002], où un problème similaire a été résolu à l’aide
d’une hiérarchie de problèmes convexes. Cependant, plusieurs observations peuvent être faites
sur cette méthode. Premièrement, les variables d’optimisation ne sont pas bornées car, comme
dans [Xuelian 2010], la contrainte ‖F‖2F “ 1 est supprimée au profit de l’hypothèse a priori
que l’un des coefficients fij est égal à 1. Deuxièmement, la contrainte detpFq “ 0 n’est prise
en compte qu’au prix de l’introduction de nouvelles variables d’optimisation. Enfin, il n’existe
pas de preuve de la convergence de la suite des solutions de la hiérarchie des relaxations
convexes vers le minimum global. On notera cependant que les résultats obtenus dans cette
étude semblent très prometteurs et ce même s’il ne sont pas testés sur un panel exhaustif
d’images.
Notons enfin que dans [Kahl 2007], le problème de la minimisation de la distance de
Sampson est résolu à l’aide d’une hiérarchie de relaxation convexes construites à partir de la
formulation par épigraphes de (4.71). Cependant, bien que la correction de rang soit satisfaite
via l’ajout de la contrainte detpFq “ 0, l’exclusion de la solution triviale nulle est réalisée
en fixant f33 “ 1 ce qui ne permet pas de borner les autres coefficients de F. De surcroit,
comme nous l’avons déjà mentionné, la formulation par épigraphe nécessite l’ajout d’autant
de variables d’optimisation que d’appariements, ce qui ne permet généralement pas de consi-
dérer un grand nombre d’appariements. La prise en compte des variables d’écart se fait, dans
cette approche, au détriment de la convergence vers un minimum global qui n’est pas ga-
ranti. Nous avons, pour notre part, essayé de résoudre (4.71) à l’aide de la Programmation
Rationnelle. Cependant, la solution globale n’était pas, dans tous nos tests, accessible dès la
première relaxation et la seconde hors de portée des solveurs actuels. Afin d’atteindre cette
deuxième relaxation, nous avons fixé deux coefficients de F à l’aide d’une estimation complé-
mentaire via la résolution globale de (4.78). Nous avons alors remarqué que les coefficients
de F ainsi obtenus varient très peu par rapport à la solution initialement fournie par (4.78).
Ceci semble confirmer, comme souligné dans [Hartley 2003], que la solution fournie par les
problèmes de minimisation de distance de Sampson et la distance algébrique fournissent des
résultats similaires. Cependant, pour certifier rigoureusement cette observation, il faudrait
pouvoir considérer la totalité des variables, ce qui n’est pas à notre portée au vu des solveurs
actuels.
Au bilan, pour toutes les raisons que nous venons de détailler, nous appliquons l’optimi-
sation polynomiale par théorie des moments au problème de la minimisation de la distance
algébrique défini par (4.78). D’un point de vue mathématique, ce problème ne peut être résolu
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globalement à l’aide de techniques simples comme c’est le cas pour les critères de minimisation
des distorsions projectives exposés dans la section précédente. En effet, bien qu’ayant un po-
lynôme objectif de degré 2, ce problème comporte 9 variables et deux contraintes non linéaires
de degré 2 et 3, ce qui le classe dans une catégorie de problème difficile pour l’optimisation
globale. Un alternative à notre méthode pourrait être l’utilisation des bases de Groebner pour
énumérer tous les zéros du Gradient du Lagrangien, mais cette technique n’a pas, à notre
connaissance, été étudiée.
4.1.4.3 Re´sultats nume´riques
Cette section est consacrée à l’étude des résultats fournis par la minimisation globale de
la distance algébrique (4.78) comparativement à l’algorithme des 8-points tel que décrit
par l’Algorithme 18. Nous présentons dans un premier paragraphe la procédure d’évaluation
des deux méthodes. Les paragraphes suivants seront consacrés à l’exposé des résultats sur des
données de synthèse ainsi que sur des cas réels.
Proce´dure d’e´valuation. L’évaluation de la qualité d’une matrice fondamentale n’est pas
triviale. Différents critères ont été proposés dans [Zhengyou 1998]. Nous proposons d’évaluer
une estimation de la matrice fondamentale F comparativement au comportement de son
raffinement par l’ajustement de faisceaux projectifs. Il est important de noter qu’une matrice
fondamentale est équivalente, à une base projective près, à une paire de matrices représentant
des caméras perspectives non calibrées. En effet, comme proposé dans [Luong 1996b], on peut
extraire de F deux matrices de projections perspectives P et P1 définies par :
P „ “Ip3ˆ3q 0p3ˆ3q‰ et P1 „ “H˚ γe1‰ (4.79)
où H est l’homographie canonique définie par H˚ „ resˆF et γ un réel qui peut être fixé, sans
perte de généralité, à 1. En d’autres termes, une matrice fondamentale permet implicitement
une reconstruction projective 3D. Ainsi, notre premier critère d’évaluation de la qualité d’une
estimation de la matrice fondamentale est l’erreur de reprojection linéaire, notée eInitpFq.
Un ajustement de faisceaux (« bundle adjustment » en anglais) projectifs à deux vues
est mathématiquement décrit par un problème de minimisation dont la fonction objectif est la
moyenne des erreurs de reprojection des appariements pqi, q1iqi“1...n et les inconnues les points
3D à reconstruire pQiqi“1...n ainsi que les matrices de projection P,P1 :
min
P,P1,Qi
nÿ
i“1
‖qi ´PQi‖2 ` ‖q1i ´P1Qi‖2. (4.80)
Ce problème est résolu à l’aide d’un algorithme de Levenberg-Marquardt initialisé à partir des
matrices extraites de la matrice F. Deux indicateurs importants de l’ajustement de faisceaux
sont ainsi la valeur de la fonction coût à l’optimum (c.-à-d. l’erreur de reprojection finale) et
le nombre d’itérations nécessaires à la convergence. Ces deux critères permettent d’évaluer
si les estimations des matrices de projections P et P1 calculées à partir de F sont dans un
bon bassin d’attraction. En effet, le nombre d’itérations donne une indication de la distance
entre l’estimation et l’optimum alors que l’erreur finale fournit une indication sur la qualité de
l’optimum. Il est donc naturel d’utiliser ces deux indicateurs en tant que deuxième et troisième
critères d’évaluation de la qualité d’une estimation de la matrice fondamentale. Pour le reste
de cette étude, nous les noterons respectivement eBApFq et IterpFq. L’algorithme 19 résume
l’ensemble de notre procédure d’évaluation.
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Algorithme 19 Algorithme d’évaluation d’une estimation de la matrice fondamentale
Précondition : F et n appariements pqi, q1iqi“1...n
1: Calcul du second épipole en résolvant FJe1 „ 0p3ˆ1q
2: Calcul de l’homographie canonique H˚ „ resˆF
3: PÐ “Ip3ˆ3q 0p3ˆ3q‰
4: P1 Ð rH˚ γe1s
5: Trianguler chaque point 3D indépendamment en minimisant son erreur de reprojection
6: Calculer eInitpFq
7: Résoudre l’ajustement de faisceaux projectifs à deux vues en utilisant F et les points
triangulés comme initialisation
8: Calculer eBApFq et IterpFq
9: retour eInitpFq, eBApFq et IterpFq
Re´sultats sur donne´es synthe´tiques. Les données synthétiques nous permettent d’évaluer
la sensibilité des deux méthodes en fonction du bruit présent dans les extractions des apparie-
ments et du nombre d’appariements considérés dans la fonction coût. Ainsi, nous évaluons tout
d’abord le comportement de notre résolution globale par rapport au bruit. Nous nous donnons
donc une matrice de paramètres internes et plusieurs mouvements afin de déterminer complè-
tement deux matrices de projection P et P1. Nous générons ensuite un ensemble de points 3D,
noté pQiqi, que nous projetons dans les images. Puis nous perturbons ces projections à l’aide
d’un bruit Gaussien de variance σ2. Les couples pqi, q1iqi ainsi obtenus servent d’appariements
pour l’estimation de F avec les deux méthodes. Enfin, nous mesurons, via notre algorithme
d’évaluation, l’erreur de cette estimation en fonction du niveau de la perturbation (c.-à-d. la
variance σ).
Concrètement, nous simulons une matrice de projection perspective donnée par :
P “
»– 700 0 3200 700 240
0 0 1
fifl , (4.81)
ainsi que des points situés dans un cube de côté égal à 10. La première caméra regarde au centre
du cube et se situe à 15 de celui-ci. Afin d’être le plus exhaustif possible, nous appliquons
deux mouvements à la caméra. Un avec un angle important entre les centres optiques des
caméras et un autre plus faible. Leurs matrices de rotation, notées respectivement R1 et R2,
sont definies par :
Rk
M“
»– cospθkq 0 sinpθkq0 1 0
´ sinpθkq 0 cospθkq
fifl avec
$’’&’’%
θ1 “ pi
3
and
θ2 “ pi
6
, (4.82)
et leur vecteurs de translation par t1 “ p20, 0, 5qJ et t2 “ p6, 0, 0qJ. La figure 4.8 montre la
projection du cube dans chacune des positions de la caméra.
Nous déterminons aléatoirement (c.-à-d. avec un probabilité uniforme) 50 points 3D Qi dans
ce cube. Nous perturbons ensuite les projections pqi, q1iqi“1...50 de ces points dans les images
en ajoutant à chacune de leurs coordonnées pixels pui, viqi“1...50 et pu1i, v1iqi“1...50 un bruit
Gaussien centré. Nous faisons enfin évoluer la variance σ2 de ce bruit de 0 à 2 pixels, de
sorte que les appariements subissent un déplacement maximal relatif de 6 pixels pour 98%
d’entre eux. Pour obtenir des données statistiques significatives, nous effectuons 100 tirages
par niveaux de bruits.
Nous étudions ensuite l’influence du nombre d’appariements sur la qualité de l’estimation
de F. Ainsi nous considérons comme appariements 100 projections pqi, q1iqi“1...100 de points
Page 111
Chapitre 4. Application à la vision multivues
pIq pIIq pIIIq
Figure 4.8 – Projection du cube dans la caméra en position initiale pIq et dans la caméra
après application des transformations rigides rR1 t1s pIIq et rR2 t2s pIIIq.
3D pQiqi“1...100 déplacées avec un bruit Gaussien de variance 0.5. Nous évaluons ensuite F en
augmentant progressivement le nombre d’appariements.
Soulignons enfin que pour l’ensemble des résultats présentés, la méthode globale converge
et fournit un certificat d’optimalité global.
La Figure 4.9 présente l’ensemble des résultats obtenus. La première ligne montre tout
d’abord l’influence du bruit sur les erreurs de reprojection avant et après raffinement par
ajustement de faisceaux. La deuxième ligne montre le nombre d’itérations effectuées par ce
dernier en fonction du bruit. La première colonne concerne le premier mouvement rR1 t1s, et
la deuxième le mouvement rR2 t2s.
Premièrement, nous constatons que les deux méthodes ont la même précision car, à de
très légères différences près, elles fournissent les mêmes erreurs de reprojection finales. De
plus, nous remarquons que les deux méthodes ont un comportement similaire : les erreurs
de reprojection initiale (8pt ´ Init et Gp ´ Init) avant et après ajustement de faisceaux
(8pt ´ BA et Gp ´ BA) sont presque identiques et varient linéairement avec le bruit. Ceci
indique donc que, pour les deux mouvements, la solution initiale est très proche du minimum
local du problème de l’ajustement de faisceaux. Ceci indique que le bruit introduit perturbe
peu la précision finale. Cependant, les courbes de la deuxième ligne mettent en évidence que
le nombre d’itérations nécessaires à l’ajustement de faisceaux pour converger sont différentes
pour les deux méthodes. L’estimée initiale de la triangulation calculée à partir de FGp est
plus proche du minimum que celle fournie par F8pt. Pour le mouvement rR1 t1s le nombre
d’itérations de la méthode globale (en vert) reste inférieur à celui de la méthode des 8-points
(en bleu), bien qu’il ait tendance à se réduire pour un bruit élevé (σ2 ą 1). Ceci indique donc
que, pour un mouvement important, la qualité de l’estimation de F par la méthode globale
reste meilleure même si elle se dégrade avec le bruit. A l’inverse, pour le mouvement rR2 t2s,
les méthodes sont équivalentes car la différence ne devient significative que pour un bruit élevé
(σ2 ą 1). Au bilan, la méthode des 8-points fournit donc une solution de qualité équivalente
à celle fournie par une minimisation globale lorsque le mouvement n’est pas trop grand.
Cependant, elle a tendance à s’en éloigner, tout en restant dans le même bassin d’attraction,
lorsque le mouvement augmente.
De manière similaire les deux dernières lignes montrent, pour une perturbation Gaussienne
de variance égale à 0.5 pixels, l’influence du nombre points utilisés pour estimer F sur les er-
reurs de reprojection et le nombre d’itérations. Nous pouvons remarquer que, pour les deux
mouvements, si on considère un nombre suffisant d’appariements (>50), les deux méthodes
ont des erreurs de reprojection, avant et après raffinage par ajustement de faisceaux, relative-
ment proches et ce pour un nombre d’itérations équivalents. Cependant, pour un nombre de
points inférieurs, la qualité de l’estimation par minimisation globale semble meilleure puisque
le nombre d’itérations nécessaires à la convergence est moindre et ce pour une erreur de re-
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Figure 4.9 – Pour les deux mouvements, rR1 t1s (colonne de gauche) et rR2 t2s (colonne de
droite), erreurs de reprojection (er) et nombre d’itérations en fonction du bruit (1ère et 2ème
lignes) et du nombre d’appariements (3ème et 4ème lignes).
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projection équivalente. Ceci indique que, quel que soit le nombre d’appariements utilisées,
l’estimée initiale issue de la triangulation calculée avec F8pt et celle calculée à partir de FGp
sont dans le même bassin d’attraction. Cependant, lorsque le nombre d’appariements utilisés
diminue, alors l’estimée initiale calculée avec F8pt s’éloigne de ce bassin, alors que celle calcu-
lée à partir de FGp semble y demeurer. Afin de confimer ce comportement, nous avons testé,
pour le mouvement le plus grand rR1 t1s, l’influence du nombre de points sur les erreurs de
reprojection et le nombre d’itérations mais avec un bruit gaussien de variance égale à 1 pixel.
Les résultats sont présentés sur la Figure 4.10.
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Figure 4.10 – Pour le mouvement rR1 t1s, erreurs de reprojections (er) et nombre d’itérations
en fonction du nombre de points pour un bruit gaussien de variance égale à 1.
Ces dernières courbes confirment notre analyse puisque l’estimée initiale calculée à partir
de FGp est toujours plus proche du minimum local que celle calculée à partir de FGp. En
effet, quelque soit le nombre de points, le nombre d’itérations est plus faible. Cependant, ce
phénomène s’atténue lorsque le nombre de points augmente.
Cette première étude souligne que la qualité des deux méthodes est presque identique
lorsque :
– l’angle entre les prises de vues n’est pas trop important
– le nombre d’appariements est suffisant
– le bruit n’est pas trop élevé
Lorsqu’un de ces paramètres varie trop, l’algorithme des 8-points semble perdre en précision
tandis que l’approche globale reste compétitive. Ceci est logique d’un point vue de mathé-
matique car la méthode des 8-points fournit la projection d’un minimum global sur l’espace
des contraintes. Celui-ci a tendance à s’éloigner du minimum global fourni par notre méthode
lorsque le conditionnement numérique de (4.78) se dégrade.
Re´sultats sur cas re´els. Afin de confirmer nos premières constatations, nous mesurons
eInitpFq, eBApFq et IterpFq sur plusieurs cas réels. Tout d’abord nous utilisons les images
présentées dans la Figure 4.11, car elles permettent de couvrir toutes les configurations épi-
polaires possibles (épipoles droit ou gauche à l’infini...). Pour toutes les paires d’images, nous
disposons de 60 appariements pour réaliser les estimations de F. Les résultats sont présentés
dans le tableau 4.11. En outre, nous avons choisi, pour cette série d’images, de faire apparaitre
le temps de calcul nécessaire à chaque algorithme pour fournir une estimation.
Ces résultats soulignent que, quel que soit la paire d’images, les erreurs de reprojections
et le nombre d’itérations sont toujours meilleurs lorsque FGp est utilisée comme initialisation.
De plus, notre hypothèse semble se confirmer car, sur 3 configurations différentes (A ´ C,
A´D et C´D), l’initialisation issue de la méthode des 8-points n’est pas dans le bon bassin
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d’attraction, contrairement à celle calculée via FGp. Pour quatre configurations (A´B, B´C,
B´D et B´D), les deux initialisations sont dans le bon bassin d’attraction, mais le nombre
d’itérations souligne que la solution globale est toujours plus proche de l’optimum. Remar-
quons de surcroit que le temps de calcul de notre méthode (2 secondes en moyenne), bien
que beaucoup plus élevé que la méthode des 8-points, reste compatible avec une utilisation
pratique.
Dans le but d’être le plus exhaustifs possible et de nous confronter à des cas difficiles, nous
avons réalisé les mêmes tests sur plusieurs séries d’images, Library et Merton, mises à dis-
position par le Visual Geormetry Group d’Oxford (disponibles sur le site www.robots.ox.ac.
uk/~vgg/data/data-mview.html). Ces résultats sont présentés sur les figures 4.12, 4.13,4.14
et 4.15. Nous avons également effectué les mêmes tests sur deux autres paires, moins conven-
tionnelles, d’images. Pour la première paire, nous avons utilisé les images d’un cylindre étalon,
utilisé pour évaluer la précision des reconstitutions en 3D, gracieusement fournies par la so-
ciété NOOMEO (http://www.noomeo.eu). Les points appariés sont calculés à l’aide d’une
méthode de corrélation d’images numériques. Ils sont situés dans une fenêtre au centre du cy-
lindre. Ainsi, nous obtenons 6609 paires pqi, qiqi appariées avec une précision sous-pixelique.
Les résultats sont présentés dans le tableau 4.11. Pour la seconde paire, nous avons utilisé des
images prises par un endoscope et dont les points appariés se situent sur une zone décentrée
de l’image. Le tableau 4.39 présente les résultats obtenus sur ce cas difficile.
L’ensemble des résultats présentés confirme, sur des cas difficiles, que la qualité de la solu-
tion globale est meilleure, même si dans certains cas elle est très proche de la solution proposée
par l’algorithme des 8-points. En effet, sur la série Library, les résultats sont très proches,
ce qui souligne le fait que F8pt, la projection de la solution du problème sans contraintes,
fournie par l’algorithme des 8-points est très proche de FGp, la solution globale du problème
avec contraintes fournie par notre méthode. Par contre, sur certaines paires (1´ 3 de la série
Merton1, 1´2, 1´3 de la sérieMerton2 et 1´2, 1´3 de la sérieMerton3) la solution F8pt
est éloignée de la solution globale FGp. Par conséquent, les matrices de projections extraites
de F8pt ne permettent par à l’ajustement de faisceaux projectif de converger vers une solution
aussi précise que lorsque ce dernier est initialisé avec les matrices de projections extraites
de FGp. Ceci souligne donc que l’écart à l’optimum global dans le problème de l’estimation
de la matrice fondamentale peut, dans certains cas, se traduire par un écart important des
solutions pour l’ajustement de faisceaux projectif. Pour le test réalisé sur le cylindre, nous
observons que le temps de calcul de la méthode des 8-points est supérieur à la seconde.
Ceci est dû au grand nombre de points appariés qui conduisent à la résolution d’un système
linéaire de grande taille. Cependant, comme les points sont précisément appariés, ce système
est bien conditionné. Mais la qualité de la matrice fondamentale estimée avec la méthode des
8-points n’est pas suffisante pour initialiser correctement l’ajustement de faisceaux. Dans le
même temps, même si le nombre d’itérations est plus grand, notre méthode globale fournit
une bonne estimation, car l’erreur de reprojection finale est de 0.25 pixels. En outre, le temps
de calcul reste constant (environ 2 secondes). Pour la dernière paire d’images prises par un
endoscope, nous observons que la matrice fondamentale estimée par notre méthode globale est
de bonne qualité, car l’erreur de reprojection finale est de 0.93 pixels. Dans le même temps,
l’ajustement de faisceaux met plus d’itérations à converger vers une solution moins précise
lorsque nous l’initialisons avec les matrices de projections issues de F8pt.
Afin d’approfondir notre étude, nous avons testé l’influence de l’amplitude du mouvement
sur la qualité des estimations proposées par les deux approches. Pour cela nous avons utilisé
deux séries pour lesquelles les images ont été prises par une caméra dont les centres optiques
sont coplanaires. Ensuite, nous avons utilisé le mode opératoire suivant : nous avons estimé
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la matrice fondamentale pour toutes les paires d’images possibles 0 ´ 1, 1 ´ 2, 2 ´ 3, . . . puis
nous avons calculé les trois critères d’évaluation pour chacune des matrices obtenues. Ceci nous
fournit donc la moyenne des critères d’évaluation en fonction d’un angle moyen entre les centres
optiques des caméras (l’angle entre deux vues pouvant être extrait des matrices de projections
perspectives). Ensuite, nous renouvelons le processus pour les paires d’images 0´ 2, 1´ 3, 2´
4, . . . et ainsi de suite jusqu’aux paires où nous disposons d’au moins 10 appariements. Comme
dans la sous-section 4.1.2, nous pouvons, avec ce procédé, mesurer l’influence de l’angle moyen
sur les moyennes des critères d’évaluation pour chacune des deux méthodes. La figure 4.5
résume ce processus. Nous avons réalisé ce test sur deux séries d’images, Dinosaur (36 vues)
etHouse (9 vues). Ces séries sont mises à disposition par le Visual Geometry Group d’Oxford
et fournies dans les Annexes B et D. Les figures de 4.18 à 4.23 montrent la moyenne des erreurs
reprojection ainsi que le nombre d’itérations moyen par rapport à l’angle moyen pour les deux
séries d’images.
Nous pouvons remarquer que l’erreur de reprojection finale est toujours plus faible lorsque
l’ajustement de faisceaux est initialisé avec FGp. Ensuite, on observe logiquement que plus
l’angle moyen augmente, plus l’erreur de reprojection finale se dégrade. Cependant, ce compor-
tement est atténué lorsque l’ajustement de faisceaux est initialisé avec FGp. Nous observons
également que, dans certains cas, l’erreur de reprojection initiale est plus faible avec F8pt
qu’avec FGp. Ceci peut être dû au fait que l’initialisation issue de F8pt est dans un bassin
d’attraction d’un minimum local de moins bonne qualité que celui du bassin d’attraction as-
sociée à FGp. Mais, dans ce cas, la distance séparant l’estimée initiale et le minimum local est
plus importante pour FGp que pour F8pt, car le nombre d’itération est plus importante pour
FGp que pour F8pt.
4.1.4.4 Conclusion
Nous avons, dans cette section, exposé le couplage de notre méthode d’optimisation globale
à un problème d’estimation de la matrice fondamentale. Après avoir exposé l’état de l’art des
méthodes d’estimation, nous avons motivé le choix du problème sur lequel nous avons réalisé
ce couplage. Nous avons ensuite détaillé la méthode concurrente que nous avons choisie pour
comparer notre algorithme, ainsi que les critères utilisés pour évaluer leurs performances
respectives. Les résultats, issus de cas réels et synthétiques, ont montré que l’algorithme global
se révélait plus précis et plus robuste. De surcroit, les temps de calculs, qui sont souvent le
défaut des méthodes d’optimisation globale, restent raisonnables et autorisent une utilisation
pratique de notre approche.
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— A — — B —
— C — — D —
Vues Epipoles eInit eBA IterpFq Temps
e e1 F8Pt FGp F8Pt FGp F8Pt FGp F8Pt FGp
A B 8 8 0.597617 0.65270 0.00252 0.00252 6 6 0.017 2.39
A C 8 8 5.61506 5.61996 2.48258 0.00342 122 175 0.017 1.98
A D 8 8 21.0855 21.5848 4.74837 0.00344 105 30 0.017 2.12
B C 8 8 2.49098 1.91136 0.00260 0.00260 17 12 0.018 1.97
B D 8 8 22.0071 23.6253 0.00268 0.00268 122 81 0.018 1.92
C D 8 8 28.6586 28.6174 16.6507 0.25921 39 1001 0.018 2.1
Figure 4.11 – Erreur de reprojection avant (eInit ) et après (eBA) ajustement de faisceaux,
nombre d’itérations (IterpFq), et temps de calcul pour estimer F (Temps), obtenus en combi-
nant les paires d’images A,B,C et D
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1 2 3
Vues nb Points eInit eBA IterpFq Temps
F8Pt FGp F8Pt FGp F8Pt FGp F8Pt FGp
1 2 310 18.27449 18.32095 11.39809 11.287591 65 57 0.035 2.05
2 3 439 61.84817 63.79435 41.81854 40.2224 29 28 0.020 2.22
1 3 439 42.67438 42.23867 28.65971 27.90128 40 32 0.043 2.10
Figure 4.12 – Erreur de reprojection avant (eInit ) et après (eBA) ajustement de faisceaux,
nombre d’itérations (IterpFq), et temps de calcul pour estimer F (Temps), obtenus en combi-
nant les paires d’images de la série Library
1 2 3
Vues nb Points eInit eBA IterpFq Temps
F8Pt FGp F8Pt FGp F8Pt FGp F8Pt FGp
1 2 485 15.1771 15.3126 9.8859 9.7360 77 55 0.048 2.02
2 3 439 61.84817 63.79435 41.81854 40.2224 29 28 0.020 2.22
1 3 384 51.3128 2.3690 7.5245 0.56180 5 52 0.040 2.71
Figure 4.13 – Erreur de reprojection avant (eInit ) et après (eBA) ajustement de faisceaux,
nombre d’itérations (IterpFq), et temps de calcul pour estimer F (Temps), obtenus en combi-
nant les paires d’images de la série Merton1
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1 2 3
Vues nb Points eInit eBA IterpFq Temps
F8Pt FGp F8Pt FGp F8Pt FGp F8Pt FGp
1 2 345 24.7158 29.6530 14.0481 2.7599 69 42 0.037 2.91
2 3 197 143.431 154.880 73.8776 72.8977 14 19 0.026 2.52
1 3 270 59.8109 77.9734 30.3824 15.6367 38 32 0.031 2.37
Figure 4.14 – Erreur de reprojection avant (eInit ) et après (eBA) ajustement de faisceaux,
nombre d’itérations (IterpFq), et temps de calcul pour estimer F (Temps), obtenus en combi-
nant les paires d’images de la série Merton2
1 2 3
Vues nb Points eInit eBA IterpFq Temps
F8Pt FGp F8Pt FGp F8Pt FGp F8Pt FGp
1 2 400 62.7290 68.6030 52.6557 23.1740 5 32 0.041 3.03
2 3 197 135.950 140.801 83.3365 76.8614 13 14 0.025 2.52
1 3 264 116.7659 118.1754 24.7184 13.5496 9 11 0.032 2.39
Figure 4.15 – Erreur de reprojection avant (eInit ) et après (eBA) ajustement de faisceaux,
nombre d’itérations (IterpFq), et temps de calcul pour estimer F (Temps), obtenus en combi-
nant les paires d’images de la série Merton3
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1 2
Vues nb Points eInit eBA IterpFq Temps
F8Pt FGp F8Pt FGp F8Pt FGp F8Pt FGp
1 2 6609 6.3142 6.4021 1.4701 0.2531 401 237 1.23 2.33
Figure 4.16 – Erreur de reprojection avant (eInit ) et après (eBA) ajustement de faisceaux,
nombre d’itérations (IterpFq), et temps de calcul pour estimer F (Temps), obtenus pour la
paire d’images Cylindre. Les points appariés sont situés dans la boite englobante bleue.
1 2
Vues nb Points eInit eBA IterpFq Temps
F8Pt FGp F8Pt FGp F8Pt FGp F8Pt FGp
1 2 730 5.6624 5.6366 3.8566 0.9386 163 401 0.07 1.69
Figure 4.17 – Erreur de reprojection avant (eInit ) et après (eBA) ajustement de faisceaux,
nombre d’itérations (IterpFq), et temps de calcul pour estimer F (Temps), obtenus pour la
paires d’images Endoscope
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Figure 4.18 – Moyenne des erreurs de reprojection initiales en fonction de l’angle moyen
entre les centres optiques des caméras pour la série Dinosaur
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Figure 4.19 – Moyenne des erreurs de reprojection finales en fonction de l’angle moyen entre
les centres optiques des caméras pour la série Dinosaur
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Figure 4.20 – Nombre d’itérations moyen effectués par l’ajustement de faisceaux en fonction
de l’angle moyen entre les centres optiques des caméras pour la série Dinosaur
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Figure 4.21 – Moyenne des erreurs de reprojection initiales en fonction de l’angle moyen
entre les centres optiques des caméras pour la série House
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Figure 4.22 – Moyenne des erreurs de reprojection finales en fonction de l’angle moyen entre
les centres optiques des caméras pour la série House
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Figure 4.23 – Nombre d’itérations moyen effectués par l’ajustement de faisceaux en fonction
de l’angle moyen entre les centres optiques des caméras pour la série House
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4.2 Application de la programmation rationnelle a` la triangu-
lation multivues
4.2.1 Rappels de reconstruction 3D multivues
L’objectif de ce paragraphe est de rappeler les principes mathématiques de la reconstruc-
tion 3D multivues. Plus largement, nous présenterons dans ce paragraphe la modélisation
d’une caméra puis son extension au cas générique de n caméras. Le but de l’étape de re-
construction 3D est de déterminer les coordonnées, dans un repère donné, de chaque point
d’un nuage 3D. Nous distinguerons ici deux types de problèmes qui, une fois résolus, four-
nissent les coordonnées 3D recherchées : l’ajustement de faisceaux et la triangulation.
Mathématiquement, ces deux problèmes sont issus du même problème d’estimation au sens
des moindres carrés dans lequel plus ou moins d’inconnues sont fixées. Pour l’ajustement de
faisceaux certains, voire tous les paramètres autres que les coordonnées 3D sont des inconnues,
tandis que pour la triangulation, seules les coordonnées sont des variables d’optimisation. Ces
autres coefficients sont dits de calibrage dont on distingue deux catégories : les paramètres
intrinsèques et les paramètres extrinsèques. Les paramètres intrinsèques représentent
les données internes d’une caméra tels que la taille et la forme des pixels ou les coefficients
permettant de corriger les distorsions géométriques induites par l’objectif. Les paramètres
extrinsèques, représentés par une transformation rigide (i.e. composée d’une rotation et
d’une translation) décrivent la position et l’orientation d’une caméra par rapport au repère
de la scène. Ces paramètres sont nécessaires à l’obtention d’un point 3D par triangulation à
partir de points appariés dans différentes images. Cependant, comme nous le verrons par la
suite, il peuvent aussi être estimés en même temps que les points 3D.
Nous introduirons dans un premier temps la modélisation mathématique permettant de
transformer un point 3D de la scène à observer en un pixel de l’image. Puis, nous étendrons
cette modélisation au cas d’un banc stéréoscopique (2 caméras) et enfin au cas de n caméras.
L’ensemble de ces modélisations nous permettra d’introduire le principe du calibrage. Nous
détaillerons pour chaque cas le problème d’optimisation numérique associé.
La formation d’une image. Une caméra est un système composé de deux parties dis-
tinctes : un détecteur et un système optique (objectif) focalisant la source (scène à observer)
sur le détecteur. Si dans un premier temps on néglige les effets géométriques du système
optique, on obtient une modélisation parfaite appelée sténopé. Dans cette modélisation, la
transformation P qui associe un point Q de l’espace 3D à observer Rw à un pixel q de l’image,
est linéaire dans l’espace projectif P3. Elle est composée de trois transformations distinctes.
Tout d’abord, une transformation T qui déplace Q du répère de la scène Rw vers le repère
de la caméra Rc dont l’origine est son centre optique C. On notera Q˜, le point 3D ainsi ob-
tenu. Cette transformation est définie par la composée d’une rotation R M“ prijqi,j et d’une
translation t M“ ptx, ty, tzq et representée, dans P3, par la matrice T :
T
M“
¨˚
˚˝r11 r12 r13 txr21 r22 r23 ty
r31 r32 r33 tz
0 0 0 1
‹˛‹‚ (4.83)
Les coefficients de T sont les paramètres extrinsèques décrivant la position et l’orientation
de la caméra par rapport au repère de la scène. Ensuite, une transformation, fonction de
l’optique, projettant Q˜ sur le repère du capteur, appelé plan rétinien. Cette transformation,
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notée Pf , est linéaire de P3 dans P2. Elle est donc représentée par matrice 3ˆ4 définie par :
Pf
M“
¨˝
f 0 0 0
0 f 0 0
0 0 1 0
‚˛ (4.84)
où f , la distance du plan image au centre optique, donne le facteur d’échelle de la projection.
Enfin, une dernière transformation linéaire A, de P2 dans P2, représentant la conversion des
coordonnées rétiniennes en pixels. Elle est définie par :
A
M“
¨˝
αx s cx
0 αy cy
0 0 1
‚˛ (4.85)
où :
– αx et αy représentent le nombre de pixels par unité de mesure (exprimé en pixels par
millimètres) suivant les vecteurs directeurs du plan image ÝÑu et ÝÑv .
– Le paramètre s M“ αx cotpxu vq, appelé facteur d’inclinaison (skew factor en anglais),
exprime le défaut d’orthogonalité des vecteurs directeurs du plan image ÝÑu et ÝÑv . Cet
angle est généralement considéré comme étant égal à 90°, conduisant à fixer s à zéro.
– Le point c “ pcx, cyq est appelé le point principal et correspond à la projection du
centre optique C de la caméra sur le plan image. Sa position est, en pratique, proche du
centre de l’image.
La composition des deux transformations précédentes génère K la matrice des paramètres
intrinsèques d’une caméra :
K
M“
¨˝
fx s cx
0 fy cy
0 0 1
‚˛– APf , (4.86)
avec fx
M“ αxf et fy M“ αyf . L’ensemble des variables pfx, fy, cx, cy, sq ainsi sont appelés
les paramètres intrinsèques de la caméra. Ainsi, la composition de ces trois transformations
permet d’associer Q un point 3D de la scène observée, à q, un pixel de l’image. Elle est linéaire
de P3 dans P2 et s’écrit :
P3 ÞÑ P2
Q ÞÑ q – APfTloomoon
M–P
Q. (4.87)
La matrice P P M3,4pRq est appelée matrice de projection perspective associée à la
caméra. Cette application peut aussi être vue comme une fonctionelle rationnelle de R3 dans
R2, notée fP, définie par :
fP : R3 ÞÑ R2
Q ÞÑ q “
¨˚
˚˝˚fx r11Q1 ` r12Q2 ` r13Q3 ` txr31Q1 ` r32Q2 ` r33Q3 ` tz ` cx
fy
r21Q1 ` r22Q2 ` r23Q3 ` ty
r31Q1 ` r32Q2 ` r33Q3 ` tz ` cy
‹˛‹‹‚.
(4.88)
ou de manière équivalente à l’aide la matrice de projection perspective P “ ppi,jqi,j :
fP : R3 ÞÑ R2
Q ÞÑ q “
¨˚
˚˝˚
p11Q1 ` p12Q2 ` p13Q3 ` p14
p31Q1 ` p32Q2 ` p33Q3 ` p34
p21Q1 ` p22Q2 ` p23Q3 ` p24
p31Q1 ` p32Q2 ` p33Q3 ` p34
‹˛‹‹‚.
(4.89)
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Notons que pour la suite du document, on identifiera indifféremment fP avec la fonctionnelle
pK,T,Qq Ñ fPpK,T,Qq. L’ensemble de ces trois transformations sont représentées sur la
figure 4.24.
Rw
Rc C
f
T
Pf
Q
A
q c
ÝÑu
ÝÑv
ÝÑxc
ÝÑyc
ÝÑ
Xw
ÝÑ
Yw
ÝÑ
Zw
ÝÑ
Xc
ÝÑ
Yc
ÝÑ
Zc
θ
Figure 4.24 – Les trois transformations linéaires du modèle sténopé. La première envoie
le repère Rw de la scène dans celui centré sur la caméra Rc. La seconde projette Rc dans le
plan rétinien. Enfin la dernière, exprime le repère ainsi projeté dans le repère de l’image.
Cependant, ce modèle linéaire ne permet pas de prendre en compte les distorsions géné-
rées par les lentilles de l’objectif. Bien qu’il existe plusieurs modèles pour corriger ces dé-
fauts [Cornille 2005], nous nous limiterons, pour les besoins applicatifs de notre approche
globale, au modèle dit paramétrique. Ce modèle permet de corriger plusieurs types de dis-
torsions : radiales, prismatiques et de décentrage. Dans ce modèle, un point m “ px, yqJ
dans le repère du capteur pÝÑxc,ÝÑycq est distordu en un point m “ px, yqJ au moyen de la
transformation polynomiale suivante :
D : R2 ÞÑ R2
m ÞÑ m M“ m`∆rpmq `∆dpmq `∆ppmq
(4.90)
où :
– ∆r défini par :
∆rpmq M“
¨˚
˚˝˚˚ x 3ÿ
i“1
κipx2 ` y2qi
y
3ÿ
i“1
κipx2 ` y2qi
‹˛‹‹‹‚ (4.91)
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représente le vecteur de correction radiale associé au vecteur de distorsions pκ1, κ2, κ2qJ
– ∆d défini par :
∆dpmq M“
ˆ
2d1xy ` d2p3x2 ` y2q
2d1xy ` d2px2 ` 3y2q
˙
(4.92)
représente le vecteur de correction de décentrage associé au vecteur de distorsions
pd1, d2qJ
– ∆d défini par :
∆ppmq M“
ˆ
p1px2 ` y2q
p2px2 ` y2q
˙
(4.93)
représente le vecteur de correction prismatique associé au vecteur de distorsions pp1, p2qJ.
Ce modèle est généralement désigné sous la forme d’un acronyme (cf. [Cornille 2005]). Par
exemple, pour le modèle complet que nous venons de présenter, l’acronyme est R3D1P1.
En pratique, on se contente souvent d’utiliser un modèle radial, noté R3, variant de 1 à
3 paramètres. Lorsque les distorsions sont prises en compte, le vecteur de coefficients les
représentant vient s’ajouter aux variables pfx, fy, cx, cy, sq dans le vecteur de paramètres in-
trinsèques. L’application de ces corrections intervient après l’application de l’opérateur de
projection canonique Ψ2 de P2 dans R2 (cf. (4.19)) et avant l’application de la matrice de
paramètres intrinsèques K, donnant lieu à la transformation suivante :
P3 ÞÑ P2
Q ÞÑ q – K
ˆ
DpΨ2pTQqq
1
˙
.
(4.94)
Cette application n’est donc plus linéaire de P3 dans P2, mais se développe en une fonctionnelle
rationnelle de R3 dans R2, notée fD, donnée par :
fD : R3 ÞÑ R2
Q ÞÑ q “
ˆ
fxD1pΨ2pTQqq ` cx
fyD2pΨ2pTQqq ` cy
˙ (4.95)
avec Di
M“ pii ˝ D où pii désigne la ième projection canonique. A l’instar de fP, on identifiera
indifféremment fD et pK, κ,T,Qiq Ñ fDpK, κ,T,Qq. Précisons ensuite que, dans la définition
de fD, TQ est exprimé dans R3 puisque sa dernière coordonnée n’est jamais nulle. En effet,
si tel était le cas, le point TQ serait dans le plan du capteur pC,ÝÑX c,ÝÑY cq, ce qui est physi-
quement irréaliste. Il est, en outre, important de constater que les degrés des numérateurs et
dénominateurs de la fonctionnelle fD entrainent des comportements fortement non-linéaires
que nous développerons par la suite.
Suivant la modélisation introduite précédemment, calibrer une caméra, représentée à
l’aide d’un modèle radial R3, consiste à déterminer les paramètres pfx, fy, cx, cy, fq, les para-
mètres de distorsions radiales pκ1, κ2, κ3q ainsi que la matrice de rotation R et le vecteur de
translation t. En pratique, certains paramètres peuvent être fixés comme pcx, xyq que l’on peut
contraindre à se situer au centre de l’image. Notons que dans le cas où l’on néglige les distor-
sions de l’objectif, on peut déterminer directement les 12 coefficients de la matrice P. Prati-
quement, afin d’estimer ces paramètres, on dispose d’un ensemble de p points 3D pQiqi“1¨¨¨p
fournis par une mire étalon. Cette mire est déplacée q fois devant la caméra. A chaque position
j de la mire est associé Rwj un repère 3D et, par conséquent, une transformation rigide Tj
permettant de localiser Rwj par rapport à Rc. Notons que, pour chaque déplacement, Rwj est
un repère associé à la mire dans lequel elle se situe sur le plan pÝÑXwj ,ÝÑY wj , 0q. On suppose
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connues, pour chaque position j de la mire, les p projections pqji qi“1...p des points 3D pQiqi“1¨¨¨p.
Il y a donc en tout pˆq données mesurées. Dénombrons alors le nombre d’inconnues : p9`3qq
pour les paramètres de chaque transformation rigide Tj , 5 paramètres intrinsèques et les 2p
coordonnées spatiales des points de la mire (puisque chaque coordonnée selon ÝÑZ wj est nulle).
Il y a donc en tout 2pq équations pour 12q ` 2p ` 4 inconnues. Remarquons que ce nombre
diminue lorsque la rotation Rj de Tj est paramétrée à l’aide d’un vecteur de rotation ins-
tantané ou d’un quaternion. Ainsi, pour une expérience classique avec une mire comportant
81 points et déplacée 10 fois, il y a 1620 équations pour 286 inconnues. Par conséquent, si
on néglige les distorsions géométriques, on dispose alors d’un système linéaire d’inconnues
pfx, fy, cx, cy, pQiqiq largement surdéterminé :
qji – KTjQi @pi, jq P t1, . . . , pu ˆ t1, . . . , qu . (4.96)
Ce système, résolu à l’aide d’une méthode classique d’algèbre linéaire comme la Décompo-
sition en Valeurs Singulières, fournit une première estimation des paramètres intrinsèques.
Cependant, attendu que les données mesurées peuvent être entachées d’erreurs, ce système
peut être mal conditionné. Il convient donc de raffiner les solutions de (4.96) en résolvant le
problème d’estimation au sens des moindres carrés suivant :
min
K,Tj ,Qi
qÿ
j“1
pÿ
i“1
}qji ´ fPpK,Tj ,Qiq}22. (4.97)
Il est aussi possible de rajouter le vecteur de distorsions radiales κ parmi les inconnues en
utilisant la fonctionnelle fD. On obtient alors le problème :
min
K,κ,Tj ,Qi
qÿ
j“1
pÿ
i“1
}qji ´ fDpK, κ,Tj ,Qiq}22. (4.98)
Ces deux problèmes sont classiquement résolus à l’aide de l’algorithme de Levenberg-Marquardt
initialisé avec la solution de (4.96) et κ “ p0, 0, 0qJ.
Une fois la caméra calibrée, trianguler consiste à retrouver les coordonnées 3D d’un
point connaissant ses projections dans les images. Remarquons que dans le cas mono-caméra,
connaître la projection q dans l’image d’un point 3D Q ne suffit pas à retrouver ses coor-
données spatiales. En effet, on ne disposerait alors que de deux équations pour estimer trois
inconnues. Afin de pallier ce défaut et d’introduire le problème de la triangulation, étudions
la modélisation d’un banc stéréoscopique.
Mode´lisation d’un banc ste´re´oscopique. Considérons un système de numérisation com-
posé de deux caméras, notées caméra 1 et caméra 2. La modélisation de ce système se fait en
utilisant la modélisation mono-caméra précédente pour chacune des deux caméras et en ajou-
tant une transformation rigide, dite stéréoscopique et notée T1Ñ2, permettant de déplacer
le repère Rc1 de la caméra 1 vers Rc2, celui de la caméra 2. On note :
– pfkx , fkx , ckx, cky , κkq les paramètres intrinsèques de la kème caméra (θ1 et θ2 étant considérés
comme égaux à 90°). Dans le cas sans distorsions, la matrice de paramètres intrinsèques
de la caméra k est notée Kk.
– pr1ijq et pt1x, t1y, t1zq les coefficients de T1Ñ2 correspondant respectivement à la rotation
R1 et à la translation t1.
L’ensemble de ces transformations sont rappelées sur la figure 4.25. Si on néglige dans un
premier temps les distorsions géométriques des deux caméras, la transformation permettant
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Rw
Rc1 C1
f1
T
Pf1
Q
A1
q c1
θ1
Rc2C2
f2
Pf2
A2
q1
c2
θ2
T1Ñ2
Figure 4.25 – Transformations linéaires d’un banc stéréoscopique.
d’associer Q à ses deux projections q et q1 dans les images 1 et 2 est linéaire de P3 dans
P2 ˆ P2. Elle est donnée par l’expression suivante :
P3 ÞÑ P2 ˆ P2
Q ÞÑ
ˆ
q
q1
˙
–
ˆ
K1TQ
K2T1Ñ2TQ
˙
.
(4.99)
En outre, il est possible de construire une matrice fondamentale F à partir de ces transfor-
mations :
F “ K´11 EK2, (4.100)
(4.101)
où la matrice E est définie par :
E
M“
¨˝
r111 r112 r113
r121 r122 r123
r131 r132 r133
‚˛
looooooooomooooooooon
R1
¨˝
0 ´t1z t1y
t1z 0 ´t1x
´t1y t1x 0
‚˛
looooooooooomooooooooooon
M“rt1sˆ
. (4.102)
La matrice E est appelée matrice essentielle. A l’instar de la matrice fondamentale, si
l’on connait les paramères intrinsèques de chacune des caméras, il existe plusieurs techniques
numériques pour estimer E et retrouver ainsi R1 et t1. Nous ne développerons pas ici ces
méthodes mais, pour plus de détails sur ces approches et les propriétés théoriques de E, le
lecteur pourra se référer à [Hartley 2003]. Par analogie au cas mono-caméra, la fonctionnelle
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rationnelle induite s’écrit :
R3 ÞÑ R2 ˆ R2
Q ÞÑ
ˆ
q
q1
˙
“
ˆ
fPpK1,T,Qq
fPpK2,T1Ñ2T,Qq
˙
.
(4.103)
En considérant ensuite les distorsions géométriques, on obtient la fonctionnelle rationnelle :
R3 ÞÑ R2 ˆ R2
Q ÞÑ
ˆ
q
q1
˙
“
ˆ
fDpK1, κ1,T,Qq
fDpK2, κ2,T1Ñ2T,Qq
˙
.
(4.104)
où Dki désigne la i
ème projection de la fonction de distorsions (4.90) associée à la kème caméra.
Par analogie au cas mono-caméra, pour une expérience de calibrage où une mire de p points
est déplacée q fois devant un banc stéréoscopique, on doit tout d’abord résoudre le système
linéaire à 4pq équations et 12q ` 2p ` 2 ˆ 4 ` 12 inconnues (les douze nouvelles inconnues
étant les coefficients de T1Ñ2) défini par :#
qji – K1TjQi
q1ji – K2T1Ñ2TjQi
@pi, jq P t1, . . . , pu ˆ t1, . . . , qu . (4.105)
La solution obtenue est peut ensuite être raffinée en résolvant :
min
Kk,T1Ñ2,Tj ,Qi
qÿ
j“1
pÿ
i“1
}qji ´ fPpK1,Tj ,Qiq}22 ` }q1ji ´ fPpK2,T1Ñ2Tj ,Qiq}22 (4.106)
ou utilisée comme initialisation du problème d’estimation au sens des moindres carrés suivant :
min
Kk,κk,T1Ñ2,Tj ,Qi
qÿ
j“1
pÿ
i“1
}qji ´ fDpK1, κ1,Tj ,Qiq}22 ` }q1ji ´ fDpK2, κ2,T1Ñ2Tj ,Qiq}22. (4.107)
Ce problème, très classique en vision par ordinateur, est appelé ajustement de faisceaux
(Bundle Adjustement en anglais), car les termes fDpK1, κ1,Tj ,Qiq et fDpK2, κ2,T1Ñ2Tj ,Qiq
représentent deux faisceaux issus des centres optiques de chacune des caméras et s’intersec-
tant en Qi. Le but de la résolution de (4.107) est donc d’ajuster itérativement les faisceaux
pour que leur intersection avec les plans images soient les plus proches possibles des données
mesurées et ce, en jouant sur les paramètres de calibrage et les points 3D. Lorsque les caméras
sont calibrées, trianguler un point 3D Q consiste alors à retrouver l’intersection des faisceaux
à partir de ses projections q et q1. Classiquement la reconstruction 3D s’effectue dans le repère
de la première caméra, la transformation T est donc égale à l’identité. Ainsi, la formulation
linéaire est donnée par : "
q – K1Q
q1 – K2T1Ñ2Q . (4.108)
où P1, P2 et T1Ñ2 sont fixées. Par suite, l’étape de raffinage non-linéaire se formule :
min
Q
ˆ
q1 ´ pK1Qq1pK1Qq3
˙2
`
ˆ
q2 ´ pK1Qq2pK1Qq3
˙2
`
ˆ
q11 ´ pK2T1Ñ2Qq1pK2T1Ñ2Qq3
˙2
`
ˆ
q12 ´ pK2T1Ñ2Qq2pK2T1Ñ2Qq3
˙2
.
(4.109)
A l’instar du calibrage, selon que l’on prenne en compte ou non les distorsions, en résolvant :
min
Kk,T1Ñ2,Qi
pÿ
i“1
}qi ´ fPpK1, I4,Qiq}22 ` }q1i ´ fPpK2,T1Ñ2,Qiq}22, (4.110)
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ou
min
Kk,κk,T1Ñ2,Qi
pÿ
i“1
}qi ´ fDpK1, κ1,Qiq}22 ` }q1i ´ fDpK2, κ2,T1Ñ2,Qiq}22, (4.111)
il est possible de reconstruire tous les points par ajustement de faisceaux tout en réestimant
l’ensemble des paramètres de calibrage. Remarquons que cette réestimation peut améliorer
de manière significative la précision des paramètres de calibrage. Il est important de souli-
gner que la précision finale de (4.110) ou de (4.111) dépend directement de la précision avec
laquelle les appariements pqi, q1iqi sont calculés. Or, les techniques de corrélation d’images
numériques [Sutton 2009, Harvent 2010] permettent, à partir d’un système calibré, des mises
en correspondances beaucoup plus fines que les méthodes classiques d’extraction de points
de mires. De plus, on dispose à l’aide de ces techniques d’un nombre beaucoup plus impor-
tant d’appariements. On comprend dès lors tout l’intérêt d’effectuer un recalibrage en même
temps que la reconstruction 3D d’un nuage de points. Dans le cas sans distorsions, il est aussi
possible de reformuler (4.106) comme un problème d’estimation de pose à l’aide des matrices
de projection perspective P1 et P2 :
min
P1,P2,Qi
pÿ
i“1
ˆ
q1 ´ pP1Qiq1pP1Qiq3
˙2
`
ˆ
q2 ´ pP1Qiq2pP1Qiq3
˙2
`
ˆ
q11 ´ pP2Qiq1pP2Qiq3
˙2
`
ˆ
q12 ´ pP2Qiq2pP2Qiq3
˙2
.
(4.112)
Ce problème possède légèrement plus d’inconnues que (4.106) : 24 ` 3p au lieu de 19 `
3p. Notons que (4.112) correspond au problème (4.80) succinctement énoncé dans la sous-
section 4.1.4.
Par analogie au cas mono-caméra, nous présentons dans le paragraphe suivant la recons-
truction 3D multivues comme une extension de la modélisation du système stéréoscopique.
Reconstruction 3D multivues. La modélisation mathématique de l’étape de reconstruction
3D multivues se fait de manière analogue à la modélisation d’un banc stéréoscopique à partir
du cas mono-caméra, c’est-à-dire en utilisant le paramétrage mono-caméra auquel on ajoute
des transformations rigides afin de localiser le repère des caméras par rapport à un repère
de référence. Supposons, sans perte de généralité, que la reconstruction 3D s’effectue dans
le repère de la première caméra Rc1. Raisonnons de manière incrémentale et considérons la
modélisation d’un banc stéréoscopique tel que nous l’avons défini plus haut. Si on ajoute
une nouvelle caméra à ce système, il est nécessaire de définir une transformation rigide T1Ñ3
permettant de localiser Rc3 par rapport à Rc1. Il existe deux manières de définir une telle
transformation : soit directement, soit en définissant une transformation intermédiaire T2Ñ3
qui repère Rc3 par rapport à Rc2 de sorte que T1Ñ3 “ T2Ñ3 ˝ T1Ñ2. L’ensemble de ces
transformations est représenté sur la figure 4.26. Théoriquement ces deux approches sont
équivalentes. Mais en pratique, le choix est étroitement lié à la configuration spatiale du
système et au choix du repère. En effet, plus le mouvement entre les caméras 1 et 3 sera
important ou assujetti à une importante rotation, plus le nombre de correspondants pqji , q2ji q
dont on disposera pour estimer T1Ñ3 sera faible et entaché d’erreurs (dues par exemple à
des variations d’illumination ou une rotation importante de l’image), auquel cas on aura
tout intérêt à calculer T2Ñ3. Cependant, introduire dans la modélisation des compositions de
transformations (et donc des multiplications entre leurs coefficients) se fait au détriment de
l’augmentation du degré (et donc de la non-linéarité) de la fonctionnelle à minimiser. De plus,
lors de la phase de triangulation issue d’une modélisation utilisant de telles compositions, les
erreurs d’estimation de T1Ñ2 et de T2Ñ3 vont se cumuler sur le calcul des faisceaux de la
troisième caméra. On comprend dès lors que si le mouvement entre la caméra 1 et la caméra 3
reste équivalent à celui entre la caméra 2 et la caméra 3, il sera plus avantageux ne pas utiliser
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T2Ñ3 dans la modélisation. Pour un exemple de modélisation et de calibrage d’un système à
quatre caméras dans cette dernière configuration, le lecteur pourra se référer à [Orteu 2011].
Rw
Rc1 C1
f1
T
Pf1
Q
A1
q c1
θ1
Rc2C2
f2
Pf2
A2
q1
c2
θ2
T1Ñ2
Rc3C3
f3
Pf3A3
q2 c3 θ3
T2Ñ3
T1Ñ3
Figure 4.26 – Transformations linéaires d’un système multivues. Le repère R1c se déplace vers
le repèreR3c soit directement par la transformation T1Ñ3 soit par la composée des applications
T2Ñ3 ˝T1Ñ2
Comme nous venons de souligner, pour la kème caméra, le choix d’introduire ou non,
des transformations rigides intermédiaires doit être fait selon la configuration du système de
vision. Par conséquent, nous supposons, sans perte de généralité, que ce choix a été fait a
priori et notons Tlk la matrice de localisation de Rck par rapport au repère de reconstruction.
Suivant cette nouvelle nomenclature, pour n vues, la transformation linéaire qui à un point
3D Q associe ses n projections pqkqk“1¨¨¨n dans toutes les vues, est donnée par :
P3 ÞÑ P2n
Q ÞÑ pqkqk“1¨¨¨n –
´
KkT
l
kQ
¯
k“1¨¨¨n
,
(4.113)
et la fonctionnelle induite par :
R3 ÞÑ R2n
Q ÞÑ pqkqk“1¨¨¨n “
´
fPpKk,Tlk,Qq
¯
k“1¨¨¨n
.
(4.114)
En tenant compte des distorsions, la fonctionnelle associant un point 3D Q à ses projections
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s’écrit :
R3 ÞÑ R2n
Q ÞÑ pqkqk“1¨¨¨n “
´
fDpKk, κk,Tlk,Qq
¯
k“1¨¨¨n
.
(4.115)
Par conséquent les problèmes d’ajustement de faisceaux stéréoscopiques à p points (4.106)
et (4.107) s’étendent au cas de n vues sous les formes :
min
Kk,T
l
k,Qi
pÿ
i“1
nÿ
k“1
}qki ´ fPpKk,Tlk,Qiq}22 (4.116)
et
min
Kk,κk,T
l
k,Qi
pÿ
i“1
nÿ
k“1
}qki ´ fDpKk, κk,Tlk,Qiq}22, (4.117)
Notons que le problème de triangulation d’un point Q (4.109) se généralise quant à lui en :
min
Q
nÿ
k“1
ˆ
qk1 ´ pKkT
l
kQq1
pKkTlkQq3
˙2
`
ˆ
qk2 ´ pKkT
l
kQq2
pKkTlkQq3
˙2
(4.118)
et le problème d’estimation de pose en :
min
Pk,Qi
pÿ
i“1
nÿ
k“1
ˆ
qk1 ´ pPkQq1pPkQq3
˙2
`
ˆ
qk2 ´ pPkQq2pPkQq3
˙2
. (4.119)
où Pk désigne la kème matrice de projection perspective. De manière analogue au cas sté-
réoscopique ces problèmes sont initialisés avec les paramètres de calibrage et les solutions du
système linéaire :
qki – PkTlkQi @pi, kq P t1, . . . , pu ˆ t1, . . . , nu . (4.120)
Nous avons posé dans ces paragraphes les formulations des problèmes de calibrage et
de reconstruction 3D. Ces problèmes sont formulés comme la minimisation d’une somme de
fractions rationnelles dont les degrés dépendent des modèles de caméra choisis. La section
suivante est consacrée à l’état de l’art des méthodes numériques utilisées pour résoudre ces
problèmes d’optimisation.
4.2.2 Etat de l’art
Le but de cette section est de présenter l’état de l’art des méthodes d’optimisation numé-
rique utilisées pour résoudre les problèmes de triangulation et l’ajustement de faisceaux. Les
méthodes utilisées sont scindées en deux catégories : les méthodes globales et les méthodes
locales. Les méthodes locales sont classiquement utilisées pour résoudre les problèmes d’ajus-
tement de faisceaux car leurs formulations utilisent un grand nombre de variables, ce qui est
rédhibitoire pour les méthodes globales. Ainsi, les méthodes globales sont généralement plus
utilisées pour résoudre les problèmes de triangulation. Nous commencerons par présenter dans
cette section les adaptations des méthodes locales utilisées pour résoudre l’ajustement de fais-
ceaux puis nous présenterons les méthodes d’optimisation globales utilisées pour résoudre le
problème de triangulation multivues.
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Les me´thodes locales pour l’ajustement de faisceaux. Les méthodes locales classique-
ment utilisées pour résoudre les problèmes (4.116) et (4.117) sont les méthodes de régions
de confiance (Algorithme 5) ou l’algorithme de Levenberg-Marquardt (Algorithme 7). Ce-
pendant, comme nous l’avons souligné, le nombre de variables d’optimisation de ces deux
problèmes peut devenir important. Il est donc nécessaire de tenir compte de l’interdépen-
dance des variables entre elles. Rappelons que, dans notre cas d’un modèle radial R3, il y a,
pour chaque caméra k :
– 7 paramètres intrinsèques : 4 internes et 3 de distorsions radiales contenus respective-
ment dans la matrice Kk (identifiée avec un vecteur de R4) et le vecteur κk.
– 9 coefficients pour chaque matrice de localisation Tlk
– 3 inconnues par points 3D Qi.
En toute généralité, il peut y avoir un nombre de déplacements et un nombre de caméras
différents. Cependant, pour plus de clarté et sans perte de généralités, nous supposerons qu’il
n’y a qu’une seule caméra se déplaçant n fois en observant p points. Ainsi, pour (4.116)
et (4.117), définissons le vecteur de résidus r P Rnp par :
r
M“
¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˝
q11 ´ fpK, κ,Tl1,Q1q
...
q1p ´ fpK, κ,Tl1,Qpq
q21 ´ fpK, κ,Tl2,Q1q
...
q2p ´ fpK, κ,Tl2,Qpq
...
qk1 ´ fpK, κ,Tlk,Q1q
...
qkp ´ fpK, κ,Tlk,Qpq
...
qn1 ´ fpK, κ,Tln,Q1q
...
qnp ´ fpK, κ,Tln,Qpq
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‚
(4.121)
où f désigne la fonctionnelle de projection propre à chaque problème. Avec cette définition,
chaque sous-bloc rk P Rp de r défini par :
rk
M“
qk1 ´ fpK, κ,Tlk,Q1q
...
qkp ´ fpK, κ,Tlk,Qpq
(4.122)
représente les projections des p points dans la kéme vue. Ainsi, les p lignes correspondant à rk
dans la jacobienne Jr de r sont données par :
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Bf
BK
...
Bf
BK
Bf
Bκ
...
Bf
Bκ
BfpK,κ,Tlk,Q1q
BTl1 ¨ ¨ ¨
BfpK,κ,Tlk,Q1q
BTln
...
. . .
...
BfpK,κ,Tlk,Qpq
BTl1 ¨ ¨ ¨
BfpK,κ,Tlk,Qpq
BTln
BfpK,κ,Tlk,Q1qBQ1 ¨ ¨ ¨
BfpK,κ,Tlk,Q1qBQp
...
. . .
...
BfpK,κ,Tlk,QpqBQ1 ¨ ¨ ¨
BfpK,κ,Tlk,QpqBQp
(4.123)
Les deux premiers blocs de dérivées partielles (en bleu et rouge) sont en général creux (s’il y a
plus d’une caméra), mais traités comme des blocs pleins dans notre discussion mono-caméra.
Etudions ensuite le bloc de dérivées partielles selon les matrices de localisation Tlk (en vert).
Pour cela remarquons que, quel que soit k P t1, . . . , nu, le bloc rk est indépendant de Tlj pour
j ‰ k. Par conséquent :
BfpK, κ,Tlk,Qiq
BTlj
“ 0 @j P t1, . . . , nu z tku , @i P t1, . . . , pu . (4.124)
Ainsi, le bloc de dérivées partielles selon les matrices de localisation se réduit en :
0 ¨ ¨ ¨ 0 BfpK, κ,T
l
k,Q1q
BTlk
0 ¨ ¨ ¨ 0
...
...
...
...
...
0 ¨ ¨ ¨ 0 BfpK, κ,T
l
k,Qpq
BTlk
0 ¨ ¨ ¨ 0
(4.125)
Enfin, puisque :
BfpK, κ,Tlk,Qjq
BQi “ 0 @pi, jq P t1, . . . , pu , tels que i ‰ j, (4.126)
le bloc des dérivées partielles selon les points Qi (en jaune) devient :
BfpK, κ,Tlk,Q1q
BQ1 ¨ ¨ ¨ 0
...
. . .
...
0 ¨ ¨ ¨ BfpK, κ,T
l
k,Qpq
BQp
(4.127)
La forme finale de la matrice Jr est ainsi donnée par la figure 4.27. Sous l’hypothèse de Gauss-
Newton (2.86), la forme de la matrice hessienne Hr “ JJr Jr est donnée par la figure 4.28 où
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QpT
l
n Q1T
l
1κK
q11
q12
q1p
q21
Figure 4.27 – Forme générale de la matrice Jr
A11 A12
AJ12 A22
B1 D1
D2
BJ1
B2
BJ2
C1
Cn
DJ1 DJ2 EJ
E
F1
Fp
Figure 4.28 – Forme générale de la matrice Hr
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les matrices Aik, B1k, B2k, Ck, D1k, D2k, E et Fi sont définies par :
A11
M“
nÿ
k“1
pÿ
i“1
ˆ Bf
BKpK, κ,T
l
k,Qiq
˙Jˆ Bf
BKpK, κ,T
l
k,Qiq
˙
PM4,4pRq (4.128)
A12
M“
nÿ
k“1
pÿ
i“1
ˆ Bf
BKpK, κ,T
l
k,Qiq
˙Jˆ Bf
BκpK, κ,T
l
k,Qiq
˙
PM4,3pRq (4.129)
A22
M“
nÿ
k“1
pÿ
i“1
ˆ Bf
BκpK, κ,T
l
k,Qiq
˙Jˆ Bf
BκpK, κ,T
l
k,Qiq
˙
PM3,3pRq (4.130)
B1,k
M“
pÿ
i“1
ˆ Bf
BKpK, κ,T
l
k,Qiq
˙Jˆ Bf
BTlk
pK, κ,Tlk,Qiq
˙
PM5,9pRq (4.131)
B2,k
M“
pÿ
i“1
ˆ Bf
BκpK, κ,T
l
k,Qiq
˙Jˆ Bf
BTlk
pK, κ,Tlk,Qiq
˙
PM3,9pRq (4.132)
Ck
M“
pÿ
i“1
ˆ Bf
BTlk
pK, κ,Tlk,Qiq
˙Jˆ Bf
BTlk
pK, κ,Tlk,Qiq
˙
PM9,9pRq (4.133)
D1,i
M“
nÿ
k“1
ˆ Bf
BKpK, κ,T
l
k,Qiq
˙Jˆ Bf
BQi pK, κ,T
l
k,Qiq
˙
PM5,3pRq (4.134)
D2,i
M“
nÿ
k“1
ˆ Bf
BκpK, κ,T
l
k,Qiq
˙Jˆ Bf
BQi pK, κ,T
l
k,Qiq
˙
PM3,3pRq (4.135)
Eki
M“
ˆ Bf
BTlk
pK, κ,Tlk,Qiq
˙Jˆ Bf
BQi pK, κ,T
l
k,Qiq
˙
PM9,3pRq (4.136)
Fi
M“
nÿ
k“1
ˆ Bf
BQi pK, κ,T
l
k,Qiq
˙Jˆ Bf
BQi pK, κ,T
l
k,Qiq
˙
PM3,3pRq. (4.137)
Remarquons que, s’il y avait plus d’une caméra, les tailles de ces matrices (mise à part Ckk, E
et F) seraient liées à nc, le nombre de caméras utilisées. La matrice Hr appartient à l’espace
des matrices carrées de taille 7 ` 9n ` 3p (7nc ` 9n ` 3p dans le cas général). Cette taille
peut donc devenir très importante et on comprend alors qu’il serait défavorable d’utiliser
directement JJr Jr dans la résolution modèle quadratique pertubé :`
JrpxkqJJrpxkq ` µkIn
˘
dk “ ´Jrpxkqrpxkq (4.138)
utilisé dans l’Algorithme 7 ou dans la résolution du sous-problème de région de confiance (13)
(où ∇f et ∇2f sont respectivement égaux à Jrr et JJr Jr). Ainsi, afin de tenir compte de
la structure creuse de JJr Jr et donc d’optimiser la résolution des problèmes précédents, on
découpe la hessienne de r suivant la figure 4.29. On obtient ainsi les trois matrices suivantes :
H11 PM7`9n,7`9npRq,H12 PM7`9n,3ppRq etH22 PM3p,3ppRq. Dans le cas de l’algorithme de
Levenberg-Marquardt ou dans celui des régions de confiance, on sera alors amené à résoudre
un système de la forme :¨˚
˚˚˚˚
˚˝˚˚
H11 H12
HJ12 H22
‹˛‹‹‹‹‹‹‹‚
looooooooooooomooooooooooooon
“∇2p 1
2
‖r‖22q“JJr Jr
¨˚
˚˚˚˚
˚˝˚˚
d1
d2
‹˛‹‹‹‹‹‹‹‚
loooooomoooooon
direction de descente dk
“
¨˚
˚˚˚˚
˚˝˚˚
ε1
ε2
‹˛‹‹‹‹‹‹‹‚
loooooomoooooon
“∇p 1
2
‖r‖22q“Jrr
(4.139)
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H11 H12
HJ12 H22
Figure 4.29 – Découpage de la matrice Hr
En utilisant le complément de Schur, on obtient alors le système suivant :" `
H11 ´H12H´122 HJ12
˘
d1 “ ε1 ´H11H´122 ε2
HJ12d1 `H22d2 “ ε2 (4.140)
Cette dernière formulation est très favorable car on ne doit inverser que la matrice la plus
creuse H22. Il est ensuite possible de simplifier encore ces équations en détaillant chacun
des blocs. Cependant, le but étant d’introduire la mise en oeuvre pratique des algorithmes
de Levenberg-Marquardt et des régions de confiance au problème de l’ajustement de fais-
ceaux, nous ne détaillerons pas plus avant cette résolution. Pour plus de détail sur l’appli-
cation de l’algorithme de Levenberg-Marquardt, le lecteur pourra se référer à [Triggs 2000,
Lourakis 2010, Lourakis 2004], tandis que dans [Lourakis 2005], il trouvera une adaptation
de l’algorithme des régions de confiance avec une recherche dogleg. Notons que la recherche
sur le thème de l’ajustement de faisceaux reste très intensive, notamment sur sa résolution
théorique [Agarwal 2010], l’étude de sa structure [Kushal 2012] ou son implémentation infor-
matique [Wu 2011].
Les me´thodes globales pour la triangulation. Dans les décennies précédentes, beaucoup
de recherches ont été menées afin de résoudre les problèmes sous forme algébrique. A l’instar
de l’algorithme des 8-points, ces approches sont souvent utilisées pour rechercher un point de
départ à l’ajustement de faisceaux. Ces méthodes sont basées sur la minimisation de fonc-
tions polynomiales sous des contraintes dont le rôle est d’imposer des propriétés théoriques
« idéales » sur la solution recherchée (p. ex. la condition de rang pour la matrice fondamentale).
Comme nous l’avons vu précédemment, ces fonctions de coût algébrique sont généralement
minimisées à l’aide de méthodes d’algèbre linéaire. Cependant, même s’il est possible d’exhi-
ber une solution globale pour ces problèmes, sa qualité peut, en pratique, s’avérer décevante.
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En effet, les fonctions coûts algébriques ne sont souvent pas liées de manière significative à
la structure métrique de la géométrie de la scène. Cependant, ces solutions algébriques four-
nissent des initialisations acceptables pour les problèmes métriques dont les fonctions coût
se formulent comme des sommes de fractions rationnelles. Ainsi, un certain nombre de nou-
velles méthodes garantissant des solutions globales ont été étudiées ces dernières années. Ces
méthodes utilisent des résultats récents dans les domaines de l’optimisation convexe et polyno-
miale et apportent de nouvelles façons de comprendre les problèmes en vision par ordinateur
et robotique. Un certain nombre de ces problèmes ont déjà été résolus avec succès, d’autres
sont encore ouverts.
D’un point de vue théorique, tous les problèmes d’optimisation se formulant comme la
minimisation d’une somme de fraction rationnelle :
min
xĂRn
lÿ
i“1
pipxq
qipxq (4.141)
peuvent être résolus de manière globale. En effet, il suffit de réduire au même dénominateur
cette somme :
P pxq
Qpxq
M“
lÿ
i“1
˜
pipxq
lź
j‰i
qjpxq
¸
lź
i“1
qipxq
(4.142)
et d’énumérer toutes les solutions de ∇P pxq “ 0, ce qui se formule comme un système d’équa-
tions polynomiales :
lÿ
i“1
«
Bpipxq
Bxk
lź
j‰i
qjpxq ` pipxq
lÿ
j‰i
Bqjpxq
Bxk
lź
s‰j
qspxq
ff
“ 0 @k P t1, . . . , nu . (4.143)
La complexité de ce système est étroitement liée à l le nombre de fractions et aux degrés des
pi et qi. Pratiquement, en vision par ordinateur, ces degrés sont tous égaux et généralement
faibles (p. ex. égaux à 2 pour le problème de la triangulation sans distorsions). Mais, même
pour un nombre de variables supérieur à 3, si le nombre l de fractions rationnelles est supérieur
à 5, alors (4.143) devient vite difficile à résoudre dans un temps de calcul raisonnable. Ainsi,
bien que cette approche puisse résoudre un large éventail de problèmes, elle n’est appliquée
en pratique, à cause de temps de calcul prohibitifs, que sur des problèmes de petite taille.
Notons cependant que cette approche a été appliquée avec succès à de nombreux problèmes
comme l’estimation de pose [Bujnak 2010, Bujnak 2008, Nister 2007] ou la triangulation à
deux [Hartley 1997] et trois vues [Stewénius 2005, Byröd 2007a]. Notons en outre que la ré-
solubilité de (4.143) pour des problèmes de vision par ordinateur a été étudiée d’un point de
vue numérique [Byröd 2007b, Byröd 2008] et théorique [Nister 2007].
Comme nous venons de le voir, la recherche des points stationnaires de (4.141) devient
rapidement complexe si le nombre de fractions augmente. De plus, ce problème ne prend
pas en compte d’éventuelles contraintes sur l’espace de recherche. Ainsi, afin de pallier ce
défaut, une deuxième famille de méthodes est basée sur l’utilisation des propriétés théoriques
des problèmes quasi-convexes. Rappelons que tout minimum local d’une fonction convexe est
aussi un minimum global. Ceci est également vrai pour les fonctions quasi-convexes. De plus,
pour une famille finie de fonctions convexes (resp. quasi-convexes) pfiqi, la fonction maxpfiq
Page 139
Chapitre 4. Application à la vision multivues
définie par :
maxpfiq : Rn ÞÑ R
x ÞÑ max
i
fipxq (4.144)
est convexe (resp. quasi-convexe). La figure 4.30 souligne graphiquement ce résultat pour une
famille de trois fonctions quasi-convexes. Notons cependant que la fonction maxpfiq perd toute
propriété de différentiabilité. Ainsi, dans [Kahl 2008b], les auteurs utilisent le fait que, pour la
f3
f2
f1
max
i
pfiq
Figure 4.30 – La fonction maximum d’une famille de fonctions quasi-convexe est quasi-
convexe
fonctionnelle fP, les coordonnées du vecteur de résidus r définies par (4.121) sont des fonctions
quasi-convexes. Ils minimisent alors r au sens de la norme L8. Le problème résultant peut se
ré-écrire sous la forme :
min
x
max
i
‖Aix` ci‖22
aJi x` bi
s.l.c. aJi x` bi ě 0.
(4.145)
Or, la fonction objectif de ce problème n’est ni différentiable, ni convexe. Cependant, la
fonction coût de la formulation sous forme d’épigraphes :
min
x,γ
γ
s.l.c. ‖Aix` ci‖22 ´ γ
`
aJi x` bi
˘ ď 0
γ ě 0,
(4.146)
possède ces deux propriétés. Remarquons que dans l’utilisation de la norme, L8 permet de
n’utiliser qu’une seule variable d’écart γ (puisque seul le maximum est recherché). Le pro-
blème (4.146) est alors résolu au moyen de technique de Programmation Conique de Second
Ordre (SOCP) [Vandenberghe 1996]. Notons que, indépendamment, une approche similaire a
été développée dans [Ke 2007]. Cependant, cette approche basée sur la norme L8 n’est plus
applicable dès lors que la quasi-convexité est perdue (ce qui est le cas pour des problèmes
impliquant des rotations). Les algorithmes Branch and Bound ont alors été utilisés pour
remédier à cet inconvénient. Comme nous l’avons déjà souligné, les algorithmes Branch and
Bound sont des méthodes d’optimisation globale pour des problèmes non-convexes. Lorsqu’ils
convergent, ils fournissent un encadrement à ε ą 0 près de la solution globale (pour ε arbi-
trairement petit). Plus précisément, considérons Φ : Rn Ñ R et détaillons l’Algorithme 13.
La structure de données initiales L est représentée par un rectangle. On note alors :
ΦminpEq M“ min
xPE Φ pour tout rectangle E Ď L. (4.147)
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Ensuite, on suppose que l’on est capable de construire, pour tout rectangle E Ď L, la fonction
ΦlbpEq vérifiant les propriétés suivantes :
1. ΦlbpEq permet de calculer une minoration de ΦminpEq, i.e.
ΦlbpEq ď ΦminpEq (4.148)
2. l’erreur d’approximation |ΦlbpEq´ΦminpEq| tend uniformément vers zéro lorsque la taille
de E, plus précisément le maximum des demi-longueurs noté |E|, tend vers 0 :
@ε, Dδε, tel que : @E Ď L, |E| ď δε ñ |ΦlbpEq ´ ΦminpEq| ď ε. (4.149)
Soit ε ą 0, l’algorithme commence en choisissant un rectangle E Ď L et en calculant ΦlbpEq
et son antécédent e‹ tel que Φlbpe‹q “ ΦlbpEq. Si |Φpe‹q ´ ΦminpEq| ď ε alors l’algorithme
se termine. Sinon, E est partitionné en une collection finie de rectangles pEiqi de sorte que
E “ Ůi Ei. Le calcul du minorant de chaque sous-domaine se fait alors en calculant ΦlbpEiq
et son antécédent e‹i . On fait alors l’hypothèse que Φpe‹q, avec e‹ “ arg mini Φpe‹i q, est la
meilleure approximation courante de ΦminpEq. Si |Φpe‹q ´ ΦminpEq| ď ε alors l’algorithme se
termine, sinon, la partition de E est raffinée en divisant certains sous-domaines et en répé-
tant l’opération précédente. Notons que les rectangles Ei tels que ΦlbpEiq ą Φpe‹q ne peuvent
contenir le miminum global, ils ne sont donc pas pris en compte pour le raffinage et supprimés
de la structure de données. L’ensemble de cette adaptation est rappelé par l’Algortihme 20.
Algorithme 20 Algorithme de séparation et évaluation adapté
Précondition : Rectangle initial E, ε ą 0
1: Calcul de ΦlbpEq et de son antécédent e‹
2: initialisation de la structure de données L “ tEu
3: tant que |Φpe‹q ´ ΦminpEq| ď ε faire
4: Extraire un élément E de L en choisissant E tel que : E “ arg minrEĎL ΦlbprEq
5: Division de E en k sous-domaines E “ Ůki Ei
6: LÐ tLzEuŤ tE1, . . . ,Eku
7: pour chaque sous-domaine Ei faire
8: Calcul d’un minorant de f sur Ei en déterminant ΦlbpEiq et e‹i
9: si Φpe‹i q ă Φpe‹q alors
10: eÐ ei //Le minorant de Φ sur Ei est inférieur au minimum courant
11: sinon
12: LÐ tLzEiu. //Supprimer Ei
L’applicabilité pratique de cet algorithme dépend directement de sa capacité à construire,
dans un temps raisonnable, des fonctions Φlb facilement minimisables. Notons que cette étape
correspond, dans le schéma général de l’Algorithme 13, à l’étape d’évaluation (ou bounding)
alors que l’étape de séparation (ou branching), correspond à la phase de division des rec-
tangles. Afin d’assurer la convergence de l’algorithme, les fonctions Φlb à construire doivent
nécessairement vérifier les conditions (4.148) et (4.149). Or, pour tout rectangle E Ď L, ces
propriétés sont, par définition, inhérentes à pconvΦq|E, l’enveloppe convexe (cf. définition 6)
de Φ restreinte à E. Cependant, construire l’enveloppe convexe d’une fonction quelconque
peut s’avérer aussi difficile que de trouver le minimum global. Mais, dans le cas d’une seule
fraction rationnelle, ce problème se ramène à un problème SOCP, donc aisément résoluble.
De plus, si Φ “ řli“1 piqi alors il est possible de démontrer que :
convΦ ě
lÿ
i“1
conv
pi
qi
. (4.150)
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où
řl
i“1 conv
pi
qi
est une fonction convexe. Cette dernière fonction est alors choisie pour cal-
culer Φlb. Cette approche a été utilisée sur les problèmes d’estimation de pose et de triangu-
lation multivues au sens des normes L1,L2 dans [Kahl 2008a, Fangfang 2007] et au sens L8
dans [Kahl 2008b]. Cependant, il existe un lien entre la quasi-convexité des fractions piqi et
l’erreur d’approximation : ˇˇˇˇ
ˇconv lÿ
i“1
pi
qi
´
lÿ
i“1
conv
pi
qi
ˇˇˇˇ
ˇ . (4.151)
En effet, comme le souligne la figure 4.31, si une fonction de la somme n’est pas quasi-convexe,
cette erreur peut être significative.
0
f1
f2
(I)
0
conv f1
conv f2
(II)
0
convpf1 ` f2q
pIIIq
0
convf1 ` convf2
pIVq
Figure 4.31 – Illustation de l’écart entre convf1 ` convf2 et convpf1 ` f2q. Le premier gra-
phique (I) représente les deux courbes f1 et f2. Le deuxième (I) représente (en vert) l’enveloppe
convexe de f1, convf1, et celle de f2, convf2. (III) représente, convpf1`f2q, l’enveloppe convexe
de f1 ` f2 et (IV) la somme de convf1 et convf2.
Il est donc possible que cette approche se révèle inefficace sur certains problèmes dans les-
quels toutes les fractions ne sont pas convexes ou quasi-convexes. Dans se sens, une étude
complète de la convexité et de la quasi-convexité dans les problèmes de vision a été réalisée
dans [Kahl 2008b]. Notons enfin que cette dernière approche ne permet pas de traiter des
contraintes non linéaires.
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Afin de traiter le problème (4.141) de manière générique, c’est-à-dire sans faire d’hy-
pothèses sur les fractions piqi , et de pouvoir considérer des contraintes non-linéaires, il est
présenté dans [Kahl 2007] un cadre général permettant de fournir une estimée initiale au pro-
blème (4.141) sous contraintes polynomiales. En effet, comme nous l’avons déjà mentionné
pour l’estimation de la matrice fondamentale, cette approche permet de construire une hiérar-
chie de relaxations convexes construites à partir de la formulation par épigraphes de (4.141).
Mais, bien que cette méthode permette de considérer un grand nombre de variables d’écart, la
suite des solutions issues de la hiérarchie convexe ne converge pas, a priori, vers le minimum
global. Cependant, les comparaisons menées dans [Kahl 2007] sur les problèmes de triangula-
tion multivues et d’estimation de pose au sens de la norme L2 montrent que l’estimée initiale
calculée à l’aide de cette approche est de meilleure qualité que celle calculée par la résolution
du système linéaire.
Enfin, il est présenté dans [Hartley 2008], une approche rapide (environ 0.5 ms par points),
permettant de tester, a posteriori, si un minimum local du problème de triangulation multivues
au sens de la norme L2 est global ou non.
4.2.3 Applications a` la triangulation multivues
Le but de cette section est de présenter les résultats obtenus par notre approche globale,
comparativement à une résolution locale, sur des cas synthétiques et réels. Elle sera divisée
suivant deux applications distinctes : la triangulation multivues sans distorsions et avec dis-
torsions. Pour toutes les expériences, nous comparerons notre méthode à une résolution
locale du problème à l’aide d’une méthode de régions de confiance initialisée avec
une solution du problème linéaire, appelée L2 local. Notons que nous avons essayé de compa-
rer notre méthode à l’approche présentée dans [Kahl 2008a], mais cette dernière s’est révélée
très instable (de trés bonnes convergences sur certaines données et pas de convergence pour
d’autres) dans tous nos tests, de sorte que toute conclusion soit impossible. Pour le cas de la
triangulation sans distorsions, comme le montrent les études réalisées dans la littérature, les
solutions locales peuvent être proches des solutions globales. Cependant, nous nous attache-
rons à montrer sur des cas réels et synthétiques que ces écarts peuvent être, dans certains cas,
significatifs. Enfin, nous mènerons les mêmes types de comparaisons dans le cas de la trian-
gulation avec distorsions. Notons que, dans cette section, nous ne ferons aucune référence au
temps de calcul. En effet, de ce point de vue, notre approche globale (avec des temps de calcul
de l’ordre de 2 secondes en moyenne) n’est pas compétitive par rapport aux méthodes locales.
Nous verrons si l’apport en précision de notre approche globale est suffisant pour pallier ce
défaut.
Nous commencerons tout d’abord par présenter les processus de génération de données
synthétiques et d’évaluation des résultats qui sont identiques pour les deux applications. Puis,
avant de conclure, nous exposerons l’ensemble des résultats obtenus.
4.2.3.1 Triangulation sans prise en compte des distorsions
Ge´ne´ration des donne´es synthe´tiques. Afin d’être le plus exhaustif possible, nous avons
effectué un grand nombre d’expériences avec des images simulées afin de quantifier les perfor-
mances de l’algorithme. Nos simulations sont basées sur trois configurations : un mouvement
latéral de la caméra, un mouvement vers la scène et enfin un mouvement circulaire autour de
la scène (i.e. une rotation centrée sur la scène). L’ensemble de ces trois mouvements sont rap-
pelés sur la figure 4.32. Pour les trois configurations, les positions de la caméra sont réparties
de manière équidistante le long de chaque trajectoire. Afin de simuler des situations réalistes,
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nous utilisons la matrice de paramètres intrinsèques suivante :
K “
»– 700 0 3200 700 240
0 0 1
fifl . (4.152)
La scène est composée de points 3D uniformément répartis dans une boule de diamètre 100.
Dans la configuration (1), la caméra effectue une translation le long d’une droite parallèle à
l’axe ÝÑXw située à 200 du centre de la boule. Pour la configuration (2), la caméra effectue une
translation selon l’axe ÝÑZ w de sorte que sa dernière position n soit située à 200 du centre de
la boule. Notons que cette configuration est une expérience de reconstruction 3D particulière-
ment difficile. En effet, ce mouvement est défini comme une translation le long de l’axe ÝÑZ w.
Or, dans ce cas, cet axe est confondu avec les axes ÝÑZ c des différentes positions de la caméra.
Par conséquent, les faisceaux issus des centres optiques et passant par les points 3D situés le
long de l’axe de translation ne peuvent s’intersecter. Ainsi, la triangulation des points situés à
proximité de cet axe est extrêmement difficile, ce qui se vérifie notamment par des erreurs de
reconstruction élevées. Enfin, pour la configuration (3), la trajectoire de la caméra est obtenue
à partir d’une rotation de rayon égal à 200 et d’angle 45° autour du centre de la scène.
nn´ 11 2 3
(1)
n
n´ 1
2
1
(2)
n
n´ 1
2
1
(3)
Figure 4.32 – Les trois configurations utilisées pour nos simulations : un mouvement latéral
(1), une translation vers la scène (1), et un mouvement circulaire centré sur la scène (3).
Pour chaque configuration, nous avons mené trois types d’expériences. Les deux premières ont
pour but d’étudier l’influence de deux types de bruit sur la précision de la triangulation. La
troisième analyse l’influence du nombre de vues sur la précision de la triangulation. Notons
que pour tous les résultats présentés par la suite, les solutions fournies par notre algorithme
bénéficient d’un certificat d’optimalité global.
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Sensibilite´ au bruit sur les appariements. La première expérience étudie l’influence du
bruit présent dans l’extraction des appariements 2D sur la précision de la triangulation. Elle
est réalisée de la manière suivante :
1. Déterminer aléatoirement (c.-à-d. selon une loi uniforme) n points pQiqi“1¨¨¨n dans la
scène.
2. Calculer les projections pqji qi,j de ces ces points dans les m vues.
3. Ajouter un bruit gaussien centré aux coordonnées pixel de façon à obtenir des projections
perturbées prqji qi,j .
4. Obtenir un nuage de points 3D prQiqi“1¨¨¨n à l’aide d’un algorithme de reconstruction 3D
utilisant soit notre méthode globale, soit une minimisation locale.
5. Calculer l’erreur de reconstrustion 3D moyenne, notée E3D, à l’aide de la formule :
E3D M“ 1
n
nÿ
i“1
‖Qi ´ rQi‖22 (4.153)
Notons qu’il est aussi possible de calculer l’erreur de reprojection 2D (en pixels), notée E2D,
calculée à l’aide de la formule :
E2D M“ 1
mn
nÿ
i“1
mÿ
j“1
‖Pj rQi ´ qji‖22. (4.154)
Cependant, comme nous disposons des points 3D initiaux, nous avons préféré utiliser le critère
3D qui nous semble, dans ce cas, plus pertinent. Pour cette expérience nous fixons n “ 50,
m “ 6. Ensuite, nous faisons évoluer la variance σ du bruit de 0 à 2 pixels, de sorte que
les projections subissent un déplacement maximal relatif de 6 pixels pour 98% d’entre elles.
Enfin, dans le but d’obtenir des résultats statistiquement significatifs, cette expérience est
effectuée sur 50 tirages de points 3D différents. Les résultats obtenus pour les 3 configurations
sont présentés sur la figure 4.33. Pour cette expérience, nous avons rajouté, à titre d’exemple,
les résultats obtenus par l’algorithme de triangulation globale au sens de la norme L8 pré-
senté dans [Kahl 2008b]. Les trois expériences soulignent le comportement cohérent des trois
méthodes : l’erreur de triangulation augmente linéairement avec le bruit. Analysons alors plus
précisément chacun des déplacements. La première courbe présente les erreurs 3D moyennes
pour le mouvement latéral. Bien que ces erreurs soient faibles, on constate que les solutions
globales au sens de la norme L8 et celles fournies par notre algorithme sont toujours plus
précises que les solutions locales. On notera de plus que, dans ce cas, les solutions globales au
sens de la norme L8 et L2 (i.e. fournies par notre algorithme) sont équivalentes. La deuxième
courbe présente les résultats pour le mouvement difficile de translation vers la scène. Sur ce
mouvement, on observe que l’écart entre la solution locale et notre algorithme est très im-
portant, soulignant ainsi que l’estimée initiale issue de la résolution du système linéaire n’est
jamais dans le bassin d’attraction du minimum global. De plus, on remarque que les solutions
globales au sens de la norme L2 fournies par notre méthode sont significativement meilleures
que celles calculées au sens de la norme L8. Enfin la dernière courbe présente les résultats
pour le mouvement circulaire autour de la scène. On observe que, dans ce cas où les fais-
ceaux s’intersectent correctement, les trois approches donnent des résultats identiques. Pour
conclure cette première expérience, nous pouvons souligner que notre méthode se révèle, quel
que soit le déplacement, la moins sensible au bruit ajouté sur les appariements. Toutefois,
l’écart de précision avec les autres approches est faible pour un mouvement classique comme
la translation face à la scène ou inexistant avec un mouvement bien défini comme une rotation
autour de la scène.
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L2 local
L2 global
L8 global
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
5 ¨ 10´3
1 ¨ 10´2
1.5 ¨ 10´2
2 ¨ 10´2
2.5 ¨ 10´2
3 ¨ 10´2
L2 local
L2 global
L8 global
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
5 ¨ 10´3
2 ¨ 10´2
5.5 ¨ 10´2
7 ¨ 10´2
E 3
D
L2 local
L2 global
L8 global
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
2 ¨ 10´3
4 ¨ 10´3
6 ¨ 10´3
8 ¨ 10´3
1 ¨ 10´2
1.2 ¨ 10´2
1.4 ¨ 10´2
bruit (pixels)
Figure 4.33 – Erreurs relatives de reconstruction 3D E3D en fonction du bruit inséré dans
les points projetés pour les trois types de configurations (de haut en bas, la configuration (1),
puis la (2) et enfin la (3)).
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Sensibilite´ au bruit sur les matrices de projections La seconde expérience mesure l’in-
fluence du bruit présent dans les paramètres de calibrage sur la précision de la triangulation.
Elle est réalisée de la manière suivante :
1. Déterminer au hasard n points pQiqi“1¨¨¨n dans la scène.
2. Ajouter un bruit gaussien aux coefficients des m matrices de projection Pj “ KTj (où
les Tj sont les transformations rigides représentant les déplacements de la caméra) de
manière à obtenir des matrices de projection perturbées rPj .
3. Calculer les projections pqji qi,j des pQiqi dans les m vues à l’aide des matrices rPj .
4. Obtenir un nuage de points 3D prQiqi“1¨¨¨n à l’aide d’un algorithme de reconstruction 3D
utilisant soit notre méthode globale, soit une minimisation locale.
5. Calculer l’erreur de reconstruction 3D moyenne (en mm) E3D.
Pour cette deuxième expérience nous fixons n “ 50, m “ 6. Ensuite, afin de rester dans des
cas réels, nous faisons évoluer la variance σ du bruit de 0 à 0,2 de sorte que les coefficients
des matrices Pj subissent un déplacement maximal relatif de 0,6 pour 98% d’entre eux. Dans
ce cas, le bruit n’a pas d’unité car nous le rajoutons directement sur les matrices Pj et donc
indistinctement sur les paramètres intrinsèques et extrinsèques. Enfin, dans le but d’obtenir
des résultats statistiquement significatifs, cette expérience est effectuée sur 50 tirages de points
3D différents. Les résultats obtenus pour les 3 configurations sont présentés sur la figure 4.34.
Signalons que, pour les trois déplacements, la triangulation globale au sens de la norme L8
s’est révélée très sensible à ce type de bruit. Ainsi, les erreurs 3D moyennes associées à
cette méthode sont trop importantes pour apparaitre conjointement avec celles des autres
approches. Par conséquent, nous avons représenté sur les graphiques la méthode locale (en
bleu) et notre méthode globale (en vert). Sur le mouvement de translation face à la scène,
les deux méthodes sont d’une précision équivalente pour un bruit inférieur à 0,08. Pour un
bruit supérieur, l’erreur 3D moyenne liée à l’approche locale s’accroit de façon importante
avec le bruit. Comparativement, les erreurs liées à notre approche augmentent linéairement
avec le bruit mais selon une pente beaucoup plus faible. Mis à part ce comportement en deux
phases, le mouvement difficile de translation vers la scène confirme ce résultat. En effet, les
erreurs 3D liées à la méthode locale augmentent linéairement avec le bruit mais avec une pente
très largement supérieure à celle que l’on observe pour notre méthode. Enfin, le mouvement
circulaire valide notre analyse, car bien que les erreurs soient proches, on observe bien dans les
deux cas une augmentation linéaire de l’erreur avec le bruit avec une légére différence de pente
en faveur de notre approche. Pour conclure, on observe que notre approche se révèle beaucoup
moins sensible au bruit sur les paramètres de calibrage. Ceci corrobore le fait qu’avec ce type
de bruit les méthodes locales peuvent rapidement s’éloigner de l’optimum global.
Influence du nombre de vues. Enfin la dernière expérience étudie l’influence du nombre
de vues sur la précision de notre algorithme. Elle est réalisée en déterminant au hasard n points
pQiqi“1¨¨¨n dans la scène. Ces points sont ensuite projetés dans les m images et perturbés à
l’aide d’un bruit gaussien de variance fixe σ. Enfin, on calcule les reconstrutions 3D à partir de
ces projections perturbées en augmentant le nombre de vues de 2 à 20 et en calculant à chaque
étape l’erreur E3D. Pour conclure, afin d’obtenir des résultats statistiquement significatifs, ces
expériences sont effectuées sur 50 tirages de points 3D différents. Pour l’ensemble de nos
tests, les résultats fournis par la méthode de triangulation globale au sens de la norme L8
sont équivalent à ceux de notre algorithme. Par conséquent, nous ne les afficherons pas sur
les graphiques. Pour la première série de tests nous fixons n “ 50 et σ “ 0.4. Les résultats
sont présentés sur la figure 4.35. Pour le premier mouvement de translation latéral ainsi
que pour celui de rotation autour de la scène, les erreurs de reconstruction moyennes de
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Figure 4.34 – Erreurs relatives de reconstruction 3D E3D en fonction du bruit inséré dans
les matrices de projection perspective Pj pour les trois types de configurations.
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la méthode locale et de notre algorithme sont équivalentes et diminuent avec le nombre de
caméras. Cependant, bien que les comportements soient identiques (les erreurs diminuent avec
l’augmentation du nombre de caméras), les résultats obtenus sur le mouvement de translation
vers la scène montrent un écart significatif entre la méthode locale et notre approche globale.
Afin de vérifier si notre analyse reste valide pour un bruit plus élevé, nous avons réitéré
cette expérience mais en ajoutant un bruit de variance égale à 1 sur les points projetés. Les
résultats obtenus sont présentés sur la figure 4.36. Comparativement aux résultats obtenus
pour le bruit de variance égale 0.4, on retrouve, sur les mouvements de translation latéral
et de rotation, un comportement presque équivalent. En effet, il est probable que les légères
différences observées soient dûes à un nombre de tirage insuffisant et qu’elles disparaissent en
l’augmentant. Cependant le mouvement de translation vers la scène confirme que, même si le
nombre de vues augmente, les solutions fournies par l’approche locale restent loin de l’optimum
global. Comme pour les deux autres courbes, un nombre de tirages plus important permettrait
de lisser la courbe bleue en supprimant le pic observé. Pour conclure, nous observons que,
pour les deux approches, l’augmentation du nombre de vues permet de réduire l’erreur de
reconstruction moyenne. Cependant, cette augmentation ne permet pas à la résolution locale
d’afficher les mêmes performance que notre algorithme sur des cas difficiles.
Re´sultats sur des cas re´els. Le but de ce paragraphe est de présenter, sur des cas réels,
les résultats de notre algorithme comparativement à la résolution locale et à la résolution
globale au sens de la norme L8. Comme les points 3D originaux ne sont pas connus, il est en
général impossible de calculer l’erreur de reprojection 3D E3D. Ainsi, les tests effectués dans
la littérature consistent à effectuer plusieurs triangulations à partir d’appariements connus et
à comparer l’erreur de reprojection 2D E2D. Nous avons, pour notre part, choisi de comparer
des erreurs 3D. Mais pour effectuer cette comparaison, il faut disposer comme nous venons de
le mentionner, soit des points 3D initiaux, soit à défaut d’un modèle 3D suffisamment précis.
Afin d’obtenir un tel modèle, nous utilisons les images du cylindre étalon décrit dans la sous-
section 4.1.4 dédiée à l’estimation de la matrice fondamentale. Ce cylindre (dont le diamètre
interne est égal à 70mm) est usiné très précisément et maintenu de telle sorte que, d’une part,
il est certifié correspondre, à 3 micromètres près, à son modèle CAO et d’autre part, que sa
forme interne ne s’altère que très peu dans le temps. Les images 4.37 et 4.38 montrent les
deux images du cylindre ainsi que son modèle CAO. La reconstruction 3D se fera à l’aide
d’un banc stéréoscopique préalablement calibré à l’aide de la boite à outils de calibrage de la
librairie OPENCV [Bradski 2008]. Les paramètres de calibrage sont les suivants :
– Les paramètres intrinsèques des caméras sont donnés par :
K1 “
¨˝
16358.49 0 1359.13
0 16369.56 983.46
0 0 1
‚˛ (4.155)
K2 “
¨˝
16371.74 0 1183.66
0 16391.63 974.07
0 0 1
‚˛ (4.156)
– Le paramètre de distorsion radial κ1 est égal à ´0.05 pour les deux caméras.
– La transformation stéréoscopique est donnée par :
T “
¨˚
˚˝ 0.9203 0.0002 ´0.3910 228.0´0.0008 ´0.9999 ´0.0014 0.0435
0.3910 0.0016 0.9203 51.13
0 0 0 1
‹˛‹‚. (4.157)
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Méthode Distance moyenne (mm) Ecart type (mm) Distance maximale (mm)
Locale +0.025/-0.008 0.077 +0.923/-0.633
Globale L8 +0.009/-0.005 0.033 +0.528/-0.412
Globale L2 +0.010/-0.003 0.032 +0.523/-0.117
Table 4.5 – Distance moyenne, écart type, et distance maximale obtenues en recalant les
points 3D triangulés par les trois méthodes testées sur le cylindre étalon.
On notera que cette expérience correspond bien à une reconstruction sans distorsions puisque
κ1 “ ´0.05 correspond à un déplacement en bordure d’image de 0.6 pixels. Afin de disposer de
la meilleure précision possible, nous choisissons de calculer des appariements dans une fenêtre
située à l’intérieur du cylindre sur laquelle un motif aléatoire a été projeté (cf. Figure 4.39).
Ces appariements sont alors calculés avec une méthode de corrélation d’images numériques.
Nous disposons ainsi de m “ 9000 paires de points 2D pqiqi appariés avec une précision sous-
pixélique. A partir de ces correspondances et des paramètres de calibrage, nous effectuons
une triangulation avec les trois méthodes. Nous obtenons ainsi, trois nuages de points 3D.
Ces trois nuages sont alors recalés sur le modèle CAO à l’aide du logiciel de recalage 3D
Geomagicr. Notons que ce recalage est fait au moyen d’une optimisation numérique et qu’il
introduit donc un biais. Cependant, ce biais est identique pour les trois reconstructions et ne
nuit donc pas à la comparaison. Ce même logiciel permet ensuite d’afficher l’écart de chaque
nuage 3D à la forme nominale (la CAO du cylindre). Les résultats obtenus sont présentés
sur les figures (4.40), (4.41), (4.42) et résumés dans la Table 4.5. La première reconstruction,
obtenue à l’aide de la méthode locale, montre une dispersion relativement importante. En
effet, on observe un écart maximum positif de 0.923mm et négatif de -0.633mm, l’écart moyen
étant lui compris entre +0.025mm et -0.008mm avec un écart type de 0.077mm. Les deux
reconstructions 3D globales sont plus précises. En effet, pour la reconstruction au sens de
la norme L8 on observe un écart maximum positif de 0.528mm et négatif de -0.412mm, un
écart moyen compris entre +0.009mm et -0.005mm et un écart type de 0.033mm. Pour notre
approche globale, on obtient un écart maximum positif de 0.523mm et négatif de -0.117mm,
un écart moyen compris entre +0.010mm et -0.003mm et un écart type de 0.032mm. On
peut donc conclure que les approches globales apportent un gain de précision non négligeable,
notamment au niveau de la régularité de la reconstruction 3D. De plus ce test nous permet
de vérifier le résultat suivant : les précisions de la reconstruction 3D résolue globalement avec
la norme L2 et la norme L8 semblent équivalentes.
4.2.3.2 Triangulation avec prise en compte d’une distorsion radiale
Ce paragraphe est scindé en deux parties. Tout d’abord, nous effectuons une série de
tests sur des données simulées, puis nous testons notre approche globale sur un cas réel.
Pour les données simulées, nous utilisons, à de légères différences près, la même procédure que
dans le paragraphe précédent (c.-à-d. même nombre de caméras, de points, de tirages...). Nous
conservons un processus de génération et de perturbation des points 3D identique. Cependant,
nous ne perturbons pas entièrement la matrice P. En effet, nous avons choisi de perturber
uniquement les paramètres extrinsèques afin d’étudier leur influence sur la précision de la
triangulation. Pour l’ensemble des données simulées, nous fixons le paramètre de distorsion
radiale à κ1 “ ´0.3, soit un déplacement en bordure d’image de 27 pixels. Pour tous les tests
réalisés, nous comparons notre approche à une méthode de régions de confiance.
Sensibilite´ au bruit sur les appariements. Les résultats obtenus sur cette expérience sont
présentés sur les figures 4.44, 4.45, 4.46 et 4.47. Nous constatons tous d’abord que les com-
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portements restent très similaires à la triangulation sans distorsions. En effet, l’ajout de bruit
sur les appariements ne permet pas de distinguer les deux méthodes sur les mouvements de
rotation et de translation latérale. Cependant, la différence de précision est visible pour le
mouvement de translation vers la scène. Ceci semble indiquer que l’estimée initiale, issue de
la résolution du système linéaire, n’est pas dans le bassin d’attraction de l’optimum global du
problème avec distorsions. Il convient toutefois de nuancer cette observation en remarquant
qu’un tel comportement n’est significatif que pour un bruit avec une variance σ ě 1. Ensuite,
nous constatons que les deux méthodes sont équivalentes lorsque le bruit est inséré dans les
matrices de rotations. Ceci souligne donc la stabilité de cette configuration. Comme pour le
cas sans distorsions, le mouvement de translation vers la scène se révèle très instable. En
effet, dès que σ ą 0.004, la différence des erreurs de reprojection 3D devient significative. Ceci
indique donc que l’estimée initiale issue de la résolution du système n’est pas dans le bon
bassin d’attraction. Pour le mouvement de translation latéral à la scène, il faut des valeurs de
bruit importantes σ ą 0.1 pour observer une différence.
Ensuite, afin de disposer de résultats sur un cas réel, nous avons reconstruit, à l’aide
d’un banc stéréoscopique, un plan dont les images sont reportées sur la Figure 4.43. Comme
pour le cylindre, les appariements sont calculés grâce à une méthode de corrélation d’images
numériques et le banc est calibré de manière précise. Les paramètres de calibrage sont les
suivants :
– Les paramètres intrinsèques des caméras sont donnés par :
K1 “
¨˝
1718.87 0 511.551
0 1719.16 382.535
0 0 1
‚˛ (4.158)
K2 “
¨˝
1720.9 0 512.95
0 1720.75 375.2
0 0 1
‚˛ (4.159)
– Le paramètre de distorsion radial κ1 est égal à ´0.23 pour les deux caméras, soit un
déplacement en bordure d’image de 10 pixels.
– La transformation stéréoscopique est donnée par :
T “
¨˚
˚˝ 0.9697 ´0.0054 0.2441 ´130.10.0053 0.9999 0.0010 ´1.068´0.2441 0.0003 0.9697 16.10
0 0 0 1
‹˛‹‚. (4.160)
Le plan est un objet particulièrement adéquat pour mesurer l’influence des erreurs de trian-
gulation en présence de distorsions radiales. En effet, si nous effectuons une reconstruction 3D
idéale de cet objet, tous les points triangulés sont coplanaires. Mais, en pratique ces points
ne le sont pas. Ces erreurs de triangulation planaires sont généralement dues aux effets de la
distorsion. Ainsi, afin de quantifier l’influence de ce paramètre, nous procédons comme suit :
nous triangulons 500 points sur l’ensemble du plan, puis, à l’aide du logiciel Geomagicr, nous
déterminons le plan moyen (au sens des moindres carrés) passant par ce nuage. Ceci nous
permet de calculer les erreurs suivantes : la distance moyenne et l’écart type des points au
plan ainsi que la distance maximum des points au plan. l’ensemble des résultats obtenus est
reporté sur la Table 4.6. Même si l’écart est minime, nous observons que les résultats obte-
nus sont en faveur de la triangulation globale. Ceci souligne donc que, lorsque les paramètres
de calibrages sont précisément connus, alors la solution fournie par la résolution du système
linéaire est très proche de la solution globale du problème de triangulation avec distorsion
radiale.
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Figure 4.35 – Pour les trois types de configurations, erreurs moyennes de reconstruction 3D
en fonction du nombre de vues avec un bruit Gaussien de variance σ “ 0, 4 inséré dans les
points projetés.
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Figure 4.36 – Pour les trois types de configurations, erreurs moyennes de reconstruction 3D
en fonction du nombre de vues avec un bruit Gaussien de variance σ “ 1 inséré dans les points
projetés.
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Figure 4.37 – Images du cylindre étalon, de 70mm de rayon interne, à partir duquel nous
réalisons notre série de tests.
Figure 4.38 – CAO du cylindre étalon utilisé pour nos tests.
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Méthode Distance moyenne (mm) Ecart type (mm) Distance maximale (mm)
Locale +0.008/-0.007 0.011 +0.040/-0.078
Globale +0.005/-0.006 0.007 +0.019/-0.017
Table 4.6 – Distance moyenne, écart type, et distance maximale obtenues en calculant le
plan moyen passant par les points triangulés de notre objet de test.
1 2
Figure 4.39 – Images du cylindre sur lequel un motif aléatoire a été projeté afin de per-
mettre un appariement de points par des méthodes de corrélation d’images numériques. Les
appariements se situent dans les boites englobantes bleues.
Figure 4.40 – Ecart à la forme nominale du nuage 3D triangulé avec l’approche locale
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Figure 4.41 – Ecart à la forme nominale du nuage 3D triangulé avec l’approche globale au
sens de la norme L8
Figure 4.42 – Ecart à la forme nominale du nuage 3D triangulé avec notre approche globale
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Figure 4.43 – Images du plan à partir duquel nous réalisons notre test de reconstruction 3D
avec prise en compte des distorsions.
4.2.4 Conclusions
Nous avons dans ce chapitre, appliqué l’optimisation globale polynomiale et rationnelle
à la minimisation des distorsions projectives, l’estimation de la matrice fondamentale et la
triangulation. Dans la première étude, nous avons mis en avant plusieurs nouveaux critères
polynomiaux. La minimisation globale de ces critères a permis de comparer leur efficacité et
donc d’exhiber plusieurs nouvelles approches plus précises que l’existant. La deuxième étude
était consacrée à l’étude d’un problème classique de vision artificielle : l’estimation de la ma-
trice fondamentale. D’un point de vue mathématique, cette estimation se présente comme un
problème de minimisation sous contrainte d’une fonction polynomiale à 9 paramètres. Après
avoir proposé une méthode d’évaluation, nous avons montré que notre approche fournissait,
sur des cas difficiles, de meilleurs résultats que la méthode classique des 8-points. Enfin, pour
le problème de la reconstruction 3D multivues, formulé comme la minimisation d’une somme
de fractions rationnelles, nous avons mené deux étude similaires. Dans un premier temps, nous
avons testé notre algorithme sur le problème de reconstruction classique (c.-à-d. linéaire) et
montré que notre méthode de Programmation Rationnelle obtenait de meilleurs résultats dans
des configurations difficiles. De plus, lorsque les mouvements sont stables et que les paramètres
de calibrages sont bien connus, nous avons constaté que les méthodes locales étaient équiva-
lentes au méthodes globales. En outre, cette dernière étude a montré, sur un cas réel, que les
triangulations globales au sens de la norme L8 et L2 étaient équivalentes. Enfin, nous avons
mené la même étude sur le problème de la triangulation avec prise en compte des distorsions.
Dans ce cas nous avons constaté que les méthodes locales et globales étaient trés proches,
la différence n’étant significative que sur des cas particulièrement difficiles. On retiendra au
final que, sur des expériences de triangulation (avec ou sans distorsions) réalisées dans des
conditions standards, l’apport de notre approche reste minime en regard de son temps de
calcul largement supérieur à celui d’une triangulation résolue avec une méthode locale.
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Figure 4.44 – Erreurs relatives de reconstruction 3D en fonction du bruit inséré dans les
points projetés pour les trois types de configurations.
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Figure 4.45 – Erreurs relatives de reconstruction 3D en fonction du bruit inséré dans les
matrices de rotation pour le mouvement de rotation.
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Figure 4.46 – Erreurs relatives de reconstruction 3D en fonction du bruit inséré dans le
vecteur de translation lors du déplacement vers la scène.
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Figure 4.47 – Erreurs relatives de reconstruction 3D en fonction du bruit inséré dans le
vecteur de translation lors du déplacement latéral à la scène.
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Conclusions et perspectives
5.1 Bilan des contributions
Une première contribution de cette thèse est constituée d’apports théoriques dans le do-
maine de l’optimisation globale. Tout d’abord, nous avons étudié l’optimisation polynomiale
par théorie des moments. C’est un outil de nature théorique et, par conséquent, peu utilisé
en vision par ordinateur. Outre cette complexité théorique, cette méthode ne peut unique-
ment traiter que des problèmes de minimisation où la fonction coût est un polynôme. Notre
principal apport consiste à étendre cette approche à la minimisation globale d’une somme de
fractions rationnelles. Grâce à l’application directe de l’optimisation polynomiale, et notam-
ment la prise en compte du faible couplage des variables, nous avons montré qu’il existait une
première solution à ce dernier problème. Ensuite, à l’aide de nouveaux éléments théoriques,
nous avons démontré qu’il existait une autre solution au problème de la minimisation glo-
bale d’une somme de fractions rationnelles. Enfin, nous avons départagé ces deux nouvelles
méthodes à l’aide d’une série de tests numériques.
Une deuxième contribution consiste à appliquer l’optimisation polynomiale ainsi que son
extension, la programmation rationnelle, à des problèmes classiques en vision par ordinateur.
La première application concerne le problème de la minimisation de distorsions projectives is-
sues du processus de rectification d’images. Pour l’approche que nous avons choisie, il n’existait
pas de critères polynomiaux. Nous en avons donc proposé quatre différents. Pour ces critères,
l’optimisation polynomiale nous a servi à départager le plus performant, sur plusieurs types
d’images. La deuxième application concerne l’estimation de la matrice fondamentale. Nous
avons montré que ce problème, difficile d’un point de vue mathématique, peut être efficace-
ment résolu par l’optimisation polynomiale par théorie des moments.
5.1.1 Extension de l’optimisation polynomiale a` l’optimisation rationnelle
Dans le chapitre 2, nous avons fait un survol des méthodes d’optimisation afin de fournir
au lecteur un panorama des méthodes classiquement utilisées en vision par ordinateur. Ces
approches se divisent en deux grandes familles : les méthodes locales et les méthodes globales.
Parmi les méthodes locales sans contraintes, les plus utilisées sont les méthodes d’ordre 2,
car, pour beaucoup des problèmes rencontrés, les formules analytiques des gradients et des
hessiennes sont disponibles. Lorsque le problème est sous contraintes, la solution la plus ré-
pandue consiste à résoudre le problème sans contraintes puis à projeter la solution obtenue
Page 161
Chapitre 5. Conclusions et perspectives
sur l’espace des contraintes. La faisabilité de cette technique dépend fortement de la capacité
à déterminer un opérateur de projection. Dès lors, cette approche reste réservée à des pro-
blèmes particuliers. Dans tous les cas, sauf hypothèses de convexités additionnelles, il n’est
pas possible avec ces méthodes d’obtenir un certificat d’optimalité. Les méthodes globales
pallient cet inconvénient. Cependant, leur mise en œuvre se fait généralement au détriment
du temps de calcul et de la généralité. La méthode la plus utilisée pour la vision artificielle est
l’algorithme par séparation et évaluation (branch and bound en anglais). Mais cette méthode
ne peut être utilisée que lorsque la phase d’évaluation est réalisée de manière précise et rapide.
Ainsi, afin de garantir cette propriété, il est nécessaire de tirer parti de la forme particulière
du problème. Par exemple, dans le cas de la minimisation d’une somme de fractions ration-
nelles, il faut utiliser la quasi-convexité des numérateurs et dénominateurs. Nous avons donc
vu qu’il n’existait pas de méthode générique pour résoudre globalement la minimisation d’un
polynôme ou d’une somme de fractions rationnelles sous contraintes. Ensuite, dans le chapitre
3, nous avons présenté le principe de l’optimisation par théorie des moments. Dans un premier
temps, nous avons rappelé que tout problème de minimisation min
xPK f peut se formuler comme
un problème linéaire dans l’espace des mesures. Puis, dans le cas où f est un polynôme et
K est un ensemble semi-algébrique de base engendré par des polynômes, nous avons vu que
le problème dans l’espace des mesures pouvait être ramené à un problème particulier : le
problème des moments sur K. Ce problème peut se formuler ainsi : quand une séquence de
nombres représente-t-elle les moments d’une mesure supportée sur K ? Ensuite, nous avons
vu que ce dernier problème pouvait être "tronqué" et approché, aussi précisément que l’on
veut, par une hiérarchie de problèmes convexes de dimension finie. Ce processus est résumé
sur la Figure 5.1.
Problème de
minimisation
polynomial
ou rationnel
Problème
linéaire sur
les mesures
Problème
linéaire sur
les moments
Hiérarchie de
problèmes
SDP
Figure 5.1 – Diagramme récapitulatif de l’optimisation par théorie des moments.
Enfin, dans un cas particulier où les variables sont faiblement couplées (c.-à-d. qu’il existe un
schéma de parcimonie), nous avons vu qu’un processus identique conduisait à une hiérarchie
permettant de considérer un plus grand nombre de variables. Dans le chapitre 3, nous avons
ensuite exposé notre contribution qui consiste à étendre la théorie précédente au cas de la
minimisation d’une somme de fractions rationnelles. Cette extension a pu être réalisée au
moyen de deux méthodes : les Epigraphes Creux et la Programmation Rationnelle. Pour
chacune des deux méthodes, nous avons prouvé l’équivalence du problème dans l’espace des
mesures avec le problème original ainsi que la convergence de la suite de solutions issue de
la hiérarchie SDP associée vers la solution du problème initial. Enfin, nous avons testé les
deux approches sur plusieurs problèmes tests. Ces tests ont souligné le net avantage de la
Programmation Rationnelle au détriment des Epigraphe Creux. Nous avons donc conclu que
la Programmation Rationnelle était la meilleure des deux méthodes pour résoudre globalement
la minimisation, sous contraintes, d’une somme de fractions rationnelles.
5.1.2 Applications a` la vision multivues
Dans le chapitre 4, nous avons appliqué l’optimisation globale par théorie des moments
à trois problèmes classiques en vision par ordinateur. Le premier concerne la minimisation
des distorsions liées à la rectification d’images projectives. Ce processus consiste à améliorer
la qualité des homographies de rectification en minimisant les distorsions qu’elles induisent
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dans les images. Pour cela, nous avons vu qu’il existait plusieurs familles de méthodes. Pour
les problèmes sur lesquels nous avons choisi d’appliquer notre méthode, il n’existait pas de
critères analytiques. Nous avons alors proposé quatre nouveaux critères : trois polynomiaux
et un rationnel. Puis, l’optimisation polynomiale nous a permis de déterminer lequel d’entre
eux était le plus efficace. La deuxième étude était consacrée à un problème classique de vision
artificielle : l’estimation de la matrice fondamentale. Dans le cas d’une paire d’images prise
à l’aide d’un banc stéréoscopique, cette matrice permet d’associer un point d’une image à sa
droite épipolaire dans l’autre image. D’un point de vue mathématique, cette estimation se
présente comme un problème de minimisation sous contraintes d’une fonction polynomiale
à 9 paramètres, pour lequel il est parfois difficile de trouver une bonne estimée initiale. Sur
l’ensemble des tests présentés, nous avons montré que notre approche fournissait de meilleurs
résultats que la méthode classique des 8-points. Enfin, dans la dernière partie nous avons étudié
le problème de reconstruction 3D multivues. Ce problème se présente comme la minimisation
d’une somme de fractions rationnelles à 3 inconnues, le nombre de fractions dépendant du
nombre de vues considérées. Nous avons considéré deux variantes de ce problème. Dans la
première, nous avons traité le problème sans prendre en compte les distorsions. Il résulte
alors un problème avec des numérateurs et dénominateurs de degrés égaux à 2, pour lequel
il existe des résolutions globales essentiellement basées sur des algorithmes de séparation et
d’évaluation. Dans la deuxième, nous avons pris en compte une distorsion radiale d’ordre 1. Il
résulte alors un problème avec des numérateurs et dénominateurs de degrés égaux à 6, pour
lequel aucune méthode globale n’a été mise en œuvre. Dans les deux cas, nous avons montré,
sur des cas réels et simulés que notre algorithme donnait de meilleurs résultats que l’approche
locale classique. En outre, dans le premier cas, en nous comparant avec un autre algorithme
global, nous avons pu montrer que la triangulation au sens de la norme L8 et la triangulation
au sens de la norme L2 donnaient des résultats équivalents.
5.2 Perspectives et potentiel de la me´thode d’optimisation
Tout d’abord, afin d’évaluer pleinement le potentiel de notre méthode il conviendrait de
tester les résultats qu’elle peut fournir lorsque l’on considère des modèles de distorsion plus
poussés. Ainsi, il faudrait, tout d’abord, augmenter l’ordre de la distorsion radiale jusqu’à
trois. Ensuite, il conviendrait de considérer un modèle avec des distorsions prismatiques et
de décentrage. Cependant, comme ces modèles sont rarement utilisés en pratique, il faudrait
se tourner vers des problèmes de triangulation particuliers. Ainsi, à l’aide de changements de
variables, il serait intéressant de considérer des modèles de distorsion plus complexes comme
ceux d’optiques "fisheyes". De manière plus générale, tout au long de ce mémoire, nous avons
insisté sur le fait que notre approche était générique, c’est-à-dire qu’elle pouvait résoudre
n’importe quel type de problème formulé comme une somme de fractions rationnelles. Dans
ce cadre-là, nous avons commencé des investigations sur un problème pour lequel il n’existe
pas de méthode proposant une résolution globale : la triangulation de ligne. Ce problème
(cf. [Bartoli 2005]) peut être formulé, à l’aide des coordonnées de Plücker, de la manière
suivante :
min
LPR6
nÿ
i“1
1´
LJrP1i¯2 ` ´LJrP2i¯2
lpiqÿ
k“1
qJi,k rPiL
s.l.c ‖L‖2F “ 1
LJKL “ 0 avec K M“
ˆ
0 I
I 0
˙
,
(5.1)
où rPi P R3ˆ6 représente la matrice de projection de lignes dans la ième vue et rPji sa jème
ligne, qJi,k représente le kème point de contour de la ième vue et lpiq le nombre de points de
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contour dans la ième vue. Ce problème comporte donc deux contraintes non-linéaires pour 6
variables d’optimisation. Les premiers résultats obtenus sont encourageants, mais manquent
encore de recul pour figurer dans ce mémoire.
Cependant, le potentiel le plus intéressant de la méthode de Programmation Rationnelle
réside dans sa capacité à prendre en compte des schémas de parcimonie structurée vérifiant
la propriété d’intersection courante. Or cette propriété est très présente en vision par ordi-
nateur. En effet, on va chercher souvent à estimer un objet mathématique en fonction de
données mesurées. Cependant, une approche courante, appelée génériquement « ajustement
de faisceaux » consiste à réestimer les données mesurées durant le processus d’optimisation
afin d’augmenter la précision finale. Mais il y a, en général, beaucoup de données mesurées.
Cependant, comme nous l’avons vu dans le chapitre 4, cette approche n’est possible que grâce
à la structure creuse de la matrice hessienne. Or, cette structure est révélatrice d’un schéma
de parcimonie qui pourrait être utilisé. Considérons un cas simple : l’estimation d’une homo-
graphie planaire H “ phijq1ďi,jď3 à l’aide de N points 2D appariés pqi, q1iq “ pui, vi, u1i, v1iq.
Dans ce cas, on dispose d’un problème :
min
H
Nÿ
i“1
«ˆ
u1i ´ h11ui ` h12vi ` h13h31ui ` h32vi ` h33
˙2
`
ˆ
v1i ´ h21ui ` h22vi ` h23h31ui ` h32vi ` h33
˙2ff
s.l.c. ‖H‖2F“ 1.
(5.2)
Considérons le schéma de parcimonie structurée définit par Ik “ tH, qk, q1ku. Comme Ik X
Ih “ tHu @k ‰ h, on peut facilement montrer que celui-ci vérifie la propriété d’intersection
courante. Ainsi, il est possible de réestimer tous les points qi, c’est-à-dire de résoudre le
problème :
min
H,pqi,q1iqi“1,...,N
Nÿ
i“1
«ˆ
u1i ´ h11ui ` h12vi ` h13h31ui ` h32vi ` h33
˙2
`
ˆ
v1i ´ h21ui ` h22vi ` h23h31ui ` h32vi ` h33
˙2ff
s.l.c. ‖H‖2F“ 1.
(5.3)
De manière similaire, dans tout problème où l’on peut former un schéma de parcimonie Ik “
tMk,mku avec Mk une inconnue commune à toutes les fractions et mk une inconnue propre
à chacune des fractions, alors ce schéma vérifie la propriété d’intersection courante et il est
possible de réestimer les données mesurées dans le processus de minimisation. Bien que la taille
des matrices utilisées dépende fortement de la taille du bloc de variablesMk, un tel processus
ouvre, à terme, la voie vers la résolution globale du problème d’ajustement de faisceaux.
De manière plus générale, ces travaux soulignent l’intérêt de mener des investigations à l’in-
tersection entre la vision artificielle et l’optimisation globale. En effet, la vision par ordinateur
constitue un champ applicatif idéal pour les méthodes d’optimisation globales. Contrairement
à beaucoup de problèmes rencontrés dans l’industrie, les problèmes issus de la vision par
ordinateur sont formulés de manière analytique, avec des propriétés théoriques fortes (p. ex.
quasi-convexité) et un nombre limité de variables. En outre, de la recherche de zéros à des pro-
blèmes de programmation entière, ces problèmes couvrent un large éventail de formulations.
Enfin, leurs structures théoriques particulières permettent de mener des études théoriques très
en amont de l’utilisation pratique[Aholt 2011, Aholt 2012]. On aura donc compris que, loin
de n’être qu’un simple domaine applicatif, la vision artificielle permet, au travers des pro-
blèmes qu’elle soumet, de faire émerger de nouvelles adaptations de techniques d’optimisation
globale.
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A
Images tests stéréoscopiques
Ces images tests sont disponibles sur la page web http://www.vsg.dcu.ie/code.html.
Figure A.1 – Paire d’images Arch.
Figure A.2 – Paire d’images Drive.
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Figure A.3 – Paire d’images Lab.
Figure A.4 – Paire d’images Roof.
Figure A.5 – Paire d’images Boxes.
Figure A.6 – Paire d’images Yard.
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B
Images tests de la série House
Ces images sont aussi disponibles sur le site www.robots.ox.ac.uk/~vgg/data/data-mview.
html.
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C
Paires d’images tests Library et Merton
Ces images sont aussi disponibles sur le site www.robots.ox.ac.uk/~vgg/data/data-mview.
html.
Figure C.1 – Paire d’images Library.
Figure C.2 – Paire d’images Merton1.
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Figure C.3 – Paire d’images Merton2.
Figure C.4 – Paire d’images Merton3.
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D
Images tests de la série Dinosaure
Ces images sont aussi disponibles sur le site www.robots.ox.ac.uk/~vgg/data/data-mview.
html.
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E
Matrice et vecteur du deuxième problème de Shekel
A “
¨˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˚˚˚
˚˝˚
9.681 0.667 4.783 9.095 3.517 9.325 6.544 0.211 5.122 2.020
9.400 2.041 3.788 7.931 2.882 2.672 3.568 1.284 7.033 7.374
8.025 9.152 5.114 7.621 4.564 4.711 2.996 6.126 0.734 4.982
2.196 0.415 5.649 6.979 9.510 9.166 6.304 6.054 9.377 1.426
8.074 8.777 3.467 1.863 6.708 6.349 4.534 0.276 7.633 1.567
7.650 5.658 0.720 2.764 3.278 5.283 7.474 6.274 1.409 8.208
1.256 3.605 8.623 6.905 4.584 8.133 6.071 6.888 4.187 5.448
8.314 2.261 4.224 1.781 4.124 0.932 8.129 8.658 1.208 5.762
0.226 8.858 1.420 0.945 1.622 4.698 6.228 9.096 0.972 7.637
7.305 2.228 1.242 5.928 9.133 1.826 4.060 5.204 8.713 8.247
0.652 7.027 0.508 4.876 8.807 4.632 5.808 6.937 3.291 7.016
2.699 3.516 5.874 4.119 4.461 7.496 8.817 0.690 6.593 9.789
8.327 3.897 2.017 9.570 9.825 1.150 1.395 3.885 6.354 0.109
2.132 7.006 7.136 2.641 1.882 5.943 7.273 7.691 2.880 0.564
4.707 5.579 4.080 0.581 9.698 8.542 8.077 8.515 9.231 4.670
8.304 7.559 8.567 0.322 7.128 8.392 1.472 8.524 2.277 7.826
8.632 4.409 4.832 5.768 7.050 6.715 1.711 4.323 4.405 4.591
4.887 9.112 0.170 8.967 9.693 9.867 7.508 7.770 8.382 6.740
2.440 6.686 4.299 1.007 7.008 1.427 9.398 8.480 9.950 1.675
6.306 8.583 6.084 1.138 4.350 3.134 7.853 6.061 7.457 2.258
0.652 2.343 1.370 0.821 1.310 1.063 0.689 8.819 8.833 9.070
5.558 1.272 5.756 9.857 2.279 2.764 1.284 1.677 1.244 1.234
3.352 7.549 9.817 9.437 8.687 4.167 2.570 6.540 0.228 0.027
8.798 0.880 2.370 0.168 1.701 3.680 1.231 2.390 2.499 0.064
1.460 8.057 1.336 7.217 7.914 3.615 9.981 9.198 5.292 1.224
0.432 8.645 8.774 0.249 8.081 7.461 4.416 0.652 4.002 4.644
0.679 2.800 5.523 3.049 2.968 7.225 6.730 4.199 9.614 9.229
4.263 1.074 7.286 5.599 8.291 5.200 9.214 8.272 4.398 4.506
9.496 4.830 3.150 8.270 5.079 1.231 5.731 9.494 1.883 9.732
4.138 2.562 2.532 9.661 5.611 5.500 6.886 2.341 9.699 6.500
‹˛‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‹‚
Page 175
Annexe E. Matrice et vecteur du deuxième problème de Shekel
c “
´
0.806 0.517 0.100 0.908 0.965 0.669 0.524 0.902 0.531 0.876 0.462
0.491 0.463 0.714 0.352 0.869 0.813 0.811 0.828 0.964 0.789 0.360
0.369 0.992 0.332 0.817 0.632 0.883 0.608 0.326
¯
.
.
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Vision 3D multi-images : contribution à l’obtention de solutions globales
par optimisation polynomiale et théorie des moments
Résumé : L’objectif général de cette thèse est d’appliquer une méthode d’optimi-
sation polynomiale basée sur la théorie des moments à certains problèmes de vision
artificielle. Ces problèmes sont en général non convexes et classiquement résolus à
l’aide de méthodes d’optimisation locale. Ces techniques ne convergent généralement
pas vers le minimum global et nécessitent de fournir une estimée initiale proche de la
solution exacte. Les méthodes d’optimisation globale permettent d’éviter ces inconvé-
nients. L’optimisation polynomiale basée sur la théorie des moments présente en outre
l’avantage de prendre en compte des contraintes. Dans cette thèse nous étendrons cette
méthode aux problèmes de minimisation d’une somme d’un grand nombre de fractions
rationnelles. De plus, sous certaines hypothèses de « faible couplage » ou de « parci-
monie » des variables du problème, nous montrerons qu’il est possible de considérer un
nombre important de variables tout en conservant des temps de calcul raisonnables.
Enfin nous appliquerons les méthodes proposées aux problèmes de vision par ordinateur
suivants : minimisation des distorsions projectives induites par le processus de rectifi-
cation d’images, estimation de la matrice fondamentale, reconstruction 3D multi-vues
avec et sans distorsions radiales.
Mots clés :Optimisation Globale, Optimisation polynomiale, Théorie des moments,
Reconstruction 3D
Contribution to the global resolution of minimization problems in
computer vision by polynomial optimization and moments theory
Abstract : The overall objective of this thesis is to apply a polynomial optimization
method, based on moments theory, on some vision problems. These problems are often
nonconvex and they are classically solved using local optimization methods. Without
additional hypothesis, these techniques don’t converge to the global minimum and need
to provide an initial estimate close to the exact solution. Global optimization methods
overcome this drawback. Moreover, the polynomial optimization based on moments
theory could take into account particular constraints. In this thesis, we extend this
method to the problems of minimizing a sum of many rational functions. In addition,
under particular assumptions of « sparsity », we show that it is possible to deal with
a large number of variables while maintaining reasonable computation times. Finally,
we apply these methods to particular computer vision problems : minimization of pro-
jective distortions due to image rectification process, Fundamental matrix estimation,
and multi-view 3D reconstruction with and without radial distortions.
Keywords :Global Optimization, Polynomial Optimization, Moments Theory, 3D
Reconstruction
