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Curiously enough, the only thing that went through the mind of the bowl of petunias
as it fell was "Oh no, not again".
Douglas Adams – The Hitchhiker’s Guide to the Galaxy

A B S T R A C T
G old nanoparticles coated with bio-compatible ligands are promising toolsfor biomedical applications due their water solubility, bio-compatibility and
efficient light-to-heat conversion. In in vivo applications, nanoparticles come in
contact with many biological molecules before being delivered to cells. The under-
standing of the physical and chemical nature of these different nano-bio interfaces
is crucial to the rational design of nanoparticles with biomedical applications. The
aim of this thesis is to understand, by molecular dynamics, how the composition,
hydrophobicity and charge of the ligand shell of a small gold nanoparticle can
influence its interaction with i. the solvent, ii. model biological membranes and iii.
serum proteins. For each of these relevant interfaces we address a specific case of
study.
In our first case study, we address the role of ligands during the transfer of heat
from a hot irradiated gold nanoparticle to the surrounding solvent (water). Indeed,
in photothermal therapies laser-irradiated resonant nanoparticles convert light into
heat, which is then released to the surrounding biological tissues. Nevertheless, no
clear physical interpretation is currently available to explain thermal transport at
the nanoparticle surface, where a solid-liquid (metal–ligand) interface is coupled to
a liquid-liquid (ligand–solvent) interface. We use computer simulations to show
that thermal transport at the nanoparticle surface depends on solvent diffusivity
at the ligand–solvent interface. Furthermore, using physical indicators of water
confinement around hydrophobic and hydrophilic ligands, we develop a predictive
model to allow engineering of nanoparticle coatings with the desired thermal
conductivities at the nanoscale.
The second case study is the interaction between an anionic, monolayer-protected
gold nanoparticle and a model neutral lipid membrane. The cell membrane is the
first barrier that gold nanoparticles meet in cell-targeted applications. Here we
show how the nanoparticle surface functionalization, and in particular its charge
state, can drive the mechanism of interaction with a zwitterionic lipid membrane.
Our third case study is the interaction between a monolayer-protected gold
nanoparticle and a serum protein, ubiquitin. Indeed, when nanoparticles circulate
in the bloodstream, they come in contact with many serum proteins, which can
irreversibly bind to nanoparticles, thus changing the surface they expose to the
biological environment. We combine computer simulations and experimental
results to study how the ligand charge and composition influence the interaction
between nanoparticles and ubiquitin. We find that interfacial water molecules are
more bound to the nanoparticles with the largest negative charge and this reflects
in an increase of their hydrodynamic radius and in a slower kinetics of binding to
the protein during unbiased simulations.
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1 E N G I N E E R E D N A N O M AT E R I A L S I N
T H E B I O LO G I C A L E N V I R O N M E N T
1.1 engineered nanomaterials
N anostructures and nanomaterials are assemblies of materials with at leastone dimension shorter than 100 nm. Nanomaterials diTffer considerably
from the bulk materials, offering better functionality, sensitivity, efficiency and
specificity in a wide range of applications. It is nowadays possible to rationally
design and engineer a variety of nanomaterials, manipulating and controlling
their surface properties. These human created nanomaterials with unusual and
tunable properties are called engineered nanomaterials. Thanks to their nanoscale
size and high surface to volume ratio, engineered nanomaterials exhibit unique
physicochemical properties. Also, these properties are often subject to significant
variation as a function of the size owing to quantum confinement effects. The
optical, electronic, magnetic properties and chemical reactivities of engineered
nanomaterials have attracted nowadays much interest and generated a wide variety
of applications [1–5].
Recently, the investigations on engineered nanomaterials have expanded in
the biological field, as they constitute a versatile platform in many biomedical
applications. In particular, the small size of nanomaterials allow them to penetrate
into vessels, tissues and even cells for in vitro and in vivo imaging, drug-delivery and
therapy. The combination of diagnostic and therapeutic actions of these multivalent
nanoagents have led to coin the term theranostic nanomaterials [6].
As recently pointed out by Karrina McNamara [7], Dong Liu [8] and Liang
Yan [9], the commonly used materials to develop engineered nanoparticles (NPs)
for biomedical applications are inorganic and metal or metal oxide nanoparticles,
quantum dots, carbon based materials (carbon nanotubes, fullerens, nanodiamonds,
graphene), liposomes, biopolymers, dendritic polymers and many others (see
Figure 1). Unfortunately, many of them are inorganic materials with poor biological
compatibility and stability. Biofunctions, biocompatibility and biostability are
generally realized introducing an organic functionalization on the nanomaterial
surface. Thus, surface chemistry functionalization, surface physics (topography
and roughness) and surface thermodynamics (wettability and free energy) are
important parameters to control the nanomaterial toxicity and optimize their
nanoconstruct for its specific biomedical application.
1.1.1 Engineered nanomaterials for biomedical applications
Among the different materials that can be engineered to be used in nanomedicine,
metal nanomaterials and, in particular, Au, Ag or metal oxides, have been proven a
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Figure 1: Representation of engineered nanomaterials, including organic and inorganic
nanomaterials, applied for biomedical therapies. Taken from [6].
convenient and powerful platform due to their unique optical, physical and chemi-
cal properties. For example, the strong optical absorption at the surface plasmon
resonance of metal NPs make them suitable for imaging, sensing and photothermal
therapies [10]. Au nanorods or nanostars, which absorb light in the near-infrared
region with high efficiency, have been used to monitor the blood flow in vivo using
photoacoustic imaging [4]. Ag NPs have also attracted interest in the biomedical
field. For example, biosensing devices are based on spectral modifications due
to aggregated Ag NPs. Moreover, it is well-known the anti-bacterial activity and
anti-inflammatory action of Ag NPs [11]. Metal oxide nanomaterials can also be
employed as antimicrobial agents, as in the case of ZnO and CuO NPs or as drug
delivery systems [12]. Moreover, the intrinsic fluorescence of ZnO nanowires, for
example, has been employed to image cancer cells [13], while functionalization
of the ZnO surface with specific biomolecules creates photosensitive biosensors
[14]. TiO2 NPs also show a wide range of biomedical applications. These NPs can
be functionalized to achieve specific targeting and the drug load can be released
upon irradiation with UV light to which TiO2 NPs are sensitive [15]. TiO2 NPs are
also used in bone-substituting materials: the biofluid first makes contact with a
thin TiO2 layer that spontaneously emerges on the top surface of Ti [16]. This has
motivated the use of TiO2 NPs for bone regeneration. ZrO2 has recently been used
for dental implants because, like Ti, it is compatible with the same type of hard
tissues [17]. Furthermore, exploiting the magnetic or superparamagnetic character
of certain metal oxide NPs, such as Fe oxide NPs, it is possible to realize contrast
1.1 engineered nanomaterials 3
agents in magnetic resonance imaging, magnetic particle imaging and magnetic
hyperthermia [18].
Organic NPs like polymers and liposomes can be successfully employed in
biomedicine as nanocarriers to deliver water-insoluble anticancer drugs, peptides,
proteins, DNA and others to the desidered site. As liposomes are potentially atoxic,
degradable under physiological conditions and non-immunogenic, they can be
expected to deliver drugs with a low degradation rate and diminished collateral
effects. Thanks to the combination of their small size and high branching, stimuli-
responsive polymeric nanomaterials such as dendrimers, polymers of branched
repeated units that depart from a central core and extend outwards, are also useful
for drug/gene delivery applications since they can improve the solubility and
stability of encapsulated drugs, as well as their therapeutic effects due to a greater
fraction of drug reaching the target site [19]. Polymer dendrimers can be use also as
imaging tools. Other biomacromolecules, such as assemblies of peptides, proteins
and DNA-based nanomaterials, due to their chemical versatility, biocompatibility,
and biological recognition capability, have been extensively studied for biosensors,
nanocarriers and bioscaffolds for tissue repair and regeneration [1, 2, 4, 7, 9].
In addition to metal/metal oxide or liposome/polimer nanomaterials, carbon
based materials such as fullerenes, nanotubes or graphene are also important nano-
materials for biomedical applications. Fullerenes, graphene and their derivatives
have shown to be possible candidate for biomedical applications especially for
bio-sensing, imaging and drug delivery. Nevertheless, research has indicated that
graphene and its derivatives (especially nanotubes) may cause aggregation and
cytotoxicity in in vitro and in vivo conditions [3, 9].
Quantum dots have emerged as novel fluorescent probe for in vivo biomolecular
and cellular imaging. Quantum dots are materials exhibiting quantum confine-
ment in all three spatial dimensions. Due to their size-tunable light emission,
improved signal brightness, resistance toward photo-bleaching and simultaneous
excitation of multiple fluorescence colours, they are widely used as optical labels
in immunoasseys for proteins, DNA, bacteria and toxin analysis. Compared to
standard fluorescent dyes, quantum dots have additional advantages of high photo-
chemical stability and offer improved detection sensitivity and application lifetime.
Moreover, they are used to probe and track single biomolecules in live cells owing
to their high photostability and strong luminescence. Quantum dots are also used
as photosensitizers to generate singlet oxygen in photodynamic cancer therapy, as
well as radiosensitizers in radiotherapy [1, 3].
1.1.2 Nanomaterial surface functionalization
Engineered nanomaterials have to be soluble in the water phase in order to be ex-
ploited for biomedical applications. However, most of the nanomaterials described
above are neither biocompatible nor water-soluble. For example, the surface of
bare metallic or metal oxide nanoparticles is highly reactive so that they are prone
to aggregation and precipitation and also they may cause undesired cytotoxic
effects. A possible strategy to avoid these issues is to coat the NP surface with
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organic molecules either by non-covalent physisorption or chemisorption. Charged
molecules are employed to achieve ionic stabilization, through Coulomb repulsion,
while neutral molecules, zwitterionic molecules or polymers, such as polyethylene
glycol (PEG) chains, act as steric stabilizing agents [20]. For example, the citrate
capping layer physisorbed on the surface of bare Au NPs allows the colloidal
dispersion of Au NPs in the water phase [1, 21]. Another surface functionalization
method is based on chemisorption, which offers the advantage of robust linkage
and thus a better stability of the surface ligand shell. For example, the Au NP func-
tionalized by a mixture of mercaptoundecane sulfonate (MUS) and octanethiol (OT)
exibit high water solubility and membrane embedding and fusion activity [22, 23].
Other general examples are thiols on metals and semiconductors, silanes on oxide
NPs, and phosphates on metal oxide nanomaterials (Fe oxides or TiO2 NPs).
A highly effective surface engineering strategy for chemisorption of ligands is
the ligand exchange technique, in which the ligand of interest displaces the stabilizing
capping layer on the nanomaterial surface (for example citrate molecules for Au
NPs) [24]. In this case the ligand should have at least equal or higher affinity
than the capping molecule towards the nanomaterial in order to partially or fully
displace it. The same strategy is frequently applied also in quantum dot synthesis
where a capping agent is used to stabilize the CdSe or CdSe – ZnS core-shell NPs.
Subsequent treatment with thiols introduces the ligand shell to the quantum dots
[1].
For en effective use of NPs for biomedical applications, the surface coating need
to be also biocompatible [25]. For example, the well known PEG stealth effect is
base on functionalize the nanomaterial surface with PEG chains to improve the
biocompatibility, the colloidal stability and the blood circulation time of metal NPs
[9, 26].
Beyond the ability to confer colloidal stability and biocompatibility, the nano-
material coating can be exploited to target, deliver drugs to, image or damage the
biological environment. Typical organic ligands used to functionalize nanoma-
terials for biomedical applications are organic chains, small peptides and DNA
strands, which can be used in targeted delivery or sensing. Fluorescent molecules
can also be anchored to nanomaterials for imaging applications. Here, due to the
large variety of biomolecules that can be used to functionalize the nanomaterial,
as reviewed by Thanh and collaborators [21], different methods can be used to
functionalize the nanomaterial surface. [3, 9, 20, 27].
Surface functionalization has its own drawbacks, too. The complexity of the
target biological environment is such that it is often difficult to predic what will
be the effect of a specific functionalization in terms of absorption of biological
molecules dispersed in the serum. Interactions at the NP surface may contribute to
structural reorganization of the surface itself, decreased bioactivity, redox reactions
with biological molecules, all of which may cause unintended and unexpected
biological outcomes. For example, the adsorption of proteins at the surface of a
nanomaterial can affect its cellular uptake and mask its original surface functionality.
The challenge, then, is to rationally design the nanomaterial coating so as to
mitigate its toxicity, improve its targeting capabilities, reduce the undesidered
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Figure 2: The functionalized sur-
face of engineered nanomaterials
(ENMs) is at the interface between
the nanomaterial and several bio-
logical systems: biofluids, proteins
and membranes. Different phys-
ical interactions take place, such
as electrostatic interactions, hydro-
gen bonding, hydrophobic interac-
tions, ligand–receptor interactions,
and mechanical interactions (e.g.
membrane curvature driven inter-
actions). Taken from [5].
adsorption of biomolecules at its surface, control drug delivery and so on. Therefore,
a comprehensive understanding of the mechanisms taking place at the nano–
bio interface is of paramount importance for the design of safe and effective
nanomaterials for biomedical applications [2, 5, 28–30].
1.2 interactions at nano – bio interfaces
W hen a nanomaterial interacts with biological systems, the biological and syn-thetic worlds merge at the nano–bio interface. The knowledge-based design
of this interface is crucial to a safe and efficient use of nanomaterials for biomedi-
cal applications. As shown in Figure 2, the functionalized surface of engineered
nanomaterials is at the interface between the nanomaterial and several biological
systems: biofluids, proteins and membranes. The nano–bio interface is often a
double interface or a three-component interface, comprising the nanomaterial core,
its surface functionalization and the biological system. Both the solid-liquid core–
coating and liquid-liquid coating–bio interfaces need to be fully characterized to
achieve control on the nanomaterial fate in the biological environment. At the nano–
bio interface several physical interactions take place: non-covalent interactions (Van
der Waals, electrostatic, hydrophobic/hydrophilic), hydrogen bonds and solvation
forces, but also chemical reactions (for example ligand-receptor interactions), and
even mechanical interactions, such as membrane curvature driven effects. All of
these interactions are influenced by the nanomaterial physicochemical properties:
size, charge, material, crystallinity and surface functionalization, as well as by
the components of the surrounding biological environment and by the biological
parameters at the contact zones. To further complicate the matter, the out of
equilibrium, complex and heterogeneous nature of the biological milieu inevitably
influences the identity of nanomaterials in a dynamic way.
The wide variety of NPs studied in literature and the non-trivial nature of the
problem itself makes it difficult to fully understand what happens when NPs are
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Figure 3: Schematic representation of the nano–bio interfaces considered in this thesis.
administered to the body. Different routes of administration cause NPs to interact
with different biological environments.
In this thesis, we imagine following NPs, delivered by intravenous injection, in
their journey through the organism. Initially, the NPs come in contact with the
bloodstream: here, the NP interacts with water and with serum proteins. The final
target of the NP is the cell, and in order to reach the cell interior the NP has to
cross the cell membrane. To efficiently develop and engineer effective nanoagents
for biomedical applications and guide their fate in the body it is of paramount
importance to understand the mechanisms and interactions that occur at each of
the following interfaces: the nano–biofluid interface, the nano–protein interface and the
nano–membrane interface (Figure 3).
1.2.1 Nano – biofluid interface
The ubiquitous biofluids are complex and crowded biological environments, such
as blood or serum, which are vital for life activities. Biofluids are aqueous solutions
with dissolved proteins, small organic molecules, ions and cells and mediate
the energy and substance exchanges between different biological environments.
Biofluids are the first biological environment the NPs meet once they are injected
in the body.
On the mesoscopic scale, flow velocity, viscosity, stiffness and diffusivity of
biofluids can influence the transportation and the nano–biofluid interaction of
nanomedicines in vivo. These properties determine the biological fate of nanoma-
terials, such as protein corona formation, blood circulation time, targeting to the
desired site, particle wrapping at the cell surface and nanomedicine biodistribution
[31, 32].
On the microscopic scale, the local biofluid environment has a profound impact
on the nanomaterial surface. Unfortunately, these complex but important effects
have not been addressed comprehensively in the literature, mainly because of the
experimental difficulties in characterizing the interactions this soft interface. Thus,
the system needs to be simplified. A first step is to consider the interactions at
the simpler nanomaterial–solvent interface. For example, the synthesis of Fe – Au
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core-shell NPs for biomedical application is highly influenced by the interaction
at the solvent–metal interface: the used solvent governs the internal structure and
chemical ordering of the core-shell NP. In organic solvents, the NP has a gold shell
covering a non-oxidized Fe core, while in aqueous media a gold core is covered
by a Fe3O4 layer [33]. Hydrogen bonding between the NP surface and the solvent
can influence the bioimaging capabilities of quantum dots. For example, it is
found that NaGdF4 quantum dots functionalized with polyacrilic acid show better
performance as contrast agents for bioimaging than those capped with PEG or
polyethylenimine, a fact that is attributed to the strong hydrogen-bond formation
between polyacrylic acid and water molecules [34].
A way to provide insights on what happens at nano–solvent interfaces is to
use in silico simulations to provide molecular-level characterizations of the nano–
solvent interface. For example, Yamanaka and co-workers [35] used molecular
dynamics (MD) simulations to characterize the interfacial structure of Au NPs
functionalized by zwitterionic ligands in aqueous physiological solutions. De-
pending on the ligand–solvent interactions, they found changes in the NP shape:
from an asymmetric and elongated shape to a spherical one with less packed
chains. The resulting shape comes from the complex interplay between ligands
and solvent and finally could influence the fate of the NP in the organism. In
photothermal therapies, it is crucial to understand how the heat is released from
the heated-up nanomaterials to the surrounding cold biological environment. For
example, MD simulations are used to provide insights in the heat transfer, at
molecular-level, between a hot-bare Au NPs or a hot polymer functionalized Au
NP and a cold water bath [36, 37]. Also, numerical simulations are used to provide
thermodynamic investigations of Au NPs immersed in water and illuminated by a
femtosecond-pulsed laser at their plasmonic resonance [38].
All these reports suggest the nano–biofluid interface interactions are in urgent
need of study and can be utilized for improving the efficiency of nanomaterials for
biomedical applications [5].
1.2.2 Nano – protein interface
Whatever the administration route of engineered nanomaterials, soon or later they
come in contact with many different proteins that are present in the biofluids.
These different proteins can non-specifically interact with the nanomaterial and
adhere on its surface leading to the creation of a highly complex protein corona
[28, 39–41]. The nano–protein interface undergoes dynamic changes as the particles
move and interact with the biofluids. The highly dynamic protein corona inevitably
leads to the exposure of the newly created nanomaterial to altered functions, as
well as, to important shaping of the nanomaterial surface, charge, resistance to
aggregation and hydrodynamic size. The dominating driving forces are electrostatic
and hydrophobic interactions and hydrogen bonding. The role of each driving
force is dependent on charge, amino acid sequence distribution, size and structure
of the protein, as well as on the physicochemical properties of the nanomaterial,
particularly including hydrophobicity, surface charge and molecular structure. The
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interaction site, direction, rate, duration and stability of protein corona are also
influenced by the temperature, pH and ion strength of the surrounding biological
environment.
Once the protein corona is formed, it constitutes the new “biological identity”
of the nanomaterials, which is what cells really see. Thus, it is of paramount
importance to understand the effects that proteins on nanomaterial surface can
have on the body response. Depending on the specific application the protein
corona could be either useful or undesired. For example, if nanomaterials are
functionalized for targeted drug delivery applications, the adsorption of proteins
on their surface alters their interactions with the specific target, loosing delivery
efficiency. Moreover, the nano–protein interface could be recognized by the im-
munological system that remove the nanoparticle from blood circulation, affecting
again the delivery efficiency and requiring a higher administered dose. Thus, it
is of paramount importance to control the adsorption of proteins on nanomateri-
als. Different strategies have been used to prevent corona formation. The most
promising is the PEGylation of the nanomaterial surface [26], which consists in the
functionalization of the surface with PEG molecules. This approach is considered
an efficient way to reduce the protein adsorption. Zwitterionic polymers proved
even more efficient as anti-fouling coatings due to the presence of both positive
and negative moieties in the same molecule. The strong solvation shell around
ions guarantees a more stable surface hydration compared to the simple hydrogen
bonding network formed around hydrophilic polymers [42]. Zwitterionic polymers
have been and still are intensively studied both experimentally and with computer
simulations [25]. Moyano et al. [43], for example designed and tested zwitterionic
molecules with tunable hydrophobicity. Small gold NPs functionalised with these
molecules showed good resistance to protein corona formation. Recentely, MD
simulations was performed by Simonelli and co-workers [44] to study how different
ligands can influence the interaction of NPs with the most abundant protein in
blood, human serum albumin. They tested two zwitterionic ligands with different
hydrophobic content and found that ligand conformation, which is affected by
ligand hydrophobicity, promotes different adhesion strengths between NPs and
albumin.
The adsorption of proteins on the nanomaterial surface could be also toxic for
the effects that organic molecules cause on the nanomaterial itself (Figure 5). For
example, proteins, but also other organic substances, increase the dissolution rates
of particles like ZnO, CdSe, Fe and Ag oxides. The dissolution process of nanoma-
terials can cause extraction of surface metal atoms, creation of electron-hole pairs
that lead to oxydative damage and promoting the creation of reactive oxygen and
nytrogen species that lead to cell oxidative stress. Nevertheless, these mechanisms
are sometimes useful, for example, in the antimicrobial activity of ZnO or Ag NPs.
Of paramount importance, is also studying the reverse effects of nanomaterials
on proteins, such as protein conformational changes, fibrillation, denaturation,
exposure of new antigenic epitopes and loss of protein function (enzymatic activity)
caused by the interaction with nanomaterials (Figure 5). For example, NPs could
act as catalyst exposing protein interaction domains that induce aggregation and
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Figure 4: Top: Nanomaterial characteristics that contribute to the formation of the protein
corona. Moreover, the characteristic protein attachment/detachment rates, the competitive
binding interactions, the steric hindrance by detergents and adsorbed polymers and the
protein profile of the body fluid lead to dynamic changes in the corona. Bottom: Effects of
protein corona surrounding a NP and potential changes in protein structure and function.
The interaction of proteins and biomolecules with the nanomaterial surface, can lead to
potential molecular mechanisms of injury that could contribute to disease pathogenesis.
The coloured symbols represent various types of proteins. Taken from [28].
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the formation of disease-promoting fibrils.
Controlled adsorption of proteins onto nanomaterials can be used to guide
NPs in their journey to and inside cells. Thus, it is of paramount importance to
understand which physicochemical properties of nanomaterials drive the nano–
protein interactions. In this perspective computational studies can coordinate with
experiments to first track the composition of the protein corona and then study
if a pattern exists to drive the nano–protein interaction [45]. Thus, being able to
efficiently engineer nanomaterials with specific molecules which bind only selected
proteins will allow to control the fate of nanomaterials for biomedical applications.
1.2.3 Nano – membrane interface
In the biomedical and pharmaceutical applications, nanoparticles are often required
to be transferred into the cell and localize at the targeted cellular component. The
interaction between nanomaterials and cells is non trivial and strongly depends
on the cell type, its environment and on nanomaterial size, shape and surface
composition. When nanomaterials are transported into cells, the most critical
barrier is the cell membrane. The cell membrane is a fundamental biological barrier
that divide the interior and exterior of the cell and it is mainly composed by
different phospholipids, glycolipids, cholesterol and membrane proteins. Transport
of extracellular matters into a cell, and vice-versa, is selectively regulated by the cell
membrane. Therefore, a key issue to realize the potential biomedical applications
of NPs is the development of a technology that can control the nanomaterial
interaction with the cell membrane, and eventually, the translocation across the
membrane itself. To develop such a technology, it is necessary to understand the
molecular mechanism at the nano–membrane interface (Figure 5) [28, 46].
Figure 5: Schematic representation
of the interface between a nanopar-
ticle and a model lipid membrane.
The red area indicates the nanobio–
interface. Taken from [28].
The different properties at nano–membrane interface, not only governs the
adsorption and engulfment of nanomaterials at the membrane surface but also its
possible internalization pathway. Small and slightly polar compounds can passively
cross the cell membrane. Polar or charged small molecules can be exchanged using
trans-membrane proteins which serve as membrane channels. Larger molecules
are internalised in cells by endocytosis: the cell membrane engulfs the object to be
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transferred forming a vesicle which eventually detaches from the membrane and
travels in the interior of the cell. It has been found that NPs are able to penetrate
cells both via direct permeation, that is NPs can pass through the cell membrane
without being trapped into liposomes, and endocytosis [48, 49] which is the major
translocation pathway. Direct permeation would be preferable to endocytosis since
NPs cannot often escape from lipid vesicles, thus reducing delivery efficiency. As
recently reviewed by Nakamura et al. [46], size and shape of nanomaterials seems
to play a crucial role in selecting the cell penetration mechanism. Nanomaterials
with size in range of tens to hundreds of nanometers are usually internalized via a
nonspecific endocytosis or ligand-receptor mediated endocytosis process. On the
contrary, for nanoagents in the sub-10 nm range a passive and direct penetration
process seems to be favored. Shape could also be another factor. For example, it
has been suggested that rod-shaped and cylindrical NPs usually taken up with less
efficiency than spherically shaped nanomaterials [28].
Nanomaterial surface charge plays also an important role in NP interactions
with cell membranes, especially when the NPs have a charge of opposite sign
with respect to the membrane or to specific membrane protein domains [48].
For example, cationic, anionic or zwitterinic nanoparticles have been shown to
favorably interact with cell membranes, even in the sub-10 nm size scale [49,
50]. Consistent body of experimental work from different groups [47, 51, 52]
focused on cationic and anionic Au NPs with a core in the sub-10 nm range,
showing that they can interact passively with mammalian cell membranes and
model lipid bilayers (Figure 6). Nevertheless, although still debated it is thought
that nanomaterials with cationic surfaces exert stronger effects than their anionic
counterparts, with a possible enhanced toxic effect [47, 53–55]. Even hydrophobicity
have to be considered in the nano–membrane interactions. For example, using MD
(a) calcein (b) BODIPY
Figure 6: Confocal microscopy images of BODIPY-labelled anionic AuNPs interacting with
multilamellar model vesicles. Left: calcein fluorescente probe (green fluorescence) outside
the liposomes cannot penetrate the vesicles once NPs are added to the solution. Right:
BODIPY-labelled NPs (red fluorescence) interact preferentially with the lipid membrane
and can non-disruptively penetrate in the liposome interior co-localising within lipid
membranes. Taken from [47].
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simulations, pristine fullerene NPs have been shown to spontaneously interact and
penetrate the model lipid bilayer by the hydrophobic effect: fullerenes aggregate
in the water phase and penetrate the lipid membrane as an aggregate which then
dissolves in the lipid membrane core [56, 57].
Even the cell membrane characteristics can influence the nano–membrane inter-
face. For example, the electrostatic attraction between oppositely charged NPs and
membranes certainly favors the formation of stable nano–membrane complexes
[48, 58, 59], as also shown by the group of Bothun and collaborators [60]. They
found that Ag NPs functionalized with a mixture of neutral and positively or nega-
tively charged groups, have strong binding with oppositely charged model vesicles.
Also, negatively charged single strained DNA-modified Au NPs can stably interact
with positively charged cell membranes [59]. Another possible factor affecting
the nano–membrane interface is the membrane composition: cell membranes, in
fact, present structures with different rigidity, called lipid rafts, which contain a
large amount of cholesterol along with negatively charged lipids. Lipid rafts can
move in the fluid lipid matrix of cell membranes and eventually come in contact
with the NPs [61]. Experiments with ZnO NPs and multicomponent liposomes,
for example, showed that ZnO NPs seem interact and eventually penetrate across
lipid disordered phases and in proximity of phase boundaries [62]. Conversely,
lipid-functionalized and cationic superparamagnetic Fe oxide NPs were found to
only adhere to the lipid membrane containing a mixture of cholesterol, neutral and
negatively charged lipids [63]. Both kinds of NPs were found to prefer cholesterol
rich membranes, with lipid-functionalized NPs irreversibly binding to the bilayer
surface.
The increasing interest in the field has produced a vast literature on the nano–
membrane interaction. Nevertheless, to be able to efficiently engineer nanomaterials
with specific targeting capabilities, it is needed the knowledge, at the molecular
level, of the interaction at the nano–membrane interface. However, little is known
about molecular mechanisms that occur at nano–membrane interfaces. Computer
simulations, in conjunction with experiments, can be useful to provide molecular-
level interpretations of the nano–membrane interaction of model systems and
efficient design of nanomaterials for biomedical applications.
1.3 gold nanoparticles
A mong the large variety of nanomaterials which proved useful for biomedicalapplications, Au has attracted great attention over the years. Gold is indeed
chemically stable and non-toxic. In particular, Au NPs are well-known to be stable
against oxidation under different physiological conditions (pH, ionic strength and
temperature) without any major risk of leak of toxic species. Meanwhile, the
surface of Au NPs can be easily functionalized by a wide variety of organic ligands
via thiol or amine bonds. These two properties make Au NPs an ideal nanoscale
platform for a wide range of biomedical applications [64–67], such as drug and
1.3 gold nanoparticles 13
Figure 7: Various types of nanomaterials: 16 nm nanospheres (a); Au nanorods (b); Au
bipyramids (c); Au nanorods surrounded by Ag nanoshells (d); “nanorice” (Au-coated
Fe2O3 nanorods) (e); Au – SiO2 core–shell NPs (the inset shows a hollow nanoshell)
(f); nanobowls with bottom cores (g); spiky Au – SiO2 nanoshells (the inset shows a
gold nanostar) (h); Au tetrahedra, octahedra, and cubooctahedra (i); Au nanocubes (j);
Ag nanocubes and Au–Ag nanocages obtained from them (in the insets) (k); and Au
nanocrescents (l). Taken from [68].
gene delivery, biosensing and bioimaging, as well as photothermal treatments and
so on.
Many review papers are available on Au NPs and its applications in biomedicine
[50, 55, 64, 65, 67–71]. Au NPs can be synthesized in a multitude of shape and
size (Figure 7). For biomedical applications nanorods, nanospheres, nanocages
and hybrid core–shell NPs (such as Au – SiO2 core–shell NPs) are typically used,
with various type of engineered surface coating. Different synthesis methods have
been developed and refined to obtain low polydispersity in the size and shape
distribution, which can be tuned depending on the specific biomedical application.
In addition to tuning size and shape of Au NPs, its surface can also be function-
alized with different kinds of organic molecules. To stably functionalize Au NPs,
organic ligands are usually thiolathed on the Au surface. The ligands contain a
carbon-bonded sulphydryl (R – SH) group. The sulphur atom can be deprotonated
and it form a strong bond with Au atoms. Functional molecules introduce other
and new physicochemical properties including enhanced biocompatibility, stimuli-
responsiveness, antifouling and cell targeting capabilities. Nevertheless, one of
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main reasons to protect and functionalize the surface of Au NPs is to stabilize the
colloidal solution of Au NPs in water, thus preventing its aggregation and precip-
itation. For example, citrate molecules physisorbed on the Au surface prevents
the precipitation of bare Au NPs in water solution. Au NPs with a net positive or
negative charge as well as functionalized with neutral hydrophilic ligands, such
us antifouling PEG chains or other polymers, can be produced. Other biological
molecules such as DNA, RNA and small peptides can be stably bound to Au NPs.
plasmonic imaging and therapies A key characteristic that distinguishes
Au NPs from other nanomaterials in the biomedical context, is their unique opti-
cal properties and interactions with light, properties that result from a physical
phenomenon known as localized surface plasmon resonance. The localized surface
plasmon resonance involves coherent oscillation and excitation of conduction-band
electrons on the surface of Au NPs, upon irradiation of light in the ultraviolet-
visible-near infrared region. This strong interaction with light facilitates the use
of Au NPs in a wide range of novel types of sensing and therapeutic applications
[65]: photothermal therapies [64], optical trapping in vitro [72], and nanoscale
propulsion via thermophoretic effect [73]. Moreover, the surface plasmon resonance
frequency depends on the NP size, shape and surface functionalization. Acting
on these parameters it is possible to shift the plasmon resonance frequency in the
near infrared region. In this region tissues are transparent to radiation which thus
penetrates deeper in the body enhancing the treatment efficiency.
In the sensing field, the surface of Au NPs can be conjugated with selective
molecules so that complementary molecules will attach to the surface: the resulting
shift in the plasmon resonance frequency can be related to the concentration of
the bound target molecules. In this way, Au NPs act as a local sensor probe in
situ or in vivo [71]. For instance, antibody-conjugated Au NPs has been used
for pregnancy test [74]. On the therapeutic side Au NPs can be used as heating
source for localized thermal therapies. Once irradiated with a laser source at the
plasmon resonance frequency, Au NPs absorb radiation and efficiently convert it
into heat. For example, the resultant plasmonic heat can elevate the surrounding
temperature sufficiently to damage and kill cancerous tissues by hyperthermia.
Among the possible photothermal therapies, photoporation [75–77] is one that has
received increasing attention in recent years (Figure 8). Photoporation is a physical
approach to permeabilise a cell membrane by means of localized heat source, for
example, a laser pulse. In its original formulation, the laser source is directly
applied to cell membranes. In this set-up, molecules to be delivered, like short
interfering RNA, are dispersed in the liquid phase surrounding the cells, and a
high intensity-highly focused laser pulse, of very short duration, is direcetd to
the cell membrane to achieve poration and the spontaneous entrance of molecules
into the cytosol. The effectiveness of this approach can be highly improved if
surface plasmon resonant Au NPs are involved in the process. NPs need to be
stably bound to the cell membrane. In this case, the whole cell can be irradiated
by a low-intensity laser pulse in the near-infrared range and the resonant NPs are
responsible for the efficient light-to-heat conversion. Heat is locally released to the
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Figure 8: (I) Direct laser-induced photoporation: the high intensity laser beam is focused
precisely on the cell membrane to achieve a locally high photon density. (II) NP-mediated
photoporation: the NPs are first incubated with the cells to allow them to adhere and stably
bound to the cell membrane. In the latter case, a low intensity broad laser beam can be
used to photoporate many cells at the same time: the resonant NPs are responsible for the
efficient light-to-heat conversion. Following laser irradiation, exogenous compounds in the
cell medium can diffuse through the membrane pores into the cell. Taken from [76].
surrounding membrane causing the formation of transient pores with little or no
cytotoxic effects. Another possibility is to use Au NPs as therapeutic agents. In
this case, they have to be further engineered as smart nanocarriers to deliver and
release drugs or genes at the desired site and time triggered by plasmonic heating.
For example, Au NPs decorated with thermoresponsive polymers induce the a
phase transition of the polymer coating by means of the plasmonic heat released
at the NP surface. As a consequence genes, nucleic acids, proteins or drugs can
be trapped/expelled by the polymer cage [78–80]. The versatility of Au NPs can
also extends to multiple and selective release depending on the wave form of the
light [81]. For example, continuous light adsorbed by DNA-functionalized Au NPs
induces collective heating effects of Au core, causing DNA dehybridization and
release of a single strained DNA, while pulsed light suppresses such a heating
effect and transfers hot electrons to break the Au – S bond, thus releasing the double
strained DNA. Such selective release of DNA (or potentially RNA) can be efficiently
addressed to prohibit transcription or translation of messenger RNA, making the
NPs useful for applications in gene therapy as well as drug delivery in cancer
therapies.
1.4 aim of this thesis
G old nanoparticles have become a standard in many experimental as well ascomputational studies and a large bulk of literature exists on this topic. In this
16 1 engineered nanomaterials in the biological environment
work we use computer simulations to investigate, at molecular level, the interaction
between small functionalized Au NPs with different biological interfaces.
nanoparticle – solvent interface
When Au NPs are used in photothermal applications, and in particular in photopo-
ration setups, resonant NPs are responsible for the efficient conversion of light into
heat, which is then released to the surrounding biological tissues. To achieve the
maximum efficiency it is of paramount importance to know what is the effect of
the surface chemistry on heat transmission at the nano–bio interface. In Chapter 4,
we use MD simulations at atomic level resolution to investigate the influence of
the protecting ligand shell on the temperature profile around an irradiated Au NP.
We show that the large water mobility recorded at hydrophobic ligands interface
prevents heat exchange at ligand–water interface, hence increasing the thermal
resistance and heating of the ligand shell. Meanwhile, the low water mobility
recorded at hydrophilic interfaces promotes heat exchange, reducing the thermal
resistance at ligand–water interface.
nanoparticle – membrane interface
Once Au NPs reached their target cells, the interaction between NPs and cell
membrane is dependent on numerous NP and cell membrane characteristics at
interface. Since the interplay of these elements is non-trivial, to study the NP–cell
membrane interaction at a fundamental level, the system must be kept as simple
as possible. In Chapter 5, we report on the molecular mechanism by which a
small monolayer–protected Au NP interact with a model lipid membrane. In
particular, we investigate how the NP surface charge and and chemistry can drive
the NP–membrane interaction. We show that the spontaneous protonation of
anionic carboxylic ligands on the NP surface can occurs when the NP penetrate
the membrane. Hence, we show also that the ligand protonation can make the
NP–membrane interaction faster and less disruptive.
nanoparticle – protein interface
In Chapter 6, we investigate, by means of both atomistic and coarse grained molec-
ular dynamics simulations, the interaction between small Au NPs and ubiquitin,
an ubiquitous protein present in most living organism. We provide a molecular
level characterization of the experimental results obtained by Ahmet Bekdemir
under the supervision of Francesco Stellacci on the NP–ubiquitin interaction. We
show coherent results with the experimental ones. In particular, the charge and
chemistry of the NP ligand shell influence and drive its binding energetic with
ubiquitin, but not its binding geometry.
2 S I M U L AT I O N M E T H O D S
The motion of a classical system in time and space is governed by Newton’s equa-
tions of motion. Classical laws of motion have proved to be a good approximation
also at the molecular level as long as atoms are massive enough. In this work, we
will treat large biological systems as classical many-body systems of atoms and
molecules.
In order to predict the time evolution of a system composed by a large number
of atoms and molecules, Newton’s equations of motion need to be integrated
numerically. The necessity of a numerical integration arises from the complexity of
the interactions involved in realistic systems, often nonlinear functions of positions
and momenta of the particles, which makes it impossible to obtain an analytical
solution for the equations of motion. This is where molecular dynamics (MD)
comes into play: given a set of initial conditions and interactions, the time evolution
of the system can be obtained from the numerical integration of the equations of
motion.
In the first part of this chapter the basic concepts of statistical mechanics un-
derlying molecular dynamics (MD) simulations will be summarized. Then, the
advanced sampling technique used in this thesis will be introduced. Finally, will
be summarized the interaction models necessary to describe our systems, that
is: the classical models for intra-molecule and inter-molecule interactions. We
will describe atomistic force fields (FFs), which explicitly represent each atom in
the system under study; then, we will present coarse grained (CG) FF, and in
particular the martini FF used in this work. For a more detailed description of
these concepts the reader is addressed to the books of Tuckerman [82], Leach [83],
Frenkel and Smit [84] and Allen and Tildesley [85].
2.1 molecular dynamics simulation
M olecular dynamics (MD) is a set of techniques that allows us to prepare a“computer experiment” in which, by solving numerically the classical equations
of motion of a virtual system, we are able to predict its time evolution. Such virtual
experiment approach has the advantage that many experiments can be set up
with different initial conditions and/or with different control parameters, such as
temperature or pressure. Obviously this experiment is carried out using a model
that approximates the real system. Th model consists of a the description of the
interactions among all system particles, i.e. it corresponds to the potential energy
function (PEF) U = U(~x), function of ~x, the coordinates of each particle in the
system, from which the forces are derived.
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In the Hamiltonian description, the equations of motion can be derived from
the Hamiltonian function H = H(~x,~p, t) of the system, where ~p is the momenta
of each particle in the system. If U = U(~x) is time-independent, the Hamiltonian
represents the total energy of the system:
H = K(~p) +U(~x) (2.1.1)
where K(~p) is the kinetic energy and (~x,~p) is called phase space point.
According to statistical mechanics, a macroscopic property A of a system with a
large number of particles can be computed from their phase space coordinates. It
can be shown [82] that it exists a scalar function of the Hamiltonian f (H(~x,~p)) such
that the equilibrium observable A can be expressed as
〈A〉 =
∫
ΩA(~x, t)f (H(~x)) dx∫
Ω f (H(~x)) dx
where Ω is the volume of the phase space. 〈A〉 is called ensemble average of the
observable A.
With this definition in mind, we need also a link between statistical mechanics,
i.e. the ensemble average, and the experimental values. When we measure a
macroscopic observable we prepare an experiment and we study its evolution in
time. The value of A is a function of time and phase space coordinates and it
fluctuates over time due to particle interactions. The measurement itself requires
long time interval compared to microscopic time scales, thus when we measure an
observable we take an average over time. If, in principle, the time for average is








In order for a comparison to be made, a link between 〈A〉 and A must be established.
Moreover, the sampling of the probability function f (H(~x,~p)) for each point in the
phase space is non–trivial. The workaround is provided by a link between the
ensemble and time average that comes from the ergodic theorem and the ergodic
hypothesis. A system is said to be ergodic if, over a long period of time, all the states
in the phase space with the same energy are accessible with the same probability.
Then the ergodic theorem says that, if the system is ergodic, the ensemble average
of A computed from the probability function f (H(~x,~p)) and the time average of A is
equal almost everywhere in the phase space, provided that the latter is performed









ΩA(~x, t)f (H(~x)) dx∫
Ω f (H(~x)) dx
= 〈A〉 (2.1.2)
Solving the equations of motion, described by H, with a numerical integrator,
an MD simulation generates a set of coordinates, called trajectory, at discrete times
that are multiples of the fundamental time discretization parameter, called time step,
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δt. Starting from an initial phase space vector ~x(0), that is the initial configuration,
the forces are computed at each step from the PEF. Then the equations of motion
are integrated and a new configuration ~x(δt) is generated, thus a new set of forces
is computed and so on. δt is called MD time step. A basic MD simulation can be
described by the flowchart shown in Figure 9. In order to compute time averages
we need to discretize Equation (2.1.2) so the time integration is substituted with







where M∆τ is the total averaged time.
Initial conditions
and parameters are set
Calculation of forces




Figure 9: Schematic representation of an MD simulation.
working principles To perform an MD simulation, and to solve Newton’s
equations of motion, a numerical integrator is required. Time is discretized in
time intervals and positions and velocities are obtained from previous values with
a finite-difference method. Once the integration algorithm is chosen, an initial
configuration is necessary to start the computation of the trajectory. Its choice can
be nontrivial and it depends on the complexity of the system. Then, care must
be taken in setting up the initial configuration. The initial set of positions ~x(0)
and velocities ~v(0) is assigned to the atoms in the system. While positions are
usually taken from experimental structures or assigned by design, the velocities are
typically determined extracting random values from the Maxwellian distribution
of velocities at the temperature of the simulation. The time step for integration is
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Figure 10: Schematic view of a two–
dimensional box with PBC imposed.
The central, red contoured, box is
the simulation box and it is repli-
cated along each side.
chosen based on the characteristic motions of the atoms in the system. If τ is the
period of the faster vibration in the system, a good rule of thumb for the choice
of δt is τ/∆t ∼ 20. For example, if hydrogen atoms are explicitly considered, the
typical period of vibration in a hydrogen involved bond is about τ ∼ 10 fs, then,
an appropriate time step would be about 0.5 fs. The integration stops when the
number of integration steps previously set has been reached.
periodic boundary conditions When an MD simulation is performed, the
system is inserted into a so called simulation box whose shape can be differently
chosen to better reproduce the symmetry of the simulated system. In order
to avoid surface effects and to consider only an infinite bulk system, periodic
boundary conditions (PBC) are imposed to the simulation box. This gives us also
the possibility to simulate system’s bulk proprieties without considering a too large
number of particles. In Figure 10 an example of a two–dimensional box with PBC
is shown. The central red contoured box is the simulation box. The idea is to
replicate that box in space along each side so that there are no surface particles
nor walls in the central box. Only box geometries compatible with translational
symmetry can be used. For example, nether a spherical nor a icosahedral box could
do the job. However when it is possible one has to use the most appropriate shape
to better describe the symmetry of the system, otherwise a close approximation,
compatible with PBC, must be used.
Even if PBC are used in a wide range of applications, it must be taken into
account that imposing periodicity to a system may affect its properties. A clear
limitation of the periodic cell is that it is not possible to achieve fluctuations
that have a wavelength greater then the cell length. This causes, obviously, the
impossibility to sample those vibrating modes. Another problem arises with the
range of the inter–particle interactions: one has to choose carefully the size of the
simulation box, or the number of particles, to ensure that the smallest simulation
box length is at least twice as long as the interaction range.
constant temperature and pressure The relevant ensemble for biological
systems in physiological conditions is the isobaric-isothermal NPT ensemble. To
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maintain the system at constant temperature and pressure it is necessary to couple
it with an external temperature bath and a pressure bath. The simplest way to
impose constant temperature in MD simulations is to rescale velocities, using
the so called velocity rescale algorithm [86]. An other approach is to couple the
Hamiltonian of the system with an external temperature bath, as done in the
Noose–Hoover algorithm [87]. Both the algorithms are able to drive the system at
target temperature as well as to correctly sample the instantaneous temperature
fluctuations. Simulations at constant pressure can be performed applying a scaling
to the coordinates of the system, along with a volume scaling, as proposed by
Berendsen [88]. The scaling factor depends on the isothermal compressibility of
the system, on the difference between the instantaneous pressure and the target
pressure and on the barostat relaxation time. Even if the Berendsen barostat
succeeds in driving the system to the target pressure, it fails in reproducing the
fluctuations of the instantaneous pressure. To retrieve the correct behavior of
pressure fluctuations the Parrinello–Rahman approach [89, 90] can be adopted:
both the shape and size of the box are allowed to change during the simulation
and a coupling term between the system and a pressure bath is introduced into the
Hamiltonian of the system through a coupling constant related to the relaxation
time of the system.
molecular dynamics software All MD simulations for this thesis are per-
formed with the Gromacs package [91] which provides different integrators,
barostats and thermostats, to run simulations at constant temperature and pressure,
different methods to compute electrostatic interactions and different set of tools to
analyze the generated trajectories.
2.2 advanced sampling methods
T he time evolution of a biomolecular system and its equilibrium properties aredetermined by the system’s free energy surface (FES). Free energy differences
tell us, for example, if a chemical reaction occurs spontaneously, whether a given
solute is hydrophobic or hydrophilic, whether a protein conformational change can
take place at physiological conditions, whether some molecules in water solution
are able to self–assemble into a more complex system and so forth.
collective variables Often, we are interested in the FES as a function of some
generalized coordinates, called collective variables (CVs) of the system. CVs are
variables that describe, in a simple and useful way, some chemical, thermodynamic
or mechanical processes that take place in the system. For example, the free energy
in function of the distance between the center of mass (COM) of two molecules
gives us information about their attraction or repulsion and if they can form a
bound state. In this example, the FES restricted to the CV space provides a map
of the stable dimer conformations, of the relative stability of these conformations
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and of the height of the barriers that must be crossed to make a transition from
one FES minimum to another one.
free energy surface The calculation of the free energy difference between
two thermodynamic metastable states (which requires an a priori knowledge of the
two stable states) and the calculation of the FES conecting them are one of the main
challenges in MD simulations for biomolecular applications. Let us suppose that
we are interested in the FES in function of the CV s(~x). The free energy along the
CV is obtained as
G(s) = −kBT lnQ(s) (2.2.1)
where Q(s) is the partition function that integrates out all the degrees of freedom
(DOF) of the system except for s(~x). Since s(~x) does not depend on particle














δ(s(~x(t)) − s) dt (2.2.2)
where U(~x) is the PEF. Q(s)ds can be interpreted as the probability to find the
system with s(~x) between s and s+ ds.
The time sampling of Equation (2.2.2) can be derived, in principle, via MD.
Unfortunately, since the time can not be infinite, the main problem related to MD
simulations is whether we are able to correctly sample all the phase space point.
The answer depends on the system size, and often it takes too much time and/or
we are not able to collect sufficient data. This sampling problem can be summarized
as follows: regions in phase space around a local minimum of the FES are typically
sampled well, whereas regions of higher energy are sampled rarely. These high
energy regions must be overcome in order to overcome energy barriers and sample
other minima. These transitions are called rare events. When the system is moving
in the energy landscape the only way to escape from a local minimum is to exploit
thermal fluctuations and so energy barriers that are higher then ∼ kBT have a small
probability of being overcome.
bias based advanced sampling Several methods have been developed and
are still in development in order to solve the just described sampling problem.
These methods are called advanced sampling techniques and allow us to
• escape from a local energy minimum, in order to explore other regions of the
phase space;
• calculate the free energy difference between two thermodynamic states;
• compute the FES along one or a small set of CVs.
The common basic idea is to introduce an additional bias potential able to confine the
sampling to a limited region of the CV space and/or drive the transition between
two metastable configurations. In the following we describe only the method used
in this thesis work, called metadynamics [92, 93], but other methods could be used
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such as umbrella sampling [94], replica exchange [95], steered molecular dunamics [96,
97] and so on.
2.2.1 Metadynamics
Metadynamics was originally developed by Laio and Parrinello [92] with the the
aim to accelerate the escaping from a free energy minimum in MD simulations
and computing free energies in function of a small set of CVs. The basic idea
is to enhance the dynamics of a system along some CVs simply by filling the
corresponding energy minimum with an history–dependent bias potential, in order
to sample larger and larger portions of the phase space. Supposing a two state
process from A to B, in the CV space, if the deposited energy is sufficient to fill
the energy well of state A, the system can overcome the barrier and go to B. In
Figure 11 a simple cartoon is shown.
Figure 11: Schematic cartoon of
the energy well filling by the
history–dependent bias potential
and the consequently transition
from state A to state B.
This novel idea is supported by the assumption of Laio and Parrinello, based on
experimental and heuristic results, that iteratively summing the deposited potential
during the biased MD simulation leads to an estimator of the FES along the chosen
CVs in the region explored. If ~s(~x) = (s1(~x), · · · , sn(~x)) is the CVs vector, where
n is a small number, and w(~s, t) is the bias potential deposited every τ MD time
steps the “metadynamics” history–dependent potential acting on the system at a






where t is the time in unit of MD time step. The time dependence in the bias
potential w(~s, t) is needed since it has to depend on the values assumed by the




wM(~s, t) ≃ −G(~s) +C (2.2.3)
where C is an additive constant. Since the history–dependent potential iteratively
compensates the underlying FES, the system evolved with metadynamics tends
to escape from any energy minima via the lowest saddle point. Thus, contrary of other
methods, metadynamics is suitable not only to compute efficiently FES, but also
to explore the lowest-energy reaction paths and accelerate the observation of rare
events. If the CVs are chosen sensibly, the system will quickly find its way over
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to the lowest free energy saddle point and evolve over the next minimum as it
would do in a very long MD simulation. The function used for the bias potential is
a Gaussian centered around the values assumed by the CV at a time t:










where w is the height and δsi is the width of the deposited Gaussians, two input
parameters needed to setting up a metadynamics simulation.
bias parameters For setting up a metadynamics simulation, there are three
parameters to choose carefully: the height w and the width δsi of the Gaussians and
the stride of deposition τ. These parameters affect the accuracy and the efficiency
of the free energy profile reconstruction. It does not exist a universal and general
recipe to choose the parameters. Empirical criteria can be used to choose δs and
τ; the former by monitoring the standard deviation of the CVs in an unbiased
MD simulation, keeping in mind that the history–dependent potential can only
reproduce features of the FES on a scale larger then ∼ δs. The latter by considering
the relaxation time of the system after a Gaussian is deposited, so as to avoid the
deposition of two Gaussians on the same spot at consecutive deposition times.
In Figure 12 an example of the time evolution of a metadynamics simulation is
shown. We can see that as the number of deposited Gaussians increases the system
is able to visit more regions of the phase space. Moreover, as the simulation time in-
creases, when the energy landscape (lower panel) becomes flat the system becomes
diffusive (upper panel) in the CVs space. Thus we can stop the metadynamics
simulation obtaining the unbiased FES as in Equation (2.2.3).
Keeping in mind Figure 12 the validity of Equation (2.2.3) can be qualitatively
understood in the limit of slow deposition. This means that wM(~s, t) varies
slowly and the probability to observe ~s is approximately proportional to the
Boltzmann factor e−β(G(~s)−wM(~s,t)). If the function in the exponential has some
local minimum due to G(~s), ~s will preferentially be localized in the neighborhood
of this minimum and an increasing number of Gaussians have to be added until it
is completely filled. When the minimum is filled the system reaches the condition
G(~s) ∼ wM(~s, t), the probability distribution would be approximately flat and the
system becomes diffusive in the region explored by the simulation. Then, in this
region, the placement of new Gaussians is no more affected by the difference
between G(~s) and wM(~s, t) and they are deposited randomly over the flat free
energy profile. The FESs reconstructed after that point, as visible in Figure 12, are
affected by some corrugations, due to newly deposited Gaussians, of the order of w.
From that point on the metadynamics has reached the convergence in the sampled
region.
convergence As explained before, the convergence of the metadynamics in
a specific region of the CVs space is reached when the system becomes diffusive
in this region, i.e. when the CVs can assume all possible values in the sampled
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Figure 12: Example of a time evolu-
tion of a metadynamics simulation.
Top: time evolution of the CV of
a system evolved on the 3–minima
FES represented by the black thick
line in the lower panel. Middle:
time evolution of wM, the history–
dependent bias potential. Blue line:
wM when the first minimum is
filled and the system escapes to the
second minimum; red line: wM
when also the second minimum is
filled; yellow line: when the entire
profile is filled and the dynamics
becomes diffusive on the whole en-
ergy landscape. Lower panel: time
evolution of the sum of wM (same
color scheme). Taken from [93].
region. Unfortunately in most systems it is not trivial to identify precisely when the
diffusive regime has been reached. In most cases a practical method to assess the
convergence of metadynamics simulations is based on monitoring the free energy
difference between two reference points: when the difference is approximately flat
then the convergence has been reached.
metadynamics software To run metadynamics simulations we use a plugin
compatible with Gromacs named Plumed [98]. An input file containing metady-
namics parameters, that is Gaussian width, height and deposition pace together
with the set of collective variables, has to be provided to the software. Analysis
tools for metadynamics simulations, such as that to reconstruct the FES of the
system, are included in the plugin.
2.3 empirical force fields
B iomolecular simulations, especially when requiring the explicit treatment ofsolvent molecules, often deal with a very large number of particles (104 <
N < 106). As for the time scales, they can span a broad range depending on the
process under study: hydrogen bond formation in organic molecules, for example,
happens on the picosecond time scale; slow processes such as the diffusion of
massive colloidal particles take place on time scales of milliseconds if not seconds.
The possibility to achieve the description of such a variety of systems by the same
tool, MD, relies on the existence of appropriate models of the interactions between
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atoms and molecules. In soft or condensed matter systems these interaction models
always rely on the Born–Oppenheimer approximation. It consists in integrate out the
high frequency electrons’ motions considering only the interactions between atomic
nuclei. The set of functional forms of the interaction potentials between atoms and
molecules and they parameterization are collected into the so called force field (FF).
For biomolecular applications different levels of description can be achieved: in
atomistic FFs basic particles are atoms, coarse grained FFs basic particles represent
atom groups or small chemical moieties.
parameterization In general the functional forms for potential interactions
are common to all particles in the system. The FF is completed by a set of empirical
parameters that characterize the interaction between different types of particles,
whether they are atoms or whole chemical groups. Interaction parameters are
empirical in the sense that they are assigned to reproduce a small set of target
properties on a group of reference systems. These target properties can be derived
from experimental measurements or from finer–level calculations or simulations.
Nowadays, atomistic and CG biomolecular FFs come as “packages” of parameters
and functional forms appropriate for the description of a large variety of chemical
compounds in the liquid and solid phases.
transferability As described above the parameterization of a FF involves a
small set of test systems for which some set of target properties are reproduced.
An important characteristic of a FF is its transferability that means the ability of the
model to describe situations that differ from those used at the parameterization
stage. For example, a FF parameterized to reproduce the physical properties of
liquid water in standard ambient conditions should also reproduce other properties
such as water melting point, liquid–vapor surface tension, and so on. This is the
most challenging aspect of model development, and it relies on a very accurate
choice of the target properties used during the parameterization stage.
In the first part of this section we will describe the most common functional
forms for modeling the inter–particle interactions and how to treat them in an MD
simulation. Then, we will provide a summary of atomistic and CG FFs with a
focus on the main CG FF used in this thesis work: the martini FF developed by
Marrink et al. [99].
2.3.1 Interactions
In MD simulations of molecular systems the inter–particle interaction potentials
are usually divided into two main classes: the bonded interactions involving particles
within the same molecule and the non–bonded interactions engaging all particles in
the system and which usually represent Van der Waals and electrostatic interactions:
U(~x) = Ub(~x) +Unb(~x)
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bonded interactions The most common and general functional form for























the first two terms are harmonic potentials that model respectively the energy con-
tribution due to the deviation from a reference bond length li0 and angle θi0. kbi
and kia are the bond and angle elastic constants. The bond contribution involves a
set of two adjacent particles while the angle contribution a set of three consecutive
particles in the same molecule. The last term in Equation (2.3.1) concerns the
energy contribution due to torsional angles. It involves four consecutive particles
in the same molecule.
non–bonded interactions The non–bonded interactions are related to the

























where rij is the distance between particle i and j. The first term is the energy
contribution due to the Van der Waals interaction modeled as a Lennard–Jones
12− 6 potential, fully characterized by the constants σij and ǫij assigned to each
pair of particles. The r−6 dependence is related to the attractive contribution which
takes into account dipole–dipole interactions (Keesom forces), dipole–induced
dipole interactions (Debye forces), induced dipole–induced dipole interactions,
London dispersion forces. The r−12 part is related to the repulsive contribution
which takes into account the Pauli exclusion principle between electron clouds. The
last term in Equation (2.3.2) is the electrostatic energy contribution described by the
particle charge qi. The non–bonded interactions involve obviously all particles in
the system, but for particles belonging to same molecule they are usually computed
only if they are separated by a certain number of bonds, usually three, but it
depends on the specific FF.
The non–bonded interactions depend on the inter–particles distance rij and
decay to zero as a power of r−dij . Depending on the power order d compared to the
dimensionality s of the system they are split into short range if d > s and long range
interactions if 1 6 d < s. The Lennard–Jones 12− 6 potential decays to zero as
r−6 then it is a short range interaction, while the electrostatic term is a long range
interaction since it decays to zero as r.
The calculation of non–bonded interactions is one of the most time consuming
part of an MD simulation. Even if we use a simple pairwise additive potential their
calculation scale as ∼ N2. Thus, especially for short range interactions, various
methods have been developed in order to speed–up the simulation. The cut–off
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method is the most used to treat the short range interactions and, in some cases,
even the long range ones. Taking one particle into account, the general idea is to
evaluate the non–bonded interaction with all other particles that are located within
a distance rc, called cut–off radius, otherwise the interaction is set to 0.
long range electrostatics Since electrostatic is a long range interaction,
in the calculation of the electrostatic potential we need to include also the electro-
static contribution from the infinite number of periodic images of the simulation
box. This makes the summation non–convergent. Some FFs for biomolecular
applications solve this problem by treating the electrostatic interaction as a short
ranged one by a cut–off method. Usually this is sufficient to produce physically
meaningful results, nevertheless is an approximation and can lead to several issues
and nonphysical artifacts in those properties or systems that strongly depend on
the electrostatic interaction.
The increasing computer power has led to develop more rigorous methods in
order to include the long range contribution of the electrostatic interaction, even
for very large biological systems. One of the most used method developed to
solve this problem is based on the Ewald summation method (ESM) [100] and it
is called particle mesh Ewald (PME) method [101, 102]. Briefly, the ESM relies on
the possibility to split the electrostatic summation of a periodic lattice into a short
and a long range part. In the PME method the short range contribution is directly
computed with a cut–off method while the long range part is calculated in the
Fourier space using a 3D fast Fourier transform algorithm (3DFFT). This is possible
because all charges in the system are assigned to a discrete grid points in space.
The grid space binning, together with the cut-off, is a specific parameter which is
included in the FF. For a more complete discussion about the advanced methods
developed to treat the electrostatic interaction the reader is addressed to the review
by Cisneros et al. [103].
charge representation Even if some methods, such as the PME one, have
been developed to speed up the computation of electrostatic contribution, one of the
main problems of FFs for biomolecular applications remains the charge representation:
the way in which charges of atoms or molecules are assigned to the system particles.
The problem arises from the necessity to represent the electron cloud and the
interaction that generates. Nevertheless, this is crucial for a better description of
most electrostatic phenomena. The most common solution is the atom–centered
“partial charge” approximation in which the full charge density of the molecule is
replaced by fractional point–like charges assigned to each atom of the molecule
(the qi in Equation 2.3.2). Traditionally most non-polarizable FFs (like those we
will use in this thesis work) assign to each atom of a molecule a fixed partial-
charge. The most used procedure for extracting partial-charges from molecular
wave functions is based on fitting atomic charges with the molecular electrostatic
potential, computed with ab-initio calculation such as density functional theory. Such
representation is believed to be an important source of error in the electrostatic
treatment. Moreover, with a fixed charge assignment it is impossible to take into
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account those phenomena, like polarization effects, which involve a transfer of
charge inside the molecule. The use of off-centered charges and/or higher-order
atomic multipoles can significantly improve the treatment of electrostatics even
if, it is necessary a good balance between accuracy and performances since the
electrostatic problem can rapidly drive to a loss of computational efficiency.
2.3.2 Atomistic force fields
In an atomistic FF each atom of the system is essentially treated as a single inter-
acting unit. The only exception consists of the hydrogen atoms: FFs that treat all
hydrogens explicitly are called all atom, while those that treat a carbon atom and
the relative bound hydrogens as a single interacting site are said united-atom (UA).
In atomistic UA FFs we can find the first step to the reduction of the number of
DOF, but still keeping the atomistic resolution. Indeed, biological simulations
involve a large number of organic molecules, such as lipids or organic solvents,
which contain a great number of CHn moieties, thus an UA model can contribute
significantly to reduce the number of DOF of the system and speed-up the simu-
lation. As an example, we can consider a model bio membrane composed of 114
1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) lipids: with an all atom
FF we have 15276 atoms, while we have only 5928 atoms with a UA model.
Unfortunately, biological simulations involve a great number of water molecules:
generally more than half of the total atoms in the system belong to water molecules.
Keeping in mind the great number of atoms and DOF involved in an atomistic
simulation, and that the typical time step is 2 fs, the accessible length and time
scales, for both all atom and UA models, are still in the order of tens of nanometers
and microseconds. For an all atom model, in particular, these could be even less if
bonds involving hydrogen vibrate, in which case the time step should be set to 1 fs.
In the literature, one can find different atomistic FFs that have been developed
to better reproduce different properties of different classes of systems. Indeed,
bonded interactions are usually fitted against experimental crystal structures, vi-
brational spectra or ab-initio simulations, thus there is not a great difference in their
parameters. Non–bonded interactions, instead, are fitted on different experimental
data, depending on the properties that the FF is developed to reproduce, such
as: densities, heat of vaporisations, surface tensions, self–diffusion coefficients,
dielectric constants and so on. Usually, the parameterization of the non–bonded in-
teractions involve only the self–interaction terms, thus combination rules are needed
to compute interactions between different types of atoms. Different FFs use dif-
ferent combination rules. Proper of each FF is also the treatment of the so-called
1− 4 pair interactions: non-bonded interactions between atoms separated by 3
bonds and which participate in a dihedral interaction are reduced by a factor which
depends on the FF.
The atomistic FF we will use in this thesis is the OPLS UA model [104, 105]
together with the Berger parameters for lipids [106, 107]. Moreover, as we shall
see, the missing bonded parameters in OPLS will be taken from the AMBER FF
[108, 109]. Both OPLS and AMBER use the geometrical combination rule, that is
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the Van der Waals interaction between atom i and j is computed with the following
parameters: ǫij =
√
ǫiǫj and σij =
√
σiσj. For the 1− 4 interactions, the OPLS
UA use a scaling factor of 1/8 for the Van der Waals interactions and 1/2 for the
electrostatic one. All atomistic simulations presented in this thesis work are per-
formed with the PME method for the long-range electrostatics, with a grid spacing
of 0.12 nm. For what concerns the water model we use the extended simple point
charge (SPC/E) [110], one of the simplest, powerful and computationally efficient
water model. Moreover, all bonds inolving hydrogen atoms were constrained with
the LINCS algorithm [111].
2.3.3 Coarse grained force field
Since the atomistic model, introduced before, takes into account all the atoms in a
molecule it is obviously the most realistic and accurate FF. Nevertheless, the large
number of DOF leads to a loss of computational performance and the atomistic
FFs are efficient until the physical properties can be properly sampled on a time
scale of microseconds over a length scale of a tens of nanometers. As the time
and length scales increase, more and more time is needed to carry out a complete
simulation. Unfortunately, many biological processes involving lipid membranes
and other organic molecules, including synthetic compounds, take place on much
longer time (of the order of microseconds nor milliseconds) and length scales (of
the order of tens nanometers).
One possible solution is to integrate out some DOF, preserving those that are
relevant for the problem in exam: this procedure is called coarse-graining. The basic
units of coarse grained FFs are called beads, each representing a group of atoms or a
well defined chemical moiety. The size of the group of atoms that is represented by
a single bead determines the degree of coarsening of the FF. Even in this case, all
the general features described above apply: functional forms need to be chosen and
their parameterization need to be adjusted so as to reproduce the desired target
properties. In Figure 13 different levels of coarse-graining are showed.
Figure 13: Different levels of coarse-graining of a phospholipid. From left to right
increasing levels of coarse-graining. Taken from [112].
The first step in the development of a CG model is the mapping procedure. This
establishes a link between the atomistic model and the CG one. There is not a
unique or correct procedure to perform the mapping because it depends on the
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desired coarse-graining level, on the time and length scales that one wants to
correctly sample and on the properties one wants to reproduce. For biological
applications CG FFs are often designed to reproduce specific thermodynamic
properties such as surface tension, free energy of partitioning, free energy of
hydration and so on. CG FFs employed in the material sciences (e.g. polymer
science) often use as a target the material structural properties.
In general a CG FF is more computationally efficient than an atomistic one for
the following reasons
• the DOF of the system are reduced due to the CG procedure with the conse-
quence that a smaller number of interactions and forces has to be computed;
• bead–bead interactions, which result from the removal of finer structural
details, are softer than atom–atom interactions. Thus, vibrational modes are
slower, and their sampling can be achieved using larger MD time steps than
in atomistic simulations;
• softer interactions imply a smoother PEF which leads to faster diffusion.
2.3.4 MARTINI force field
martini is a CG FF developed by Marrink et al. [99] for organic solvents and lipids
and then extended to proteins [113–115], carbohydrates [116] and a broad class of
polymers [117]. martini is based on a chemical building block approach. Such
martini blocks or beads represent small chemical moieties and they are extensively
calibrated in order to construct a large variety of organic molecules. The FF is based
on accurately reproducing the interaction between polar and non–polar chemical
compounds. The main target property is the partitioning free energy between water
and a large number of organic solvents, such us octanol, hexadecane, chloroform
and ether.
mapping martini uses a four–to–one mapping scheme: it groups four heavy
atoms like C, S, O and so on, plus their associated hydrogen atoms, into a single
interaction site. Consistently four water molecules are modeled with one martini
bead. An example of the mapping procedure including both atomistic and CG
descriptions is shown in Figure 14.
There are four main bead types: polar (P), non–polar (N), apolar (C) and charged
(Q). Each bead type has a number of subtypes to take into account a more accurate
representation of the chemical nature of the moieties due to the underlying specific
atomistic structure. These subtypes are distinguished by the hydrogen bonding
capabilities: donor (d), acceptor (a), both donor and acceptor (da) and none (0)
and/or by their degree of polarity: lowest polarity (1), . . . , highest polarity (5).
van der waals interactions The functional form describing pairwise Van
der Waals interaction is a Lennard–Jones 12− 6 potential. For most beads the
σ parameter is set equal to 0.47 nm except for the Q–C1 and Q–C2 interactions
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Figure 14: martini mapping on top of atomistic structures of some molecules: martini
CG beads are shown as cyan transparent beads overlaying the atomistic structure. (A)
Standard water bead, (B) polarizable water bead, (C) DMPC lipid, (D) Polysaccharide
fragment, (E) Peptide, (F) DNA fragment, (G) Polystyrene fragment and (H) Fullerene
molecule. Taken from [118].
for which σ = 0.62 nm. This is consistent with reproducing the hydration shell
when a charged bead (Q) is dragged into an apolar medium. The strength of
the interactions is instead dived into ten levels from ǫ = 5.6 kJ/mol (level O) to
ǫ = 2.0 kJ/mol (level IX). The association matrix of the interaction strength with
each martini beads is shown in Figure 15.
Q P N C
sub da d a 0 5 4 3 2 1 da d a 0 5 4 3 2 1
Q da O O O II O O O I I I I I IV V VI VII IX IX
d O I O II O O O I I I III I IV V VI VII IX IX
a O O I II O O O I I I I III IV V VI VII IX IX
0 II II II IV I O I II III III III III IV V VI VII IX IX
P 5 O O O I O O O O O I I I IV V VI VI VII VIII
4 O O O O O I I II II III III III IV V VI VI VII VIII
3 O O O I O I I II II II II II IV IV V V VI VII
2 I I I II O II II II II II II II III IV IV V VI VII
1 I I I III O II II II II II II II III IV IV IV V VI
N da I I I III I III II II II II II II IV IV V VI VI VI
d I III I III I III II II II II III II IV IV V VI VI VI
a I I III III I III II II II II II III IV IV V VI VI VI
0 IV IV IV IV IV IV IV III III IV IV IV IV IV IV IV V VI
C 5 V V V V V V IV IV IV IV IV IV IV IV IV IV V V
4 VI VI VI VI VI VI V IV IV V V V IV IV IV IV V V
3 VII VII VII VII VI VI V V IV VI VI VI IV IV IV IV IV IV
2 IX IX IX IX VII VII VI VI V VI VI VI V V V IV IV IV
1 IX IX IX IX VIII VIII VII VII VI VI VI VI VI V V IV IV IV
Figure 15: Interaction strength association matrix for the martini bead types and
subtypes. Taken from [99].
electrostatic interactions Electrostatic charges are assigned using the
atom–centered approximation, as described in Section 2.3.1. The charges of the
martini beads are empirically assigned at the center of the beads and correspond
to the net charge of the chemical moiety they represent. Water, for example, is
described by a neutral P4 bead. Van der Waals interactions take into account, effec-
tively, the effects of polarizability together with the use of an implicit medium with
a dielectric constant εr = 15. However, as we shall see shortly, to avoid problems
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with electrostatic screening, especially for lipid membranes for which the dielectric
constant in the hydrophobic region is much smaller, Yesylevskyy et al. [119] have
developed a more sophisticated CG water model, called polarizable water (PW), to
take into account a better water behavior.
bonded interactions They depend on the molecule to be represented, usually
include bond lengths and angles as harmonic contributions. The former is modeled
with a harmonic potential as the first term in Equation (2.3.1). The latter is modeled
as a cosine–type harmonic potential. Moreover, especially for ring systems, an
improper dihedral angle harmonic potential can be used to prevent out of plane
distortion.
simulation parameters The martini FF was originally developed using a
shifted cut–off scheme for both Lennard–Jones and electrostatic potentials with
a cut–off radius rc = 1.2 nm. The Lennard–Jones potential was shifted from
rs = 0.9 nm to rc while from rs = 0.0 nm to rc for the electrostatic potential.
Recently the more efficient Verlet cut–off scheme was tested by Marrink et al. [118]
and used with the martini FF with a cut–off radius of rc = 1.1 nm. Moreover,
the treatment of the electrostatic interaction can be safely integrated by the use of
the PME method. This new set–up was largely tested by Yesylevskyy et al. [119].
In this case the cut–off radius was set to rc = 1.2 nm and the PME grid spacing
was set to have a lower bound of 0.12 nm. In all cases a time step 20 6 δt 6 40 is
suitable for a great number of applications. It should be clear that changing these
simulation parameters must be followed by a new validation of the main properties
of the martini FF.
polarizable water Water plays a crucial role in any biomolecular system. It is
important to correctly describe its behavior. Since the martini water model does
not directly take into account the electrostatic interaction between water and water
and between water and the other polar or charged molecules, because it interacts
only via Van der Waals interaction, a simple implicit medium is used to take into
account the main electrostatic effects of water, screening and polarizability. In reality,
however, most biomolecular processes involve charged species moving between
regions with different dielectric constants. Due to the change in electrostatic
screening in those environments, the strength of the charge-charge interaction also
changes. This effect can not be taken into account by implicit medium models. In
order to capture the inhomogeneous nature of the dielectric response an explicitly
polarizable medium has to be used.
Yesylevskyy et al. [119] have developed a polarizable water (PW) model that
better describes the real behavior of water. The new water bead consists of three
particles instead of one as in the standard martini model. In Figure 16 the
topology of the PW and a comparison with the old model is shown. The central
particle W is neutral and interacts with the other particles in the system only
with Lennard–Jones potential. The two additional particles, namely WP and
WM, which are bound to the central one, carry a positive and negative charge






(standard model) (PW model)
Figure 16: Schematic representation of the PW bead. Shaded orange spheres correspond to
the Van der Walls radii of the central neutral particle W. The blue particle is the positively
charged while the red is the negatively charged.
|q| = 0.46e respectively, where e = 1.60217653(14) · 10−19 C is the unit electron
charge. They interact with other particles in the system by the Coulomb interaction
only. The bonds W −WP and W −WM are constrained to have a fixed distance
l = 0.14 nm. The electrostatic interaction between WP and WM inside the same
bead are excluded, thus they are invisible to each other and they can rotate around
the W particle. As a consequence the dipole momentum of the water bead depends
on the relative angular position θ of WP and WM: it can vary from zero (θ = 0)
to 2ql (θ = π). A harmonic angle potential with equilibrium angle fixed to θ0 = 0
and a force constant kθ = 4.2 kJ/(mol rad2) is added to control the rotation of WP
and WM particles around the W particle, so to adjust the distribution of the dipole
momentum. The value of the equilibrium angle is consistent with the fact that in
an apolar medium the total dipole momentum of a water molecule is zero.
Since in this model the screening and polarization effects are treated explicitly
the global dielectric constant is then reduced from εr = 15 to εr = 2.5. Moreover,
since the PW beads attract each other stronger then the standard water beads (P4
type), because of the additional electrostatic interactions, the strength ǫWW of
the Lennard–Jones interaction between W particles must be reduced. The same
apply to the cross interaction terms between W particle and the other martini
beads. For these terms, the Lennard–Jones strength is 95% of the I level. Instead, σ
remains unchanged to 0.47 nm. With these new interaction terms Water properties,
especially the hydration free energy are reproduced satisfactory. Moreover, in order
to recover the correct partitioning behavior, the self terms between Q type beads
are generally decreased; while the cross terms are generally increased. In Figure 17
a summary of the new interaction terms between Q type beads and the other beads
is shown.
The parametrization of q, kθ and ǫWW are obtained, in addition to the basic
target properties of the martini FF, also trying to reproduce the dielectric constant
εW , density ρ and dipole momentum of a pure water phase. A comparison of the
results obtained with the PW, the standard martini water and the experimental
data are summarized in Table 1. For more details about the parameterizations and
testing methods the reader is addressed to the article by Yesylevskyy et al. [119].
Moreover, the authors found that, in addition to the PW model, the use of PME
method contributes to a more realistic description of the processes involved in
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POL Qda Qd Qa Q0 P5 P4 P3 P2 P1 Nda Nd Na N0 C5 C4 C3 C2 C1
Qda O O I I IV O O O O O O O O III IV V VI VII VII
O O O O II O O O I I I I I IV V VI VII IX IX
Qd I I IV III VII O O O O O O II O III IV V VI VII VII
O O I O II O O O I I I III I IV V VI VII IX IX
Qa I I III IV VII O O O O O O O II III IV V VI VII VII
O O O I II O O O I I I I III IV V VI VII IX IX
Q0 II IV VII VII IV O O O I II II II II III IV V VI VII VII
O II II II IV I O I II III III III III IV V VI VII IX IX
Figure 17: New interaction strength between Q type beads and the other beads. New
values in bold font, old values in normal font. POL is the name of the martini bead type
associated to particle W inside a PW bead. Taken from [119].
biomolecular environments. In particular, some interesting results of utility for this
thesis work concern a better description of the properties of lipid membranes, as




ρ [kg/m3] 1043 1013 997
p [D] 4.9 − 4.4a
εW 75.6 − 78.4
Tmelt [K] 282 290 273
∆Ghyd [kJ/mol] −18.7 −18 −27
DWW [10
−5 cm2/s] 2.5 2.0 2.3
Table 1: Summary of the results obtained with the PW, standard martini water and
the experimental data at T = 300 K. p is the average dipole momentum of a pure water
box and DWW is the self–diffusion coefficient. a In order for a comparison to be made,
this data is obtained from an atomistic simulation of 1600 SPC/E water molecules and
the average dipole momentum p is obtained averaging over a groups of four molecules,
randomly chosen; see [119] for more details.
2.3.5 Limitations of the MARTINI force field
As we have seen in Section 2.3.3 the CG FFs are computationally advantageous,
still a price has to be paid. Although the martini FF is still a fine CG FF, some
limitations are shared with other CG models at a fundamental level, such as the
chemical and spatial resolution, which are both limited compared to atomistic
models. An important issue is the underestimation of the entropy with respect to
the atomistic case, that is a consequence of the DOF reduction process. Since in
the martini FF the partitioning free energy ∆G = ∆H− T∆S must be consistent
which the experimental data, the intrinsic loss of entropy imply a reduction of
the enthalpy contribution. This means that, in most cases, the ratio between the
enthalpic and the entropic part of the free energy will not be correct in the martini
description. If a NVT ensemble is used the correct potential is the Helmholtz free
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energy ∆A = ∆U− T∆S, thus the imbalance is between the internal energy and the
entropy.
Another consequence of the use of a CG FF is related to the FES that becomes
smoother with respect to the atomistic case. This effectively results in more sam-
pling of the energy landscape in a given time interval, speeding up the dynamics
of the system and allowing the use of higher time steps with longer simulation
times. However, the speedup is not easily predictable and is not likely to be the
same for different systems. Nevertheless, for the martini FF an average scaling
factor of four, based on the self-diffusion coefficient of water, is commonly used, of
course with some care. Another source of error is due to the choice of masses: since
ensemble properties are not affected by particle masses, to increase the efficiency,
all the martini beads have the same mass of 72 amu. This affects the dynamics of
different molecules, making the time scaling for different systems non-trivial.
A problem involving the Lennard–Jones potential as a model of Van der Waals
interactions in martini, is that the steep repulsion leads to an over-structuring of
fluids compared to atomistic models. As we can see from Table 1 the direct and
most evident implication is the melting point of the standard water that is 290± 5 K.
A practical partial solution is the use of the so-called “anti-freeze” particles named
BP4 type. The Lennard–Jones interaction between these particles and water is
modified with a slightly larger Van der Waals radius parameter, σ = 0.57 nm and
a stronger interaction, which is set to level O. Marrink et al. suggest that a mole
fraction of naf = 0.1 is sufficient to prevent freezing without affecting the other
properties of water. Using the PW model these properties improve slightly, see
Table 1. For a more comprehensive discussion about the limitations of the martini
FF the reader is addressed to refs [118, 120–122].
3 C O M P U TAT I O N A L M O D E L S
In the first part of this chapter we will present and describe the model of the charged
monolayer–protected Au NP developed by Federica Simonelli and co-workers in
[123–126]. In the second part we will describe the most important physical and
chemical features of cell membranes, along with the characteristic of the CG model
used to treat it. In the last part we decribe proteins and the CG model of ubiquitin
used to studi the Au NP–ubiquitin interaction. For more details about the Au core
used, its properties, equilibrium structure and so forth, the reader is addressed
to the work of Lopez-Acevedo et al. [127] while for a general discussion about
thiolated Au NPs to the work of Häkkinen and collaborators [128–130]. For what
concerns cell membranes and biological lipids the reader is addressed to the book
by Yeagle [131].
Changing the composition of the organic ligands bound to the Au core, differ-
ent properties of Au NP can be achieved, such as different net charge, different
level of hydrophobicity, different size and so on. Here, we use different ligands
depending on the interface and interaction we want to study. Moreover, as we
shall see, the Au NP can be functionalized by a monolayer of ligands of the
same type, or by a monolayer of two different ligands at a specific composition
and surface arrangements. The ligands we consider in this thesis are: the para-
mercaptobenzoic acid (pMBA), the 7-methyl-mercaptoundecanoic acid (MMUA),
the mercaptoundecanoic acid (MUA), the MUS, two –OH terminated PEG chains
with 3 or 7 monomers, the 6-methyl-undecane thiol (MC11) and the OT.
3.1 nanoparticle model
T hiolated Au NPs in the 2− 4 nm range have a well defined molecular structure.Several stable thiolated Au NPs differing in size of the Au core and number
of ligands have been synthetized and identified [132] and extensively studied
both teoretically and experimentally [128, 133–135]. Monolayer–protected Au NPs
have a definite mass and molecular composition, and their metal core structure
is stabilized by the covalently bound ligand shell. Ligands are often thiols, as
they covalently bind to the Au atoms by Au – S surface bonds, that is a robust
crucial in passivating and stabilizing the NP [128–130]. Subtle changes of size,
structure, ligand composition and arrangement can affect NP properties such
as their chemical or optical properties, important for biomedical sensing and
therapeutics. In this thesis work we will consider the Au144(SR)60 thiolated Au
NP, where R are functionalizing thiol compounds. The equilibrium structure of
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the Au core was predicated by ab–initio calculations in [127] and also resolved with
x-ray spectroscopy [29].
3.1.1 Gold core
The Au core is composed of 144 atoms, it has icosahedral symmetry and it is made
of three bulk shells with 12, 42 and 60 atoms, respectively. A surface shell of 30
atoms completes the gold cluster structure. The diameter of the Au core is about
2 nm. 60 S atoms are bound to the Au atoms on the surface through the typical
bond structure RS – Au – SR. The shell construction is shown in Figure 18. When
Figure 18: First three frames: the concentric 12–(yellow), 42–(red) and 60–(blue) atom gold
internal shell, surrounded (last frame) by 30 gold (red small) and 60 sulfur (yellow small)
surface atoms. The R chains, bound to S atoms, are not shown. Taken from [128].
passivated by thiols, the overall size of the NP depends on the length of the chains
bound to the S atoms. The monolayer–protected Au NPs we will consider have a
total diameter of about 4 nm.
non–bonded parameters Despite the computational cost associated to
atomistically describe the NP core, all Au and S atoms are taken into account, even
in simulations at CG level. At atomistic level the Van der Waals parameters for
Au atoms are taken from Heinz et al. [136] (ǫ = 22.14487 kJ/mol, σ = 0.2629 nm),
while for S atoms, the standard OPLS parameters are used (ǫ = 1.046 kJ/mol,
σ = 0.355 nm). Moreover, to prevent the overlap between Au and S atoms a
purely repulsive Lennard–Jones potential is added between S and Au (ǫ = 0.2324 ·
10−6 kJ/mol). For what concerns electrostatic interactions, Au and S atoms have
partial charges, which we obtained from ab initio calculations, courtesy of J. Akola.
The ab-initio simulations reveal that bulk Au atoms have a partial charge of q =
+0.0286e while surface Au atoms q = +0.10273e, with e the absolute value of the
electron charge. S atoms are instead negatively charged with a partial charge per
atom of q = −0.12123e. The cluster thus has a negative total charge of −0.9315e
which is compensated by an opposite charge equally distributed among the first
atomic group of each ligand used to functionalise the Au cluster. At CG resolution
both Au and S atoms have a purely repulsive interaction, of the form C/r−12,
between them and all other particles, including Au and S. In the CG simulations,
no charges are attributed to any Au or S atoms in the cluster. This because at CG
level charged beads carry unit charge while in this case both Au and S atoms carry
a small charge and it vanishes within the CG bead dimension.
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bonded parameters The classical Lennard-Jones pair potential describing
the Au – Au and Au – S interactions within the OPLS model suffers from intrinsic
limitations at describing the many-body character of the metal bonding, and
thus it may fail at reproducing the transfer of heat from the hot Au core to the
ligands via atomic vibrations. We solved this issue by modeling Au – Au and
Au – S interactions with an elastic network [125] parameterized using as a target the
harmonic vibrational spectrum of the AuNP given by a more reliable many-body
model [137, 138]. The optimized elastic network uses two different elastic constants:
(a) Au elastic network
 
(b) Au NP cluster
Figure 19: Left: gold elastic network. In cyan a surface atom and its neighbors; in blue
bulk atom and its neighbors. Right: Au NP cluster. The elastic network for both gold and
sulfur atoms are represented by sticks. Taken from [123].
k = 32500 kJ mol nm−2 for Au – Au surface atoms and Au – S bonds and k = 11000
kJ mol nm−2 for Au – Au bulk atoms. To maintain the structure of S atoms stable,
an elastic network is added also between S – S atoms with k = 25000 kJ mol nm−2
for atomistic simulations and k = 1250 kJ mol nm−2 for CG simulations. All the
elastic constant are summarized in Table 2. The equilibrium distances are derived
from ab–initio data in [127]. A gold atom is considered as a bulk atom if it has at
least nine gold neighbors, otherwise it is considered as a surface atom. Two gold
atoms i and j are neighbors if their distance is rij 6 0.35 nm. Instead, two sulfur
atoms are considered neighbors if their distance is rij 6 0.55 nm, i.e. each S atom
has at least five neighbors.
Bond k [kJ/(mol nm2)]
Au – Au (bulk) 11000
Au – Au (surface) 32500
Au – S 32500
S – S 25000 (1250)
Table 2: Summary of the bond constants
for the elastic network of the NP core. In
parentheses the value used in CG simu-
lations; if not indicated, the value is the
same. Data from [123, 125].
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3.1.2 Atomistic ligands
The ligands used and modeled at atomistic resolution are: the hydrophilic para-
mercaptobenzoic acid (pMBA), 7-methyl-mercaptoundecanoic acid (MMUA), mer-
captoundecanoic acid (MUA), mercaptoundecane sulfonate (MUS) and two −OH
terminated polyethylene glycol (PEG) chains with 3 or 7 monomers, namely PEG3
and PEG7, and the completely hydrophobic 6-methyl-undecane thiol (MC11) and
octanethiol (OT) ligands. Their chemical structure is shown in Figure 20 while
in Figure 21 it is shown their atomistic UA representation. Figure 22 shows the
configuration assumed by the PEG7–Au NP in the water phase; the other Au NP
configurations are shown in Figure 31 of the Chapter 4. The parameterization of
the ligands is done following the standard OPLS–UA rules [104, 105, 139, 140]
with missing parameters taken from the AMBER FF [108, 109]. The non-bonded
parameters (including partial charges) and dihedral angles for the sulfonate group
in MUS are taken from the parameterization of Lopes and collaborators [141]. For
what concerns the PEG chains, three OPLS–compatible parameters were tested,
from Fuchs et al. [142], Fischer et al. [143] and Weiner et al. [108]. For each
parameter set, a MD simulation was performed with one PEG molecule composed
by 28 monomers, solvated with about 30000 SPC/E water molecules. We calculated
the chain radius of gyration and compared it, via extrapolation at low molecular
weight, with the experimental data by Kawaguchi et al. [144]. The model based on
Weiner was selected as it was the one matching well the experimental data.
The addition of the side methyl group in the MMUA and MC11 ligands assure
that the final configuration assumed by the functionalized NP in the water phase
Figure 20: Chemical structure of used ligands.
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Figure 21: Snapshot of the atomistic UA ligands. S in yellow, C in cyan, O in red and H in
white.
Figure 22: Left: The Au – S core of the NP, Au in yellow and S in gray; the sticks represent
the elastic network between Au – Au, S – S and Au – S atoms. Only two functionalizing
ligands are shown. Right: Snapshot of a hydrated Au NP functionalized by PEG7 (water is
not shown for clarity). For a view of the other NPs in water phase, the reader is addressed
to Figure 31 in Chapter 4.
is, as much as possible, isotropic and spherical, i.e. the methyl group is needed to
prevent the ordered packing of the alkane chains on the NP surface, as shown in
Figure 23 for the MC11 case.
3.1.3 Coarse grained models
The ligands used at CG resolution are the MUA, MUS and the OT, as shown in
Figure 24.
ot model Two martini beads of type C1 model the eight carbon atoms of
the OT backbone and their hydrogen atoms. The chemical structure and the re-
sulting CG martini model is shown in Figure 24a. The first bead of each OT
ligand is bound to a sulfur atom via a harmonic potential with a bond constant
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Figure 23: Comparison be-
tween the final configuration
of a hydrophobic NP in water:
in the left functionalized with
the 6-methyl-undecane thiol
(MC11) and in the right with
the undecane thiol (C11). The
addition of the methyl group
in the alkyl chains is needed to
prevent the ordered packing of
the alkane on the NP surface.







Figure 24: Top. Chemical structure of OT (a) and MUA (b). Bottom. CG martini model
(white: C1 bead, cyan: Qda negatively charged bead and yellow: sulfur atom).
of 1250 kJ/(mol nm2) and equilibrium length of 0.47 nm. The second bead is
connected to the first by the same bond potential. An angle potential as in Equa-
tion (2.3.1) is used among the three particles. Parameters are fixed in accordance
with the martini parameters for alkanes.
mua and mus model Three martini beads of type C1 model the hydrophobic
chain of the MUA ligand. The charged group is modeled as a Qda bead with
a charge of −e. The chemical structure and the resulting CG martini model is
shown in Figure 24b. Even in this case the first bead of a MUA ligand is bound
to the sulfur atom through a harmonic potential with the same parameter: bond
constant of 1250 kJ/(mol nm2) and equilibrium length of 0.47 nm. The same
potential is used to bind all other beads to the previous one. An angle potential
as in Equation (2.3.1) is used among the sulfur atom, the first C1 and second C1,
among the first, the second and the third C1 beads and so on for all four beads.
Parameters are fixed in accordance with the martini parameters for alkanes. Since
the MUS ligand has a negatively charged terminal group similar to the carboxylate
one, the CG model for MUS does not differ from the MUA model.
level of hydrophobicity The NP core can be functionalized with both ligands
varying the ratio between the OT and MUA or MUS ligands, thus reaching different
levels of hydrophobicity. Two surface compositions will be considered in this thesis
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work: (MUA:OT 1:1) and (MUA:OT 2:1). This choice is due to the possibility to
compare to previous experimental and simulation data [47, 145–147].
surface arrangements The ligands on the Au NP surface can be arranged in
two possible ways: randomly or with a predetermined scheme. We will consider
both NPs with a random ligand arrangement and NPs with a striped ligand
arrangement. The striped scheme is obtained dividing the NP surface into three
stripes: the external two stripes are covered with MUA ligands while the central
with OT ligands, thus the NP show large hydrophobic patches. The random case,
instead, shows small patches. For this thesis work, we consider NPs with both
small or large patches, as shown in Figure 25.
(a) large patches (b) small patches
Figure 25: AuNP with different ligand surface arrangements. From left to right: (MUA:OT
1:1) with large patches and (MUA:OT 1:1) with small patches. Hydrophobic beads are
shown in white while the negatively charged beads are cyan.
3.2 cell membranes
T he cell membrane or cytoplasmic membrane is a biological membrane whosemain function is to compartmentalize the biological environment into two
well defined, though not independent, subsections: the interior of the cell and
its external environment. The membrane controls the in–out flow of ions and
other chemical compounds which are necessary to carry out all “life reactions”
taking place inside the cell. For these reasons, from an evolutionary point of
view, it is believed that the appearance of the cell membrane was one of the
necessary ingredients to the development of life. In this section we describe the
main characteristic of a cell membrane along with the model that we will use to
simulate a lipid membrane at CG level.
3.2.1 Real cell membranes
As we can see from a cartoon of a real cell membrane in Figure 26, the biological
membrane is a crowded environment consisting of phospholipids, glycolipids,
carbohydrates, proteins and other organic molecules.
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Figure 26: Schematic picture of a cell membrane. In the bilayer, mainly composed of
phospholipids, different kinds of proteins ad biomolecules are embedded. Cholesterol and
carbohydrates are also present in the membrane.
The plasma membrane by mass is essentially composed by half lipids and half
proteins. Most of the lipids that constitute animal membranes are a particular
type of lipids, called phospholipids. They are made of a neutral (polar) or charged
head, which is hydrophilic and one or two fatty acid hydrocarbon chains, often
called lipid tails, which are instead hydrophobic. Phospholipids are amphiphilic
molecules. This amphiphilic nature, through the hydrophobic effect, plays a key
role in the membrane formation. In fact when we put a relevant concentration
of phospholipids in a water solution they tend to spontaneously self–organize in
a ordered state that minimizes the Gibbs free energy. Thus the lipid tails tend to
cluster in order to minimize the hydrophobic surface in contact with water. Instead,
the polar heads tend to make favorable bonds with water molecules. The final
assumed configurations depend on the lipid concentration, on the temperature of
the solution and the salt concentration. The one that constitutes a cell membrane is
called phospholipid bilayer: a thin polar membrane made of two layers of lipid with
a hydrophobic core (composed by the hydrophobic lipid tails) and two hydrophilic
surfaces (composed by the hydrophilic lipid heads facing toward the water). A
schematic representation of a bilayer is shown in Figure 26 with different proteins
and biomolecules embedded. The two lipid layers that made a bilayer of a cell
membrane are called leaflets.
A real lipid bilayer often contains hundreds of different lipid species. They differ
in the length of the hydrocarbon chains, in the degree of unsaturation, i.e. in the
number of double bonds in the hydrocarbon chains, and in different chemical
composition of the head that can be neutral (polar) or charged. There are two
main classes of phospholipids that make a cell membrane of animals: glycerophos-
pholipid (phosphatidyl–choline, phophatidyl–ethanolamine, phophatidyl–serine,
phosphatidyl–serine ) and phosphosphingolipids (sphingomyelin). In the former
group the lipid tails are bound to a glycerol group while the latter do not have
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glycerol and the lipid tails have a backbone of sphingoid bases, absent in the
former. These five types take into account for more then half of the lipids in most
membranes.
The cell membrane has quasi–liquid properties at physiological temperature. This
is in part due to some disorder in the alignment of the lipid tails produced by the
presence of unsaturated chains. Another contribution arise from the area occupied
by the lipid heads which determines the distance between the hydrocarbon chains.
This fluid character makes the lipid bilayer like a solvent in which the other
molecules (lipids and proteins) are dissolved and are free to diffuse. Moreover,
lipids themselves can move in different ways. The main movements and the
associated time scales are summarized as follows
• lipids conformational changes (few nanoseconds);
• lipids protrusions out–of–plane (tens of picoseconds);
• diffusion within a leaflet (order of tens of nanoseconds);
• bilayer undulation and thickness involving collective motion of many lipids
(more than tens of microseconds).
There are also many rare events that take place on the order of hours or even days,
such as lipid flip–flop, in which a lipid flips from one leaflet to the opposite one;
ion translocation; electroporation by water, for example due to a cross membrane
ion imbalance, in which water translocates across the bilayer; water assisted ion
permeation via formation of a water–finger and so forth.
For what concerns the length scales, the bilayer thickness is determined by the
length of the lipid tails and their degree of unsaturation. Typically the hydrophobic
region is ∼ 3 nm thick while each hydrophilic region is ∼ 1 nm thick. Hence the
typical bilayer thickness is around ∼ 4÷ 5 nm.
3.2.2 Model cell membrane
The cell membrane is an extremely complex environment due to a large number
of different biological molecules (lipids, proteins and so on) that compose and
reside in the membrane. The model membranes we will consider in this thesis
will be composed of lipids only. This choice is dictated by three main reasons.
First, current models and computational power can not aim at reproducing the
complexity of a real plasma membrane [148]. Second, the use of a model system
allows to tackle fundamental questions concerning the physical and molecular
mechanisms of interaction between NPs and membranes. Last but not least, the
model membrane we will consider resembles closely the model membranes used
in a number of experimental and simulation results.
In the bilayer model we will use, we consider a model biological membrane con-
sisting of 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine lipids, whose chemical
structure is shown in the top of Figure 27. It is a zwitterionic glycerophospholipid
of type phosphatidyl–choline whose head is made of a phosphate (PO−4 ) and a
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choline (C5H14NO+) groups. It has two hydrocarbon chains: one is a saturated
chain (palmitoyl) and the other is an unsaturated chain (oleoyl). The head groups
and tails are both bounded to the glycerol group (C3H8O3).
Figure 27: Top: chemical structure of a POPC lipid. Bottom: martini CG model. The tan
bead is the phosphate group, choline is in blue, the two pink beads represent the glycerol
group and the hydrophobic chains in cyan.
cg model The lenght scale associated to a real cell is of the order of one to tens
of micrometers. Thus, it is clear that the number of lipids that constitute a real
cell membrane is enormous and it is impossible to take into account an entire cell
membrane in a MD simulation. A first approximation is to consider only a small
patch of a model bilayer. In our investigations of NP–membrane interactions, given
the dimension of a protected Au NP of about 4 nm, we need a bilayer patch on the
lenght scale of tens nanometers, says 160 nm2. Since, the medium area per lipid of a
pure POPC bilayer is about 0.65 nm2, we need a total of about 500 lipids. The total
number of particles to be included in a atomistic simulation (excluding hydrogen
atoms) are about 3 · 104. Even more, looking at NP–membrane interactions we
need also a time scale of tens of microsecond if not more. This has a very expensive
computational cost at atomistic level and the range of phenomena which can be
studied on the time scale accesible with an atomistic simulation are very limited,
calling for the adoption of a CG approach.
martini model As described in Section 2.3.4, we will use the CG martini FF
for lipids [99]. The martini model for the POPC lipid maps the choline and the
phosphate groups into two beads of type Q0 and Qa negatively and positively
charged, respectively. The saturated tail is modeled with four beads of type C1
while the unsaturated tail is built up of four C1 beads and one C3 bead that
corresponds to the unsaturated group of atoms. The glycerol group is modeled
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STDa PMEb PME + PWb atomisticb
D [10−8 cm2/s] ∼ 62 43.3± 0.7 31± 1 8.0± 0.4
A [nm2] 0.65 0.630 0.635 0.688
t [nm] 4.16 4.29 4.26 3.66
Table 3: Summary of main properties of a pure POPC bilayer in comparison with different
models. D is the lateral diffusion coefficient of a lipid. A is the average area per lipid. t is
the bilayer thickness as the average distance of the phosphate groups. a Data from [149]. b
Data from [124].
with two beads of type Na. A comparison between the chemical structure and CG
model is shown in Figure 27.
model accuracy The standard martini FF is able to capture the main physical
properties of a lipid bilayer. These properties include the area per lipid, the
distribution of groups across the membrane, the trend of the bending and the area
compression moduli in function of the lipid composition and the unsaturation
degree of the lipids, the stress profile across the membrane, and many other as
better described in [99, 118]. Some of the main properties of a pure POPC bilayer
are shown in Table 3 in a comparison among different models.
As any model, the martini model has its weaknesses. Most of the properties
strongly depending on electrostatic interactions are not well described. These
are ion translocation, electroporation of the membrane by water, due to a cross
membrane ion imbalance, water-helped ion permeation and many other water
defects inside the membrane as better described in the works of Marrink [118] and
Yesylevskyy [119]. As we have seen in Section 2.3, this is because the standard
martini FF does not take into account long range electrostatic interactions. To
overcome this problem the use of the PME method and the PW model, as outlined
in Sections 2.3.1 and 2.3.4, are crucial to better describe the processes that involve
the interaction between ions, water and lipid bilayer.
3.3 proteins
P roteins are a wide class of biological polymers that are fundamental to everyaspect of cell life. The base units of proteins are called amino acids. In
nature many different amino acids exist but only 21 are necessary to the eukaryote
translational machinery to assemble proteins. Of these, 20 are genetically-encoded:
they are shown in Figure 28. The amino acids are characterized by the same
topology: a backbone, which is the same among the different amino acids and a
side chain, which is proper of each amino acid. The backbone is composed by a
central carbon, called Cα, to which an aminic –NH2 (N-terminus) and a carboxylic
–COOH (C-terminus) groups are bound. Typically, the N- and the C-termini of a
protein in a water solution are positively and negatively charged, respectively.
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Figure 28: Chemical structure of the 20 genetically–encoded amino acids.
The sequence of amino acids that identify the protein is called primary structure.
Once the synthesis of a protein ends, the sequence of amino acids starts to fold into
the 3D functional structure of the protein, which is called tertiary structure or folded
state. The tertiary structure controls the basic function of proteins and the transition
from the primary structure to the folded state is called protein folding. This process
is essentially guided by the external environment (other proteins and/or enzymes)
that stabilize the folded state through salt bridges, hydrogen bonds, disulfide bonds,
and even posttranslational modifications. The tertiary structure is made of regular
sub-structures, namely α-helces and β-sheets. These, are called secondary structures,
which are defined by patterns of hydrogen bonds between the backbone peptide
groups. Some proteins are made of two or more sub-units which constitute the
monomers of the quaternary structure of these proteins.
ubiquitin It is a small protein that exists in all eukaryotic cells and occurs
ubiquitously. The protein consists of 76 amino acids, it has a molecular mass of
about 8.6 kDa and it displays a α-helix and one-β sheet, as shown in Figure 29a. The
atomistic structure of human ubiquitin is available in the protein data bank (PDB)
which is determined via x-ray diffraction crystallography [150] at a resolution
of 0.18 nm. The protein is neutral, but it has the C and N termini, respectively,
negatively and positively charged.
martini model of ubiquitin We built the martini CG model of the ubiquitin
protein with the use of the martinize script, freely available on the martini website.
The model is based on the polarasible version of the ELNEDIN martini CG FF
for proteins [113–115]. Briefly, according to the philosophy of the original version
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(a) atomistic staurcture (b) martini structure
Figure 29: (a) Atomistic structure of the ubiquitin protein with the α-helix behind the
β-sheet. (b) martini CG mapping with the ELNEDYN elastic network (orange sticks)
superimposed to the backbone beads (light blue). Side chain beads not shown.
of martini [99], one bead is used to model the backbone of each residue and zero
to four beads are used to model their side chain, depending on the residue type
[113], as shown in Figure 30. Proteins, in its CG representation, cannot change
Figure 30: Mapping of all
amino acids. Taken from [113].
their secondary structure which is fixed by bonded interactions. To improve the
structural and dynamical properties of CG proteins, including their collective
motions, the CG martini model has been combined with an elastic network [114]:
the representation that emerges is based on both structural and thermodynamic
properties and is termed ELNEDIN. In the ELNEDIN model the position of the
backbone beads coincides with the Cα position. As shown in Figure 29b, the
elastic network is superimposed to the backbone beads and involves only backbone
beads within a cut-off distance rc which could be tuned together with the elastic
constant K to reproduce the atomistic vibrational properties of the protein of
interest. In that case, we choose to use the default parameters [114]: rc = 0.9 nm
and K = 500 kJ/(mol nm2).
Moreover, we use the polarazable version of the ELNEDIN FF for proteins [115,
119]. This choice is guided to two principal reasons: i. we want to study the
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interaction between a charged Au NP and ubiquitin, a hydrophilic protein, thus it
is crucial to correctly treat the electrostatic interaction; and ii. it is well known that
the standard martini FF tend to overestimate the hydrophobic interaction [120,
122] with the tendency to over stabilize cluster of organic molecules, especially if
proteins are involved [151]. Thus, the necessity to use the polarizable version and
overcome these limitations. In the polarizable version for proteins [115], follow the
philosophy of the PW model, each polar or charged bead is associated, respectively,
to two or one charged dummy particle. Dummy particles can interact with all other
beads only via Coulomb interaction. They have a fixed bond with the Van der
Waals interacting centre: rotating around it they can adjust the bead polarization
depending on the surrounding environment. The partial charge associated with the
dummy particle is ±1e if the bead is charged and it represents a charged group or
±0.36e if the bead is neutral and represents a neutral but polar group. Furthermore,
the mass of dummy particles is set to 36 u.m.a. The mass of the Van der Waals
interacting centre is set to 36 u.m.a. if the polarizable bead is charged or 0 if it is
neutral.
4 E F F E C T O F L I G A N D H Y D R O P H O B I C I T Y
O N T H E T H E R M A L C O N D U C TA N C E O F
I R R A D I AT E D N A N O PA R T I C L E S
As we have discussed in the introduction, inorganic NPs are multivalent agents for
different biomedical applications [66]. NPs can effectively and stably accumulate in
tumor tissues. They can permeate cell membranes. Their facile surface chemistry
allows for many different functionalizations. Their optical properties can be used
in photothermal therapies or bio-imaging applications. Photothermal applications,
in particular, are currently the object of intense research efforts, aimed at the
optimization of the NP optical response, as well as at the minimization of their
toxic effect [152, 153].
The localized surface plasmon resonance of Au NPs functionalized with biocom-
patible ligands can be efficiently used to adsorb light in the near-infrared window
and convert it into heat, which is transferred to the surrounding tissue [66, 71]. This
light-to-heat conversion has been largely exploited to improve the performances of
bio-sensing applications [65] and photothermal therapies [64]. For example, Au
plasmonic NPs, which show good biocompatibility, have already entered clinical
trials for the treatment of lung or prostate cancer [67]. The capability of Au NPs to
convert light into heat can be exploited also for drug delivery applications: polymer
capsules or liposomes loaded with NPs have been shown to release their cargo
upon irradiation [78]. Moreover, as near-infrared radiation can penetrate biological
tissues for several centimeters, the ability to deliver Au NPs to a target unhealthy
tissue allows for the localized release of heat in the region to be treated, this is the
physical conpect in which many photothermal cancer therapies rely in. Among the
many photothermal therapies, the most promosing one if the photoporation: in a
typical setup, plasmonic Au NPs coated by organic ligands are stably inserted in
the cell membrane and are heated up by a short high intensity laser pulse, inducing
nanoscale transient pores in cell membrane, allowing for drug or short inerfering
RNA penetration into cells in vitro [75, 77].
Regardless of the specific application, the ability to control the temperature
profile developed around ligand protected plasmonic Au NPs would guarantee
their optimal design [154]. As a matter of fact, the presence of ligands influences
the thermal conductance of the nano-bio interface, altering the temperature profile
developed around the NP. Therefore, tuning the NP ligand composition to achieve
the desired temperature increase at the NP surface, and to limit the damage on
the healthy tissue [125], is the ultimate objective for final designing and exploiting
plasmonic coated NPs in biomedicine.
The direct experimental measurement of the temperature profile at NP surface
is challenging, and it has been attempted by means of the ad hoc covalent binding
of polymers or quantum dots to the NPs [155]. A less direct approach consists in
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the measurement of the interface thermal conductance via optical pump and probe
techniques, such as time-domain thermo-reflectance, often applied to extended
surfaces. It has been shown that the presence of a ligand layer enhances the
thermal conductivity with respect to the bare solid surface in contact with the
solvent [37, 156, 157]. The seminal works by Braun and Cahill [158] suggested
a dependence of the interfacial conductance on the hydrophobic or hydrophilic
nature of the coating ligand layer. The nature of the solvent, the density of covalent
bonds at the metal surface and the work of adhesion needed to separate the liquid
from the solid are all factors that have been shown to affect thermal conductance
[158–160]. There is a general consensus that in the presence of a three-component
interface, namely metal–ligand–solvent, the ligand–solvent interface offers the
largest thermal resistance [161], thereby playing a major role in the study of heat
transfer mechanisms. However, this interface cannot be classified as an ideal
solid–liquid nor as liquid–liquid interface, instead it strictly preserves a soft matter
nature whose thermal properties are likely to be explained only considering its
chemical and physical features at the molecular scale. For this reason, molecular
modelling techniques have been adopted to clarify and unveil the most critical
phenomena ruling the heat transfer at the ligand–water nanoscale interface. MD
simulations have demonstrated a considerable potential to distinguish the specific
molecular mechanisms which influence heat conduction and the formation of
thermal gradients around NPs. MD studies have proved that stronger Van der
Waals interactions favor heat conduction, both at metal–solvent [36, 162] and
ligand–solvent interfaces [161, 163]. The collaborative effects of Van der Waals and
electrostatic forces, which contribute to the formation of hydrogen bonds between
the ligands and the solvent, has also shown to increase thermal conductance at
ligand–solvent interfaces [164]. Heat conduction can be enhanced also by the
reciprocal alignment of ligands and intercalating solvent molecules [165].
In this chapter, we use MD simulations to investigate the thermal gradient
developed around a hot thiolated Au NP in cold bulk water. As we shall see,
the shape of the thermal gradient depends on the hydrophobicity of the coating
ligands. We show that the temperature profile developing around the hot NP can
be explained in terms of interfacial water structure and dynamics. Moreover, in
the final part of this chapter, we propose a MD-based approach to predict the
thermal gradients based on the knowledge of ligand composition. This could allow
for a fast and preliminary screening for the best ligands to coat NPs in tailored
biomedical applications.
4.1 non-equilibrium molecular dynamics simulations
W e are interested in calculating the temperature profiles generated by anirradiated hot Au NP by means of atomistic non–equilibrium MD simula-
tions. We consider a single Au NP, covalently functionalized by organic thiols.
We use 5 different organic thiols as functionalizing agents. These ligands are:
two negatively charged ligands: the para-mercaptobenzoic acid (pMBA) and the
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7-methyl-mercaptoundecanoic acid (MMUA); two neutral but hydrophilic polyethy-
lene glycol (PEG) chains terminated with a −OH group, made with 3 and 7 PEG
monomers, respectively; a completely hydrophobic carbon chain, the 6-methyl-
undecane thiol (MC11). In Figure 21 of Section 3.1 it is shown the atomistic
representation of the different ligands. In Figure 31 it is shown a snapshot of the
functionalized NP in water phase with all ligand types.
pMBA MMUA PEG7
MC11 BarePEG3
Figure 31: Snapshot assumed by the functionalised Au NPs in the water phase. Water not
showed for clarity. Color code as in Figure 21.
As in Tascini et al. [36], temperature is controlled in only two spatial regions,
hot and cold, by two independent thermostats, while the rest of the system is
left un-thermostated. The heat source is represented by the Au atoms of the NP,
thermostated at an average temperature of Thot = 380 K. The Thot temperature
we chose is lower than the typical melting temperature of Au NPs of this size
[166]. The heat sink corresponds to a shell of bulk water molecules, thermostated
at Tcold = 300 K. In Figure 32 it is shown the simulation box used for all non–
equilibrium simulations: it has a volume of about 2000 nm3 and it is composed of
a Au NP placed at the center and solvated with SPC/E water. To obtain a smooth
temperature profile each profile is obtained by averaging, along a 80 ns trajectory,
the temperature profiles collected every 2 ns, as better detailed in Section 4.4.
temperature profiles In the top right panel of Figure 32, we show the tem-
perature profiles as a function of the distance from the NP COM. The bare NP
case, as expected, shows a single large temperature drop at the Au–water inter-
face, ∆TAuW = 48.7± 0.7 K. When the NP is functionalized by ligands, we can
distinguish two main behaviors depending on the hydrophobicity of the ligand:
in presence of a hydrophilic ligand, the largest temperature drop is recorded at
the Au–ligand interface, ∆TAuL (light-red shaded area in Figure 32). The tem-
54 4 effect of ligand hydrophobicity on the thermal conductance of
irradiated nanoparticles
Figure 32: Left: Simulation box used for the non-equilibrium MD simulations. A thiol
protected Au NP is placed at the center of the box and solvated with water. Color code as
in Figure 21, water is shown as gray-stick representation. Top-right: plot of the temperature
profile for the different ligand types as a function of the distance from the NP COM,
r. The light-red shaded area corresponds to the Au–ligand interface (AuL); the light
blue one corresponds to the ligand–water interfaces (LW) after accounting all the study
cases reported in the legend. The precise protocol to compute the interface is detailed
in Section 4.4. Right-bottom: plot of the radial distribution function (RDF) of the water
molecules as a function of r.
perature drop at the ligand–water interface (∆TLW , light-blue shaded area), in
contrast, is smaller by an order of magnitude. For example, for the pMBA ligand
(orange line) ∆TAuL = 39.8± 0.7K > ∆TLW = 2.1± 0.4 K. The hydrophobic MC11
ligand, instead, shows two almost equal temperature drops at the Au-ligand and
ligand-water interfaces (∆TAuL = 31.6± 0.4 K and ∆TLW = 24.3± 0.3 K), sepa-
rated by a temperature plateau. The temperature drops for all ligands are also
reported in Table 4. A similar behavior is also shown in the work of Hung et al.
[167] for the temperature drops at the interface between a Au(111)-supported self
assembled monolayer (SAM) and water: using a hydrophilic SAM they observe
∆TAuL > ∆TLW and vice-versa for the hydrophobic case. To quantitatively rank





For the bare case, R = 1 since ∆TLW = 0. The lower the R value, the more the
ligand acts as a thermal insulator, increasing ∆TLW and lowering ∆TAuL.
alternative setup We aim at verifying if the constrained cold-water molecules
of our main setup could lead to perturbations such to produce unrealistic tempera-
ture profile, i.e. to verify that the resulting temperature profile around the Au NP
does not depend on the choice of the non-equilibrium MD scheme. Thus, We have
built an alternative setup to derive the temperature gradient from non-equilibrium
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Ligand
name
R ∆TAuL [K] ∆TLW [K]
MC11 0.565± 0.009 31.6± 0.4 24.3± 0.3
PEG7 0.89± 0.02 41.1± 0.8 5.3± 0.3
MMUA 0.89± 0.02 42.4± 0.8 5.0± 0.3
PEG3 0.91± 0.02 41.5± 0.7 4.1± 0.3
pMBA 0.95± 0.02 39.8± 0.7 2.1± 0.4
bare 1.00± 0.02 48.7± 0.7 −
Table 4: Values of the di-
mensionless parameter R
(see Equation (4.1.1)) and the
temperature drops at Au–
ligand and ligand–water in-
terfaces. The error on R was





































Figure 33: Left: System configuration of the alternative setup. Color code as in Figure 21.
Right: Temperature profiles of MMUA and MC11 ligand types for both setups as a function
of the distance from the NP COM.
MD simulations. The alternative system, shown in the left panel Figure 33, is made
by a rigid spherical buckyball of 4894 atoms and diameter of ∼ 7 nm. The atoms of
the buckyball are parametrized like carbon atoms and its density is tuned in such
a way that water molecules cannot pass through it. Then, a ligand protected Au
NP is placed at the center of the buckyball and the system is solvated with about
39000 SPC/E water molecules. The number of water molecules has been chosen
so as to achieve a water density of about 1000 kg/m3. In Figure 34 it is show the
number density of each system part as a function of the distance from the NP COM.
For the non-equilibrium MD simulations the heat source is represented by the Au
atoms thermostated at Thot = 380 K and heat sink by the buckyball itself, whose
atoms are thermostated at Tcold = 280 K. We performed the non-equilibrium MD
simulations with the alternative system only for the MMUA and MC11 ligand
types: these two ligands show two different temperature profiles while they only
differ in the functional terminal group (a charged –COO− for the first ligand and
a –CH3 in the second one). A comparison of the temperature profile obtained
with the two setups is shown in the right panel of Figure 33. As we can see, the
temperature profiles obtained with the two setups are very similar.
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Figure 34: Number density of each
system part (excluded the function-
alizing ligands) of the alternative
setup as a function of the distance






























4.2 dynamics and structure of interfacial water
S ince hydrophobicity seems to be an important driving force shaping the tem-perature profile around the NP, we have investigated water penetration into
the shell of the different ligand types. The bottom-right panel of Figure 32 shows
the RDFs of the water molecules as a function of the distance from the NP COM.
Despite the different chemico-physical nature of the ligands, there is no clear
correlation between the water RDFs and the temperature profiles. For instance,
the RDFs of water for MMUA and MC11 are quite similar while the temperature
profiles differ significantly. This suggests that, if water molecules play a role in the
heat transfer, this may not be related to the number of water molecules inside the
ligand shell or at the ligand-water interface but rather to water dynamics or to the
specific interaction between water molecules and the functionalizing ligands.
interfacial water We thus investigated if and how the thermal gradients are
correlated to the mobility of interfacial water. We classify as interfacial water all
water molecules having non-bonded interactions with the ligand atoms (Lennard-
Jones and Coulomb energy terms) larger than the thermal energy of the fluid
at interface: ∝ kBT [168]. Figure 35 provides a graphical representation of the
interfacial water molecules. If one imagines that a single-well effective potential
describes the interaction between water and the NP surface, all water molecules
that i. are located in the shell corresponding to the potential well and ii. have a
kinetic energy can does not allow to escape the effective potential barrier, can be
classified as interfacial water molecules.
Figure 35: Schematic representation
of interfacial water molecules. Color
code as Figure 21
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Figure 36: A: self-diffusion coefficient of the water molecules confined at the ligand–water
interface, Dint, for the different ligand types. The grey area corresponds to the range of the
self-diffusion coefficient of bulk water, far from the NP (Dbulk), obtained for the different
ligands, compatible with the SPC/E self-diffusion coefficient [110]. B: radial distribution
function, g(r), of the water oxygens as a function of the distance between the oxygen and
any atom of the Au NP and ligands. C and D: plot of the R parameter, see Equation (4.1.1),
as a function of Dint (C) or as a function of the water characteristic residence time τr (D), at
ligand–water interface. Colored bars and circles indicate the degree of water confinement:
red for weakly confined water at the interface of hydrophobic MC11, green for moderately
confined water in proximity of hydrophilic PEG7, PEG3 and MMUA and purple for highly
confined water close to charged pMBA and bare Au NP.
water dynamics From equilibrium MD simulations, we computed the self-
diffusion coefficient of bulk water (that is, water far from the NP), Dbulk, and that
of the interfacial water molecules, Dint. The results are shown in Figure 36 and
also reported in Table 5. The diffusion coefficient for bulk water is compatible
with the one obtained for the SPC/E water model [110]. The diffusion coefficient
of water at the ligand–water interface is substantially reduced with respect to the
bulk molecules, as also shown in [168] for water confined around a wide class
of NPs. Most interestingly, the reduction of the diffusion coefficient depends on
the functionalization of the Au NP: we recorded the lowest value of the diffusion
coefficient for the pMBA ligand, Dint = 0.74± 0.03 · 10−5 cm2/s, and the highest
Dint = 1.72± 0.06 · 10−5 cm2/s is found in presence of the hydrophobic MC11
ligand type. Dint visibly clusters into three groups identified as weakly, moderately
and highly confined water corresponding to the transition from hydrophobic to





−5 cm2/s] Dbulk[10−5 cm2/s] τr [ps]
MC11 0.565± 0.009 1.72± 0.06 2.9± 0.2 0.7
PEG7 0.89± 0.02 1.22± 0.02 2.72± 0.05 15
MMUA 0.89± 0.02 1.25± 0.04 2.70± 0.03 25
PEG3 0.91± 0.02 1.42± 0.08 2.81± 0.03 16
pMBA 0.95± 0.02 0.74± 0.03 2.93± 0.06 42
bare 1.00± 0.02 0.88± 0.03 2.92± 0.06 40
Table 5: Value of the R parameter (see Equation (4.1.1)), the water self-diffusion coefficient
at ligand–water interface (Dint) and in the bulk (Dbulk) and of the water characteristic
residence time (τr) for each type of ligand. The error on D was computed as the standard
deviation of the self-diffusion coefficient obtained from independent simulations.
hydrophilic ligands and eventually to the bare Au surface (panel A and C of
Figure 36). We also quantified the characteristic residence time, τr, of interfacial
water around the different types of ligands, τr (panel D of Figure 36). The residence
time depends on the functionalization of the Au NP: the lowest value is recorded
for the MC11 (τr = 0.7 ps) and the largest for the pMBA (τr = 42 ps). To further
characterize the water structuring and density at interface we calculated the RDF
of the water oxygens as a function of the distance between the oxygen and any
atom of the Au NP and ligands. As confirmed by Figure 36D, the MC11 coated Au
NP shows, at ligand–water interface, the lowest density and oxygen structuring
that is not present when the ligand is hydrophilic.
Figure 36 distinctly emphasizes that a large water mobility at hydrophobic ligand
interface prevents the heat release at the ligand–water interface. Hydrophobic
ligands are thus acting as a thermal insulator. On the other hand, the more
confined water state registered around the hydrophilic ligands is the promoter of a
more efficient thermal transport across the interface (highest R).
vibrational density of states Based on the acoustic and diffusive mismatch
models of the thermal conductance at solid–solid interfaces, several studies have
related interfacial temperature drops to the overlap of the vibrational spectra
[169], even for solid–liquid and liquid–liquid interfaces. For example, the over-
lap of the vibrational density of states (vDOS) between Au NPs and rigid or
flexible water models has been invoked to explain a little difference in the ther-
mal conductance at the Au–water interface [170]. Similar considerations hold
for three-component interfaces. Gezelter and collaborators have found positive
correlation between the overlap of the vibrational power spectra of the interface
components and the thermal conductance, in different systems including Au sur-
face/butanethiol/organic solvent [171], CdSe surface/hexylamine/hexane,[42] Au
NP/alkane(or alkene)thiols/hexane [165]. Organic ligands with long saturated
carbon tails are expected to have a good vibrational overlap with organic alkane
























Figure 37: Plot of the vDOS for
the core atoms (black lines), ligand
atoms (red and purple lines) and the
water molecules at interface (blue
lines) for the MC11 (top panel) and
MMUA (bottom panel) NPs. The
two spectra for the interfacial sol-
vent have the same shape but dif-
ferent normalization because of the
different number of water molecules
at interfaces: less for the MC11 than
that for the MMUA.
solvents [161]. However, relating the temperature drops at solid-liquid and liquid-
liquid interfaces with the spectra overlapping between the involved materials is
not always straightforward, and often only qualitative trends can be derived from
this kind of analysis [161]. No correlation between spectral overlap and thermal
conductance was found by Alexeev et al. for graphene-water interfaces [162]. For
thiolated Au surfaces in water, Hung et al. found lower thermal conductance for
hydrophobic SAMs than for hydrophilic, OH-terminated SAMs, but no correlation
with the overlap between their vibrational spectra and that of water [167]. Here,
we calculated the vDOS of the different materials composing the interface (Au
and S atoms, ligand atoms and water molecules at ligand–water interface), for the
MC11 and MMUA cases, as better detailed in Section 4.3. We found, as shown in
Figure 37, that there is no appreciable difference between the overlap of solvent
and ligand vDOS in the MC11 and MMUA cases, despite the temperature profiles
are quite different.
Here, we have unveiled the role of water dynamics on the thermal conductance
at the three-component Au NP–ligand–water interface. In particular, we have
investigated via MD simulations the interfacial water physics driving the thermal
transport from a ligand coated Au NP with an average temperature of 380 K to a
water bath at 300 K. For bare and hydrophilic ligand-coated NPs, the temperature
profile exhibits a single steep descent at the Au–ligand interface. Instead, a different
temperature profile is found in the case of fully hydrophobic ligands coating the
hot Au NP. We observe a first temperature drop at the Au–ligand interface, a
temperature plateau, and a second large drop of ∼ 40 K at the ligand–water
interface. We thus interpret the data based on the dynamics of water at the ligand–
water interface. The large water mobility registered only in the case of completely
hydrophobic ligands prevents interfacial water from exchanging heat with the hot
NP, thereby increasing the thermal resistance at the ligand–water interface and
causing a significant heating of the ligand shell. On the contrary, water is more
effectively confined (low water mobility) at the interface with hydrophilic ligands,
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promoting NP-to-solvent heat transfer and reducing the thermal resistance at the
ligand–water interface. This mechanism, which we have described for the case of
thiolated Au NPs, can also explain the dependence of thermal conductance on the
hydrophobicity of the SAMs adsorbed at different planar interfaces [158].
4.3 predictive methodology
T he temperature profiles shown so far rely on the direct calculation of the time-averaged temperature, which in turn requires MD simulations with extensive
sampling of both positions and velocities. Indeed, performing the MD simulations
for the derivation of the temperature profiles it is the most time-consuming part
of this work and it can request up to a week for each profile. Thus, beyond the
physical insight of the conductance at the three-component Au NP–ligand–water
interface, it is of interest to propose a more efficient and less time-consuming
predictive methology that, based on short inexpensive equilibrium MD simulations,
is able to predict which functionalization would be more efficient at creating a
spatially confined hot region around the NP.
For this purpose, as proposed by Chiavazzo et al. [168], we tested whether the
different behavior of interfacial water could be related to the strength and spatial
extent of the ligand–water interaction. Indeed, these energy and structural data are
accessible via equilibrium MD simulations without recurring to non-equilibrium
setups and to the extensive sampling required so far. We characterized the water
confinement around a NP by means of a spatial and an energetic parameter, δ and
ǫ. Figure 35 provides a graphical explanation of the physical meaning of δ and
ǫ. Their definition relies on the identification of a single-well effective potential
interaction between water and the NP surface. In detail, the characteristic length
of the water nanolayer δ can be explained as a measurement of the thickness
of the layer in which the non-bonded interaction energy between water and the
ligands is larger than thermal energy (∝ kBT ), thus causing the typically reduced
solvent mobility at the interface [168, 172]. The water confinement energy ǫ instead
represents the binding energy of the effective potential between interfacial water
and the NP (core and ligands). We have then computed these two parameters for
all the considered Au NPs, as reported in Figure 38 and in Table 6.
The water confinement energy ǫ, which is expressed in kJ/mol, is divided by
the thermal energy associated to the temperature at the ligand–water interface,
in order to obtain a dimensionless parameter, the normalized-ǫ = ǫ/(kBTLWNA).
In Figure 38 the parameter R (see Equation (4.1.1)) is plotted as a function of
normalized-ǫ (left panel); and as a function of the characteristic water confinement
length, δ (right panel). The normalized-ǫ and δ parameters are distributed in three
main regions. For R < 0.8 we only find the MC11 ligand that is characterized by
the smallest R and the feeblest interaction with water (normalized-ǫ = −1.48± 0.06
and δ = 0.34± 0.01 nm). All the hydrophilic ligands (PEG7, MMUA, PEG3 and
pMBA), instead, show similar values of the normalized-ǫ and δ (see Table 6).
Finally, for R = 1 we have the bare Au NP with the strongest interaction with
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Figure 38: Left: Dimensionless parameter R (see Equation (4.1.1)) as a function of the
parameter ǫ normalized with respect to the thermal energy associated to the temperature
at ligand–water interface. Right: Plot of the same parameter R as a function of the
characteristic water confinement length, δ.
Ligand
name
R δ [nm] ǫ [kJ/mol] ǫ/(kBTLWNA)
MC11 0.565± 0.009 0.34± 0.01 −3.7± 0.1 −1.48± 0.06
PEG7 0.89± 0.02 0.35± 0.01 −4.6± 0.2 −1.80± 0.07
MMUA 0.89± 0.02 0.342± 0.009 −4.3± 0.1 −1.69± 0.04
PEG3 0.91± 0.02 0.37± 0.02 −4.3± 0.2 −1.68± 0.08
pMBA 0.95± 0.02 0.385± 0.009 −4.7± 0.1 −1.83± 0.04
bare 1.00± 0.02 0.463± 0.006 −12.0± 0.2 −4.41± 0.06
Table 6: Values of the dimensionless parameter R (see Equation (4.1.1)), the characteristic
water confinement length (δ), energy (ǫ) and the normalized–ǫ.
water (normalized-ǫ = −4.41± 0.06) and the largest δ = 0.463± 0.006 nm. We thus
observe that ligands with a feebler interaction with water lead to the formation
of a thick hot layer around the NP, which is further evidence of a poor heat
conduction on the solvent side. The R data vs. normalized-ǫ and δ are well fitted
by a hyperbolic function (solid grey line in the plots of Figure 38, fitting parameters




where x is ǫ or δ and the asymptote parallel to the x-axis is fixed to 1. The fitting
was done first linearizing the data, then fitting with the least square method the
linearized inverse function h(R) = x(R− 1) = aR+ b, where x is ǫ(R) or δ(R), to
obtain the parameter a and b, reported in Table 7.
Our results suggest that short equilibrium MD simulations could be used to
screen a large set of ligands with different degrees of hydrophobicity. The in
silico estimate of their ǫ and δ parameters could allow for the prediction of the
temperature gradients arising at the NP–ligands and ligands–solvent interfaces.
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a b
normalized−ǫ −1.44± 0.05 1.46± 0.04
δ −0.339± 0.004 nm 0.337± 0.005 nm
Table 7: Values of the fitting parameters a and b for normalized-ǫ and δ.
Finally, beyond the physical insight, our results can contribute to the engineering
of coated NPs with controlled thermal behavior in presence of intense, short laser
pulses [154]. The proposed computational approach could indeed be used to predict
which functionalization would be more efficient at creating a spatially confined hot
region around the NP. As this approach is based on the use of short equilibrium
MD runs, it could be easily exported to the case of larger NPs, coated by more
massive organic ligands [155]. These results, together with the knowledge of the
NP absorbance, could finally allow the estimation of the temperature rise occurring
in those biological components in direct contact with theranostic Au NPs, such as
the lipids and the plasma membrane proteins in photoporation applications.
4.4 parameters and methods
System Setup
In all non-equilibrium simulations, the Au NP was restrained at the center of the box
by applying a position restraint at one of the most internal Au atom with an elastic
constant of 5000 kJ/(mol nm) in the three directions. The heat sink corresponds to
a group of 500 water molecules, that are constrained to move outside a sphere of
radius 6 nm centered at the center of the box. The applied constraint is a spherical
flat-bottom position restraint with an elastic constant of 1000 kJ(mol nm). Each
water molecule in this group is subject to a harmonic repulsive potential only if
its distance from the NP COM is less than 6 nm, otherwise it moves unperturbed.
The constrained water molecules do not affect the dynamics nor the structural
properties of water, as we see in the water RDFs shown in Figure 39.
Simulation parameters
All non-equilibrium simulations were performed with a time step of 2 fs. The
pressure was kept constant at 1 bar with Parrinello-Rahman barostat (τP = 0.1 ps).
The temperature of the two thermostated regions were kept constant with two
Noose-Hoover thermostats. All non-equilibrium simulations were pre-equilibrated
with the same parameters for 5 ns. Then, 80 ns long production runs, for each NP,
were performed and used to calculate the temperature profiles.
All equilibrium MD simulations to calculate water properties were performed
in the NPTNP ensemble with a time step of 1 fs and a verlet-buffer-tolerance of
0.0001 kJ/(mol ps). These simulations were pre-equilibrated in the NPT ensemble
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with a time step of 2 fs, Berendsen barostat and v-rescale thermostat to maintain
constant, respectively, pressure (1 bar) and temperature of the system (300 K). Then,
the barostat was switched to Parrinello–Rahman (τP = 0.1 ps) and the v-rescale
thermostat (τT = 0.2 ps), with a reference temperature of 300 K, was applied only
on the NP atoms while the rest of the system was left un-thermostated, in order
not to affect the properties of water at the interface. In this case two independent 5
ns runs were performed for each NP.
The alternative non-equilibrium MD simulations are performed in the NVT
ensemble with a time step of 2 fs. The system is pre-equilibrated for 15 ns with
v-rescale thermostat (T = 300 K and τT = 1 ps) applied separately at Au NP,
solvent and buckyball atoms. Then, 65 ns long MD simulation was performed
with Noose-Hoover thermostat (τT = 1 ps), applied at Au atoms (Thot = 380 K)
and at buckyball atoms (Tcold = 280 K). The temperature profile was obtained
discharging the first 15 ns of the trajectory, in order to have the system with the
correct temperature gradient.
Temperature profiles
The temperature profiles in function of the distance from the NP center of mass,
were calculated with an in house Gromacs tool, freely downloadable from our
online repository [173]. To calculate the local temperature, the system was divided
in spherical shells of fixed thickness (∆R = 0.2 nm) and the kinetic energy (Ki) for
the i shell was calculated according to the equipartition theorem as Ti = NDOFi Ki/2.
NDOFi is the total number of DOF in the ith shell, taking appropriately into account
the presence of constrained bonds. In order to obtain a smooth temperature profile
each profile is obtained by averaging, along the 80 ns trajectory, the temperature
profiles collected every 2 ns. This time interval was chosen in such a way as to
average independent temperature profiles, coherently with the longest decorrelation
time of the temperature of a given shell, as we have calculated with the error
estimation option of the gmx analyze tool. The error on temperature was computed
as the standard error associated to the mean.
The temperature drop at the sharp Au–ligand interface (∆TAuL) was calculated
as ∆TAuL = T(R = 1 nm) − T(R = 0.8 nm). The ligand–water interface, instead, is
not sharp, and we have thus defined ∆TLW as the temperature drop in a space
interval between 75% and 95% of the area of the RDF of the ligand.
Self-diffusion coefficient
The self-diffusion coefficient of water at the ligand–water interface, Dint, was
calculated with a homemade Gromacs tool, freely downloadable from our online
repository [173]. The input trajectory, with 1 frame every 5 ps, was divided into
stretches of 150 ps. For each stretch, the mean square displacement (MSD) was
calculated only for the water molecules that were in contact (within a cut-off equal
to the value of δ)) with at least one atom of the NP+ligands system in the first
64 4 effect of ligand hydrophobicity on the thermal conductance of
irradiated nanoparticles
frame of that stretch. Then, the MSD was averaged between all stretches and the









The water characteristic residence time, τr, is calculated with a homemade Gromacs
tool, available in our online repository [173]. For each frame of the trajectory, a
shell of thickness δ around each atom of the NP is defined. Each water molecule
for each frame is tracked to record the time, τ, for which the water molecule is
continuously inside the shell, i.e. continuously in contact with an atom of the NP. A






Vibrational density of states
The vDOS as a function of the frequency, S(ν), are calculated through the double
precision version of the Gromacs gmx dos tool [176], in which the vDOS spectrum is
calculated by the Fourier transform of the mass-weighted velocity autocorrelation
function [177]. S(ν) is defined such that its integral over ν is the total DOF [177].
To compute the vDOS a 20 ps long trajectory with a saving frequency of 1 fs is
used (for both positions and velocities). This simulation has been performed in
double precision and in the microcanonical ensemble (NVE) using the velocity
Verlet integrator with a time step of 0.1 fs and a cut-off for the short-range neighbor
list of 1.3 nm (to ensure a better energy conservation).
Error estimation on ǫ and δ
The error estimation to ǫ and δ was derived following the statistical error propaga-
tion theory. Following the work of Chiavazzo and collaborator [168], ǫ and δ are
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Figure 39: Plot of the water RDF in a comparison between equilibrium and non-equilibrium
MD simulations, for each type of NP.



















































5 E F F E C T O F C H A R G E AT
N P – M E M B R A N E I N T E R FA C E
In this chapter we study the interaction of anionic ligand–protected Au NPs with a
model cell membrane. Plasma membranes are indeed the target for many applica-
tions of Au NPs in the biomedical field, such as controlled drug delivery, diagnostic
or therapeutic devices, photothermal therapy and imaging. Cell membranes are the
first barrier that NPs encounter when they successfully reach the target cells. To
penetrate cell membranes, NPs follow different routes which depend on the nature
of the functionalizing ligands, shape or size. From a physicochemical perspective,
the NP–membrane interaction results from the complex interplay of electrostatics,
hydrophobic interactions, ligand composition, surface ligand organization and, on
the membrane side, lipid composition and phase. Small (< 10 nm) ligand–protected
Au NPs, such as those treated in this thesis, can passively translocate both model
and real cell membranes as shown by experimental data [47, 53, 145]. We thus use
computer simulations, at atomistic and CG level, to elucidate by which molecular
mechanisms these NPs can spontaneously interact with a model membrane. We
found that the MUA:OT Au NP can passively penetrate into a flat POPC model
membrane via a three–stage mechanism, deforming and perturbing the membrane
itself [123, 124]. Moreover, we show that the protonation of the MUA ligand, which
we prove to be likely when the NP is in contact with the lipid membrane, can affect
the mechanism of NP–membrane interaction, making it faster and less disruptive
[126].
5.1 nanoparticle – membrane interaction
R ecently, the literature concerning the computational modeling about the in-teraction of anionic monolayer–protected Au NP and model lipid membranes
has expanded contributing to sketch a possible mechanism of such interaction
[146, 147, 178, 179]. The first step of the interaction between the NP, dissolved in
the extracellular water environment, and the membrane is the attraction between
the charged ligands and the polar head of the zwitterionic phospholipids: electro-
statics is recognized to be the driving force for the adhesion of the Au NP to the
membrane surface, Figure 40a. To the other end of the pathway, it is predicted, on
thermodynamic basis [47], that the most stable state for the Au NP corresponds
to the so-called snorkeling configuration in which the NP is embedded in the hy-
drophobic region of the membrane, while the charged ligands stably interact with
the lipid heads of both leaflets, Figure 40d. However, the penetration of anionic
Au NPs in lipid bilayers is still debated. Recently, Tatur and coworkers [145], by
means of a neutron reflectometry experiment on a floating zwitterionic lipid bilayer,
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found that anionic Au NPs can only adhere to the surface of the lipid membrane,
whitout penetrating it. On the contrary, the experiments with dye-labelled NPs
and multilamellar vesicles performed by Van Lehn et al. [47] showed that anionic
MUS:OT Au NPs can adhere on the lipid membrane and passively diffuse, without
membrane disruptions, towards the inner bilayers of the multilamellar vesicles (see
Figure 6). The same passive penetration mechanism was found also by Goodman
et al. [53] and Sabella et al. [52] via experiments on cells. On the computational side,
Heikkilä and collaborators [178], demonstrated, by atomistic MD simulations, that
anionic MUA:OT Au NPs can adsorb at the surface of neutral lipid membranes.
The limited time scale of the simulations performed in their work did not allow to
observe and describe any penetration of the NP into the hydrophobic membrane
core. However, later on, Van Lehn et al. have considered the interaction between
an anionic MUS:OT Au NP with a highly curved lipid bilayer [146] and a with a
flat defect–free bilayer [147, 179], observing, via biased atomistic MD simulations,
the fusion between the NP and the membrane. The internalization pathway was
rationalized at CG resolution and with unbiased MD simulations by Simonelli et al.
[123], with an anionic MUA:OT Au NP interacting with a model POPC bilayer.
Another aspect to be considered in the NP–membrane interaction, is the role
played by the ligand arrangements on the NP surface, which is still not completely
clear. Verma et al. [51] showed that NPs differing in ligand pattern were internalised
into cells via different routes and, in particular, NPs with a large patches could
spontaneously penetrate the cell membrane. From thermodynamic considerations
[47], however, no substantial difference in the free energy of translocation of NPs
with small or large patches was found. Anther computational study by Gkeka and
collaborators [180], who used an explicit model of water and lipid membrane to
compute the free energy of transfer of NPs with different surface arrangements,
demonstrated that homogeneous NPs are more easily internalised than NPs with
small patches.
5.1.1 Three-stage mechanism of NP – membrane interaction
Simonelli and collaborators [123] derived via unbiased CG MD simulations, the
molecular mechanism associated to the interaction between a MUA:OT NP and
a flat defect–free model biological membrane. Furthermore they found that the
NP–membrane interaction depends on the surface arrangements of the NP ligands.
Here I will briefly describe the conclusions achieved in [123], as these results are
the basis on which this thesis work was developed.
The internalization mechanism that regulates the insertion of the Au NP into the
core of a planar membrane is a three–stage mechanism, see Figure 40. When the NP
in the water phase is approaching the surface of the membrane it enters in the stage
1, the adsorbed state, in which the charged ligands interact with the polar lipid
heads. The stage 2 is the hydrophobic contact, Figure 40b, in which the hydrophobic
beads of the MUA and OT ligands are in contact with the hydrophobic tails of
the membrane while the charged bead of the MUA ligands are still in the water
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(a) (b)
(c) (d)
Figure 40: Au NP–membrane interaction. (a) stage 1, adsorption of the NP at membrane
surface; (b) stage 2, the protrusion of a lipid tail initiates the hydrophobic contact that leads
to partial embedding of the NP in the membrane core; (c) the NP binds to the opposite
leaflet throwing a charged ligand; (d), stage 3, snorkeling configuration (five anchors
shown). The hydrophobic beads of the ligands are shown in white and the charged beads
in cyan. Lipid heads are green; lipid tails and water beads not shown for clarity. Adapted
from [123].
phase or in contact with the lipid heads. The stage 3 is the snorkeling configuration,
Figure 40d.
A key role for the stage 1 to stage 2 transition is played by a lipid tail protrusion
out of the hydrophobic region that stably interacts with the hydrophobic beads of
the NP ligands. The protruding lipid pulls the OT ligands into the membrane core
and the NP enter the hydrophobic state, Figure 40b. This process, which we see
through unbiased simulations, is the same mechanism observed by Van Lehn et al.
[146, 147, 179] with biased atomistic simulations. The NP is then pulled towards
the center of the bilayer and, subsequently, due to thermal fluctuations a charged
ligand can cross the membrane core and stably interact with the head region of the
opposite leaflet bringing the NP in the anchored state, Figure 40c. According to
the standard martini model, the anchored state is thermodynamically favorable
with respect to the hydrophobic state. Indeed, in the unbiased MD simulations
performed by Simonelli et al., after the first anchor had been dropped, more and
more ligands would anchor to the head region of the opposite leaflet, approaching
step–by–step the snorkeling configuration, Figure 40d, as also predicted by Van
Lehn et al. using thermodynamic models [47].
Eventually, and consistently with previous thermodynamics–based models [47],
Simonelli et al. found that the energy cost associated with the extraction of the
NP out of the membrane core is very high, making the anchoring process, and the
snorkeling configuration, almost irreversible. We want to stress out that all the
aforementioned transitions are triggered by rare events: the lipid tail protrusion
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and the membrane translocation of a charged bead. Hence they could be observed
to happen spontaneously only thanks to the use of a CG FF. Coherently with
the picture emerging from computer simulations, the timescale of the interaction
between these NPs and model lipid membranes is of the order of hours [61].
Simonelli et al. performed MD simulations for three different NP configurations:
the (MUA:OT 1:1) with large patches and the (MUA:OT 1:1) and (2:1) with small
patches. They found that the described behavior is common to the three configura-
tions. Nevertheless, after the hydrophobic contact is reached its lifetime depends on
the surface ligand arrangement. For NPs with small patches the time lag between
the hydrophobic contact and the first anchor is on the order of few nanoseconds.
Instead, NPs with large patches can linger in stage 2 for several microseconds.
This suggests that the energy barrier to be overcome to move from stage 2 to the
anchored state is lower for NPs with small patches.
5.1.2 Atomistic vs. coarse grained models
The NP–membrane interaction is driven by two main physical causes: i. the
hydrophobic effect, that favours the hydrophobic contact between the NP and the
membrane, and ii. the electrostatic interaction, that favours the contact between
the anionic NP ligands and the neutral, but polar, head of lipid molecules. The
results summarized in the last section are obtained using the standard martini
FF, with a cut-off method for treating the electrostatic interactions. As we have
seen in Chapter 2, the cut-off method poorly describes the electrostatic interactions,
especially in processes that involve the transfer of charged moieties from a polar to a
non-polar environment. For example, it is known that the martini FF can severely
underestimate the height of the free energy barrier for membrane translocation of
monovalent ions [119, 181]. A key step in the NP–membrane interaction involves
the translocation of a charged bead (the terminal bead of the MUA ligand) from
the polar water phase to the hydrophobic tail region of the membrane and further
down to the distal leaflet headgroups. Thus, we want to test the reliability of the
different martini FFs in reproducing the anchoring transition. This section aims
to point out, between the different CG martini FFs, which is the one that allows
for the best compromise between computational efficiency and reliability.
To this aim, we use both unbiased and metadynamics simulations at the atomistic
level1 to study the translocation process, and then used the atomistic results as a
target for the comparison of three versions of the martini FF:
i. the martini FF with cut-offed electrostatics (SM) [99];
ii. the martini FF with long range electrostatics (MPME) [99, 182];
iii. the martini FF with long range electrostatics and water polarizability (MPW)
[119];
The translocation process we want to analyze consists in the anchoring and
disanchoring transition. The anchoring or forward process is the translocation of
1 All the atomistic simulations discussed in this chapter were performed by Federica Simonelli.
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one charged ligand across the membrane (from the hydrophobic contact state to
the anchored state); the disanchoring or backward process is, instead, the transition
of the same ligand back to the starting configuration.
simulation setup All biased and unbiased MD simulations at CG resolutions
are performed with a model POPC membrane made of 512 lipids (about 13.2×
13.2 nm2). The NP we considered, if not specifically indicated, is the MUA:OT
1:1 NP with large patches placed in the hydrophobic contact state, which is the
starting point of the anchoring transition we want to study. The NP with large
patches is used, instead, because with the SM unbiased simulations showed the
highest stability in the hydrophobic contact state. The resulting simulation box is
solvated by about 15300 martini water beads with Na+ counter ions and 150 mM
physiological salt solution. An example of the starting configuration is shown in
Figure 41.
For what concerns the atomistic simulations (both biased and unbiased) the lipid
membrane is made of 480 POPC lipids (about 13× 13 nm2) and the same NP in the
hydrophobic contact state is used. The simulation box is solvated by about 32000
water molecules with Na+ counter ions and 150 mM physiological salt solution.
The CV used for metadynamics simulations, dz, as shown in Figure 41, is the
z component of the distance between the bilayer COM and one of the charged
terminal bead, which is the biased bead. We have chosen the ligand to be biased
as the one whose charged terminal bead had the lowest z coordinate in the initial
configuration. The total simulated time to obtain the potential of mean force (PMF)









Figure 41: Initial configuration of metadynamics simulations: the NP is in the hydrophobic
contact state. The reaction coordinate of metadynamics, dz, is the distance along the z axis
between the COM of the biased ligand (violet) and the COM of the bilayer. The NP core is
shown in yellow, hydrophobic ligands in cyan, anionic ligands in magenta. For clarity, only
the lipid heads of the membrane are shown as gray beads. Adapted from [124].
thermodynamics of ligand translocation Contrary to the SM simulations,
atomistic, MPME and MPW simulations did not show any spontaneous anchoring
process during the unbiased simulations, which covered time scales of tens of
microseconds. Thus we needed to use biased metadynamics simulations in order
to obtain the anchoring transition. Eventually, we computed the PMF profiles
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for the anchoring and disanchoring transitions, as shown in Figure 42. Each
PMF profile is computed by averaging the profile of ten metadynamics runs, each
biasing a differently charged ligand. Then, errors are estimated considering the
standard deviation. The forward barrier, according to our reference atomistic runs,
Figure 42: Potential of mean force profiles of the forward anchoring process (left) and of
the backward disanchoring process (right). Distances are scaled to take into account the
different membrane thickness in different models. Taken from [124].
is extremely large: 135± 10 kJ/mol. The SM severely underestimates the free
energy barrier for the forward process, 26± 3 kJ/mol. The addition of long-range
electrostatics does not improve much the comparison with the atomistic model,
raising the barriers up to 36± 5 kJ/mol. The MPW model, instead, provides a
barrier of 96± 2 kJ/ mol, much more in line with the atomistic result. We compared
the backward barriers, as predicted by the SM and MPW models as well. According
to the SM model, the backward process is disfavored with respect to the forward
one, with a barrier of 38± 5 kJ/mol. The MPW model, instead, predicts a backward
barrier of 101± 3 kJ/mol, thus attributing no thermodynamic advantages to any of
the two states. The free energy barriers are summarized in Table 8.
(kJ/mol) SM MPME MPW atomistic
forward 26± 3 36± 5 96± 2 135± 10
backward 38± 5 − 101± 3 −
Table 8: Free energy barriers for the anchoring (forward) and disanchoring (backward)
transition related to a MUA:OT (1:1) NP with large patches. Data from [124].
ligand translocation is accompanied by dragging of lipid heads and
water towards the centre of the membrane In the previous paragraph we
have characterized the anchoring and disanchoring process from a thermodynamic
point of view. In the following we will instead focus on the molecular processes that
occur during the transitions. To this aim, we analyzed both biased and unbiased
MD trajectories. We remark that the unbiased MD simulations we have performed
with the atomistic, MPE and MPW models concern the NP in the hydrophobic
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state only. Indeed, the high energy barriers that need to be overcome to get to the
anchored state make the spontaneous anchoring process too slow to be observed
on the microsecond time scale. Unbiased MD simulations are nevertheless useful
to characterize the hydrophobic state in absence of any biasing potential. In the
hydrophobic contact state, the NP partially penetrates the membrane. In Table 9
(nm) SM MPME MPW atomistic
dzCOM-COM 1.708± 0.002 1.554± 0.005 1.717± 0.002 1.708± 0.008
Table 9: Average distance between the COM of the NP and the COM of the bilayer in
the hydrophobic contacts state. Distances are scaled to take into account the different
membrane thickness in different models. Data from [124].
we report the z component of the distance between the COM of the NP and the
COM of the membrane, dzCOM-COM, as calculated with the different models. In
this respect, the MPW model is in excellent agreement with the atomistic one,
with dzCOM-COM ∼ 1.7 nm, while the other CG models favor a configuration
in which the NP is more deeply inserted in the membrane. For what concerns
the translocation process, obtained with biased simulations, we observed that
different behaviors were predicted by the four models. The differences involve,
essentially, the dragging of water molecules and lipid headgroups toward the
center of the membrane. To better quantify the dragging effects we considered
the average number of contacts of the biased charged ligand terminal with water
molecules and with the choline groups of the lipid heads of the entrance leaflet,
as shown in Figure 43. For z < 2.5 nm, corresponding to configurations in which
Figure 43: Number of contacts between the biased charged ligand terminal and the water
groups (left) and choline (right). To compare atomistic and CG data, the number of contacts
with water molecules in the atomistic run has been divided by 4 to account the 4:1 mapping
of the martini FF. Taken from [124].
the biased ligand terminal is located above the lipid head region, in the water
phase, the atomistic and CG data are in reasonable agreement. As the ligand
terminal approaches the center of the membrane, though, the four models predict
different scenarios. In the atomistic runs, the number of contacts with water is
non-negligible, even at the center of the membrane. In the CG runs, instead, only
the MPW model is able to reproduce this feature, still underestimating the number
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of water molecules in contact with the translocating ligand. We also monitored
the electrostatically favorable contacts between the biased ligand and the choline
groups of the entrance leaflet. In the atomistic runs the biased ligand interacts
with the choline groups over a broader z range, including when it explores the
distal membrane leaflet. All CG models, and especially the MPW model, appear
to overestimate the number of ligand–choline contacts. The MPW model shows
a slightly wider z range in which ligand–choline contacts are recorded, reaching
down to the center of the membrane. These phenomena have to be correlated with
the dynamics of transition process. In Figure 44, it is shown the time evolution of
Figure 44: Time evolution of the CV
(black line), of the minimum distance
between the choline groups of the en-
trance leaflet and the COM of the mem-
brane (blue), and of the minimum dis-
tance between water and the COM of
the membrane (red). A–C. Atomistic,
MPW, and SM metadynamics runs, re-
spectively. The arrows indicate the tran-
sition to the anchored configuration.
Taken from [124].
the CV, before the transition, together with the minimum distance between the
choline groups and the COM of the membrane and with the minimum distance
between water and the COM of the membrane. We found correlation with the
atomistic model and it is correctly reproduced even with the MPW model. In
the SM model, instead, the correlation is almost absent. Thus, as visually shown
in Figure 45, the biased ligand drags water and lipid headgroups toward the
center of membrane while attempting the transition to the anchored state. This is
accompanied by important, although local, membrane deformations.
pme and pw are necessary to faithfully describe the ligand translo-
cation We compared the performances of three versions of the martini FF,
namely the standard version with both cut-offed and long range electrostatics
(SM and MPME) and the polarisable version (MPW), in reproducing the processes
and free energy barriers for the translocation of a charged ligand of a monolayer-
protected Au NP across the core of a neutral lipid bilayer. All three CG models
are able to reproduce the key features of the hydrophobic contact configuration in
which the NP stably resides in the entrance leaflet of the membrane. When looking
at the anchoring process, only the MPW model is able to reproduce the molecular
mechanisms as observed in the atomistic runs, i.e. the formation of ligand-induced
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Figure 45: Top row. Snapshots from an atomistic metadynamics run. Biased anionic ligand
(red) exploring the central part of the membrane while dragging water molecules (violet)
toward the membrane core (left). The biased ligand is anchored to the distal leaflet and
deforms it while wandering in the central part of the membrane (right). Bottom row. Similar
configurations from a CG metadynamics run performed with the MPW model. Lipid heads
of the upper leaflet are in green. Lipid heads of the distal leaflets are represented by a
continuous green surface to better visualize the membrane deformation. Lipid tails are
not shown. Au and S atoms in yellow, hydrophobic beads in light-gray, negatively charged
beads in cyan and water in violet. Adapted from [124].
water defects in the entrance and in the distal leaflet, sometimes involving the
translocation of water molecules across the membrane core. Even from a ther-
modynamic point of view, the translocation barriers calculated with the SM and
MPME model are highly underestimated, while the MPW model is in reasonable
agreement with the atomistic one. Thus, when looking at the interaction of charged
NPs with lipid membranes the SM model remains a valid tool to screen for possible
interaction mechanisms in a time-effective way. A more accurate description of
electrostatics at CG level, and the use of the MPW model, is nevertheless essential
to quantify translocation barriers and describe, as correctly as possible with the CG
resolution, the membrane deformations during the interaction process.
ligand arrangement influences the thermodynamics of the np–mem-
brane interaction The ligands on the Au NP surface can be arranged in two
possible ways, obtaining a NP with small or large patches, see Figure 25. Looking at
the whole Au NP–membrane interaction, as described in Figure 40, we observe that
the adsorbed configuration is a meta-stable state for both NP ligand arrangements.
Indeed, from unbiased simulations with the SM model, we see that NPs with large
patches spend, on average, several microseconds (up to 10 µs) in the adsorbed state
before reaching the hydrophobic contact state [123]. Conversely, when NPs with








































Figure 46: Potential of mean force profiles of the forward anchoring process for the NP
with small (red line) or large (green line) patches.
small patches reach the hydrophobic contact state, they take only few nanoseconds
before a ligand translocation occures. Thus, different free energy barriers have to
be overcome to make the ligand translocation for NPs with different surface ligand
arrangements. To be more quantitative, we have analyzed the translocation process
with biased metadynamics simulations and the MPW model [124], for both type of
NPs. The PMF profiles of the anchoring and disanchoring events for the MUA:OT
1:1 Au NP with small and large patches, are shown in Figure 46. The MPW model
confirm the trend observed in [123] with the SM model: the anchoring transition
has a free energy barrier of 96± 2 kJ/mol for the NP with large patches, and only
77± 6 kJ/mol for the NP with small patches. For the backward transition the free
energy profiles are similar: for the NP with large patches the free energy barrier
to go from the anchored to the hydrophobic contact state is 101± 3 kJ/mol and
111± 1 kJ/mol for the NP with small patches. This result suggests also that the
anchoring and disanchoring transitions for the NP with large patches are more
similar and symmetrical to each other than what is observed with the SM model in
[123]. The NP with small patches shows, instead, an asymmetry between the an-
choring and disanchoring transition: with the first barrier smaller than the second.
Table 10: Free energy barriers for
the anchoring (forward) and disan-
choring (backward) transition.
(kJ/mol) large patches small patches
forward 96± 2 101± 3
backward 77± 6 111± 1
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5.2 ligand protonation makes anchoring less dis-
ruptive
I n the previous section we have characterized the Au NP–membrane interactionand we showed that it is a process that involves the transition between different
metastable states. In particular, we have investigated the anchoring transition:
one by one, the hydrophilic ligands, initially bound to the headgroup region of
the entrance leaflet, translocate the hydrophobic membrane core to bind to the
distal leaflet. This transition is crucial since determines the overall time scale of
the NP–membrane interaction. We showed, at atomistic and CG level, that the
translocation of charged ligands can involve significant membrane deformations,
transient membrane poration and overcoming of high free energy barriers.
In this section, we investigate deeper the interaction of a MUA:OT 1:1 Au NP
with small patches between a zwtitterionic POPC membrane. In particular, we
wonder whether a change of the NP protonation state could be responsible for a
less disruptive character of NP–membrane interactions. To answer this question,
we will show that:
i. the translocation of protonated (i.e. –COOH terminated) ligand makes the
NP–membrane interaction a completely non-disruptive process, with little if
no perturbatio of membrane integrity during the translocation process.
ii. protonation facilitates the NP–membrane interaction by lowering the free en-
ergy barriers along the pathway to the embedding of the NP in the membrane
core;
iii. protonation of the carboxylate terminal group of the anionic ligands is more
and more favorable as the NP approaches the membrane;
protonated vs. charged mua ligands The MUA ligand, as shown in the
top panel of Figure 47, is composed by an acyl chain and a carboxylate terminal
group that, depending on the pH of the solution, can be protonated (neutral) or
not (negatively charged). It is known that MUA has a pKa = 5 in water solution
at physiological pH (pH = 7.4). The protonation reaction is COOH H2O
COO– + H3O
+, as shown in Figure 47. According to the Henderson-Hasselbalch
relation:
pH = pKa + log10
[−COO−]
[−COOH]






where β−1 = kBT . This equation, knowing the pKa, at constant pH, give us the
concentration ratio between the deprotonated and protonated compounds. When
adsorbed on the surface of a NP, though, the pKa of the MUA ligands changes and
shifts to larger values. Moglianetti et al. [183] have measured an average pKa = 6.3
for MUA ligands adsorbed on the surface of 4− 5 nm Au NPs, suggesting that
about one tenth of the MUA ligands are indeed protonated at physiological pH.
As the anionic ligands interact with the lipid headgroups and with the membrane
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charged ligand protonated ligand
Figure 47: Top panel: MUA ligand protonation reaction. Bottom panel: martinimodel
of the MUA and MUAH ligand.
interior, they remain hydrated and thus in contact with a proton source, as shown
in Figure 49. Could a change of the NP protonation state be responsible for a less
disruptive character of NP–membrane interactions?
protonated ligand model To simulate a protonated ligand, MUAH, at CG
level we have changed the martini type of one charged ligand terminal to rep-
resent a protonated carboxyl. According to the martini scheme, the new bead
type is P3, which is neutral but preserves a strong polar character and affinity to
the lipid headgroup region. In the bottom panel of Figure 47 it is shown the map-
ping scheme of the new neutral MUAH ligand in comparison with the negatively
charged MUA ligand.
the translocation of a protonated ligand is spontaneous and less
disruptive We performed unbiased MD simulations starting form a confgura-
tion in which: i. the NP was in the hydrophobic contact state; and ii. the protonated
ligand was in contact with the entrance leaflet, as shown in top panel of Figure 48.
In this condition we observe many spontaneous anchoring and detachment events
of the protonated ligand to and from the distal leaflet. The fast anchoring kinetics,
shown in the left panel of Figure 49, indicates the presence of a much smaller
anchoring barrier than for the charged ligand. Translocation events did not cause
evident membrane deformations, as shown in right panel of Figure 48, and no
translocation of water beads was ever observed during the protonated ligand an-
choring, as shown in the right panel of Figure 49. The unbiased run thus suggests
that, if the interaction of the NP with the membrane could induce protonation of
the charged ligands, this would turn into a faster and less disruptive interaction
with the membrane.
protonation lowers the free energy barrier for translocation To
be more quantitative, we use biased metadynamics simulations to calculate the free
energy barriers for the translocation of one protonated ligand (bound to the NP, as
in Figure 48) across the membrane, as shown in the central panel of Figure 50, in
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Figure 49: (a) Plot of dz for a protonated ligand (fuchsia) or of a charged one (blue), during
an unbiased simulation with a single protonated ligand. In the starting configuration both
the protonated and the charged ligand were bound to the entrance leaflet (2 < dz < 2.5 nm).
When bound to the distal leaflet, the protonated ligand has dz in −1.0 < z < 0.5 nm range.
The shaded grey areas indicate the distribution of lipid heads (top leaflet) and glycerol
groups (bottom leaflet. (b) Average number of contacts between the biased ligand terminal
and the CG water groups as a function of its z distance from the bilayer COM. Data from
[126].
comparison with the translocation of the charged ligand. As shown in the previous
section, the anchoring barrier of the negatively charged ligand for a NP with small
patches is 76± 6 kJ/mol. The PMF of the protonated ligand instead, shows a first
small barrier of about 2 kJ/mol followed by a substantially flat landscape. For the
protonated ligand, the free energy difference between the two metastable states
(in the entrance and distal leaflets) is about −4 kJ/mol, in favor of the anchored
configuration. These small barriers and free energy differences between metastable
states are consistent with the fast kinetics observed during the unbiased run.
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Figure 50: Left: The thermodynamic cycle used to calculate the pKa of the ligand vs.
dz. Center: The PMF profile for the protonated and deprotonated ligand as a function
of dz. Shaded areas show the statistical error on ∆G, which was obtained by averaging
over 8 metadynamics runs. Right: The pKa of the ligand vs. dz. The shaded area shows a
conservative estimate of the indeterminacy with which the pKa of the ligand in water is
known: the free ligand has a pKa of 5 (bottom edge of the shaded area for dz = 3 nm),
while cooperative effects on the NP surface have been predicted to shift the pKa of similar
ligands up to 7.6 (upper edge of the shaded area). Using 6.3 as reference pKa value in
water, the light-blue profile is obtained and the error bars deriving from our metadynamics
calculations lay within the shaded area. The shaded grey areas indicate the distribution of
lipid heads and glycerol groups. Taken from [126].
np–membrane interaction makes protonation more and more favourable
We have showed that: i. the translocation of protonated (i.e. –COOH terminated)
ligand makes the NP–membrane interaction a completely non–disruptive process,
with little if no perturbation of membrane integrity during the translocation process;
and ii. the protonation facilitates the NP–membrane interaction by lowering the free
energy barriers of the translocation process, along the pathway to the embedding
of the NP in the membrane core.
In order to verify if the protonation of the carboxylate terminal group of the
anionic ligands is more and more favorable as the NP approaches the membrane,
we need to calculate the effective ligand pKa as a function of the distance z, along
the membrane normal, between the ligand terminal and the COM of the mem-
brane. To this aim, we set–up a thermodynamic cycle, as also previously done
by MacCallum et al. [184] and shown in the first panel of Figure 50. The two
horizontal segments of the cycle correspond to the free energy of transfer of the
ligand (protonated, ∆Gpw→m or deprotonated, ∆G
dep
w→m) from the water phase to
distance z from the COM of the membrane. The PMF profiles of the deprotonated
and protonated ligands are shown in the central panel of Figure 50, as obtained
with the metadynamics simulations. The offset between the two free energy profiles
(right vertical segments) of the cycle is provided by the pKa of the ligand in the
water phase, which we assume to be 6.3 as measured in [183]. The offset has
been calculated with Equation (5.2.1). The cycle can thus be used to calculate the
unknown free energy change associated to ligand protonation at distance z from
the center of the membrane, ∆Gmdep→p, which is then related to the ligand pKa
via Equation (5.2.1). The right panel of Figure 50 shows the resulting pKa as a
function of z. The shaded area shows a conservative estimate of the indeterminacy
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with which the pKa of the ligand in water is known: the free ligand has a pKa
of 5 (bottom edge of the shaded area for z = 3 nm from the membrane center),
while cooperative effects on the NP surface have been predicted to shift the pKa of
similar ligands up to 7.6, as shown in [185] (upper edge of the shaded area). Using
6.3 as reference pKa value in water [183], the light–blue profile is obtained and
the error bars deriving from our metadynamics calculations lay within the shaded
area. The shaded grey areas indicate the distribution of lipid heads and glycerol
groups. From this results we conclude that the interaction of the membrane makes
protonation more and more favourable. Since the pKa equals the physiological
pH of 7.4 in the lipid heads region, all the charged ligands reaching down to the
glycerol region should be protonated and be able to translocate to the distal leaflet
of the membrane without perturbing membrane structure or induce water transfer.
constant – ph simulations We further exploited the knowledge of the z–
dependent pKa of the titrable sites of the anionic ligands to perform constant–pH
simulations of the NP–membrane interaction. One run was initialized as in the
top left panel of Figure 48 and, at regular intervals of time, ∆t = 10 ns, the
protonation state of each ligand was reassigned based on its pKa value. The choice
of ∆t is arbitrary and affects the kinetics of the process, but this setup allows to
monitor membrane deformations, during the translocation of many neutral –COOH
terminated beads, without the interference of any bias potential. During the run we
observe that, as the number of protonated ligands increases, the translocation events
increase too, as shown in the top graph of Figure 51. Coherently, the NP penetrates
deeper and deeper into the bilayer, as shown in the bottom graph of Figure 51. If
the anchored ligand remains protonated, the back transition is favorable as well,
causing some fluctuations on the number of anchored ligands. We remark that none
of these anchoring and disanchoring events was accompanied by translocation of
water beads, and we did not observe any significant membrane deformation during
the anchoring process. The first anchoring event of a protonated ligand occur in
few ns. Then, after, about 0.2 µs, the NP is stably inserted in the membrane. At this
stage, the number of anchored ligands fluctuates around 10 while the number of
protonated ligands fluctuates between 10 and 20. From about 1 µs on we observe
that some ligands anchored to the distal leaflet start to change their protonation
state, coming back to the negatively charged state and making the back- transition
unfavorable. In fact, we do not observe any back-transition for the ligands that
becomes negatively charged. From 1 to 2 µs the number of anchored ligands
increases up to 15 and the NP distance from the membrane COM vanishes and
becomes, in some cases, even negative. The NP thus results fully immersed in the
membrane with roughly half ligands anchored to the entrance leaflet, and half to
the distal one. This configuration is subject to fluctuations – indeed, after ∼ 2 µs the
number of anchored ligands suddenly decreases and the NP gets back to a distance
of ∼ 0.5 nm from the membrane COM. We can speculate that, due to fluctuations,
the distance between the NP and the center of the bilayer could become more and
more negative, leading to a complete transition of the NP from the entrance to the
distal leaflet.
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Figure 51: Top: The figures show the configurations of the NP as it is progressively
embedded in the membrane. Charged beads in blue, protonated beads in fuchsia and
hydrophobic beads in white. Lipid heads are shown in green as surface representation,
water and lipid tails are not shown. Bottom: The number of anchored ligands (violet), the
protonated ligands (green) and dz for the NP COM as a function of the simulation time.
The shaded grey areas indicate the distribution of lipid heads of the entrance leaflet. Taken
from [126].
6 E F F E C T O F C H A R G E AT N P – P R OT E I N
I N T E R FA C E
Upon the intravenous administration of Au NPs for biomedical applications, the
NPs come in contact with serum proteins. These proteins can non-specifically
interact with the NP and adhere on its surface, leading to the creation of a highly
complex protein corona [39, 41]. Such non-specific deposition of proteins on the NP
surface hinders the targeting capabilities of the NP since the protein corona is now
the “new” surface functionalisation that the organism sees. Moreover, the protein
corona could increase the NPs uptake rate by the immunological system, which
removes them from the bloodstream. This, again, reduces the NP blood circulation
time, which affects the targeting and/or delivery efficiency, thus requiring a higher
administered dose [39, 41, 186, 187].
Studying and controlling the formation of the protein corona is nowadays one
of the main challenges of the engineering of Au NPs for biomedical applications.
Important research efforts are being devoted to the understanding of the nature of
the proteins that bind to NPs, as well as to the understanding of the static/dynamic
nature of the corona. These studies have to be based on fundamental physico-
chemical understanding of the binding capability of proteins to NPs, and vice
versa. Several factors influence the corona characteristics, such us NP size, surface
functionality, charge and hydrophobicity. In this perspective computational studies
can coordinate with experiment to first track the composition of the corona and
then study if a pattern exists explaining the NP–protein interaction. Thus, being
able to functionalize NPs with specific molecules which bind only selected proteins
or not will allow to achieve a better control of the fate of Au NPs in the body.
In this chapter, we have addressed this problem at both experimental and compu-
tational level by concurrently determining protein binding geometry and binding
energetics across a series of Au NPs which differ in surface charge. We study the
interaction between ligand protected Au NPs and ubiquitin protein. We aim to
provide a computational interpretation to the experimental results provided by the
group of Francesco Stellacci on the same NP–ubiquitin system. More specifically,
the aim is to provide a molecular interpretation of the NP–ubiquitin interaction
and of its dependence on the interface characteristic of the NP itself. In the first
part of the chapter, we give a brief introduction to proteins, as well as to ubiquitin
and its computational model. We briefly summarize the main experimental results
and then we analyze the computational results about NP–ubiquitin interaction,
showing how the NP surface charge can influence the stability of the NP–ubiquitin
aggregate.
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ubiquitin It is a small protein that exists in all eukaryotic cells and occurs ubiq-
uitously. The protein consists of 76 amino acids, it has a molecular mass of about
8.6 kDa and it displays a α-helix and one-β sheet, as shown in Figure 52a. Ubiquitin
is involved in a myriad of functions through conjugation to a large range of target
proteins. In particular, ubiquitin is involved in the so called ubiquitination process:
the addition of ubiquitin to a substrate protein. Ubiquitination affects proteins in
many ways: it can mark them for degradation, alter their cellular location, affect
their activity, and promote or prevent protein interactions. Moreover, the ubiquiti-
nation system functions in a wide variety of cellular processes, including: antigen
processing, apoptosis, biogenesis of organelles, cell cycle and division including
DNA transcription and repair, immune response and inflammation, neural and
muscular degeneration and so on. The structure of human ubiquitin is available
in the PDB which is determined via x-ray diffraction crystallography [150] at a
resolution of 0.18 nm. The protein is neutral, but it has the C and N termini,
respectively, negatively and positively charged. A snapshot of the CG martini
representation of ubiquitin is shown in Figure 52b, while its model is detailed in
Section 3.3.
(a) atomistic staurcture (b) martini structure
Figure 52: (a) Atomistic structure of the ubiquitin protein with the α-helix behind the
β-sheet. (b) martini CG mapping with the ELNEDYN elastic network (orange sticks)
superimposed to the backbone beads (light blue). Side chain beads not shown. CG model
detailed in Section 3.3.
6.1 np – ubiquitin interaction  experimental results
T he experiments presented here hae been performed by Ahmet Bekdemir underthe supervision of Prof. Francesco Stellaci at the Istitute of Materials, École
Polytechnique Fédérale de Lausann [188]. They addressed the interaction between
passivated Au NPs and ubiquitin by mens of nuclear magnetic resonance (NMR)
spectroscopy. More specifically, as summarized in Figure 53, they synthesized Au
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NPs with two different sizes, 4 nm and 6 nm core diameter, fully coated with either
MUS or MUA, as well as a stoichiometric mixture with OT with approximately 2:1
hydrophilic to hydrophobic molar ratio. Measurements of the ζ-potential of the
Au NPs indicated that sulfonate NP bear significantly more negative charges than
carboxylate NP. Moreover, it can be extrapolated that the charge of MUA NP is
about 1/5 of MUS NP, thus 4/5 of the carboxylate ligands on the surface of MUA
NP can be considered protonated.
Figure 53: Summary of synthesized NPs which differ in core diameter, surface chemistry
and charge. Courtesy of Ahmet Bekdemir [188].
ubiquitin is stable upon interaction with nps Circular dichroism spectra
of a mixture of ubiquitin with carboxylate or sulfonate NPs have shown no change
in ubiquitin’s conformation upon mixing with NPs. This confirmed that ubiquitin
structure is retained upon contact with NPs and no conformational change occurs.
This result is robust against variation of the different NP concentration. This
analysis justifies our choice to use the CG ELNEDYN elastic network to model
ubiquitin protein in our MD simulations, as described in the Section 3.3.
ubiquitin stably interacts with nps Using 15N NMR spectroscopy analysis,
it is possible to determine NP-protein binding geometry. In particular, experiments
on 15N-labeled protein samples enable monitoring residue-level effects at high
sensitivity, in particular that the degree of signal attenuation in ubiquitin spectra is
directly related to the interaction with NPs and provide information about which
residues are affected upon NP binding. Indeed, in all NP-ubiquitin mixtures, it
is observed a global decrease of signal intensities in the NMR spectrum which
is attributed to the NP binding. The analysis of the NMR spectra revealed that
ubiquitin binding is well-defined, not stochastic. Moreover, the residues of ubiquitin
that interact with the NP are well-defined and not changing with respect to NP
concentration. The experimental information of the local binding geometry is
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shown in Figure 59(a-d), in which the ubiquitin residues involved in the NP
interaction are red-colored.
hydrodynamic diameter of nps The calculation of the hydrodynamic diam-
eter, dhydro, of all NPs relies on sedimentation and diffusion coefficients, separately
computed through analytical ultracentrifugation (AUC) based methods [189, 190].
Because it is safe to assume that all NPs in this study are spherical and have
roughly the same organic shell extension, the difference between the dhydro and
core diameter, obtained from electron microscopy images (Figure 53), gives reliable
estimate of the thickness of the hydration layer of each NPs in the same conditions,
as shown in Figure 54. According to this estimation, carboxylate NPs do not largely
Figure 54: Hydrodynamic diameter (dhydro) computed through analytical ultracentrifuga-
tion (AUC) based methods for different NPs. Courtesy of Ahmet Bekdemir [188].
differ from each other in hydration layer irrespective of size and hydrophobicity.
On the other hand, sulfonate coated NPs are more sensitive, in terms of hydration
layer, to their hydrophobic (OT ligands) content. Between allMUS and MUSOT
NPs, there is a decrease of dhydro. Nevertheless, MUS NPs show the higher dhydro,
while it is lower for MUA or OT-containing NPs, that show almost the same dhydro,
within the error bars.
6.2 np – ubiqutuin interaction  simulation results
O n the computational side, we studied the interaction of Au NPs-ubiquitininteraction with CG MD simulations. The Au NPs considered at simulation
level are functionalized with the same ligand used in the experiments (Figures 53
and 55): we considered fully coated NPs with either MUS or MUA, as well as
the stoichiometric mixture with OT at 2:1 hydrophilic to hydrophobic molar ratio.
Though, they differ in the core diameter: for computational reasons, we considered
Au NP with a diameter of 2 nm, as already described in Chapter 3. The CG
martini models of the Au NP and ligands are describe in Section 2.3.3.
The NPs we considered with MD simulations are summarized in Figure 55 and
Table 11. For what concerns the MUA NP, as pointed out by the ζ-potential, it
has 1/5 of MUS NP charge. Thus, 4/5 of the hydrophilic ligands are protonated
(the model of the protonated MUA ligand, as well as the protonation process, is




Figure 55: Left: Snapshot of the different NPs used at CG resolution. NP core in yellow,
MUS ligands in violet, MUA in cyan, MUAH (the protonated MUA ligand) in magenta
and OT in white. Right: CG surface representation of ubiquitin.
described in Section 5.2). We remark, also, that the martini model for MUA and
MUS ligands is the same since both ligands have a negatively charged terminal
group. The way we have to distinguish, at CG level, NPs functionalised with MUA
or MUS rely on the fact that, contrary to MUA ligands, MUS one cannot perform
the protonation reaction, thus its charge is fixed independently on the pH of the
solution. Thus, the real difference, at the CG level, between the MUS or MUA NPs
is the net surface charge, which is summarized in Table 11.




MUS 2 MUS 60 0 60
MUA 2 MUA:MUAH 12:48 4/5 12
MUSOT 2 MUS:OT 40:20 0 40
MUAOT 2 MUA:MUAH:OT 8:32:20 4/5 8
Table 11: Composition of all NPs used in CG MD simulations. a We defined the pro-
tonation degree as the ratio between the protonated ligands over the total number of
hydrophilic ligands.
simulation setup To characterize the NP–ubiquitin interaction, we performed
unbiased CG MD simulations in which a single NP was allowed to interact with a
single ubiquitin. We ran a 10 µs simulation for each NP in Table 11. The simulation
box is solvated with about 30000 PW molecules and, where needed, Na+ counter
ions are added. The simulations is performed with a time step of 0.16 fs in the
NPT ensemble (T = 310 K and p = 1 bar).
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MUS MUAMUSOT MUAOT
Figure 56: Snapshot of the NP–ubiquitin aggregates. Color code as Figure 55.
binding geometry: simulations agree with experiments In the CG MD
simulations, we observed that all NPs stably interact with ubiquitin within the
microsecond time scale. In Figure 56 are shown the NP–ubiquitin aggregates
among the different NPs. To compare the experimental local binding geometry, we
analyzed the time-averaged contacts between NP and ubiquitin as a function of the
residues number (distance cut-off of 0.8 nm), normalized to the total number of
beads per residue (Figure 57). Figure 59(e-h) shows the simulated local binding
geometry, in which the residues with the normalized contacts higher than 0.5
are red-colored. Among the different NPs, we see a good agreement with the
experiments for what concerns the side of the protein involved in the NP–ubiquitin
interaction. Some differences can be observed in the residues involved in the
interaction. These differences may be affected by the chosen cut-off value. Overall,
we consider to have a satisfactory agreement between the experiment and the CG
model.
all nps share the same binding geometry In Figure 57, it is shown the
time-averaged contacts between NP and protein residues as a function of the
residue number. From the contact analysis, we see almost negligible differences
in the residues involved in the interaction among the different NPs. Thus, at
the simulation level, almost the same local binding geometry is shared between
carboxylate and sulfonate NPs. However, a slight difference could be observed
in the peak intensities of OT-containing NPs that are higher than that of MUA or
MUS NPs. Despite the different net charge, almost no difference in the binding
geometry and in the number of binding contacts is observed between MUA and
MUS NPs.
surface charge influence the np – ubiquitin aggregation Contrary to
the local binding geometry, which seems to be shared among the different surface
functionalizations, we observe a different behavior in the binding kinetics and
in the stability of the aggregates over time. During the simulations, the all-to-all
NP–protein contacts are computed as a function of time, with a distance cut-off of
0.8 nm. Then, they are smoothed through a Gaussian filter (σ = 8) and a contact
cut-off of 20 is used to determine if the NP is in contact with the protein or not1.
In Table 12, it is shown the number of detachment events observed along a 10 µs
1 The average number of contacts in the attached state is about 200.
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Figure 57: Histograms of the time-averaged normalized contacts between NP and protein
residues as a function of the residue number.
long trajectory. We see that reducing the NP surface charge, (by increasing the
protonated vs. charged ligands ratio or by adding OT), the number of detachment
events, as well as the time in which the NP is detached from the protein, decrease.
This behavior is coherent with the differences in the histograms described above
(Figure 57) and with the experimental hydrodynamic radius (Figure 54). Indeed,
we observe that NP with the largest hydrodynamic radius (MUS or MUA NPs)
are those that detach from ubiquitin more easily and spend less time in the dimer
state. Could this behaviour be influenced by the strength of the interfacial water
interacting with the NP surface?
To characterize the NP–water interface and to provide a quantitative estimation
of the effective strength of interfacial water, we computed the characteristic water
confinement energy, as described in Section 4.2 and 4.3. To this purpose, we
performed atomistic MD simulations of one NP in the water phase, for each NP
in Table 11 (for the atomistic model of ligands see Section 3.1.2). The strength of
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Table 12: Detachment events captured during a 10µs long trajectory, in which a NP is
freely able to interact with the protein. If the NP starts detached from the protein, the time






























































Figure 58: Left: Water confinement energy, ǫ. Right: Number of hydrogen bonds between
NP and water molecules.
water molecules interacting with NP ligands can be qualitatively related to the
experimental hydrodynamic radius (Figure 54). Indeed, as shown in Figure 58,
water molecules have a stronger interaction with MUS NP than with MUA or
OT-containing NPs. This suggests that water molecules are highly confined at
MUS NP–water interface, discouraging the interaction with the protein: a thick
and strongly confined water layer around the MUS NP needs to be removed before
the MUS NP can effectively bind to ubiquitin. Moreover, the stronger water layer
around the MUS NP can be related to the total number of hydrogen bonds that the
NP can form with interfacial water molecules, as shown in Figure 58. Hence, the
more structured interfacial water layer around the highly charged sulfonate NPs is
responsible, in agreement with the experimental observations, for increasing the
hydrodynamic radius, the number of the detachment events from ubiquitin and
the time spent by the nanoparticle detached from ubiquitin.
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(a) MUS (b) MUSOT
(c) MUA (d) MUAOT
(e) MUS (f ) MUSOT
(g) MUA (h) MUAOT
Figure 59: Local binding geometry represented in the atomistic 3D structure of ubiquitin from experimental results (a-d)
and CG MD simulations (e-h). Residues involved in the NP–protein interaction are red-colored.

C O N C L U S I O N S
I n this thesis, we used molecular dynamics simulations to investigate, at themolecular level, the interaction that occurs at the interface between small func-
tionalized Au nanoparticles and different biological systems.
nanoparticle – solvent interactions in photoporation applications
We studied the interaction of functionalized Au nanoparticles and water under
intense, short-pulsed laser irradiation, to understand how surface functionalization
influences the thermal gradient around the nanoparticle.
For bare Au nanoparticles and hydrophilic ligand-coated nanoparticles, the
temperature profile exhibits a single steep descent at the Au–ligand interface.
Instead, a different temperature profile is found in the case of fully hydrophobic
ligands, which are able to retain a higher temperature in the volume occupied
by the ligand shell. We have rationalized this result in terms of interfacial water
dynamics at the three-component Au nanoparticle–ligand–water interface. The
large water mobility registered only in the case of completely hydrophobic ligands
prevents interfacial water from exchanging heat with the hot nanoparticle and
ligands, thereby increasing the thermal resistance at the ligand–water interface
and causing significant heating of the ligand shell. On the contrary, water is
more effectively confined at the interface with hydrophilic ligands, promoting
nanoparticle-to-solvent heat transfer.
We proposed a computational approach that could be used to predict which
functionalization would be more efficient at creating a spatially confined hot region
around the nanoparticle. Our approach is based on the use of short equilibrium
molecular dynamics runs and it could be easily exported to the case of larger
nanoparticles, coated by more massive organic ligands. These results, together with
the knowledge of the nanoparticle absorbance, could finally allow the estimation
of the temperature rise occurring in the biological components in direct contact
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with theranostic Au nanoparticles, such as lipids and plasma membrane proteins
in photoporation applications.
nanoparticle – zwitterionic membrane interactions
We studied the interaction between Au nanoparticles, functionalized by a mix-
ture of hydrophobic and anionic ligands, and zwitterionic lipid membranes, to
understand how surface functionalization (in particular, the use of sulfonate vs.
carboxylate ligands) influences the molecular mechanisms and the thermodynamics
of nanoparticle–lipid interactions. We found that nanoparticles can stably interact
with zwitterionic model lipid membranes. Nevertheless, the interaction between
charged (sulfonate) ligands and the lipid bilayer requires the overcoming of large
free energy barriers, and implies significant deformations of the membrane struc-
ture. On the contrary, carboxylate ligands – whose protonation is enhanced during
nanoparticle–membrane interaction – can interact with the membrane in a faster




















nanoparticle – serum protein interactions: the case of ubiquitin
We studied the interaction between Au nanoparticles, functionalized by a mixture
of hydrophobic and anionic ligands, and ubiquitin, an important component of
serum and of nanoparticles’ protein coronas, to understand how surface func-
tionalization influences the kinetics and thermodynamics of nanoparticle–protein
binding.
We coupled our computational techniques to experimental results (nuclear mag-
netic resonance and analytical ultracentrifugation data) to concurrently determine
protein binding geometry and binding energetics across a series of gold nanoparti-
cles which differ in the surface chemistry and charge.
We found that all the gold nanoparticles considered here can stably interact
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with ubiquitin within the microsecond time scale, and with a similar binding
geometry. The kinetics of binding to the protein, though, differs depending on the
nanoparticle surface charge. Interfacial water molecules are more bound around the
nanoparticles with the largest negative charge (sulfonate ligands), and this reflects
in an increase of their hydrodynamic radius and in fewer nanoparticle–protein
binding events during unbiased simulations.
These results, which complement the increasing amount of experimental data on
the subject of nanoparticle–bio interactions, contribute to shed light on the elusive
molecular mechanisms that take place at the nano–bio interface.
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