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V moderńı numerická algebře se stále častěji setkáváme s problémy, kde potřebujeme
pracovat s v́ıcerozměrnými daty, uloženými jako tenzory. Při manipulaci a výpočtech
s tenzory velkých řád̊u snadno naraźıme na omezeńı na straně paměti poč́ıtače.
Pokuśıme-li se takový tenzor naivně uložit jako prosté v́ıcerozměrné pole, rychle
může doj́ıt k vyčerpáńı dostupné paměti, které nelze jednoduše vyřešit použit́ım
lepš́ıho poč́ıtače. Tento jev je ve výpočetńım světě známý pod anglickým termı́nem
”
curse of dimensionality“. Jedńım z nástroj̊u, které umožňuj́ı sńıžit pamět’ové nároky,
je Tucker̊uv rozklad tenzoru. Úspora je ovšem omezena tzv. vektorovou hodnost́ı
tenzoru a pro tenzory vyšš́ıch řád̊u neńı dostatečná.
Ćılem této práce je ukázat, že na tenzory, resp. sady tenzor̊u a jejich r̊uzných
vzájemných součin̊u lze nahĺıžet jako na specifické neorientované grafy. Vysvětluje
zp̊usob reprezentace tenzor̊u a daľśı objekt̊u lineárńı algebry pomoćı těchto graf̊u.
Takový zp̊usob reprezentace tenzor̊u označujeme jako tzv. tenzorové śıtě.
V práci je dále ukázáno, jak lze tenzor (př́ılǐs velkého řádu na to, aby s ńım šlo
pracovat př́ımo) šikovně rozložit do tenzorové śıtě se strukturou binárńıho stromu,
jej́ıž uzly jsou tvořeny tenzory malých řád̊u; konkrétně řád̊u tři a dva. Nav́ıc počet
těchto tenzor̊u malých řád̊u záviśı na řádu p̊uvodńıho tenzoru lineárně. Tento př́ıs-
tup, tzv. hierarchický Tucker̊uv rozklad (HTD, z anglického hierarchical Tucker de-
ceomposition) může vést k úspoře pamět’ových a výpočetńıch náklad̊u při ukládáńı
tenzoru, resp. při manipulaci s tenzorem (násobeńı tenzoru matićı, lineárńı kombi-
nace tenzor̊u) v poč́ıtači.
Práce také vysvětluje, jakým zp̊usobem s tenzory uloženými ve tvaru HTD
provádět vybrané základńı algebraické operace tak, aby výsledek byl opět tenzor
v podobě hierarchického Tuckerova rozkladu.
Kĺıčová slova:
multilineárńı algebra; tenzor; tenzrová śıt’; (hierarchický) Tucker̊uv rozklad (HTD);
tensor train; tensor chain; operace s tenzory; low-rank aproximace
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Abstract
In modern numerical algebra, there quite frequently arise problems, where there is
a need to work with multidimensional data stored in the form of tensors. While
manipulating or calculating with tensors of high order, we often encounter the re-
stricitions by the memory of the computer. The attempt to store such a tensor can
lead to the exhaustion of the available memory, which can not be improved by the
use of a better computer. This problem is referred as the curse of dimensionality.
One of the tools used for the reduction of the storage requirements is the so-called
Tucker decomposition. However, the storage savings by this decomposition are re-
stricted by the vector-rank of the given tensor and are not sufficient for tensors of
high order.
The aim of this thesis is to explain how tensors, or sets of tensors and tensor pro-
ducts can be interpreted as specific (undirected) graphs. We explain the way of the
representation of tensors and other objects from linear algebra. Such representation
is called the tensor network.
In the text we show the way to decompose the tensor (of order which is too
high) into the tensor network of the binary tree structure. The nodes of such a tree
represent tensors of order two or three. Moreover, the number of these tensors of
low order depends linearly on the order of the original tensor. This approach, called
hierarchical Tucker decomposition (HTD), can lead to storage requirements and
computation savings while storing or manipulating with the tensor, respectively.
The thesis also explains how to do some selected basic arithmetic operations so
that the result is also a tensor in HTD format.
Key words:
multilinear algebra; tensor; tensor network diagram; (hierarchical) Tucker decom-




Ráda bych na tomto mı́stě poděkovala všem, ktěř́ı se zasloužili o to, že jsem mohla
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nejen materiálně, ale i psychicky, a také mým přátel̊um a spolužák̊um, od nichž se
mi vždy dostalo pomoci a povzbuzeńı. Zejména ale děkuji Martinu Plešingerovi za
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3.4 Obecné tenzorové śıtě . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
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8
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5.4 Skalárńı součin dvou tenzor̊u . . . . . . . . . . . . . . . . . . . . . . . . . 51
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Použité značeńı a zkratky
V textu znač́ıme
vektory (tenzory řádu 1) pomoćı malých ṕısmen
u1, u2, ur, v1, v2, vr, x, atd.,
matice (tenzory řádu 2) pomoćı velkých ṕısmen (latinských i řeckých)
A, B, C, D, E, F , U , V , Σ, atd.,
tenzory řádu k, k ≥ 3 pomoćı velkých ṕısmen psaných kaligraficky
A, B, C, D, E , F , T , S, atd.,
množiny pomoćı velkých ṕısmen psaných Scriptem
D , S , T , Xj,
č́ıselné obory pomoćı velkých zdvojených ṕısmen
N, R atd., speciálně N0 = N ∪ {0}.
Pomoćı malých ṕısmen (latinských i řeckých) také znač́ıme prvky matic a tenzor̊u a
také skaláry (tenzory řádu 0). Speciálńı význam pak maj́ı ṕısmena i, j, `, jimiž zpra-
vidla indexujeme prvky matic a tenzor̊u, a k, m, n, r, která použ́ıváme k označeńı




A ∈ Rn×m reálná matice s rozměry n krát m, s prvky ai,j
vec(A) ∈ Rnm vektorizace matice A ∈ Rn×m
A⊗B Kronecker̊uv součin dvou matic
AT transpozice matice A
rank(A) hodnost matice definovaná jako počet lineárně
nazávislých řádk̊u, resp. sloupc̊u matice A
∥x∥ = (∑i x
2
i )




A = (ai1,i2,i3) ∈ Rn1×n2×n3 tenzor třet́ıho řádu o rozměrech n1, n2, n3
A = (ai1,...,ik) ∈ Rn1×⋅⋅⋅×nk tenzor k-tého řádu o rozměrech n1, . . . , nk
a∶,i2,i3 ∈ Rn1 vlákno tenzoru třet́ıho řádu v módu 1
A∶,∶,i3 ∈ Rn1×n2 řez tenzoru třet́ıho řádu v módu (1, 2)
vec(A) ∈ Rn1n2⋯nk vektorizace tenzoru A ∈ Rn1×⋅⋅⋅×nk
A{`} ∈ Rn`×((∏kj=1 nj)/n`) rozvoj tenzoru do matice v `-tém módu
A{t1,...,td} rozvoj tenzoru do matice dle multiindexu {t1, . . . , td}
AC rozvoj tenzoru do matice dle multiindexu C
A ×`M násobeńı tenzoru matićı v `-tém módu;
plat́ı (A ×`M){`} =MA{`}
A ×`,s B tenzorový součin v módech ` a s
A ×(`1,`2),(s1,s2) B tenzorový součin ve dvojici mód̊u
Použité zkratky a akronymy
Zkratka Význam
QR QR rozklad matice, A = QR
SVD singulárńı rozklad matice (singular value decomposition),
A = UΣV T
HOSVD Tucker̊uv rozklad tenzoru (high-order SVD)
HTD hierarchický Tucker̊uv rozklad (hiearachical Tucker decomposition)
TT tensor train
TC tensor chain
MMp součin matice s matićı (matrix-matrix product)
TMp součin tenzoru s matićı (tensor-matrix product)
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Úvod
V numerických výpočtech se často setkáváme s potřebou uložit data uspořádaná
podle určitých parametr̊u. Tenzory jsou algebraickými objekty, které nám toto u-
možňuj́ı. Počet parametr̊u udává řád tenzoru, speciálně tenzor se dvěma rozměry
tzv. tenzor druhého řádu je matice, tenzor prvńıho řádu je vektor. Tenzorem k-tého
řádu T ∈ Rn1×n2×⋯×nk tedy budeme v celém tomto textu rozumět k-rozměrné pole
č́ısel. Obor zabývaj́ıćı se praćı s tenzory řádu k ≥ 3 se nazývá multilineárńı algebra;
ta jistým zp̊usobem rozšǐruje klasickou lineárńı algebru pracuj́ıćı se skaláry, vektory
a maticemi.
Tenzorové výpočty ovšem skýtaj́ı problémy praktického rázu, zač́ınaj́ıćı už od
potřeby tenzor nějak uložit v poč́ıtači. Počet prvk̊u tenzoru roste exponenciálně
s řádem tenzoru k, což vede k faktu, že tenzory vysokých řád̊u prakticky nelze
uložit, v anglické literatuře se setkáváme s termı́nem
”
curse of dimensionality“. Proto
jsou stále hledány zp̊usoby, jak tento problém eliminovat a efektivně tenzor uložit,
např́ıklad v podobě součinu tenzor̊u s nižš́ı pamět’ovou náročnost́ı – tenzorových
rozklad̊u, a následně možnosti jak data komprimovat, tj. efektivně aproximovat bez
velkých ztrát informaćı.
Úkolem této práce je představit možnosti reprezentace tenzor̊u a tenzorových
rozklad̊u, s využit́ım teorie graf̊u, v podobě tzv. tenzorových śıt́ı. Zavád́ıme přitom
tzv. multigraf s volně viśıćımi hranami a smyčkami, kde vrcholy reprezentuj́ı tenzory
v śıti a hrany mezi nimi znázorňuj́ı součiny v odpov́ıdaj́ıćıch módech. Speciálně,
grafem tenzorové śıtě v podobě binárńıho stromu lze reprezentovat tzv. hierarchický
Tucker̊uv rozklad tenzoru, jehož analýze se v práci věnujeme podrobně.
Daľśım ćılem tohoto textu je tedy výklad hierarchického Tuckerova rozkladu
(HTD, z anglického hierarchical Tucker decomposition), zaměřuj́ıćı se zejména na
principy odvozeńı tohoto nástroje, naopak praktickou implementaci výpočtu pouze
naznač́ıme. Původńı idea je ve zobecněńı singulárńıho rozkladu matic, která vede na
tzv. Tucker̊uv rozklad, viz viz [20], [21], [22], [11] nebo [19], který umožňuje uložit
tenzor řádu k jako součin menš́ıho tenzoru stejného řádu, tzv. Tuckerova jádra, a k
matic. Rozměry jádra jsou dány tzv. vektorovou hodnost́ı, tj. k-tićı č́ısel vyjadřuj́ıćı
hodnosti rozvoj̊u tenzoru v jednotlivých módech. Jak je ale ukázáno např. v [26],
tento rozklad velmi často (pro tenzory vyšš́ıch řád̊u) nepřinese dostatečnou úsporu
pamět’ových nárok̊u.
Hierarchický Tucker̊uv rozklad fakticky pracuje s jádrem tenzoru, které rozkládá
do součinu tenzor̊u třet́ıho (resp. druhého) řádu, reprezentovaného śıt́ı, konkrétně
binárńım stromem, námi předepsaného tvaru. Jako HTD však typicky uvažujeme
śıt’ ve tvaru maximálně vyváženého binárńıho stromu. Obdobou HTD, která je od-
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vozena stejným zp̊usobem až na volbu struktury stromu je tzv. tensor train, kdy je
naopak volen maximálně nevyvážený binárńı strom.
Text je strukturován následuj́ıćım zp̊usobem. Po stručném úvodu v kapitole 1
zavád́ıme tenzor jako v́ıcerozměrné pole č́ısel a vysvětujeme základńı operace s ten-
zory, které budeme v textu dále použ́ıvat, konkrétně součin tenzoru s matićı, rozvoj
tenzoru do matice a Tucker̊uv rozklad tenzoru. Kapitola 2 je věnována pojmům
z teorie graf̊u, které budeme potřebovat proto, abychom v následuj́ıćı kapitole 3
vysvětlili, jakým zp̊usobem grafy využ́ıváme k reprezentaci tenzor̊u a také jejich
součin̊u – tzv. tenzorových śıt́ı. Kapitola 4 je věnována hierarchickému Tuckerovu
rozkladu (HTD), kde ukazujeme princip, na kterém je tento rozklad postaven a do-
kazujeme jeho existenci. Porovnáváme také pamět’ové nároky při ukládáńı tenzoru
do poč́ıtače r̊uznými zp̊usoby a ukazujeme efektivitu uložeńı dat v HTD. V kapitole
5 vysvětlujeme, jak lze provádět vybrané základńı operace s tenzory, jsou-li tyto
uloženy v HTD tak, abychom i výsledný tenzor źıskali v tomto tvaru. V kapitole 6
ukazujeme, jakým zp̊usobem lze HTD tenzoru spoč́ıtat v dané konkrétńı situaci.
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1 Tenzory a základńı manipulace s nimi,
Tucker̊uv rozklad
V prvńı kapitole vysvětĺıme pojem tenzor a ukážeme základńı nástroje potřebné
pro práci s tenzory. Připomeneme také Tucker̊uv rozklad tenzoru jako zobecněńı
singulárńıho rozkladu matice.
Definice 1 (Tenzor). Necht’ T je k-rozměrné pole reálných č́ısel ti1,i2,...,ik o rozměrech
n1, n2, . . . , nk. Potom
T = (ti1,i2,...,ik) ∈ Rn1×n2×⋯×nk (1.1)
nazýváme tenzor k-tého řádu, viz [10], [11].
Aritmetické vektory a matice považujeme za tenzory prvńıho, resp. druhého řádu.
Tenzory stejného řádu, které maj́ı stejné rozměry, tvoř́ı společně s operacemi sč́ıtáńı
(po prvćıch) a násobeńı skalárem vektorový prostor.
Důležitou operaćı pro práci s tenzory je násobeńı. Následuj́ıćı definice ukazuje,
jak násobit tenzor s matićı.
Definice 2 (Součin v `-tém módu). Necht’ T je tenzor (1.1) a M ∈ Rm×n` je matice
s prvky mi,j, kde i = 1, . . . ,m, j = 1, . . . , n`. Potom










se nazývá součin v `-tém módu viz [11].
Vzhledem k faktu, že tenzor můžeme považovat za zobecněńı matice, je samozřejmě
možné definovat součin dvou tenzor̊u obecněji, analogicky k (1.2), což poṕı̌seme
následně.
Mějme tenzory T = (ti1,i2,...,ik) ∈ Rn1×n2×⋯×nk a S = (sj1,j2,...,j`) ∈ Rm1×m2×⋯×m` .
Pokud np =mq ≡ µ, potom











považujeme za součin těchto tenzor̊u. Tento druh součinu můžeme v některých
zdroj́ıch nalézt pod pojmy úžeńı tenzor̊u, viz [15, str. 70], contracted product, viz
[2, str. 643] nebo tensor-tensor contraction, viz [19, str. 31].
S tenzory můžeme někdy pracovat i ve tvaru matice. Pro to bude užitené defi-
novat tzv. rozvoj tenzoru v matici v daném módu, př́ıp. módech.
Definice 3 (Rozvoj tenzoru v matici). Uvažujme tenzor T (1.1) a jeho sadu index̊u
rozdělenou do dvou disjunktńıch podmnožin R a C , přičemž R ≡ {r1, r2, . . . , rR} a
C ≡ {c1, c2, . . . , cC} a zároveň R ∪ C = {1,2, . . . , k} a nav́ıc plat́ı r1 < r2 < ⋯ < rR a
c1 < c2 < ⋯ < cC. Matice









obsahuj́ıćı prvky ti1,i2,...,ik v řádćıch s multiindexy (irR , . . . , ir2 , ir1) a ve sloupćıch
s multiindexy (icC , . . . , ic2 , ic1) v lexikografickém pořad́ı se nazývá rozvoj tenzoru
v matici (v angličtině matricization), viz [19, kap. 3.1.2].
Speciálńım př́ıpadem rozvoje tenzoru je tzv. rozvoj tenzoru v `-tém módu, kde jedna
z množin multiindex̊u obsahuje pouze jeden prvek, tj. R = {`}, C = {1, . . . , k}∖ {`}.
V tomto př́ıpadě dostáváme
T {`} ∈ Rn`×((∏kj=1 nj)/n`), (1.5)
viz [11]. Daľśı speciálńı př́ıpad nastává, pokud je množina C prázdná. Dostáváme
potom sloupcový vektor obsahuj́ıćı všechny prvky tenzoru T , tzv. vektorizaci ten-
zoru, kterou označujeme vec(T ).
1.1 Tucker̊uv rozklad
Podobně jako v lineárńı algebře je velice užitečným nástrojem singulárńı rozklad
matice (SVD z anglického singular value decomposition), existuje ve v́ıcerozměrném
př́ıpadě (tj. pro řád tři a v́ıce) jeho zobecněńı, tzv. Tucker̊uv rozklad. V některých
zdroj́ıch se můžeme setkat také s názvy high-order SVD (HOSVD), tedy singulárńı
rozklad vyšš́ıch řád̊u. Zřejmě pro matice (tenzory řádu dva) odpov́ıdá Tucker̊uv
rozklad př́ımo singulárńımu rozkladu matice.
Definice 4 (Tucker̊uv rozklad). Necht’ T je tenzor řádu k. Potom
T = S ×1 U1 ×2 U2 × . . . ×k Uk, U` = U
−1
` , (1.6)
kde U` jsou matice s levými singulárńımi vektory matic rozvoj̊u tenzoru T v daných
módech, tj. T {`}, ` = 1,2, . . . , k, nazýváme Tucker̊uv rozklad tenzoru T . Tenzor S se
nazývá Tuckerovo jádro.
Tucker̊uv rozklad tenzoru je zřejmě zobecněńım singulárńıho rozkladu matice. Pokud
č́ısla r1, r2, . . . , rk jsou hodnosti rozvoj̊u v módech 1,2, . . . , k, posledńıch (n` − r`)
17
řádk̊u matic T {`} obsahuje pouze nuly. Tucker̊uv rozklad potom můžeme stejně jako
singulárńı rozklad tenzoru vyjádřit v tzv. ekonomickém tvaru, tj.




2 ×⋯ ×k U
′
k, ST ∈ Rr1×r2×⋯×rk , U` ∈ Rn`×r` , (1.7)
viz [20], [21], [22], př́ıpadně [11, kap. 4.1] a [19, kap. 4.1], pro ilustraci Tuckerova














Obrázek 1.1: Tucker̊uv rozklad (HOSVD) tenzoru řádu 3. Převzato z [11].
Poznamenejme, že minimálńı rozměry Tuckerova jádra, tj. právě rozměry tenzoru
ST z (1.7) se nazývaj́ı (vektorová) hodnost tenzoru, př́ıpadně vektorový rank, viz [11,
kap. 3]. Tuckerovo jádro v př́ıpadě obecného tenzoru však na rozd́ıl od maticového
př́ıpadu nemá diagonálńı strukturu, ale je obecně hustý tenzor.
Pro podrobněǰśı přehled o manipulaci s tenzory ve tvaru Tuckerova rozkladu
nebo jeho využit́ı k aproximaci tenzoru tenzorem nižš́ı hodnosti viz [26].
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2 Grafy
V této kapitole se seznámı́me se základńımi pojmy týkaj́ıćı se teorie graf̊u. Tyto
poznatky budeme dále potřebovat v daľśıch kapitolách pro vysvětleńı tenzorových
śıt́ı. Při zaváděńı pojmů vycháźıme zejména z [16].
2.1 Základńı pojmy teorie graf̊u
Grafy jsou prostředkem pro vyjádřeńı nějaké množiny bod̊u a vztah̊u mezi nimi.
Tyto body nazýváme vrcholy nebo uzly grafu a př́ıslušné vztahy mezi nimi jsou
vyjádřené spojnicemi, které nazýváme hrany grafu. Grafy lze definovat r̊uzně, nej-
častěji se setkáváme s následuj́ıćımi definicemi:
Definice 5 (Orientovaný graf). Orientovaný graf G je uspořádaná dvojice (V,H),
kde V = {v1, v2, . . . , vn} je nějaká neprázdná množina a
H ⊆ V × V ≡ {(vi, vj) ∶ i, j ∈ {1, . . . , n}} (2.1)
je množina uspořádaných dvojic množiny V .
Definice 6 (Neorientovaný graf). Neorientovaný graf G je opět uspořádaná dvojice




) ≡ {{vi, vj} ∶ i, j ∈ {1, . . . , n}} (2.2)
je množina dvouprkvkových podmnožin množiny V .
Prvky množiny V se nazývaj́ı vrcholy grafu G (někdy také uzly) a prvky množiny H
hrany grafu G. Př́ıklad neorientovaného i orientovaného grafu je na obrázku 2.1.
2.1.1 Volně viśıćı hrany, multi-hrany a smyčky
My budeme dále pracovat pouze s neorientovanými grafy. Budeme ale potřebovat
nav́ıc zavést:
W tzv. volně viśıćı hrany (anglicky dangling edges, viz [19, str. 29]), tj. hrany,
které maj́ı pouze jeden vrchol;
W v́ıce hran mezi jednou dvojićı vrchol̊u, tzv. násobnost hran.
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Obrázek 2.1: Orientovaný graf (vlevo), šipkami je znázorněna orientace hran; zat́ımco
např. (v5, v4) je hranou, (v4, v5) hranou neńı. Neorientovaný graf (vpravo); zde je
hranou {v4, v5}.
Pro zavedeńı obecné tenzorové śıtě nav́ıc bude vhodné uvažovat grafy, které mohou
obsahovat:
W hrany, které zač́ınaj́ı a konč́ı ve stejném vrcholu, tzv. smyčky.
Poznamenejme, že definice 5, na rozd́ıl od definice 6, existenci smyček umožňuje.
Těchto rozš́ı̌reńı pojmu neorientovaného grafu můžeme doćılit např. následuj́ıćımi
konstrukcemi: Množinu V nahrad́ıme množinou V ∪ {f} = {f, v1, v2, . . . , vn}, tedy
přidáme speciálńı vrchol f , přičemž hrany typu {f, vi} budeme nazývat volně viśıćı
hrany (později budou odpov́ıdat tzv. fyzickým index̊um tenzoru). Násobnost vyře-
š́ıme zavedeńım tzv. multigrafu, viz [16, str. 139]. Smyčky jsou neorientované hrany
s oběma konci ve stejném vrcholu; formálně je můžeme považovat za prvky množiny




) ≡ {{vi}, i ∈ {1, . . . , n}}.
Všechna tato rozš́ı̌reńı shrneme v následuj́ıćı definici.
Definice 7 (Neorientovaný multigraf s volně viśıćımi hranami a smyčkami). Uspo-








budeme nazývat neorientovaný multigraf s volně viśıćımi hranami a smyčkami.
Prvky množiny V nazýváme vrcholy a prvek f nazýváme volný vrchol. Prvky
množiny (V ∪{f}2 ) ∪ (
V
1
) nazýváme hranami, přičemž prvky typu {vi, vj} jsou hrany
v klasickém slova smyslu, prvky typu {f, vi} jsou volně viśıćı hrany a prvky typu
{vi} jsou smyčky.






) násobnost µ(h`). Pokud je
násobnost hrany µ(h`) = 0, hrana neńı v grafu př́ıtomna; µ(h`) = 1 znamená, že
hrana je jednoduchá; µ(h`) > 1 znamená násobnou hran, tzv. multi-hranu.
V následuj́ıćım textu budeme slovem graf téměř výhradně rozumět právě neori-
entovaný multigraf s volně viśıćımi hranami a smyčkami.
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2.1.2 Stupeň vrcholu
Mějme graf G, který obsahuje vrchol v. Počet hran, ve kterých je př́ıtomen vrcholu v,
nazýváme stupeň vrcholu v v grafu G. Toto č́ıslo označujeme deg(v), viz [16]. Vrcholy
grafu, které maj́ı stupeň 0 se nazývaj́ı izolované. Stupěň vrcholu záviśı na typech







µ({vi, vj}) + µ({vi, f}) + 2µ({vi}), (2.3)
kde sč́ıtáme počty klasických, volně viśıćıch hran a smyček, které vedou z daného






kde sč́ıtáme pouze volně viśıćı hrany. Poznamenejme, že smyčka z vrcholu f neńı
př́ıpustná. Pojem stupeň vrcholu ilustruje obrázek 2.2.
Obrázek 2.2: Graf se čtyřmi vrcholy v1, v2, v3 a f ; zde deg(vj) = 1,6,3, postupně
pro j = 1,2,3, a deg(f) = 2.
2.1.3 Cesta a kružnice, souvislý graf a strom
Nyńı vysvětĺıme několik pojmů, které se často vyskytuj́ı při práci s grafy a i my je
v této práci budemem použ́ıvat.
Cesta (délky `) z vrcholu vi do vrcholu vj je libovolná posloupnost hran násob-
nosti alespoň jedna
P (vi, vj) = {{vi, vi1},{vi1 , vi2}, . . . ,{vi`−1 , vj}}.
Poznamenejme, že námi zavedená cesta nemůže obsahovat smyčky, tj. hrany typu
{vit}. Př́ıklad cesty je znázorněn na obrázku 2.3 vlevo. Kružnice je cesta (vždy délky
alespoň 2) z vrcholu vi do vcholu vi, viz obrázek 2.3 uprostřed a vpravo. Graf na-
zveme souvislý právě tehdy, když existuje cesta mezi každými dvěma vrcholy vi, vj;
graf, který neńı souvisý nazveme nesouvislý, viz obázek 2.4 vlevo a uprostřed. Po-
znamenejme, že každý souvislý podgraf (přesněji řečeno indukovaný podgraf, viz
[16, str. 122]), ke kterému nelze přidat žádný daľśı vrchol daného grafu tak, aby
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Obrázek 2.3: Př́ıklady graf̊u, kde modrou přerušovanou čarou je znázorněna cesta
(vlevo) a kružnice (uprostřed a vpravo).
Obrázek 2.4: Př́ıklad nesouvislého grafu (vlevo), souvislého grafu (uprostřed) a
stromu (vpravo).
z̊ustal souvislý se nazývá (maximálńı souvislá) komponenta. Jakkoliv obecnou defi-
nici grafu (resp. multigrafu s volně viśıćımi hranami a smyčkami) jsme zavedli a pro
práci s obecnými tenzorovými śıtěmi je budeme potřebovat (viz kap. 3.4, v mnoha
praktických př́ıpadech vystač́ıme s grafy mnohem jednodušš́ımi, tzv. stromy. Stro-
mem nazýváme souvislý graf, který neobsahuje kružnice, smyčky, ani násobné hrany.
Př́ıklad stromu je na obrázku 2.4 vpravo.
2.1.4 Binárńı strom
Dále bude užitečné definovat pojem binárńı strom. Binárńı strom je speciálńım
typem stromu, který se skládá z jednoho význačného vrcholu (zvaného kořen) a
z uspořádané dvojice binárńıch stromů – levého a pravého podstromu, viz [16,
str. 360]. Pro nás bude binárńı strom znamenat takový graf, pro který plat́ı:
W právě jeden vnitřńı vrchol (přesněji řečeno vrchol nemaj́ıćı volně viśıćı hrany)
má stupeň 2, tento vrchol je tzv. kořen;
W ostatńı vnitřńı vrcholy maj́ı stupeň 3;
W a daľśı vrcholy, které maj́ı volně viśıćı hrany, maj́ı stupeň 2.
Př́ıklady binárńıch stromů jsou uvedeny na obrázku 2.5.
2.1.5 Násobné hrany a jejich jednotlivé větve









Obrázek 2.5: Grafy r̊uzných binárńıch stromů. Tyto stromy udeme nazývat (zleva):
ideálně vyvážený binárńı strom, částečně (ne)vyvážený binárńı strom, maximálně
nevyvážený binárńı strom.
takové, že µ(h`) = mh` > 1, rozlǐsit, budeme předpokládat, že máme jejich jedno-





` , . . . , h
(mh`)
` .
Ohodnoceńı nebudeme formálněji zavádět, pro naši potřebu je postačuj́ıćı vědět, že
je jednoznačné.
2.2 Faktorový graf
Protože pomoćı graf̊u budeme později znázorňovat tenzory a speciálně také součiny
tenzor̊u, tedy operace, při kterých např. ze dvou tenzor̊u vzniká tenzor nový, budeme
potřebovat tyto operace něakým zp̊usobem převést do jazyka graf̊u. K tomu poslouž́ı
konstrukce, kterou nazýváme faktorový graf.
Uvažujme graf G s množinou vrchol̊u V = {v1, . . . , vn}. Rozděĺıme množinu V na
k disjunktńıch podmnožin, tj.
V = V1 ∪⋯ ∪ Vk a zároveň Vi ∩ Vj = ∅, i = 1, . . . , k, j = 1 . . . , k, i ≠ j.






















kde v` jsou vrcholy uvnitř množiny Vi a h` jsou hrany, které inciduj́ı pouze s vrcholy
uvnitř množiny Vi. Takový graf budeme nazývat faktorovým grafem. Na obrázku
2.6 je zobrazen př́ıklad takto vzniklého grafu.
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Obrázek 2.6: Př́ıklad faktorového grafu. Původńı graf se čtyřmi vrcholy v1, . . . , v4
(vlevo), kde je naznačeno, jak vznikne faktorový graf s vrcholy V1 a V2 (vpravo).
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3 Tenzor jako graf
V této kapitole využijeme pojmů zavedených v předchoźı kapitole a vysvětĺıme, jak
je možné znázornit tenzory v podobě graf̊u. Uvid́ıme, že je to užitečné zejména pro
znázorněńı součin̊u tenzor̊u nebo tenzorových rozklad̊u.
3.1 Tenzor jako graf
Mějme tenzor (1.1), tj.
T = (ti1,i2,...,ik) ∈ Rn1×n2×⋯×nk .
Budeme cht́ıt tento tenzor reprezentovat jako multigraf s volně viśıćımi hranami a
smyčkami (dále jen graf), který má jediný vrchol T (záměrně budeme tenzory a jim
odpov́ıdaj́ıćı vrcholy grafu značit stejně) a k volně viśıćıch hran – přesněji řečeno
jedinou volně viśıćı multi-hranu h = {T , f} s násobnost́ı µ(h) = k.
Jednotlivé větve multi-hrany h(1), h(2), . . . , h(k) odpov́ıdaj́ı index̊um i1, i2, . . . , ik
tenzoru T . V daľśım textu o nich budeme mluvit jako o fyzických indexech, resp.
hranách (resp. větv́ıch multi-hrany), viz obrázek 3.1.
Obrázek 3.1: Grafy odpov́ıdaj́ıćı tenzor̊um r̊uzných řád̊u (zleva): skalár (tenzor
nultého řádu), vektor (tenzor prvńıho řádu), matice (tenzor druhého řádu), tenzor
třet́ıho, čtvrtého a osmého řádu.
3.2 Tenzorový součin
Nyńı se zaměř́ıme na znázorněńı r̊uzných tenzorových interakćı v podobě grafu.
Klasické hrany spojuj́ıćı dva vrcholy, tj. dva tenzory, budou představovat součin
těchto tenzor̊u v př́ıslušných módech, viz [19, str. 29].
Zaměř́ıme se nejprve na součiny, které dobře známe z lineárńı algebry. Př́ıklady
operaćı s vektory a maticemi, tj. tenzory prvńıho a druhého řádu, jsou zobrazeny
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Obrázek 3.2: Znázorněńı součin̊u vektor̊u a matic (zleva): skalárńı součin dvou vek-
tor̊u, vektor ve tvaru součinu matice s vektorem, matice ve tvaru součinu dvou matic,
matice ve tvaru součinu tř́ı matic. Jednotlivé oválné slupky jsou de-facto jednotlivé
faktorové grafy.
na obrázku 3.2. Máme-li dva tenzory T a S, potom, abychom mohli provést jejich
součin (1.3), tj.










muśı existovat indexy ip v tenzoru T a jq v tenzoru S nabývaj́ıćı stejného roz-
sahu hodnot 1, . . . , µ. Znázorněńı součinu tenzor̊u v podobě grafu je ilustrováno na
obrázku 3.3.
Obrázek 3.3: Princip zápisu tenzorového součinu (úžeńı) dvou tenzor̊u řád̊u osm
a šest. Volně viśıćı hrany dvou tenzor̊u, které odpov́ıdaj́ı mód̊um ip a iq stejných
rozměr̊u a ve kterých prob́ıhá násobeńı, jsou nahrazeny hranou spojuj́ıćı oba tenzory
(v terminologii graf̊u jde o tzv. kontrakci hrany). Šedý ovál představuje výsledný
součin – tenzor řádu 8 + 6 − 2 = 12.
Uvědomme si, že součin tenzoru a matice v `-tém módu a součin dvou tenzor̊u
v daných módech, viz kap. 1, jsou definovány téměř stejně až na permutaci index̊u
(analogii transpozice matice). Srovnej např.
T ×`M ∈ Rn1×⋯×n`−1×m×n`+1×⋯×nk a T ×(`,2)M ∈ Rn1×⋯×n`−1×n`+1×⋯×nk×m,
viz (1.2), (1.3) a také [26, kap. 2.2 a 2.6]. Při zápisu v podobě grafu toto odpov́ıdá
pouze přeč́ıslováńı větv́ı volně viśıćı multihrany součinu.
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3.3 Daľśı objekty lineárńı algebry interpretovatelné
jako tenzorové součiny
Poznamenejme, že kromě standardńıch maticových součin̊u lze t́ımto zp̊usobem
vyjádřit i řadu daľśıch objekt̊u běžně už́ıvaných v lineárńı algebře, které ovšem
většinou jako součiny nevykládáme.
3.3.1 Stopa matice







Využijeme-li graf, lze stopu matice interpretovat jako součin čtvercové matice sama
se sebou, viz obrázek 3.4.
3.3.2 Skalárńı součin na prostoru matic
Podobně i skalárńı součin dvou matic A,B ∈ Rn×m definovaný jako








lze znázornit pomoćı grafu, viz opět obrázek 3.4.
Podobným zp̊usobem lze zavést také např. následuj́ıćı
”
nestandardńı součin“ tř́ı
(či v́ıce) matic, jejichž výsledkem je skalár. Pro










ai,j ⋅ bj,k ⋅ ck,i.
Tento součin je ilustrován na obrázku 3.4 jako třet́ı zleva.
3.3.3 Méně obvyklé objekty
Posledńım př́ıkladem, který uvád́ıme na obrázku 3.4, je vektor vzniklý z tenzoru
třet́ıho řádu A ∈ Rn×m×m. Jednotlivé prvky tenzoru A označ́ıme ai,j,k a řezy v prvńım
módu a1,∶,∶, a2,∶,∶, . . . , an,∶,∶ ∈ R1×m×m, tzv. horizontántálńı řezy, viz [11] a [26, kap. 2.1.2,






Tedy i-tá složka vektoru v je stopou matice, která je triviálně izomorfńı s i-tým
řezem tenzoru A v prvńım módu (horizontálńım řezem) ai,∶,∶.
Je zřejmé, že pokud rozumı́me graf̊um, lze názorným zp̊usobem zapsat nejr̊uzněǰśı
objekty. Možnosti však nejsou neomezené, pokud bychom např. chtěli vyjádřit
”
troj-
rozměrnou stopu kubického tenzoru“ třet́ıho řádu A ∈ Rn×n×n, tj. součet prvk̊u na
tělesové úhlopř́ıčce ∑
n
i=1 ai,i,i, potřebovali bychom k tomu ”
hranu se třemi konci“.
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Obrázek 3.4: Méně obvyklé typy součin̊u (zleva): stopa matice (viz kap. 3.3.1;
skalárńı součin dvou matic viz kap. 3.3.2; zvláštńı součin tř́ı matic a vektor, jehož
složky jsou stopy matic – řez̊u tenzoru třet́ıho řádu (viz kap 3.3.3).
3.4 Obecné tenzorové śıtě
V předchoźım textu jsme vysvělili, jak lze interpretvat graf jako tenzor. Nyńı bu-
deme cht́ıt postupovat opačně. Budeme mı́t daný tenzor a danou strukturu śıtě
(graf), př́ıpadně i některé daľśı vlastnosti, a naš́ım úkolem bude naj́ıt faktory to-
hoto tenzoru, tj. vrcholy grafu (śıtě). Grafu, který představuje nějaký tenzor jako
výsledek součin̊u jiných tenzor̊u, ř́ıkáme tenzorová śıt’.
Tenzorovou śıt’ lze proto použ́ıt k zápisu r̊uzných tenzorových rozklad̊u, které
maj́ı právě podobu součin̊u. V daľśıch kapitolách tohoto textu se s některými z nich
seznámı́me podrobněji.
Pro znázorněńı tenzorové śıtě se použ́ıvá i zvláštńı terminologie k rozlǐseńı hran
r̊uzných typ̊u. Hrany klasického typu, tj. typu {vi, vj}, v tenzorové śıti nazýváme
sč́ıtaćı indexy, př́ıpadně vnitřńı nebo virtuálńı indexy; volně viśıćı hrany, tj. hrany
typu {vi, f}, se nazývaj́ı fyzické (př́ıp. vněǰśı) indexy a jejich počet udává řád celého
tenzoru.
Na obrázku 3.5 můžeme porovnat znázorněńı jednoduchého tenzoru třet́ıho řádu
a tenzorové śıtě – tenzoru třet́ıho řádu ve tvaru součinu tenzoru třet́ıho řádu s ma-
tićı. Ve stejném obrázku dále ilustrujeme Tucker̊uv rozklad tenzoru šestého řádu.
Připoměňme, že abychom mohli takovouto śıt’ nazvat Tuckerovým rozkladem, před-
pokládáme kromě dané struktury také vlastnost, že matice v této śıti maj́ı orto-
normálńı sloupce, viz kap. 1.1.
Obrázek 3.5: Znázorněńı tenzor̊u vyšš́ıch řád̊u ve formě grafu (zleva): tenzor třet́ıho
řádu, tenzor třet́ıho řádu ve tvaru součinu tenzoru třet́ıho řádu s matićı, tenzor
šestého řádu ve tvaru Tuckerova rozkladu.
V principu, máme-li daný tenzor a předepsaný graf (tenzorovou śıt’), můžeme
se pokusit vyjádřit tento tenzor v podobě rozkladu, který v grafickém znázorněńı
má právě podobu předepsaného grafu. Pro přesněǰśı představu poslouž́ı př́ıklad 1.
U skutečných úloh samozřejmě śıt’ nepředepisujeme zcela svévolně. Zpravidla se
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snaž́ıme tenzor poskládat z objekt̊u, které maj́ı nějaký, např. fyzikálńı, význam,
viz [13] nebo [18], který nav́ıc umožňuje předepsat strukturu (např. symetrii, nebo
hodnosti) těchto objekt̊u (např. symetrická matice, nebo symetrické řezy v daném
módu, toeplitzovská matice, matice hodnosti nejvýše r, atp.).
Př́ıklad 1. Pro daný tenzor T chceme naj́ıt tenzory A, B, C, D, E , F , G tak, aby
tvořily śıt’ tenzoru T , takovou jako je na obrázku 3.6. Tato śıt’ odpov́ıdá součinu
definovanému vztahem:
T ≈ (ti1,i2,i3,i4,i5,i6,i7,i8) (3.1)
= ( ∑
α1,...,α9
ai1,i2,α1 ⋅ bi3,α1,α2α3 ⋅ cα2,α9,α9,α4,α5 ⋅ dα4,α6 ⋅ eα5,α6,i4,i5 ⋅ fα3,α7,α8 ⋅ gα7,α8,i6) .
Obrázek 3.6: Rozklad tenzoru T šestého řádu do (resp. aproximace pomoćı) tenzo-
rové śıtě tvořené tenzory A, B, C, D, E , F a G nižš́ıch řád̊u; viz př́ıklad 1.
3.5 Speciálńı tenzorové śıtě
Obecně je motivaćı pro konstrukci tenzorových śıt́ı zejména umožnit práci s roz-
sáhlými v́ıcerozměrnými daty. Např́ıklad tenzor T ∈ R2×2×⋯×2 řádu 100 obsahuje
2100 ≈ 1.2676506×1030 prvk̊u, což zřejmě nelze uložit do paměti poč́ıtače.1 Nav́ıc zde
ani př́ıpadná komprese, např. pomoćı klasického Tuckerova rozkladu (viz [26, kap.
4], [19, str. 20], a [3, str. 1267]), nepomůže. Daľśı motivaćı může být snaha pomoćı
tenzorových śıt́ı zpřehlednit mnohorozměrná data, viz zejména [18]. Naš́ım ćılem
tedy bude naj́ıt takové śıtě, které umožńı
W sńıžit pamět’ové nároky (tj. budeme cht́ıt naj́ıt rozklad do śıtě s co nejméně
tenzory co nejnižš́ıch řád̊u);
1Uvažujeme-li, že na uložeńı jednoho č́ısla např. v přesnosti double potřebujeme 8 byt̊u, pak
2100 = 260 ⋅ 240 a na uložeńı 240 = 10244 č́ısel potřebujeme 8 terabyt̊u.
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W snadno dále manipulovat s tenzory ve tvaru śıtě (tj. hledáme topologicky jed-
noduché śıtě).
Tyto požadavky vedou k tenzorové śıti ve tvaru binárńıho stromu. Nejčastěji pou-
ž́ıvané jsou: hierarchický Tucker̊uv rozklad (HTD; z anglického hierarchical Tucker
decomposition), viz např. [19, kap. 3] nebo [7], tensor train (TT), viz [17], a daľśı,
viz také obrázek 3.7. V ideálńım př́ıpadě hierarchický Tucker̊uv rozklad dostáváme
ve tvaru vyváženého binárńıho stromu. Obecně se snaž́ıme dostat strom, který neńı
př́ılǐs nevyvážený. Př́ıpadná nevyváženost může být zp̊usobena:
W řádem tenzoru (je-li r̊uzný od k = 2ς);
W praktickými d̊uvody (významem komponent – tj. když fyzické indexy od-
pov́ıdaj́ı určitému jevu, např. tepelné vodivosti jako v [13, kap. 4.1]).
Obrázek 3.7: Př́ıklady tenzorových śıt́ı odpov́ıdaj́ıćı tenzoru šestého řádu (zleva):
hierarchický Tucker̊uv rozklad tenzoru (HTD) – śıt’ ve tvaru ne zcela vyváženého
binárńıho stromu, tensor train (TT) – maximálně nevyvážený binárńı strom a tzv.
tensor chain (TC), viz [9, str. 5]. Ten z předchoźıho rozkladu vzniká přidáńım je-
diné hrany; na rozd́ıl od obou předchoźıch obsahuje kružnici a je tedy výpočetně
náročněǰśı na konstrukci. Pokud se budeme na vnitřńı tmavš́ı blok d́ıvat jako na
jediný tenzor, všechny tři obrázky mohou představovat obyčejný Tucker̊uv rozklad.
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4 Hierarchický Tucker̊uv rozklad (HTD)
Jedńım z rozklad̊u, jehož struktura je znázorňována ve tvaru tenzorové śıtě, je hi-
erarchický Tucker̊uv rozklad. Klasický Tucker̊uv rozklad, který jsme již připomněli
v kapitole 1, umožňuje vyjádřeńı tenzoru řádu k ve tvaru součinu tenzoru (jehož
rozměry jsou omezené vektorovým rankem p̊uvodńıho tenzoru) řádu k, tzv. jádra
tenzoru, s k maticemi. Hierarchický Tucker̊uv rozklad (HTD z anglického hierarchi-
cal Tucker decomposition) spoč́ıvá nav́ıc v rozložeńı Tuckerova jádra daného tenzoru
do tvaru součinu jednodušš́ıch tenzor̊u. Takový rozklad můžeme reprezentovat ten-
zorovou śıt́ı (předem dané struktury). V této kapitole vysvětĺıme základńı princip
vytvořeńı hierarchického Tuckerova rozkladu a t́ım zároveň ověř́ıme jeho existenci.
4.1 Struktura HTD
V této části si ukážeme, jakým zp̊usobem lze tenzor transformovat do potřebné
struktury dané tenzorvou śıt́ı, která bude mı́t podobu binárńıho stromu, jako např.
na obrázku 3.7 vlevo. Uvažujme tedy tenzor (1.1) řádu k
T = (ti1,i2,...,ik) ∈ Rn1×n2×⋯×nk . (4.1)
Nultým krokem může být klasický Tucker̊uv rozklad, přičemž HTD se provede pro
Tuckerovo jádro. My zde HTD vylož́ıme pro obecný tenzor (ne nezbytně Tuckerovo
jádro).
4.1.1 Nalezeńı tenzoru druhého řádu – kǒrene binárńıho stromu
Nyńı budeme hledat rozklad tenzoru do śıtě předepsaného tvaru. Konkrétně bu-
deme cht́ıt dosáhnout co nejv́ıce vyváženého stromu. Z kapitoly 2.1.4 v́ıme, že kromě
vrchol̊u s volně viśıćımi hranami obsahuje binárńı strom vrcholy stupň̊u 3 a jeden
vrchol (kořen) stupně 2. Důležitými nástroji pro nalezeńı takového binárńıho stromu
dále budou:
W rozvoj tenzoru v matici (viz definici 3),
W singulárńı rozklad matice (viz např. [4, kap. 5]).
Tenzorovou śıt’ konkrétńıho tvaru źıskáme tak, že každá hrana tenzorové śıtě bude
představovat rozvoj tenzoru v módech odpov́ıdaj́ıch rozděleńı množiny index̊u ten-
zoru. V našem př́ıpadě, kdy chceme źıskat vyvážený binárńı strom pro jádro tenzoru
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(4.1), rozděĺıme množinu jeho index̊u
{1,2, . . . , k}
do dvou disjunktńıch podmnožin
{1, . . . , s} a {s + 1, . . . , k},
pro nějaké s, 1 ≤ s < k. Potom lze vytvořit rovoj tenzoru v matici podle prvńı
podmnožiny, tj.
T {1,...,s} ∈ RNL×NR , kde NL = n1 ⋅ n2 ⋅ ⋯ ⋅ ns, NR = ns+1 ⋅ ns+2 ⋅ ⋯ ⋅ nk.
Uvažujme ekonomický tvar singulárńıho rozkladu této matice
T {1,...,s} = U(1−s)Σ(1−s)(V(1−s))
T , (4.2)
kde
U(1−s) ∈ RNL×r(1−s) , Σ(1−s) ∈ Rr(1−s)×r(1−s) , V(1−s) ∈ RNR×r(1−s) , (4.3)
přičemž
r(1−s) = rank (T
{1,...,s}) . (4.4)
T́ımto jsme dosáhli prvńıho kroku při hledáńı HTD, jelikož máme tenzor řádu 2,
matici Σ(1−s), která je kořenem hledaného binárńıho stromu, viz obrázek 3.7 vlevo.
4.1.2 Větveńı binárńıho stromu pomoćı tenzor̊u ťret́ıho řádu
Z obrázku je dále patrné, že śıt’ HTD obsahuje také velké množstv́ı tenzor̊u třet́ıho
řádu, které budeme hledat ve směru k list̊um, tak jak naznačuje obrázek 4.1.
Pro jejich nalezeńı využijeme d̊uležitou vlastnost, kterou později zobecńıme ve
větě 1. Uvažujme m takové, že 1 ≤m < s. Uvažujme dále matice U(1−m) a U((m+1)−s)
levých singulárńıch vektor̊u źıskané z ekonomických singulárńıch rozklad̊u rozvoj̊u
T {1,...,m} a T {m+1,...,s} podobně jako ve (4.2)–(4.4). Pro obor hodnot matice U(1−s)
plat́ı
R(U(1−s)) ⊆R (U((m+1)−s) ⊗U(1−m)) , (4.5)
neboli každý sloupec matice U(1−s) lze zapsat jako lineárńı kombinaci sloupc̊u Kro-
neckerova součinu matic U(1−m) a U((m+1)−s). Tedy existuje matice B taková, že
U(1−s) = (U((m+1)−s) ⊗U(1−m)) ⋅B(1−s), B(1−s) ∈ R(r(1−m) ⋅ r((m+1)−s))×r(1−s) ; (4.6)
sloupce matice B(1−s) obsahuj́ı koeficienty výše zmı́něných lineárńıch kombinaćı.
Tuto matici je možné chápat jako rovoj tenzoru třet́ıho řádu B tak, že
B(1−s) = B
{1,2}
(1−s), kde B(1−s) ∈ R
r(1−m)×r((m+1)−s)×r(1−s) . (4.7)
Analogickým postupem budeme dál pracovat s maticemi U(1−m) a U((m+1)−s), č́ımž se
postupně rozvětvuje binárńı strom a źıskáváme tak daľśı faktory – tenzory třet́ıho
řádu – tenzorové śıtě, viz obrázek 4.2. S matićı V(1−s) nalož́ıme podobně, stač́ı si
uvědomit, že plat́ı
V(1−s) ≡ U((s+1)−k), nebot’ (T
{1,...,s})T = T {s+1,...,k}. (4.8)
Uvědomme si, že podobu tenzorové śıtě (větveńı binárńıho stromu) určuje vždy
rozděleńı množiny index̊u a tomu odpov́ıdaj́ıćı rozvoje v jednotlivých kroćıch.
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Obrázek 4.1: Znázorněńı větveńı binárńıho stromu – tenzorové śıtě při hierarchickém
Tuckerově rozkladu.
4.1.3 Listy stromu – tenzory druhého řádu
Zp̊usobem popsaným v předchoźı části se postupně dostaneme až k množině matic
U(1), U(2), . . . , U(k), U(`) ∈ Rn`×r(`) , ` = 1, . . . , k.
Připomeňme, že pro hodnoty r` z klasického Tuckerova rozkladu a hodnosti r(`),
které źıskáváme při hierarchickém Tuckerově rozkladu plat́ı
r` = r(`) = rank(T
{`}),
jelikož hodnosti Tuckerova jádra jsou dány jednoznačně. Dále také zřejmě plat́ı
R(U ′`) =R(U(`)).
4.1.4 Př́ıklad rozkladu tenzoru osmého řádu
Př́ıklad 2. V tomto př́ıkladu postupně použijeme vztah (4.6) k ilustraci postupu při
HTD tenzoru T řádu k = 8 = 23, viz také obrázek 4.2. Zřejmě plat́ı
vec(T ) = T {1,...,8} = (U(5−8) ⊗U(1−4)) ⋅B(1−8),
kde B(1−8) = vec(Σ(1−4)) a U(5−8) = V(1−4), viz (4.2) a (4.8), a kde
U(1−4) = (U(3−4) ⊗U(1−2)) ⋅B(1−4),
U(5−8) = (U(7−8) ⊗U(5−6)) ⋅B(5−8),
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Obrázek 4.2: Ilustrace hierarchického Tuckerova rozkladu tenzoru osmého řádu, kde
jsme formálně označili B(1−8) = Σ(1−4) ∈ Rr(1−4)×r(1−4) , viz (4.4).
kde dále
U(1−2) = (U(2) ⊗U(1)) ⋅B(1−2),
U(3−4) = (U(4) ⊗U(3)) ⋅B(3−4),
U(5−6) = (U(6) ⊗U(5)) ⋅B(5−6),
U(7−8) = (U(8) ⊗U(7)) ⋅B(7−8).
Potom, s využit́ım asociativity Kroneckerova součinu, po dosazeńı plat́ı
vec(T ) = (U(8) ⊗U(7) ⊗U(6) ⊗U(5) ⊗U(4) ⊗U(3) ⊗U(2) ⊗U(1))
⋅ (B(7−8) ⊗B(5−6) ⊗B(3−4) ⊗B(1−2)) ⋅ (B(5−8) ⊗B(1−4)) ⋅B(1−8).
(4.9)
Matice B, nazývané také matice přenosu, lze (s výjimkou kořene stromu) převést do
tvaru tenzor̊u třet́ıch řád̊u, tj.
B(1−4) ∈ R(r(1−2) ⋅ r(3−4))×r(1−4) ⇐⇒ B(1−4) ∈ Rr(1−2)×r(3−4)×r(1−4) ,
B(5−8) ∈ R(r(5−6) ⋅ r(7−8))×r(5−8) ⇐⇒ B(5−8) ∈ Rr(5−6)×r(7−8)×r(5−8) ,
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a
B(1−2) ∈ R(r(1) ⋅ r(2))×r(1−2) ⇐⇒ B(1−2) ∈ Rr(1)×r(2)×r(1−2) ,
B(3−4) ∈ R(r(3) ⋅ r(4))×r(3−4) ⇐⇒ B(3−4) ∈ Rr(3)×r(4)×r(3−4) ,
B(5−6) ∈ R(r(5) ⋅ r(6))×r(5−6) ⇐⇒ B(5−6) ∈ Rr(5)×r(6)×r(5−6) ,
B(7−8) ∈ R(r(7) ⋅ r(8))×r(7−8) ⇐⇒ B(7−8) ∈ Rr(7)×r(8)×r(7−8) .
Vid́ıme, že dostáváme tenzor T v podobě zcela vyváženého binárńıho stromu, viz
obrázek 4.2.
4.2 Základńı věta HTD
Popsali jsme strukturu celého hierarchického Tuckerova rozkladu. Jediné, co zbývá
dokázat je, že plat́ı vlastnost (4.5), kterou v nepatrně obecněǰśı podobě formuluje
věta 1, viz také [19, kap. 3.1.3]. Předt́ım ale uvedeme následuj́ıćı lemma, které bude
užitečné pro pochopeńı d̊ukazu.
Lemma 1. Necht’ M je libovolná matice nad R, pak MM † (kde M † znač́ı Moorovu–
Penroseovu pseudoinverzi) je ortogonálńı projektor (viz [4, str. 15]) na R(M).
D̊ukaz. Necht’ r = rank(M). Uvažujme ekonomický singulárńı rozklad matice M =
UrΣrV Tr , tj. R(M) =R(Ur) a Σr je regulárńı. Pak M
† = VrΣ−1r U
T
r . Zřejmě plat́ı





















kde Ur = [u1, . . . , ur].
Pro libovolný vektor x tedy plat́ı MM †x ∈ R(M), speciálně pro x ∈ R(M) plat́ı
x =MM †x a tedy (MM †)2 =MM †.
4.2.1 Důkaz základńı věty hierarchického Tuckerova rozkladu
Nyńı se dostáváme k avizované větě.
Věta 1. Necht’ T ∈ Rn1×n2×⋯×nk je tenzor řádu k a CL,CR ⊂ {1, . . . , k} jsou libovolné
podmnožiny množiny jeho index̊u takové, že plat́ı CL∩CR = ∅. Označme C = CL∪CR.
Potom
R(T C ) ⊆R (T CR ⊗ T CL) , (4.10)
kde T C ,T CL ,T CR jsou rozvoje tenzoru T do matice podle multiindex̊u C ,CL,CR.
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D̊ukaz. Necht’ pro jednoduchost CL, CR obsahuj́ı po sobě jdoućı indexy, tj.
CL = {i`+1, i`+2, . . . , im}, CR = {im+1, im+2, . . . , ir},
tj.
∣CL∣ =m − `, ∣CR∣ = r −m, ∣C ∣ = r − `.
Necht’ T C je tozvoj tenzoru T podle multiindexu C . Jakýkoli sloupec matice T C lze
považovat za vektorizaci vec(C) nějakého tenzoru C ∈ Rni`+1×⋯×nir řádu r − `. Tento
tenzor rozvineme do matice tak, abychom (p̊uvodńı) multiindex C rozdělili na CL a
CR. Dostaneme tak matici C {1,...,m−`} ∈ R(m−`)×(r−m). Sloupce matice CCL přitom muśı
být také sloupci matice T CL . Tedy jsou zřejmě obsaženy v R(T CL). (Pro snadněǰśı
porozuměńı a ověřeńı pro jednoduchý tenzor odkazujeme na př́ıklad 3 uvedený pod
t́ımto d̊ukazem.) Plat́ı tedy
CCL = T CL(T CL)
†
CCL ,
viz lemma 1. Analogicky plat́ı
(CCL)
T
≡ CCR = T CR(T CR)
†
CCR .
Transpozićı druhého vztahu a následným dosazeńım dostaneme
CCL = (CCR)
T


























vec(C) = vec(CCL) = (T CR ⊗ T CL) ⋅ vec(W ),
viz [26, str. 39, Poznámka 3], [5] nebo [23]. Tedy libovolný sloupec vec(C) matice T C
lze napsat jako lineárńı kombinaci sloupc̊u matice T CR ⊗ T CL . A tedy obor hodnot
matice T C je podmnožinou oboru hodnot matice T CR ⊗ T CL .
Př́ıklad 3. Zde ukážeme vlastnosti sloupc̊u matic rozvoj̊u tenzor̊u T a C, které
využ́ıváme v d̊ukazu věty 1, na jednoduchém př́ıkladu. Mějme tenzor



































, T {1} = [
1 5 2 6
3 7 4 8
] , T {2} = [
1 5 3 7
2 6 4 8
] .
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jeho rozvoj do matice CCL ≡ C{1} je roven př́ımo C. V d̊ukazu využ́ıváme toho, že
libovolný sloupec matice CCL je také sloupcem matice T CL ≡ T {1}. Podobně sloupce
matice CCR ≡ C{2} = CT jsou zároveň sloupci matice T CR ≡ T {2}.
4.2.2 Matice p̌renosu
Obor hodnot libovolné matice je roven oboru hodnot matice levých singulárńıch
vektor̊u, které odpov́ıdaj́ı nenulovým vlastńım č́ısl̊um. Zřejmě tvrzeńı z věty 1 ihned
ukazuje platnost vztahu (4.5).
Necht’ UC , UCL , UCR jsou matice, jejichž sloupce tvoř́ı libovolné báze sloupcových
prostor̊u (tedy obor̊u hodnot) matic T C ,T CL ,T CR . Z věty 1 a následuj́ıćıho d̊ukazu
vyplývá, že existuje matice BC taková, že
UC = (UCR ⊗UCL) ⋅BC , BC ∈ R
(rCL ⋅ rCR)×rC . (4.14)
Speciálně, jsou-li sloupce matic UC , UCL , UCR levé singulárńı vektory matic T
C , T CL ,
T CR , budeme tuto matici BC nazývat matice přenosu (anglicky transfer matrix).
Poznamenejme, že č́ısla rCL , rCR , rC znač́ı hodnosti odpov́ıdaj́ıćıch rozvoj̊u tenzoru T ,
viz (4.6)–(4.7). Matice přenosu je prostředek, který nám umožńı
”
rozb́ıt“ tenzor do
předepsaného tvaru śıtě. Matici BC můžeme chápat jako rozvoj tenzoru BC třet́ıho
řádu tak, že
BC = BC
{1,2}, kde BC ∈ RrCL×rCR×rC , (4.15)
viz (4.7) a podrobněji také viz př́ıklad 2. Tyto tenzory jsou tedy vrcholy třet́ıho
stupně v tenzorové śıti představuj́ıćı HTD, viz obrázek 4.2.
4.3 Shrnut́ı konstrukce hierarchického Tuckerova roz-
kladu
Předně poznamenejme, že postup při hledáńı hierarchického Tuckerova rozkladu,
tak jak ho vysvětlujeme, je pouze náznakem výpočtu. Slouž́ı zde zejména pro po-
chopeńı struktury rozkladu a jako d̊ukaz jeho existence. Praktický výpočet rozkladu
a implementace př́ıslušného algoritmu neńı jednoduchá. Jeden z možných postup̊u
výpočtu bude naznačen v kapitole 6.
4.3.1 Větveńı binárńıho stromu a tzv. dimension tree
Uvědomme si, že podmnožiny množiny index̊u lze vyb́ırat libovolně. Právě zp̊usob,
jakým rozdělujeme množinu index̊u (a postupně jej́ı podmnožiny), vytvář́ı strom
odpov́ıdaj́ıćıho tvaru. Pro dosažeńı potřebného tvaru śıtě voĺıme v každém kroku
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odpov́ıdaj́ıćı rozděleńı množiny index̊u tenzoru. Tomuto rozděleńı odpov́ıdá tzv. di-
mension tree. Př́ıklady rozděleńı množiny index̊u (konkrétně ty možnosti větveńı,
které dávaj́ı co nejv́ıce vyvážený binárńı strom) můžemem vidět na obrázku 4.3 pro
tenzor osmého (vlevo) a sedmého řádu (vpravo).
Obrázek 4.3: Struktura rozděleńı index̊u, tzv. dimension tree, tenzoru osmého řádu
z př́ıkladu 2, převzato z [19, str.22], a tenzoru sedmého řádu při snaze o co největš́ı
vyváženost śıtě.
Poznamenejme, že tensor train, jehož podobu můžeme vidět na obrázku 3.7
uprostřed, je rozkladem, který funguje úplně stejně jako HTD. Jediným rozd́ılem je
zp̊usob rozdělováńı množiny index̊u. Jedna z podmnožin vždy obsahuje pouze jeden
index a źıskáváme pro něj tedy př́ımo matici z klasického Tuckerova rozkladu a daľśı
krok algoritmu potom muśıme provést vždy pouze pro jednu větev.
4.4 Efektivita uložeńı dat pomoćı hierarchického Tuc-
kerova rozkladu
Při práci s tenzory jsme často omezeni t́ım, že tenzor obsahuj́ıćı velké množstv́ı
prvk̊u nelze kv̊uli vysokým pamět’ovým nárok̊um uložit v poč́ıtači. Z tohoto d̊uvodu
vznikla celá řada r̊uzných algoritmů, tenzorových rozklad̊u, umožňuj́ıćı tenzor uložit
pomoćı menš́ıch objekt̊u s významnou úsporou paměti. K nim zřejmě patř́ı i Tuc-
ker̊uv rozklad a hierarchický Tucker̊uv rozklad. V této části chceme porovnat, kolik




rank(T C ) a n = max{n1, . . . , nk}. (4.16)
Budeme porovnávat pamět’ové nároky, tj. počet reálných č́ısel, které je potřeba
uložit, abychom źıskali tenzor, př́ıpadně jeho dobrou aproximaci. Zřejmě tento počet
můžeme odhadnout pomoćı č́ısel r, n a k.
W V př́ıpadě nerozloženého tenzoru je počet ukládaných reálných č́ısel shora ome-
zen hodnotou nk.
W V př́ıpadě klasického Tuckerova rozkladu ukládáme k matic s rozměry nejvýše
n × r a počet prvk̊u Tuckerova jádra je omezen hodnotou rk, tedy celkem
knr + rk reálných č́ısel.
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W V př́ıpadě hierarchického Tuckerova rozkladu opět ukládáme k matic s rozměry
nejvýše n × r (listy stromu). Je-li řád tenzoru mocninou dvou, tj. k = 2ς , pak
zcela vyvážený binárńı strom Tuckerova jádra obsahuje právě jednu matici
s rozměry nejvýše r × r (která je nav́ıc diagonálńı; kořen stromu) a dále k − 2
tenzor̊u třet́ıho řádu s rozměry nejvýše r × r × r. Tedy celkem ukládáme knr +
(k − 2) ⋅ r3 + r2 reálných č́ısel.
W Také v př́ıpadě rozkladu typu tensor train (TT) ukládáme k matic s rozměry
nejvýše n×r, dále pak (k−2) tenzor̊u třet́ıho řádu s rozměry nejvýše r×r×r a
dvě matice s rozměry nejvýše r×r. Tedy celkem ukládáme knr+(k−2) ⋅r3+2r2
reálných č́ısel.
Pamět’ové nároky jsou také shrnuty v tabulce 4.1 a ilustrovány na obrázku 4.4.
Ze zp̊usobu konstrukce hierarchického Tuckerova rozkladu a tedy i tensor train
(který se od HTD lǐśı pouze zp̊usobem větveńı) tak, jak jsme popsali v kapitole
4.1.1, je zřejmé, že odhady u těchto dvou zp̊usob̊u rozkladu můžeme nav́ıc upřesnit,
jelikož matice v kořeni stromu je diagonálńı, tj. obsahuje pouze r nenulových č́ısel.
Počet reálných č́ıslel potřebných k uložeńı je potom omezen na knr + (k − 2) ⋅ r3 + r
č́ısel pro HTD a knr + (k − 2) ⋅ r3 + r2 + r pro TT.
Poznamenejme dále, že vztah pro pamět’ové nároky hierarchického Tuckerova
rozkladu je odvozen pro zcela vyvážený binárńı strom tenzoru řádu mocniny dvou,
my ho ale budeme použ́ıvat pro tenzor libovolného řádu. Můžeme si to dovolit proto,
že TT odpov́ıdá maximálně nevyváženému binárńımu stromu, přičemž vztah pro
jeho pamět’ové nároky je odvozen pro tenzor libovolného řádu a dává prakticky
stejný odhad.
Tabulka 4.1: Porovnáńı pamět’ových nárok̊u při uložeńı tenzoru r̊uznými zp̊usoby.
použitý rozklad počet ukládaných reálných č́ısel
celý tenzor nk
Tucker̊uv rozklad knr + rk
hierarchický Tucker̊uv rozklad knr + (k − 2)r3 + r2
tensor train (TT) knr + (k − 2)r3 + 2r2
Z tabulky 4.1 vid́ıme, že zat́ımco pamět’ové nároky (počet ukládaných prvk̊u)
jsou u nerozloženého tenzoru exponenciálńı v k, pro hierarchický Tucker̊uv rozklad,
př́ıp. tesor train, jsou lineárńı v k a kubické v r. Př́ıpadná úspora mı́sta samozřejmě












































Obrázek 4.4: Porovnáńı pamět’ových nárok̊u při uložeńı tenzoru r̊uznými zp̊usoby.
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5 Manipulace s tenzory ve tvaru HTD
Ukázali jsme už, jakým zp̊usobem lze ukládat tenzory ve tvaru śıtě. Dále nás bude
zaj́ımat, jakým zp̊usobem lze s tenzory uloženými ve formátu HTD pracovat dále.
Ukážeme si, jakým zp̊usobem lze tenzory v HTD násobit matićı, sč́ıtat i násobit
mezi sebou. Budeme se nav́ıc snažit, aby výsledný tenzor byl uložen opět v HTD a
to v co nejúsporněǰśım tvaru.
5.1 Součin tenzoru s matićı v `-tém módu
Prvńı z operaćı, kterou poṕı̌seme bude součin tenzoru s matićı v daném módu `, viz
definici 2. Mějme pro jednoduchost tenzor osmého řádu T ∈ Rn1×⋯×n8 (viz př́ıklad 2,
str. 33) a matici M ∈ Rm×n` a ` = 3. Pro součin
D = T ×3M ∈ Rn1×n2×m×n4×⋯×n8
zřejmě plat́ı
vec(D) = vec(T ×3M) = (In8 ⊗⋯⊗ In4 ⊗M ⊗ In2 ⊗ In1) ⋅ vec(T ), (5.1)
kde vektorizaci tenzoru T lze pomoćı vztahu (4.9) zapsat
vec(T ) = (U(8) ⊗U(7) ⊗U(6) ⊗U(5) ⊗U(4) ⊗U(3) ⊗U(2) ⊗U(1))
⋅ (B(7−8) ⊗B(5−6) ⊗B(3−4) ⊗B(1−2)) ⋅ (B(5−8) ⊗B(1−4)) ⋅B(1−8).
(5.2)
Kombinaćı vztah̊u (5.1) a (5.2) dostáváme tenzor D, resp. jeho vektorizaci ve tvaru
vec(D) = (In8 ⊗ In7 ⊗ In6 ⊗ In5 ⊗ In4 ⊗M ⊗ In2 ⊗ In1)
⋅ (U(8) ⊗U(7) ⊗U(6) ⊗U(5) ⊗U(4) ⊗U(3) ⊗U(2) ⊗U(1))
⋅ (B(7−8) ⊗B(5−6) ⊗B(3−4) ⊗B(1−2)) ⋅ (B(5−8) ⊗B(1−4)) ⋅B(1−8)
= (U(8) ⊗U(7) ⊗U(6) ⊗U(5) ⊗U(4) ⊗ (MU(3))⊗U(2) ⊗U(1))
⋅ (B(7−8) ⊗B(5−6) ⊗B(3−4) ⊗B(1−2)) ⋅ (B(5−8) ⊗B(1−4)) ⋅B(1−8),
kde (MU(3)) ∈ Rm×r(3) ; s využit́ım vztahu mezi klasickým maticovým násobeńım a
Kroneckerovým součinem matic, viz např. [26, poznámka 3].
Slovně vyjádřeno, pokud je tenzor T uložený v HTD, vynásobeńım listu U(`)
matićıM źıskáme součin tenzoru T s matićıM v módu `, který formálně vypadá jako
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hierarchický Tucker̊uv rozklad, viz obrázek 5.1. Tedy je vyjádřený jako tenzorová
śıt’, resp. binárńı strom se stejnou strukturou jako p̊uvodńı tenzor T . Narozd́ıl od
HTD ale `-tý list stromu tenzoru D, tj. matice (MU(`)), obecně nemá navzájem
ortonormálńı sloupce. Abychom HTD źıskali, je potřeba provést reortogonalizaci
sloupc̊u této matice a následně přepoč́ıtat ostatńı dotčené tenzory śıtě. Těmito kroky
se budeme podrobněji zabývat v kapitole 5.3.
Obrázek 5.1: Ilustrace součinu tenzoru (z obrázku 4.2) osmého řádu s matićı M ve
třet́ım módu.
5.1.1 Lineárńı zobrazeńı ve tvaru Kroneckerova součinu
Speciálně pro lineárńı zobrazeńı, které lze zapsat ve tvaru Kroneckerova součinu, tj.
A ∶ T z→ D, kde A = Ak ⊗Ak−1 ⊗⋯⊗A1, (5.3)
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přičemž oba uvažované tenzory T i D jsou nyńı řádu k (pro jednoduchost uvažujme
k = 2ς , kde ς je přirozené č́ıslo), zřejmě plat́ı
vec(D) = vec(A(T )) = ((AkU(k))⊗ (Ak−1U(k−1))⊗⋯⊗ (A1U(1)))
⋅ (B((k−1)−k) ⊗⋯⊗B(1−2)) ⋅ (B((k−3)−k) ⊗⋯⊗B(1−4))
⋅ ⋯
⋅ (B((k/2+1)−k) ⊗B(1−(k/2))) ⋅B(1−k).
Schematicky lze součin vyjádřit pomoćı tenzorové śıtě na obrázku 5.2.
Obrázek 5.2: Lineárńı zobrazeńı ve tvaru Kroneckerova součinu.
5.2 Součet dvou tenzor̊u
Součet tenzor̊u stejného řádu a stejných rozměr̊u źıskáme jednoduše, bez jakýchkoli
aritmetických operaćı pouhým zřetězeńım odpov́ıdaj́ıćıch faktor̊u, obdobně jako je
ukázáno v [26, kap. 1.3.1 a 3.2.1] pro matice ve tvaru singulárńıch rozklad̊u, resp.
tenzory v Tuckerově rozkladu.
Mějme např́ıklad dva tenzory C,D ∈ Rn1×⋯×n4 v HTD popsaném stejným stro-
mem, tj.



























Potom jejich součet E = C + D źıskáme seřazeńım př́ıslušných matic UC(`) a U
D
(`) za






(`)), ` = 1, . . .4,
a diagonálńım zřetězeńım př́ıslušných tenzor̊u B odpov́ıdaj́ıćıch jednotlivým matićım
přenosu. Pro pochopeńı nejlépe poslouž́ı př́ıklad na obrázku 5.3.
Takovýmto zp̊usobem však źıskáme, stejně tak jako v př́ıpadě součinu tenzoru
s matićı, tenzorovou śıt’, která má formálně stejnou strukturu jako p̊uvodńı tenzory,
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Obrázek 5.3: Ilustrace součtu dvou tenzor̊u C a D (5.4) čtvrtého řádu ve tvaru HTD.
ale matice odpov́ıdaj́ıćı list̊um nemaj́ı ortogonálńı sloupce a tedy tato śıt’ neńı hierar-
chickým Tuckerovým rozkladem tenzoru E . Pro źıskáńı takové śıtě muśıme provést
reortogonalizaci jako v předchoźım př́ıpadě; viz kap. 5.3.
Zde nav́ıc, na rozd́ıl od součinu tenzoru s matićı, vzniká praktický problém s ve-
likost́ı ukládaných dat. Vid́ıme, že takto zkonstruovaný tenzor E = C +D potřebuje
circa dvakrát v́ıce pamět’ových prostředk̊u než tenzory C nebo D. To by samo o
sobě nevadilo, pokud nebude potřeba takovou operaci provádět opakovaně, např.
při řešeńı soustavy lineárńıch rovnic (tj. A(X ) = B s tenzorovou pravou stranou a
lineárńım zobrazeńım ve tvaru Kroneckerova součinu) iteračńı metodou. Tehdy by
rostly pamět’ové nároky exponenciálně s č́ıslem iterace.
5.2.1 Lineárńı kombinace tenzor̊u
Vı́me-li jak tenzory ve tvaru hierarchického Tuckerova rozkladu sč́ıtat, už neńı těžké
pochopit, jak bude vypadat linerárńı kombinace tenzor̊u stejných řád̊u se stejnou
strukturou binárńıho stromu HTD. Mějme tenzory Ti ∈ Rn1×⋯×nk v HTD se stejným





Zřejmě pro α-násobek tenzoru T (pro jednoduchost řádu k = 2ς) plat́ı
vec(αT ) = αvec(T ) = α (U(k) ⊗U(k−1) ⊗⋯⊗U(1))
⋅ (B((k−1)−k) ⊗⋯⊗B(1−2)) ⋅ (B((k−3)−k) ⊗⋯⊗B(1−4))
⋅ ⋯
⋅ (B((k/2+1)−k) ⊗B(1−(k/2))) ⋅B(1−k)
= (U(k) ⊗U(k−1) ⊗⋯⊗U(1))
⋅ (B((k−1)−k) ⊗⋯⊗B(1−2)) ⋅ (B((k−3)−k) ⊗⋯⊗B(1−4))
⋅ ⋯
⋅ (B((k/2+1)−k) ⊗B(1−(k/2))) ⋅ (αB(1−k)).
Připomeňme, že kořen B(1−k) binárńıho stromu představuj́ıćıho HTD tenzoru je di-
agonálńı matićı se singulárńımi č́ısly rozvoje tenzoru T podle multiindexu daného
větveńım stromu; viz kap. 4.1.1 a obrázek 4.2.
Pro výpočet lineárńı kombinace E = ∑iαiTi tedy potřebujeme
W nejprve źıskat jednotlivé sč́ıtance αiTi, které dostaneme tak, že č́ıslem αi
vynásob́ıme diagonálńı matici v kořeni stromu tenzoru Ti, a
W provést součet tenzor̊u αiTi, který budeme źıskávat postupem, který je popsaný
v předchoźım textu.
Takto źıskáme tenzor E ve tvaru tenzorové śıtě se stejnou strukturou jako měly
tenzory Ti, přičemž matice uložené jako listy binárńıho stromu opět nemaj́ı navzájem
ortogonálńı sloupce. I v tomto př́ıpadě budeme provádět reortogonalizaci.
5.3 Reortogonalizace a rekomprese
V předchoźıch částech textu (kapitoly 5.1 a 5.2) jsme popsali prvńı kroky některých
operaćı s tenzory ve tvaru hierarchického Tuckerova rozkladu, kdy výsledkem byly
vždy tenzory, které se formálně strukturou podobaly p̊uvodńım tenzor̊um. Často
však chceme i výsledný tenzor ukládat ve tvaru HTD, proto potřebujeme udělat
ještě několik krok̊u, které nám toto umožńı, konkrétně to bude
W ortogonalizace list̊u binárńıho stromu,
W ortogonalizace rozvoj̊u tenzor̊u třet́ıho řádu – výpočet nových matic přenosu,
W komprese rozměr̊u faktor̊u binárńıho stromu.
Princip bude analogický principu při operaćıch s maticemi uloženými v ekonomickém
tvaru singulárńıho rozkladu, resp. s tenzory ve tvaru klasického Tuckerova rozkladu,
viz [26, kap. 1.3], resp. [26, kap. 3.2.1].
Pro vysvětleńı mechanismu výpočtu nových matic přenosu připomeňme nejprve
vztah (4.14), tj.
UC = (UCR ⊗UCL) ⋅BC , kde BC ∈ R
(rCL ⋅ rCR)×rC , (5.5)
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je matice přenosu a kde UC , UCR , UCL jsou matice levých singulárńıch vektor̊u tvoř́ıćı
ortonormálńı báze obor̊u hodnot př́ıslušných rozvoj̊u tenzoru. Tedy plat́ı
UTC UC = I, U
T
CR




kde jednotkové matice na pravých stranách jsou vhodných (obecně r̊uzných) řád̊u.
Pak zřejmě také plat́ı
(UCR ⊗UCL)







UCL) = I ⊗ I = I,
(5.6)
jak plyne z vlastnost́ı Kroneckerova součinu. Kombinaćı předchoźıch rovnic źıskáme
vztah
I = UTC UC = B
T
C (UCR ⊗UCL)
T (UCR ⊗UCL)BC = B
T
CBC , (5.7)
tedy také matice přenosu má ortonormálńı sloupce. Této vlastnosti budeme využ́ıvat
při reortogonalizaci. Budeme vždy postupovat od list̊u ke kořeni, tak jak naznačuje
obrázek 5.4. Postup pro jednotlivé operace rozebereme v samostatných podkapi-
tolách.
Obrázek 5.4: Znázorněńı postupu reortogonalizace.
5.3.1 Reortogonalizace součinu tenzoru s matićı
V prvńım kroku součinu tenzoru v HTD s matićı, který jsme popsali na př́ıkladu
v kapitole 5.1, tj. součinu
D = T ×3M, T ∈ Rn1×⋯×n8 , M ∈ Rm×n3 ,
jsme na mı́stě třet́ıho listu źıskali součin
MU(3) ∈ Rm×r(3) ,
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viz obrázek 5.1. Abychom źıskali výsledný tenzor D v hierarchickém Tuckerově roz-
kladu, potřebujeme nejdř́ıve zajistit, aby matice – listy binárńıho stromu měly or-
togonálńı sloupce. V našem př́ıkladu je nutné ortogonalizovat pouze sloupce třet́ıho
listu, tedy matice MU(3).
Reortogonalizace listu
Ortogonálńı sloupce zajist́ıme pomoćı QR rozkladu (viz např. [4, kap. 3]) této matice,
tj. dostaneme
MU(3) = Q(3)R(3), kde Q(3) ∈ Rm×r̃(3) a R(3) ∈ Rr̃(3)×r(3) , (5.8)
kde
r̃(3) = rank(MU(3)) ≤ r(3). (5.9)
Matice Q(3) má ortogonálńı sloupce a bude tedy listem binárńıho stromu tak, jak je
naznačeno na obrázku 5.5.
Poznamenejme, že r̃(3) ≤ r(3) zp̊usob́ı, že matice R(3) obecně neńı ryze trojúhel-
ńıková (anglicky proper upper triangular), ale je v tzv. horńım schodovitém tvaru
(anglicky row echelon form). Zde je mimo jiné prostor pro kompresi – zanedbáváńım
vhodně určených malých prvk̊u matice R z QR rozkladu listu (resp. list̊u) se můžeme
ćıleně snažit o sńıžeńı hodnoty r̃(3).
Násobeńı trojúhelńıkovým faktorem
Nyńı když jsme zajistili, že list má vzájemně ortogonálńı sloupce, nás bude zaj́ımat,
jak se projev́ı matice R(3) z QR rozkladu ve zbytku tenzorové śıtě. Daľśım krokem
tedy bude násobeńı tenzoru B(3−4) matićı R(3).
Připomeňme vztah (4.14) vyjadřuj́ıćı vztah matic U(`) a matic přenosu. Apliku-
jeme-li tento vztah pro tenzor T z našeho př́ıkladu, plat́ı
U(3−4) = (U(4) ⊗U(3)) ⋅B(3−4), kde B(3−4) = B
{1,2}
(3−4). (5.10)
Pro součin T ×3M , potom kombinaćı vztah̊u (5.10) a (5.8) dostáváme
Ũ(3−4) = (U(4) ⊗Q(3)R(3)) ⋅B(3−4)
= (U(4) ⊗Q(3))(I ⊗R(3)) ⋅ B
{1,2}





B̂(3−4) = B(3−4) ×1 R(3) ∈ Rr̃(3)×r(4)×r(3−4) . (5.12)
Poznamenejme, že vztah (5.9) zaručuje, že násobeńı matićı R lze vždy provést,




(3−4) nyńı ale neńı matićı přenosu v pravém slova smyslu (tj. jak jsme
ji zavedli na str. 37; viz (4.14)), nemá ortonormálńı sloupce. Abychom z ńı matici
přenosu vytvořili, muśıme zortogonalizovat sloupce této matice.
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Obrázek 5.5: Schéma ortogonalizace listu binárńıho stromu při součinu tenzoru s ma-
tićı. Matice Q z QR rozkladu je uložena jako list binárńıho stromu, matićı R(3)
budeme násobit př́ıslušný tenzor třet́ıho řádu.
Reortogonalizace matice p̌renosu
Pro źıskáńı ortonormálńı báze sloupcového prostoru matice B̂
{1,2}
(3−4) provedeme opět
jej́ı QR rozklad, tj.
B̂
{1,2}
(3−4) = Q(3−4)R(3−4), Q(3−4) ∈ R
(r̃(3) ⋅ r(4))×r̃(3−4) , R(3−4) ∈ Rr̃(3−4)×r(3−4) , (5.13)
kde r̃(3−4) = rank(B̂
{1,2}
(3−4)). Zde matice Q(3−4) má ortonormálńı sloupce a je nově
vypoč́ıtanou matićı přenosu. Označ́ıme formálně Q(3−4) ≡ B̃(3−4), tj. rozvoj tenzoru
B̃
{1,2}
(3−4), který bude uložen v binárńım stromu HTD výsledného tenzoru; pro ilustraci
viz obrázek 5.6.
Stejným zp̊usobem postupujeme dále binárńım stromem, a tedy daľśım krokem
je součin
B̂(1−4) = B(1−4) ×2 R(3−4),
QR rozklad rozvoje B̂
{1,2}
(1−4) = Q(1−4)R(1−4) atd., dokud se nedostaneme ke kořeni
binárńıho stromu. Vektorizaci tenzoru D = T ×3M tedy po těchto kroćıch dostáváme
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Obrázek 5.6: Schéma postupu reortogonalizace, kdy jsme źıskali reortogonalizovanou
matici přenosu, uložili ji do binárńıho stromu jako tenzor třet́ıho řádu a matićı R(3−4)
z QR rozkladu budeme násobit dále.
v podobě
vec(D) = (U(8) ⊗U(7) ⊗U(6) ⊗U(5) ⊗U(4) ⊗ Ũ(3) ⊗U(2) ⊗U(1))
⋅ (B(7−8) ⊗B(5−6) ⊗ B̃(3−4) ⊗B(1−2)) ⋅ (B(5−8) ⊗ B̃(1−4)) ⋅ B̂(1−8).
(5.14)
Formálně ale ještě nemáme HTD tenzoru D, protože kořen stromu – matice B̂(1−8)
(pozn. B̂(1−8) = vec(B̂(1−8))) – neńı diagonálńı; t́ım se budeme zabývat později, viz
kap. 5.3.3.
5.3.2 Reortogonalizace součtu dvou tenzor̊u
V př́ıpadě součtu dvou tenzor̊u budeme postupovat analogicky jako v př́ıpadě souči-
nu tenzoru s matićı. Jediným rozd́ılem je, že ortogonalitu sloupc̊u nebudeme potře-
bovat zajistit jen pro jednu matici (jeden list binárńıho stromu), ale pro všechny listy
binárńıho stromu, tj. matice [UC(`), U
D
(`)], sestaveného tak, jak jsme popsali v kapitole
5.2. Stejně tak budeme ch́ıt zajistit, aby tenzory třet́ıho řádu v binárńım stromu
odpov́ıdaly matićım přenosu, a tedy jejich rozvoje měly ortonormálńı sloupce.
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Reortogonalizace list̊u
Spoč́ıtáme tedy QR rozklady list̊u stromu, tj.
[UC(`), U
D
(`)] = Q(`)R(`), kde Q(`) ∈ R





(srovnej s (5.8)). Každá matice Q(`) má ortogonálńı sloupce a tedy všechny tyto
matice budou uloženy jako listy binárńıho stromu HTD tenzoru E formálně ozna-
čené ŨE(`) ≡ Q(`). Matice R(`) potom muśıme vynásobit př́ıslušné tenzory binárńıho
stromu.
Násobeńı trojúhelńıkovými faktory
V našem př́ıkladu z kapitoly 5.2 označme jako BE(1−2) diagonálńı tenzor sestavený
z tenzor̊u BC(1−2) a B
D
(1−2). Provedeme tedy součin
B̂E(1−2) = B
E
(1−2) ×1 R(1) ×2 R(2) ∈ R
r̃(1)×r̃(2)×r(1−2)
(srovnej s (5.12)). Analogicky budeme provádět daľśı součiny, tenzor̊u B a matic
R. Takto źıskané tenzory B̂ ale opět nereprezentuj́ı matice přenosu, protože nemaj́ı
ortonormálńı sloupce.
Reortogonalizace matic p̌renosu
Pro matice B̂{1,2} tedy vždy provedeme QR rozklad, tj. v našem př́ıkladu źıskáme
(B̂E(1−2))
{1,2} = Q(1−2)R(1−2), Q(1−2) ∈ R(r̃(1) ⋅ r̃(2))×r̃(1−2) , R(1−2) ∈ Rr̃(1−2)×r(1−2) ,
kde r̃(1−2) = rank((B̂
E
(1−2))
{1,2}) (srovnej s (5.13)); atd. Matice Q maj́ı ortonormálńı
sloupce a proto odpov́ıdaj́ı matićım přenosu. Označ́ıme-li formálně B̃E(1−2) ≡ Q(1−2)
atd., tyto matice jsou rozvoji tenzor̊u třet́ıho řádu v binárńım stromu HTD tenzoru
E , tj. např́ıklad B̃E(1−2) = (B̃
E
(1−2))
{1,2}. T́ımto zp̊usobem postupujeme dále směrem ke
kořeni stromu. Připomeňme znovu, že v př́ıpadě součtu tenzor̊u se ortogonalizace
bude týkat všech tenzor̊u v binárńım stromu tenzoru E , tj. nakonec dostáváme













Formálně ale ještě nemáme HTD tenzoru D, protože kořen stromu – matice B̂E(1−4)
(pozn. B̂E(1−4) = vec(B̂
E
(1−4))) – neńı diagonálńı.
5.3.3 Aktualizace kǒrene stromu
Při operaćıch s tenzory a následné ortogonalizaci faktor̊u binárńıho stromu źıskává-
me v kořeni stromu matici B̂(1−k) (resp. B̂
E
(1−k)) ∈ R
r̃(1−s)×r̃((s+1)−k) , která obecně neńı
diagonálńı, jak bychom od HTD požadovali.
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Pro źıskáńı diagonálńı matice v kořeni binárńıho stromu HTD tenzoru stač́ı
provést singulárńı rozklad matice B̂(1−k), tj.
B̂(1−k) = UKΣKV
T
K , kde UK ∈ Rr̃(1−s)×rK , ΣK ∈ RrK×rK , VK ∈ Rr̃((s+1)−k)×rK
přičemž matice ΣK je diagonálńı matićı se singulárńımi č́ısly matice B̃(1−s) na dia-
gonále, která bude novým kořenem reortogonalizovaného binárńıho stromu, formálně
ho označ́ıme B̃(1−k) ≡ ΣK ; rK = rank(B̂(1−k)). Dále zbývá už jen vynásobit maticemi
UK , VK př́ıslušné tenzory v śıti HTD, tj. provét součiny
̃̃
B(1−s) = B̃(1−s) ×3 UK a
̃̃
B((s+1)−k) = B̃((s+1)−k) ×3 VK . (5.16)
Jelikož tenzory násob́ıme maticemi s ortogonálńımi sloupci, z̊ustanou ortogonálńı
i rozvoje těchto tenzor̊u, tj. výsledné tenzory budou maticemi přenosu. Stač́ı si


































Tyto součiny jsou posledńımi kroky pro źıskáńı hierarchického Tuckerova rozkladu
tenzoru, který je výsledkem některé z předchoźıch operaćı.
Zde je také daľśı prostor pro kompresi – malá nově vypočtená singulárńı č́ısla
můžeme v některých př́ıpadech (v závislosti na aplikaci) zanedbat (položit rovny
nule) a źıskat tak aproximaci p̊uvodńıho tenzoru tenzorem nižš́ı hodnosti rK a tedy
i s nižśımi pamět’ovými nároky při jeho ukládáńı.
5.4 Skalárńı součin dvou tenzor̊u
V kapitole 3.3.3 jsme poukázali na možnosti tenzorových śıt́ı pro zápis méně ob-
vyklých tenzorových součin̊u, jejichž př́ıklady jsme ilustrovali na obrázku 3.4. Zřejmě
takto můžeme interpretovat i skalárńı součin tenzor̊u (uložených ve tvaru HTD).
Mějme tenzory T ,S ∈ Rn1×⋯×nk . Potom pro jejich skalárńı součin plat́ı








ti1,...,ik ⋅ si1,...,ik . (5.18)
Jsou-li tenzory T a S uloženy ve tvaru śıtě HTD (se stejnou strukturou stromu), lze
jejich skalárńı součin interpretovat, resp. spoč́ıtat zp̊usobem, jaký je vidět např. na
obrázku 5.7.
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Obrázek 5.7: Př́ıklad výpočtu skalárńıho součinu dvou tenzor̊u T a S šestého řádu.
Násobeńı v př́ıslušných módech (viz kap. 3.2, speciálně obrázek 3.3) v jednot-
livých kroćıch je naznačeno šedým podkladem. V jednotlivých kroćıch postupně
poč́ıtáme/źıskáváme: (a) součin matic UTT US (šestkrát); (b) součiny tenzoru s ma-
tićı BT ×1M1×2M2 (třikrát); (c) součin tenzor̊u BT ×(1,2),(1,2)BS (třikrát); (d) součin
tenzoru s matićı B ×1M (dvakrát); (e) součin tenzor̊u BT ×(1,2),(1,2) BS (jednou); (f)
součin matic MTTMS (dvakrát); (g) skalárńı součin matic ⟨MT ,MS⟩ (viz kap. 3.3.2;
jednou); (h) výsledný skalár, tj. hledaný skalárńı součin tenzor̊u.
5.5 Výpočetńı náročnost operaćı
Na závěr této kapitoly shrneme náročnost operaćı s tenzory uloženými v hierar-
chickém Tuckerově rozkladu. Zkoumat budeme přitom druh a počet operaćı, které
muśıme provést, pokud chceme i výsledný tenzor źıskat v podobě hierarchického
Tuckerova rozkladu. Připoměňme značeńı (4.16)
r = max
C⊆{1,...,k}
rank(T C ) a n = max{n1, . . . , nk}.
Detailněji rozebereme jen výpočet součinu tenzoru s matićı v jednom módu a součet
dvou tenzor̊u ve tvaru HTD se stejným binárńım stromem. Daľśı operace jsou
zmı́něny v tabulce 5.1.
Je dobré si uvědomit, že vyvážený binárńı strom tenzoru řádu k = 2ς , ς ∈ N,
obsahuje ς + 1 = (log2 k) + 1 ”
pater“, přičemž nejspodněǰśı (listy) a nejvrchněǰśı
(kořen) jsou matice. Obecně (řád tenzoru nemuśı být mocninou dvou), budeme-li
uvažovat
”
nejméně nevyvážený“ binárńı strom, HTD tenzoru obsahuje nejvýše
⌈log2 k⌉ − 1
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”
pater“ tenzor̊u třet́ıho řádu (viz např. obrázek 4.2), kde ⌈⋅⌉ znač́ı horńı celou část
reálného č́ısla. Celkem bude takový strom obsahovat právě 2k − 1 objekt̊u, přičemž
k z nich jsou listy (matice), jeden je kořen (matice) a tedy
k − 2
z nich jsou tenzory třet́ıho řádu.
5.5.1 Náročnost součinu tenzoru s matićı
Pro součin tenzoru k-tého řádu s matićı M ∈ Rm×n` , tj. T ×` M , ve tvaru HTD
muśıme provádět následuj́ıćı kroky:
W jeden součin matic s rozměry m × n a n × r (v `-tém listu);
W jeden QR rozklad matice s rozměry m × r (v `-tém listu);
W (⌈log2 k⌉ − 1)-krát součin tenzoru třet́ıho řádu s rozměry r × r × r a matice
s rozměry r × r (v prvńım, nebo druhém módu);
W (⌈log2 k⌉ − 1)-krát QR rozklad matice (resp. rozvoje tenzoru třet́ıho řádu)
s rozměry r2 × r;
W jeden součin tř́ı matic se stejnými rozměry r × r, přičemž prostředńı matice je
diagonálńı (aktulizace kořene);
W jeden SVD rozklad matice s rozměry r × r (aktualizace kořene); a
W dvakrát součin tenzoru s rozměry r × r × r a matice s rozměry r × r (ve třet́ım
módu; posledńı krok aktualizace kořene; viz 5.16).
Pro celkový přehled viz také tabulku 5.1.
5.5.2 Náročnost součtu dvou tenzor̊u
Pro součet dvou tenzor̊u ve tvaru HTD, muśıme pro źıskáńı výsledného tenzoru opět
ve tvaru HTD provést tyto kroky:
W zřetězit odpov́ıdaj́ıćı listy, tenzory třet́ıho řádu a kořeny, což je provedeno
s nulovým počtem aritmetických operaćı;
W k-krát QR rozklad matice s rozměry n × 2r (ve všech listech);
W (k − 2)-krát součin tenzoru třet́ıho řádu s rozměry 2r × 2r × 2r a dvou matic
s rozměry r × 2r (v prvńım a druhém módu);
W (k − 2)-krát QR rozklad matice (resp. rozvoje tenzoru třet́ıho řádu) s rozměry
r2 × 2r;
W jeden součin tř́ı matic s rozměry r × 2r, 2r × 2r a 2r × r, přičemž prostředńı
matice je diagonálńı (aktulizace kořene);
W jeden SVD rozklad matice s rozměry r × r (aktualizace kořene); a
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W dvakrát součin tenzoru s rozměry r × r × r a matice s rozměry r × r (ve třet́ım
módu; posledńı krok aktualizace kořene; viz 5.16).
Pro celkový přehled viz také tabulku 5.1.
5.5.3 Náročnost výpočtu skalárńıho součinu
Skalárńı součin dvou tenzor̊u k-tého řádu ve tvaru HTD se stejnou strukturou
stromu, provád́ıme postupně v kroćıch, které jsou ilustrovány na obrázku 5.7. Ze
schématu na obrázku je zřejmé, že po vynásobeńı odpov́ıdaj́ıćıch list̊u tenzor̊u po-
stupujememe dále směrem ke kořen̊um obou stromů, kdy postupně násobeńım ten-
zor̊u s maticemi eliminujeme mezilehlé uzly tenzorové śıtě. Tuto eliminaci můžeme
provést dvěma zp̊usoby, tak jak je ukázáno na obrázku 5.8. Pro výpočet skalárńıho
součinu tedy provád́ıme:
W k-krát součin matic r × n a n × r – list̊u binárńıch stromů;
W eliminaćı provád́ıme tolik, kolik je v śıti součinu odpov́ıdaj́ıćıch si pár̊u tenzor̊u
třet́ıho řádu, tedy (k − 2)-krát. Přitom eliminace obsahuje (postupujeme-li
Obrázek 5.8: Dva zp̊usoby eliminace mezilehlých uzl̊u śıtě při výpočtu skalárńıho
součinu. Výpočetńı náročnosti jsou ekvivalentńı, nebot’ součin tenzoru se dvěma ma-
ticemi (v r̊uzných módech̊u; viz druhý řádek uprostřed) lze nahradit dvěma součiny
tenzoru stejného řádu s matićı, jelikož plat́ı T ×` M` ×t Mt = (T ×` M`) ×t Mt; viz
např. [26, kap. 2.2].
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podle prvńıho řádku obrázku 5.8; postup podle druhého řádku je okomentován
v popisku obrázku):
V dvakrát součin dvou tenzor̊u s rozměry r×r×r ve dvou módech (v prvńım
a druhém);
V dvakrát součin tenzoru s rozměry r × r × r a matice s rozměry r × r
(v prvńım, nebo druhém módu).
Nakonec skalárńı součin ještě vyžaduje provést (viz obrázek 5.7(f–h)):
W dvakrát součin matic s rozměry r × r (po eliminaci tenzor̊u třet́ıho řádu); a
W jeden skalárńı součin matic s rozměry r × r.
Pro celkový přehled viz také tabulku 5.1.
Z tabulky 5.1 vid́ıme, že všechny operace jsou lineárńı (nikoliv exponenciálńı)
v k – tj. v řádu p̊uvodńıho tenzoru – a kvartické v r – veličině souvisej́ıćı s hodnost́ı
tenzor̊u. Př́ıpadná úspora operaćı (a tedy i výpočetńıho času) samozřejmě záviśı na
tom, jak malé reálně může být r pro daná data.
Na závěr poznamenejme, že operacemi (součet a skalárńı součin) jsme se zabývali
jen v př́ıpadě, že dvojice tenzor̊u v HTD, která vstupovala do operace, měla stejnou
strukturu stromu včetně index̊u. Pokud bychom chtěli provést některou z těchto
operaćı na dvojici tenzor̊u s r̊uzným stromem, museli bychom nejprve jeden z tenzor̊u
přepoč́ıtat – tedy adaptovat tak, aby struktura obou byla před operaćı shodná.
Podobně u lineárńıho zobrazeńı jsme potřebovali, aby mělo kroneckerovskou stru-
kturu odpov́ıdaj́ıćı rozměr̊um tenzoru. Tento požadavek je však přirozený, i když
zobrazeńı může být i komplikovaněǰśı, než jak je naznačeno v (5.3); může se jednat
o součet několika takových Kroneckerových součin̊u.
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Tabulka 5.1: Porovnáńı výpočetńı složitosti jednotlivých operaćı: MMp znač́ı součin dvou matic (z anglického matrix-matrix
product). TMp součin tenzoru třet́ıho řádu a matice (z anglického tensor-matrix product); pozn. že součin tenzoru se dvěma
maticemi v r̊uzných módech lze přepsat jako dva součiny tenzoru a matice. Výpočetńı složitost QR rozkladu uvažujeme r3 pro
matici r × r a r4 pro matici r2 × r; složitost SVD rozkladu uvažujeme r3 pro matici r × r; viz např. [4, kap. 3.5.6] a [6, kap. 8.6.4].
Složitost jedné sub-operace eliminace u skalárńıho součinu tenzor̊u je 4r4. Při odvozováńı složitost́ı jsme uvažovali nejméně
nevyvážený strom, s výjimkou prvńıho řádku však budou odhady platit pro libovolný strom (např. i pro tensor train (TT)).
operace počty elementárńıch sub-operaćı složitost
součin tenzoru s matićı 3 MMp + (⌈log2 k⌉ + 1) TMp + ⌈log2 k⌉ QR + SVD ∼ 2 ⌈log2 k⌉ r
4 + 5r3
aplikace lin. zobrazeńı (5.3) (k + 2) MMp + (2k − 2) TMp + (2k − 2) QR + SVD ∼ (9k + 16)r4 + (k + 3)r3
součet dvou tenzor̊u 2 MMp + (2k − 2) TMp + (2k − 2) QR + SVD ∼ (2k − 2)r4 + (2k + 3)r3
skalárńı součin tenzor̊u k + 2 MMp + (k − 2) eliminaćı + skalárńı součin matic ∼ (4k − 8)r4 + (k + 2)r3
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6 Náznak praktického výpočtu HTD
Jak jsme již konstatovali, hierarchický Tucker̊uv rozklad je vhodný zejména pro
ukládáńı a manipulaci s tenzory vysokých řád̊u, protože jak pamět’ové nároky, tak
operace s tenzorem jsou linárńı, nikoliv exponenciálńı, v řádu tenzoru. Obecně ten-
zory vysokých řád̊u nelze v prostém tvaru (ani v obyčejném Tuckerově rozkladu)
v̊ubec v poč́ıtači uložit právě z d̊uvod̊u enormńı spotřeby paměti; viz obrázek 4.4.
Je tedy zřejmé, že tenzor obecně nemůže do HTD dostat postupem, který by se
nab́ızel z výkladu v kapitole 4. Naznač́ıme proto jednu z možnost́ı, kde se s tenzory
v HTD tvaru můžeme setkat.
Uvažujme rovnici
A(X ) = B, kde X , B ∈ Rn1×n2×⋯×nk (6.1)
jsou tenzor neznámých a tenzor pravých stran a kde zobrazeńı
A ∶ Rn1×n2×⋯×nk Ð→ Rn1×n2×⋯×nk (6.2)
je invertibilńı. Rovnici tedy lze přepsat jako soustavu rovnic
Avec(X ) = vec(B) (6.3)
s regulárńı matićı A řádu N ≡ n1 ⋅ n2 ⋅ ⋯ ⋅ nk.
Už samotný fakt, že nám je rovnice dána k řešeńı, znamená, že oba známé ob-
jekty A a B muśı být nějak úsporně uloženy. Často má právě matice soustavy tvar






A`,k ⊗A`,k−1 ⊗⋯⊗A`,1, kde A`,j ∈ Rnj×nj , (6.4)
a tenzor pravých strany B je např. ńızké hodnosti; např. hodnosti jedna. Tedy, je
vněǰśım součinem k vektor̊u bj ∈ Rnj , j = 1, . . . , k; viz např. [13].
Tenzor B, který je vněǰśım součinem k vektor̊u snadno přeṕı̌seme do strukury,
která bude rámcově odpov́ıdat HTD. Stač́ı si vźıt jednotlivé vektory bj jako listy,
vytvořit binárńı strom s tenzory třet́ıho řádu (1) ∈ R1×1×1 a s kořenem (1) ∈ R1×1.
Pokud chceme mı́t tenzor ve tvaru HTD i fakticky, stač́ı zortogonalizovat (tedy
pouze znormalizovat) listy, tj. vźıt normalizované vektory bj/∥bj∥, matice přechodu
svázané s tenzory třet́ıho řádu ortonormálńı sloupce měly, zbývá tedy jako kořen
vźıt matici [∥b1∥ ⋅ ∥b2∥ ⋅ ⋯ ⋅ ∥bk∥] ∈ R1×1.
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Nyńı si stač́ı uvědomit, že pro řešeńı soustav rovnic existuje celá řada iteračńıch
metod (viz např. [4, kapitoly 8 a 9], nebo [24], [25], [1], [8], a mnoho daľśıch) které
zpravidla použ́ıvaj́ı jen následuj́ıćı operace:
W násobeńı matice A vektorem,
W lineárńı kombinace dvou vektor̊u a
W skalárńı součin vektor̊u.
Všechny tyto operace ale umı́me s tenzory v HTD tvaru provádět, přičemž výsledkem
prvńıch dvou je opět tenzor v HTD tvaru. Zbývá tedy nějak zkonstruovat počátečńı
aproximaci tenzoru neznámých. Nejsnazš́ı bude vźıt počátečńı odhad nulový, tj.
X0 = 0. Takový počátečńı odhad můžeme snadno zapsat do ve tvaru HTD se stej-
nou strukutrou, jako již máme zvolenou pro B, protože X0 je fakticky také vněǰśım
součinem k – tentokrát nulových – vektor̊u [0, . . . ,0]T ∈ Rnj , j = 1, . . . , k (tenzory
třet́ıho řádu i matici v kořenu stromu lze opět volit (1) ∈ R1×1×1, resp. (1) ∈ R1×1;
v př́ıpadě nulového tenzoru mohou vznikout technické problémy s převodem do
skutečného HTD protože zde budou figurovat nulové hodnosti, tedy např. matice
beze sloupc̊u, atd.).
V principu jsme tedy schopni nalézt tenzor řešeńı X rovnice (6.1) ve tvaru HTD.
Pro jeho úspěšné nalezeńı zbývá jen doufat (nebo dokázat), že všechny hodnosti r
všech tenzor̊u – meziprodukt̊u iteračńıho algoritmu, ale také hledaného řešeńı (viz
např. [13, kap. 3.2, str. 676–678]), budou rozumně malé.
Na závěr ještě poznamenejme, že mezi r̊uznými programy a toolboxy vyvinutými
pro práci s tenzory, viz přehled v [11] nebo [26, př́ıloha A], existuje software př́ımo
navržený pro práci s tenzory v HTD. Na obrázku 6.1 vid́ıme tenzor šestého řádu
v HTD v htucker toolboxu, viz [14], který jsme převzali z [12].
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Dim. 1, 2









Obrázek 6.1: Podoba HTD tenzoru šestého řádu v htucker toolboxu (viz [14])




Tato práce má sloužit jako studijńı text uváděj́ıćı čtenáře, který se již setkal se
základńımi pojmy multilineárńı algebry, do problematiky reprezentace tenzor̊u po-
moćı tenzorových śıt́ı. V textu jsme zopakovali některé d̊uležité pojmy týkaj́ıćı se
tenzor̊u, se kterými pracujeme jako s v́ıcerozměrnými poli č́ısel. Dále jsme defino-
vali některé pojmy z teorie graf̊u a zavedli tzv. multigraf s volně viśıćımi hranami
a smyčkami, který jsme později použili pro reprezentaci tenzorové śıtě. Tenzor po-
moćı graf̊u znázorňujeme jako vrchol s volně viśıćımi hranami, jejichž počet odpov́ıdá
řádu tenzoru. Klasické hrany potom v tenzorové śıt́ı představuj́ı násobeńı tenzor̊u
v odpov́ıdaj́ıćıh módech.
Hlavńım ćılem práce bylo zavedeńı hierarchického Tuckerova rozkladu tenzoru
(HTD), objasněńı principu na kterém je založen a t́ım i d̊ukazu jeho existence.
Grafickou reprezentaćı tohoto rozkladu je tenzorová śıt’ v podobě (co nejméně ne-
vyváženého) binárńıho stromu. V textu jsme ale poukázali na možnosti libovolné
volby binárńıho stromu – např. tzv. tensor train je konstruován principiálně stejným
zp̊usobem jen s jiným tvarem binárńıho stromu. Výhodou hierarchického Tuckerova
rozkladu je předevš́ım pamět’ová úspora při ukládáńı tenzor̊u, za předpokladu, že
hodnosti rozvoj̊u tenzoru do matice odpov́ıdaj́ıćı větveńı binárńıho stromu jsou malé.
V textu jsme proto nab́ıdli porovnáńı náročnosti na pamět’ poč́ıtače, ukládáme-li
tenzor r̊uznými zp̊usoby.
Věnovali jsme se také principu a náročnosti některých operaćı s tenzory uložený-
mi v hierarchickém Tuckerově rozkladu, přičemž jsme vždy chtěli i výsledný tenzor
źıskat ve tvaru HTD. Na závěr jsme nab́ıdli i náznak praktického výpočtu HTD
v jedné konkrétńı situaci.
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