Abstract. In this paper the concept of window ICA is proposed for the analysis of fMRI data. In window ICA, spatial ICA is applied in sliding time windows. The approach avoids the problems related to the high number of signals and may give an insight to small changes during the experiment. Usefulness of the proposed approach is demonstrated in an experiment where a subject listened to auditory stimuli consisting of sinusoidal sounds (beeps) and words in varying proportions. The window ICA finds different auditory activations patterns related to the beeps respectively the words.
INTRODUCTION
Independent component analysis (ICA) has become a popular computational tool for processing data sets in biomedical signal processing. It is used to solve the blind source separation (BSS) problem, where it is assumed that the observed data x ('mixtures') is a linear combination of underlying independent components s. Mathematically this can be expressed as follows
where s = (s 1 , s 2 , . . . , s m ) is an unknown source vector and matrix A m×m is an unknown real-valued mixing matrix. For a general introduction to ICA, see e.g. [1, 2] . Our main interest in the following lies in the application of ICA to data acquired from functional magnetic resonance imaging (fMRI). FMRI is a noninvasive brain imaging technique that gives information on brain activation patterns with a high spatial resolution. The obtained activation maps can help to identify parts of the brain that are related to a given task. Physiologically, fMRI is based on measuring the changes in blood flow and oxygenation caused by brain neuron activations. The most popular fMRI technique utilizes blood level oxygenation dependent (BOLD) contrast, which is based on the different magnetic properties of oxygenated (diamagnetic) and deoxygenated (paramagnetic) blood [3] .
The fMRI measurements are obtained for the time points t = 1, . . . , T -the temporal resolution is typically in order of seconds. The number of time points T can be several hundreds. The measured data for each time point is a three-dimensional data structure where the data points are called voxels. Sometimes only a two-dimensional slice is used for analysis and visualization. This buildup is visualized in figure 1 . For ICA, the twodimensional or three-dimensional data structure is rearranged to the one-dimensional vector where the index l runs from 1 to L, where L is the total number of voxels. Thus, the data contains T vectors of length L.
The most common way of analyzing fMRI data is based on correlation analysis of the time course of each voxel with the known task-related stimulus [4] . One difficulty of this analysis lies in the fact that the model must be know in advance hence the term 'model-based' analysis. In contrast to this supervised method, unsupervised (or modelfree) analysis can be performed by ICA, which can therefore also extract non-stimulus related component or decompose stimulus related components into various independent subcomponents. ICA was first applied to fMRI data by McKeown et al. [5] . An overview of the current state of the art is for example presented in [3] . The two main approaches are temporal ICA and spatial ICA. In temporal ICA, the voxels are used as signals and the time points as samples. Thus, the number of signals is maximally L and the sample size is T . In spatial ICA on the contrary, the time points are used as signals and the voxels as samples, so the number of observed signals is T and the sample size is L. In addition to these basic approaches, some combinations and extensions have been proposed, see e.g. [6, 7, 8] . The spatial ICA model of fMRI data is illustrated in figure 1 .
In both temporal and spatial ICA, the high number of signals may cause practical problems. The performance of ICA algorithms degrades when the number of sources increases [9] . Another problem is the computational cost that is relative to the square of the number of signals or higher. Due to these problems, principal component analysis (PCA) has been sometimes used as preprocessing of ICA in order to reduce the dimension of the ICA problem. Dimension reduction using PCA solves the problems related to the ICA algorithms but it can be argued that interesting components with small variances might be lost. Also, due to the covariance calculation, the complexity still grows with the square of the number of signals, which is acceptable in most practical problems in comparison to the usually higher costs of ICA algorithms in high dimensions.
In this paper, we propose a technique that avoids the problems related to the high number of signals. Additionally, the technique may give an insight to small changes during the experiment. In the following sections, the technique, denoted as window ICA, is presented and its use is demonstrated with auditory fMRI data. 
WINDOW ICA
In a typical ICA application the mixture signals do not have any natural order. In ICA of fMRI data however, the observed components are ordered as a function of time. We can utilize this fact and perform ICA in sliding time windows. An illustration of the concept is presented in figure 2 . We assume a sparse model for the data: the total number of independent component might be high but the number of components that are active at same time is limited. If the window size is h, the window ICA mixing model for each window k is defined as
where
. . , x k+h−1 ) denotes the random vector consisting of the h observations starting at time t,
i j } is an invertible matrix and s (k) the unknown source vector. Here, the superscript k indicates that mixing matrix and sources are estimated in the k-th data window. Similarly, the separation model can be presented as
i j } and y (k) is the estimated feature vector in the k-th window. y (k) = (y k , y k+1 , . . . , y k+h−1 ) . The main difference between the window ICA model and the standard ICA model (1) is that the model (2) does not assume that the independent components are fixed but allow them to be varying over time. Consequently, a sequence of separating matrices W (1) , W (2) , . . . , W (k+h−1) is estimated instead of only one separating matrix. In practice, we want A (k) and s (k) to be slowly time-varying in order to be able to match time evoluations and sources from two adjacent windows. Because the observed signals in the windows k and k + 1 are mostly the same (there are h − 1 signals that are exactly the same and one signal that is different), it is natural to assume that the extracted signals should be relatively similar in most of the cases.
After performing window ICA, the next step consists of matching the independent components that are extracted from different time windows. We propose two methods for matching depending whether we are looking for a stimulus related component or not. The components from two successive windows should be strongly correlated because they are extracted from almost the same data. Thus, a natural approach to the component matching is to take an independent component from the first set and find a such independent component from the second set that the correlation between the components is maximized (both positive and negative must be considered because of the sign indeterminacy in ICA). So in order to match the i-th source s
denotes the correlation between x and y. The Expectation E(x) of the random vector x is estimated using the sample mean. If we are looking for a stimulus related component, the reference function r ∈ R T can be also utilized in the component matching. The correlation between the reference function and the columns of the estimated mixing matrix A (k) is calculated and the component corresponding to the highest correlation is chosen. So the stimulus-related source s
in the k-th window is chosen bŷ
where A (k) j denotes the j-th column of A (k) . In practice we use a joint criterion of the above two energy functions to iteratively extract the task component: a weighting value α ∈ (0, 1) is fixed, and after initial choice of s (1) j (1) using only the second criterion, we usê The basic principle of window ICA in contrast to traditional ICA when applied to fMRI data is visualized in figure 2 . Window ICA allows to track small temporal chances in activations maps. This is illustrated in the next section.
EXAMPLE WITH AUDITORY DATA
We analyze an fMRI data set that was recorded from a healthy male subject (normal hearing) listening to an auditory stimulus consisting of beeps and words. Here a beep denotes a sinusoidal sound of frequencies (uniformly) randomly chosen from 400 to 600 Hz, and words were chosen at random from a database of 100 German words spoken by a single female speaker. The design consisted of blocks of 10 seconds of audio and 10 seconds of silence. The recorded time was 480 seconds and fMRI scans were obtained every 2 seconds. Thus, the data consist of 240 time points. In the audio blocks, the proportion of words and beeps varied as described in figure 3 . The exact starting times of beeps and words were randomized. The reference function had value +1 for audio blocks and value −1 for silence blocks. The difference in the proportion of words and beeps was not characterized by the reference function but left to be found in unsupervised manner.
Window ICA was applied to a slice of the data which location is specified in figure 4 . The Pearson-ICA algorithm [9] was used with window length h = 20. Pearson-ICA was selected because fMRI signals are known to have asymmetric distributions, to which Pearson-ICA is known to adapt very well. The window length was chosen to be a multiple of the block length. However, slight variations in window size do not seem to change the results -this might be due to the fact that the stimulus component can be easily extracted using already only a few time points. Independent components y (1) , y (2) , . . . , y (221) were extracted. The auditory components were found by calculating correlations with the reference function and correlations with previously found auditory components, see equation 4. In figure 5 , the columns corresponding to the auditory corresponding to the auditory component in the estimated mixing matrices A (1) , A (2) , . . . , A (221) , shifted by window parameter k. 221 time courses of length 20 are plotted. The time courses are strongly correlated with the reference function. component in the estimated mixing matrices are plotted. It can be seen that the time courses correlate strongly with the reference function.
The auditory components are shown in figures 6 and 7. Figure 6 shows the auditory components for certain time points and figure 7 shows a smaller area in the auditory cortex for all time points. It can be seen comparing these figures with the protocol in figure 3 that a larger area is activated when the audio stimulus contains words than when it contains only beeps. Recall that the information on the proportion of words and beeps was not included in the reference function. We were not able to reproduce these results with ordinary ICA or the general linear model approach using statistical parametric modelling (SPM). The result confirms the neurophysiological fact that processing words in the auditory cortex is more elaborate and hence activates a larger region than only sound processing. 
CONCLUSION
We introduce the concept of window ICA for the analysis fMRI data. The approach may give additional information on small changes during the experiment. Promising results were obtained in an experiment with a varying auditory stimulus.
