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NON-NORMAL AFFINE MONOIDS, MODULES AND POINCARE´ SERIES OF
PLUMBED 3-MANIFOLDS
TAMA´S LA´SZLO´1,2 AND ZSOLT SZILA´GYI2
Abstract. We construct a non-normal affine monoid together with its modules associated with
a negative definite plumbed 3-manifold M . In terms of their structure, we describe the H1(M,Z)-
equivariant parts of the topological Poincare´ series. In particular, we give combinatorial formulas
for the Seiberg–Witten invariants of M and for polynomial generalizations defined in [LSz15].
1. Introduction
1.1. Let M be a closed oriented plumbed 3-manifold associated with a connected negative definite
plumbing graph Γ. Assume thatM is a rational homology sphere, ie. Γ is a tree and all the plumbed
surfaces have genus zero. Let V be the set of vertices of Γ, δv is the valency of the vertex v ∈ V ,
and N is the set of nodes consisting of vertices with δv ≥ 3. We consider the plumbed 4-manifold X˜
associated with Γ. Its second homology L is freely generated by the classes of 2-spheres {Ev}v∈V ,
its second cohomology L′ by the (anti)dual classes {E∗v}v∈V . The intersection form embeds L into
L′ and H := L′/L ≃ H1(M,Z). Denote the class of l′ ∈ L′ in H by [l′].
We consider the (equivariant) topological Poincare´ series ZH(t) =
∑
l′∈L′ pl′t
l′ as the multivari-
able Taylor expansion at the origin of the equivariant zeta function
fH(t) =
∏
v∈V
(1− [E∗v ]t
E∗v )δv−2
where tl
′
:=
∏
v∈V t
lv
v for any l
′ =
∑
v∈V lvEv ∈ L
′. It has a natural decomposition ZH(t) =∑
h∈H Zh(t) · h, where the h-equivariant parts are given by Zh(t) =
∑
[l′]=h pl′t
l′ (cf. Section 3.1).
1.2. The topological Poincare´ series appeared in several articles studying invariants of normal
surface singularities, cf. [CDGZ08, CDGZ04, N08, N12, S15]. It is a topological tool giving ‘some’
information on analytic invariants associated with the singularity. For special classes of singularities
(see [CDGZ99, N08, N12]), this series coincides with its ‘analytic counterpart’ (cf. Section 3.2). This
strong parallelism makes interesting connections between the geometry and topology of singularities.
Moreover, motivates the following completely topological question as well: how one can recover
invariants of M from the associated topological Poincare´ series?
In the spirit of the aforementioned parallelism, [N11] proved that the Seiberg–Witten invariants
of M can be given as multivariable periodic constants of the series (see Section 6.1.3 for details).
This result was reinterpreted in [LN14] by showing that the Seiberg–Witten invariants appear as
coefficients of a multivariable Ehrhart polynomial of certain polytope associated with the manifold
M . One of the outcomes of this interpretation is a reduction for the number of variables of the series
and defines reduced series Zh(tN ) for any h ∈ H , reflecting on the complexity of the manifold M
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(see Sections 3.3 and 6.1.4). Very recently, a decomposition of the topological Poincare´ series into
polynomial and ‘negative degree’ parts was given in [LSz15], providing an effective calculation of the
Seiberg–Witten invariants from the reduced series.
1.3. The main motivation of our work can be explained by the following comparison. In [LSz15],
the polynomial part of Zh(tN ) for a fixed h ∈ H , in particular the corresponding Seiberg–Witten
invariant of M , is computed from the equivariant zeta function fH(t) by summing up equivariant
polynomials associated with vertices and edges of the graph Γ and then considering the equivariant
parts of the result. In fact, the reduction helps in minimizing the number of polynomials which have
to be summed up.
In this article we use another approach, extending the idea of [LN14]. First, we decompose the
equivariant Poincare´s series into its equivariant parts and reduce the number of variables to get
Zh(tN ). Then the reduced series can be presented as a (non-equivariant) rational fraction. Finally,
we compute the desired polynomial part by summing up certain polynomial datas associated with
the rational fraction and the graph Γ. The fundamental difference between the two approaches is
when the equivariant decomposition happens.
This approach leads to the construction of the sets Ma indexed by some ‘lifts’ a associated with
h ∈ H . There is a distinguished set M0 corresponding to the class 0 ∈ H which has the structure
of a non-normal affine monoid. In general, Ma is an M0-module of rank equals with the number
of nodes. We study their structure by describing the set of holes Ma \ Ma, where Ma is the
normalization of Ma, see Section 4.
First of all, we describe the equivariant decomposition of the topological Poincare´ series and
express the h-equivariant parts Zh(tN ) as binomial sums of (fine) Hilbert series associated with
certain filtered pieces of the modules Ma, which in fact motivates their construction. Then we give
a rational representation of Zh(tN ) using generating functions associated with the holes of Ma.
We derive from this representation a combinatorial formula for the polynomial part of Zh(tN ),
in particular for the Seiberg–Witten invariant, in terms of the polynomial data given by the holes
of Ma. This is a generalization of the formula found in [LN14, Section 7.4] for special cases.
On the other hand, we would like to emphasize that presumably the structure of the non-normal
affine monoid and its modules will be an important tool studying the connections between the
topology and geometry of normal surface singularities. In order to support this, we show that
our construction applied to the minimal embedded resolution graph of an irreducible plane curve
singularity gives back the (analytic) semigroup associated with the singularity. This makes possible
to think about a parallelism between modules with Seiberg–Witten invariants associated with links
of normal surface singularities and semigroups with delta invariants associated with plane curve
singularities. Moreover, we also discuss the role of the numerical semigroup of Seifert homology
spheres given by our construction, mentioning results from [CK14] and [LN1x].
1.4. The structure of the article is the following: in Section 2 we explore the necessary technical
ingredients related to the combinatorics of the graph Γ, such as generalized Seifert invariants and
explicit description of the generators, relations and lifts of the group H . Section 3 contains some
details and preliminary results about topological Poincare´ series, and we discuss the equivariant
decomposition with explicit calculation of the reduced series. Section 4 gives the construction and
study the structure of the non-normal affine monoid and its modules associated with M . Section 5
deduces the rational representation of the series which induces the formulas for polynomial parts and
Seiberg–Witten invariants presented in Section 6. Notice that we illustrate the theory of the article
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on examples presented in Sections 4.3, 5.1, 6.4 and 6.5. Finally, Section 7 illustrates the role of our
construction by discussing two examples: semigroups of plane curve singularities and semigroups of
Seifert homology spheres.
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2. Links and graphs of normal surface singularities
Let (X, o) be a complex normal surface singularity and we consider the minimal good resolution
π : X˜ → X with dual graph Γ. That is, in the exceptional divisor every (−1)-curve must intersect at
least three other irreducible components. We assume that the link M is a rational homology sphere.
Hence, Γ is a tree and all the irreducible exceptional divisors have genus 0.
2.1. Arithmetics of the graph Γ. Let V be the set of vertices of Γ and denote δv the valency
of the vertex v, ie. the number of edges adjacent to it. We consider two subsets of V : the set of
nodes N := {n ∈ V | δn ≥ 3} and the set of ends E := {u ∈ V | δu = 1}. The chains are connected
components of the graph obtained by deleting the nodes and their adjacent edges. Legs are chains
containing an end-vertex. For any n ∈ N we denote by Nn the set of nodes which are connected to
n by a chain. Similarly, let En be the set of ends connected to n by their legs. Their cardinalities
will be δn,N = |Nn| and δn,E = |En|. Hence, δn = δn,N + δn,E . We also distinguish the subset of
(higher complexity) nodes N̂ := {n ∈ N | δn,N ≥ 2}.
Since Γ is a tree, for any two vertices v, w ∈ V there is a unique minimal connected subgraph [v, w]
with vertices {vi}ki=0 such that v = v0 and w = vk. Similarly, we also introduce notations [v, w),
(v, w] and (v, w) for the complete subgraphs with vertices {vi}
k−1
i=0 , {vi}
k
i=1 and {vi}
k−1
i=1 respectively.
2.1.1. We consider the lattice L := H2(X˜,Z), which is freely generated by the classes of the
irreducible exceptional divisors {Ev}v∈V . This lattice comes with a nondegenerate negative definite
intersection form I := [(Ev , Ew)]v,w . The vertex v of Γ is decorated with bv := Ivv ∈ Z<0. Moreover,
in the case δv ≤ 2 we have bv ≤ −2, since Γ is the minimal good resolution graph. Set L′ :=
H2(X˜,Z). Then the intersection form provides an embedding L →֒ L′ with finite factor H :=
L′/L ≃ H2(∂X˜,Z) ≃ H1(M,Z), and it extends to L′ (since L′ ⊂ L ⊗ Q). Hence, L′ is the dual
lattice, freely generated by the (anti-)duals {E∗v}v∈V , where we prefer the convention (E
∗
v , Ew) = −1
for v = w, and 0 otherwise. The class of an element l′ ∈ L′ will be denoted by [l′] ∈ H .
2.1.2. The determinant of a subgraph Γ′ ⊆ Γ is defined as the determinant of the negative of the
submatrix of I with rows and columns indexed with vertices of Γ′, and it will be denoted by detΓ′ .
In particular, detΓ := det(−I) = |H |. The inverse of I has entries (I−1)vw = (E∗v , E
∗
w), all of them
are negative. Moreover, they can be computed as (cf. [EN85, page 83 and §20])
(2.1.1) − (E∗v , E
∗
w) =
detΓ\[v,w]
detΓ
.
We set the following ‘edge’ cases: det[v,v) = det(v,v] = 1, det(v,v) = 0 and det(v,v′) = 1 whenever v
and v′ are consecutive vertices. Then we have the following determinantal relation.
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Lemma 2.1.2. Let v, w,w′, v′ be (not necessarily distinct) vertices on a chain in the given order.
Then one has det[v,w′)det(w,v′] = det[v,v′]det(w,w′) + det[v,w)det(w′,v′].
The proof is based on standard calculations, therefore we omit from here. Special cases are proved
in [N05, 10.2].
2.1.3. Generalized Seifert invariants. Some determinants associated with subgraphs will play a
special role in the sequel and they are defined as follows. Recall that for a subgraph
r r r r· · ·
−k1 −k2 −ks−ks−1
v1 v2 vsvs−1
with vertices {vi}si=1 and ki ≥ 2 for all i the arithmetical properties of the graph can be encoded
by the normalized Seifert invariant (α, ω), where 0 < ω < α and gcd(α, ω) = 1, using Hirze-
bruch/negative continued fraction expansion
α/ω = [k1, . . . , ks] = k1 − 1/(k2 − 1/(· · · − 1/ks) · · · ).
In particular, the plumbed 3-manifold associated with the above graph itself is the lens space L(α, ω).
We also consider ω˜ satisfying ωω˜ ≡ 1 (mod α), 0 < ω˜ < α. Clearly, these invariants are graph
determinants, namely α = det[v1,vs], ω = det[v2,vs], ω˜ = det[v1,vs−1]. Moreover, ωω˜ = ατ + 1 for
τ = det[v2,vs−1] by Lemma 2.1.2.
Similarly to the case of star-shaped plumbing graphs, ie. M is a Seifert 3-manifold (cf. [JN83,
N05]), we encode the information of Γ by the normalized Seifert invariants of the chains and legs
and the orbifold Euler numbers attached to the nodes n ∈ N . In fact, for any n ∈ N it is convenient
to consider the maximal star-shaped subgraphs Γn of Γ which contains only one node n ∈ N :
n
n1
nsnudn
u1
where ni ∈ Nn (1 ≤ i ≤ sn) and uj ∈ En (1 ≤ j ≤ dn). We denote the normalized Seifert
invariants of the legs (n, uj ] by (αuj , ωuj ). Moreover, the chain (n, ni) connecting the nodes n and
ni considered as leg of Γn has normalized Seifert invariant (αn,ni , ωn,ni), while considered as leg of
Γni has invariant (αni,n, ωni,n) with relation ωn,niωni,n = αn,niτn,ni + 1. Notice that αn,ni = αni,n
and τn,ni = τni,n.
2.1.4. Orbifold intersection matrix. We define the orbifold Euler number of the star-shaped
subgraph Γn by
en = bn +
∑
v∈En
ωv
αv
+
∑
n′∈Nn
ωn,n′
αn,n′
.
Notice that en < 0 for any n ∈ N , since Γn itself is negative definite being a subgraph of a negative
definite graph Γ. One can collect these informations by defining the orbifold intersection matrix
Iorb = (Iorbn,n′ )n,n′∈N associated with Γ as
Iorbn,n′ :=

en if n = n
′,
1
αn,n′
if n′ ∈ Nn,
0 otherwise.
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Then Iorb is again negative definite and detΓ = det(−Iorb) · detΓ\N by [BN07, Lemma 4.1.4].
Furthermore, one has
(2.1.3) (E∗n, E
∗
n′) = (I
orb)−1n,n′ .
2.2. The group H: generators and relations. We introduce a partial order on N such that for
any two nodes n, n′ ∈ N connected by a chain we pick n < n′ or n′ < n. Using this partial order
for any n < n′ we denote by nn′ the vertex on the chain (n, n
′) such that (En, Enn′ ) = 1. When
(n, n′) = ∅ then nn′ = n′. In the sequel, we will need the following identities expressing relations
regarding E∗v ’s using determinants of respective subgraphs of Γ. They were considered in [LN14,
Lemma 7.1.2] too, hence we omit their proof.
Lemma 2.2.1. Assume we have a connected negative definite plumbing tree Γ as in 2.1.
(a) Let n ∈ N and u ∈ En. Then for any v ∈ [n, u) we have
E∗v = det(v,u]E
∗
u −
∑
w∈(v,u]
det(v,w)Ew.
In particular, we have E∗n = αuE
∗
u−
∑
w∈(n,u] det(n,w)Ew and E
∗
v = ωuE
∗
u−
∑
w∈(v,u] det(v,w)Ew
for the first vertex v on (n, u).
(b) Consider two nodes n < n′ connected by a non-empty chain. Then for all v ∈ [n′, nn′) we have
E∗v = det(v,nn′ ]E
∗
nn′
− det(v,nn′)E
∗
n −
∑
w∈(v,nn′ ]
det(v,w)Ew.
In particular, for the vertex m on the chain (n, n′) such that (Em, En′) = 1 we get E
∗
m =
ωn′,nE
∗
nn′
− τn′,nE∗n −
∑
w∈(m,nn′ ]
det(m,w)Ew.
2.2.1. We introduce short notation gv := [E
∗
v ] for classes of dual basis elements in H . With these
notation the class of every l′ =
∑
v∈V l
′
vE
∗
v can be written as
[l′] =
∑
n∈N
(
angn +
∑
u∈En
augu +
∑
n′>n
ann′ gnn′
)
with
an := l
′
n −
∑
n′>n
v∈(n′,nn′)
l′vdet(v,nn′), au := l
′
u +
∑
v∈(n,u)
l′vdet(v,u], ann′ := l
′
nn′
+
∑
n′>n
v∈(n′,nn′)
l′vdet(v,nn′ ]
by Lemma 2.2.1. We call a =
∑
n∈N anE
∗
n +
∑
u∈E auE
∗
u +
∑
n<n′ ann′E
∗
nn′
the reduced transform
of l′ and a reduced lift of [l′] ∈ H . Thus, using the idea of Neumann [Neu83] and [LN14, 7.1], the
group H = L′/L can be presented with generators
gn = [E
∗
n], n ∈ N , gu = [E
∗
u], u ∈ E , gnn′ = [E
∗
nn′
], n < n′
and relations
Ru := gn − αugu = 0, (u ∈ En)
Rnn′ := −αn,n′gnn′ + ωn,n′gn + gn′ = 0, (n < n
′)
Rn := −bngn −
∑
u∈En
ωugu −
∑
n<n′
gnn′ −
∑
n′<n
(
ωn,n′gn′n − τn,n′gn′
)
= 0, (n ∈ N ).
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In particular, a =
∑
v avE
∗
v and x =
∑
v xvE
∗
v are reduced lifts of the same group element h ∈ H if
and only if there are ℓn, ℓu, ℓnn′ ∈ Z such that
xu − au = −ℓuαu − ωuℓn, (u ∈ En)(R
′
u)
xn − an =
∑
u∈En
ℓu − bnℓn +
∑
n>n′
ℓnn′ +
∑
n<n′
ωn,n′ℓnn′ +
∑
n<n′
τn,n′ℓn′ , (n ∈ N )(R
′
n)
xnn′ − ann′ = −ℓn − ωn′,nℓn′ − αn,n′ℓnn′ , (n < n
′).(R′nn′ )
Remark 2.2.2. For any class h ∈ H we will consider the unique representative rh ∈ L′ characterized
by rh ∈
∑
v[0, 1)Ev and [rh] = h (cf. [N05, 5.4]). In general, rh is not a reduced lift of h.
Remark 2.2.3. The group H can be generated by elements gu, u ∈ E . Indeed, we choose a special
partial order on nodes of the graph Γ in the following way. We fix a ‘root’ node and we orient all
of its outgoing paths away from the root. Then the partial order is defined such that the tail of an
oriented chain is greater then its head. We proceed with induction on the number of the nodes of
the graph. In every step we choose a minimal node n. If En 6= ∅ then we express gn from a relation
Ru, u ∈ En, otherwise there must be n˜ < n in the original graph Γ, hence we express gn from the
relation Rn˜n . Moreover, either we have a unique node n
′ > n and in this case gnn′ is expressed from
Rnn′ , or n is the root node which finishes the induction. At the end of each step we remove the
chain [n, n′) together with all legs attached to n in order to get a new graph with one node less.
2.2.2. Projections. In Section 3.3 we will consider the reduction of the Poincare´ series to only node
variables, which involves the use of the projection πN : R〈Ev〉v∈V → R〈En〉n∈N along the subspace
spanned by Ev for v /∈ N . Therefore, we introduce the projection ca := πN (a) of a reduced lift a.
One can express ca with the basis {πN (E∗n)}n∈N as ca =
∑
n∈N AnπN (E
∗
n) so that
(2.2.4) An = an +
∑
u∈En
au
αu
+
∑
n′>n
ωn,n′
αn,n′
ann′ +
∑
n′<n
1
αn′,n
an′n .
Furthermore, in terms of basis {En}n∈N we can write ca =
∑
n∈N cnEn with
(2.2.5) (cn)n∈N = (−I
orb)−1 · (An)n∈N .
Note that Lemma 2.2.1 implies that the difference of an element l′ ∈ L′ and its reduced transform
a lies on the sublattice Z〈Ev〉v/∈N . Thus, the projections of l
′ and a by πN coincide, hence ca =
πN (l
′) and we use notation cn(l
′) = cn for the corresponding coefficients in the basis {En}n∈N . In
particular, for the unique representative rh of h we have cn(rh) ∈ [0, 1) for all n ∈ N , and these
values are uniquely determined by h.
3. Topological Poincare´ series
3.1. Definitions. For any l′ =
∑
v∈V lvEv ∈ L
′ we set tl
′
=
∏
v∈V t
lv
v and let Z[H ][[L
′]] be the
submodule of formal power series Z[H ][[t±1/|H|v : v ∈ V ]] consisting of series
∑
l′∈L′ pl′t
l′ , with
coefficients in the group ring Z[H ]. We consider the equivariant zeta function
(3.1.1) fH(t) =
∏
v∈V
(1− gvt
E∗v )δv−2,
where gv = [E
∗
v ] ∈ H . Its multivariable Taylor expansion at the origin ZH(t) is called the topological
Poincare´ series associated with the graph Γ and it has of form ZH(t) =
∑
l′ pl′ [l
′]tl
′
∈ Z[H ][[L′]]. It
decomposes uniquely into equivariant parts ZH(t) =
∑
h∈H Zh(t) ·h, where Zh(t) =
∑
[l′]=h pl′t
l′ ∈
Z[[L′]]. The presence of the group element [l′] in the coefficients of ZH(t) is superfluous since ZH(t)
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can be decomposed into equivariant parts solely by looking at the exponents. However, this group
element will become useful when we consider the reduced Poincare´ series.
3.1.1. Moreover, ZH(t) is supported on the Lipman cone
S ′ := {l′ ∈ L′ : (l′, Ev) ≤ 0 for all v},
which is generated over Z≥0 by the duals E∗v , hence Zh(t) is supported in (l
′+L)∩S ′, where l′ ∈ L′
with [l′] = h. We write S ′
R
:= S ′ ⊗ R for the real Lipman cone.
3.2. Motivation and history. The topological Poincare´ series was introduced by the work of
Ne´methi [N08], motivated by the following fact: we may consider the equivariant divisorial Hilbert
series H(t) of a normal surface singularity (X, o) with fixed resolution graph Γ. The key point
connecting H(t) with the topology of the link M (or the graph Γ) is introducing the series P(t) =
−H(t) ·
∏
v∈V(1 − t
−1
v ) ∈ Z[[L
′]]. Then the (non-equivariant) series Z(t) :=
∑
h∈H Zh(t) is the
‘topological candidate’ for P(t). They agree for several singularities, e.g. for splice quotients (see
[N12]), which contain all the rational, minimally elliptic or weighted homogeneous singularities.
More details regarding the analytic motivation can be found in [CDGZ04, CDGZ08, N08, N12].
3.3. The reduced Poincare´ series. La´szlo´ and Ne´methi [LN14, Theorem 5.4.2] proved that from
‘Seiberg–Witten invariant point of view’ (see Section 6.1.4) the number of variables can be reduced
to |N |. Therefore, we will mainly consider the reduced zeta function and reduced Poincare´ series
given by
fH(tN ) = fH(t) |tv=1,v/∈N and Zh(tN ) := Zh(t) |tv=1,v/∈N ,
respectively. We introduce notation txN := t
πN (x) for any x ∈ L′.
Remark 3.3.1. It is important to emphasize that the number of variables of the reduced zeta function,
or series, is a ‘combinatorial measurement’ for the complexity ofM . Moreover, for some singularities
(X, o) whose link is M , the reduced series can be compared with other series (or invariants) giving
information about the analytic type, cf. [N08].
3.4. The decomposition of the reduced Poincare´ series. We will use multiplicative notation
for the group H when we consider Z[H ]-coefficients of the zeta function fH and the Poincare´ series
ZH . Note that by Lemma 2.2.1(a) for u ∈ En we have (E∗u, E
∗
n′) = αu(E
∗
n, E
∗
n′) for all n
′ ∈ N , hence(
gut
E∗u
N
)αu
= gnt
E∗n
N . Therefore, we can write
fH(tN ) =
∏
n∈N
(
1− gnt
E∗n
N
)δn−2∏
u∈E(1− gut
E∗u
N )
=
∏
u∈E
( αu−1∑
xu=0
gxuu t
xuE
∗
u
N
) ∏
n∈N
(
1− gnt
E∗n
N
)δn,N−2
.
Taking its Taylor expansion at the origin we get
ZH(tN ) =
∏
u∈E
( αu−1∑
xu=0
gxuu t
xuE
∗
u
N
) ∏
δn′,N>2
(
1− gn′t
E∗
n′
N
)δn′,N−2 ∏
δn,N=1
( ∑
xn≥0
gxnn t
xnE
∗
n
N
)
=
∑
x∈X
∏
δn′,N>2
(−1)xn′
(
δn′,N − 2
xn′
) ∏
v∈E∪N
gxvv t
xvE
∗
v
N ,
where the sum is over the set
X =
x =
∑
v∈N∪E
xvE
∗
v ∈ L
′
∣∣∣∣∣
0 ≤ xu < αu, u ∈ E
0 ≤ xn, n /∈ N̂
0 ≤ xn′ ≤ δn′,N − 2, n′ ∈ N̂
 .
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In particular, the h-equivariant part of ZH(tN ) equals
(3.4.1) Zh(tN ) =
∑
x∈Xh
∏
δn′,N>2
(−1)xn′
(
δn′,N − 2
xn′
)
· txN ,
where Xh = {x ∈ X | [x] = h}.
To describe Xh more explicitely, we fix a reduced lift a of h (cf. Section 2.2.1) and we define an
affine lattice
ZN (a) =
{
ℓ =
∑
n∈N
ℓnEn ∈ Z〈En〉n∈N
∣∣∣∣ ℓn + ωn′,nℓn′ ≡ ann′ (mod αn,n′), ∀n < n′
}
.
Moreover, for any n ∈ N consider the quasilinear function
Na(ℓ, n) := an +
∑
n′>n
ωn,n′
αn,n′
ann′ +
∑
n′<n
1
αn,n′
ann′
−
(
bn +
∑
n′∈Nn
ωn,n′
αn,n′
)
ℓn −
∑
n′∈Nn
( 1
αn,n′
ℓn′
)
+
∑
u∈En
⌊au − ωuℓn
αu
⌋
.
(3.4.2)
Then we have the following parametrization of Xh.
Proposition 3.4.3. (a) There is a bijection
Sa =
{
ℓ ∈ ZN (a)
∣∣∣∣ 0 ≤ Na(ℓ, n), n /∈ N̂0 ≤ Na(ℓ, n) ≤ δn,N − 2, n ∈ N̂
}
−→ Xh
given by xn = Na(ℓ, n) for any n ∈ N and xu = αu
{
au − ωuℓn
αu
}
for any u ∈ E.
(b) We have
txN = t
ca+ℓ =
∏
n∈N
tcn+ℓnn .
(c) Finally, the h-equivariant part of the reduced Poincare´ series equals
(3.4.4) Zh(tN ) =
∑
ℓ∈Sa
∏
δn′,N>2
(−1)Na(ℓ,n
′)
(
δn′,N − 2
Na(ℓ, n′)
)
· tca+ℓ.
Remark 3.4.5.
(a) In fact, one can write (3.4.4) in the form
(3.4.6) Zh(tN ) =
∑
ℓ∈Sa
∏
n∈N
(−1)Na(ℓ,n)
(
δn,N − 2
Na(ℓ, n)
)
· tca+ℓ,
if we regard
(δn,N−2
Na(ℓ,n)
)
to be the generalized binomial coefficient.
(b) In Section 4 we give a more explicit description of the set Sa, which will lead to the rational
form of Zh(tN ) in Subsection 5.
Proof. (a) Since both x and a are reduced lifts of h, there are ℓu, ℓn, ℓnn′ ∈ Z such that (R
′
u), (R
′
n)
and (R′nn′ ) hold with xnn′ = 0 (cf. Section 2.2.1). We can eliminate ℓu’s and ℓnn′ ’s as follows.
The relation (R′nn′ ) is equivalent with
(3.4.7) ann′ ≡ ℓn + ωn′,nℓn′ (mod αn,n′) and ℓnn′ =
ann′ − ℓn − ωn′,nℓn′
αn,n′
, (n < n′).
The conditions 0 ≤ xu < αu and (R
′
u) are equivalent with
(3.4.8) xu = αu ·
{
au − ωuℓn
αu
}
and ℓu =
⌊au − ωuℓn
αu
⌋
∈ Z.
Non-normal affine monoids, modules and Poincare´ series 9
Moreover, by substituting ℓnn′ from (3.4.7) and ℓu from (3.4.8) into (R
′
n) we get xn = Na(ℓ, n).
Thus, we have defined a map from Sa → Xh. To show that this map is invertible, note that
(3.4.9) xn +
∑
u∈En
xu
αu
= Na(ℓ, n) +
{
au − ωuℓn
αu
}
= An − enℓn −
∑
n′∈Nn
1
αn,n′
ℓn′ ,
where An was considered in (2.2.4) as the coefficient of the projection ca = πN (a) in the
{E∗n}n∈N -basis. We can write (3.4.9) in matrix form
(
xn +
∑
u∈En
xu
αu
)
n
= (An)n − Iorb · (ℓn)n,
which can be reformulated simply as
(3.4.10) cx = ca + ℓ.
This shows that Sa → Xh is invertible.
(b) Follows from (3.4.10).
(c) Follows from (3.4.1) and the previous two parts of the proposition.

Remark 3.4.11. (a) In the case when M is a Seifert rational homology sphere, or equivalently, the
graph Γ is star-shaped, the reduced Poincare´ series has only one variable associated with the
central vertex n of Γ. Since Sa = {ℓ = ℓnEn ∈ ZEn | 0 ≤ Na(ℓ, n)} ⊂ (−cn + R≥0) ∩ Z, we can
rephrase (3.4.6) with
Zh(tn) =
∑
ℓn≥−cn
max{0, Na(ℓ, n) + 1} · t
cn+ℓn .
The formula was given in this form in [LN14]. Similar computations for Seifert manifolds can
be found also in Ne´methi and Nicolaescu [NN04] and Neumann [Neu83].
(b) Assume Γ has two nodes n0 and n˜0 with δn,N = 1 and the subgraph [n0, n˜0] contains all the
other nodes with δn,N = 2. Then Zh(tN ) =
∑
ℓ∈Sa
tca+ℓ is the generating series of Sa. In
particular, this formula for the two-node case (N̂ = ∅) can be found in [LN14, Section 7].
(c) If Γ is the plumbing graph of the link of a 2-dimensional Newton nondegenerate hypersurface
singularity, then [BN07] implies δn,N ≤ 3 for any n ∈ N . Hence, by (3.4.4) the coefficients of
Zh(tN ) can be either Na(ℓ, n) + 1 if Γ is star-shaped, or ±1 otherwise. Similar consequences
regarding this example can be found in [S15, Lemma 7.1.12].
3.5. Alternative decomposition. We discuss an alternative decomposition of the Poincare´ series,
which emphasizes more the relation with non-normal affine monoids and also simplifies the proof of
Lemma 4.2.4. Thus, we write the reduced zeta function in such a way that for every node n the
term (1− gnt
E∗n
N ) appears in the denominator, that is
fH(tN ) =
∏
u∈E
(∑αu−1
xu=0
gxuu t
xuE
∗
u
N
)∏
n∈N
(
1− gnt
E∗n
N
)δn,N−1
∏
n∈N
(
1− gnt
E∗n
N
)
.
It yields Taylor expansion at the origin
ZH(tN ) =
∏
u∈E
( αu−1∑
xu=0
gxuu t
xuE
∗
u
N
) ∏
n∈N
( δn,N−1∑
kn=0
(−1)kn
(
δn,N − 1
kn
)
gknn t
knE
∗
n
N
) ∏
n∈N
( ∑
xn≥0
gxnn t
xnE
∗
n
N
)
=
∑
0≤kn≤δn,N−1
∀n∈N
[ ∏
n∈N
(−1)kn
(
δn,N − 1
kn
)] ∑
y∈X (k)
∏
v∈E∪N
gyvv t
yvE
∗
v
N ,
10 T. La´szlo´ and Zs. Szila´gyi
where k =
∑
n∈N knE
∗
n and the latter sum runs over the index set
X (k) =
{
y =
∑
v∈E∪N
yvE
∗
v
∣∣∣∣∣ 0 ≤ yu < αu, u ∈ Ekn ≤ yn, n ∈ N
}
.
For simplicity, we introduce short notations (−1)k
(
δ−1
k
)
:=
∏
n∈N̂ (−1)
kn
(
δn,N−1
kn
)
and 0 ≤ k ≤ δ− 1
instead of 0 ≤ kn ≤ δn,N − 1 for all n ∈ N̂ . Consequently, the h-equivariant part equals
Zh(tN ) =
∑
0≤k≤δ−1
(−1)k
(
δ − 1
k
) ∑
y∈Xh(k)
tyN ,
where Xh(k) = {y ∈ X (k) | [y] = h}. Similarly to Proposition 3.4.3, we have a bijection
(3.5.1) Ma(k) :=
{
ℓ ∈ ZN (a)
∣∣Na(ℓ, n) ≥ kn, ∀n ∈ N} −→ Xh(k)
given by yn = Na(ℓ, n) for any n ∈ N and yu = αu
{
au − ωuℓn
αu
}
for any u ∈ E , which yields the
following form of the Poincare´ series
(3.5.2) Zh(tN ) =
∑
0≤k≤δ−1
(−1)k
(
δ − 1
k
) ∑
ℓ∈Ma(k)
tℓ+ca .
4. Non-normal affine monoids and modules
One can consider the ‘normalization’ of the quasilinear function Na(ℓ, n) by introducing the linear
function
Na(ℓ, n) := Na(ℓ, n) +
∑
u∈En
{
au − ωuℓn
αu
}
(2.2.4)
= An − enℓn −
∑
n′∈Nn
1
αn,n′
ℓn′ .
In particular, notice that for any n ∈ N with δn,E = 0 we have equality Na(ℓ, n) = Na(ℓ, n).
Associated with the pair (Γ, a), we define the sets
Ma := {ℓ ∈ Z
N (a) |Na(ℓ, n) ≥ 0, ∀n ∈ N} and Ma := {ℓ ∈ Z
N (a) |Na(ℓ, n) ≥ 0, ∀n ∈ N}.
From Na(ℓ, n) ≥ Na(ℓ, n) follows that Ma ⊂ Ma. Moreover, if we consider the real cone Corb :=
πN (S ′R) = {ℓ =
∑
n∈N ℓnEn | − I
orb · (ℓn)n ≥ 0} then
Ma = (C
orb − ca) ∩ Z
N (a).
Remark 4.0.1. Notice that by Remark 2.2.3 we can choose a such that every ann′ = 0, hence for
such an a the lattice ZN (a) is independent of a.
Lemma 4.0.2. (a) M0 and M0 are affine monoids. M0 is the normalization of M0.
(b) Ma and Ma are finitely generated M0-modules, Ma is a submodule of Ma.
Proof. (a) is elementary. Part (b) follows from [BG09, Theorem 2.12], that isMa is finitely generated
over M0, but M0 itself is finitely generated as an M0-module. 
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4.1. The set of holes. The holes of the M0-module Ma is defined to be the set Ma \Ma. By
[BG09, 4.36], this is small, in the sense that it is contained in finitely many hyperplanes parallel to
the facets of M0, that is of Corb. More details on the decompositions for the set of holes in general
can be found in [BG09] and [K15]. In the following, we describe Ma \Ma for the present special
case.
Lemma 4.1.1. Fix κ ≥ 0 and a reduced lift a. Then there exists vn ∈ M0, n ∈ N such that
R≥0〈vn〉n∈N = Corb and satisfying the following properties: for any ℓ ∈Ma one has
(a) Na(ℓ + vn, n
′) = Na(ℓ, n
′) for all n′ 6= n,
(b) Na(ℓ + vn, n) ≥ κ.
Proof. We can choose vn = λnπN (E
∗
n) for λn sufficiently large. Indeed, for vn =
∑
n′∈N vn,n′En′ ∈
ZN (0) such that {ωuvn,n′/αu} = 0 for any n′ ∈ N and u ∈ En′ we have Na(ℓ+ vn, n′) = Na(ℓ, n′)+
N0(vn, n
′). By (2.1.3) note that N0(vn, n
′) = 0 for any n′ 6= n, which implies (a). Finally, we have
Na(ℓ, n) ≥ Na(ℓ, n) − |En|. Hence, if we choose λn such that N0(vn, n) = λn ≥ |En| + κ then we
have Na(ℓ + vn, n) ≥ κ for any ℓ ∈Ma. 
Remark 4.1.2. (a) The vectors vn given in the above proof does not depend on a, hence they can
be chosen for all a.
(b) Alternatively, we can construct rather smaller vectors {vn}n∈N also satisfy (a) and (b). Require
the vanishing {ωuvn,n′/αu} = 0 only for u ∈ En′ n′ 6= n, and assume N0(vn, n) ≥ 0. Moreover,
we require also that Na(ℓ + vn, n) ≥ κ for any ℓ ∈ ( − ca) ∩ ZN (a), where  =
∑
n∈N [0, 1)vn
is the semiopen cube generated by {vn}n∈N . Then one can check that these conditions imply
(a) and (b).
We define the sets
M−a,n := {ℓ ∈ (− ca) ∩ Z
N (a) |Na(ℓ, n) < 0}, M
−
a, I :=
⋂
n∈I
M−a, n for every I ⊆ N ,
and let FI = Z≥0〈vn′〉n′∈N\I be the ‘face’ associated with I. In particular,M
−
a, ∅ = (−ca)∩Z
N (a).
One can see immediately that
{
ℓ ∈ ZN (a) |Na(ℓ, n) < 0
}
=
⊔
ℓ∈M−a,n
(ℓ+Fn).Moreover, we conclude
the following generalization of [LN14, Proposition 7.3.5].
Proposition 4.1.3. Let {vn}n∈N as in Lemma 4.1.1. Then
(a) The normalization Ma is given by
Ma =
⊔
ℓ∈M−
a, ∅
ℓ+ Z≥0〈vn〉n∈N .
(b) The set of holes Ma \Ma is described by
Ma \Ma =
⋃
n∈N
( ⊔
ℓ∈M−a, n
ℓ+ Fn
)
,
where
⋂
n∈I
( ⊔
ℓ∈M−a, n
ℓ+ Fn
)
=
⊔
ℓ∈M−
a,I
ℓ+ FI .
Proof. (a) is implied by [BG09, Proposition 2.43]. Part (b) follows from the choice of {vn}n∈N and
their properties from Lemma 4.1.1. 
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Corollary 4.1.4. The structure of any set D can be encoded by defining the generating series (fine
Hilbert series) HD(t) :=
∑
ℓ∈D t
ℓ. In the case of Ma, Proposition 4.1.3 implies the following form:
HMa(tN ) =
∑
∅⊆I⊆N
(−1)|I|
∑
ℓ∈M−
a,I
tℓ∏
n/∈I(1− t
vn)
.
4.2. Multi-index filtration and generating series. We consider a filtration {Ma(k) | k ∈ Z〈E∗j 〉j∈J }
on the M0-module Ma associated with a fixed index set J ⊂ N by defining the submodules
Ma(k) := {ℓ ∈Ma |Na(ℓ, n) ≥ kn, ∀n ∈ J },
where k =
∑
j∈J kjE
∗
j .
Remark 4.2.1. We observe that ZN (a) = ZN (a−k) andNa(ℓ, n) ≥ kn is equivalent withNa−k(ℓ, n) ≥
0 for any n ∈ J , therefore Ma(k) =Ma−k.
Clearly, Ma(k) ⊃Ma(k + E∗j ), moreover for any I ⊂ J we have
(4.2.2)
⋂
i∈I
Ma(k + E
∗
i ) =Ma(k + E
∗
I),
where we use notation E∗I :=
∑
i∈I E
∗
i . One can also consider the associated graded object
(4.2.3) grkMa :=Ma(k) \
⋃
j∈J
Ma(k + E
∗
j )
at level k. Notice that grkMa = {ℓ ∈ Ma |Na(ℓ, j) = kj , ∀j ∈ J }.
We also define the generating set of holes of the graded pieces as follows. We fix k and we choose
vectors vn ∈ Z〈En′〉n′∈N for any n ∈ N satisfying the properties of Lemma 4.1.1 for the lift a − k
and parameter κ = 1, in particular Na(ℓ + vn, n) ≥ kn + 1. Then, for every subset I ⊇ J we set
grkM
−
a,I := {ℓ ∈ (− ca−k) ∩ Z
N (a) |Na(ℓ, n) < 0 ∀n ∈ I \ J and Na(ℓ, n) = kn ∀n ∈ J }.
The next lemma gives a rational form of the series HMa(k) and HgrkMa in terms of holes.
Lemma 4.2.4.
(a) HMa(k)(tN ) =
∑
∅⊆I⊆N
(−1)|I|
∑
ℓ∈M−
a−k,I
tℓ∏
n/∈I(1− t
vn)
,
(b) HgrkMa(tN ) =
∑
J⊆I⊆N
(−1)|I\J |
∑
ℓ∈grkM
−
a,I
tℓ∏
n/∈I(1− t
vn)
.
Proof. Remark 4.2.1 and Corollary 4.1.4 applied forMa−k deduce the formula of (a). For part (b) we
give an inclusion-exclusion formula for grkMa, which will imply the formula for HgrkMa(tN ). Thus,
denote La−k := {ℓ ∈ ZN (a) |Na−k(ℓ, j) ≤ 0 ∀j ∈ J } and note that grkMa = Ma−k ∩ La−k. The
inclusion-exclusion formula for grkMa will be deduced from the following, given by the Proposition
4.1.3(b),
Ma−k =
∑
∅⊆I′⊆N
(−1)|I
′|
(
M−a−k,I′ + Z≥0〈vi〉i/∈I′
)
by intersecting it with La−k. Therefore, we deduce the identity
(4.2.5)
(
M−a−k,I′ + Z≥0〈vi〉i/∈I′
)
∩ La−k =
(
M−a−k,I′ ∩ La−k
)
+ Z≥0〈vi〉i/∈I′∪J .
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Indeed, for ℓ = ℓ0 +
∑
i/∈I′ λivi in the left hand side of (4.2.5) we have 0 ≥ Na−k(ℓ, j) = Na−k(ℓ0 +
λjvj , j) for any j ∈ J \ I ′, which implies λj = 0 by the choice of vectors vn, n ∈ N (cf. Lemma
4.1.1(b)). Furthermore, we have inclusion-exclusion formula for the graded holes
grkM
−
a,I =
∑
I′⊆I
I′∪J=I
(−1)|I
′∩J |
(
M−a−k,I′ ∩ La−k
)
.
Finally, combining the above results we get
grkMa =Ma−k ∩ La−k =
∑
J⊆I⊆N
(−1)|I\J |
(
grkM
−
a,I + Z≥0〈vi〉i/∈I
)
,
which implies the formula for HgrkMa(tN ). 
4.3. Example (part I). Consider the following plumbing graph Γ:
−2 −1
−3
−9 −1
−2
−13 −1
−3
−2
n1 n2 n3v11
v12 v21 v32
v31
Notice that H is trivial, hence we describe the non-normal affine monoid M0 associated with a =
0. Let n1, n2, n3 be the nodes of Γ and denote by v11, v12, v21, v31, v32 the corresponding ends as
shown on the above figure. The generalized Seifert invariants are the followings: (αv11 , ωv11) =
(2, 1), (αv12 , ωv12) = (3, 1), (αn1,n2 , ωn1,n2) = (9, 1), (αv21 , ωv21) = (2, 1), (αn2,n3 , ωn2,n3) = (13, 1),
(αv31 , ωv31) = (2, 1) and (αv32 , ωv32) = (3, 1). Then,
M0 =

ℓ =
3∑
i=1
ℓiEni ∈ Z〈Ei〉
3
i=1 :
N0(ℓ, n1) =
8
9ℓ1 −
1
9ℓ2 +
⌊
−ℓ1
2
⌋
+
⌊
−ℓ1
3
⌋
≥ 0
N0(ℓ, n2) =
95
117ℓ2 −
1
9ℓ1 −
1
13ℓ3 +
⌊
−ℓ2
2
⌋
≥ 0
N0(ℓ, n3) =
12
13ℓ3 −
1
13ℓ2 +
⌊
−ℓ3
2
⌋
+
⌊
−ℓ3
3
⌋
≥ 0
ℓ1 + ℓ2 ≡ 0 (mod 9)
ℓ2 + ℓ3 ≡ 0 (mod 13)

.
Through the example we will use short notation (ℓ1, ℓ2, ℓ3) for ℓ = ℓ1En1 + ℓ2En2 + ℓ3En3 . One
can take the generators v1 = 1/3 · πN (E∗1 ) = (62, 28, 24), v2 = πN (E
∗
2 ) = (84, 42, 36) and v3 =
1/3 · πN (E
∗
3 ) = (24, 12, 14) satisfying properties of Lemma 4.1.1. They provide the following sets
 = {(0, 0, 0), (12, 6, 7), (31, 14, 12), (42, 21, 18), (43, 20, 19), (54, 27, 25), (73, 35, 30), (85, 41, 37)},
M−0,n1 = {(31, 14, 12), (43, 20, 19), (73, 35, 30), (85, 41, 37)} ,
M−0,n2 = ∅ and M
−
0,n3
= {(12, 6, 7), (43, 20, 19), (54, 27, 25), (85, 41, 37)} .
Hence, the holes of M0 are elements in the following forms:
(31, 14, 12)+ λ1 · (84, 42, 36) + λ2 · (24, 12, 14), (43, 20, 19) + λ3 · (84, 42, 36) + λ4 · (24, 12, 14),
(73, 35, 30)+ λ5 · (84, 42, 36) + λ6 · (24, 12, 14), (85, 41, 37) + λ7 · (84, 42, 36) + λ8 · (24, 12, 14),
(12, 6, 7) + λ9 · (62, 28, 24) + λ10 · (84, 42, 36), (43, 20, 19) + λ11 · (62, 28, 24) + λ12 · (84, 42, 36),
(54, 27, 25)+ λ13 · (62, 28, 24) + λ14 · (84, 42, 36), (85, 41, 37) + λ15 · (62, 28, 24) + λ16 · (84, 42, 36).
for any λi ∈ Z≥0. The computations were performed using Maple.
Remark 4.3.1. By Remark 4.1.2(b) we could choose ‘smaller’ generators, eg. one can take v′2 :=
1/2 · πN (E∗2 ) = (42, 21, 18) instead of v2. However, the generators v1, v
′
2, v3 cannot be used for
Lemma 4.2.4, since N0(v
′
2, n2) = 0. Notice that for our choice we have N0(v2, n2) = 1.
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5. Rational representation of Zh(tN )
In this section we express Zh(tN ) with rational functions given by the structure of the filtered
M0-module Ma. We assume that δn,N ≥ 1 for every n ∈ N and consider the filtration in Section
4.2 associated with the subset N̂ ⊂ N .
In the next theorem we give two formulas for Zh(tN ). The first uses generating series of the
submodules Ma(k), while the second formula is a rational representation in terms of generating
functions associated with the graded pieces grkM
−
a, I of the holes. This will be the core of the
combinatorial formulas for the polynomial parts and Seiberg–Witten invariants given in Section 6.3.
Recall the notations (−1)k
(
δ−2
k
)
:=
∏
n∈N̂ (−1)
kn
(δn,N−2
kn
)
and 0 ≤ k ≤ δ − 2 for 0 ≤ kn ≤ δn,N − 2
for all n ∈ N̂ .
Theorem 5.0.1. Let a be a reduced lift of h ∈ H.
(a) Let {vn}n∈N be a set of vectors satisfying properties of Lemma 4.1.1 for every lift a − k with
0 ≤ k ≤ δ − 1 and parameter κ = 0, ie. Na(ℓ+ vn, n) ≥ kn for all n ∈ N and ℓ ∈Ma−k. Then
Zh(tN ) =
∑
0≤k≤δ−1
(−1)k
(
δ − 1
k
) ∑
∅⊆I⊆N
(−1)|I|
∑
ℓ∈M−
a−k,I
tca+ℓ∏
n/∈I(1− t
vn)
.
(b) Let {vn}n∈N be a set of vectors satisfying properties of Lemma 4.1.1 for every lift a − k with
0 ≤ k ≤ δ − 2 and parameter κ = 1, ie. Na(ℓ + vn, n) ≥ kn + 1 for all n ∈ N and ℓ ∈ Ma−k.
Then
Zh(tN ) =
∑
0≤k≤δ−2
(−1)k
(
δ − 2
k
) ∑
N̂⊆I⊆N
(−1)|I\N̂ |
∑
ℓ∈grkM
−
a,I
tca+ℓ∏
n/∈I(1− t
vn)
.
Proof. (a) By the alternative decomposition (3.5.2) we have
Zh(tN ) = t
ca ·
∑
0≤k≤δ−1
(−1)k
(
δ − 1
k
)
HMa(k)(tN ).
Applying Lemma 4.2.4(a), we get the desired rational form.
(b) Note that Sa =
⊔
0≤k≤δ−2
grkMa, thus Zh(tN ) =
∑
0≤k≤δ−2(−1)
k
(
δ−2
k
)
HgrkMa(tN ) by (3.4.4).
Finally, Lemma 4.2.4(b) implies the formula.

Remark 5.0.2. Sometimes it is simpler to choose ‘universal’ generators vn of M0 satisfying the
properties of Lemma 4.1.1(a) and N0(vn, n) ≥ δn − 1 for every n ∈ N . In general, they are larger,
but their properties are easier to check.
5.1. Example (part II). We use all the notations and calculations from Section 4.3. Recall that
the chosen generators of M0 are v1 = (62, 28, 24), v2 = (84, 42, 36) and v3 = (24, 12, 14). Consider
the filtration defined by Section 4.2 associated with the subset N̂ = {n2}. Then, Theorem 5.0.1 (b)
implies the following rational form
Z(tN ) =
∑
gr
0
M−
0,n2
tℓ
(1− t(62,28,24))(1− t(24,12,14))
−
∑
gr
0
M−
0,{n1,n2}
tℓ
1− t(24,12,14)
−
∑
gr
0
M−
0,{n2,n3}
tℓ
1− t(62,28,24)
+
∑
gr
0
M−
0,{n1,n2,n3}
tℓ,
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where gr0M
−
0,I = {ℓ ∈  ∩ Z
3(0) |N0(ℓ, ni) < 0 ∀ni ∈ I \ n2 and N0(ℓ, n2) = 0} for every {n2} ⊆
I ⊆ {n1, n2, n3}. Thus, calculating the above associated graded sets we get
gr0M
−
0,n2
= {(0, 0, 0), (12, 6, 7), (31, 14, 12), (42, 21, 18), (43, 20, 19), (54, 27, 25), (73, 35, 30), (85, 41, 37)},
gr0M
−
0,{n1,n2}
= {(31, 14, 12), (43, 20, 19), (73, 35, 30), (85, 41, 37)},
gr0M
−
0,{n2,n3}
= {(12, 6, 7), (43, 20, 19), (54, 27, 25), (85, 41, 37)} and
gr0M
−
0,{n1,n2,n3}
= {(43, 20, 19), (85, 41, 37)}.
6. Seiberg–Witten invariants and polynomial parts via the holes of Ma
6.1. Notations and preliminary results.
6.1.1. Spinc–structures. Recall that X˜ is a smooth 4-manifold with boundary M , and let σ˜can
be the canonical spinc–structure on X˜. Its first Chern class c1(σ˜can) = −K ∈ L′, where K is the
canonical element in L′ defined by the adjunction equations (K + Ev, Ev) + 2 = 0 for all v ∈ V .
The set of spinc–structures Spinc(X˜) of X˜ is an L′–torsor: the L′–action is denoted by l′ ∗ σ˜ and
c1(l
′ ∗ σ˜) = c1(σ˜) + 2l′. The spinc–structures of M are obtained by restrictions from X˜. The set
Spinc(M) is an H–torsor, compatible with the restriction and the projection L′ → H . Hence, for
any σ ∈ Spinc(M) one has σ = h ∗ σcan for some h ∈ H , where the canonical spinc–structure σcan
of M is the restriction of the canonical spinc–structure σ˜can of X˜ (see eg. [GS99, p. 415]).
We denote by swσ(M) the Seiberg–Witten invariants of M indexed by the spin
c-structures σ ∈
Spinc(M).
6.1.2. Recall that we have defined the Lipman cone S ′ := {l′ ∈ L′ : (l′, Ev) ≤ 0 for all v} which
is generated over Z≥0 by the duals E∗v . Moreover, for any l1, l2 ∈ L ⊗ Q one can say l1 ≥ l2 if
l1 − l2 =
∑
λvEv with all λv ≥ 0. Then, for any fixed x ∈ L′ the set
(6.1.1) {l′ ∈ S ′ : l′  x} is finite,
since all the entries of E∗v are strictly positive.
6.1.3. Counting functions and Seiberg–Witten invariants. For any h ∈ H we define the
counting function of the coefficients of Zh(t) =
∑
[l′]=h pl′t
l′ by
x 7→ Qh(x) :=
∑
l′ 6≥x, [l′]=h
pl′ .
It is well defined, since the finiteness of above sum follows from (6.1.1).
By a powerful result of Ne´methi [N11] we know that if x ∈ −K + int(S ′), [x] = h then
(6.1.2) Qh(x) = −
(K + 2x)2 + |V|
8
− sw−h∗σcan(M).
In other words, Qh(x) is a multivariable quadratic polynomial on L with constant term
(6.1.3) swnormh (M) := −
(K + 2rh)
2 + |V|
8
− sw−h∗σcan(M),
which is called the normalized Seiberg–Witten invariant of M associated with h ∈ H (cf. [OSz03,
N05, N11]). Furthermore, [LN14] gives the following interpretation: there exists a conical chamber
decomposition of the real cone S ′
R
= ∪τCτ , a sublattice L˜ ⊂ L and l′∗ ∈ S
′ such that Qh(l
′) is a
polynomial on L˜ ∩ (l′∗ + Cτ ), say Q
Cτ
h (l
′). This allows to define the multivariable periodic constant
by pcCτ (Zh) := Q
Cτ
h (0) associated with h ∈ H and Cτ . Moreover, Zh(t) is rather special in the
sense that all QCτh are equal for any Cτ . In particular, we say that there exists the periodic constant
pcS
′
R(Zh) := pc
Cτ (Zh) associated with S
′
R
, and in fact, it is equal with swnormh (M).
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6.1.4. Reduction. As we have mentioned in Section 3.3, [LN14, Theorem 5.4.2] proves that, from
Seiberg–Witten invariant point of view, the number of variables can be reduced to |N |. Thus, there
exists the periodic constant of Zh(tN ) associated with the projected real Lipman cone πN (S
′
R
) and
pcπN (S
′
R
)(Zh(tN )) = pc
S′
R(Zh(t)) = sw
norm
h (M).
6.1.5. Decomposition into ‘polynomial and negative degree’ parts [LSz15]. Lemma 22 and
23 of [LSz15] guarantee the existence of the following unique decompositions:
(i) Zh(tN ) = P
n
h (tN ) + Z
n,−
h (tN ) with respect to the variable tn, associated with any n ∈ N ,
(ii) Zh(tN ) = P
nn′
h (tN ) + Z
nn′,−
h (tN ) with respect to variables tn and tn′ associated with any
chain (n, n′) connecting the neighbouring nodes n and n′.
Pnh and P
n,n′
h are the polynomial parts, while Z
n,−
h and Z
nn′,−
h are the ‘negative degree parts’ of the
decomposition. The last appelation is inherited from the first case where Zn,−h has negative degree
with respect to variable tn.
These special decompositions associated with the nodes n ∈ N and the chains (n, n′) induce a
unique decomposition
Zh(tN ) = Ph(tN ) + Z
−
h (tN )
with the following special properties:
(i) Ph(tN ) is a Laurent polynomial supported on πN (L
′) \Q<0〈En〉n∈N ,
(ii) Ph(1) = pc
πN (S
′
R
)(Zh(tN )) = sw
norm
h (M) and
(6.1.4) Ph(tN ) =
∑
n<n′
Pnn
′
h (tN )−
∑
n∈N
(δn,N − 1)P
n
h (tN ),
(iii) pcπN (S
′
R
)(Z−h (tN )) = 0 and Z
−
h (tN ) =
∑
n<n′ Z
nn′,−
h (tN )−
∑
n∈N (δn,N − 1)Z
n,−
h (tN ).
6.2. Polynomial and numerical datas associated with Ma. In the sequel, for any h ∈ H we
choose a lift a so that ca ∈
∑
n∈N [0, 1)En, ie. it is uniquely determined by h. We fix the generators
{vn}n∈N as in Theorem 5.0.1.
For any ℓ ∈Ma ⊂ ZN and I ⊆ N we associate the generating function
H(ℓ,I)(tN ) :=
tℓ∏
n˜∈I(1− t
vn˜)
.
Then one can associate a polynomial Poln(ℓ,I)(tN ) with any n ∈ N , which is defined as the polynomial
part of the function H(ℓ,I) with respect to tn, given by the unique decomposition proved in [BN10,
Lemma 7.0.2] (see also [LSz15, Lemma 22]). The explicit form of the polynomial can be deduced by
division with remainder with respect to the variable tn (other variables are considered as coefficients):
we write uniquely
(6.2.1) tℓN = Pol
n
(ℓ,I)(tN ) ·
∏
n˜∈I
(1− tvn˜) +Rn(tN )
such that Rn is supported on
∑
n˜∈I [0, 1)πn(vn˜) as a one-variable polynomial in tn. We define
pcn(ℓ,I) := Pol
n
(ℓ,I)(1).
We also consider the polynomial part Polnn
′
(ℓ,I) of H
(ℓ,I) associated with a chain (n, n′). Removing
(n, n′) from Γ we get two subgraphs Γn and Γn′ containing n and n
′, respectively. Let N (Γn) and
N (Γn′) be the set of nodes of the respective subgraphs. Then, there are α, β ∈ R>0〈En, En′〉 such
that πn,n′(vn˜) for n˜ ∈ I ∩ N (Γn) and πn,n′(vn˜) for n˜ ∈ I ∩ N (Γn′) are positive integral multiples
Non-normal affine monoids, modules and Poincare´ series 17
of the vectors α and β, respectively. This condition together with [LSz15, Lemma 23] guarantee the
unique decomposition
tℓN =Pol
nn′
(ℓ,I)(tN ) ·
∏
n˜∈I
(1 − tvn˜) +Rnn
′
1 (tN ) ·
∏
n˜∈I∩N (Γn′)
(1 − tvn˜)(6.2.2)
+Rnn
′
2 (tN ) ·
∏
n˜∈I∩N (Γn)
(1− tvn˜) +Rnn
′
(tN )
with the following conditions:
(i) Polnn
′
(ℓ,I)(tN ) is supported on Z
2 \ Z<0〈En, En′〉,
(ii) Rnn
′
1 (tN ) is supported on Z
2 ∩
(
Z≤0〈En〉+
∑
n˜∈I∩N (Γn)
[0, 1)πn,n′(vn˜)
)
,
(iii) Rnn
′
2 (tN ) is supported on Z
2 ∩
(
Z≤0〈En′〉+
∑
n˜∈I∩N (Γn′)
[0, 1)πn,n′(vn˜)
)
and
(iv) Rnn
′
(tN ) is supported on Z2 ∩
(∑
n˜∈I [0, 1)πn,n′(vn˜)
)
as two-variable polynomial in tn and tn′ . We define the numerical data pc
nn′
(ℓ,I) := Pol
nn′
(ℓ,I)(1) as well.
Remark 6.2.3. Notice that pcn(ℓ,I) is the periodic constant (of the Taylor expansion) of the one-
variable function H(ℓ,I) |tn′=1,n′ 6=n, while pc
nn′
(ℓ,I) is the periodic constant of (the Taylor expansion of)
the two-variable function H(ℓ,I) |tn′′=1,n′′ 6=n,n′ associated with the chamber R>0〈α, β〉 (cf. [LN14]).
Finally, we consider the polynomial
(6.2.4) Pol(ℓ,I)(tN ) :=
∑
n<n′
Polnn
′
(ℓ,I)(tN )−
∑
n∈N
(δn,N − 1)Pol
n
(ℓ,I)(tN )
and the constant pc(ℓ,I) := Pol(ℓ,I)(1) associated with the pair (ℓ, I).
6.3. Formulas for polynomial parts and Seiberg–Witten invariants. The decomposition of
Zh presented in Section 6.1.5 together with Section 6.2 and Theorem 5.0.1(b) imply the following
formulas
Corollary 6.3.1.
Ph(tN ) =
∑
N̂⊆I⊆N
(−1)|I\N̂ |
∑
0≤k≤δ−2
(−1)k
(
δ − 2
k
) ∑
ℓ∈grkM
−
a,I
Pol(ℓ,N\I)(tN ).
In particular, one gets
Corollary 6.3.2.
sw
norm
h (M) =
∑
N̂⊆I⊆N
(−1)|I\N̂ |
∑
0≤k≤δ−2
(−1)k
(
δ − 2
k
) ∑
ℓ∈grkM
−
a,I
pc(ℓ,N\I).
Remark 6.3.3. In fact, when Γ has only two nodes, the previous formula agrees with the combinatorial
formula from [LN14, Corollary 7.4.2].
6.4. Example (part III). According to the decompositions (6.2.1) and (6.2.2) and definition
(6.2.4), the polynomial datas which contribute to the polynomial part of Z(tN ) are the followings:
Pol((85,41,37),{n1,n3})(tN ) = t
(−1,1,−1); Pol((85,41,37),{n3})(tN ) = −t
(61,29,23) − t(37,17,9) − t(13,5,−5);
Pol((31,14,12),{n3})(tN ) = −t
(7,2,−2); Pol((73,35,30),{n3})(tN ) = −t
(49,23,16) − t(25,11,2) − t(1,−1,−12);
Pol((43,20,19),{n3})(tN ) = −t
(19,8,5); Pol((54,27,25),{n1})(tN ) = −t
(−8,−1,1);
Pol((85,41,37),{n1})(tN ) = −t
(23,13,13); Pol((43,20,19),∅)(tN ) = −t
(43,20,19);
Pol((85,41,37),∅)(tN ) = t
(85,41,37).
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Therefore, Corollary 6.3.1 deduces P (tN ) = t
(−1,1,−1)+ t(61,29,23)+ t(37,17,9)+ t(13,5,−5)+ t(7,2,−2)+
t(49,23,16)+t(25,11,2)+t(1,−1,−12)+t(19,8,5)+t(−8,−1,1)+t(23,13,13)+t(43,20,19)+t(85,41,37). In particular,
one gets swnorm(M) = 13.
One can compare the above calculations with [LSz15, Example 6.5].
6.5. Example with nontrivial H. Let us modify the decorations of the graph from the above
example and consider the following
−2 −1
−3
−9 −1
−3
−12 −1
−3
−2
n1 n2 n3n12 n23v11
v12 v21 v32
v31
Computing the determinant of the graph we find that H has order 9. Moreover, gv = 0 for v ∈
{v11, n1, n2, n3, v31} since corresponding rows of I−1 has integer entries, ie. E∗v ∈ L. Furthermore,
we can compute the following relations for the remaining generators gn12 = −gv12 , gn23 = −gv32
and 3gv12 = 3gv32 = 0, whence H ≃ Z3 × Z3. Let us choose the group element h = gv12 + gv32 and
a = E∗v12 + E
∗
v32 as its reduced lift to demonstrate the computation of Ph(tN ) and sw
norm
h (M).
We will use through this example the short notation (ℓ1, ℓ2, ℓ3) for ℓ = ℓ1En1 + ℓ2En2 + ℓ3En3 .
The generalized Seifert invariants are (αv11 , ωv11) = (2, 1), (αv12 , ωv12) = (3, 1), (αn1,n2 , ωn1,n2) =
(9, 1), (αv21 , ωv21) = (3, 1), (αn2,n3 , ωn2,n3) = (12, 1), (αv31 , ωv31) = (2, 1) and (αv32 , ωv32) = (3, 1).
By Remark 4.1.2(b) and Theorem 5.0.1 we can consider the basis v1 := πN (E
∗
n1)/2 = (21, 6, 6),
v2 := πN (E
∗
n2) = (12, 6, 6) and v3 := πN (E
∗
n3)/2 = (6, 3, 9).
First, we compute M−a,∅ = ( − ca) ∩ Z
N (a), where ca = (18, 6, 10) and ZN (a) = {ℓ =∑3
i=1 ℓiEni ∈ Z〈Eni〉
3
i=1 | ℓ1 + ℓ2 ≡ 0 (mod 9), ℓ2 + ℓ3 ≡ 0 (mod 12)}. Since ca = πN (E
∗
n1)/3 +
πN (E
∗
n3)/3 and by the choice of the basis {vi}i we have
M−a,∅ =
ℓ ∈ ZN (a) :
0 ≤ 13 +
ℓ1
18 −
ℓ2
9 <
1
2
0 ≤ − ℓ19 +
17ℓ2
36 −
ℓ3
12 < 1
0 ≤ 13 −
ℓ2
12 +
ℓ3
12 <
1
2
 =
ℓ ∈ ZN (a) :
−6 ≤ ℓ1 − 2ℓ2 < 3
0 ≤ −4ℓ1 + 17ℓ2 − 3ℓ3 < 36
−4 ≤ −ℓ2 + ℓ3 < 2
 .
Combining inequalities we get −18 ≤ ℓ1 < 21, −6 ≤ ℓ2 ≤ 9, −10 ≤ ℓ3 < 11, hence −24 ≤
ℓ1 + ℓ2 < 30 and −16 ≤ ℓ2 + ℓ3 < 20. Since ℓ ∈ ZN (a), the possible values are ℓ1 + ℓ2 ∈
{−18, 9, 0, 9, 18, 27} and ℓ2 + ℓ3 ∈ {−12, 0, 12}, respectively. The inequalities −6 ≤ ℓ1 − 2ℓ2 < 3
and −4 ≤ ℓ3 − ℓ2 < 2 restrict the possible triplets ℓ = (ℓ1, ℓ2, ℓ3) to (−12,−6,−6), (−13,−5,−7),
(−14,−4,−8), (0, 0, 0), (−1, 1,−1), (−2, 2,−2), (12, 6, 6), (11, 7, 5) and (10, 8, 4). However, M−a,∅ =
{(−14,−4,−8), (0, 0, 0), (−1, 1,−1)}, since these are the only triplets satisfying 0 ≤ −4ℓ1 + 17ℓ2 −
3ℓ3 < 36. Denote Na(ℓ) := (Na(ℓ, n1), Na(ℓ, n2), Na(ℓ, n3)) = (
8ℓ1
9 −
ℓ2
9 + ⌊
−ℓ1
2 ⌋ + ⌊
1−ℓ1
3 ⌋, −
ℓ1
9 +
29ℓ2
36 −
ℓ3
12 + ⌊
−ℓ2
3 ⌋, −
ℓ2
12 +
11ℓ3
12 + ⌊
−ℓ3
2 ⌋ + ⌊
1−ℓ3
3 ⌋). Then we have Na(−14,−4,−8) = (0, 0, 0),
Na(0, 0, 0) = (0, 0, 0) and Na(−1, 1,−1) = (−1, 0,−1), hence we can easily see the graded pieces
gr0M
−
0,n2
=M−a,∅, gr0M
−
0,{n1,n2}
= gr0M
−
0,{n2,n3}
= gr0M
−
0,{n1,n2,n3}
= {(−1, 1,−1)}.
This gives the rational form of the topological Poincare´ series associated with h
Zh(tN ) =
t(4,2,2) + t(17,7,9) + t(18,6,10)
(1− t(21,6,6))(1 − t(6,3,9))
−
t(17,7,9)
1− t(6,3,9)
−
t(17,7,9)
1− t(21,6,6)
+ t(17,7,9).
By Section 6.2 the polynomial datas appearing above are Pol((17,7,9),{n3})(tN ) = −t
(11,4,0)−t(5,1,−9),
Pol((17,7,9),{n1})(tN ) = −t
(−4,1,3), Pol((17,7,9),∅)(tN ) = t
(17,7,9). Hence, Corollary 6.3.1 and 6.3.2
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give that
Ph(tN ) = t
(17,7,9) + t(11,4,0) + t(5,1,−9) + t(−4,1,3) and swnormh (M) = 4.
7. Examples and analogies
7.1. Semigroup of plane curve singularities.
7.1.1. Let K ⊂ S3 be an algebraic knot, ie. the link of an irreducible plane curve singularity
defined by a germ of function g : (C2, 0) −→ (C, 0). Then K is an iterated torus knot and any of the
well known invariants – semigroup, linking pairs, Newton pairs, Alexander polynomial, embedded
resolution graph, or equivalently, plumbing graph of K – characterizes completely the isotopy type
of K ⊂ S3. For more details see [BK86] and [EN85] as general references for the theory.
The set of intersection multiplicities of g with all possible analytic germs is a semigroup and it
will be denoted by Mg. Although the definition is analytic, one can describe Mg combinatorially
by giving its Hilbert basis in terms of the linking pairs (pi, ai)
r
i=1:
(7.1.1) Hilb(Mg) := {p1p2 . . . pr, aipi+1 . . . pr, ar | i = 1, . . . , r − 1}.
We consider the minimal embedded resolution graph of the singularity, or equivalently, the minimal
negative definite plumbing graph Γg of the knotK ⊂ S3. Γg is a tree with an extra arrow representing
the knot, and it has the following shape
r r r r r
r r r r
K· · · ✲
vrv1 v2 vr−1
−1
Γg :
where the dash-lines represent the chains and legs. We regard the unique (−1)-vertex vr as a node
of the graph Γg and run the construction from Section 4. The result is an affine monoid of rank r
denoted by MΓg , which can be described with the linking, or, equivalently, the Newton pairs using
eg. [EN85].
For simplicity, we describe MΓg in the case when there is only one linking pair (p, a). One can
regard Γg as a star-shaped graph with Seifert invariants (p, ωp), (a, ωa), and (1, 0) is attached with
the arrow-leg representing the knot. Here, ωp and ωa are uniquely determined by the Diophantine
equation pa− ωpa− ωap = 1. Thus, by Section 4 we get
MΓg =
{
ℓ ∈ Z≥0 | ℓ−
⌈ωpℓ
p
⌉
−
⌈ωaℓ
a
⌉
≥ 0
}
.
It can be checked that MΓg is a numerical semigroup minimally generated by p and a. Hence, it
equals with the semigroup Mg by (7.1.1).
In the next section we will show how to recover Mg from the affine monoid MΓg in the general
case, when r > 1.
7.1.2. Semigroup, Poincare´ series and analogy. We denote the set of vertices of Γg by Vg and
the set of nodes by Ng := {v1, . . . , vr}. Following Section 3.1, one can define associated with Γg
the reduced zeta function fΓg(tNg ) =
∏
v∈Vg
(1 − t
E∗v
Ng
)δv−2. Notice that the dual elements E∗v are
associated with the graph we get from Γg by deleting the arrow (a plumbing graph of S
3). However,
20 T. La´szlo´ and Zs. Szila´gyi
the vertex vr has δvr = 3 which takes into account the information on the knot K ⊂ S
3 as well.
Similar calculation as in Section 3.4 shows that the reduced Poincare´ series equals
ZΓg (tNg ) =
∑
ℓ∈gr
0
MΓg
tℓ,
where the filtration on MΓg is associated with Ng = {v2, . . . , vr−1}. Moreover, this induces the
following correspondence between the semigroup Mg and the affine monoid MΓg .
Theorem 7.1.2. The projection πvr (gr0MΓg ) ⊂ Z≥0 is a numerical semigroup equal with Mg.
Proof. The definition above and the A’Campo formula [AC75] deduce that the one-variable series
Zg(t) := ZΓg(tNg ) |tv=1,v 6=vr=
∑
ℓ∈gr
0
MΓg
tπvr (ℓ) is the expansion of the monodromy zeta function
of g (see also [EN85]). Moreover, [CDGZ99] implies the following identities
(7.1.3) Zg(t) = HMg (t) =
∆(t)
1− t
,
where HMg (t) is the (fine) Hilbert series of the semigroupMg and ∆(t) is the Alexander polynomial
of the knot K ⊂ S3. Thus, the projection πvr : gr0MΓg −→ πvr (gr0MΓg) is a bijection and
πvr (gr0MΓg) agrees with Mg. 
Let Pg(t) be the polynomial part of Zg(t). One can compare with the Alexander polynomial via
the following explicit expressions coming from (7.1.3):
Pg(t) = −
∑
s/∈Mg
ts and ∆(t) = 1−
∑
s/∈Mg
s−1∈Mg
ts +
∑
s∈Mg
s−1/∈Mg
ts.
Therefore, −Pg(1) equals the genus of the semigroupMg, which is the delta-invariant δ of the plane
curve singularity. Notice also that the degree of Pg(t) is one less than of ∆(t) and equals 2δ − 1.
Nevertheless, two polynomials are ‘equivalent’ in the sense that they determine the semigroup Mg.
In summary, similarly to the case of plane curve singularities where we can associate with the
semigroup the triple of invariants (Zg(t), Pg(t), δ), this article is focused to the analogous picture for
the link of normal surface singularities by associating with the modules Ma the triples of invariants
(Zh(t), Ph(t), sw
norm
h )h∈H .
7.2. Semigroup of Seifert homology spheres. LetM be the Seifert homology sphere Σ(α1, . . . , αd).
Notice that 1 < α1 < · · · < αd are pairwise relatively prime integers and the triviality of H im-
plies that the Seifert invariants are uniquely determined by the Diophantine equation b0
∏d
i=1 αi +∑d
i=1 ωi
∏d
j=1
j 6=i
αj = −1.
We consider the associated semigroup
M0 =
{
ℓ ∈ Z≥0 | − b0ℓ−
d∑
i=1
⌈ωiℓ
αi
⌉
≥ 0
}
,
given by Section 4. Can and Karakurt [CK14] proved that
M0 ∩ [0, α1 . . . αd(d− 2−
d∑
i=1
1/αi)] ⊂ Z≥0〈(α1 . . . αd/αi)
d
i=1〉
where the latter is the numerical semigroup minimally generated by α1 . . . αd/αi for i = 1, 2, . . . , d.
The importance of this inclusion is the fact that the above piece of M0 already determines the
Heegaard–Floer homology type of the manifold Σ(α1, . . . , αd). However, the structure of M0 (as a
semigroup) is more involved. These observations motivated the forthcoming article [LN1x] which
proves that, in fact, M0 = Z≥0〈(α1 . . . αd/αi)di=1〉.
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