An adaptive leaky NLMS algorithm has been developed to optimize stability and performance of active noise cancellation systems. The research addresses performance issues related to insufficient excitation, nonstationary noise fields, and signal-to-noise ratio. The algorithm is based on a Lyapunov tuning approach in which three candidate algorithms, each of which is a function of the instantaneous measured reference input, measurement noise variance, and filter length, provide varying degrees of tradeoff between stability and performance. Each [19][20] 1993] and which provides a highly controlled and uniform acoustic environment. The stability and performance of the ANR system, including a prototype communication headset, are investigated for a variety of noise sources ranging from stationary tonal noise to highly nonstationary measured F-16 aircraft noise over a 20 dB dynamic range. Results demonstrate significant improvements in stability of Lyapunovtuned LMS algorithms over traditional leaky or non-leaky normalized algorithms, while providing noise reduction performance equivalent to that of the NLMS algorithm for idealized noise fields.
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The work presented in [1] [2] [3] fulfills the objective of proving feasibility of feedforward ANR systems for communication headsets. In practice, however, traditional feedforward LMS algorithms have significant stability and performance deficiencies caused by nonstationary reference inputs, finite precision arithmetic, and measurement noise. In particular, the FXNLMS algorithm, while assuring convergence when the secondary path transfer function is non-negligible, increases the output power and may cause distortion in the secondary path through nonlinear behavior of the cancellation speaker. 6 In response to these stability and performance issues, the family of LMS algorithms developed over the past two decades includes leaky variants. As in the case of the well-known normalized LMS algorithm (NLMS), where adaptation of the step size of the traditional LMS algorithm addresses speed of convergence, the leakage factor addresses stability deficiencies that arise from nonstationary inputs, low signal-tonoise (SNR) ratio, and finite-precision arithmetic. The leakage factor can also be combined with the FXNLMS algorithm with a resultant increase in stability in the presence of finite precision and measurement noise, and a limit on output power to avoid distortion. However, in combining the leaky LMS algorithm with any of the family of LMS algorithms, tuning the leakage parameter is a highly empirical process, which, in order to retain stability during worst-case SNR conditions, results in significant performance reductions.
In [7] , the authors introduce a Lyapunov tuning method for choosing a combination of adaptive step size and leakage factor that addresses both stability and performance in the face of one of the factors that necessitates the use of a leaky LMS algorithm, namely measurement noise on the measured reference input. The Lyapunov tuning method results in a time-varying adaptive leakage factor and step size combination which maintains stability for low SNR on the measured reference input, while minimizing performance reduction for high SNR. 7 This paper focuses on experimental evaluation of Lyapunov tuned LMS algorithms for active noise Cartes, Ray, and Collier Experimental Evaluation of Leaky LMS Algorithms J. Acoust. Soc. Am ________________________________________________________________________________________________________ 5 reduction in a prototype communication headset. For experimental evaluation, a low frequency acoustic test chamber was designed and constructed, based on the original work of [8] , to provide a precisely controlled acoustic environment with a flat frequency response from 0 to 200
Hz. The prototype was tested within this chamber for noise sources ranging from highly stationary tonal noise to highly nonstationary F-16 noise. Tonal noise was generated locally, while last three noise sources were taken from a compilation of noise files issued by the North Atlantic Treaty organization (NATO) 9 . These sound files provide a standard set of both military and nonmilitary noise sources for research in auditory acoustics. Testing was performed for source signals at two sound pressure levels -80 dB and 100 dB, providing SNR of 35 dB and 55 dB, respectively, based on ambient noise levels measured under the headset by a calibrated B&K microphone. In addition, simulation analysis was performed to examine stability of Lyapunov tuned LMS algorithms at a SNR of 15 dB. This paper focuses on the experimental results, which demonstrate the superiority of Lyapunov tuned LMS algorithms over traditional NLMS algorithms or constant leakage parameter LNLMS algorithms.
The contributions of this research are: 1) an experimentally verified tuning method for determining leakage and step size parameters that maintain stability of the LMS family of algorithms at minimal performance degradation, and 2) application of this method to enhance performance of adaptive feedforward noise cancellation in communication headsets. Though the focus of this paper is on tuning of the LNLMS algorithm, the resulting tuning parameters can also be used in combination with other members of the LMS family, such as the FXNLMS.
The paper is organized as follows. Section I summarizes the Lyapunov tuned candidate LMS algorithms developed by the authors in [7] . Section II describes the acoustic test chamber, prototype communication headset, and experimental test procedure. Section III presents the 6 results of experimental testing, and section IV presents additional simulation analysis performed to verify the Lyapunov tuning method.
I. THE LYAPUNOV TUNING METHOD
A block diagram of a traditional feedforward LMS algorithm denoting signal definitions is shown in Figure 1 . 
where 
where
The weight update equation is guaranteed to converge to the Wiener solution in the ideal situation of stationary inputs, infinite signal-to-noise ratio, and infinite precision arithmetic, given an appropriate step size. In response to nonstationary inputs, finiteprecision arithmetic, non-persistent excitation, and low signal-to-noise ratio, the leaky LMS (LLMS) algorithm and step-size normalized versions of the leaky LMS algorithm "leak off" excess energy associated with weight drift. This results in a biased recursive weight update
λ is the leakage factor. 10 The leakage factor prevents convergence of the weight vector to the Lyapunov tuning proceeds by first defining a positive definite Lyapunov function of a scalar projection w k of the weight vector:
is negative for largest possible space of W k , where
The expression for the Lyapunov function difference V V
in eq. 6 takes the n-dimensional vector space of W k and projects it to a two-dimensional space that is a function of scalars A and
B.
The constant A represents the output error ratio between the actual output
) of a noise corrupted system and the ideal output
of a noise corrupted system converged to the Wiener solution. B represents the output noise ratio, or portion of the ideal output that is due to noise vector Q k . Physically, these constants are inherently bounded based on i) the maximum output that a real system is capable of producing,
and ii) signal-to-noise ratio. Though bounds are difficult to determine in practice, at high SNR, B approaches zero, and when the weight vector converges to the Wiener solution, A = 0. Thus, high SNR implies that both A and B approach zero. With low excitation or low signal-to-noise ratio, larger instantaneous magnitudes of A and B are possible, but it is improbable that these constants are persistently much greater than unity in practice.
Since several terms are positive in eq. 6 independent of λ µ k k and , each individual term of eq. 6cannot be guaranteed to be negative. Thus, the approach taken by the Lyapunov tuning method is to define the region of stability around the Wiener solution in terms of A and B.
Hence, these constants provide a convenient two-dimensional parameterization of the multidimensional weight vector stability analysis problem that enables visualization of the region of stability of the weight update equation in two dimensions. In [7] , the structure of the Lyapunov function difference of eq. 6 is used to propose parameters λ µ Three candidate leakage parameter and adaptive step size combinations are proposed in [7] for such parameterization. The first candidate uses a traditional choice for leakage parameter as presented in [12] in combination with a traditional choice for adaptive step size from [13] : 
The final candidate appeals to the structure of eq. 6 to determine an alternate parameterization as a function of µ o as follows:
The expression for λ k in eq. 17 cannot be measured, but it can be approximated as
for
L is the filter length. The optimum µ o for this candidate, which is again found by scalar optimization subject to worst case conditions on A and B is µ o = 1/2. Further details regarding the Lyapunov tuning method are provided in [7] . order, candidate 2 is expected to have the most aggressive performance, followed by candidates 3 and 2. These stability-performance tradeoffs point to candidate 3 as the best overall choice of the three Lyapunov tuned candidates.
II. EXPERIMENTAL APPARATUS AND TEST PROCEDURE
The three Lyapunov tuned candidate ANR algorithms are analyzed and compared experimentally with three traditional fixed parameter NLMS and LNLMS algorithms at two sound pressure levels -80 dB and 100 dB -representing signal-to-noise ratio environments of 35 dB and 55 dB, respectively. Comparisons are made for four acoustic noise sources ranging from stationary tonal noise to highly nonstationary F-16 aircraft noise. Results for the two extreme noise sources are presented here. Comparisons are made within a low frequency test cell that provides a controlled acoustic environment. This section documents the test cell and prototype construction, and the experimental procedure.
A. Low Frequency Test Cell
The low frequency acoustic test cell (LFATC) is designed to provide a flat frequency response from 0 to 200 Hz for sound pressure levels of up to 140 dB. The design and experimental verification of the test chamber, which is based on the original work of [8] , is described in detail in [14] . Figure 3 headset in the test cell, these two microphones allow simultaneous, calibrated measurement of the sound pressure level outside of the prototype headset and inside the headset, and they also serve to calibrate the reference and error microphones of the prototype headset.
The test chamber is mounted on two layers of packing material separated by a 35 kg brass plate to minimize noise due to structural vibration. The predicted and measured frequency response of the test cell at the B&K microphone mounted in the flat plate at its base is shown in Figure 4 .
B. Prototype Headset
The prototype headset is depicted in Figure 5 , along with pertinent transfer functions.
H s 1 ( ) represents the transfer function of the test cell, reference microphone, and its amplifier.
H s 2 ( ) represents the transfer function of the cancellation path, which includes the cancellation speaker and its amplifier, the acoustic path between the speaker and the error microphone, and the error microphone and its amplifier. H s 3 ( ) is the unknown transfer function of the passive headset, which is to be found using the LMS filter, and H s 4 ( ) is the acoustic feedback path from the cancellation speaker to the reference microphone.
The reference and error microphones are Panasonic WM-34B electret microphones. The error microphone is located to the side of and slightly recessed from the speaker, and the reference microphone is located on the outside periphery of the headset dome. When mounted
on the flat plate in the test cell, the prototype's reference microphone is located 0.6 cm from the precision microphone in the side of the test cell, and the error microphone is located 2.5 cm above the precision microphone in the base of the test cell. A Sennheiser HD570 cancellation speaker is used due to its rated low frequency characteristics and relatively low distortion. Figure 6 shows the experimentally determined speaker transfer function, which is the major contributor to H s 2 ( ) in Figure 5 . Figure 6 shows a relatively flat speaker transfer function, with a low frequency roll off at approximately 50 Hz, and a notch at 100 Hz.
The cancellation speaker distortion was evaluated in the test cell for active noise reduction of single tones at 50 Hz, 100 Hz, 150 Hz, and 200 Hz, at sound pressure levels of 80 and 100 dB. These tests were performed at a sample frequency of 10 kHz, weight update rate of 5 kHz, and a filter length of 200, using the NLMS algorithm. At 100 dB SPL, total harmonic distortion was measured to be 0.7%, 1.8%, 0.6%, and 0.3%, respectively for the four input frequencies. At 80 dB, total harmonic distortion is less than 0.3% at all frequencies. In addition, the feedback path transfer function ( H s 4 ( ) in Figure 4 ) was measured during these experiments. In all cases, the magnitude response of the feedback path presents a minimum of 35 dB attenuation and is therefore considered an insignificant contribution to the reference signal X k .
C. Noise Sources
Four noise sources with increasing degrees of stationarity were selected for evaluation of candidate algorithms: 1) a sum of pure tones at the 1/3 octave center band frequencies between 50 and 200 Hz, 2) Lynx helicopter noise, 3) Pink noise, and 4) F-16 aircraft noise. Results for the two extremes -tonal noise and F-16 noise -are presented in this paper. Tonal noise represents the easiest of the four noise sources to cancel using ANR, and F-16 noise represents
an extremely challenging source for which to achieve high performance ANR while maintaining stability of the weight update equation. Performance for the remaining two noise sources falls between that for the two noise sources presented here.
All sources are band limited at 50 Hz to maintain a low level of low frequency distortion due to the cancellation speaker roll off and 200 Hz, the upper limit for a uniform sound field in the low frequency test cell. Figure 7 shows the power spectral density for the F-16 noise used for testing.
D. Experimental procedure
The three candidate Lyapunov tuned leaky LMS algorithm are evaluated and compared to i) empirically tuned, fixed leakage parameter leaky, normalized LMS algorithms (LNLMS), and ii) an empirically tuned normalized LMS algorithm with no leakage parameter (NLMS). These algorithms assume that the cancellation path transfer function is constant, and that the gain of the cancellation path is well known. In Figure 5 , the cancellation path is represented by H s 2 ( ) and the portion of H s 1 ( ) associated with the reference microphone and its amplifier. In practice, the transfer function of this path is generally slowly time varying due to factors such as amplifier drift, temperature variations, and variations in mounting of the prototype headset within the test cell. In order to accommodate for slowly time varying transfer functions in the secondary path, the frequency response amplitude of the microphone and cancellation speaker and their amplifiers are adjusted prior to each experiment such that the frequency response magnitude of the cancellation path is unity and is reasonably flat. To do so, the calibrated microphones in the base and side of the test cell are used to adjust the amplifier gains for the reference and error microphones of the prototype such that the transfer function magnitude of each microphone/amplifier path is unity. The speaker amplifier is adjusted such that the speaker transfer function, as shown in Figure 6 is approximately unity. By band limiting the noise source, as explained above, and by making these adjustments prior to each set of experiments, the need for compensation of the cancellation path is avoided. Once adjustments are make, the cancellation path transfer function remains relatively constant for the duration of the experiments, which is a period of two to three hours. All experimental data are collected during this time period, to ensure accurate comparisons between traditional and Lyapunov tuned leaky In the first part of the comparative study, empirically tuned NLMS and LNLMS filters with constant leakage parameter and the traditional adaptive step size of eq. 14 are used with the F-16 noise source. These algorithms are tuned to maximize performance at 100 dB SPL and subsequently applied without change to all other noise sources at both 100 dB SPL and 80 dB SPL. On the other hand, the constant leakage parameter LNLMS filter is empirically tuned for the F-16 noise at 80 dB and subsequently applied to all other test conditions. These two empirically tuned algorithms are denoted LNLMS(100) and LNLMS(80), respectively. For both filters, µ o = 1/3, and the respective leakage parameters are given in Table I . At 100 dB SPL, SNR is high enough to minimize to possibility of instability due to measurement noise on the reference input; hence, the LNLMS(100) filter has a leakage factor that is closer to unity than that of the LNLMS(80) filter. However, in a real ANR system, the reference noise SPL is not known a priori, thus the leakage factor must be chosen based on worst case SNR in order to prevent instability. Thus, in the test procedure, application of the algorithm tuned for a specific SPL to cancellation of noise not matching the tuning conditions demonstrates the loss of performance that results for constant tuning parameters. The Lyapunov based tuning approach aims to retains stability and performance in the presence of any noise source, ranging from stationary tones to highly nonstationary F-16 noise over the 20 dB dynamic range, i.e., at both 80 and 100 dB SPL. A successful Lyapunov tuned candidate should provide better performance than the LNLMS(80) filter at low SNR, while maintaining performance equal to or exceeding that of the LNLMS(100) filter at high SNR. Figures 8 and 9 show the results of the NLMS, LNLMS, and the three candidate Lyapunov tuned LMS algorithms acting tones and F-16 noise, respectively. The results presented in Figures 8 and 9 represent an ensemble average of performance of four trials of each algorithm on five-second noise samples, for tonal noise and F-16 noise, respectively for both sound pressure levels.
III. EXPERIMENTAL COMPARISON OF EMPIRICALLY TUNED AND LYAPUNOV

TUNED ALGORITHMS
Beginning with results for pure tones in Figure 8 , the NLMS is unstable when applied to the 80 dB noise source. This is indicated by the drift in SPL after convergence, which is caused by weight drift associated with measurement noise. The LNLMS(100) also is unstable, albeit the weight drift is slower than for the NLMS algorithm. Instability of the NLMS algorithm indicates that a leaky LNLMS algorithm is required, and instability of the LNLMS (100) indicates that a fixed leakage parameter providing optimal performance for 100 dB F-16 noise simply is not large enough to retain stability for the 80 dB tonal noise source. The LNLMS (80) retains stability at a performance loss of approximately 12 dB. Of the Lyapunov tuned LMS algorithms (Figure 8c ), candidates 2 and 3 are also unstable at 80 dB SPL, while candidate 3
retains stability and provides a steady-state noise reduction exceeding that of the LNLMS(80).
For 100 dB SPL, all algorithms are stable, though it is clear that a reduction in performance from that of the NLMS algorithm results for the empirically tuned LNLMS(100) and LNLMS(80) algorithms, as indicated by the steady-state SPL. The Lyapunov tuned algorithms each retain performance comparable to that of the NLMS algorithm, indicating that for the higher SPL, the time varying leakage parameter is closer to unity, on average.
In ranking the stability and performance characteristics of each candidate, as predicted, candidate 2 provides the most aggressive performance; it exhibits the fastest transition to steadystate of the Lyapunov tuned algorithms, as noted from Figure 8d . Candidate 2 also exhibits the poorest stability of the three candidates as indicated by the response to the 80 dB source in Figure 8c . Here, the weight drift is fastest for candidate 2, followed by candidate 1, while candidate 3 remains stable. These experimental results confirm the analytic results derived from Cartes 
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Figure 2 that rank candidate 3 as the algorithm of choice for maintaining both stability and performance.
For F-16 noise, stability and performance results, which are shown in Figure 9 , are similar. In all cases, the NLMS algorithm, LNLMS(100), and first two candidate Lyapunov tuned LMS algorithms are unstable for each 80 dB noise source. LNLMS(80) and candidate 3 are stable for each 80 dB noise source, and candidate 3 outperforms the fixed leakage parameter LNLMS(80). For each 100 dB noise source, all algorithms are stable. However, both the LNLMS(80) and LNLMS(100) exhibit significant performance reduction over the NLMS algorithm, while the candidate Lyapunov tuned algorithms retain performance comparable to the NLMS algorithm.
Performance gains of Lyapunov tuned candidates over the fixed leakage parameter LMS algorithms is confirmed by the experimentally determined mean and variance of the leakage factor for each candidate, as shown in Table I . The Lyapunov tuned LMS algorithms are more aggressively tuned and operate closer to the Wiener solution (λ = 1), providing better performance than constant leakage factor algorithms. The experimental results provide evidence that stability and performance gains are achieved in the reduction of both stationary and highly nonstationary noise for an optimized combination of both adaptive step size and adaptive leakage factor without requiring empirical tuning.
We further investigate the stability of Lyapunov tuned LMS algorithms for the stationary tones and nonstationary F-16 noise sources by examining steady-state noise attenuation and filter weights for a single100-sec noise sample. For the 80 dB noise source, for which candidate 3 is stable for five-second noise samples, stability is also evident for a 100 second sample, as indicated in Figure 10 . Figures 10a and 10c show that steady-state performance of at least 15 dB attenuation in SPL is maintained, and Figures 10b and 10d show that no weight drift is evident for the 100-second noise samples. For the 100 dB SPL, Figures 11a and 11c shows that all three candidates reach a steady-state performance of at least 30 dB attenuation in SPL. A slow weight drift is apparent for candidates 1 and 2, while candidate 3 asymptotically approaches steadystate. Overall noise reduction performance of 30 dB for the more difficult nonstationary F-16 source is only 3 dB lower than the 33 dB noise reduction for pure tones. Thus, minimal performance degradation in incurred as the LMS filter attempts to cancel a source whose statistics can vary rapidly with time.
IV. SIMULATION OF LYAPUNOV TUNED CANDIDATES FOR INDUCED, LOW SNR
The Lyapunov tuning method presents stability bounds as a function of scalar constants A and B defined in eq. 11 and 12. These scalar constants, along with a Lyapunov function of the In the simulation, the unknown acoustic transfer function of the headset ( H s 3 ( )in Figure   5 ) is modeled by a finite impulse response filter which represents the passive attenuation of the To further aid in the analysis, we define P, the probability of operating outside of the guaranteed stability boundary, i.e., the probability that V V Confirming the experimental evaluation, simulation results of candidate 3 compared with other candidate algorithms indicate that it retains the best stability properties, while candidate 2 retains more aggressive performance at a sacrifice to stability. Table II 
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