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Abstract
In this paper, we introduce the generalized shift operator generated by the Gegenbauer differential op-
erator Dλ = (x2 − 1)
1
2 −λ d
dx
(x2 − 1)λ+ 12 d
dx
, and define a generalized convolution ⊗ on the half-line
corresponding to the Gegenbauer differential operator. We investigate the Calderon reproducing formula
associated with the convolution ⊗ involving finite Borel measures, leading to results on the Lp-norm and
pointwise approximation for functions on the half-line.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
It is well known that the classical Calderon reproducing formula can be formulated as fol-
lows [1]. Let g and h be L2-functions on R, and
∞∫
0
gˆ(aλ)hˆ(aλ)
da
a
= 1, for all λ ∈ R \ {0},
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ga(x) = 1
a
g
(
x
a
)
, ha(x) = 1
a
h
(
x
a
)
,
then
f =
∞∫
0
f ∗ ga ∗ ha da
a
, (1)
where ∗ denotes the usual convolution product on R.
The formula (1) has many applications in applied mathematics, in particular in wavelet theory
(see, for example, [2,4]).
Let μ be a finite Borel measure on the real line R, then (1) has a natural generalization to
f =
∞∫
0
f ∗ μa da
a
, (2)
where μa is the dilated measure of μ. Under some restrictions on μ, the Lp-norm or a.e. con-
vergence of (2) has been proved by B. Rubin and E. Shamir in [7]. A more general form of (2)
has been investigated by B. Rubin in [6]. In [5], M.A. Mourou and K. Trimeche have studied the
same problems when in (2) the classical convolution ∗ is replaced by a generalized convolution
on the half-line generated by the Bessel differential operator
Lα = d
2
dx2
+ 2α + 1
x
d
dx
, α > −1
2
. (3)
The aim of this paper is to study similar questions when in (2) the classical convolution ∗ is re-
placed by a generalized convolution ⊗ on the half-line generated by the Gegenbauer differential
operator
Dλ =
(
x2 − 1) 12 −λ d
dx
(
x2 − 1)λ+ 12 d
dx
. (4)
The Gegenbauer functions Pλα (x), α ∈ [1,∞), x ∈ [1,∞), λ ∈ (0,1/2), are eigenfunctions
of the operator Dλ that satisfy the following differential equation [3]:{(
x2 − 1) d2
dx2
+ (2λ + 1)x d
dx
− α(α + 2λ)
}
Pλα (x) = 0, (5)
Pλα (x) =
(α + 2λ) cosπλ
(λ)(α + λ + 1) (2x)
−α−2λ
2F1
(
α
2
+ λ, α
2
+ λ + 1
2
;α + λ + 1;x−2
)
, (6)
and 2F1 denotes the hypergeometric function.
The second linearly-independent solution of Eq. (5) is as follows
Cλα(x) = −
sinπα(α + 2λ)(−α − λ)
π(λ)
(2x)−α−2λ
× 2F1
(
α
2
+ λ, α
2
+ λ + 1
2
;α + λ + 1;x−2
)
+ (α + λ)
(λ)(α + λ)(2x)
α
2F1
(
−α
2
,−α
2
+ 1
2
;1 − α − λ;x−2
)
, (7)
where α ∈ [1,∞), x ∈ [1,∞) and λ ∈ (0,1/2).
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functions f on [0,∞) for which
‖f ‖p,λ ≡
∥∥f (ch)(·)∥∥
p,λ
=
( ∞∫
0
∣∣f (chx)∣∣p sh2λ x dx) 1p < ∞, 1 p < ∞,
and
‖f ‖∞,λ ≡
∥∥f (ch)(·)∥∥∞,λ = ess sup
x0
∣∣f (chx)∣∣< ∞.
Denote by M = M([0,∞)) the space of all finite Borel measures on the semi-axis [0,∞).
For μ ∈ M , we assume
‖μ‖ = |μ|([0,∞))= ∫
[0,∞)
d|μ|(chx),
where |μ| is the absolute value of μ.
Definition 1. For f ∈ L1,λ[0,∞), the Gegenbauer transformations of f are defined by
fˆP (α) =
∞∫
0
f (ch t)P λα (ch t) sh2λ t dt, α ∈ [1,∞),
fˆQ(α) =
∞∫
0
f (ch t)Qλα(ch t) sh2λ t dt, α ∈ [1,∞),
where Pλα (chx) is given by (6) and Qλα(chx) =
(2α)(α + 1)
(α + 2λ) C
λ
α(chx).
Definition 2. The Gegenbauer transformation of the measure μ ∈ M is defined by the formula
μˆP˜ (α) =
∫
[0,∞)
P˜ λα (chx)dμ(chx),
where P˜ λα (chx) = Pλα (chx)/P λα (1).
Definition 3.
(1) The generalized shift operator Aλch t is defined by
Aλch t f (chx) =
(λ + 12 )
( 12 )(λ)
π∫
0
f (chx ch t − shx sh t cosϕ)(sinϕ)2λ−1 dϕ.
(2) The generalized convolution ⊗ generated by the generalized shift operator is defined as
follows
(μ ⊗ f )(chx) =
∫
[0,∞)
Aλch t f (chx)dμ(ch t),
where μ ∈ M and f is a smooth function.
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(1) For the function P˜ λα (chx), the following “multiplication theorem” holds:
Aλch t P˜
λ
α (chx) = P˜ λα (ch t)Qλα(chx).
(2) If f ∈ Lp,λ[0,∞), 1 p ∞, then for all t  0, Aλch t f ∈ Lp,λ and∥∥Aλch t f ∥∥p,λ  ‖f ‖p,λ.
(3) For any f ∈ L1,λ[0,∞), the following equality holds:
̂(Aλch t f )P˜ (α) = fˆP˜ (α)Qλα(ch t), t  0.
(4) If μ ∈ M and f ∈ Lp,λ[0,∞), 1 p ∞, then
μ ⊗ f ∈ Lp,λ and ‖μ ⊗ f ‖p,λ  ‖μ‖‖f ‖p,λ. (8)
By using Minkowsky inequality and property (2), we obtain property (4):
‖μ ⊗ f ‖p,λ 
∞∫
0
∥∥Aλch t f ∥∥p,λ d|μ|(ch t) ‖f ‖p,λ
∞∫
0
d|μ|(ch t) = ‖μ‖‖f ‖p,λ.
(5) For μ ∈ M and f ∈ L1,λ, the equality
̂(μ ⊗ f )P˜ (α) = fˆP˜ (α)μˆQ(α) (9)
is valid.
In fact, by using the property (3) we obtain
̂(μ ⊗ f )P˜ (α) =
∞∫
0
( ∞∫
0
Aλch t f (chu)dμ(chu)
)
P˜ λα (chx)dμ(chx)
=
∞∫
0
( ∞∫
0
P˜ λα (chx)Aλch t f (chx)dμ(chx)
)
dμ(chu)
=
∞∫
0
̂(Aλch t f )P˜ (α) dμ(chu) = fˆP˜ (α)
∞∫
0
Qλα(chu)dμ(chu) = fˆP˜ (α)μˆQ(α).
Definition 4. Let μ ∈ M and a > 0. We define the dilated measure μa of μ by∫
[0,∞)
ϕ(chx)dμa(chx) =
∫
[0,∞)
ϕ(chax)dμ(chx), ϕ ∈ Cc
([0,∞)),
where Cc([0,∞)) is the space of continuous functions with compact support.
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(1) Suppose dμ(chx) = g(chx) sh2λ x dx with g ∈ L1,λ[0,∞), then we give the measure μa ,
a > 0, by the function
ga(chx) = g
(
ch
x
a
)
sh2λ
x
a
/(
a sh2λ x
)
, x > 0. (10)
Hence
dμa(chx) = 1
a
g
(
ch
x
a
)
sh2λ
x
a
dx.
(2) For μ ∈ M and f ∈ Lp,λ[0,∞), 1 p < ∞, the following equality holds:
lim
a→0
∥∥μa ⊗ f − μ([0,∞))f ∥∥p,λ = 0.
Proof. We have
(μa ⊗ f )(chx) − μ
([0,∞))f (chx) = ∞∫
0
[
Aλch t f (chx) − f (chx)
]
dμ(ch t).
By the Minkowsky inequality we get
∥∥μa ⊗ f − μ([0,∞))f ∥∥p,λ 
∞∫
0
∥∥Aλch t f − f ∥∥p,λ d|μ|a(ch t)

∞∫
0
ωf (at)p,λ d|μ|(ch t), (11)
where ωf (δ)p,λ = sup0<tδ ‖Aλch t f − f ‖p,λ and ωf (δ)p,λ → 0 as δ → 0.
Since ‖Aλch t f −f ‖p,λ  2‖f ‖p,λ, the last integral on the right-hand side in (11) tends to zero
by the Lebesgue’s dominated convergence theorem. 
(3) Let f ∈ L1,λ[0,∞) and g ∈ Lp,λ([0,∞)), 1 < p < ∞, then
lim
a→∞‖f ⊗ ga‖p,λ = 0. (12)
Proof. From Young’s inequality
‖f ⊗ ga‖p,λ  ‖f ‖1,λ‖ga‖p,λ = ‖f ‖1,λ‖g‖p,λa
1−p
p → 0 as a → ∞,
then we get (12). 
2. Calderon’s reproducing formula associated with the Gegenbauer operator
Lemma 1. For μ ∈ M and 0 < ε < δ < ∞, assume
Gε,δ(x) = μ[x/δ, x/ε]
/(
x sh2λ x
)
, x > 0, (13)
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Kε,δ(α) =
δ∫
ε
( ∫
[0,∞)
P˜ λα
(
ch(tu)
)
dμ(chu)
)
dt
t
. (14)
Then Gε,δ(x) ∈ L1,λ[0,∞) and
(̂Gε,δ)P˜ (α) = Kε,δ(α) − μ
({0}) log δ
ε
. (15)
Proof. By the definition, we have
‖Gε,δ‖1,λ =
∞∫
0
∣∣Gε,δ(chx)∣∣ sh2λ x dx  ∞∫
0
( x/ε∫
x/δ
d|μ|(ch t)
)
dx
x
=
∞∫
0
d|μ|(ch t)
δt∫
εt
dx
x
= |μ|([0,∞)) log δ
ε
< ∞.
Further, applying Fubini’s theorem we obtain
(̂Gε,δ)P˜ (α) =
∫
(0,∞)
( ∫
[x/δ,x/ε]
dμ(ch t)
)
P˜ λα (chx)
dx
x
=
∫
(0,∞)
( δt∫
εt
P˜ λα (chx)
dx
x
)
dμ(ch t)
=
∫
(0,∞)
( δ∫
ε
P˜ λα
(
ch(tx)
)dx
x
)
dμ(ch t)
=
δ∫
ε
( ∫
(0,∞)
P˜ λα
(
ch(tx)
)
dμ(ch t)
)
dx
x
=
δ∫
ε
( ∫
[0,∞)
P˜ λα
(
ch(tx)
)
dμ(ch t) − μ({0}))dx
x
= Kε,δ(α) − μ
({0}) log δ
ε
.
Hence Lemma 1 is proved. 
Lemma 2. Let μ ∈ M , f ∈ Lp,λ[0,∞), 1 p ∞, and 0 < ε < δ < ∞, then the function
f ε,δ(chx) =
δ∫
(f ⊗ μa)(chx)da
a
(16)ε
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f ε,δ(chx) = (f ⊗ Gε,δ)(chx) + μ
({0})f (chx) log δ
ε
. (17)
Proof. Applying Fubini’s theorem we obtain
f ε,δ(chx) =
δ∫
ε
( ∫
[0,∞)
Aλch(at)f (chx)dμ(ch t)
)
da
a
=
∫
[0,∞)
( δ∫
ε
Aλch(at)f (chx)
da
a
)
dμ(ch t)
= μ({0})f (chx) log δ
ε
+
∫
(0,∞)
( δt∫
εt
Aλchaf (chx)
da
a
)
dμ(ch t)
= μ({0})f (chx) log δ
ε
+
∫
(0,∞)
Aλchaf (chx)
( a/ε∫
a/δ
dμ(ch t)
)
da
a
= μ({0})f (chx) log δ
ε
+ (f ⊗ Gε,δ)(chx).
Hence from (8) and Lemma 1 it follows that f ε,δ ∈ Lp,λ[0,∞) and the equality (17)
holds. 
Lemma 3. Let μ ∈ M . Then for f ∈ L2,λ[0,∞) the equality(̂
f ε,δ
)
P˜
(α) = fˆQ(α)Kε,δ + μ
({0})(fˆP˜ (α) − fˆQ(α)) log δε
holds, where Kε,δ is the function defined by (14).
Proof. In fact, from (9), (15) and (17) it can be easily seen that(̂
f ε,δ
)
P˜
(α) = ̂(f ⊗ Gε,δ)(α) + μ
({0})fˆP˜ (α) log δε
= fˆQ(α)(̂Gε,δ)(α) + μ
({0})fˆP˜ (α) log δε
= fˆQ(α)Kε,δ + μ
({0})(fˆP˜ (α) − fˆQ(α)) log δε . 
Theorem 1. Let μ ∈ M and
Cμ =
∞∫
0
∣∣μ([0, x])∣∣dx
x
< ∞. (18)
If f ∈ Lp,λ[0,∞), 1 < p < ∞, then
lim
ε→0
δ→∞
∥∥f εδ − Cμf ∥∥p,λ = 0. (19)
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Gε,δ(x) = Gε(x) − Gδ(x),
where
G(x) = μ([0, x])/(x sh2λ x), Gε(x) = μ([0, x/ε])/(x sh2λ x), x > 0.
Hence from (17) we obtain
f ε,δ(chx) = (f ⊗ Gε)(chx) − (f ⊗ Gδ)(chx). (20)
Now we have∥∥f ε,δ − Cμf ∥∥p,λ  ‖f ⊗ Gε − Cμf ‖p,λ + ‖f ⊗ Gδ‖p,λ (21)
and also
(f ⊗ Gε)(chx) − f (chx)
∞∫
0
μ
([0, t])dt
t
=
∞∫
0
[
Aλch t f (chx) − f (chx)
]
μ
([0, t/ε])dt
t
.
By the Minkowsky inequality we have
‖f ⊗ Gε − fCμ‖p,λ 
∞∫
0
∥∥Aλch t − f ∥∥p,λ∣∣μ([0, t/ε])∣∣dtt

∞∫
0
ωf (εt)p,λ
∣∣μ([0, t])∣∣dt
t
 2‖f ‖p,λ
∞∫
0
∣∣μ([0, t])∣∣dt
t
< ∞.
By the Lebesgue’s dominated convergence theorem we get
lim
ε→0 ‖f ⊗ Gε − Cμf ‖p,λ = 0. (22)
It remains to prove that
lim
δ→∞‖f ⊗ Gδ‖p,λ = 0. (23)
By the Young’s inequality we have
‖f ⊗ Gδ‖p,λ  ‖f ‖1,λ · ‖Gδ‖p,λ  δ
1−p
p ‖f ‖1,λ‖G‖p,λ → 0 as δ → ∞.
Thus the proof of the theorem is completed. 
Definition 5. Let f be locally integrable function on [0,∞), a point x ∈ [0,∞) is a Lebesgue
point of f if
lim
t→0
1
t2λ+1
t∫
0
∣∣Aλch t f (chx) − f (chx)∣∣ sh2λ udu = 0.
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of f . Further, if f ∈ L1,λ[0,∞), then almost every points of the interval [0,∞) are the Lebesgue
points of f .
We will need the following lemma being analogue of I.P. Natanson’s lemma [8, p. 304] later.
Lemma 4. Let f ∈ L1,λ[0,∞) be a nonnegative function and assume the following condition
holds:
sup
0<t<∞
t−2λ−1
t∫
0
f (chu) sh2λ udu = M < ∞. (24)
Then for any nonnegative function g ∈ L1,λ[0,∞) decreasing on [0,∞), the integral
∞∫
0
f (ch t)g(ch t) sh2λ t dt (25)
exists and the inequality
∞∫
0
f (ch t)g(ch t) sh2λ t dt M(2λ + 1)
∞∫
0
g(ch t) sh2λ t dt (26)
holds.
Proof. We note that if g(1) = ∞, then the integral (25) exists as a singular integral. If g(1) < ∞,
then the function g(ch t) is bounded and therefore the integral (25) exists as an ordinary Lebesgue
integral.
Without loss of generality we assume g(∞) = 0. In fact, if it were not so, then we would take
g˜(ch t), instead of g(ch t) which is defined by
g˜(ch t) =
{
g(ch t), 0 < t < ∞,
0, t = ∞.
If we take g˜(ch t) instead of g(ch t), then the value of this function at any isolated point does not
effect the value of the integral. So we assume g(∞) = 0. Let 0 < α < ∞. The function g(ch t) is
bounded on the ray [α,∞) and therefore the integral
∞∫
α
f (ch t)g(ch t) sh2λ t dt (27)
exists. Assuming
F(t) =
t∫
0
f (chu) sh2λ udu,
we can write the integral (27) in the following form:
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α
f (ch t)g(ch t) sh2λ t dt =
∞∫
α
g(ch t) dF (t)
= −g(chα)F (α) +
∞∫
α
F (t) d
[−g(ch t)]. (28)
By using (24) we get
0 F(t)Mt2λ+1, t > 0, (29)
and
α∫
0
g(ch t) sh2λ t dt  g(chα)
α∫
0
sh2λ t dt
 g(chα)
α∫
0
t2λ dt = g(chα) α
2λ+1
2λ + 1 ,
since g(ch t) decreases. Hence, it follows that
g(chα) 2λ + 1
α2λ+1
α∫
0
g(ch t) sh2λ t dt. (30)
From (29) and (30) we have
0 F(α)g(chα)M(2λ + 1)
α∫
0
g(ch t) sh2λ t dt, (31)
further
∞∫
α
F (t) d
[−g(ch t)]M ∞∫
α
t2λ+1 d
[−g(ch t)]
= Mα2λ+1g(chα) + M(2λ + 1)
∞∫
α
t2λg(ch t) dt
M(2λ + 1)
∞∫
0
g(ch t) sh2λ t dt. (32)
Now from (28), (31) and (32) we have
∞∫
α
f (ch t)g(ch t) sh2λ t dt M(2λ + 1)
∞∫
0
g(ch t) sh2λ t dt.
Taking limit as α → 0, we obtain the assertion of the lemma. 
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on [0,∞) such that g∗ belongs to L1,λ[0,∞), where g∗(chx) = ess suptx |g(ch t)|. Then for
every Lebesgue point x ∈ [0,∞) of f , the following equality holds:
lim
a→+0(f ⊗ ga)(chx) = f (chx)
∞∫
0
g(ch t) sh2λ t dt.
Proof. We have
g∗a(chx) =
1
a
g∗
(
ch
x
a
)
sh2λ
x
a
/
sh2λ x.
Since
∞∫
0
dga(ch t) =
∞∫
0
1
a
g
(
ch
t
a
)
sh2λ
t
a
dt =
∞∫
0
g(ch t) sh2λ t dt,
we get∣∣∣∣∣(f ⊗ ga)(chx) − f (chx)
∞∫
0
dga(ch t)
∣∣∣∣∣
=
∣∣∣∣∣
∞∫
0
Aλch t f (chx)dga(ch t) − f (chx)
∞∫
0
dga(ch t)
∣∣∣∣∣
=
∣∣∣∣∣
∞∫
0
[
Aλch t f (chx) − f (chx)
]1
a
g
(
ch
t
a
)
sh2λ
t
a
dt
∣∣∣∣∣
=
∣∣∣∣∣
∞∫
0
[
Aλch t f (chx) − f (chx)
]
ga(ch t) sh2λ t dt
∣∣∣∣∣= Ja(x). (33)
Since x is a Lebesgue point, then for ∀a > 0, ∃δ(a) > 0, 0 < t  δ, we have
t∫
0
∣∣Aλchuf (chx) − f (chx)∣∣ sh2λ udu < at2λ+1. (34)
Now, divide the integral J into two parts as the following
Ja(x) =
δ∫
0
+
∞∫
δ
= J1,a(x) + J2,a(x). (35)
Firstly, we estimate the integral J1,a ,
∣∣J1,a(x)∣∣ δ∫ ∣∣Aλch t f (chx) − f (chx)∣∣∣∣ga(ch t)∣∣ sh2λ t dt
0
1090 V.S. Guliyev, E.J. Ibrahimov / J. Math. Anal. Appl. 335 (2007) 1079–1094
δ∫
0
∣∣Aλch t f (chx) − f (chx)∣∣g∗a(ch t) sh2λ t dt
=
δ∫
0
∣∣Aλch t f (chx) − f (chx)∣∣1a g∗
(
ch
t
a
)
sh2λ
t
a
dt.
Since g∗ is a decreasing function, we obtain from Lemma 4 the following
∣∣J1,a(x)∣∣ a(2λ + 1)δ2λ+1 δ∫
0
1
a
g∗
(
ch
t
a
)
sh2λ
t
a
dt
= a(2λ + 1)δ2λ+1
δ/a∫
0
g∗(chu) sh2λ udu
 a(2λ + 1)δ2λ+1∣∣g∗∣∣1,λ → 0 as a → 0, (36)
for all Lebesgue point x ∈ [0,∞).
Now consider the integral J2. By the Hölder inequality we have
∣∣J2,a(x)∣∣ ∞∫
δ
∣∣Aλch t f (chx) − f (chx)∣∣g∗a(ch t) sh2λ t dt

( ∞∫
δ
∣∣Aλch t f (chx) − f (chx)∣∣g∗a(ch t) sh2λ t dt
)1/p( ∞∫
δ
g∗a(ch t) sh2λ t dt
)1/p′
= Aδ,a(x) · Bδ,a, (37)
where 1/p + 1/p′ = 1.
We get
Aδ,a(x) g∗a(ch δ)
( ∞∫
δ
∣∣Aλch t f (chx) − f (chx)∣∣p sh2λ t dt
)1/p
 g∗a(ch δ)
∥∥Aλch t f − f ∥∥p,λ  2g∗a(ch δ)‖f ‖p,λ, (38)
since g∗a(ch t) is a decreasing function.
By inequality (30) we have
g∗a(ch δ)
2λ + 1
δ2λ+1
δ∫
0
g∗a(ch t) sh2λ t dt =
2λ + 1
δ2λ+1
δ∫
0
1
a
g∗
(
ch
t
a
)
sh2λ
t
a
dt
= 2λ + 1
δ2λ+1
δ/a∫
0
g∗(ch t) sh2λ t dt < 2λ + 1
δ2λ+1
∥∥g∗∥∥1,λ. (39)
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Aδ,a(x)
2(2λ + 1)
δ2λ+1
‖f ‖p,λ
∥∥g∗∥∥1,λ. (40)
Furthermore, we have
B
q
δ,a =
∞∫
δ
g∗a(ch t) sh2λ t dt =
∞∫
δ
1
a
g∗
(
ch
t
a
)
sh2λ
t
a
dt
=
∞∫
δ/a
g∗(ch t) sh2λ t dt → 0 as a → 0, (41)
since g∗ ∈ L1,λ[0,∞).
Hence, for all Lebesgue point x ∈ [0,∞) we get
lim
a→0J2,a(x) = 0. (42)
By combining (36) and (42), we get the proof of the theorem. 
Theorem 3. Let f ∈ Lp,λ[0,∞), 1 p < ∞, and assume μ ∈ M satisfies the following condi-
tions:
1∫
0
|μ|([0, x])dx
x
< ∞ (43)
and
∞∫
1
∣∣μ([0, x])∣∣dx
x
< ∞. (44)
If G∗ ∈ L1,λ[0,∞), where G∗(chx) = ess suptx |G(ch t)|, then for every Lebesgue point x ∈
[0,∞) of f , the following equality holds
lim
ε→0
δ→∞
f ε,δ(chx) = Cμf (chx).
Proof. From (20) and Theorem 2 it is sufficient to show that (f ⊗ Gδ)(chx) → 0 as δ → ∞.
From condition (43) it follows that μ({0}) = 0, then we have limδ→∞ μ([0, t/δ]) = 0.
Further,
(f ⊗ Gδ)(chx) =
1∫
0
Aλch t f (chx)μ
([0, t/δ])dt
t
+
∞∫
1
Aλch t f (chx)μ
([0, t/δ])dt
t
= Aδ,a(x)(x) + Bδ,a(x). (45)
For δ  1,∣∣Aλch t f (chx)μ([0, t/δ])/t∣∣Aλch t |f |(chx)|μ|([0, t/δ]) · 1t
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1∫
0
Aλch t |f |(chx)|μ|
([0, t])dt
t
< ∞.
Hence from the general theorem of convergence it follows that
lim
δ→∞Aδ,a(x) = 0 (46)
for all Lebesgue point x ∈ [0,∞). From (44)
∞∫
1
∣∣Aλch t f (chx)∣∣∣∣μ([0, t])∣∣dtt 
∞∫
1
∥∥Aλch t f ∥∥p,λ∣∣μ([0, t])∣∣dtt
 ‖f ‖p,λ
∞∫
1
∣∣μ([0, t])∣∣dt
t
< ∞.
Finally, since Aλch t f ∈ Lp,λ[0,∞) for all f ∈ Lp,λ[0,∞), 1  p < ∞, it follows from the
general theorem of convergence that
lim
δ→∞Bδ,a(x) = 0 (47)
for all Lebesgue point x ∈ [0,∞). From (46) and (47), the proof of the theorem is completed. 
Lemma 5. Let f (ch(·)) be an essentially bounded function on [0,∞), and
lim
t→∞ t
−2λ−1
t∫
0
Aλchuf (chx) sh
2λ udu = 0. (48)
If g ∈ L1,λ[0,∞), then
lim
a→∞(f ⊗ ga)(chx) = 0 (49)
uniformly for x ∈ [0,∞).
Proof. It is sufficient to consider the case f  0 and g(ch(·)) is continuous on [0,R], R > 0.
Then we have
∣∣(f ⊗ ga)(chx)∣∣=
∣∣∣∣∣
aR∫
0
Aλch t f (chx)ga(ch t) sh
2λ t dt
∣∣∣∣∣
=
∣∣∣∣∣1a
aR∫
0
Aλch t f (chx)g
(
ch
t
a
)
sh2λ
t
a
dt
∣∣∣∣∣. (50)
Note that, sh t  1 sh t for all a  1. Then by virtue of (48), we havea a
V.S. Guliyev, E.J. Ibrahimov / J. Math. Anal. Appl. 335 (2007) 1079–1094 1093∣∣(f ⊗ ga)(chx)∣∣
∣∣∣∣∣ 1a2λ+1
aR∫
0
Aλch t f (chx)g
(
ch
t
a
)
sh2λ t dt
∣∣∣∣∣
 ‖g‖∞,λR2λ+1
(
1
(Ra)2λ+1
aR∫
0
Aλch t f (chx) sh
2λ t dt
)
→ 0 as a → ∞.
The proof of the lemma is completed. 
Theorem 4. Assume μ ∈ M satisfies the condition
∞∫
0
∣∣μ([0, x])∣∣dx
x
< ∞,
f ∈ L∞,λ[0,∞), and Eq. (48) holds. If G∗ ∈ L1,λ[0,∞), where G∗(chx) = ess suptx |G(ch t)|,
then at each Lebesgue point x the following equality holds
lim
ε→0
δ→∞
f ε,δ(chx) = Cμf (chx).
Proof. The proof of the theorem follows from equality (20), Theorem 3 and Lemma 5. 
Lemma 6. Let μ ∈ M and μ([0,∞)) = 0. Then the following assertions are equivalent
(1) ∫ 10 |μ|([0, t]) dtt < ∞ and ∫∞1 |μ|((t,∞)) dtt < ∞;
(2) ∫[0,∞) | logx|d|μ|(x) < ∞.
Proof. We have
1∫
0
|μ|([0, t])dt
t
=
∫
[0,1]
|logx|d|μ|(x), (51)
further, since
μ
([0,∞))= 0 ⇔ μ([0, t])= −μ((t,∞)),
then
∞∫
1
|μ|((t,∞))dt
t
=
∫
(1,∞)
logx d|μ|(x). (52)
From (51) and (52), we get the assertion of the lemma. 
Theorem 5. Let μ ∈ M , μ([0,∞)) = 0 and let∫
|logx|d|μ|(x) < ∞. (53)
[0,∞)
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Cμ =
∫
[0,∞)
log
1
x
dμ(x). (54)
Proof. From (51) we have
1∫
0
μ
([0, t])dt
t
=
∫
[0,1]
log
1
x
dμ(x). (55)
On the other hand
∞∫
1
μ
([0, t])dt
t
=
∫
(1,∞)
log
1
x
dμ(chx). (56)
Combining (55) and (56), we get the assertion of the theorem. 
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