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In this chapter we show how algebraic geometry can be used to deﬁne and
then analyse the properties of certain important classes of discrete probabil-
ity models described through probability trees. Our aim is to show how much
wider classes of discrete statistical models than have been considered previ-
ously have a useful algebraic formulation and unlike its competitors this class
is closed under discovery of arbitrary marginal distributions. We proceed to
illustrate how the identiﬁability of certain causal functions can be articulated
and analysed within this framework which generalises the causal Bayesian net-
work formulation. We note that as with causal Bayesian networks the most
convenient polynomial parametrisation is one that is based on conditional
rather than marginal probabilities.
In Section 1 we introduce the probability tree representation of a discrete
model and show that discrete Bayesian networks and some of their recent
generalisations are special subclasses of these models. We then introduce an
algebraic representation of important classes of probability tree models called
algebraic constraint models (ACTs). In Section 3 we proceed to examine how
ACTs are closed under the discovery of the marginal distribution of a random
variable measurable with respect to the path sigma algebra of its underlying
probability tree. Probability tree representations are especially useful to spec-
ify and study the implications of certain causal hypotheses. In Sections 4 and
5 we relate these causal models to ACTs and give a formal discussion of the
conditional probability graphs of discrete models that can also be expressed as
Bayesian networks. In Section 6 we illustrate these ideas from the perspective
of a simple modelling context.
1 The algebra of probability trees
Begin by considering a ﬁnite discrete probability space whose atomic events
are given by the N root to leaf paths on a probability tree T = (V (T ),E(T )),
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where V (T ) and E(T ) are the vertex set and edge set, respectively, and T
has a single root vertex v0. Then an atomic event is a path λ with n(λ) edges
(e1(λ),e2(λ),...en(λ)(λ)) and n(λ)+1 respective vertices (v0,v1(λ),...vn(λ)(λ)).
In the listing of the edges and vertices of a path we might suppress the index
λ when there is no ambiguity. To each path we associate the probability
p(λ) =
n(λ)  
i=1
πi(ei(λ))
where π(ei(λ)) is a probability on the edge ei(λ) for 1 ≤ i ≤ n(λ).
A non leaf vertex is called a situation and S(T ) ⊂ V (T ) is the set of
situations. To each situation v ∈ S(T ) we associate a random variable X(v)
whose sample space, X(v), can be labeled by the edges emanating from v,
equivalently by the children of v in T . Let E(v) ⊆ E(T ) be the set of edges
out of v. Here without loss of generality we assume that the random variables
in {X(v) : v ∈ S(T )} are mutually independent of each other. Clearly 0 ≤
π(e) ≤ 1 for all e ∈ E(v) and all v ∈ S(T ). Moreover for all v ∈ S(T )
 
e∈E(v)
π(e) = 1
i.e. the set of probabilities on edges emanating from each situation in the tree
satisfy simplex conditions. Call the set of probabilities
Π = {π(e) : e ∈ E(v) and v ∈ S(T )}
the set of primitive probabilities of T . An equivalent notation for primitive
probabilities highlights the vertices of the edge [21], namely for the edge e =
(v,v′) where v is the out vertex of e and v′ is its in vertex,
{π(e) = π(v′|v) = Prob(X(v) = v′) : v′ ∈ X(v) and v ∈ S(T )}
A simple probability tree is given in Table 1. The set of situation is S(T ) =
{vi : 0 ≤ i ≤ 4} and the random variable X(vi) is associated to the situation
vi ∈ S(T ), for 0 ≤ i ≤ 5. The random variables X(vi), 0 ≤ i ≤ 5, have state
spaces of dimensions 3,2,3,2,2 respectively. We can label each edge ei ∈ E(T )
by its receiving vertex. So for example we label the edge (v2,v8) as e8. Each
edge ei ∈ E(T ) has an associated primitive probability π(ei) which we will
write as πi, 1 ≤ i ≤ 12. The eight root to leaf paths λ of T can be indexed by
the index of their terminal vertex. So for example λ12 = (v0,v1,v4,v12). The
probabilities pi = Prob(λi) of these atomic events λi, 5 ≤ i ≤ 12 are then
given by the following monomials in the primitive probabilities
p5 = π1π5, p6 = π2π6, p7 = π2π7 ,p8 = π2π8
p9 = π3π9, p10 = π3π10, p11 = π1π4π11, p12 = π1π4π12
under the linear constraints
CRiSM Paper No. 06-09, www.warwick.ac.uk/go/crismThe geometry of causal probability trees that are algebraically constrained 3
v5 v4 → v11
↑ ր ց
v1 v6 v12
ր ր
v0 → v2 → v7
ց ց
v3 v8
↓ ց
v10 v9
Table 1. A simple probability tree
π1 + π2 + π3 = 1
π4 + π5 = 1
π6 + π7 + π8 = 1
π9 + π10 = 1
π11 + π12 = 1
and the inequalities 0 ≤ πi ≤ 1, i = 1,...,12.
It follows that if we ignore the inequality statements, a discrete probability
model represented by a probability tree can be thought of as N monomials
in primitive probabilities that satisfy a collection of sum to one conditions
where, again, N is the number of atomic events and root to leaf paths. In
particular to each saturated probability tree model can be associated a set of
polynomial functions satisfying certain linear equations.
Of course, a probability tree model is not usually saturated. Typically
certain other constraints are placed on the primitive probabilities of the prob-
ability space. These constraints deﬁne a particular statistical model. However
it is very common that such constraints continue to be algebraic in the prim-
itive probabilities and so form an algebraic variety.
Example 1 (Chain Event Graph Models). These models simply equate certain
primitive probabilities. Speciﬁcally we say that two situations v1 and v2 in
a probability tree T are in the same stage u if there is an invertible map
Φ : E(v1) → E(v2) such that, for all e(v1) ∈ E(v1)
π(Φ(e(v1)) = π(e(v1))
Note that an equivalent condition would state that v1,v2 ∈ u if and only
if there is an invertible function Ψ such that the distribution of X(v2) is
the distribution of Ψ(X(v1)). Such models where the probability edges em-
anating from a given situation are assumed to have the same probabilities
are extremely common: see below. Note that algebraically such models sim-
ply supplement the linear conditions associated with the saturated tree with
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the linear relationships where we simply identify certain primitive probabili-
ties with each other. For example in the tree in Table 1 we might have that
all its situations lay in one of two stages {u1,u2} where u1 = {v0,v2} and
u2 = {v1,v3,v4} and speciﬁcally
π1 = π6, π2 = π7, π3 = π8
π4 = π9 = π11, π5 = π10 = π12
Substituting, our polynomials become
p5 = π1π5 p6 = π1π2 p7 = π2
2 p8 = π2π3
p9 = π3π4 p10 = π3π5 p11 = π1π2
4 p12 = π1π4π5
where
π1 + π2 + π3 = 1
π4 + π5 = 1
Example 2 (Bayesian Networks). Recently the geometry associated with the
algebraic features of ﬁnite discrete Bayesian Networks (BNs) have been vig-
orously studied. See for example [20, 8, 9]. This class of models is a special
subclass of Chain Event Graph Models. These have associated probability
trees whose root to leaf paths are all the same length, whose valency of ver-
tices the same distance from the root are all identical, and whose stages are
only allowed to contain situations the same distance from the root vertex of
the tree. The probability tree of the simplest, non degenerate, Bayesian net-
work X1 → X2 → X3, where X1,X2,X3 are all binary is given in Table 2: In
v7 v8
↑ ր
v3 v9
ր ր
v1 → v4 → v10
ր
v0 → v2 → v5 → v11
ց ց
v6 v12
↓ ց
v14 v13
Table 2. Probability tree for the Bayesian network X1 → X2 → X3
particular X(v0) = X1 and X(v1) = {X2|X1 = 0} and the full identiﬁcation
is deduced by the following. As the atoms of the sample space are (x1,x2,x3)
where xi = 0,1 for 1 ≤ i ≤ 3, then the eight atomic paths are identiﬁed by
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v7 = (0,0,0), v8 = (0,0,1), v9 = (0,1,0), v10 = (0,1,1)
v11 = (1,0,0), v12 = (1,0,1), v13 = (1,1,0), v714 = (1,1,1)
using the indexing outlined above. Note that for example the edge e5 = (v2,v5)
can be associated with the conditional event {X2 = 0|X1 = 1}. Since the
Bayesian network is equivalent to specifying {X3⊔X1|X2} this model is equiv-
alent to the saturated model given by the tree above together with the four
linear constraints
Prob(X3 = x3|X1 = 0,X2 = x2) = Prob(X3 = x3|X1 = 1,X2 = x2)
for x2,x3 = 0,1 which in terms of primitive probabilities reduce to
π7 = π11,π8 = π12,π9 = π13,π10 = π14
Example 3 (Generalisations of Bayesian Networks). As the use of Bayesian
networks increased it became increasingly apparent that there were many
circumstances when more symmetries could be demanded of a model than
could be conveniently expressed as sets of conditional independence models.
The stages of the corresponding chain event graphs where subsequently not
only being determined by speciﬁc parent conﬁgurations but also unions of such
classes: see for example [[28] ref]. Furthermore the demand for the sample
spaces associated with diﬀerent conﬁgurations of parents to have the same
dimension given their distance from the root vertex was also seen to be overly
restrictive. Thus zeros in the primitives have been systematically modelled and
structures built to eﬃciently process such information in these heterogeneous
structures. Formally here we are simply adding further linear constraints that
for {π(e) = 0 : e ∈ E∗(T ) ⊂ E(T )} for some subset E∗(T ) of edges. Note
that from an algebraic point of view all these models are special cases of chain
event graph models all with equal length root to leaf paths.
Example 4 (Bayesian Linear Constraint Models). This class of models, ﬁrst
discussed in a rather restricted form in [23], imposes on the saturated tree
additional general linear constraints on the primitive probabilities. These arise
quite naturally for example, from constrained chain event graph models or
such models uncertainly observed but with a known sampling distribution:
see below.
Example 5 (Algebraic Parametric Models). These models assume that the
probability distributions indexed by the stages of a probability tree lie in a
parametric family each of whose primitive probabilities can be expressed as
an algebraic function of the hyperparameters of the family. These naturally
arise in certain genetic models and also apply when there is good reason to
assume that distributions associated with stages come from certain parametric
families, the elements of whose probability mass function can be expressed
algebraically. Examples of such families of distributions are the Binomial and
censored Negative Binomial. In the chain event graph model of Example 1 we
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might be able to assume that X(v0) has a Binomial Bi(2,π0) distribution so
that
π1 = (1 − π0)
2,π2 = 2π0(1 − π0),π3 = π
2
0
which gives
p5 = (1 − π0)2(1 − π4), p6 = 2π0(1 − π0)3, p7 = 4π2
0(1 − π0)2
p8 = 2π3
0(1 − π0), p9 = π2
0π4, p10 = π2
0(1 − π4)
p11 = (1 − π0)2π2
4 p12 = (1 − π0)2π4(1 − π4)
on substituting π5 = 1 − π4.
All these families of discrete models have their atomic probabilities ex-
pressed as monomials under linear constraints or as polynomials and motivate
the following deﬁnition which contains them all.
Deﬁnition 1. An algebraically constrained tree (ACT) is a probability tree
together with a (possibly null) set of algebraic constraints over its associated
primitive probabilities.
We note that standard classes of model like the chain graph models in [30],
[11], [13] or more unconventional ones, see e.g. [17] can all be written as ACTs.
Also parsimonious multivariate families fall into this class, see for example [7]
and [3]. So the classes of models amenable to tree based factorisations are
very wide.
An important property of the class of ACTs is that, unlike Bayesian net-
works and Chain Event Graph Models, they are closed to the imposition of
marginal constraints in a sense developed in the next section.
2 Manifest probabilities and solution spaces
2.1 Introduction
In a discrete statistical model it is common to have information about the
marginal distributions of certain random variables. For example in a Bayesian
network the marginal distribution of certain subsets of variables can be as-
sumed to be known. Thus let Λ(T ) be the set of root to leaf path in a prob-
ability tree T and let N be its cardinality. Suppose that the probability dis-
tribution of a function M of the original sample space Λ(T ) is known. Then
we know the values of the probabilities on a partition ̥ = {Λ1,Λ2,...ΛN∗}
of Λ(T ), with N∗ ≤ N. For 1 ≤ i ≤ N∗, each Λi is a non-empty subset of Λ
and
p(Λi) =
 
λ∈Λi
p(λ)
The vector p = [p(Λ1),p(Λ2),...,p(ΛN∗)] is often called the manifest prob-
ability vector. It is easier to display row vectors and we omit the transpose
vector symbol.
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Note that it is an unfortunate practicality, particularly when data is col-
lected from sample surveys, that data associated with some cells in probability
tables will be missing or given as crude aggregates, see e.g. [7]. However we
can still discover the distribution of a random variable on an albeit possibly
partition which are not derived from cross product structures. It follows that
the analysis below, unlike the analogous one based on Bayesian network’s
extends seamlessly into this scenario.
Suppose we are interested in making inferences about a vector function
ξ(Π) where Π = {π(e) : e ∈ E(T )} is the set of primitive probabilities. For
example, ξ(Π) could be the vector of all primitives, some function of particular
interest —like another margin—, or an expected utility. Interesting questions
to answer are now:
Feasibility Are there any models in our class which are consistent with the known
probabilities p?
Inverse image If there are feasible models, what combinations of values of the primitives
are consistent with this information?
Identiﬁability Is there a unique solution   ξ(p) of the given function of interest ξ(Π) in
terms of primitives consistent with the discovered probabilities on the
partition ̥?
Various authors have attempted to answer these questions for Bayesian
networks using graphical criteria, [8] and [26], undirected graphical models [9,
28] and other algebraic models e.g. [14]. It can checked that all these questions
can be framed as queries about the existence and form of a solution space of
simultaneous polynomial equations in primitive probabilities in subclasses of
ACTs.
It is important however to note that there are two features that make
this problem slightly non-standard in algebraic geometry. First the ﬁeld over
which the question is answered is the set of real number rather than complex.
Second, to allow that probabilities must be non-negative, we need to intersect
the algebraic solutions with the convex space whose hull is determined by the
linear inequalities π(e) ≥ 0 for all e ∈ E(T ).
Example 6 (Cont. of Examples 2 and 5). Suppose we simply learn the prob-
ability p8 of the indicator on the atom λ8 in the example of an algebraic
parametric model given in Example 5. Then since
p8 = 2π3
0(1 − π0) ≤ 128−1.27 ≈ 0.21
the feasible region for p is simply that 0 ≤ p8 ≤ 0.21. If p8 lies outside the
feasible region the solution space is clearly empty. If p8 lies in the feasible
region then when ξ(Π) = [π0,π4] the solution space is given by {(π0,π4) :
π0 =   α1 or   α2, 0 ≤ π4 ≤ 1} where   α1,   α2 are the two solutions of the equation
π4
0 − π3
0 + 0.5p8 = 0
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The model is therefore unidentiﬁed. Now suppose we learn the distribution
of a variable taking diﬀerent values on {{λ8},{λ9},Λ\{{λ8,λ9}} i.e. we learn
the values of p8 and p9. Then it is straightforward to check that the feasible
region is now {p : 0 ≤ p9 ≤ 4p8,0 ≤ p8 ≤ 0.21}. The solution space is then
{(π0,π4) : π4 = 2p9p
−1
8 π0(1 − π0) where π0 =   α1or   α2}
This is identiﬁable only when   α1 =   α2, that is only when p8 = 128−1.27 and
π0 = 3/4. Note that the complicated nature of the feasible regions is due both
to the fact that we are solving over the real numbers and to the fact that
primitive probabilities are constrained to be positive.
The nature of solutions to the simple example above is typical and re-
ﬂected in more common classes of models, see for example [26, 16]. However
when models have more arguments it becomes necessary to use sophisticated
elimination techniques or to derive characterisation theorems.
2.2 The closure of ACTs to ﬁltered observations
It is well known that a Bayesian network G on a set of random variables
{X1,X2,...,Xn} is not closed under arbitrary sampling. For example discov-
ering the probability distribution of the linear random variable Y =
 n
i=1 aiXi
where ai > 0, 1 ≤ i ≤ n, will typically destroy all the conditional indepen-
dence expressed in the topology of G when this distribution is not known.
The only functions which can in general preserve conditional independence
factorisations are functions of subsets of the original variables. Similarly the
class of chain event graphs is only closed to discovering an (albeit much larger)
subclass of marginal distributions of certain variables measurable with respect
to the underlying tree. On the other hand it is immediate that the class of
ACTs are closed under the discovery of the distribution of arbitrary measur-
able functions Y on the underlying tree. Let Y be the sample space of Y and
ΛY with subsets {Λy : y ∈ Y} the partition induced by Y on the root to leaf
path set of T . Then discovering the distribution of Y means simply to know
the values qY (y) for each y ∈ Y, where
qY (y) = P(Y = y) =
 
λ∈Λy
p(λ) =
 
λ∈Λy
n(λ)  
i=1
π(ei(λ))
For the known vector of real numbers qY = [q(y) : y ∈ Y] these can be written
as the polynomial equations in primitive probabilities


 
λ∈Λy
n(λ)  
i=1
πi(ei(λ))

 − qY (y) = 0
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These equations can be simply added to the polynomial constraints specifying
the original ACT before the discovery of this margin to give a submodel of
the original ACT.
In fact the ACTs are closed to an even wider variety of discovery. Suppose
we discover the distribution of a random variable Z taking values z ∈ Z and
this is a ﬁltered version of Y , i.e. the vector of probabilities qZ = [q(z) : z ∈ Z]
is related to the vector of probabilities qY = [q(y) : y ∈ Y] through the
equation
q′
Z = Mq′
Y
where M is a known stochastic matrix and q′ is the transposed vector of q. It
is easily checked that this again reduces to a set of supplementary polynomial
equation embellishing the original family of probability models.
Finally it is sometimes possible through a designed experiment, to discover
the values of Prob(Y1 = y1|Y2 = y2) = q(y1|y2) for (y1,y2) ∈ A ⊆ Y1 × Y2
and Prob(Y2 = y2) > 0. It is easily seen that the value of each of these
conditional probabilities is the solution of an algebraic equation which can
again be reduced to a polynomial constraint.
This and other closure property make ACT an ideal class of probability
models to study algebraically. Of course as we have seen above the more poly-
nomial constraints are added, the higher the chance that the class of models
is not feasible i.e. empty. However this is also the case when we extensively
elaborate any model.
2.3 An inferential aside
As before let ̥ = {Λ1,Λ2,...ΛN∗} be the partition of Λ(T ) induced by the
manifest variables. In practice usually the best we can hope to have available is
a random sample r = (r1,r2,...rN∗),
 N
∗
i=1 ri = n of units from a multinomial
distribution Mn(n,p) whose likelihood is
l(p|r) =
N
∗
 
i=1
p(Λi)ri
where
 N
∗
i=1 p(Λi) = 1 and p(Λi) ≥ 0 , 1 ≤ i ≤ N∗. Even when the sam-
ple size n is enormous and none of the sample counts is small then plugging
in the sample proportions   p for p is still hazardous. There are issues associ-
ated with Borel’s Paradox. For example a Bayesian approach to learning the
tree probabilities under constraints [25] shows that even in simple problems
where parameters are identiﬁed the quantity   ξ(  p) may not be uniformly con-
sistent for   ξ(p). Moreover when samples are of a moderate size the inequality
constraints and the algebraic constraints are seriously confounded and the in-
ference, whether Bayesian or classical, is necessarily more complicated. This
issue is worthy of a lot more attention than it has so far received. However for
simplicity in this paper we will ignore this delicate problem, like Pearl in [19]
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does. Although not telling the whole story, learning the geometry of condi-
tioned spaces, when we know p precisely, certainly gives bounds on how much
we can expect to learn about the primitive probabilities and their associated
quantities of interest, as well as the likely multiple solutions that might arise.
Next we will address issues associated with being able to identify a par-
ticular class of functions   ξ(p) for a given partition of Λ(T ), namely those
associated with “causal” eﬀects. So ﬁrst we need to deﬁne precisely what we
mean by this term.
3 Expressing causal eﬀects through algebra
3.1 Causality deﬁned on probability trees
There are several ways of parametrising discrete models and some of the sim-
plest to study are those discrete models that can be expressed as undirected
graphs. However, as Shafer argues in his book “The Art of Causal Conjec-
ture” [27], the directed parametrisation of probability tables using probability
trees is particularly expressive of inferential issues associated with causation:
something we will focus on throughout the rest of this work.
The type of causal inference we have in mind can be illustrated as follows.
Suppose we have a large random sample from a population whose evolution
to an end point of, say, a disease is represented by one of the eight paths
of the probability tree T = (V (T ),E(T )) in Table 1. We now contemplate
imposing a treatment regime on a future sample from the same population.
The treatment will take the following form. If a unit takes a path that arrives
at a situation v∗ in a set V ∗ ⊂ V (T ) then that individual will be forced
to pass along just one edge e∗ = (v∗,v∗∗) ∈ E(T ) and v∗∗ ∈ V ∗∗ for some
V ∗∗ ⊂ V (T ). This induces new probability values on some edges of the tree.
We are often then interested to learn the eﬀect on the disease states were this
treatment regime to be imposed on this population. If we could ﬁnd a formula
in terms of the primitive probabilities for the probabilities {p∗(λ) : λ ∈ Λ}
after this manipulation then we can learn about the eﬀect of the treatment
on the population. But what should these p∗ functions be?
Suppose the probability tree of an ACT has a causal interpretation, so
that a situation that happen before another situation always appears closer
to the root of the tree. Then there is a very natural set of functions which
relates {p∗(λ) : λ ∈ Λ} to the set Π of primitive probabilities. We can expect
the treatment to have no inﬂuence on the processes that gave rise to the situ-
ations that happen before treatment. Furthermore it may well be reasonable
to assume that the subsequent eﬀect (i.e. the eﬀect after v∗∗) of intervening
and forcing a person who arrives at v∗ to take the edge (v∗,v∗∗) will be the
same as the eﬀect subsequent to v∗∗ when no intervention takes place. This
latter assumption is substantive but often plausible. It demands that the ma-
nipulation is local in the sense that the only way the manipulation aﬀects the
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system is where it is enacted and it has no further eﬀect on later probability
laws.
Thus in the probability tree in Table 1 consider the manipulation that
whenever a unit reaches v1, it moves to v4 whilst if the unit arrives at v2
the unit is treated so that it arrives at v6 with certainty. Then we have that
V ∗ = {v1,v2}, V ∗∗ = {v4,v6}. The probabilities on the edges
[e1,e2,e3,e4,e5,e6,e7,e8,e9,e10,e11,e12]
of the tree under the stage assumptions made in Example 1 are transformed
under this manipulation from
[π1,π2,π3,π4,π5,π6,π7,π8,π9,π10,π11,π12]
= [π1,π2,π3,π4,π5,π1,π2,π3,π4,π5,π4,π5]
to
π∗ = [π1,π2,π3,1,0,1,0,0,π9,π10,π11,π12]
= [π1,π2,π3,1,0,1,0,0,π4,π5,π4,π5]
The new manipulated probabilities on atomic events are therefore
p
∗ = [0,π2,0,0,π3π9,π3π10,π1π11,π1π12]
If we believe the assumptions in the algebraic model of Example 5, namely
X(v0) has a Binomial Bi(2,π0) distribution, and that these are all preserved
after the manipulation, then substituting allows this to simplify further to
p∗ = [0,2π0(1 − π0),0,0,π2
0π4,π2
0(1 − π4),(1 − π0)2π4,(1 − π0)2(1 − π4)]
It is important to note that the manipulated probability vector p∗ is not
the same as the vector p′ of probabilities conditional of the event composed
by the set of atoms Λ′ = {λ6,λ9,λ10,λ11,λ12} consistent with this manip-
ulation. Indeed under the model of Example 5 we note that Prob(Λ′) =
(1 − π0)2(2π0(1 − π0) + π4) + π2
0 so that p′ = (p5,p6,...,p12) is given by
p′ =
[0,2π0(1 − π0)3,0,0,π2
0π4,π2
0π2
4(1 − π4),(1 − π0)2,(1 − π0)2π4(1 − π4)]
Prob(Λ′)
In general the relationship between causal probabilities like p∗ and conditional
probabilities like p′ is a complicated one and in a saturated model can be
identiﬁed if and only if V
∗ is vertex set of a subtree of T rooted at v0.
Return to the original problem. Suppose the feature of interest is the
probability ξ1(Π) of the event ΛI = {λ6,λ9,λ11} —say, the event associated
with the full recovery of the patient— after treatment. This probability is
p∗
6 + p∗
9 + p∗
11 = 2π0(1 − π0) + π2
0π4 + (1 − π0)2π4
= π4 + 2(1 − π4)π0(1 − π0)
whilst with no treatment it is
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p6 + p9 + p11 = 2π0(1 − π0)3 + π2
0π4 + (1 − π0)2π2
4
Now suppose, as above we learn for example (p8,p9) then substituting we see
that whenever (p8,p9) is feasible
ξ1(Π) = p∗
6 + p∗
9 + p∗
11 = π0
4(1 + (1 − π0
4)p8p
−1
9 )
where π0
4 = 2p9p
−1
8 π0(1 − π0) and where π0 takes the values   α1or   α2. So al-
though ξ1(Π) is not identiﬁed we know it can take only one of two possible
values. So in particular this eﬀect can be bounded above and below. Further-
more under a Bayesian analysis it will have an explicit posterior expectation
depending on the weights on   α1and   α2 in the prior density of π0.
Alternatively we might well be interested in the change in the probability
of full recovery ξ2(Π) using the treatment rather than doing nothing. We have
ξ2(Π) = p
∗
6 + p
∗
9 + p
∗
11 − p6 − p9 − p11
= 2π0(1 − π0)(1 − (1 − π0)2) + (1 − π0)2(1 − π2
4)
= (1 − π0){2π
2
0(2 − π0) + (1 − π0)(1 − π
2
4)}
Again we see that after learning (p8,p9) we still cannot identify ξ(Π), but
know it can take only one of two possible values.
{(π0,π4) : π4 = 2p9p
−1
8 π0(1 − π0) where π0 =   α1 or   α2}
Note that in both these cases our object of interest is the solution space
of an algebraic function.
3.2 General deﬁnitions of causal extensions of ACTs
Formally the construction illustrated above extends a probability model so
that it applies to a class of control spaces. First suppose that the tree is
saturated, i.e. the only constraints on its primitives are the sum to one con-
ditions. There are two quite diﬀerent formulations of the causal map. The
ﬁrst expresses the eﬀect of a manipulation on the set of independent random
variables {X(v) : v ∈ S(T )} used to attach probabilities to the tree. After
the manipulation {V ∗,V ∗∗}, for each v∗ ∈ V ∗ we replace X(v∗) by a random
variable X∗(v∗,v∗∗) such that Prob(X∗(v∗,v∗∗) = v∗∗) = 1.
There is a more algebraic way of formulating this transformation. For each
v∗ ∈ V ∗ we perform a sequence of projections of the simplex of probabilities
Π(v∗) = {π(v∗,v) : v ∈ X(v∗)} on to the face (v∗,v∗∗). It is easily checked
that these projections commute for the saturated model.
Thus in either formulation we note that the manipulation {V ∗,V ∗∗} maps
the primitives Π(T ) onto Π∗(T ). In symbols we can write that for
Π(T ) = ∪v∈S(T )Π(v) and Π∗(T ) = ∪v∈S(T )Π∗(v)
we have a map
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Π(v∗) → Π∗(v∗)
for each v∗ ∈ V ∗, where π∗(v∗,v) ∈ Π∗(v∗) satisﬁes
π∗(v∗,v) =
 
1 if v = v∗∗
0 if v  = v∗∗
and whenever v∗ ∈ V
Π(v
∗) = Π
∗(v
∗)
For a non-saturated model we ﬁrst construct the causal function of interest
ξ(Π), using the map above. We then impose all the constraint equations of
the non-manipulated ACT. We call this extension of the ACT causally valid
for ξ(Π) if the context allows that ξ(Π) can be legitimately considered as
the expectation of a real causal manipulation modelled by {V ∗,V ∗∗}. Note
that whether or not ξ(Π) is causally valid for {V ∗,V ∗∗} depends both on the
nature of the actual manipulation and whether that manipulation is local in
the sense that it leaves unaﬀected unmanipulated parts of the ACT: for more
detailed discussion of these important issues see [21]. We also note that this
assumption is always made by other authors of causal algebras: e.g. [18].
4 Causality, conditional parametrisations and Bayesian
networks
4.1 Causality on Bayesian network
There has been considerable interest over the last ﬁfteen years in the study
of causality as deﬁned in Section 3.2 for models whose unmanipulated distri-
butions and manipulated distributions can be deﬁned on a Bayesian network
G on a set of random variables {X1,X2,...,Xn}. A common assumption is
that that the causal order and the partial order induced by the graph de-
scribing the Bayesian network are compatible [19, 24]. This has more recently
been extended to the class of chain graphs by [13]. Suppose each Xi in a
Bayesian network G takes values in Xi and we assume Xi = {1,...,li} = [li]
for li ∈ Z>0. It is then easily checked that for this special case Pearl’s deﬁni-
tion of manipulating a variable Xk to take a value x∗∗
k is a special case of the
manipulations we discuss above. The set V ∗ of manipulated situations is as-
sociated with a conﬁguration (x1,x2,...,xk−1) associated with the variables
(X1,X2,...,Xk−1) preceding Xk in the Bayesian network partial order, i.e.
all those situations which are a distance of (k − 1) edges from the root ver-
tex of the event tree corresponding to the Bayesian network. Each situation
v∗ ∈ V ∗ is manipulated to the unique situation v∗∗ corresponding to the event
(x1,x2,...,xk−1,x∗∗
k ).
Converting to Pearl’s notation in [19] suppose we intervene on the system
by manipulating the variable Xj to take the value x∗∗
j . Let p(x||x∗∗
j ) denote
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the probability mass function on X after such intervention, for x ∈
 n
i=1 Xi.
A causal Bayesian network (CBN) asserts not only that the factorisation
formulae associated with the Bayesian network hold, but also that
p(x||x∗∗
j ) =



0 if xj  = x∗∗
j
n  
i=1,i =j
π(xi|x(i−1)) if xj = x∗∗
j
(1)
where
p(x) =
n  
i=1
π(xi|x
(i−1)) (2)
is the factorization associated with the Bayesian network and for i = 1,...,n
the random variables X(i−1) are the parents for Xi and x(i−1) are the values
they take. Here of course the set Π of primitives is simply
Π = {π(xi|x
(i−1)) : x ∈
n  
i=1
Xi}
On the basis of Formula (1) Pearl proposed methods for checking whether
or not, on the basis of the observed marginal probabilities of subsets of the
X1,...,Xn (these marginals might be called the set of manifest probabilities),
another function —the total cause of xj on xk— deﬁned by
ξj,k(Π) = p(xk||xj) =
 
xi∈Xi,i =k


n  
i=1,i =j
π(xi|x
(i−1))

 (3)
is identiﬁed.
Within this rather restricted class of models and manipulations, the graph-
ical characteristics of sometimes very large Bayesian networks are used to de-
termine suﬃcient conditions for determining when a function ξj,k(Π) of the
probabilities of a manipulated system could be expressed as a function of
certain observed margins, given that the observed margins were feasible. In
algebraic terms these methods used the conﬁgurations of stages to guide an
elimination to an explicit expression for ξ(Π) in terms of the values of the
observed quantities. Two well known theorems where ξ(Π) is a “total cause”
are the Backdoor and Frontdoor theorems, see [19].
In the original formulation of a causal Bayesian network the demand is
made that all variables are amenable to manipulation to all of their possible
levels and that the manipulation formula outlined above holds true for all
such manipulations. It has since been discovered that, although there are
some problems where such hypotheses are plausible, these assumptions are
unnecessarily restrictive. Actions often involve an intervention only on certain
variables [12]. For example we might want to study the eﬀect of manipulating
a treatment to a new dose level or the eﬀect of issuing iodine tablets to a
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population before a plume of nuclear contamination arrives overhead. It is not
usually necessary to hypothesise a preservation of structure over all possible
manipulations but only after a speciﬁed intervention on a single variable,
changing its value from one preassigned value to another of interest. Even in
Pearls’ illuminating example about the causal link between smoking and lung
cancer in [18] it would be quite legitimate to be interested only in the eﬀects
on the probability of cancer of preventing a smoker from smoking (cf. average
causal eﬀect on the treated in [19]) and not the eﬀect of forcing a non-smoker
to smoke.
We have illustrated above that it is straightforward to represent such ma-
nipulations and calculate their predicted distributions after manipulation via
a composition of simplicial projections. Consequently we can, at least in prin-
ciple calculate the eﬀect of such a manipulation. Recently theorems analogous
to Pearl’s Backdoor Theorem have been proved for the more general class of
chain event graph models [21] and [29] using a graph derived from the proba-
bility tree and its stages to similarly guide a useful elimination. Here we focus
on the algebraic techniques to determine such elimination in the more general
class of ACT models.
Thus as done in [5, Ch.8] for the more restricted class of Bayesian networks
we use techniques from algebraic geometry to address issues such as feasibility
and identiﬁability but with particular reference to the study of causal eﬀects
like analogies to total cause. The general problem of when and how one set
of polynomial equations can be written as a function of other polynomials
has been studied for hundreds of years, often exploiting various types of sym-
metries. More recently methodologies for constructively identifying solutions
to this general problem have been developed through the theory of computa-
tional commutative algebra and implemented in various software (e.g. [4, 6]).
Their application to the identiﬁcation of statistical models, using Factorisa-
tion (2), is now well established together with the advantages of an algebraic
formulation see e.g. [1, 2, 14, 20, 9]. We have recently applied these techniques
to help identify a cause [15, 22] and will illustrate some of our generalisations
below.
The direct parametrisation of the joint distribution of a probability model
has been well studied especially for Bayesian networks. However we have ar-
gued above that it is a parametrisation in terms of conditional primitive prob-
abilities that not only allows us to generalise the class of Bayesian network
model into ones that can algebraically represent all probability tree models
but also that causal functions are most naturally deﬁned through projections
within this conditional parametrisation. In the next section we formally de-
velop how the two representations relate to one another within the familiar
class of Bayesian networks.
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4.2 Conditioning as a projection
We start by ﬁxing some notation. For d ∈ Z≥1 the (d − 1) standard simplex
and the d dimensional unit hypercube are
∆d−1 = {u ∈ Rd : ui ≥ 0 for i = 1,...,d and
 d
i=1 ui = 1}
Cd = {u ∈ Rd : 0 ≤ ui ≤ 1 for i = 1,...,d}
respectively. In a natural Cartesian coordinate system the vertices of ∆d−1
are the points (1,0,...,0), ..., (0,...,0,1) and those of Cd are identiﬁed with
a full factorial design at levels 0 and 1.
Let X = {X1,...,Xn} be a set of discrete random variables. If each Xi
has ri states then the sample space of X has r =
 n
i=1 ri distinct points. Let
[n] = {1,...,n}, Xi = [ri] be the sample space of Xi and SX =
 n
i=1[ri] be
the sample space of the random vector [X1,...,Xn]. For J ⊂ [n] set XJ =
{Xi : i ∈ J} and XJc = {Xi : i ∈ [n] \ J}.
The set of all joint probability distributions on the n random variables
is identiﬁed with the simplex ∆r−1 simply by listing the probability of each
value taken by the random vector
(p(x) : x = (x1,...,xn) ∈ S) ∈ ∆r−1
where p(x) = Prob(X = x) = Prob(X1 = x1,...,Xn = xn). Sometimes we
use the notation ∆X for the simplex of all joint probability distributions on
X.
The notion of independence of random variables corresponds to the re-
quirement that a point in ∆r−1 belongs to the Segre variety [10]. For example
for n = 2 the independence of binary X1 and X2 is equivalent to the statement
that the point (p(0,0),p(0,1),p(1,0),p(1,1)) ∈ ∆3 lies on the Segre variety
p(0,0)p(1,1)−p(1,0),p(0,1) = 0. This is the well known condition detA = 0
where A is the contingency table for X1 and X2
A =
 
p(0,0) p(0,1)
p(1,0) p(1,1)
 
There are various ways to map a simplex into a smaller dimensional sim-
plex. Some are relevant to statistics. Sturmfels (John Van Neumann Lectures
2003) observes that marginalisation over XJ and XJc give a linear map which
is a projection of convex polytopes. Namely,
m : ∆X −→ ∆XJ × ∆XJc
(p(x) : x ∈ S)  −→ (pJ(x) : x ∈ SXj,pJc(x) : x ∈ SXjc) (4)
where pJ(x) =
 
xi∈[ri],i∈Jc p(x1,...,xn) and analogously for pJc(x). He then
shows that the independence model of XJ and XJc is the Segre variety on
∆X (see [8]).
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Here we use a similar framework to compare the two operations of condi-
tioning and manipulation. The map diagram which we want to study for n
binary random variables takes the form in Equation (5)
∆◦
2n−1 ←→ C◦
2n−1
↓ ↓
∆◦
2n−1−1 ←→ C◦
2n−1−1
(5)
By the multiplication rule the joint probability mass of X factorises ac-
cording to Equation (6)
Prob(X1 = x1,...,Xn = xn) =
Prob(X1 = x1)Prob(X2 = x2|X1 = x1)   
   Prob(Xn = xn|X1 = x1,...,Xn−1 = xn−1)
(6)
given we condition on non-zero probability sets, that is we are outside the
boundaries of the simplices involved. For a set A ⊂ Rd, A◦ is the interior of A
with respect to the Euclidean topology. Equation (6) assumes an ordering on
the random variables for example we can chose X1 < ... < Xn. To simplify
notation we rename the parameters on the right hand side of Equation (6) as
π1(x1) = Prob(X1 = x1)
π2(x2|x1) = Prob(X2 = x2|X1 = x1)
. . .
πn(xn|x1,...,xn−1) = Prob(Xn = xn|X1 = x1,...,Xn−1 = xn−1)
and Equation (6) becomes
p(x1,...,xn) = π1(x1)...πn(xn|x1,...,xn−1) (7)
Note that
(π1(x1) : x1 ∈ SX1) ∈ ∆r1−1
(π2(x2|x1) : x2 ∈ XX1,x1 ∈ XX2) ∈ ∆
r2
r2−1
. . .
(πn(xn|x1,...,xn−1) : (x1,...,xn) ∈ SX) ∈ ∆
Qn−1
i=1 ri
rn−1
The multiplication rule is a polynomial mapping
µ : ∆r1−1 × ∆
r2
r2−1 ...∆
Qn−1
i=1 ri
rn−1 −→ ∆Qn
i=1 ri−1
deﬁned by
(π1(x1) : x1 ∈ SX1,...,πn(xn|x1,...,xn) : x ∈ SX)  −→ (p(x1,...,xn) : x ∈ SX)
for x = (x1,...,xn) and whose structure is made clearer by an example. For
two binary random variables with levels 0 and 1 let
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s1 = Prob(X1 = 0)
s2 = Prob(X2 = 0|X1 = 0)
s3 = Prob(X2 = 0|X1 = 1)
then ∆1 × ∆2
1 is isomorphic to C3 and
µ : C3 −→ ∆3
(s1,s2,s3)  −→ (s1s2,s1(1 − s2),(1 − s1)s3,(1 − s1)(1 − s3))
The coordinates of the image vector are ordered according to a typical order
in experimental design given by taking points from top to bottom when listed
analogously to those in Table 3 for n = 3 and for binary random variables
x1 x2 x3
0 0 0
0 0 1
0 1 0
0 1 1
1 0 0
1 0 1
1 1 0
1 1 1
(8)
Table 3. Top to bottom listings of sample points
We note that this map is not invertible on the boundary but it is invert-
ible —through the familiar equations for conditional probability— within the
interior of the simplex where division can be deﬁned. For problems associated
with the single unmanipulated system this is not critical since such boundary
events will occur only with probability zero. However when manipulations are
considered it is quite legitimate to ponder what might happen if we force the
system so that events that would not happen in the unmanipulated system
were made to happen in the manipulated system. It follows that from the
causal modelling point of view the conditional parametrisation is much more
desirable.
Next consider an i ∈ [n] and x∗∗
i ∈ [ri] such that Prob(Xi = x∗∗
i )  = 0.
Then the conditional probability on {X1,...,Xn} given {Xi = x∗∗
i } is deﬁned
as
Prob(X1 = x1,...,Xn = xn)|Xi = x
∗∗
i =



0 if xi  = x∗∗
i
p(x1,...,xn)
 
x−i∈[r−i] p(x1,...,xn)
if xi = x∗∗
i
in a simpliﬁed notation and with x−i = (x1,...,xi−1,xi+1,...,xn), similarly
for [r−i]. Outside the set xi  = x∗∗
i , this mapping is an example of the simplicial
CRiSM Paper No. 06-09, www.warwick.ac.uk/go/crismThe geometry of causal probability trees that are algebraically constrained 19
projection on the face xi = x∗∗
i . Indeed, any simplex ∆ in the Euclidean space
is the join of any two complementary faces. Moreover faces of simplices are
simplices. That is if F and F c are complementary faces, then each point P
in the simplex and not in F or F c lies on the segment joining some point PF
in F and some point PF c in Fc, and on only one such segment. This allows
us to deﬁne a projection πF : ∆ \ Fc → F, by πF(P) = PF if P / ∈ F and
πF(P) = P if P ∈ F.
Example 7. For n = 2 and P = (p(0,0),p(0,1),p(1,0),p(1,1)) with p(0,0) +
p(0,1)  = 0, F = {x ∈ ∆3 : x = (x1,x2,0,0)} and F c = {x ∈ ∆3 : x =
(0,0,x3,x4)}, we have
PF =
1
p(0,0) + p(0,1)
(p(0,0),p(0,1),0,0)
PF c =
1
p(1,0) + p(1,1)
(0,0,p(1,0),p(1,1))
P = (p(0,0) + p(0,1))PF + (p(1,0) + p(1,1))PF c
and P(Y |X = 0) is the operation
∆◦
3 −→ ∆◦
1
(p(0,0),p(0,1),p(1,0),p(1,1))  −→
1
p(0,0) + p(0,1)
(p(0,0),p(0,1)) (9)
It can be extended to the boundary ∆1 giving for example the probabilities
mass functions for which p(0,0) = 0 or 1.
Thus algebraically the operation of conditioning returns a ratio of polyno-
mial forms of the type x/(x+y+z) where x,y,z stand for joint mass function
values.
By repeated projections we can condition on Prob(XJ = x∗∗
J ) > 0 with
J ⊂ [n]. As before consider the indeterminates tx with x ∈ SX for the domain
space and by with y ∈ [r−J] for the codomain space. The joint probability mass
(p(x) : x ∈ SX) corresponds to I = Ideal(tx−p(x) : x ∈ SX) of R[tx : x ∈ SX].
In general the set of polynomials in the ﬁnite set of indeterminates, a and
with coeﬃcients in R is indicated with R[a]. Its projection onto the FJ face
of the simplex can be computed by elimination as follows. Let l be a dummy
indeterminate and consider I as an ideal in R[tx : x ∈ SX,by : y ∈ [r−J],l].
Consider I + J where J is the ideal generated by
l −
 
y∈[r−J] by
byl − p(x)
 
y∈[r−J] by
(10)
where x and y are suitably matched. Then the elimination ideal of I + J of
the l and tx variables corresponds to the simplicial projection. In Example 8
the computation of the simplicial projection in a simple case is performed in
the freely available system for computing with multivariate polynomials called
CoCoA [4].
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Example 8. The point P = (1/3,1/3,1/3) ∈ ∆2 is projected onto the face
x1 + x2 = 1 of ∆2. I is the ideal of the point P expressed in t[1],t[2],t[3]
indeterminates, indeed the only zero of the system of equations t[1] − 1/3 =
t[2] − 1/3 = t[3] − 1/3 = 0 is P itself. J describes a plane parallel to the
face x[3] = 0 of the simplex and J is the ideal in Equation (10). Lex and
GBasis are the technical commands that allows the elimination of variables
mentioned above.
Use T::=Q[t[1..3]ls[1..2]],Lex;
I:=Ideal(t[1]-1/3, t[2]-1/3,t[3]-1/3 );
L:=t[1]+t[2]-l;
J:=Ideal( s[1] l-1/3, s[2] l-1/3, s[1]+s[2]-1,L, s[1]+s[2]-1);
GBasis(I+J);
[t[3] - 1/3, t[2] - 1/3, t[1] - 1/3,
s[1] + s[2] - 1, -l + 2/3, 2/3s[2] - 1/3]
4.3 The manipulation of a Bayesian network
In [19] Pearl, starting from a joint probability mass function on X, a x∗∗
i
and assuming a causal ordering for the intervention Xi = x∗∗
i , deﬁnes a
new probability mass function on X given in Equation (2). We have seen
above that this operation is best performed in the “conditional”probability
parametrisation. In the context of Bayesian networks suppose we let Xi denote
the variable on which we intervene. Partition [n] = {i}∪ {1,...,i −1} ∪ {i+
1,...,n} and assume this partition compatible with the causal ordering, that
is if j ∈ {1,...,i−1} then Xj is not aﬀected by the intervention on Xi. Take
the parametrization
p(x1,...,xn) = p(x1,...,xi−1)p(xi|x1,...,xi−1)p(xi+1,...,xn|x1,...,xi)
Then a probability can be seen as a point in
∆[ri−1]−1 × ∆
Qi−1
j=1 rj
ri−1 × ∆
Qi
j=1 rj Qn
j=i+1 rj−1
The manipulation operation, restricted to image points for which xi  = x∗∗
i ,
returns a point in
∆[ri−1]−1 × ∆
Qi−1
j=1 rj Qn
j=i+1 rj−1
namely the point with coordinates
p(x1,...,xi−1) and p(xi+1,...,xn|x1,...,x
∗∗
i )
as the xi’s varies. Note that within the conditional parametrisation this is
simply a projection: as we saw for the more general class of ACTs. For binary
random variables it is the orthogonal projection from C2n−1 onto the face
xi  = x∗∗
i which is identiﬁed with hypercube C2n−1−1. Note that this map
is naturally deﬁned over the boundary. In contrast there is no unique map
expandable to the boundary of the probability space in ∆X.
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5 From models to causal ACTs to analysis
5.1 The unmanipulated system as a probability graph
To help compare the class of ACT models with their Bayesian network coun-
terparts we conclude this chapter with an illustration of how certain causal
statistical models can be analysed within these two frameworks. We are thus
able to demonstrate within a practical framework why a Bayesian network ap-
proach is less expressive than its ACT counterpart whilst no easier to study
algebraically.
Example 9 (Lighting Circuit). A domestic lighting system has a mains supply
that can be tripped oﬀ or switched on or oﬀ. The mains supply is then cabled
to room circuits which in turn can be tripped oﬀ or switched on or oﬀ. Consider
the indicators
M =
 
0 mains supply oﬀ
1 mains supply on
H =
 
0 hall circuit supply oﬀ
1 hall circuit supply on
K =
 
0 kitchen supply oﬀ
1 kitchen supply on
L =
 
0 light A in hall fails
1 light A in hall works
There are two logical constraints in this system. Indeed if the mains are oﬀ
then all power is oﬀ and if the hall circuit is oﬀ light then A is oﬀ. Thus the
atomic events of the event space are
λ1 = {M = 0} = {M = 0,H = 0,K = 0,L = 0}
λ2 = {M = 1,H = 0,K = 0} = {M = 1,H = 0,K = 0,L = 0}
λ3 = {M = 1,H = 0,K = 1} = {M = 1,H = 0,K = 1,L = 0}
λ4 = {M = 1,H = 1,K = 0,L = 0}
λ5 = {M = 1,H = 1,K = 0,L = 1}
λ6 = {M = 1,H = 1,K = 1,L = 0}
λ7 = {M = 1,H = 1,K = 1,L = 1}
The sample space can be represented by the probability tree T1 in Table 9,
where a leaf node has the same label as the corresponding root to leaf path.
Note that the labelling of the edges on the paths corresponds to the se-
quence deﬁning the path taken in the order (M,H,K,L). Thus for example
λ6 = {M = 1,H = 1,K = 1,L = 0} = {→1→1→1→0}.
The situations V (T1) of this tree are S(T1) = {vi : 0 ≤ 1 ≤ 5}. In this
example each situation v ∈ S(T1) labels a random variable X(v) where we
assume X(vi) are independent of each other. Five indeterminates suﬃce to
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λ7 λ6
↑
1 ր
0
v3 →
1 v5 λ5
↑
1 ց
0 ր
1
v1 v4 →
0 λ4
↑
1 ց
0
v0 v2 →
1 λ3
ց
0 ց
0
λ1 λ2
Table 4. A probability tree for the lighting circuit example
describe the primitive probabilities. Indeed write πi = Prob(X(vi) = 1), πi =
1 − πi, 0 ≤ i ≤ 5 and π = [π0,...,π5].
Let Prob(λi) = pi, 1 ≤ i ≤ 7 and let p = (p1,p2,...,p7). Then substituting
the sum to one conditions
p = [π0,π0π1π2,π0π1π2,π0π1π3π4,π0π1π3π4,π0π1π3π5,π0π1π3π5]
where we also assume {1 > πi > 0,1 > πi > 0 : 0 ≤ i ≤ 5}.
One simple way to restrict this model is to impose some conditional inde-
pendence statements which can always be represented in terms of algebraic
constraints. Thus suppose that we believe that:
Item 1. given the mains is on, the supplies in the kitchen and in the hall fail
independently, and
Item 2. given the mains and hall lights are on, the kitchen supply and light in hall
fail independently.
This implies that π5 = π4 and π3 = π2 which is easily proved by setting
to zero suitable determinants of 2 × 2 matrices. Thus we can think of the
observed probability vector p as a point in the variety in C◦
7
p = [π0,π0π1π2,π0π1π2,π0π1π2π4,π0π1π2π4,π0π1π2π4,π0π1π2π4] (11)
parametrised by the four parameters π0,π1,π2,π4 ∈]0,1[.
Computational commutative algebra provides a way to determine the cor-
responding variety in the π variables, that is the set of polynomial relation-
ships that the π should satisfy to belong to the conditional model deﬁned in
Items 1. and 2. above. It consists in computing the elimination ideal of the
π indeterminates for the ideal generated by the seven polynomials associated
with the system in Equation (11), namely
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p1 − (1 − π0)
p2 − π0(1 − π1)(1 − π2)
p3 − π0(1 − π1)π2
p4 − π0π1(1 − π2)(1 − π4)
p5 − π0π1(1 − π2)π4
p6 − π0π1π2(1 − π4)
p7 − π0π1π2π4
The actual computation of the elimination ideal is in Appendix 7. The ﬁnal
result and its probabilistic interpretation is given by four polynomials in Ta-
ble 5. Note that the third polynomial is simply a consequence of one of our
logical constraints.
p4p7 − p5p6 gives the independence statement K ⊔L|(M = 1,H = 1)
p3p4 − p2p6 gives the independence statement K ⊔H|(M = 1,L = 0)
p2p7 − p3p5 gives the independence statement K ⊔H|(M = 1,L = 1) P7
i=1 pi − 1 the sum to one condition on the π parametrization is
transferred onto the p parametrization
Table 5. The light circuit system expressed in the π parameters
5.2 A Bayesian network for the lighting circuit example
A more conventional representation of a system with conditional indepen-
dence constraints is to use a Bayesian network. Here we start with the con-
ditional independence hypotheses on a set of variables deﬁning the process,
here {M,H,K,L}. We might reasonably assert that
1. H⊔K|M. Thus if the mains is oﬀ then we ask that H must be oﬀ through
our logical constraint whilst if M = 1 then this is the conditional inde-
pendence statement in Item 1. of the previous section.
2. L ⊔K|H,M. Thus we know by our logical constraint that the lighting
circuit is oﬀ with certainty (and so independently of K) unless both the
mains and the hall supply are functioning. Furthermore when M = 1 = H
we are in the condition of Item 2. of the last section.
3. L⊔M|H. This is trivially satisﬁed since L can only be on if the hall supply
is on.
Under these assertions, implied by the setting discussed in the last section,
we are therefore able to assert that a Bayesian network G for the lighting
circuit is expressed by the graph in Equation (12) below
K
ր
M → H → L
(12)
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Its implied factorization, for m,h,k,l ∈ {0,1},
Prob(M = m,H = h,K = k,L = l) =
Prob(M = m)Prob(H = h|M = m)Prob(K = k|M = m)Prob(L = l|H = h)
(13)
is valid. This implies the system can be deﬁned by seven probabilities,
π1 = θM = Prob(M = 1),
π2 = θK|M = Prob(K = 1|M = 1),
θK|M = Prob(K = 1|M = 0),
π3 = θH|M = Prob(H = 1|M = 1), (14)
θH|M = Prob(H = 1|M = 0),
π4 = θL|H = Prob(L = 1|H = 1),
θL|H = Prob(L = 1|H = 0)
with obvious deﬁnition of the θ parametrization. However G is not a full spec-
iﬁcation of our problem since our logical constraints force further constraints
on the space: namely that
θK|M = θH|M = θL|H = 0
This now gives us the identical model space obtained more directly for the
ACT. However note that because of the logical constraints the elicitation of
this model structure was more involved for the Bayesian network. In particular
the known constraints were used not only directly at the end of the elicitation
but also earlier when the conditional independence statements were elicited.
It is common for causally induced logical constraints to seriously complicate
Bayesian networks: so much so that Pearl in his book [19] chooses to pre-
clude them. In contrast the probability tree framework accommodates these
constraints automatically. Note that in this example, because of this identiﬁ-
cation, the algebraic coding of the two models is also identical.
5.3 Illustrating causal trees and causal Bayesian networks
Assume that if the system is so insensitive it cannot trip. By this we mean
that a light could not cause a circuit to fail, and a failure of the kitchen or
hall subsystems could not cause the mains to fail. Call this Model 1. Then we
could plausibly argue that the system deﬁned by the ACT above on T1 was
causal for the manipulation that forces the hall system to fail by turning it
oﬀ. Under this causal assertion, under our projection rule above we simply set
π1 = 0 on the edge (v1,v3) of T1. The vector of manipulated probabilities p∗
becomes
p∗ = [π0,π0π2,π0π2,0,0,0,0]
CRiSM Paper No. 06-09, www.warwick.ac.uk/go/crismThe geometry of causal probability trees that are algebraically constrained 25
Under assumptions like those of Model 1 it might be argued that the
Bayesian network G is also causal, see [19]. This would mean that the projec-
tion formula as applied to the Bayesian network would hold for any of its four
variables when each is manipulated to either of its two levels. This of course
implies that the formula in Equation (13) of the Bayesian network G will hold
in particular for the manipulation turning the hall system oﬀ. Under these
assumptions we can compute the eﬀect of this intervention by imposing
1 = Prob(EH) = p1 + p2 + p3
where EH = λ1+λ2+λ3 is the event “the hall circuit is oﬀ”, and by adjoining
the polynomial p1 + p2 + p3 − 1 to the ideal generator set in Equation (14).
The reduced Gr¨ obner basis with respect to the lexicographic term ordering
with initial ordering p7 < ... < p1 < θL|H < θK|M < θH|M < θM is
p4,p5,p6,p7
p1 + p2 + p3 − 1
θM − p2 − p3  7
i=1 pi − 1
The ﬁrst four polynomials correctly set to zero the post intervention proba-
bility of events for which H = 0, that is in the complement event of EH. The
ﬁfth polynomial is the updated of the sum to one condition written in the
given lex ordering. The sixth and last polynomials retrieve the fact that the
main and the kitchen circuit are not eﬀected by the intervention on H. By the
remaining polynomials we deduce that if θH|M is not zero then p2 = p3 = 0,
which is possible only if p1 = 1, that is the mains are oﬀ.
But note how in this context the causal assumption on the Bayesian net-
work is suspect. In particular what does it mean to manipulate the hall circuit
on, when the mains is down. This manipulation is logically precluded by the
logical constraints on the model! This illustrates just how restrictive the con-
ditions for a causal Bayesian network can be and demonstrates the need for
looser but analogous deﬁnitions based on trees.
5.4 Causal ordering factorisation
Suppose we are solely interested in extending the probabilistic model in
Model 1 so that the corresponding probability tree is causal with respect
to the single manipulation of turning the hall circuit oﬀ i.e. setting H = 0.
Then there is a probability tree T2 for this problem that is at least as simple as
T1 in the sense that all its root to leaf paths are no longer than those in T1 and
whose simplicial projection still gives us the required causal polynomials. In
the lighting example this tree induces an equivalent but diﬀerent parametriza-
tion of both the original probability space and its causal extension. This tree
—introducing variables in the order (M,K) together then H and then L— is
given in Table 6 directly associated with the factorisation
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λ7 λ6
↑ ր
(1,1,1) λ3
↑ ր
(1,1) (1,0,1) → λ5
↑ ր ց
v
′
0 → (1,0) λ4
↓ ց
λ1 λ2
Table 6. An alternative ordering for the light circuit example
Prob(M = m,H = h,K = k,L = l) =
Prob(M = m,K = k)Prob(H = h|M = m,K = k)Prob(L = l|M = m,H = h,K = k)
for m,h,k,l ∈ {0,1}. The seven parameters fall into three simplices: pa-
rameters upstream of the proposed manipulation, those associated with the
manipulation itself (the reference) and the parameters associated with events
downstream of the manipulation
Upstream parameters
ψ
u
00 = Prob(M = 0 = K)
ψu
10 = Prob(M = 1,K = 0)
ψ
u
11 = Prob(M = 1 = K)
Reference set parameters
ψ
h
0|10 = Prob(H = 0|M = 1,K = 0)
ψ
h
0|11 = Prob(H = 0|M = 1 = K)
Downstream parameters
ψd
0|110 = Prob(L = 0|M = 1 = H,K = 0)
ψd
0|111 = Prob(L = 0|M = H = L = 1)
Thus
p1 = ψu
00ψh
0|00
p2 = ψu
10ψh
0|10ψd
0|100
p3 = (1 − ψu
00 − ψu
10)ψh
0|11ψd
0|101
p4 = ψu
10(1 − ψh
0|10)ψd
0|110
p5 = ψu
10(1 − ψh
0|10)(1 − ψd
0|110)
p6 = (1 − ψu
00 − ψu
10)(1 − ψh
0|11)ψd
0|111
p7 = (1 − ψu
00 − ψu
10)(1 − ψh
0|11)(1 − ψd
0|111)
(15)
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The ψ indeterminates can be written explicitly as functions of the p by simple
application of the deﬁnition of conditioning or by computing the Gr¨ obner
basis of the ideal corresponding to the polynomial system in Equation (15)
with respect to the lexicographic ordering with initial ordering p7 < ... <
p1 < ψ7 < ... < ψ1. This computation returns the set of polynomial in
Equation (16)
p6 + p7 − 1 + p1 + p5 + p4 + p2 + p3
ψd
0|111p6 + ψd
0|111p7 − p6
−p4 + ψd
0|110p5 + ψd
0|110p4
−p3 + ψh
0|11p6 + ψh
0|11p7 + h1,1 p3
−p2 + ψh
0|10p5 + ψh
0|10p4 + ψh
0|10p2
−p5 + ψu
10 − p4 − p2
ψu
00 + p2 + p3 + p4 + p5 + p6 + p7 − 1
(16)
The ﬁrst polynomial is the sum to one condition, the second and third ones
return the downstream parameters, the next two polynomials return the ref-
erence parameters and ﬁnally the downstream parameters.
Intervention forcing H = 0 again corresponds to setting conditions ψh
0|10 =
1 and ψh
0|11 = 1 and thus adjoining the polynomials ψh
0|10 −1 and ψh
0|11 −1 to
the ideal corresponding to the polynomial system in Equation (15). A Gr¨ obner
basis of the obtained system is
p4,p5,p6,p7
p1 + p2 + p3 − 1
ψh
0|10 − 1,ψh
0|11 − 1
ψu
10 − p2 and ψu
00 − 1 + p2 + p3
The point here is that the representation of a probability space and its
causal extension with respect to a class of manipulations is not usually unique,
however they will always agree at least on the interior of their deﬁnition space.
Which tree is most appropriate will be largely determined by the context.
The causal extension of deeper trees, like T1, will permit expression of more
causal hypotheses but be less compact algebraically. Thus T2 has paths of
length no greater than 3 but is incapable of expressing the manipulation of
the kitchen circuit. In contrast, T1 can express this manipulation as a simplicial
projection but has paths of length 4 and so is more complex structure. As a
general principle we would advocate the encoding of a problem in terms of
probability trees with minimal maximum path length suﬃcient to express all
proposed manipulations as a simplicial projection.
5.5 Trees causation and causal orders
Much of the early discussion in the literature on graphical expressions of
causality was based around the Bayesian network. Since in a Bayesian net-
work any order of how situations happen is subsumed under collections of
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conditional independence statements over variables, causal structures have
largely been deﬁned through these cross sectional features. However one of
the few transparent properties one might demand about a causal structure
is that a cause should happen before an eﬀect. If causal statistical models
are based on a single Bayesian network over measurement variables then the
contexts to which such models apply are severely restricted: precluding for
example causal mechanisms that have the potential to be expressed in both
directions. Examples of environments where we would want to express such
mechanisms are extremely common. For example in our context we might
know that the light failing may trip the hall circuit. So the light failing can
cause the hall circuit to trip and the hall circuit failing deﬁnitely causes the
light to fail.
The solution to this conundrum is simply to focus on describing the system
in terms of a probability tree with an associated path event space that is
detailed enough to separate diﬀerent ways in which things can happen as
it might pertain to the potential manipulation. Thus the problem with the
probability tree and its associated Bayesian network, we have discussed above,
is that it implicitly models only the values of the pair of events (H,L), not their
timing. This will automatically confound “H causing L” with “L causing H” if
we are in a world where both are possibilities. But it may well be possible to
gather information after observing that both failed to help determine whether
on observing (H,L) = (1,1) the hall system went ﬁrst or the light caused the
hall system to fail. Thus for example if the light bulb is still intact then it
must be oﬀ because of a system failure whilst if it has blown then it may well
have caused the hall system to trip. The semantics of the tree need to be rich
enough to accommodate this type of information when and if it arrives.
It is not hard to draw a new probability tree that expresses not only
what happened but in which order situations happened. This gives a richer
probability distribution where the atomic events of the original tree form a
partition of the atomic events of the new tree. Call this statistical model
Model 2. The study of the eﬀects of a given manipulation, as it relates to
the behaviour of an unmanipulated system, can then be addressed even for
a model like this where causality can be expressed in both directions. Thus
for example let HK denote the event that “if the hall system fails then the
kitchen system fails and the mains doesn’t fail”. The fact that the light fails is
implicit through our logical constraint. Let ∅ denote no failures. Then, taking
account of the logical constraints in the system, the paths of the probability
tree giving the corresponding probability tree are
ρ1 = M, ρ2 = HM, ρ3 = HKM, ρ4 = HK,
ρ5 = H, ρ6 = L, ρ7 = LHM, ρ8 = LHKM,
ρ9 = LHK, ρ10 = LH, ρ11 = LKM, ρ12 = LKHM,
ρ13 = LKH, ρ14 = LK, ρ15 = KM,ρ16 = KHM, ρ17 = KH,
ρ18 = KLHM, ρ19 = KLH, ρ20 = KL, ρ21 = K,
ρ22 = KLM, ρ23 = ∅
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Note that
λ1 = {ρ1,ρ2,ρ3,ρ7,ρ8,ρ11,ρ12,ρ15,ρ16,ρ18,ρ22}
λ2 = {ρ4,ρ9,ρ13,ρ17,ρ19},λ3 = {ρ5,ρ10},λ4 = {ρ14,ρ20}
λ5 = ρ21, λ6 = ρ6, λ7 = ρ23
Write p = (p1,p2,...,p24) where pi = Prob(ρi), 1 ≤ i ≤ 24. Let for example
π
L,K
H denote the probability that the hall system fails given the light and
then the kitchen circuit failed. Also write π = 1 − π, and let ∅ subscript no
subsequent failure if such a failure is logically possible. Then the new paths on
the probability tree can be given in terms of its edge probabilities as below:
p1 = πM p2 = πHπH
M p3 = πHπH
KπHK
M
p4 = πHπH
KπHK
∅ p5 = πHπH
∅ p6 = πLπL
∅
p7 = πLπL
HπLH
M p8 = πLπL
HπLH
H πLHK
M, p9 = πLπL
HπLHK
∅
p10 = πLπL
HπLH
∅ p11 = πLπL
KπLK
M p12 = πLπL
KπLK
H πLKH
M
p13 = πLπL
KπLK
H πLKH
∅ p14 = πLπL
KπLK
∅ p15 = πKπK
M,
p16 = πKπK
HπKH
M p17 = πKπK
HπKH
∅ p18 = πKπK
L πKL
H πKLH
M,
p19 = πKπK
L πKL
H πKLH
∅ p20 = πKπK
L πKL
∅ p21 = πKπK
∅ ,
p22 = πKπK
L πKL
M p23 = π∅
The semantics of this new tree are much richer and various algebraic iden-
tities can be introduced to represent a more speciﬁc statistical model and
used to embellish this tree as we illustrated with simple examples above. The
new tree also helps us to unpick exactly what we mean by manipulating the
hall light oﬀ. A simple interpretation of this is that we are interested in the
manipulation of the hall light oﬀ ﬁrst. This would correspond to manipulating
the root vertex, v0, of this tree, with emanating edges (M,H,K,L,∅) with
probabilities (πM,πH,πK,πL,π∅) to (0,1,0,0,0). This projection allows us
to construct the function associated with the total score and examine which
functions on this richer tree allow this to be identiﬁed. Thus our ﬁnal point
is that the tree and not the Bayesian network is a more natural and ﬂexible
framework with which to express the more complicated bidirectional causal
structures whilst still coding the problem in a way amenable to algebraic
analysis.
6 Conclusions
We believe that the natural framework within which causal manipulations of
ﬁnite discrete models can be studied is the class of ACTs on a probability tree.
These encompass a much wider class of models than can be expressed through
competing graphical frameworks. They are closed to the type of information
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assumed to be present to embellish a statistical model. Furthermore their
parametrisation in terms of conditional probabilities is uniquely suited to this
domain, where functions of interest, like the total cause, can be expressed as
functions of projections into this space.
Of course many problems still need to be solved. First the nature of the def-
inition of causal functions of the type discussed in this chapter is contentious
and their domain of appropriateness not yet fully understood. Second the use
of techniques in computer algebra to solve problems of signiﬁcant size in this
domain is a serious challenge because the space of polynomials of interest
can be huge. There appears to be a strong need both for more speciﬁcity in
the class of models considered, and a better understanding of the underlying
geometry of these manipulation functions with speciﬁc important subclasses
of ACTs. However we believe that these issues can be addressed within this
model class and that an understanding of the geometry of these algebraic
systems could contribute greatly to the study of more general forms of ma-
nipulated discrete statistical models.
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7 Appendix: maple code
Here we show how to perform the computation in Subsection 5.1 using the
comprehensive computer system for advanced mathematics Maple[6]. Maple,
version 6, has two packages to perform Gr¨ obner basis computations, Groebner
and grobner with Groebner being the newest. A package is called from the
Maple command line with the command with, e.g.
> with(Groebner);
The list of indeterminates for Example 9 is entered below using the Maple
command seq
> AtomsProbabilities:=seq(p[i], i=1..7); AT:=AtomsProbabilities:
AtomsProbabilities := p1, p2, p3, p4, p5, p6, p7
> PrimitiveProbabilities:=seq(pi[i], i=0..5);
> PP:=PrimitiveProbabilities:
PrimitiveProbabilities := π0, π1, π2, π3, π4, π5
The model we consider is the chain event graph model described in 9 with the
two conditions expressed in Items 1. and 2. of Subsection 5.1. To input the
polynomial ideal it is suﬃcient to enter the list of its generators
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> IdealTree:=p[1]-(1-pi[0]), p[2]-pi[0]*(1-pi[1])*(1-pi[2]),
p[3]-pi[0]*(1-pi[1])*pi[2], p[4]-pi[0]*pi[1]*(1-pi[2])*(1-pi[4]),
p[5]-pi[0]*pi[1]*(1-pi[2])*pi[4], p[6]-pi[0]*pi[1]*pi[2]*(1-pi[4]),
p[7]-pi[0]*pi[1]*pi[2]*pi[4];
we determine the restrictions imposed on the p by the assumed model with
the command
> GB:=gbasis( {IdealTree}, lexdeg([PP],[AP])) ;
and obtain
p6 + p4 + p2 + p3 + p1 − 1 + p5 + p7
−p7 p4 + p5 p6
−p7 p2 + p3 p5
p3 p4 − p2 p6
π4 p6 + π4 p7 − p7
−p5 + π4 p4 + π4 p5
p7 π2 − p7 + π2 p5
π2 p4 + π2 p6 − p6
π2 p2 + π2 p3 − p3
p3 π1 + π1 p6 + π1 p7 − p6 − p7
π1 p2 + π1 p4 + π1 p5 − p4 − p5
π0 − p2 − p3 − p4 − p5 − p6 − p7
To study the eﬀect of the intervention H = 0 we adjoin the polynomial
> H:=p1+p2+p3-1;
and perform the same type of Gr¨ obner basis computation
> HGB:=gbasis( {H,IdealTree}, lexdeg([PP],[AP]));
obtaining
p7
p6
p5
p4
p1 + p2 + p3 − 1
π0 − p2 − p3
π1 p3
p2 π1
π2 p2 − p3 + π2 p3
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