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1 Introducción
En este t.rabajo abordaremos ciertos aspectos del desarrollo de técnicas eficientes
de simulación numérica de flujos de fluidos incompresibles mediante el Método
de los Elementos Finitos. También nos ocuparemos del análisis numérico de las
mismas.
El estudio teórico de las ecuaciones relevantes que gobiernan los flujos de
fluidos incompresibles, esencialmente las de Stokes y Navier-Stokes, fue realizado
y completado en los años 60 y primeros 70. Como es bien conocido, se han
demostrado resultados de existencia para las Ecuaciones de Navier-Stokes en dos
y tres dimensiones de espacio. Sin embargo, únicamente se conocen resultados
de unicidad en dos dimensiones, debido a la falta de regularidad de la solución
en el caso tridimensional. Sirvan como referencia los trabajos, hoy clásicos, de
Lions (1969) y Temam (1977).
La resolución numérica de flujos de fluidos incompresibles presenta dos res--
tricciones de estabilidad de relevancia, bien conocidas por la comunidad de inves-
tigadores y usuarios en Mecánica de Fluidos computacional. Por una parte, la
condición de incompresibilidad impone condiciones de compatibilidad bastante
estrictas entre los espacios de discretización de velocidad y presión empleados.
Ilnvestigación fina.ncia.da parcialmente por los proyectos HCM ERBCHB lCI' 94.18'23 de
la Unión Europea, y PB93-1196 de la DCICYT
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Por otra, el carácter fuertemente convectivo de la. maYOl"la de los flujos de in-
terés práctico produce la aparición de fenómenos de capa límite, zonas cerca
de las paredes sólidas en que la velocidad presenta muy fuertes gradientes. La
simulación de tales flujos mediante el uso directo del método de discretización
Galerkin - Elementos Finitos produce en general soluciones numéricas presen-
tando fuertes oscilaciones en las zonas de capa límite. Tales oscilaciones de~
sapare<::en únicamente si la talla de la malla es suficientemente pequeii.a. Ello
origina discretizaciones con gran número de grados de libertad, resultando in-
abordables con los medios actuales en muchos casos de interés. Y ello, incluso
si los espacios de discretización de velocidad y presión son compatibles.
La primera técnica general para el tratamiento numérico de la condición de
incompresibilidad fue introducida en Babuska (1973) y Brezzi (1974), para re-
solver la ecuación de Stokes. Se trata de introducir espacios de discretización
diferentes para velocidad y presión, de forma que satisfagan una condición de
compatibilidad específica, conocida como de Bre-t.zj-BabuSka. Posteriormente,
hubo ciertos esfuerzos tendentes a la utilización de bases del espacio de veloci-
dades con divergencia nula, con objeto de eliminar la presión (ef. Griffits (1979),
Hecht (1981)). Sin embargo, la construcción de tales bases resulta. una tarea
ardua, y los sistemas lineales resultantes están relativamente mal condicionados.
Por ello, esta técnica es poco utilizada.
Algo más recientemente, se introdujo en Brooks y Hughes (1982) el método
SUPG (Stl'eamline Upwind / Petrov-Galerkin). Se trata de una modificación
del método estándar de Galerkin, en que las funciones test se añaden términos
constantes por elemento, consiguiendo estabilizar no sólo la discretización de la
presión, sino también el operador de convección "corriente arriba". Este método
puede también ser visto como una técnica de Lagrangiano aumentado, consis-
tente en "aumentar" la formulación Galerkin estándar con un término que trata
de minimizar una norma del residuo. Adaptaciones de tal formulación fueron
utilizada en Hughes et al. (1986), Douglas y Wang (1989), Franca y Frey (1992)
y otros para construir Uknicas estables, utilizando virtualmente cualquier palo
de espacios de Elementos Finitos para velocidad y presión. Al mismo tiempo,
cuando se aplican a la resolución de las ecuaciones de Navier-Stokes, estas
técnicas incorporan la difusión corriente arriba del método SUPG, con lo que
consiguen estabilizar también el cálculo de flujos con convección dominante.
Curiosamente, algunos estudios recientes muestran que existe una reladón muy
estrecha entre los métodos de estabilización y algunos de los métodos clásicos
arriba mencionados -hasta el punto de ser equivalentes en ciertos casos.
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En este trabajo nos ocuparemos de la descripción y el análisis numérico
de los métodos de estabilización más utilizados. También de la relación entre
éstos y la utilización de pares de espacios que satisfagan 1& condición de Brezú-
Babu!ka. En la Sección 2 repasaremos la teoría clásica sobre aproximación de
las ecuaciones de 5tokes mediante el M.E.F.. La Sección 3 estará dedicada.
al análisis de algunos métodos de estabilización, aplicados a las ecuaciones de
5t.okes. En la Sección 4 estudiaremos la equivalencia entre el método SUPC
y un método clásico usando funciones "burbuja". Por último, en la. Sección
5 veremos cómo esta. Cormulación puede ser utilizada para realizar el análisis
numérico del método SUPC en el caso de las ecuaciones de Navier-Stokes.
Como referencias generales sobre métodos clásicos, citemos los libros de
Temam (1977), Girault - Raviart (1986) y Brezzi y Fortin (1991). Existen
pocas referencias generales sobre métodos de estabilizo.ciÓn. Citemos, por ejem·
plo, el artículo de Franca, Aughes y Stenberg (1993), en que puede encontrarse
un enfoque bastante general y abundantes referencias.
2 Teoría clásica de aproximación de las ecuaciones de
Stokes por el M. E. F.
En esta Sección harem06 un breve repaso sobre la teoría referente a existencia
y unicidad de soluciones de las ecuaciones de Stokes, asr como sobre su apro.'d-
mación mediante el M.E.f. En particula.r, recordaremos el papel de la condición
inC· sup discreta en la convergencia de estas aproximacic;lOes.
Consideremos un dominio acotado n e Rd (d = 2 o 3), con frontera r.
Nos damos un campo de velocidades "vector" u : n _ Rd. que supondremos
con divergencia. nula.. Nuestro propósito es resolver numéricamente el siguiente
problema de contorno para las ecuaciones de Stokes estacionarias, incluyendo
un término convectivo :
Obtener y: n _ Rd,








Aquí, v > Oes el coeficiente de viscosidad cinemática., y fE [H-I(O)]d es lIn
término fuente dado. Consideraremos el problema estacionario con condiciones
de Dirichlet homogéneas, con objeto de no introducir dificultades no esenciales
en nuestro desarrollo.
Estas ecuaciones constituyen una !inealización de las ecuaciones de Navier·
7
Bol. Soc. Esp. Mat. Apl. nº9 (1996) 5-22
Stokes, que gobiernan a los flujos de Ruidos incompresibles en general ;
Obtener u: O ---+ Rd, p; 51 __ R tales que }
u· \7u - v.6.u + \lp = f, \7. u = O en O,
u=O sobrer
Analizaremos la aproximación de estas ecuaciones en la Sección 5_
Definamos la forma biJineal sobre [HJ(O>]d x {HJ(n)]cf,




donde denotamos por (-,.) el producto escalar L2 , para funciones sea escalares,
vectoriales o tensoriales. Supondremos que u E [V(O)]d con \1 -u = O. Entonces
a(-,·) está bien definida, es oontinua y [HJ(n)]d-ooercitiva; o sea, verifica
a(v, w):5 e Ivlllwh, a(v, v) 2: vlvl~ Vv, w E [HJ(O)]d (4)
Aquí, e es una constante positiva, y 1- h denota la seminorma sobre [H1(n)]d,
Ivl, = [In l'7vl' dX]'"
Podemos dar al problema (1) una formulación variacional mixta (esto es, in-
cluyendo la presión además de la velocidad), como sigue;
donde
Obtener (y,p) E Y x M tal que
B(y,p;v,q) =< r,v >, V(v,q) E y x M; } (6)
y = [HJ(O)J', M ~ L'(O),
y B es la forma bilineal sobre el espacio producto (Y x M) x (Y x M) definida
PO'
B(y,p; v,q) = a(y, v) + b(v,p) + b(u,q). (7)
A su vez, b(·,·) es la forma bilineal sobre Y x M dada por b{v, q) = -(\7 - v, q).
Por \iltimo, (.,.) representa la dualidad Y ' - Y.
La existencia y unicidad de soluciones del problema es consecuencia del
siguiente resultado general, que enunciamos con evidente abuso de notación:
Consideremos dos espacios de Hilbert Y y M. Sea b(·,·) una forma bilineal
continua sobre Y x M, y definamos los operadores R : Y --t M', y su adjunto
R· : M --t Y' por
(Rv,q)~(R'q,v)=b(v,q), VVEY,VqEM. (8)
Sea además a( -, -) una forma. bilineal continua sobre Y x Y, que supondremos
coercitiva. Se tiene entonces
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Teorema 2.1 Si 1m Res armdo, entonces el problema (6) posu una solución.
Además, esta solución es únial sobre Y x M, donde id es el espacio cociente
M{KeT R'.
La prueba de este teorema está basada esencialmente en el Teorema del Rango
Cerrado de Banach. (Ver Girault - RAviart (1986». Notemos que en el caso de las
ecuaciones de Stokes generalizadas (1), K er R' está. formado por las funciones
constantes, de modo que
A su vez, ImR es cerrado, como consecuencia del resultado que enunciamos a
continuación :
Teorema 2.2 Las siguientes proposiciones son equivalentes:
i) 1m R es cerrado en M'.
ii) El par de espacios (Y, M) sawface la condición inf· 81lp continua: Existe
una constante {J > O tal que
. b(v,q)
mf sup ~ {J.
,EM VEY II v llyllqllA1 (9)
(10)
iü) La forma bilineal B tkfinida por (7) sobre Y x M satisface la siguiente
condici6n inf - sup : Existe una constante ..., > O tal que
. r B(U,T¡V,q)
In _ sup > 'Y.
{U,r)EYxM (V.q)EYXÜ lI(u, r)lIyx},f lI(v,q)lh'xM
La condición inf-sup (9) es satisfecha por el par de espacios ([HJ(O)]d ,L2(0)),
como es bien conocido (Ver Girault y Raviart (1986)). Por otra parte, la
condición (10) asegura la coercitividad de la forma B sobre el espacio producto
y x M. Esta forma B esta ligada a la formulación como punto de silla del
problema de Stokes: Si la forma a es simétrica, la solución (u,p) es también la.
solución del problema de optimización
'nr sup (J(v,q)), J(v,q) ~ a(v, v) + b(v,q) - (r, v) (U)
VEV qEM
Las ecuaciones (6) son justamente las ecuaciones de Euler·Lagrange asociadas
a est.e problema de punto silla..
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La aproximación clásica del problema (6) por el método de Galerkin se realiza
como sigue: Sean Yh, Mh dos subespacios. de dimensión finita de Y y M,
respectivamente. Estaremos interesados en los casos en que ambos son espacios
de Elementos Finitos. El parámetro h representará el mayor diámetro de los
elementos de la malla. Buscamos un par (Yh,Ph) E Yh x Mh tal que
Obtener (Yh,Ph) E Yh x Mh tal que
B(Yh,Ph;vh,qh) =< f,vh >, V(Vh,qh) E Yh X Mh; } (12)
Sea Rh el operador de Yh a. valores sobre Mh definido por (8). Rh es UD operador
de rango cerrado, al ser lineal entre espacios de dimensión finita. Según el
Teorema 2.2, este problema tiene solución única sobre el espado cociente rVh =
Mh/Ker R'h. Sin embargo, de (12) se deduce fácilmente que debe tenerse Yh E
Ker Rh' Esta condición puede ser excesivamente restrictiva. si el espacio Yh
no es suficientemente "rico" en grados de libertad respecto al espacio Mh.
En Pironneau (1991) se muestran \'8Xios ejemplos en que Ker.Rh se reduce al
cero. Es claro, pues, que los espacios Yh y Mh deben ser compatibles de alguna
forma para. poder garantizar la convergencia. de la discretizaciÓn. Una condición
suficiente para. ello es la llamada "inf - sup" discreta, o de Brezzi - Babuska :
Lema 2.1 Supongamos que lcu con.stantesl3h > O definidas por
" . r b(Vh,'h}IJh = In sup
q"UI" V"eY.. Ilv hllyllqhlL..!
están acotadas inferiormente por una constante {j' independiente de h.
tDnces, existe una constante e > o dependiendo de {j', lIallyllbll tal que





De este modo, el error en la aproximación considerada vendrá dado por el enor
de interpolación sobre los espacios Yh y M h •
La condición inf - sup (13) puede interpretarse en el sentido de que el ope-
rador nh admite una prolongación a todo Y, uniformemente continua en h.
Para significar su importancia., escribiremos el problema (6) en forma matricial.
Sean N'U y N" las dimensiones de Yh y Mh , respectivamente (Observemos que
en el caso de las ecuaciones de Stokes, Ñfh = Mh () LW1)). Denotemos por
{4>.Ii = 1"" ,N,,} y {,pi IJ = 1,'" ,Np } una base de Yh y otra de Mh, resp.
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Definamos las matrices A y R de dimensiones N v x Nv y Np x Nv , resp., y el
vector columna rde dimensión Nv , por
(15)
N. N.,
Supongamos que buscamos Yh y Ph en la forma Yh = LYi ¡Pi> PI,. = LPi tPj·
1_1 J"1
Entonces, el problema (6) equivale a! sistema linea!
Ay + R'j; d, RY = O; (16)
\
donde y y p son los vectores de componentes y.¡ y Pi'
Puesto que la forma a es coercitiva, la matriz A es definida positiva. Por ello,
la primera. ecuación en (16) puede ser resuelta en y, de modo que (12) equivale
al sistema lineal RA- 1Rtp = A-if. El número de condición de la matriz que
aparece en este problema resulta ser
Cond(RA-' R') = I~~I.
De este modo, la. condición inf - sup discreta garantiza no solamente que este
problema admite una única solución sobre MI,., sino que además el número de
condición de la matriz está uniformemente acotado en h.
La obtención de pares de espacios que satisfagan la condición inf - sup disc-
reta ha sido objeto de estudio de bastantes investigadores desde 1975. Esta labor
ha permitido descubrir una amplia gama de pares satisfaciendo esta condición.
En el caso de presiones continuas, el elemento más "económico" (en el sen-
tido de que el espacio de velocidades resulta de añadir un mínimo de grados de
libertad al espacio de presiones) es el p¡- Burbuja - PI' también llamado mini-
elemento. Con objeto de recordar la definición de este elemento, denotemos por
TI,. a una triangulación de n. Suponemos que 7h está formado por triángulos
si d = 2 Y por tetraedros si d -= 3. Denotemos por AiK ), .. " A~~~ las coorde-
nadas baricéntricas de un elemento I< E TI,.. Denotemos por bK el polinomio de
grado d +1 dado por bK = ).~K) . ).~K) .' .. >.~~l. Notemos que b1< E [HJ(]<)(
Suponemos bK extendido por cero fuera de K. Consideraremos el siguiente
espacio de elementos finitos "burbuja" sobre Th :
Bh(O) = { ÍI : n -+ R tal que til .... E Span{bK}, VI< E TI,. }.
Definamos por otra parte
Vh(m) = {r E L2(O) tal que rl .... E P m, VI< E Th }, }
Yh(m) ~ Wh(mll' n [HJ(n)]', Mh(m) = Vh(m). (17)
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(18)
Aquí, P m denota el espacio de polinomios sobre R d de grado menor o igual que
m. Entonces, el Mini-elemento es (YIl{l) EIl [B/¡(O)]d ,1111>(1»).
Si se pretende trabajar con presiones discontinuas, el espacio de velocidad
debe ser más rico en grados de libertad. En este caso, el par de espacios más
económico conocido que satisface la condición inf-sup es (YI>(d), MI> (O) n CO(ñ»).
3 Métodos de Estabilización
Según lo dicho en la Sección anterior, la clave para conseguir estabilizar Ele-
mentos Finitos "incompresibles" ~s debilitar la condición de divergencia nula.
ElJo es realizado en los métodos clásicos enriqueciendo el espacio de velocidades
en grados de libertad frente al espacio de presiones. Otra forma de lograrlo
es relajar explícitamente la condición \l . u = 0, cambiándola en 'V ' Uh = gil,
siendo 9h una función "pequeña" conveniente. Un método de este tipo fue
introducido en Brezzi y Pitkfu:anta (1984), donde se considera la condición re-
lajada 'V . UIl = a: h'2 t::.PI>' Con ello se consigue cierto control sobre el gradiente
de presión (y no sólo sobre la presión), impidiéndose la aparición de modos
de presión espúreos. Como contrapartida, al tratarse de un método de penali-
zación, un error de consistencia (de orden h para la norma L2 de la pt'esión) es
inevitable. Esta dificulta.d es salvada por los métodos de estabilización, basa.-
dos esencialmente en formulaciones de tipo Lagrangiano aumentado. Cuando




donde Av = -v~v y a es un coeficiente a determinar. En Hughes, Franca y
Balestra. (1986) se propone discretizar este último problema reemplazando la
norma H- l del operador por una aproximación:
Se trata del conocido método "Galerkin - Least Squares" .. El coeficiente h1<
actúa como un factor de escala que relaciona la norma L2 con la norma 11- 1,
elemento a elemento. Las ecuaciones de EuJer - Lagrange asociadas a (19) son
Obtener (y",pl» E Yh x M" tal que
BOLS(Yh,P,,; vh,ql» = FOLS(VI¡,q,,), \i(v",q},) E YI> X Mh;
12
} (20)
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f2k = -o: L hidf, 'V1j;¡JK>
{(ET"
siendo
BGLS(y,p;v,q) = B(y,p;v,q)-a 2.: hid-Ay+\lp,A*v+\lq)J(;
J(ETr,
FGLS(V,q) = (f,v/-a 2.: hk(f,A*v+\lq)K'
KET"
Aquí, A* es el operador adjunto de A. Cuando el op€rador no es simétrico
(caso u ,¡. O), el método GLS es también (20), con Av = u' 'Vv - vf:..v, (y
A~v = -u· \Iv - v.6.v). Sin embargo, ahora ia solución (u,p) no es punto de
silla de ningún funcionol.
En el caso de elementos finitos afines a trozos, el método GLS se conoce
como "Streamline ~ Upwind / Petrov - Galerkin" o, abreviadamente, SUPG.
De hecho, este método fue desarrollado en primer lugar en Brooks y Hughes
(1982), y dio lugar posteriormente a los métodos GLS. Observemos que en el
método SUPG se tiene .6.v h = O sobre cada demento K, con la consiguiente
simplificación de la estructura de BCLS y FGLS
Una interesante propiedad del método GLS es que es consistente, en el sen~
tida de que la solución exacta verifica el problema. discreto (20), al igual que
el método de Galerkin. Sin embargo, es estable únicamente para volores del
parámetro Q pequefios, por debajo de un valor crítico específico para cada Ele-
mento Finito concreto, y que resulta difícil de calcular.
Desde el punto de vista computacional, el método GLS presenta la ventaja
de proporcionar un sistema lineol con matriz simétrica si el operador A lo es.
En efecto, supo11garnos u = O. Definamos las matrices A, R, Ode dimensiones
Nv x Nv , Np x Nv y Np x Np , respectivamente, así como los vectores columna
f\ y (2, de dimensiones Nv y Nrn respectivamente, por
R..j = -(\7. (Pi, ?}Jj) - a v L hk('V1/Jj, fl4J;)K,
KeT,.
Okj = -a 2.: fllCvt/!j, 'V1/Jdl\.
J(ET"
fH = {f,fú -QV L hJ«(f,flf¡)l\,
KET"
Entonces, el problema (20) es equivalente al sistema lineal
(21)
13
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Se trata de un sistema que puede ser entendido como una perturbación "estar
bilizante" del sistema (15). De hecho, la matriz e es definida negativa, lo que
permite obtener ji en términos de y:
- C--'« R--)p= 12- y,
La matriz A es definida positiva si el parámetr a es positivo y ·suficientemente
pequeño, como consecuencia de la estabilidad del método GLS. Entonces, y
resulta ser solución de un sistema lineal con matriz simétrica definida positiva.
En la práctica, no se puede obtener ji de forma expHcit&. en términos de y, de
modo que es necesario resolver directamente el sistema (21) por algún método
iterativo apropiado.
Es interesante observar que la segunda ecuación en (21) puede ser rcintel'·
pretada como la discretización de una ecuación elíptica para p. En particular,
supongamos que los elementos de Mil. SOIl funciones continuas a las que no se
impone ninguna condición esencial sobre &n. Supongamos también que la malla
es regular, de modo que hK = h, VK E 7;.. Entonces, tal ecuación es
= (f - 116y) . n sobre 80.
De este modo, estamos estabilizando efectivamente el cálculo de la presión, a
cambio de incluir una condición de contorno artificial sobre la misma.
La restricción de estabilidad que presenta el método GLS fue salvada en
Douglas y Wang (1989). Aquí se propone un método proviniente de (20) con
una diferente estructura de la función test ;
BDW{Y,P;v,q) = B(y,p;v,q)-
a L h'k (u· 'Vy - I/D.y +Vp, -u· \Iv + IID.V + 'Vq)K;
KET~
FDW(v,q) = {r, v} - a ¿ h'i (f, -u· 'Vy + v6v + 'Vq)K.
KET~
Observemos que si usamos elementos finitos afines a trozos, el método Douglas
- Wang coincide con el SUPG. Este método es estable para cualquier valor de
0, para Elementos Finitos muy generales. Como contrapartida, la matriz del
sistema lineal asociado no es simétrica, incluso si el operador lo es. Esto no
supone un gran problema, ya que en los casos de interés, u -::F O, de forma que
el operador A no es simétrico.
14
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, -
con V",K E (B,,(K)] (prolongada. por cero a el - K).
[B,{ll)J'. V.. E M,.
Las propiedades de estllbilidad mencionadas, junto con las estimaciones de
error, se formalizan como sigue. Consideraremos Elementos Finitos triangulares,
por brevedad :
Teorema 3.1 Sean Y" = Y,,(m), con m?: 1, definido según (17). Supongamos
además que, o bien M" = M,,(l) Ym ?: d (roso de preriones discontinuas), o
bien M" = M,,(l)nCO(s1), con l?: 1. Entonces el mitodo GLS pareO < Ct < Cto
y el método de Douglas - Wang para todo Ct > O verifican:
i) Son estables, en el sentido de que existe una constante 7· > O tal que
inf _ sup B"(y",r";v,,,q,,) >7\ (22)
(y.. ,r~)E~'.. xAh (v.. ,q~)eYx.w .. H(y", r,,)lIyx M II(VA. q,,)IIYxM
donde B" denota, bien BOLS, bien BDW'
ii) Si Y E [Hm+l(o)]d y p E HI+l(n), se satisfacen las siguientes estima-
ciones de error:
donde e es una constante positiva.
Ohservemos que las anteriores estimaciones de error son optimales para los es-
pacios de Elementos Finitos considerados. Desde el punto de vista técnico, éstas
se obtienen con facilidad como consecuencia de la estabilidad (22) y la consisten-
cia antes mencionada (y, lógicamente, las estimaciones de error de interpolación
sobre los espacios Y" y M,,).
4 Relación con métodos clásicos
Bajo ciertas condiciones, los métodos de estabilización descritos en la Sección an-
terior son equivalentes a determinados métodos cásicos. En concreto, a métodos
que enriquecen el espacio de velocidades mediante funciones burbuja.. Descri·
biremos en esta Sección cómo el método SUPG es equivalente a la formulación
clásica con el Mini-Elemento.
Recordemos que en el caso del Mini.Elemento, l~~ = y,,(l)$[B,,(O)]<Í, M" =
M,,(l). Descompongamos -de forma Única.- una función Vh E Y" como v" =
v" + v", con v" € y,,(l), v" € [B,,(Q)]d. Observemos que v" = L Vh,K.
KET
De (12) tenemos 'Iv" E
(24)
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De aquí, tomando qh = 0,
a(Y/lt Vh) = -a(Yh, Vh) - b(Vn,Ph) + (f, Vn) =
= (f - .AYn - \JPh, \In)'
Denotemos por R.h al operador "de Riesz discreto" definido sobre (H-1(n)Jd
con valores en (Bn(n)]d dado por
a(Rh~,Vh) ~ (~, Vh), Wh E [Bh(ll)j', V~ E [Fr'(ll)j'. (25)
Entonces, :h = R.h(f- .Ayn - 'VPn)' Por otra parte, de (12) tenemos igualmente
"Iv/-, E y".(l), 'rIqh E Mh,
Observemos ahora que
De estas dos últimas identidades deducimos que y" satisface el problema
siendo
8éns(y,p;v,q) = B(y,p;v,q)-
- a(Rh(Xv + '7%), Rh(Ay + '7p));
Fé.s(v,q) ~ (r, v) - a (Rh(A'v + '7q), Rh(fj).
El problema (25) satisfecho por 'RhtP puede ser reducido a la resolución de un
problema semejante sobre cada elemento J(. En efecto, nh1J se puede descom·
poner como
R.htP = L R.h,KtP, con R.n,K1J E [Bh(K)¡d,
J(e7h
siendo 'Rn,KI/J solución del problema elemental
Conocida una base a--artonormal de [Bh(K)l d (espacio de dimensión d), se puede
obtener R.h,KI/J a mano. Est.e cálculo es la llamada "condellS3(:ión estática de
la burbuja" en la literatura refc:ente a métodos de estabilización. Resulta no-
tablemente simplificado en el caso de elementos finitos triangulares afines, si la
16
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forma a(·,·) es reemplazada en (25) por ciertas formas ah"") simétricas. En
concreto, ello ocurre para formas con la estructura
ah(W, v) = L CX •h (VW, \7V);
KEr~
(27)
donde los Cx 11. son coeficientes uniformemente acotados (en I< y h) superior
e inferiormente por constantes positivas (Cl. Chacón (1996)). Esto permite
explicitar los términos estabilizadores en (26), como sigue,
ah(''R.h(A·Vh + Vqh), 'R.h(AYh +VPh ~ f)) =
= L Th,K(A"Vh +Vqh, AYh +V1'h - f)Ki
KET,.l con ¿, IKI
Th,K = e lb' 1"h.,K K 1 1 f.' {1/60donde Cd = IKl K bKdx = 1/1680 si d=2,si d= 3.
Mediante argumentos de cambio de escala se demuestra que el coe6ciente 'T"h.K
es de orden hJ<. Sin embargo, se puede recuperar exactamente Th,K = h'k
(método (20)) si los coeficientes CK,h se eligen convenientemente. Observemos
que, una vez calculados los coeficientes Th,K (que únicamente dependen de la
triangulación y de los Ch,K), la parte "'burbuja" de la formulación (12) ha
desaparecido en la formulación (26).
De este modo, el espacio de burbujas {Bh(O)Jd juega el papel de un espacio
test en que la norma H-l del residuo Ay",+ \71'11. -f es minimizada. Ello permite
estabilizar tanto el operador de convección como el gradiente de presión.
La estabilidad del método SUPG. ahora formulado por (26), está basada
sobre el hecho de que el mini-elemento verifica la condición inf·sup discreta. En
efecto, supongamos que u = O, por abreviar sin eliminar dificultades esenciales.
Definamos eh = 'Rh(AYh + Vph) = 'R.1l (-vAYIl + \71'11.). Observemos la
propiedad de ortogonalidad
(\7Vh, \7vll) = O, 'IVh E YIl(I), vII. E [Bh(O)¡d.
De aquí, 'R1l(-VAYh) = O, Y eh = 'R.1l (\71'h).
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Tomemos ahora qh = Oen (26). Entonces,
Por otra parte, de la definición de Ch, se tiene
(V'. Vh,Ph) = (V'Ph, Vil.) = -ah(ch, VII) :s C¡nFlI-llvhh, VVh E [Bh(O)¡d;
(31)
para cierta. consta.nte el positiva. Combinando estas dos últimas desigualdades,
Esta última desigualdad se debe a la propiedad de ortogonalidad (28). Usando
ahora el que el mini-elemento satisface la propiedad inf-sup (Ver Lema. 2.1), se
deduce
(32)
Las estimaciones (29) y (32) formalizan la estabilidad del método. Afinando
un poco el análisis anterior, se demuestra que existe una constante "Y > O tal
que V(Zh, Th) E Yh(l) x Mil. se verifica
BSupC(Zh,Th;v,q) >< [U( )11 . IR h(AZh+'i7Th)hjsup _ I Zh,Th YxM T .
(V,q)Ey,,(l)xil.. U(v,Q)nYx1l1 ll(zh, Th)IIYxM
Esta estimación implica, en particular, la estimación general de estabilidad (22).
De aquí se siguen las estimaciones de error (23) con k = 1 Yl = O.
5 Ecuaciones de Navier-Stokes
La formulación (26) del método GLS resulta más coherente con la regularidad
H-l del operador u· V'Yh - I/6.Yh + V'Ph Que la formulación habitual (19). En
efecto, (19) requiere regularidad -al menos local- LOO para u y L2 para f. Sin
embargo, (26) se puede cxtendel' sin dificultad al caso general u E [V(O)]d (p>
d), rE [H-l (O)]d. Ello permite extender de forma natural el método GLS a. la
resolución de las ecuaciones de Navier~Stokes (2).
Consideramos la siguiente formulación variacional de los ecuaciones (2):
donde
Obtener (u,p) E Y x M tal que
TNs(u,p;v,q) =<f,v>, V(v,q)EYxAf; } (33)
TNs(u,p; v,q) = c(u; u, v) + I/(V'u, 'Vv) - (P, "V. v) - (\7. u,q).
18
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Aqul, eL",) es una forma trilineal sobre Y x Y x Y, definida por
1
e(u;v,w)=(u.Vv,w)+'2(V.u,v.w), \fU,v,WEY. (34)
La formaces continua sobre Y y satisface e(u;v,v) =0, \fu,v,w E Y.
Según Gimult y Raviart (1988), el problema (33) tiene al menos una solución.
Además, esta solución es única si 1If\1_1/1I2 < 1], donde 1] > Oes una const.ante
dependiente de la forma c.
Nuestra discretizaci6n de la formulación (33) es
Obtener (u/¡,/¡p) E YIl(l) X Mh tal que \f{VI¡,q/¡) E Y/¡(l) X M/.. } (35)
TSUPG(Uh,P/¡; vh, qh) = cllSUPG(f; vI"qll);
donde
TSUPG{U,Pi v,q) = c(u; u, v) + 11 (Vu, Vv) - (p, V· v) - {V· u,q}-
- ll./I (nh{u· \7u - II..Q.U + V'p), RIl(-u· \7v - lI..Q.v + \7q));
~SUPG(r;v,q)= (f,v) -ah (nh(f), 'Rh(-u· Vv - v..Q.v + 'Oq)).
~'1ediante el Teorema del Punto Fijo de Brouwer, se puede garantizar que el
problema (35) posee al menos una solución que verifica, paro. cierta constante
C>O,
(36)
siendo ahora eh = nh(U' \7u - v..Q.u + \7p). Esta estimación permite obtener el
siguiente resultado:
Teorema 5.1 La solución (U/"PIl) de (35) que verifica (36) contiene alguna
sub.rocesión que converge débilmente en [HJ{O)]d x L2{O} hacia una ~olución
de las ecuacione$ de Navier-Stokes (99). Ademá.t, si esto. $olucWn es única, es
la stIcesión completa la que converye.
La demostración hace uso como elemento innovador de una interesante propie-
dad de las sucesiones de funciones burbuja: Si una sucesión {vllh>o tal que
Vh E (Bh(O)]d está acotada en [HJ(O)]d, entonces converge débilmente a cero
en {HJ (0)( Ello, junto argumentos habituales de compacidad, permite probar
que los términos estabilizadores en (35) se anulan en el límite h -+ O.
Por último, la formulación (35) permite obtener de forma natural estima-
ciones optimales de error si se dan las condiciones suficientes de unicidad de
solución:
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Teorema 5.2 Supongamcs que 11~I-dv < 'l. Supcmgamc3 que u [H2(O)r':,
P E [lIt (O)]. Entonces existe una constante dependiente de u y p y tm ho > O
tales que si O< h < 110, entonces
Este teorema utiliza de forma esencial dos elementos: la regularidad de u y p,
y ciertas estimaciones de normas L', 2 ~ q ~ 6, de funciones burbuja:
IJVhllo,p ~ e hQ I"hlt, VVh E (B,,(O)Jd,
donde o verifica Ot/2 + (1 - Ot)/6 = I/q.
Queda aún la labor de determinar los coeficientes de estabilización. Se trata
de un problema mayor en el desarrollo de estas técnicas, que áun está por
resolver plenamente. La calidad de uno. solución numérica concreta asociada a
una malla depende fuertemente de los parámetros de estabilización que hayan
sido usados. En la práctica, se definen los 'Th,K de modo Que se tenga en cuenta
la talla relativa local de los términ06 de convección y de difusión. 'Th,K es una
función del número de Peclet local ,
PeK __ UKhK con U K = lIul!o,p;K'
v
Habitualmente, Th,K es de la forma
si PeK ~ P,
(37)
si PeK > P;
donde A es una constante, y P es un "escalón" predeterminado para el número
de Péclet. Esto permite por una parte introducir una estabilización conveniente
en zonas de grandes gradientes de velocidad debidos a convección dominante
(grandes PeK)' Por otra parte, se introducen niveles bajos de difusión numérica
(de orden h'k) en regiones donde la difusión es dominante (bajos PeK)'
Observemos que en la discretizaci6n (37) los coeficientes Th,K son funciones
no lineales de la solución u". Si embargo, el análisis anterior se puede extender
a este caso, y los Teoremas 5.1 y 5.2 siguen siendo válidos.
Digamos, por último, que el análisis anterior puede e,.'Xtenderse a elementos
finitos de órdenes superiores de interpolación, o bien a métodos de tipo Douglas
. Wang y otros, con ciertas adaptaciones técnicas.
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En definitiva., la formulación (26) de los métodos de estabilización en térmi·
nos de operadores "de condensación estática" tiene en cuenta de forma natural
la regularidad H-1 del operador a estabilizar. Esta fonnuJación proporciona
un marco matemático para el análisis numérico de estos métodos --entendiendo
como tal el análisis de estabilidad, convergencia y estimaciones de error-, com-
pletamente análogo al que se tiene en el caso de los métodos clásicos. Ello
permite incluso realizar tal análisis numérico en el caso de las ecuadones de
Navier-Stokes, mejorando el análisis realizado hasta ahora con las formulaciones
habituales.
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