This paper aims at the problem of link pattern prediction in collections of objects connected by multiple relation types, where each type may play a distinct role. While common link analysis models are limited to single-type link prediction, we attempt here to address the prediction of multiple relations, which we refer to as Link Pattern Prediction (LPP) problem. For that we propose a Probabilistic Latent Tensor Factorization (PLTF) model and furnish the Hierarchical Bayesian treatment of the proposed probabilistic model to avoid overfitting problem. To learn the proposed model we develop an efficient Markov Chain Monte Carlo sampling method. Extensive experiments are conducted on several real world datasets and demonstrate significant improvements over several existing state-of-the-art methods.
I. INTRODUCTION
Modeling relational data has been an active area of research in recent years, and is becoming an increasingly important problem in many applications such as social network analysis and recommender systems. Link prediction [1] , as one basic challenge is concerned with predicting missing links between object pairs based on the observed structure in the network. However, common link prediction models either consider only singletype relations among objects or treat different relations in the network homogeneously [1] , thus ignoring the multi -dimensional nature of interactions and the potential complexity of the interaction schemes in the networks.
In this paper, we focus on the task of predicting multiple relation types among object pairs in multi-relational networks. In [2] we have defined the overall relations between each pair of objects as a link pattern, which consists in interaction pattern and connection structure among objects. Our goal here is to infer the missing link patterns from the observed part of the network, which we refer to as Link Pattern Prediction (LPP) problem. In this work we propose a probabilistic tensor factorization framework to model the multi-relational data. Our proposed model addresses two major challenges that are ignored by previous work. The first challenge is the multi-relational nature of networked data. In addition 978-1-4673-2204-1/12/$31.00 ©2012 IEEE to using latent factors to characterize object features, we also introduce another latent factor to capture the correlations among multiple relation types and reveal the impact of distinct relation types. The other is data sparsity problem. For example, the social networks are usually very sparse, and the presence of relations among users only hold a very small number of all possible pairs of objects, which always causes the overfitting problem in model learning. We thus extend our probabilistic model by employing Bayesian treatment. The Bayesian version can significantly avoid overfitting by placing prior information on the model parameters and latent factors and being equipped with an efficient Markov Chain Monte Carlo (MCMC) method. The empirical results demonstrate the improvement of prediction accuracy and effectiveness of our model.
The rest of the paper is structured as follows. We first briefly introduce our link pattern prediction task and formulate the probabilistic latent tensor factorization model in Section 2. We then provide a fully hierarchical Bayesian treatment to optimize the probabilistic model and derive an efficient Markov Chain Monte Carlo method in Section 3. We describe experiments on three real-world datasets to study the efficiency of our model in Section 4. In Section 5 we present conclusions.
II. PROBABILISTIC LATENT TENSOR FACTORIZATION

MODEL
In this section, we first present problem definition for the link pattern prediction task, and then propose a latent tensor factorization framework to model the multi-relational data and develop a maximum a posteriori (MAP) method to infer the latent factors.
A. Problem Definition
Formally, let X == {Xl,X2,···XN} represents a set of N objects, assuming there are T different types of relations among object pairs defined by a set of T adjacency matrices. Based on the multi-dimensional nature of tensor representation, we model the multi-relational data in the network by an NxNxT third-order tensor (1) X, where an entry X ijt, representing the t-type relation value between Xi and x i-can be defined as X ijt == 1 if a t-type relation exists for Xi and Xj,°if no t-type relation exists, and ? if the relation for Xi and Xj is missing.
Then, we define X Cij :) as the link pattern involving T different types of relations between object pair Xi and X i-which is naturally represented by a tube fiber in the tensor model. Given some observed link patterns information in the multi-relational network, we are interested in the task of predicting the missing link patterns, which we refer to as Link Pattern Prediction (LPP) problem.
B. Probabilistic Latent Tensor Factorization Model
Inspired by the work on probabilistic matrix factorization [3] , we extend the latent tensor factorization based model introduced in [2] to a probabilistic model to explore the latent factors and discover the missing link pattern information. We refer to this probabilistic model as Probabilistic Latent Tensor Factorization (PLTF) model.
For that the PLTF model assigns different latent factors for the object pairs denoted as U E IRN x K, V E IRN x K, and a latent factor for the relation types denoted as R E IR T x K where K is the number of latent factorization dimensionality, then the probability of having a relation between objects can be modeled via the threeorder tensor factorization on observations X.
As before we consider CANDECOMPIPARAFAC(CP) tensor factorization technique [2] for the data modeling, and propose a probabilistic latent tensor factorization model denoted as follows:
where E is the tensor form of Gaussian noise term. f (.) denotes the prediction link function as introduced in the basic latent feature model in [2] . Then the observed data X 1 can be assumed to follow a Gaussian distribution as follows: p(XIU, V, R, a)
i=l j=l t=l k=l (2) where N (.) denotes the Gaussian distribution with precision a, which is defined as the reciprocal of the standard deviation and mean C2~~=1 UikVjkRtk) obtained by the CP tensor factorization. W is a binary indicator tensor to denote whether or not the link X ijt is observed, that is, Wijt represents that X ijt is observed while Wijt means X ijt is missing.
For the choice of prediction link function f (.), we consider to incorporate the logistic function f (x) == 1For convenience, we just ambiguously use X representing the observed part of data X i j t exp(()) which can be used to map the product of latent l+exp x ' factors U, V and R into the range [0,1] [3] . Note that by the transformation with the logistic function, we can somewhat improve the prediction performance.
C. Probabilistic Model with Non-informative Priors
For this probabilistic latent factor model, we impose zero-mean and independent Gaussian prior distributions on the latent feature factors U and V for the object pairs, and consider to learn these factors in parallel way over each row as p(Ulau) == n~lN(Ui.IO,au1I) and p(Vlav) == nf=l N(Vj·IO, a v 1I). In terms of the latent feature factor for relation types which also determines the interaction pattern between objects, we further place a similar Gaussian prior distribution as
Based on the prior distributions placed on the latent factors in the model, we can get the predictive distribution for the missing link patterns X* conditioned on observed data X as follows:
Considering the above model specification, we have an interpretation for modeling the probability of observed link patterns: the link pattern involving multiple relations among the same object pair depends not only on how similar the sender-specific and receiver-specific latent factors U and V are, but also on how likely the latent features of object pairs match with the context represented by the latent factor R for the relation types. in the PLTF model is equivalent to minimizing the following regularized weighted objective function [2] . Therefore, to optimize the latent factors in the objective function, we can use the Polak-Ribiere variant of nonlinear conjugate gradient based method to find a local optimal solution for {U, V, R, a }.
2) Limitations of MAP Estimation:
After obtaining the optimal estimations of latent factors {U*, V* , R *}, we may predict the missing link patterns. However, there are still some limitations on the results from MAP estimation. First, since the observed data is sparse and the MAP estimation chooses a single point {U*, V* , R *}, there is no model averaging, which may lead to higher variance in the final prediction. Another limitation with the probabilistic model is about manually tuning the values of the hyperparameters {a, au, av, aR}. We can consider a set of appropriate prior values to learn the model, and then select the best ones by cross-validation. However, this approach is infeasible and computationally expensive. Therefore, in the next section we will introduce a fully Bayesian treatment to the PLTF model to avoid these limitations.
III. HIERARCHICAL BAYESIAN MODEL
In this section we develop an alternative solution for model learning which employs a hierarchical Bayesian learning framework for the PLTF model. With aid of the Bayesian treatment, we can make the posterior distributions on latent factors, integrating out all hyperparameters, which can make the predictive distribution less likely overfit the observed data and generalize well on the missing data.
A. Hierarchical Bayesian Model
As in the PLTF model, the observations are modeled by using a Gaussian distribution as in Equation 2 . With the consideration of hierarchical Bayesian treatment, we choose to place a conjugate prior on the precision a, namely Gamma distribution with shape and scale parameters land e as follows: Moreover, we also choose the conjugate prior distributions for the latent factors as multivariate Gaussian distributions with mean vector M and precision matrix A as follows:
We then need to select some prior distributions for the model parameters {M, A} for the latent factors, where M == {MU, Mv, MR} and A == {Au, A v, A R}. Considering to set the multivariate Gaussian parameters to facilitate the subsequent learning, we choose the appropriate conjugate priors as Gaussian-Wishart distributions for the means Mand precision matrices A. For example, for latent factor U, we have P(MU, Au where 8 denotes all the hyperparameters for the conjugate prior distributions.
Based on the hierarchical Bayesian treatment, the modified PLTF model can marginalize over all model parameters and hyperparameters, and make more accurate performance. Moreover, Bayesian learning can tune the values of hyperparameters (i.e., 8) in a reasonably set of model space, and cause little change on the stable performance of Bayesian model. We refer to the resulting model as Hierarchical Bayesian Probabilistic Latent Tensor Factorization (HB-PLTF) model, and we will show an efficient inference procedure for model learning.
B. Bayesian Learning with Markov Chain Monte Carlo
The exact solution to the predictive prediction is analytically intractable due to the difficulty of computing the posterior distribution. We thus resort to approximate inference. In this paper, we employ the sampling-based method, i.e., Markov Chain Monte Carlo (MCMC) [3] technique, since this approach has been shown to work well in practice for Bayesian probabilistic model [3] . We can draw the approximation to the predictive distribution as p(X*IX)~-k L:~=1P(X*IUCk),VCk),RCk),aCk)), where the prediction can be approximated by the expectation of p(X* lUCk),VCk), RCk),a C k)) by using a sequence of samples {UCk), VCk), RCk),a C k)} drawn from a Markov chain whose proposal distribution is p(U, V, R, a I X) that denotes the posterior distribution over the model parameters.
In our work, we use Gibbs sampling, one of the most widely used MCMC techniques, by which we can draw the conditional distributions on latent variables that have a parametric form easily to be sampled from. Since the convergence of sampling usually takes a long time, the MAP results from PLTF model can be used to initialize the Gibbs sampling. According to the Bayesian rules and predictive distribution, we can derive the posterior distribution conditioned on the observed data as follows: where the use of conjugate priors for the model parameters and hyperparameters makes the posterior conditional distributions easy to sample from.
1) Posterior Distributions of Latent Factors:
To learn the optimal latent feature factor U*, we can derive the posterior conditional distribution of the factor, which follows the multivariate Gaussian distribution conditioned on the other latent factors and the observations as 
is the sample mean. Similarly, the conditional distribution for {fLv. Av } and {fLR, A R} has the same forms.
IV. EXPERIMENTS
A. Experimental Setup
In the experiments, we examine how our proposed models behave on real-world networks. Three datasets are collected:
• Kinship dataset [4] . We extract 26 relation types among 104 people in the dataset and construct the data of size 104x 104x26. • Country dataset [4] . We extract 56 relation types among 14 countries and construct the data of size 14x14x56. • Youtube dataset [2] . We choose 2,000 active users in the network and construct the data of size 2000 x 2000 x 5 with five types of relations. We apply our proposed PLTF model and the hierarchical Bayesian version for the Link Pattern Prediction (LPP) problem. In addition, we test the Bayesian treatment of probabilistic latent factorization model by initializing the Gibbs sampler with either random latent factor matrices (denoted as "HB-rPLTF") or the initial latent factors obtained by training the PLTF model (denoted as "HB-tPLTF"). We also compare these methods with the other two state-of-the-art methods: LFRM model [4] which is a nonparametric latent feature relational model and BPMF model [3] which is a probabilistic matrix factorization model applied separately to each relation slice X:: t of the original data X.
Each tube fiber in our PLTF tensor model can represent a link pattern between two objects. For the experiments, we choose a given fraction (e.g. 20%) of the tube fibers as unobserved link patterns for the test data. For the hierarchical Bayesian treatment of our proposed PLTF model, parameters are set according to prior knowledge without tuning: fLo == 0, Vo == D, W o == I, k == 5, B == 1, K:o == 2, K:T == 1. We use the AVC as the evaluation metric and evaluate the methods by repeating the process five times and report the average results.
B. Experimental Results
We first compare our proposed PLTF model and its Bayesian variants to the state-of-the-art LFRM model as well as the mono-relational model BPMF. Table 1 reports the average AVC performance of these models on the Kinship and Country datasets. From Table 1 , the best performing method among all the models is the PLTF variation: HB-tPLTF model. And the multirelational models (i.e., HB-tPLTF, HB-rPLTF, PLTF and LFRM) consistently have better results than the monorelational method BPMF in our prediction task on the two multi-relational datasets. This seems to show that multi -relational models allow capturing the correlations among multiple relation types so as to improve the accuracy of link pattern prediction performance. In contrast, the BPMF model only processes the target relation types separately without considering the additional link pattern information. Table 1 also shows the performance comparison between PLTF model and its hierarchical Bayesian versions. We can observe that HB-PLTF versions outperform the non-Bayesian PLTF model, which indicates the prediction performance can be enhanced by integrating out model parameters and hyperparameters as well as by efficient procedure of Gibbs sampling in the model space. However, the difference of the hierarchical Bayesian versions between the random initialization and the PLTFtrained initialization is inconspicuous, which shows the stability of the Bayesian learning of PLTF model.
Next, we compare the prediction performance of our proposed PLTF models with the mono-relational model BPMF on YouTube dataset, which is a large-scale and sparser dataset. Results about average AVC performances from those models with varying percentages (e.g. 20%,40%, and 60%) of missing link patterns are reported in Table 2 . As we can see, HB-tPLTF provides almost the best prediction performance among all the methods. Moreover, the variations of the three PLTF models clearly outperform the mono-relational model BPMF, the results again confirm the capability of our proposed PLTF based models to deal with the multirelational data and to capture the correlations among multiple relation types, which can be used to improve the accuracy of link pattern prediction.
Impact of Various Relation Types: In the multirelational network, people connecting with each other may follow some specific kind of interaction patterns within different relation types. Actually, different types of social relations have essentially different influence on people, which can be captured by the link pattern information involving multiple relation types. Here we try to exploit the effect of various relation types on the link prediction performance, taking YouTube dataset as an example [5] , Contact relation is the most sparse one while the other relational contexts are denser. In the experiment, to explore the impact of some specific relation type, we consider to use 20% fraction of the observed relation data from the other four relation types as test data while putting aside the data from the specific relation type. The lower performance the results demonstrate, the more influence the specific relation type has on the prediction since it may provide more useful information for prediction. Figure 2 shows the average AVC performances. We can observe that the prediction performance has been reduced by a largest margin without using the type of Favorite relation while the Contact relation has the least impact on the results, which is consistent with our intuition. The results indicate our proposed model can not only capture the correlations among relation types but also reveal the influence of each relation type on the link pattern prediction performance. We can also rank the multiple relation types according to their impact on the performance: Favorite relation >-Co-contact relation >-Co-subscription relation >-Co-subscribed relation >-Contact relation.
v. CONCLUSIONS In this paper, we have proposed a new task of Link Pattern Prediction (LPP) problem and then developed a Probabilistic Latent Tensor Factorization (PLTF) model and provided the Hierarchical Bayesian treatment of the probabilistic model to avoid overfitting problem, and then derived the efficient Gibbs sampling method to learn the model. The experiments demonstrated significant improvements over several existing state-of-the-art methods and the ability to capture the correlations among different relation types in the multi-relational networks.
