An analytic function approach to weak mutually unbiased bases by Olupitan, T. et al.
ar
X
iv
:1
60
6.
08
27
4v
1 
 [q
ua
nt-
ph
]  
27
 Ju
n 2
01
6
An analytic function approach to weak mutually unbiased bases
T. Olupitan, C. Lei, A. Vourdas
Department of Computing
University of Bradford
Bradford BD7 1DP, UK
Quantum systems with variables in Z(d) are considered, and three different structures are studied.
The first is weak mutually unbiased bases, for which the absolute value of the overlap of any two
vectors in two different bases is 1/
√
k (where k|d) or 0. The second is maximal lines through the
origin in the Z(d)× Z(d) phase space. The third is an analytic representation in the complex plane
based on Theta functions, and their zeros. It is shown that there is a correspondence (triality) that
links strongly these three apparently different structures. For simplicity, the case where d = p1×p2,
where p1, p2 are odd prime numbers different from each other, is considered.
PACS numbers: 03.65.Aa, 02.10.De
I. INTRODUCTION
After the pioneering work by Schwinger [1], there has been a lot of work on various aspects of a quantum
system Σ(d) with variables in Z(d) (the ring of integers modulo d), described with a d-dimensional Hilbert
space H(d). The work combines Quantum Physics with Discrete Mathematics and has applications to
areas like quantum information, quantum cryptography, quantum coding, etc (for reviews see [2–8]).
A deep problem in this area is mutually unbiased bases [9–18]. It is a set of bases, for which the
absolute value of the overlap of any two vectors in two different bases is 1/
√
d. It is known that the
number M of mutually unbiased bases satisfies the inequality M ≤ d + 1, and that when d is a prime
number M = d + 1. What makes the case of prime d special, is that Z(d) becomes a field, which is a
stronger mathematical structure than a ring. For the same reason, if we consider quantum systems with
variables in the Galois field GF (pe) (where p is a prime number), the number of mutually unbiased bases
is M = pe + 1. The study of mutually unbiased bases for non-prime d, in which case Z(d) is a ring (but
not a field), is a very difficult problem. It is also related to the subjects of t-designs[19, 20] and latin
2squares[21].
Recent work [22, 23] introduced a weaker concept called weak mutually unbiased bases (WMUB). It
is a set of bases, for which the absolute value of the overlap of any two vectors in two different bases
is 1/
√
k, where k|d (k is a divisor of d), or zero. It has been shown that there are ψ(d) (the Dedekind
ψ-function) WMUBs. This work has also studied the phase space Z(d)×Z(d) as a finite geometry G(d).
There exists much literature on finite geometries. They consist of a finite number of points and lines
which obey certain axioms (e.g., [24–26] in a mathematics context, and [27–30] in a physics context).
Most of this work is on near-linear geometries, where two lines have at most one point in common. The
Z(d) × Z(d) geometry is based on rings and it does not obey this axiom. Two lines have in common a
‘subline’ which consists of k points, where k|d. Refs[22, 23] have shown that there is a duality between
WMUBs in H(d) and lines in G(d). This shows a deep connection between finite quantum systems and
the geometries of their phase spaces.
A very different problem is the use of analytic functions in the context of physical systems. After the
pioneering work by Bargmann[31, 32] for the harmonic oscillator, analytic representations have been used
with various quantum systems (e.g., [33–42]). In particular the zeros of the analytic functions have been
used for the derivation of physical results. For example, there are links between the growth of analytic
functions at infinity, and the density of their zeros[43–45], which lead to criteria for the overcompleteness
or undercompleteness of a von Neumann lattice of coherent states.
Refs[46, 47] have studied analytic representations for quantum systems with variables in Z(d), using
Theta functions [48] (see also ref[49]). Quantum states are represented with analytic functions in the cell
S = [0, d)× [0, d) in the complex plane (i.e., in a torus). These analytic functions have exactly d zeros in
the cell S, which determine uniquely the state of the system.
In this paper we use this language of analytic functions for the study WMUBs. We show that:
• Each of the d vectors in a WMUB has d zeros on a straight line.
• In a given WMUB, the various vectors have zeros on parallel lines. In different WMUBs, the slope
of the lines of zeros, is different.
• The d2 zeros in each WMUB, form a regular lattice in the cell S, which is the same for all WMUBs.
Based on these results we show that there is a triality between
3• WMUBs
• Lines through the origin in the finite geometry G(d) of the phase space
• Sets of parallel lines of zeros of the vectors in WMUBs in the cell S
These three mathematical objects, which are very different from each other, have the same mathematical
structure. The work links the theory of analytic functions and their zeros, to finite quantum systems,
finite geometries and more generally to Discrete Mathematics.
In order to avoid a complicated notation, in all sections except section II, we consider the case that
d = p1× p2, where p1, p2 are odd prime numbers, different from each other (in section II we state in each
subsection, what values d takes). All results are generalizable to the case d = p1× ...× pN , where d is an
odd integer (see discussion). In the case of even dimension d (e.g., [50]) , some aspects of the formalism
of finite quantum systems require special consideration, and further work is needed in order to extend
the ideas of the present paper, to this case. Also when d contains powers of prime numbers, further work
is needed (based on labeling with elements of Galois fields).
In section 2 we introduce very briefly finite quantum systems, their analytic representation, and mu-
tually unbiased bases, in order to define the notation. In section 3 we review briefly the formalism of
weak mutually unbiased bases. An important ingredient is the factorization of Σ(d) in terms of smaller
systems Σ(p1) and Σ(p2), which is based on the Chinese remainder theorem, and its use by Good [51]
in the context of finite Fourier transforms. In section 4, we use the analytic representation to study
WMUBs, and prove the results that we mentioned above. We conclude in section 5, with a discussion of
our results.
II. PRELIMINARIES
A. Analytic representation of quantum systems with variables in Z(d), with odd d
We consider a finite quantum system with variables in Z(d) (the integers modulo d)[2–8]. Let |X ;n〉
the basis of position states in the d-dimensional Hilbert space H(d), and |P ;n〉 the basis of momentum
4states:
|P ;n〉 = F|X ;n〉; F = d−1/2
∑
m,n
ω(mn)|X ;m〉〈X ;n|; ω(n) = exp
[
i
2πn
d
]
(1)
Here F is the finite Fourier transform. Displacement operators are given by
D(α, β) = ZαXβω(−2−1αβ); α, β ∈ Z(d) (2)
where
Z =
∑
n
ω(n)|X ;n〉〈X ;n| =
∑
n
|P ;n+ 1〉〈P ;n|
X =
∑
n
ω(−n)|P ;n〉〈P ;n| =
∑
n
|X ;n+ 1〉〈X ;n|
Xd = Zd = 1; XZ = ZXω(−1) (3)
The {D(α, β)ω(γ)} form a representation of the Heisenberg-Weyl group in this context.
Let |g〉 be an arbitrary state
|g〉 =
∑
m
gm|X ;m〉 =
∑
m
g˜m|P ;m〉;
∑
m
|gm|2 = 1
g˜m = d
−1/2
∑
n
ω(−mn)gn (4)
We use the notation (star indicates complex conjugation)
|g∗〉 =
∑
m
g∗m|X ;m〉; 〈g| =
∑
m
g∗m〈X ;m|; 〈g∗| =
∑
m
gm〈X ;m| (5)
We represent the state |g〉 with the function
G(z) = π−1/4
d−1∑
m=0
g∗m Θ3
[
πm
d
− z π
d
;
i
d
]
(6)
5where Θ3 is Theta function [48]:
Θ3(u, τ) =
∞∑
n=−∞
exp(iπτn2 + i2nu) (7)
Theta functions are ‘Gaussian functions wrapped on a circle’, and in our case on a ‘discretized circle’.
Their periodicity properties are:
Θ3(u + π, τ) = Θ3(u, τ + 2) = Θ3(u, τ)
Θ3(u + τπ, τ) = Θ3(u, τ) exp[−i(πτ + 2u)] (8)
For later use we mention that
Θ3(u, τ) = (−iτ)−1/2 exp
[
u2
iπτ
]
Θ3
(
u
τ
,
−1
τ
)
, (9)
and that their zeros are
ζMN = (2M − 1)π
2
+ (2N − 1) iπ
2d
. (10)
G(z) is an analytic function and obeys the periodicity relations
G(z + d) = G(z)
G(z + id) = G(z) exp (−πd− 2iπz) . (11)
The scalar product is given by
〈g2|g∗1〉 =
√
2π
d5/2
∫
S
dzRdzI exp
(−2π
d
z2I
)
G1(z)G2(z
∗) =
∑
m∈Z(d)
g∗2mg
∗
1m (12)
where zR, zI are the real and imaginary parts of z. SMN = [Md, (M + 1)d)× [Nd, (N + 1)d) is a cell in
the complex plane and (M,N) are integers labelling the cell. In the case M = N = 0 we use the simpler
notation S. The proof of Eq.(12) is based on the orthogonality of Theta functions.
6The analytic function G(z) has exactly d zeros ζr in each cell and the sum of these zeros is [46, 47, 49]
d∑
r=1
ζr = d(M + iN) +
d2
2
(1 + i). (13)
So in each cell d− 1 zeros are independent, and the last is determined by this constraint.
B. Mutually unbiased bases using Sp(2,Z(d)) symplectic transformations, with odd prime d
In this subsection d is a prime number and therefore Z(d) is a field. Symplectic transformations are
defined as
X ′ = S(κ, λ|µ, ν) X [S(κ, λ|µ, ν)]† = D(λ, κ)
Z ′ = S(κ, λ|µ, ν) Z [S(κ, λ|µ, ν)]† = D(ν, µ)
κν − λµ = 1; κ, λ, µ, ν ∈ Z(d) (14)
They form a representation of the Sp(2,Z(d)) group. Eqs.(14) define uniquely (up to a phase factor) the
symplectic transformations. S(κ, λ|µ, ν) is given by[3]
S(κ, λ|µ, ν) = S(1, 0|ξ1, 1)S(1, ξ2|0, 1)S(ξ3, 0|0, ξ−13 )
S(1, 0|ξ1, 1) =
∑
n
|X ;n〉〈X ; ξ1n|
S(1, ξ2|0, 1) =
∑
n
ω(2−1ξ2n
2)|X ;n〉〈X ;n|
S(ξ3, 0|0, ξ−13 ) =
∑
n
ω(2−1ξ3n
2)|P ;n〉〈P ;n| (15)
where
ξ1 = κµ(1 + λµ)
−1; ξ2 = λκ
−1(1 + λµ); ξ3 = κ(1 + λµ)
−1. (16)
7The multiplication rule is given by
S(κ1, λ1|µ1, ν1)S(κ2, λ2|µ2, ν2) = S(κ, λ|µ, ν)
 κ λ
µ ν

 =

 κ2 λ2
µ2 ν2



 κ1 λ1
µ1 ν1

 (17)
We consider the following special case of symplectic transformations:
X ′ = S(0,−µ−1|µ, ν) X [S(0,−µ−1|µ; ν)]† = Z−µ−1 ; µ, ν ∈ Z(d)
Z ′ = S(0,−µ−1|µ, ν) Z [S(0,−µ−1|µ, ν)]† = XµZνω(2−1µν) (18)
We note that S(0,−1|1, 0) = F−1. We can show that these transformations preserve Eq.(3). Acting with
them on the position basis, we get new bases:
|X(µ, ν);m〉 ≡ S(0,−µ−1|µ, ν)|X ;m〉; ν = 0, ..., d− 1 (19)
We note that |X(µ, 0);m〉 = |P ;−µ−1m〉.
Lemma II.1.
|X(µ, ν);m〉 = 1√
d
d−1∑
j=0
ω[µ−1φ(m, j, ν)]|X ; j〉; φ(m, j, ν) = −jm+ 2−1νj2 (20)
Proof. We first prove that these states are eigenstates of Z ′ = XµZνω(2−1νµ).
Z ′|X(µ, ν);m〉 = 1√
d
ω(2−1νµ)
d−1∑
j=0
ω[µ−1φ(m, j, ν)]XµZν |X ; j〉
=
1√
d
ω(2−1νµ)
d−1∑
j=0
ω[µ−1φ(m, j, ν)]ω(νj)|X ; j + µ〉 (21)
We now change variables j′ = j + µ and we get
Z ′|X(µ, ν);m〉 = ω(m)|X(µ, ν);m〉 (22)
8We next show that X ′|X(µ, ν);m〉 = |X(µ, ν);m+ 1〉.
Z−µ
−1 |X(µ, ν);m〉 = 1√
d
d−1∑
j=0
ω[µ−1φ(m, j, ν)]Z−µ
−1 |X ; j〉 = 1√
d
d−1∑
j=0
ω[µ−1φ(m, j, ν)]ω(−jµ−1)|X ; j〉
=
1√
d
d−1∑
j=0
ω[µ−1φ(m+ 1, j, ν)]|X ; j〉 = |X(µ, ν);m+ 1〉 (23)
It is known that for a prime number d there are d+ 1 mutually unbiased bases given by
B(µ,−1) = {|X ;m〉}; B(µ, ν) = {|X(µ, ν);m〉}; ν = 0, 1, ..., d− 1. (24)
Here µ is fixed. B(µ, 0) is the basis of momentum states {|X(µ, 0);m〉 = |P ;−µ−1m〉}. They are mutually
unbiased bases[9–17], because for all ν 6= ν′ and for all n,m
|〈X(µ, ν);n|X(µ, ν′);m〉| = d−1/2 (25)
C. Maximal lines through the origin in G(d)
Various aspects of the Z(d) × Z(d) phase space as a finite geometry G(d) have been studied in[22,
23]. A special class of finite geometries which has been studied extensively in the discrete mathematics
literature[24–26] is the near-linear geometries, which have the axiom that two lines have at most one
point in common. These geometries are intimately related to fields. The G(d) geometry does not obey
this axiom, is based on rings and it is a non-near-linear geometry. Two lines through the origin have a
‘subline’ in common, which consists of k points, where k|d. If d is a prime number, k is 1 (in which case
the lines have one point in common) or d (in which case the lines are identical), and this is the near-linear
geometry.
In this subsection d = p1×p2, where p1, p2 are odd prime numbers different from each other. The G(d)
is defined as (P (d), L(d)) where P (d) is the set of the d2 points (m,n) ∈ Z(d)× Z(d) and L(d) is the set
9of lines. A maximal line through the origin is the set of d points
L(ρ, σ) = {(rρ, rσ) | r ∈ Z(d)}; ρ, σ ∈ Z(d). (26)
If τ is an invertible element of Z(d) then L(ρ, σ) is the same line as L(τρ, τσ). An example of a non-
maximal line is L(p1, τp1) (it has only p2 points). There are ψ(d) = (p1 + 1)(p2 + 1) (the Dedekind psi
function) maximal lines through the origin in G(d).
Symplectic transformations on a point (ρ, σ) ∈ Z(d) × Z(d) are given by
S(κ, λ|µ, ν)(ρ, σ) = (ρ, σ)

 κ λ
µ ν

 = (κρ+ µσ, λρ+ νσ)
κν − λµ = 1; κ, λ, µ, ν ∈ Z(d) (27)
where we represent points with rows and act on the right, or by
S(κ, λ|µ, ν)

 ρ
σ

 =

 κ λ
µ ν


T 
 ρ
σ

 =

 κρ+ µσ
λρ+ νσ

 (28)
where we represent points with columns and act with the transposed matrix on the left. With this notation
we get the same multiplication rule as in Eq.(17). We have here a representation of the Sp(2,Z(d)) group.
Symplectic transformations on points lead to symplectic transformations on lines:
S(κ, λ|µ, ν)L(ρ, σ) = L(κρ+ µσ, λρ+ νσ). (29)
III. FACTORIZATION
In the rest of the paper d = p1 × p2, where p1, p2 are odd prime numbers different from each other.
10
A. Factorization of the system in terms of smaller systems
Based on the Chinese remainder theorem, and following ref.[51] on the factorization of finite Fourier
transforms, we introduce two bijective maps between Z(d) and Z(p1)× Z(p2):
m↔ (m1,m2); mi = m(mod pi); m = m1s1 +m2s2 (mod d)
m ∈ Z(d); mi ∈ Z(pi), (30)
and
m↔ (m1,m2); mi = mti = miti(mod pi); m = m1r1 +m2r2 (mod d)
m ∈ Z(d); mi ∈ Z(pi). (31)
Here ri, ti, si are the constants
r1 =
d
p1
= p2; r2 =
d
p2
= p1; tiri = 1 (mod pi); si = tiri ∈ Z(d). (32)
We note that
s1s2 = 0 (mod d); s
2
1 = s1 (mod d) s
2
2 = s2 (mod d) s1 + s2 = 1 (mod d)
p2s1 = p2 (mod d); p1s2 = p1 (mod d); p1s1 = p2s2 = 0 (mod d). (33)
Also for the map of Eq.(30)
m+ ℓ ↔ (m1 + ℓ1,m2 + ℓ2); mℓ ↔ (m1ℓ1,m2ℓ2), (34)
and for the map of Eq.(31)
m+ ℓ ↔ (m1 + ℓ1,m2 + ℓ2); mℓ ↔ (m1ℓ1,m2ℓ2) (35)
11
Using the notation ωi(n) = exp(
2pini
pi
) where ni ∈ Z(pi), we can show that
ω(mn) = ω1(m1n1)ω2(m2n2). (36)
Eqs.(33), (34), (35), (36), are important for the proof of various relations below.
We introduce a bijective map from H(d) to H(p1) ⊗H(p2) as follows[3]. We use the map of Eq.(31)
for position states:
|X ;m〉 ↔ |X1;m1〉 ⊗ |X2;m2〉, (37)
where |Xi;mi〉 are position states in H(pi). Using Eq.(36) we prove that the corresponding map for
momentum states, is based on the map of Eq.(30), and it is given by
|P ;m〉 ↔ |P1;m1〉 ⊗ |P2;m2〉 (38)
where |Pi;mi〉 are momentum states in H(pi). The Fourier transform between position and momentum
states, implies that if the map of Eq.(31) is used for position states, then the map of Eq.(30) should be
used for momentum states.
For later use we also factorize the symplectic transformations. The Sp(2,Z(d)) is factorized as
Sp(2,Z(p1))× Sp(2,Z(p2)), as follows (proposition 3.1 in [52]):
S(κ, λ|µ, ν) = S(κ1, λ1r1|µ1, ν1)⊗ S(κ2, λ2r2|µ2, ν2) (39)
where the κi, λi, µi , νi are related to κ, λ, µ, ν, as in Eqs(30),(31). Below we need the special cases
S(0,−µ−1|µ, ν) = S(0,−1|1, ν1)⊗ S(0,−1|1, ν2)
ν = ν1s1 + ν2s2; µ = p1 + p2; µ
−1 = p−12 s1 + p
−1
1 s2 (mod d), (40)
12
and
S(κ, λ|µ, ν) = 1⊗ S(0,−1|1, ν2)
κ = s1; λ = −s2p−11 µ = p1; ν = s1 + ν2s2 (41)
and
S(κ, λ|µ, ν) = S(0,−1|1, ν1)⊗ 1
κ = s2; λ = −s1p−12 µ = p2; ν = s2 + ν1s1. (42)
As an example we consider the case that d = 21, i.e., p1 = 3 and p2 = 7. Then
r1 = 7; t1 = 1; s1 = 7
r2 = 3; t2 = 5; s2 = 15
µ = 10; −µ−1 = 2 (43)
and we get
S(0, 2|10, 7ν1 + 15ν2) = S(0,−1|1, ν1)⊗ S(0,−1|1, ν2)
S(7, 9|3, 7 + 15ν2) = 1⊗ S(0,−1|1, ν2)
S(15,−7|7, 15+ 7ν1) = S(0,−1|1, ν1)⊗ 1 (44)
B. Weak mutually unbiased bases
For d = p1 × p2, references [22, 23] introduced in H(d) = H(p1) ⊗ H(p2) a weaker than mutually
unbiased bases concept, called weak mutually unbiased bases (WMUB). They are tensor products of
13
mutually unbiased bases in H(pi). They are given by
|X (ν1, ν2);m1,m2〉 = |X1(ν1);m1〉 ⊗ |X2(ν2);m2〉
|Xi(νi);mi〉 = S(0,−1|1, νi)|Xi;mi〉; mi ∈ Z(pi). (45)
We also include the νi = −1, in which case |Xi(−1);mi〉 = |Xi;mi〉. Therefore νi = −1, ..., pi − 1.
In the special case ν1 = ν2 = −1 we get
|X (−1,−1);m1,m2〉 = |X1(−1);m1〉 ⊗ |X2(−1);m2〉 = |X1;m1〉 ⊗ |X2;m2〉 (46)
In the special case ν1 = ν2 = 0 we get
|X (0, 0);m1,m2〉 = |X1(0);m1〉 ⊗ |X2(0);m2〉 = |P1;m1〉 ⊗ |P2;m2〉 (47)
The overlap of two vectors in two different bases, is 0 or 1/k where k is a divisor of d:
|〈X (ν1, ν2);m1,m2|X (ν′1, ν′2); r1, r2〉|2 =
1
k
or 0; k|d. (48)
The strict requirement that the square of the absolute value of the overlap is 1/d in mutually unbiased
bases, is replaced with the weaker requirement that it is 1/k or 0. And that is why we call them weak
mutually unbiased bases. There are ψ(d) = (p1 + 1)(p2 + 1) weak mutually unbiased bases.
Taking into account Eq.(40), we can relabel the |X (ν1, ν2);m1,m2〉 as follows:
•
|X (ν1, ν2);m1,m2〉 = S(0,−1|1, ν1)|X ;m1〉 ⊗ S(0,−1|1, ν2)|X ;m2〉
= S(0,−µ−1|µ, ν)|X ;m〉 = S(0,−1|1, µ−1ν)S(µ−1, 0|0, µ)|X ;m〉
= S(0,−1|1, µ−1ν)|X ;mµ−1〉 ≡ |X(1, µ−1ν);mµ−1〉
ν = ν1s1 + ν2s2; µ = p1 + p2; νi = 0, ..., pi − 1 (49)
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Here we have used Eq.(40), and m is related to m1,m2 through Eq.(31).
•
|X (−1, ν2);m1,m2〉 = |X ;m1〉 ⊗ S(0,−1|1, ν2)|X ;m2〉
= |X ;m1〉 ⊗ S(0,−1|1, ν2)|X ;m2〉 = S(κ, λ|µ, ν)|X ;m〉 = |X(p1, s1 + ν2s2);m〉
κ = s1; λ = −s2p−11 ; µ = p1; ν = s1 + ν2s2 (50)
Here we used Eq.(41). In a similar way we get
|X (ν1,−1);m1,m2〉 = |X(p2, s2 + ν1s1);m〉 (51)
•
|X (−1,−1);m1,m2〉 = |X ;m1〉 ⊗ |X ;m2〉 = |X(0, 1);m〉 (52)
There are p1p2 states in Eq.(49) (which have already been introduced in Eq.(24)), p1 + p2 states in
Eqs.(50),(51) and one state in Eq.(52). Together they make the set of ψ(d) = (p1 + 1)(p2 + 1) weak
mutually unbiased bases.
Remark III.1. From the above it is clear that we use two different notations, ‘the factorized notation’
(for which we use calligraphic letters) and the ‘unfactorized notation’. In the unfactorized notation we
have four different cases where different symplectic transformations act on the position states:
|X(1, µ−1ν);mµ−1〉 = S(0,−1|1, µ−1ν)|X ;mµ−1〉
|X(p1, s1 + ν2s2);m〉 = S(s1,−s2p−11 |p1, s1 + ν2s2)|X ;m〉
|X(p2, s2 + ν1s1);m〉 = S(s2,−s1p−12 |p2, s2 + ν1s1)|X ;m〉
|X(0, 1);m〉 = |X ;m1〉 ⊗ |X ;m2〉 (53)
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In the ‘factorized notation’ B(ν1, ν2) is the basis
B(ν1, ν2) = {|X (ν1, ν2);m1,m2〉}; νi = −1, ..., pi − 1. (54)
In the ‘unfactorized notation’
B(µ, ν) = {|X(µ, ν);m〉}, (55)
where µ takes the values 1, p1, p2, 0.
The overlap of Eq.(48) for vectors in two bases B(ν1, ν2) and B(ν′1, ν′2) takes one of the two values
r(ν1,ν2|ν
′
1
,ν′
2
)
d or 0. We express this as
(B(ν1, ν2),B(ν′1, ν′2)) =
r(ν1, ν2|ν′1, ν′2)
d
or 0 (56)
where
r(ν1, ν2|ν′1, ν′2) = 1 if ν1 6= ν′1 and ν2 6= ν′2
r(ν1, ν2|ν′1, ν′2) = p1 if ν1 = ν′1 and ν2 6= ν′2
r(ν1, ν2|ν′1, ν′2) = p2 if ν1 6= ν′1 and ν2 = ν′2 (57)
In the first case both ‘unprimed factor bases’ are different from the corresponding ‘primed factor bases’
and therefore the result is always 1/(p1p2) (it cannot be zero). In the second case the first ‘unprimed
factor basis’ is the same as the ‘primed factor basis’, and therefore the result is 1/p2 or zero. Analogous
comment can be made for the last case.
C. Factorization of the maximal lines in G(d)
We represent a point (ρ, σ) in Z(d)× Z(d) as
(ρ, σ) = (ρ1, σ1)× (ρ2, σ2); ρi, σi ∈ Z(pi) (58)
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Here we used the map of Eq.(31) for the first variable and the the map of Eq.(30) for the second variable.
The use of the two maps is important for the duality between maximal lines through the origin in G(d),
and weak mutually unbiased bases in H(d). A maximal line L(ρ, σ) in Z(d)×Z(d) can now be factorized
as
L(ρ, σ) = L(ρ1, σ1)× L(ρ2, σ2); ρi, σi ∈ Z(pi) (59)
This is made clear in the following proposition.
Proposition III.2.
(1) if ρi 6= 0 (mod pi), the (ρi)−1 exists in Z(pi), and the line L(ρi, σi) = L(1, (ρi)−1σi). Also L(ρ, σ) =
L(1, ρ−1σ) and Eq.(59) can be written as
L(1, µ−1ν) = L(1, ν1)× L(1, ν2) ≡ L(ν1, ν2)
ν = ν1s1 + ν2s2; νi = (ρi)
−1σi ∈ Z(pi); µ−1ν = ρ−1σ ∈ Z(p)
µ = p1 + p2 (60)
(2) If ρ1 = p1 = 0 (mod p1) then ν1 = −1 by definition and
L(p1, s1 + s2ν2) = L(0, 1)× L(1, ν2) ≡ L(−1, ν2); ν2 = (ρ2)−1σ2 (61)
Similar result holds in the case that ρ2 = p2 = 0 (mod p2):
L(p2, s2 + s1ν1) = L(1, ν1)× L(0, 1) ≡ L(ν1,−1); ν1 = (ρ1)−1σ1 (62)
(3) If ρ1 = 0 (mod p1) and ρ2 = 0 (mod p2) then ν1 = ν2 = −1 by definition and
L(0, 1) = L(0, 1)× L(0, 1) ≡ L(−1,−1). (63)
Proof. In all cases we show that the sets of points in the two sides are identical.
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(1)
L(1, ν1)× L(1, ν2) = S(0,−1|1, ν1)L(0, 1)× S(0,−1|1, ν2)L(0, 1) (64)
Using Eq.(40), and the fact that L(0, 1)× L(0, 1) is the line L(0, 1) in G(d), we get
S(0,−µ−1|µ, ν)L(0, 1) = L(1, µ−1ν) (65)
with the parameters given in Eq.(40). We used here Eq.(29).
(2)
L(0, 1)× S(0,−1|1, ν2)L(0, 1) = S(κ, λ|µ, ν)L(0, 1) = L(p1, s1 + ν2s2)
κ = s1; λ = −s2p−11 ; µ = p1; ν = s1 + ν2s2 (66)
We used here Eq.(41). Comments analogous to remark III.1 are also valid for the lines.
(3) This is straightforward.
Therefore in L(ν1, ν2) the νi = −1, 0, ..., pi − 1. There are ψ(d) = (p1 + 1)(p2 + 1) such lines through
the origin , where ψ(d) is the Dedekind ψ-function. An example of this factorization for G(21) (p1 = 3
and p2 = 7) is given in table I.
Ref. [23] has shown that there exists a bijective map (duality) between the lines in G(d) and the weak
mutually unbiased bases in H(d) as follows:
B(ν1, ν2) ↔ L(ν1, ν2). (67)
The finite geometry is non-near-linear geometry. The common points between two lines are described in
the following proposition:
Proposition III.3. Two maximal lines L(1, µ−1ν) = L(ν1, ν2) and L(1, µ−1ν′) = L(ν′1, ν′2) (where
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ν = ν1s1 + ν2s2 and ν
′ = ν′1s1 + ν
′
2s2 through the origin, have in common r(ν1, ν2|ν′1, ν′2) points where
where r(ν1, ν2|ν′1, ν′2) has been given in Eq.(57).
Proof. The common points in the two lines should satisfy the relation
(λ, λµ−1ν) = (λ, λµ−1ν′) → λ[(ν1 − nu′)s1 + (ν2 − ν′2)s2] = 0. (68)
We first assume that ν1 6= ν′1 and ν2 6= ν′2. In this case (ν1 − ν′1)s1 + (ν2 − ν′2)s2 is always different from
zero, because the map of Eq.(30) is bijective (and 0↔ (0, 0)). Therefore in this case λ = 0.
We next consider the case ν1 = ν
′
1 and ν2 6= ν′2. In this case any λ which is multiple of p2 gives a
solution, because p2s2 = 0 (Eq.(33)). Therefore there are p1 values of λ which lead to common points.
The case ν1 6= ν′1 and ν2 = ν′2 is analogous to the above .
Table I shows explicitly this duality for the case d = 21. In the present paper we show that there is
another bijective map between these two sets and the set of zeros, in an analytic representation approach
to weak mutually unbiased bases.
Example III.4. We give an example of two lines through the origin in G(21), which have three points
in common. The lines L(1, 8) = L(2, 3) and L(1, 11) = L(2, 5) have in common the three points (0, 0),
(7, 14), (14, 7), and they are shown in Fig.1. This example shows that our geometry is a non-near-linear
geometry.
The analogue of this in terms of bases is the B(2, 3) and B(2, 5). In this case
(B(2, 3),B(2, 5)) = 3
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or 0. (69)
Analogous example for two lines of zeros in Z(21) is given later.
IV. ANALYTIC REPRESENTATION OF THE WEAK MUTUALLY UNBIASED BASES
We first present a lemma which is needed in the proof of the proposition below.
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Lemma IV.1.
∏
i
ω[φ(mi, ki, νi)] = ω[µ
−1φ(m, k, ν)]; µ−1 = p−12 s1 + p
−1
1 s2 (mod d). (70)
where φ(m, j, n) = −jm+ 2−1νj2 (see Eq.(20)).
Proof. We use Eqs.(33) to prove that
kmµ−1 = m1k1p2 +m2k2p1; ν1(k1)
2d2 + ν2(k2)
2d1 = µ
−1νk2. (71)
From these relations follows Eq.(70).
We have explained earlier that Theta functions are Gaussian functions wrapped on a circle. Symplectic
transformations on Gaussian functions in a real line, give Gaussian functions. The proposition below
proves an analogous statement for Theta functions. This is needed later in order to prove that the zeros
of the analytic representation of the state |X (ν1, ν2);m1,m2〉 are on a straight line.
Proposition IV.2. The analytic representation (defined in Eq.(6)) of the state |X (ν1, ν2);m1,m2〉 where
νi = −1, ..., pi − 1 and mi ∈ Z(pi), is given by:
(1) in the case νi = 0, ..., pi − 1
|X (ν1, ν2);m1,m2〉 → G(z) = π−1/4 exp
(
−π
d
z2
)
Θ3(u; τ)
τ =
i− νµ−1(d+ 1)
d
; u = −πµ−1
(
m1
p1
+
m2
p2
)
+ i
πz
p1p2
ν = ν1s1 + ν2s2 (72)
where µ−1, si are constants given in Eqs.(40),(32).
(2) in the case ν1 = −1 and ν2 = 0, ..., p2 − 1
|X (−1, ν2);m1,m2〉 → G(z) = π−1/4 exp
(−πp2w2
p1
)
Θ3(u; τ)
τ =
−ν2(p2 + 1) + ip1
p2
; u = −πm2
p2
+ iπw; w =
z
p2
−m1. (73)
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Analogous result holds in the case ν1 = 0, ..., p1 − 1 and ν2 = −1
(3) in the case ν1 = ν2 = −1
|X (−1,−1);m〉 = |X ;m〉 → G(z) = π−1/4Θ3
[
πm
d
− z
(π
d
)
;
i
d
]
(74)
Proof.
(1) Using Eq.(20) with µ = 1 we get
|X(νi);m1〉 = 1√
pi
pi−1∑
ki=0
ω[φ(mi, ki, νi)]|X ; ki〉 (75)
Therefore
|X (ν1, ν2);m1,m2〉 =
∑
j
|X ; j〉〈X ; j|X (ν1, ν2);m1,m2〉
=
∑
j
|X ; j〉[〈X1; j1| ⊗ 〈X2; j2|]|X (ν1, ν2);m1,m2〉
=
∑
j
|X ; j〉 [〈X1; j1|X1(ν1);m1〉] [〈X2; j2|X2(ν2);m2〉]
=
∑
j
1√
d
∏
i
ω[φ(mi, ji, νi)]|X ; j〉. (76)
We then use Eq.(70) and we get
|X (ν1, ν2);m1,m2〉 =
∑
j
1√
d
ω[µ−1φ(m, j, ν)]|X ; j〉. (77)
Using lemma II.1 and Eq.(6), we represent |X(ν);m〉 with the sum
|X (ν1, ν2);m1,m2〉 → π
−1/4
√
d
∑
j
ω[−µ−1φ(m, j, ν)]Θ3
[
πj
d
− z
(π
d
)
;
i
d
]
(78)
We next show that this sum is equal to the Theta function shown on the right hand side of Eq.(72).
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Using the property of Theta functions in Eq.(9) and Eq.(7), we find that
Θ3
[
πj
d
− z
(π
d
)
;
i
d
]
=
√
d exp
[−πj2
d
+ 2j
(π
d
)
z −
(π
d
z2
)]
Θ3 [−iπj + iπz; id]
=
√
d exp
[−πj2
d
+ 2j
(π
d
)
z −
(π
d
z2
)] ∞∑
n=−∞
exp
[−πdn2 + 2nπj − 2nπz] . (79)
In this paper we consider the case of odd d and then 2−1 = d+12 . Therefore we get
π−1/4√
d
∑
j
ω[−µ−1φ(m, j, ν)]Θ3
[
πj
d
− z
(π
d
)
;
i
d
]
= π−1/4 exp
[−π
d
z2
] ∞∑
n=−∞
d−1∑
j=0
exp
[−π
d
(−j + nd)2
]
exp
[
− iπνµ
−1(d+ 1)
d
(−j + nd)2
]
exp
[
−2iπmµ
−1
d
(−j + nd)
]
exp
[
−2(−j + nd)
(π
d
)
z
]
(80)
We now change variable into N = nd − j. Since n takes all integer values and 0 ≤ j ≤ d − 1, the
variable N takes all integer values. Therefore the above sum becomes
π−1/4 exp
[−π
d
z2
] ∞∑
N=−∞
exp
[−π
d
N2 − iπνµ
−1(d+ 1)
d
N2 − 2iπmµ
−1N
d
− 2N
(π
d
)
z
]
.(81)
This is the result in Eq.(72).
(2) We first point out that
|X (−1, ν2);m1,m2〉 =
∑
k
δ(k1,m1)ω(φ(m2, k2, ν2))|X ; k〉. (82)
where k = k1p2 + k2p1. Summation over k is equivalent to summation over both k1, k2.
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Its analytic representation is
|X (−1, ν2);m1,m2〉 → π
−1/4
√
d
∑
k1
∑
k2
δ(k1,m1)ω(−φ(m2, k2, ν2))Θ3
[
πk
d
− z
(π
d
)
;
i
d
]
=
π−1/4√
d
∑
k2
ω(−φ(m2, k2, ν2))Θ3
[
π(m1p2 + k2p1)
d
− z
(π
d
)
;
i
d
]
=
π−1/4√
d
∑
k2
ω(−φ(m2, k2, ν2))
√
d exp
[−π(m1p2 + k2p1)2
d
+ 2(m1p2 + k2p1)
(π
d
)
z −
(π
d
z2
)]
×Θ3
[−iπ(m1p2 + k2p1) + iπz; id]
= π−1/4 exp
[−π(m1p2 − z)2
p1p2
] ∞∑
n=−∞
∑
k2
exp
[
− iπν2(p2 + 1)
p2
(np2 − k2)2 − 2iπm2
p2
(np2 − k2)
]
× exp
[
−πp1
p2
(np2 − k2)2 + 2π
(
m1 − z
p2
)
(np2 − k2)
]
(83)
We now change variable into N = np2 − k2, and we get the result in Eq.(73).
(3) Eq.(74) is obvious from the definition of the analytic representation.
Remark IV.3. The τ in Eq.(72) contains νµ−1 which is an integer modulo d. Consequently, τ is defined
up to an integer multiple of d+ 1. Since d+ 1 is an even integer, the Θ3 does not change (Eq.(7)).
Below we consider the states in WMUB |X (ν1, ν2);m1,m2〉, and using proposition IV.2, we show that
the zeros of their analytic representation are on a straight line.
Proposition IV.4. The d zeros of the analytic representation of the vector |X (ν1, ν2);m1,m2〉 where
νi = −1, ..., pi − 1 and mi ∈ Z(pi), are on a straight line and they are given by:
(1) in the case νi = 0, ..., pi − 1 for i = 1, 2
ζ(ν1, ν2;m1,m2;N) = α(1 − iβ) + γ
α = N − 1
2
; β = −µ−1ν(d+ 1); γ = −idM + id
2
− iµ−1m
N = K + 1, ...,K + d; m = m1p2 +m2p1; ν = ν1s1 + ν2s2 (84)
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where µ−1, si are constants given in Eqs.(40), (32). Appropriate choices of the ‘winding integers’
K,M , locate the zeros in the desirable cell.
(2) in the case ν1 = −1 and ν2 = 0, ..., p2 − 1
ζ(−1, ν2;m1,m2;N) = α(p1 − iβ′) + γ′
α = N − 1
2
; β′ = −ν2(1 + p2); γ′ = m1p2 − im2 − ip2
(
M − 1
2
)
N = K1 + 1, ...,K1 + p2; M = K2 + 1, ...,K2 + p1; m = m1p2 +m2p1. (85)
Appropriate choices of the ‘winding integers’ K1,K2, locate the zeros in the desirable cell. Similar
result holds for the case ν2 = −1 and ν1 = 0, ..., p1 − 1.
(3) in the case ν1 = ν2 = −1
ζ(−1,−1;m1,m2;N) = −iα+ γ′′; γ′′ = m−Md+ d
2
+ id; N = K + 1, ...,K + d
α = N − 1
2
; m = m1p2 +m2p1 (86)
Appropriate choices of the ‘winding integers’ K,M , locate the zeros in the desirable cell.
Proof. (1) From Eq.(72) we see that |X (ν1, ν2);m1,m2〉 is represented by a single Theta function.
Therefore the zeros in the case ν = ν1s1 + ν2s2 = 0, ..., d− 1 are:
− πµ
−1m
d
+ iζ
(π
d
)
= (2M − 1)π
2
+ (2N − 1)πτ
2
(87)
where M,N are integers, and τ is given in Eq.(72). From this we get the result of Eqs.(84).
(2) In Eq.(73) |X (−1, ν2);m1,m2〉 is represented by a single Theta function. Therefore the zeros in the
case ν2 = 0, ..., p2 − 1 are:
− πm2
p2
+ iζ
(
π
p2
)
− iπm1 = (2M − 1)π
2
+ (2N − 1)πτ
2
(88)
where M,N are integers, and τ is given in Eq.(73). From this we get the result of Eqs.(85).
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(3) in the case ν1 = ν2 = −1, the zeros of the Theta function in Eq.(74) give
πm
d
− ζ
(π
d
)
= (2M − 1)π
2
+ (2N − 1) iπ
2d
(89)
and from this follows Eq.(86).
In ζ(ν1, ν2;m1,m2;N) we used the ‘factorized notation’ for the zeros corresponding to the vector
|X (ν1, ν2);m1,m2〉. The correspondence between the two notations is given in Eqs(49),(50),(51),(52) for
the various vectors, and from this follows that in the zeros in the unfactorized notation are
ζ(ν1, ν2;m1,m2) = ζ
′(1, µ−1ν;mµ−1)
ν = ν1s1 + ν2s2; ;m = m1p2 +m2p1; νi = 0, ..., pi − 1 (90)
and
ζ(−1, ν2;m1,m2) = ζ′(p1, s1 + ν2s2;m); m = m1p2 +m2p1
ζ(ν1,−1;m1,m2) = ζ′(p2, s2 + ν1s1;m)
ζ(−1,−1;m1,m2) = ζ′(0, 1;m) (91)
We refer to the following set of d zeros
Z(ν1, ν2;m1,m2) = {ζ(ν1, ν2;m1,m2;N); N = 1, ..., d}; νi ∈ Z(pi) (92)
as the ‘line’ of the d zeros corresponding to |X (ν1, ν2);m1,m2〉. In the unfactorized notation this is
Z ′(1, µ−1ν;m) = {ζ′(1, µ−1ν;m;N); N = 1, ..., d}
Z ′(p1, s1 + ν2s2;m) = {ζ′(p1, s1 + ν2s2;m;N); N = 1, ..., d}
Z ′(p2, s2 + ν1s1;m) = {ζ′(p2, s2 + ν1s1;m;N); N = 1, ..., d}
Z ′(0, 1;m) = {ζ′(0, 1;m;N); N = 1, ..., d} (93)
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Proposition IV.5. The d2 zeros in the cell S, of all d vectors in the basis B(ν1, ν2) are
z(r, s) = (r + is) +
1
2
(1 + i); r, s = 0, ..., d− 1. (94)
and they do not depend on (ν1, ν2). We denote as Z(d) the lattice of these zeros.
Proof. We consider three cases:
(1) In the case νi = 0, ..., pi − 1 for i = 1, 2 we use Eq. (84). N takes all values 1, ..., d in the real axis.
For each N , the iµ−1m gives all required values 1, ..., d in the imaginary axis. We note that when
m takes all values in Z(d), the µ−1m also takes all values in Z(d), because µ−1 is invertible.
(2) In the case ν1 = −1 and ν2 = 0, ..., p2 − 1, we use Eq.(85). Np1 +m1p2 takes all values 1, ..., d in
the real axis. Indeed, Np1 gives the integer multiples of p1 and m1p2 gives the ‘in between’ values.
It is important here that p2 is an invertible element within Z(p1).
For each Np1 + m1p2, the i(p2M + m2) gives all required values 1, ..., d in the imaginary axis.
Indeed, Mp2 gives the integer multiples of p2 and m2 gives the ‘in between’ values.
Similar result holds for the case ν2 = −1 and ν1 = 0, ..., p1 − 1.
(3) In the case ν1 = ν2 = −1 we use Eq.(86). The m takes all values 1, ..., d in the real axis. For each
m, the N gives all required values 1, ..., d in the imaginary axis.
The above arguments do not depend on the value of (ν1, ν2).
V. TRIALITY BETWEEN LINES IN FINITE GEOMETRIES, WMUBS, AND THE ZEROS
OF THEIR ANALYTIC REPRESENTATIONS
Definition V.1. A(ν1, ν2) is the set of the d parallel lines of zeros in S, of the d vectors in a weak
mutually unbiased basis:
A(ν1, ν2) = {Z(m; ν1, ν2)|m ∈ Z(d)}; νi ∈ Z(pi) (95)
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In the ‘unfactorized notation’ this is
A(1, µ−1ν) = {Z ′(1, µ−1ν;m)|m ∈ Z(d)}
A(p1, s1 + ν2s2) = {Z ′(p1, s1 + ν2s2;m)|m ∈ Z(d)}
A(p2, s2 + ν1s1) = {Z ′(p2, s2 + ν1s1;m)|m ∈ Z(d)}
A(0, 1) = {Z ′(0, 1;m)|m ∈ Z(d)}. (96)
Each of these sets is characterized by the slope of the lines it contains. In the proposition below, we
use the slopes of these lines. We also define slopes of a line L(ρ, σ) in G(d) as σρ . Two lines L(ρ, σ) and
L(ρ′, σ′) have the same slope if
ρσ′ − ρ′σ = 0 (mod d). (97)
Theorem V.2.
(1) There is a triality between
– the weak mutually unbiased bases in H(d)
– the non-near linear finite geometry G(d) associated with the phase space Z(d) × Z(d)
– the lattice Z(d) in the cell S, which we also regard as a non-near linear finite geometry Z(d)
as follows:
B(ν1, ν2) ↔ L(ν1, ν2) ↔ A(ν1, ν2) (98)
(2) In this triality
– the overlap between vectors in the WMUBs is (B(ν1, ν2),B(ν′1, ν′2)) = r(ν1, ν2|ν′1, ν′2)/d, where
r(ν1, ν2|ν′1, ν′2) has been given in Eq.(57).
– two lines L(ν1, ν2) and L(ν′1, ν′2) have in common r(ν1, ν2|ν′1, ν′2) points
– for any m, the lines Z(m; ν1, ν2) in A(ν1, ν2) and Z(m; ν′1, ν′2) in A(ν′1, ν′2) have r(ν1, ν2|ν′1, ν′2)
points in common
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Proof.
(1) We have explained earlier (Eq.(67)) that B(ν1, ν2) ↔ L(ν1, ν2) and we now prove that L(ν1, ν2) ↔
A(ν1, ν2). The proof is based on showing that the corresponding slopes are equal. We consider the
following three cases:
– In the case νi = 0, ..., pi − 1, Eq.(84) shows that the slope of A(ν1, ν2) in Z(d) is µ−1ν(d+ 1).
Eq.(60) shows that the slope of the line L(ν1, ν2) = L(1, µ−1ν) in G(d) is also µ−1ν. The two
slopes are equal (modulo d).
– In the case ν1 = −1 and ν2 = 0, ..., p2 − 1, Eq.(85) shows that the slope of A(−1, ν2) in Z(d)
is ν2(1+p2)p1 . Eq.(61) shows that the slope of the line L(−1, ν2) = L(p1, s1 + s2ν2) in G(d) is
s1+s2ν2
p1 . These two slopes are equal according to Eq.(97). Analogous result holds for the case
ν2 = −1 and ν1 = 0, ..., p1 − 1.
– In the case ν1 = ν2 = −1, Eq.(86) shows that the A(−1,−1) in Z(d) is vertical. The line
L(−1,−1) = L(0, 1) in in G(d) is also vertical
(2) In Eq.(56), we have explained that (B(ν1, ν2),B(ν′1, ν′2)) = r(ν1, ν2|ν′1, ν′2)/d. Also in proposition
III.3 we have shown that two lines L(ν1, ν2) and L(ν′1, ν′2) have in common r(ν1, ν2|ν′1, ν′2) points.
Below we prove analogous result for the lines of zeros.
We consider the lines L(ν1, ν2) and L(ν′1, ν′2) and assume that they have r points in common (where
r|d). We show that the lines Z(m; ν1, ν2) and Z(m; ν′1, ν′2) also have r points in common, i.e., that
ζ(m, ν1, ν2, N) = ζ(m, ν
′
1, ν
′
2, N
′) for r pairs (N,N ′). We give explicit proof only for the case that
all νi, ν
′
i = 0, ..., d− 1. The proof in the other cases is similar.
In this case, using Eq.(60) we conclude that there exist r pairs (λ, λ′) such that
(λ, λµ−1ν) = (λ′, λ′µ−1ν′); ν = ν1s1 + ν2s2. (99)
This leads to λ = λ′ (mod d) and λµ−1ν = λ′µ−1ν′ (mod d). We then use Eq.(84) to prove that
ζ(m, ν1, ν2, λ) = ζ(m, ν
′
1, ν
′
2, λ
′). (100)
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for each of the r pairs (λ, λ′).
Table I shows explicitly this triality for the case d = 21. The precise correspondence of the various
quantities involved in this triality, is summarized in table II.
Example V.3. We consider an example of two sets of lines of zeros in Z(21), which is analogous to
example III.4 (in this case p1 = 3 and p2 = 7). They are the A(2, 3) and A(2, 5). We take the line of
zeros Z(4; 2, 3) from the set A(2, 3), and the line of zeros Z(4; 2, 5) from the set A(2, 5) (i.e., we take as
an example, m = 4). The lines Z(4; 2, 3) and Z(4; 2, 5) are shown in Fig.2, and they have in common
the p1 = 3 zeros:
N = 4 → ζ(4; 2, 3, N) = ζ(4; 2, 5;N) = 3.5 + i4.5
N = 4 + p2 = 11 → ζ(4; 2, 3, N) = ζ(4; 2, 5;N) = 10.5 + i18.5
N = 4 + 2p2 = 18 → ζ(4; 2, 3, N) = ζ(4; 2, 5;N) = 17.5 + i11.5 (101)
If we regard the 3.5+ i4.5 as ‘origin’, these three points have coordinates (0, 0), (7, 14) and (14, 7), which
are exactly the same as in the example III.4. Comparison of Figs.1,2 shows this.
We also consider the case m = 5. The lines Z(5; 2, 3) and Z(5; 2, 5) have in common the p1 = 3 zeros:
N = 4 → ζ(5; 2, 3, N) = ζ(5; 2, 5;N) = 3.5 + i6.5
N = 4 + p2 = 11 → ζ(5; 2, 3, N) = ζ(5; 2, 5;N) = 10.5 + i20.5
N = 4 + 2p2 = 18 → ζ(5; 2, 3, N) = ζ(5; 2, 5;N) = 17.5 + i13.5 (102)
Again we regard the 3.5+i6.5 as ‘origin’, and these three points have coordinates (0, 0), (7, 14) and (14, 7),
as above and as in the example III.4.
It is seen that for any m, the lines Z(m; ν1, ν2) in A(ν1, ν2) and Z(m; ν′1, ν′2) in A(ν′1, ν′2) have r points
in common (where r = 1, p1, p2).
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VI. DISCUSSION
The objective of this paper is to use analytic representations and their zeros, in the study of the general
area of mutually unbiased bases. Quantum states are represented with the analytic functions of Eq.(6).
The zeros of these analytic functions determine uniquely the quantum state of the system.
We have shown that there is a triality that links lines in G(d), WMUBs in H(d), and lines of zeros
of WMUBs in Z(d). The duality between lines in G(d), and WMUBs in H(d) is surprising, but with
hindsight it might be argued that quantum states in the Hilbert space inherit the properties of the
underline phase space. But the appearance of lines of zeros of WMUBs in Z(d) as a third component in
this triality is certainly very surprising, and it reaffirms the important (albeit counterintuitive) role of
analytic functions in the description of quantum systems.
The general methodology is the factorization of a d-dimensional system into subsystems with prime
dimension (for simplicity we have taken d = p1p2). Tensor products of mutually unbiased bases in each
subsystem lead to weak mutually unbiased bases, with overlaps given in Eq.(48). There is a duality
between weak mutually unbiased bases, and maximal lines through the origin in the G(d) = Z(d)× Z(d)
phase space. This duality has been extended in this paper into a triality, with the involvement of the
zeros of analytic functions that represent the quantum states.
The method can also be used when d = p1 × ... × pN . In this case, there is an isomorphism between
H(d) and H(p1) ⊗ ... ⊗H(pN ), and the weak mutually unbiased bases are tensor products of mutually
unbiased bases in each H(pi). Bijective maps between Z(d) and Z(p1) × ... × Z(pN ) (generalizations of
Eqs.(30), (31)) can be found in [3] (and in [51]). Using them we can factorize the lines in the finite
geometry Z(d) × Z(d). We can also define analytic representations in a cell in the complex plane, and
factorize the lines of their zeros. The methodology here is analogous to the one that we presented, but
the technical details are more complicated.
Existing work in the general area of mutually unbiased bases is based on discrete Mathematics. The
present work links them with the theory of analytic functions.
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FIG. 1: The lines L(2, 3) (circles), and L(2, 5) (crosses), in the G(21) finite geometry. The two lines have in
common the three points (0, 0), (7, 14), (14, 7).
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TABLE I: Correspondence between WMUBs in the Hilbert space H(21), lines in the G(21) phase space, and sets
of lines of zeros in the lattice Z(21). Both the ‘factorized notation’ and ‘unfactorized notation’ are shown.
H(21) G(21) Z(21)
B(0, 1) = B(−1,−1)
B(1, 0) = B(0, 0)
B(1, 1) = B(1, 3)
B(1, 2) = B(2, 6)
B(1, 3) = B(0, 2)
B(1, 4) = B(1, 5)
B(1, 5) = B(2, 1)
B(1, 6) = B(0, 4)
B(1, 7) = B(1, 0)
B(1, 8) = B(2, 3)
B(1, 9) = B(0, 6)
B(1, 10) = B(1, 2)
B(1, 11) = B(2, 5)
B(1, 12) = B(0, 1)
B(1, 13) = B(1, 4)
B(1, 14) = B(2, 0)
B(1, 15) = B(0, 3)
B(1, 16) = B(1, 6)
B(1, 17) = B(2, 2)
B(1, 18) = B(0, 5)
B(1, 19) = B(1, 1)
B(1, 20) = B(2, 4)
B(3, 7) = B(−1, 0)
B(3, 1) = B(−1, 1)
B(3, 16) = B(−1, 2)
B(3, 10) = B(−1, 3)
B(3, 4) = B(−1, 4)
B(3, 19) = B(−1, 5)
B(3, 13) = B(−1, 6)
B(7, 15) = B(0,−1)
B(7, 1) = B(1,−1)
B(7, 8) = B(2,−1)
L(0, 1) = L(−1,−1)
L(1, 0) = L(0, 0)
L(1, 1) = L(1, 3)
L(1, 2) = L(2, 6)
L(1, 3) = L(0, 2)
L(1, 4) = L(1, 5)
L(1, 5) = L(2, 1)
L(1, 6) = L(0, 4)
L(1, 7) = L(1, 0)
L(1, 8) = L(2, 3)
L(1, 9) = L(0, 6)
L(1, 10) = L(1, 2)
L(1, 11) = L(2, 5)
L(1, 12) = L(0, 1)
L(1, 13) = L(1, 4)
L(1, 14) = L(2, 0)
L(1, 15) = L(0, 3)
L(1, 16) = L(1, 6)
L(1, 17) = L(2, 2)
L(1, 18) = L(0, 5)
L(1, 19) = L(1, 1)
L(1, 20) = L(2, 4)
L(3, 7) = L(−1, 0)
L(3, 1) = L(−1, 1)
L(3, 16) = L(−1, 2)
L(3, 10) = L(−1, 3)
L(3, 4) = L(−1, 4)
L(3, 19) = L(−1, 5)
L(3, 13) = L(−1, 6)
L(7, 15) = L(0,−1)
L(7, 1) = L(1,−1)
L(7, 8) = L(2,−1)
A(0, 1) = A(−1,−1)
A(1, 0) = A(0, 0)
A(1, 1) = A(1, 3)
A(1, 2) = A(2, 6)
A(1, 3) = A(0, 2)
A(1, 4) = A(1, 5)
A(1, 5) = A(2, 1)
A(1, 6) = A(0, 4)
A(1, 7) = A(1, 0)
A(1, 8) = A(2, 3)
A(1, 9) = A(0, 6)
A(1, 10) = A(1, 2)
A(1, 11) = A(2, 5)
A(1, 12) = A(0, 1)
A(1, 13) = A(1, 4)
A(1, 14) = A(2, 0)
A(1, 15) = A(0, 3)
A(1, 16) = A(1, 6)
A(1, 17) = A(2, 2)
A(1, 18) = A(0, 5)
A(1, 19) = A(1, 1)
A(1, 20) = A(2, 4)
A(3, 7) = A(−1, 0)
A(3, 1) = A(−1, 1)
A(3, 16) = A(−1, 2)
A(3, 10) = A(−1, 3)
A(3, 4) = A(−1, 4)
A(3, 19) = A(−1, 5)
A(3, 13) = A(−1, 6)
A(7, 15) = A(0,−1)
A(7, 1) = A(1,−1)
A(7, 8) = A(2,−1)
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TABLE II: Correspondence between the various quantities in the triality of Eq.(98).
WMUBs in H(d) Lines in G(d) Lines of zeros in Z(d)
ψ(d) WMUB B(ν1, ν2) ψ(d) maximal lines through the
origin L(ν1, ν2)
ψ(d) sets A(ν1, ν2) of parallel lines
of zeros
d orthogonal vectors in each
WMUB B(ν1, ν2)
d points in each L(ν1, ν2) d parallel lines of zeros in each set
A(ν1, ν2). Each line contains d ze-
ros.
(B(ν1, ν2),B(ν′1, ν′2)) = r(ν1,ν2|ν
′
1
,ν′
2
)
d
(Eq.(57))
two lines L(ν1, ν2) and L(ν′1, ν′2)
have in common r(ν1, ν2|ν′1, ν′2)
points
for any m, the lines Z(m; ν1, ν2)
in A(ν1, ν2) and Z(m; ν′1, ν′2) in
A(ν′1, ν′2) have r(ν1, ν2|ν′1, ν′2)
points in common
FIG. 2: The lines of zeros Z(4; 2, 3) (circles), and Z(4; 2, 5) (crosses), in the cell S in the complex plane . The
two lines have in common the zeros 3.5 + i4.5, 10.5 + i18.5, 17.5 + i11.5.
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