. For groups of large order this cost is prohibitive. Fast algorithms must be derived.
Motivated partly by their manifold applications, much is known for the case in which G is abelian. A large class of algorithms, collectively known as the \Fast Fourier Transform" (\FFT") have been developed. It is now a well known result that for abelian groups both T(G) and I(G) are O(jGj log(jGj)). Over the years these fast algorithms have yielded a diversity of important applications. Aho, Hopcroft, and Ullman give a thorough treatment of the basic algorithm and its uses ( AHU] , Chapters 7 and 8).
The problem for general nite groups has only recently begun to attract attention. In the most general setting, in joint work with Diaconis ( DR] ), prompted by the study of spectral analysis for nite groups ( D1] , D2]), an algorithm for e cient computation of Fourier transforms for arbitrary groups has already been presented. There it is shown that great savings may be achieved by iterating a simple recurrence which allows the Fourier transforms of f to be written in terms of Fourier transforms on a subgroup of G. This is in fact the idea at the heart of many of the fast algorithms in the abelian case.
The e cacy of the methods in DR] depends strongly on the exponent of matrix multiplication and the existence of representations of G which \split" when restricted down a given tower of subgroups of G. In particular, for the symmetric group S n this situation exists and practical implementations for analyzing ranked data are possible and useful ( R1] ). Fourier analysis is also useful in the study of random walks on groups. ( D2] , DS]). A probability measure de ned on the group gives rise to a random walk on the group. Explicit knowledge of the matrices for the Fourier transforms determined by the measure are useful in studying the rate at which the walk becomes random.
A problem left open in much of the work on fast algorithms for Fourier analysis is the e cient computation of Fourier inversion. In the case of abelian groups the group structure on the dual b G allows the techniques for computing Fourier transforms to be applied. In general there is no such structure and new methods must be developed.
In this paper the case of solvable groups is considered, and more generally, the case of abelian group extensions. Here, modi cations of the ideas in DR] combined with the use of induced and projective representations yield fast algorithms for both Fourier inversion and computing Fourier transforms. One main result is Theorem 1 Let G be a nite group containing K as a normal subgroup with quotient G=K an abelian group. Let f i g i2I be a complete set of representatives for the orbits of the irreducible representations of K under the action of G. Denote the orbit of as ( ). Let j H i j jK j ))) where the O-notation indicates a universal constant determined by the by the FFT on cyclic groups. Furthermore, I(G) is bounded by the same sum but with I(K) replacing T(K).
In Theorem 1 denotes the exponent of matrix multiplication, (currently 2.38, see W] ). It is useful to point out that under the simplifying assumption of = 2 the bounds becomes T(G) = jGj jKj T(K) + O(jGj log( jGj jK j )) and I(G) = jGj jKj I(K) + O(jGj log( jGj jKj ))
with the O-notation as in Theorem 1.
In brief, the argument for Theorem 1 relies on understanding how the irreducible representations of G can be constructed, given the representations of some normal subgroup K such that G=K is abelian. G acts on the representations of K, partitioning them into orbits. The representations in any single orbit are then extended maximally using the theory of projective representations. When they can be extended no further, the representation is induced to G and necessarily gives an irreducible representation of G.
Careful rewriting of the Fourier transform and analysis of the structure of the resulting matrices gives the above result. Iterating these ideas gives e cient methods for treating any solvable group (a sequence of abelian extensions). In the simplest nontrivial instance of this case, the so-called metabelian groups, (abelian extensions of abelian groups) this paper gives the rst example of a class of non-abelian groups such that
T(G) = I(G) = O(jGj log(jGj)):
Group convolutions may be computed using Fourier transforms (see section 2C). Both naive methods using Fourier transforms and direct computation require on the order of jGj 2 operations. To obtain an advantage by using the method of Fourier transforms fast algorithms for both computing Fourier transforms and performing Fourier inversion are necessary. Thus as an immediate consequence of Theorem 1 fast group convolution algorithms for abelian extensions are determined (Theorem 7).
Previous fundamental work was done by Beth in the rst serious treatment of noncommutative Fourier analysis ( B] ). Beth sketches ideas for achieving savings in the case in which G contains some nontrivial normal subgroup with more careful analysis being given to the case of normal subgroups of prime index. Also, novel applications to the theory of coding, VLSI design and vision are given.
Independently, Beth has also made a strong start on fast algorithms for abelian extensions by deriving some speedup in the case of prime extensions. In B] a result like Theorem 1 given here (specialized to this situation) is obtained.
Clausen also derives speedups for the general computation of Fourier transforms as well as in the speci c case of S n ( C1], C2]). This work is done in the context of VLSI design and the study of Wedderburn transforms. Also, it has recently been brought to my attention that simultaneous independent work by Clausen studies the case of Fourier analysis for metabelian groups. Again, in the setting of VLSI design, he obtains the jGj log(j G j) result ( C3] ). Collectively, this work makes a good start towards obtaining general results on more e cient computation of Fourier inversion. Work on this problem for general nite groups is in progress and will appear presently ( R3] ).
The organization of this paper is as follows: Section 2 provides necessary group theoretic background, in particular giving a highly constructive treatment of induced representations. Section 3 explains the basic idea of the algorithm, providing a \road map" for the rigorous derivations of the main results in section 4. The methods of section 4 are illustrated with two examples in section 5. There the algorithm is applied to metabelian groups G such that G=K is of order p or p 2 for some prime p. In the former case the example of the Heisenberg group is carried along in detail as a concrete illustration. The ideas in section 4 suggest algorithms for any group in which the irreducible representations are given as induced representations. As a start, in section 6, these ideas are explored brie y in the case of semidirect products by abelian subgroups.
Background

A. Representation Theory
Here the most basic concepts of representation theory are presented brie y. Proofs of all unproved assertions may be found in Serre ( S]).
Let G be a nite group. Recall that a representation of G is a map assigining matrices to group elements such that (st) = (s) (t) for all s and t in G. Thus, is a homomorphism from G to GL(V ) for all s 2 G. As the trace is invariant under conjugation, the character is an invariant for any class of equivalent representations. If a representation is one-dimensional then it is equal to its character.
Let L(G) denote the space of complex-valued functions on G. There is a natural inner product on L(G) given by
The irreducible characters are orthonormal with respect to this inner product. In terms of characters equation (1.1) becomes = 1 + : : : + m :
Orthonormality implies the following useful result:
Theorem ( S] , Theorem 3) Let be an irreducible representation and be any representation of G then the multiplicity of in is equal to h ; i. In particular, is irreducible if and only if h ; i = 1.
If and are representations of G we will sometimes write h ; i for h ; i. An easy consequence of the orthogonality is that distinct irreducible representations have distinct characters.
B. Constructing Representations
Let X = fx 1 ; : : :; x n g be some nite set on which G acts. That is for all s; t 2 G and x 2 X, sx is an element of X such that (st)x = s(tx): Associated to this action is the permutation representation of G on X. To de ne this, let V (X) be the complex vector space generated by X, V (X) = Cx 1 : : : Cx n : G acts on V (X) It is readily checked that this de nes a representation of G ( Co] , section 4). Also it is straightforward to show that induction is transitive ( Co] , Theorem 4). That is, if G H K; and is a representation of K then,
The block structure of these matrices will prove to be of great importance. Several key properties follow immediately from the de nition.
Proposition 2 (i) ( 
where f i 2 L(H) is de ned by f i (t) = f(s i t) for all t 2 H and i between 1 and k.
Via the Fourier inversion formula the Fourier transforms of a function f 2 L(G) at all the irreducible representations of G determine f,
As usual, the Fourier transform converts convolution to multiplcation,
The rst nite groups for which the problem of e cient Fourier analysis was seriously studied were the cyclic groups. Let C n denote the cyclic group of order n with generator s. Let be a primitive n th root of unity. Then the representations of C n form a group (the so-called dual group) naturally isomorphic to C n where
Let f 2 L(C n ). The Fourier transform of f at j is given by
As all the representations are one-dimensional, Fourier inversion simply amounts to computing the Fourier transform twice f(j) = 1 jGj
Thus for abelian groups computation of Fourier transforms and Fourier inversion are naturally of the same complexity.
Any of a number of di erent algorithms for computing all Fourier transforms on C n go by the name of the \FFT" or \Fast Fourier Transform."
Di erent approaches of course yield di erent expected running times. Diaconis ( D3] ) gives an in-depth analysis of the expected and average running times of several di erent common versions of the FFT concluding, Theorem ((2.8), D3]) T(C n ) = O(n log n) where the O-notation indicates some universal constant. Consequently, using (1.2), the same is true for I(C n ).
Any abelian group is the product of cyclic groups, thus Corollary (FFT) Let G be any nite abelian group. Then
where the O-notation indicates some universal constant.
The Main Idea
A group G is an extension of K by Q if
In this paper the problem of computing Fourier transforms and performing Fourier inversion in the case in which G=K is abelian is considered. In this situation, the following structure theorem will be proved (Theorem 3).
This will allow the computations to be reduced to successive applications of the FFT where existing fast algorithms for these operations then speed the computation tremendously.
Theorem Let G be an extension of K by Q such that Q is abelian. Then every irreducible representation of G is given by inducing an extension of an irreducible representation of K. So the question becomes, can the calculations of the restricted transforms be scheduled in such a way so as to achieve savings. It will be shown that the computation essentially can be reduced to iteratively computing Fourier transforms over abelian groups (subgroups of G=K) until arriving at restricted transforms of K f b f j ( ) j 1 j G : K]g where runs over all irreducible representations of K. Here methods depending on K are to be used.
In some sense, the earlier research in general FFT's had \predicted" the existence of fast algorithms for abelian extensions. For example, in DR] it is shown that if G is a solvable group, then T(G) is essentially j G j log(j G j). However, this assumes that a basis for the irreducible representations of G can be found with certain \splitting" properties with respect to a maximally re ned tower of subgroups of G (Proposition 2, DR]). In the present paper this prediction is realized, albeit by slightly di erent techniques. On the other hand up to now little has been said about computing Fourier inversion. The ideas presented here for computing Fourier transforms admit modi cations allowing fast computation of Fourier inversion.
Computation of Fourier inversion relies on the observation that just as the Fourier transforms were easy to construct, dually, it is easy to take them apart. Equation Assuming that these restricted transforms can be computed by iteratively computing Fourier transforms over abelian groups, iterating the process of Fourier inversion over these same groups will yield the collection f b f j ( ) j 1 j G : K]g of restricted transforms on K. As f is just the sum of the functions f j on K, the problem has been reduced to inverting these G : K] functions on K where possibly new methods may be used.
The analysis proceeds by rst considering the structure of the set of extensions of an irreducible representation of K when G=K is abelian. Assuming the existence of the extensions the computation of the Fourier transforms and Fourier inversion are then built in pieces. The construction of the extensions is carried out via a neat use of Schur's lemma that allows representations of arbitrary degree to be extended to cyclic extensions contained in their stabilizer. This is a construction that is essentially due to Cli ord and is implicit in his original paper on projective representations ( Cl]). Finally, careful consideration and counting of the irreducible representations which appear by this process give the main results (Theorems 5 and 6) on computations of Fourier transforms and Fourier inversion. These yield immediately fast algorithms for group convolution. Slightly more careful analysis is then given to the case of metabelian groups and a more precise result is obtained.
Fourier Analysis for Abelian Extensions
The starting point for this investigation is the following simple observation:
Proposition 3 Let be a representation of G and K a subgroup of G such that ( # K) is irreducible. Then is irreducible. Proof: Any direct sum decomposition of implies some such for K.
Dually, another way to say this is that extensions of irreducible representations are irreducible. This permits the simple analysis of the structure of the extensions of some representation of a subgroup.
Lemma 1 Let G be an abelian extension of K. Let be an irreducible representation of K that extends to an irreducible representation~ of G. For any 2 \ (G=K) let~ denote the natural extension of to G by compositioñ (t) = ( (t)) where is the projection map from G to G=K. Then for any 2 G=K, the map~ ~ de nes an irreducible representation of G and these are all the irreducible representations of G which extend .
Proof: Recall that~ ~ is de ned by (~ ~ )(s) =~ ( Counting dimensions, it must be exactly once, with no others included.
The particularly simple structure of these extensions gives the rst step in building Fourier transforms and consequently, performing Fourier inversion.
Lemma 2 Let K C G such that G=K is abelian and let be an irre- All the previous work depends on having at least one extension. Thus, the problem of constructing extension is now considered.
Let K be a normal subgroup of G. As was shown in section 2, G acts on the representations of K, partitioning them into their respective stars. The stabilizer of any particular irreducible representation of K is the subgroup of elements of G which conjugate the representation to some equivalent irreducible representation. If is an irreducible representation of K then Stab G ( ) is its stabilizer. The following observation is basic.
Proposition 4 Let K C G, and let be an irreducible representation of K. The main tool in actually constructing an extension is the following theorem which is essentially due to Cli ord ( Cl]).
Theorem 3 Let K C G such that G=K is cyclic of order m. Let be any irreducible representation of K such that is stable under the action of G.
That is (g) for all g 2 G. Then there are exactly m extensions of to irreducible representations of G. Proof: Let s 2 G generate G=K. Since Claim: a is a representation of G which extends .
Proof: Clearly, if a is a representation of G then it extends . So all that is left to be shown is that a is a representation of G. 
and the proof is complete.
Note that in the case of d = 1, the \matrix" C(s) is the constant 1.
Then the map a is de ned by a (s k h) = a k (h) where recall that a is an m th root of (s m ).
Of course, in general, for G an abelian extension of K, the stabilizer of any irreducible representation need not be a cyclic extension. Then may not be extendable all the way to the stabilizer. Any abelian extension can be written as a sequence of cycilc extensions. Thus, to build extensions of a representation , rst extensions to the biggest cyclic extension within the stabilizer could be constructed. Let H Stab( ) be this extension and let be an extension of to H. As G=K is abelian, H is normal in G and there is an action of G on~ . Any element of G stabilizing~ must stabilize , thus H Stab G (~ ) Stab G ( ):
So, one of two things must occur:
Consider these in turn.
In case (i) again Stab G (~ ) is an abelian extension of H so that~ may be extended to some cyclic extension H 0 within Stab G (~ ). This is still an extension of . So, by Lemma 1, has H 0 : K] extensions to H 0 . Each such extension must come from an extension of to H. Thus, the following is Proof: In the above theorem it was determined that either ( # K) remains irreducible or else is equal to the star of irreducible representation of K. In either case, every irreducible which occurs does so exactly once.
The main theorems now follow easily.
Theorem 5 Similarly for recovering the restricted transforms, given the Fourier transform at all irreducible representations at most an additional jGj operations are needed. To go from these to the restricted transforms on K via Fourier inversion the above analysis holds. Finally, collecting terms yields the result.
Many groups of interest occur as metabelian groups. For example the dihedral and generalized quaternion groups are metabelian. A theorem due to M. Hall says that all groups of square-free order are metabelian. The methods given above are readily applied for performing Fourier analysis. As illustration, in section 5 two examples are worked out.
It is worth mentioning here that in practice the exponent for matrix multiplication, , is 3. There is active research in pursuing what is thought to be the theoretical limit of = 2. Currently, the best theoretical result is = 2:38 (see CW]). It is straightforward to carry through the preceding analysis using assumptions like = 2+ or assuming that d 2 log d operations are needed to multiply d by d matrices.
Examples
To illustrate the methods presented in section 4 two examples are worked out here. The cases in which G contains a normal abelian subgroup K such that either G=K is isomorphic to Z=pZor to an abelian group of order p 2 (so Z=pZ Z=pZor Z=p 2 Z) for some prime p are considered. The rst case illustrates the basic construction with a minimum of complexity. Here, to make things concrete the explicit example of the Heisenberg group is carried along.
Most generally the discussion in the rst case will apply any time all irreducible representations of K either extend fully to G or else induce irreducible representations in G. As a consequence, this also gives the analysis for A p , the a ne group mod p. The following general theorem determines the number of operations needed to compute the Fourier transforms, after which the case of the Heisenberg group is worked out. Fourier inversion is treated in Theorem 12 below. Although these results could simply be stated as corollaries of Theorem 9, the \special" proofs supplied here give explicit recipes for performing these calculations. 
) a
) : : : a Thus, actually no additional operations are needed to form b f( j;0 " G):
As for the characters 0;s xed by G, the constructions of Theorem 3 show how to extend these to p one-dimensional representations of G. Since a p = 1, the procedure is to take some p th root of 1, and de ne a representation of G, 0;s by In general, if G is the semidirect product of two abelian groups H and K with K normal in G, the characters of K will in fact extend all the way to their stabilizers (see S], Proposition 25). This simpli es the analysis greatly and is very useful for computation. In the context of spectral analysis for data on nite groups, explicit examples of this type, f b f j ( ) j 0 j p ? 1; j ( ) j= 1g: As K is abelian, Fourier inversion for any function in L(K) may be peformed in at most O(j K j log(j K j)) operations. This must be done j Gj j Kj times, so O(jGj log(jK j)) in all. Summing all the terms yields the result.
Again, in the case in which G is the Heisenberg group, the application is straightforward. In this situation, gure (5.3) shows that the p-dimensional representations actually contain as entries the restricted transforms b f j ( r;s ) for r 6 = 0 and thus, no additional operations are needed to recover these.
To recover the restricted transforms at the characters 0;s xed by G, (ii) orbits of size p, and (iii) orbits of size 1.
Let these characters be of types (i), (ii), and (iii) respectively. As in example 1 the possibilities for the orbits will organize both the analysis of the representations theory and the subsequent computations. 
Strategies for General Semidirect Products by Abelian Groups
When a representation is induced from a subgroup that is not normal the situation can be more complex. To illustrate, in this section the case in which G is the semidirect product by an abelian group is considered. That is, G contains a normal abelian subgroup K and another subgroup H such that (i) H \ K = f1g (ii) G = H K: This is denoted as G = H n K.
After a brief review of the representation theory as given in Serre ( S], Section 8.2), ideas are given and compared for calculating Fourier transforms. This work is preliminary in nature but serves as a starting point for the study of fast computations for these groups. operations. So, in total an additional jK jjGj operations will be needed. This is recorded as Proposition 6 Let G = H nK where K is a normal abelian subgroup of G. Then Method 1 takes at most O(j K j (j G j +T(H))) operations to compute all Fourier transforms on G. Since T(K) is at most O(j K j log(j K j)) operations, step (a) takes at most O(j G j log(j K j)) operations. Again, these matrices are all diagonal, so that an additional d 2 ;i operations for each matrix multiplication. So, in total there are an additional jKjjGj operations. In total, Proposition 7 Let G = H n K where K is a normal abelian subgroup of G. Then Method 2 takes at most O(j G j (j H j + log(j K j)) operations to compute all Fourier transforms on G.
It is instructive to make some comparisons here. In cases in which T(H) = O(j H j log(j H j)) Method 1 yields a running time of jGj (jK j + log(jH j)) operations, versus method 2 which gives an estimate of jGj (jH j + log(jK j))
operations.
In a particular case of interest, B n = S n n (Z=2Z) n , use of the ideas in DR] gives an algorithm for T(S n ) which has a running time crudely bounded by O((n!) 3=2 ). Then Method 1 estimates a running time of on the order of j (Z=2Z) n j (j B n j +T(S n )) = 2 n (2 n n! + (n!) 3=2 ) operations, while method 2 gives j B n j (j S n j + log((Z=2Z) n )) = 2 n n!(n! + n log 2):
