. T HE B ASIC L EMMA
Let E be a finite set endowed with a closure operator c : 2
E . The pair ( E , c ) is called a matroid if , furthermore , the 'Steinitz exchange axiom' (well known from linear algebra holds) :
There are many equivalent definitions of a 'matroid' . For these and for a detailed exposition of the following concepts we refer , for example , to reference [11] . Let ( E , c ) be a matroid . An element p in the closure c ( л ) of the empty set is called a loop . cardinality . This common value is the rank of the matroid .
In Figure 1 a 6-element matroid ( E , c ) of rank 3 is represented by points in af fine space ‫ޒ‬ 2 . By definition , p E is in c ( A ) if f it is in the af fine closure of A . This matroid is loopless but not simple , since c ( ͕ p 4 ͖ ) ϭ c ( ͕ p 5 ͖ ) ϭ ͕ p 4 , p 5 ͖ . Furthermore , for example c ( ͕ p 1 , p 2 ͖ ) ϭ ͕ p 1 , p 2 , p 4 , p 5 ͖ , c ( ͕ p 2 , p 3 ͖ ) ϭ ͕ p 2 , p 3 ͖ and ͕ p 1 , p 2 , p 3 ͖ is a base .
Let k be a field and let M k r ϫ n be a matrix . We shall also write M ϭ ( a 1 , . . . , a n ) where a i k r is the i th column of M . The column matroid colmat ( M ) is the matroid on E : ϭ ͕ a 1 , . . . , a n ͖ defined by c ( ͕ a i 1 , . . . , a i s ͖ ) : ϭ ͕ a j E ͉ a j ͗ a i 1 , . . . , a i s ͖͘ , where ͗ ͘ denotes the linear hull . Two matroids ( E 1 , c 1 ) and ( E 2 , c 2 ) are isomorphic if there is a bijection g : E 1 5 E 2 such that 
Conversely , it is not a priori clear if any two matrices from GF (2) The remainder of this paper is dedicated to several interesting consequences of this result , which apparently have gone unnoticed so far . Some of them are only outlined here and will be pursued in detail elsewhere .
. E NUMERATION OF B INARY AND T ERNARY M ATROIDS
Rephrasing Lemma 1 above and using its notation , one may say that a i 5 b i is an
This is clearly an equivalence relation . In fact , it is just the usual equivalence relation between binary ( n , r )-codes [cf . 4 , p . 49] . By Lemma 1 the equivalence classes also correspond bijectively to the b ( n , r ) isomorphism classes of binary rank r matroids on n elements . It follows that r ϫ n of matrices M : ϭ ( a 1 , . . . , a n ) as follows :
The important fact , again a trivial consequence of Lemma 1 , is that the b ( n , р r ) many isomorphism classes of binary matroids with n elements and rank р r correspond bijectively to the orbits of this group action . If we put
Burnside's lemma , the number of orbits equals
('average number of fixpoints') . Trivially 
. However , unfortunately equation (5) is useless for actual computation . First , it is not clear how to evaluate ͉ Z ( A , π ) ͉ for a given ( A , π ) . Second , the number of summands is much too large : one has ͉ S n ͉ ϭ n ! and 
Here Part ( n ) is the family of all sequences ϭ ( 1 , . . . , t ) of natural numbers satisfying 1 ϩ и и и ϩ t ϭ n and 1 у и и и у t ('number partitions' of n ) . The number of j with j ϭ i is denoted by a i ( ) . For instance , for r ϭ 12 and n ϭ 25 one has to add up ( r
6 products in formula (6) . By matroid duality there are as many binary matroids on 25 elements with rank р 12 as there are with rank у 13 . Hence the number of binary matroids on exactly n ϭ 25 elements is 2 b (25 , р 12) ϭ 58638266023262502962716 (previously known [1] were the values for n р 8) .
Having computed b ( n , r ) , it is interesting to evaluate the lower and upper bounds for b ( n , r ) in (3) . For instance , if n ϭ 5 , 9 , 13 , 17 , 21 and r ϭ  n / 2  , then (3) reads as follows :
1 . 3 9 2389 5 ϫ 10 One sees that for small n both bounds are poor , but the following is probably true .
C ONJECTURE . Let r be a fixed natural number . Then the lower bound in (3) asymptotically converges to b ( n , r ) as n 5 ϱ .
Recall that by (ordinary) matroid duality one has b ( n , r ) ϭ b ( n , n Ϫ r ) , i . e . 'complementarity of ranks' takes place . For simple binary matroids , 'complementarity of groundsets' also takes place . More precisely , denote by sb ( n , р r ) the number of simple binary matroids of rank р r on an n -element set .
T HEOREM 2 . Let r , n be positi e integers with 1 р n Ͻ 2
P ROOF . Consider the r ϫ (2 r Ϫ 1) matrix H the columns of which are the non-zero elements of GF (2) r . Augment H to the (2 r Ϫ 1) ϫ (2 r Ϫ 1) matrix M the rows of which are all non-zero linear combinations of rows from H . Put T : ϭ ͕ 1 , 2 , . . . , 2 r Ϫ 1 ͖ , and for N ' T let R ( N ) be the set of rows of the (2 r Ϫ 1) ϫ n matrix the columns of which are those columns of M with indices from N ( n : ϭ ͉ N ͉ ) . In view of Lemma 1 , it suf fices to prove the following . Whenever two row spaces
n are equivalent , then so are the row spaces
is clear . † Namely , the equivalence of R ( N ) and R ( N Ј ) implies the existence of a permutation π : T 5 T (which is a product of р n disjoint transpositions) with
Therefore ,
A matroid is ternary if it is co-ordinatizable over the Galois field GF (3) . The analogue of Lemma 1 holds for GF (3) , provided that the conclusion A a i ϭ b i is replaced by A a i ϭ Ú b i (there is no GF ( q )-analogue for q Ͼ 3) . This leads to an enumeration of (loopless , simple) ternary matroids in much the same way . A conjecture analogous to the above is likely to hold for ternary matroids . The analogue of Theorem 2 holds for sure . Letting st ( n , р r ) be the number of simple ternary n -element matroids of rank р r , one has the following .
T HEOREM 3 . Let r , n be positi e integers with 1 р n Ͻ 1 -
Besides a mere enumeration of binary or ternary matroids , an 'orderly generation' of isomorphism types (i . e . orbit representatives) is also possible ; see [8] for the general group-theoretic setting . Details of most of the above , and of several numerical tables , ‡ are given in [14] . See also [16] .
. E NUMERATION OF R EGULAR M ATROIDS
A matroid is regular if it is co-ordinatizable over e ery field k . For the significance of this concept see , for example , [11 , ch . 13] . One can show that a simultaneously binary and ternary matroid is regular . This raises the question as to whether isomorphism classes of regular matroids can again be considered as orbits of a group action .
According to Section 2 there is a group action G 2 ϫ Z 5 Z the orbits of which † I am grateful to Peter Hof fmann for opening my eyes , thereby closing the gap in [14] .
‡ Independently , but with similar methods , H . Fripertinger [6] has enumerated equivalence classes of linear ( n , r )-codes over GF ( q ) ( q ϭ 2 , 3 , 4 , 5 , 7 , 8) . By a previous remark , for q ϭ 2 , 3 this also amounts to an enumeration of binary and ternary matroids respectively . correspond to the b ( n , р r ) many isomorphism classes of binary n -element matroids of rank у r . Similarly , there is a group action G 3 ϫ Z 5 Z the orbits of which correspond to the t ( n , р r ) many isomorphism classes of ternary n -element matroids of rank р r . Let Z 0 ' Z ϫ Z be the set of all pairs ( f , g ) which yield isomorphic whence regular matroids ͕ f (1) , . . . , f ( n ) ͖ ' GF (2) r and ͕ g (1) , . . . , g ( n ) ͖ ' GF (3) r . The group G 2 ϫ G 3 acts on Z 0 component-wise and the orbits correspond to the isomorphism classes of regular matroids of rank р r on n elements . Unfortunately , this naive approach is most probably no longer amenable to the necessary refinement of Burnside's Lemma . Still , some other trick might do the job . For example , we could focus on the action G 3 ϫ Z 5 Z and try to count only those orbits which represent regular matroids .
Perhaps this can be interpreted as a problem of counting orbits by weight or stabilizer class (see [8] ) . However , probably the best one can do is to generate orbit representatives of the action G 3 ϫ Z 5 Z uniformly at random (by a method of Dixon and Wilf ; see , for example , [8] ) and to check which ones are binary . In view of the known number of ternary matroids , this yields an estimate for the number of regular matroids the relative error of which can be chosen to be arbitrarily small . How does one check binarity? It is well known that a matroid is binary if f it cannot be contracted to a 4-element line [11 , Cor . 9 . 1 . 6] . More sophisticated methods to check that a ternary matroid is binary can be found in [13] . The enumeration of regular matroids will be pursued in a forthcoming paper .
. T ESTING P AIRS OF B INARY M ATROIDS FOR I SOMORPHISM
In general , it is hard to decide whether or not two matroids are isomorphic . Of course , it matters how they are presented . Suppose as the natural number the binary representation of which is obtained by reading R line by line . Say that a matrix S is in normal form if ( R ) р ( S ) for all matrices R related to S by a permutation of rows and columns . A method to transform R into normal form R * is given in [7] .
E XAMPLE . Consider the matrix R shown in Figure 3(a) . Without knowing the precise shape of R * , it is clear that the row ␥ of maximum weight 5 comes on top , with the 1's flush left (Figure 3(b) ) . What does the second row of R * look like? Row ␦ has three 1's below the 1's of ␥ and no 1's below the 0's of ␥ . Thus we associate the vector x ␦ : ϭ (3 , 0) with ␦ . Analogously x ␣ ϭ (2 , 1) and x ␤ ϭ (2 , 2) . Since x ␦ is lexicographically larger than x ␣ and x ␤ , a moment's thought confirms that row ␦ keeps its place but with 1's flushed left (Figure 3(c) ) . Row ␦ in matrix (c) refines the partition ͕ a , b , d , f , c ͖ , ͕ e , g ͖ induced by ␥ to ͕ f , b , d ͖ , ͕ a , c ͖ , ͕ e , g ͖ . Accordingly , rows ␣ and ␤ yield the auxiliary vectors x ␣ ϭ (1 , 1 , 1) and x ␤ ϭ (1 , 1 , 2) . Since x ␤ is lexicographically larger , row ␤ moves up , and within each block of the partition the 1's are flushed left ( Figure  3(d) ) . Row ␤ refines the previous partition to 
The example was such that for any occurring partition of the column indices , the associated vectors x * were distinct . In this case the algorithm obviously has complexity O ( m 2 n ) for ( m ϫ n )-matrices R . In particular , all occurring vectors x * are necessarily distinct when the rows of R have distinct weights . If at some stage two (or more) rows ␣ and ␤ yield the same lexicographical maximum x ␣ ϭ x ␤ , then things get more messy . Basically , two new branches in a 'search tree' are generated (see [7] for details) .
It should be clear how all of this relates to our problem . Given matroids ( E 1 , Ᏺ 1 ) and ( E 2 , Ᏺ 2 ) as above , consider the (0 , 1)-matrix R 1 of size ͉ Ᏺ 1 ͉ ϫ ͉ E 1 ͉ the rows of which are the characteristic vectors of the sets in Ᏺ 1 . Analogously , R 2 is built from ( E 2 , Ᏺ 2 ) . Then
We stress that Ivanov's algorithm should be run 'column-wise' since , in general , R i ( i ϭ 1 , 2) has much fewer columns than rows and , moreover , the columns are unlikely to produce identical vectors x * . This test greatly improves upon the naive approach , but it suf fers from the large size of ͉ Ᏺ i ͉ , which is usually of magnitude 2 ͉ E i ͉ . Furthermore , one has to admit that matroids are seldom given in the form ( E , Ᏺ ) , where Ᏺ is the family of all bases (or circuits or hyperplanes , etc . ) Very commonly , matroids are given as column matroids of matrices . In what follows we assume that our two matroids are binary of rank r and are presented as column matroids of M 1 , M 2 GF (2) r ϫ n . In view of Lemma 1 one can take for R i the 2 r ϫ n matrix the rows of which constitute rowspace ( M i ) , and run Ivanov's algorithm column-wise . The columns are now shorter than before , but one possibly has to pay the prize of more coinciding vectors x * . We doubt that this is a serious drawback for random matroids colmat ( M 1 ) and colmat ( M 2 ) . In any case , let us outline a more sophisticated approach . Consider the partition rowspace ( M 1 ) ϭ ! n i ϭ 0 1 , i , where 1 ,i consists of all vectors of weight i .
for some i , then the matroids are not isomorphic . Otherwise , suppose there is a canonical , permutation -in ariant way of choosing a partial transversal T 1 ϭ
(Herein , 'permutation-invariant' means the following . Let π be any permutation of ͕ 1 , . . . , n ͖ : applying π to each element of the subspace rowspace ( M 1 ) ' GF (2) n yields another subspace V ' GF (2) n ; it is required that applying π to each element of T 1 yields precisely the vectors of T ( V ) . ) Let R 1 be any r ϫ n matrix the set of rows of which equals T 1 . Similarly , the canonical base of rowspace ( M 2 ) yields the matrix R 2 .
Here the normal form R * i can be computed very rapidly , since there are just r rows and they all have distinct weights . Of course , the crucial question is whether each rowspace ( M ) has such a canonical base . One can indeed invent a permutation-invariant notion of 'canonical' , but it might not be well defined when rowspace ( M ) is highly symmetric . Without going into detail , let us mention that it is based on the following permutation-invariant concept : † the 'fingerprint' of a vector rowspace ( M ) is the tuplet y ϭ ( w : w rowspace ( M )) , where w is the number of common positions of 1's in and w . We trust that elaborating on the above ideas yields a decent algorithm to test binary matroids for isomorphism .
. T ESTING B INARY M ATROIDS FOR G RAPHICNESS
A matroid is graphic if it is isomorphic to the polygon matroid on the edge set of some graph (see [11] ) . Each polygon matroid is binary . Namely , let G ϭ ( V , E ) be a w . l . o . g . simple graph with vertex set V ϭ ͕ 1 , . . . , s ͖ and edge set E ϭ ͕ e 1 , . . . , e n ͖ . Consider the s ϫ n matrix M the ( i , j )th entry of which is 1 if i is incident with e j , and 0 otherwise . Then the polygon matroid ( E , c ) of G is isomorphic to colmat ( M ) . The weight w ( M ) is 2 n and each row is the sum of the other s Ϫ 1 rows . To fix ideas , suppose that G is connected and that n у s ϩ 2 . Then the rank of ( E , c ) is r ϭ s Ϫ 1 and there is a vertex i of degree у 3 . Hence deletion of the row with label i results in a
A LGORITHM .
Input : a matrix M GF (2) r ϫ n the column matroid colmat ( M ) of which is simple of rank r р n Ϫ 2 .
Step 1 : with the greedy algorithm compute a base B :
Step 3 : if w ( M Ј ) р 2 n Ϫ 3 and each column of M Ј has weight р 2 , then put ' yes ' .
Step 4 : otherwise put ' perhaps ' .
The correctness of the algorithm essentially follows from the preceding remarks and from Lemma 1 ; each matrix M Ј with colmat ( M Ј ) Ӎ colmat ( M ) has rows from rowspace ( M ) . Yet a few comments are in order .
To step 1 . We refer to [11 , ch . 1 Hence M Љ defines a graph the vertices and edges of which correspond to its rows and columns respectively .
Step 4 applies if w ( M Ј ) р 2 n Ϫ 3 but some columns of M Ј have weight у 3 . This can happen both for graphic and non-graphic matroids . But one easily verifies that there are at most r Ϫ 3 such 'bad' columns . The submatroid corresponding to the у n Ϫ ( r Ϫ 3) remaining columns is graphic . In fact , some test runs on random (0 , 1) matrices and on intentionally disturbed matrices coming from graphs respectively , have indicated that the 'perhaps' case seldom occurs .
Our algorithm has complexity O (2 r ) but r is just the rank of the given matroid colmat ( M ) . However , since a simple graphic matroid has only n р ) with respect to the cardinality n of colmat ( M ) .
Thus our algorithm does not compete with the linear time method of [3] . Nevertheless , it is conceptually simpler , easier to implement and good enough for r р 15 or so . For large n a speed-up could be obtained by interpreting the search of a minimum weight base as an integer programming problem with r ϩ n variables . Increasing the non-deterministic character of the algorithm ('perhaps' case) , one could also find codewords of small weight with a probabilistic approach , such as in [12] , or by simulated annealing [10] .
