ロジスティック カイキ ブンセキ ニ オケル モデル ノ テキゴウ ド シヒョウ ニ カンスル コウサツ ト テイアン by 内田 治 et al.
要約
本研究ではロジスティック回帰分析において想定し
たモデルの適合度を評価する際に用いられるHosmer-
Lemeshow検定の問題点を、人工的に作成した具体的
な数値例によって明らかにした。さらに、この問題点
を修正した新たな適合度指標を提案した。提案した適
合度指標の実用性については、従来から提案されてい
るモデルの対数尤度、 Cox & Snell の R2値 、
NagelkerkeのR2値と比較して、整合性があることを確
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ロジスティック回帰分析における
モデルの適合度指標に関する考察と提案
内 田　 治＊
本研究は、データを統計的に解析する方法論のひとつであるロジスティック回帰分析に関するもので
ある。ロジスティック回帰分析において想定したモデルの適合度を評価する際に用いられるHosmer-
Lemeshow検定の問題点を、人工的に作成した具体的な数値例によって明らかにした。さらに、この問
題点を修正した新たな適合度指標を提案した。提案した適合度指標の実用性については、従来から提案
されているモデルの対数尤度、Cox & Snell のR2値、NagelkerkeのR2値と比較して、整合性があることを
確認した。また、本研究で提案している適合度指標は、Hosmer-Lemeshow検定の改善という観点から考
え出したものであるが、ロジスティック回帰分析における寄与率R2が通常の回帰分析（OLS）で得られ
る寄与率に比べて低い値が得られやすく、モデルの信頼性を評価する際に、実用の場面では使いにくい
という問題点の解消にも役立つことを報告する。
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Consideration and Proposal Concerning 
the Measurement of Fitness in Logistic Regression Analysis
Osamu UCHIDA
This study is concerned with logistic regression analysis which is a method of statistical data
analysis. In this research, the problem of Hosmer-Lemeshow test used in logistic regression analysis
for the purpose of evaluating the fitness of model was clarified by some numerical examples made
artificially. In addition, a new measurement of fitness that corrected Hosmer-Lemeshow test was
proposed. It was confirmed there was coordination with log-likelihood, Cox & Snell-R2,Nagelkerke-R2,
which are usual measurements in logistic regression analysis. Moreover, it was found that  report this
new measurement is useful for the cancellation of the problem that contribution rate in logistic
regression analysis is of no practical use at evaluating the reliability of model because their values are
lower than contribution rate in ordinary least squares.
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認した。また、本研究で提案している適合度指標は、
Hosmer-Lemeshow検定の改善という観点から考え出
したものであるが、ロジスティック回帰分析における
寄与率R2が通常の回帰分析（OLS）で得られる寄与率
に比べて、低い値が得られやすく、モデルの信頼性を
評価する際に、実用の場面では使いにくいという問題
点の解消にも役立つことを報告する。
1. 緒言
ロジスティック回帰分析は質的変数（二値データ）
を目的変数とするときに用いられる回帰分析である。
この解析手法は２群の判別問題や発生確率の予測問題
に適用される。ロジスティック回帰分析におけるモデ
ルを評価するプロセスは、モデル全体の適合度を評価
するプロセスとモデルに含まれる説明変数の有意性を
評価するプロセスに分けられる。本研究では、モデル
全体の適合度を評価するプロセスに焦点をあてる。モ
デルの適合度を評価する場合、尤度比検定統計量、寄
与率［1］、判別精度、Hosmer-Lemeshow検定などが用
いられるが、この中のHosmer-Lemeshow検定は、そ
の数理的な性質が十分に検討されていない。そこで、
この方法の問題点を数値例で提示し、改善案を提唱す
ることを本研究の目的とする。
2. Hosmer-Lemeshow検定
Hosmer-Lemeshow検定はロジスティック回帰モデ
ルの適合度を検定するものである。この方法は、回帰
式を用いて計算される発生確率p（xi）の値を、その値
の大きさに基づいて、事前に決めた複数のクラスに、
クラスごとの例数がほぼ同数になるように分割（通常
は10個のクラスに分割）して、各クラスでの実際の例
数（観測度数）と、推定された発生確率から計算され
る例数（期待度数）の差によって、モデルの適合度を
検討している。分割の方法には、同じ発生確率の標本
は同一クラスに分割する方法と、そうしない方法（単
純に各クラスの例数が同じになるように分割する方
法）とがあるが、本研究においては、多くの統計ソフ
トウェアで採用されているという理由で、同一の発生
確率の標本は同一のクラスに分割するという方法によ
るHosmer-Lemeshow検定を取り上げることにする。
いま、k個のクラスに分割した状況を考えよう。こ
のとき、次のような計算を行う［１］。
…（１）
ここに
Nj ＝　第jクラスに含まれる全例数
Oj ＝　第jクラスに含まれる発生例数
Ej ＝　第jクラスに含まれる期待例数
πˆj ＝　回帰式により計算される発生確率
πˆj ＝ p（xi）の平均値
式（１）で計算されるχ２値は自由度（分割したクラ
ス数－２）のχ２分布に従う。そして、この理論を利用
したχ２検定をHosmer-Lemeshow検定と呼んでいる。
3. Hosmer-Lemeshow検定の出力例
説明変数をX、目的変数をYとする数値例と、その
データに適用したロジスティック回帰分析における
Hosmer-Lemeshow検定の結果を示す。
ロジスティック回帰分析におけるH o s m e r -
Lemeshow検定の結果では、以下に示すような検定統
計量（χ２値と有意確率）と集計表が出力される。
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表１；原データ（n＝100）
この例の場合、有意確率の値が0.2291となっており、
有意ではない。このことはモデルが適合している（適
合していないとはいえない）ということを意味してい
る。Hosmer-Lemeshow検定は、有意確率の値が大き
いほど、すなわち、有意にならないことがモデルの適
合度が良いことの根拠となる。
4. Hosmer-Lemeshow検定の問題点
Hosmer-Lemeshow検定は、つぎのような問題を含
んでいる。
①例数が多いとモデルの適合度がよくても、有意で
ある（適合していない）という結論が得られる。
②例数が少ないとモデルの適合度が悪くても、有意
でない（適合している）という結論が得られる。
③他の適合度合を示す尺度（尤度比、寄与率、正判
別率など）と必ずしも整合しない。
上記の①および②はHosmer-Lemeshow検定固有の
問題ではなく、実測度数と期待度数の差異にもとづい
て行われる適合度の検定すべてに共通するものである
ので、本研究では取り上げず、③についての問題点を
提示する。
5. 問題の数値例
Hosmer-Lemeshow検定の問題点を３つの数値例
（A、B、C）を用いて示すことにする。
３つの例をグラフ化すると、図１から図３のように
なる。説明変数は１つ（X）で、１から50までの値を
とっている。グラフの横軸は説明変数の値、縦軸は所
属群（群０と群１）である。
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表２；検定統計量
表３；検定のための集計表
表４；３つの数値例の原データ（各例ともにn＝50）
図１；例Aのドットプロット
図２；例Bのドットプロット
図１と図２を比較して見ると、例Aより例Bのほう
が説明変数Xによって、Y＝０の群とY＝１の群を精度
よく判別できることがわかる。また、図２と図３を比
較してみると、例Bよりも例CのほうがY＝０の群と
Y＝１の群を精度よく判別できることがわかる。この
３つの例に対して、ロジスティック回帰分析を適用し
た。その結果を「一般的な適合度を示す統計量」と
「Hosmer-Lemeshow検定の結果」に分けて以下に示す。
表５を見ると、AのCox & Snell およびNagelkerkの
R2値は小さく、正判別率は52％で、モデルの適合度が
非常に悪いことがわかる。正判別率が80％を示すBと
の間には、どの統計量についても大きな差異が認めら
れる。そして、C、B、Aの順に適合度が良いことがわ
かる。
一方、表６のHosmer-Lemeshow検定の結果を見る
と、AとBのχ２値および有意確率は、ほとんど同じ値
を示しており、この検定結果だけを見ると、モデルの
適合度は同じ程度であるという結論になる。しかも、
Aの場合、モデルの適合度が悪いにもかかわらず、有
意確率は0.476という値を示しており、モデルは適合し
ているという結論になってしまっている。また、表３
で最も適合度が良い値を示しているCについての
Hosmer-Lemeshow検定の結果を見ると、有意確率が
0.036という値を示しており、モデルに適合していない
という結論になっている。結局、表４では、表３から
得られた結論とは逆に、A、B、Cの順に適合度が良い
ことになる。Hosmer-Lemeshow検定は、このような
問題を含んでおり、この検定の結果を吟味するときに
は、注意を要することがわかる。
6. 新しい寄与率RU
2の提案
Hosmer-Lemeshow検定には前節で述べたような問
題があるとはいえ、発生確率の大小でクラスを作り、
クラスごとの度数を吟味するという発想自体は合理的
なものであり、全面的に否定されるものではない。そ
こで、この発想を活かした新しい適合度指標を提案す
ることとした。
Hosmer-Lemeshow検定では、実測度数と期待度数
の差で適合度を評価しているが、期待度数を計算する
のに用いた発生確率と実際の確率（割合）の相関係数
の２乗値で適合度を評価する方法を新たに提案する。
本論文では、この値をRU
2と表記し、具体的には、以下
に示す手順で計算する。
①ロジスティック回帰式を用いてケースごとの発生
確率p（xi）を計算する。
②発生確率の大きさに基づいて、事前に決めた複数
のクラスに、クラスごとの例数がほぼ同数になる
ように分割（通常は10個のクラスに分割）する。
同じ発生確率となるケースは同一クラスに割り振
る。
③各クラスにおける一方の群（たとえば、Y＝０の
群）の例数の割合pj（jはクラス番号）を計算する。
④クラスごとに予測確率の平均値πˆjを計算する。
⑤pjとπˆjの相関係数を求め、その値を２乗する。こ
の値をRU
2とする。
7. 数値例による検証
７－1 検証１
表４に示した３つの数値例について、RU
2を計算する
と、つぎのような結果が得られる。
AにおけるRU
2 ＝　0.125
BにおけるRU
2 ＝　0.756
CにおけるRU
2 ＝　0.787
適合度の悪いAについては、低い値となっており、
適合度のよいBとCについては高い値が得られている。
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図３；例Cのドットプロット
表５；一般的な適合度を示す統計量
表６；Hosmer-Lemeshow検定の結果
７－２　検証２
10パターンの数値例（各例ともにn＝50）を用意し
て、適合度を示す一般的な統計量、H o sm e r -
Lemeshow検定の結果、提案するRU
2を求めて、比較検
討した。この結果から、Hosmer-Lemeshow検定の問
題点を再確認するとともに、RU
2の有効性を実証した。
なお、Hosmer-Lemeshow検定におけるクラスの数は
10（χ２検定の自由度は８）とした。
例１から例10は、この順にモデルの適合度を示す
（－2×対数尤度の値）が大きくなるように、人工的に
データを作成している。
表８の結果をグラフ化したものが図４である。表８
および図４を視察すると、以下のようなことがわかる。
Cox & SnellおよびNagelkerkeのR2値、正判別率は
適合度の悪化とともに減少してきている。ところが、
Hosmer-Lemeshow検定の有意確率は例４と例５で逆
転しており、例３と例４の比較では、Cox & Snellお
よびNagelkerkeのR2値と正判別率がわずかに減少した
だけにもかかわらず、有意確率は大幅に減少している。
さらに、例７を見ると、R2値と正判別率からはモデル
の適合度は悪くはないにもかかわらず、有意確率の値
は0.047で、モデルは適合していないという結論になる。
一方、本研究で提唱するRU
2は例４と例５で逆転して
いることには変わりはないが、その値の差は無視出来
る程度であり、Cox & SnellおよびNagelkerkeのR2値
および正判別率の値とほぼ同じように減少してきてお
り、適合度を示す指標として信頼できる結果を示して
いる。
8. 結語
ロジスティック回帰分析におけるH o s m e r -
Lemeshow検定は、モデルの適合度を忠実に反映して
いるとは限らず、検定結果を無批判に受け容れると誤
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表７；10パターンの数値例
表８；10パターンの数値例に対する適合度
図４；検証結果のグラフ
った結論を導く可能性がある。本研究では、Hosmer-
Lemeshow検定の考え方を活かしつつ、この検定の問
題点に対処するために、新たな適合度指標RU
2を提案し
た。この指標はHosmer-Lemeshow検定の問題点を解
消するだけではなく、ロジスティック回帰分析におい
て従来から提唱されている様々な寄与率が、通常の回
帰分析における寄与率ほど高い値を示さず、直感と合
わないという問題点の解消にも役立つものと考える。
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