Introduction
Short tandem repeat (STR) allele signal interpretation is a central tool in forensic analysis, as the number of repeated copies of a basic motif at given loci can be used to uniquely identify an individual. Currently, forensically relevant STR loci are processed via capillary electrophoresis. The relative intensity of the fluorescent signal is an indication of the number of amplicons in the sample. The transit time of the amplicons through the capillary is utilised to determine the size of the fragment, which is translated into the number of repeat units, i.e. allele. A DNA STR profile will likely contain the following elements: the desired DNA signal, disturbance due to the instrument, non-specific amplification, or other reasons, often termed noise, and artefacts, such as stutter, -A, and pull-up [1] . The interpretation of DNA profiles, especially from low DNA input mass samples, is complicated, because of the distortion of the DNA signal by the latter elements.
The effects of noise in STR profiles are usually suppressed by applying an analytical threshold to the data [2] [3] [4] [5] [6] . All peaks smaller than the analytical threshold, which is also referred to as detection threshold, or minimum distinguishable signal threshold, are considered indistinguishable from noise and thus are ignored. Further, a second threshold, the stochastic threshold, has been used in casework. The stochastic threshold is defined as the value above which it is reasonable to assume that allelic dropout has not occurred within a single-source sample [7] .
Recently, it was shown that the inclusion of peak height information results in some improvement over interpretation methods that use a drop-out probability for low-template samples [8] . Interpretation methods that utilise peak height or area information, rather than the binary information of whether a peak height or area exceeds a threshold or not, have garnered much attention, and a variety of fully-continuous interpretation platforms have been developed [9] [10] [11] [12] [13] [14] [15] [16] .
The peak area information is used in [9] [10] [11] [12] to establish a quantitative method for the interpretation of STR mixtures. In There are three dominant contributing factors that distort short tandem repeat profile measurements, two of which, stutter and variations in the allelic peak heights, have been described extensively. Here we characterise the remaining component, baseline noise. A probabilistic characterisation of the non-allelic noise peaks is not only inherently useful for statistical inference but is also significant for establishing a detection threshold. We do this by analysing the data from 643 single person profiles for the Identifiler Plus kit and 303 for the PowerPlex 16 HS kit. This investigation reveals that although the dye colour is a significant factor, it is not sufficient to have a per-dye colour description of the noise. Furthermore, we show that at a per-locus basis, out of the Gaussian, log-normal, and gamma distribution classes, baseline noise is best described by log-normal distributions and provide a methodology for setting an analytical threshold based on that deduction. In the PowerPlex 16 HS kit, we observe evidence of significant stutter at two repeat units shorter than the allelic peak, which has implications for the definition of baseline noise and signal interpretation. In general, the DNA input mass has an influence on the noise distribution. Thus, it is advisable to study noise and, consequently, to infer quantities like the analytical threshold from data with a DNA input mass comparable to the DNA input mass of the samples to be analysed.
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these methods the peak areas are usually modelled as Gaussian random variables and baseline noise is not handled explicitly. Sometimes, noise is modelled implicitly as small peaks with mean zero [10, 12] . In [13] , a continuous modelling of the peak height is used if the peak exceeds a user defined analytical threshold. A quantitative computer evaluation of DNA mixtures is proposed in [15, 16] . In the latter work, peak heights are modelled as truncated Gaussian random variables and baseline noise is implicitly treated as small peaks with mean zero. Although these continuous methods use peak height information, an analytical threshold is typically still applied. Taking the idea of the continuous methods further, it is consequent to remove the analytical threshold as well, and to consider the information in the peaks that were previously below the analytical threshold. The potential of this approach is illustrated in [17] , where the authors present an algorithm to determine the number of contributors to a DNA mixture. They compare the maximum allele count method to their method, which uses no threshold, and show that the latter results in increased accuracy for samples with low DNA input mass. However, little is known about the properties of these peaks. In order to derive a meaningful signal model, it appears necessary to study the distribution of the baseline noise.
Even in settings where an analytical threshold is applied, the information of the noise peak height distribution is of relevance because it can be used to specify the analytical threshold. The fact that the conservative nature of analytical thresholds has been criticised led [18] to analyse the baseline noise. Information loss may be kept low by applying an optimal analytical threshold that suppresses most of the noise while enhancing the detection of alleles [6] . However, a common validation platform or best practise have yet to be established for this purpose [19] . In order to establish a best practise, a detailed understanding of the behaviour of noise appears necessary.
Noise in STR profiles is commonly modelled via Gaussian distributions [18, 17] , though log-normal distributions have also been suggested [6] . In [17] , a Gaussian noise model is used for determining the likelihood that a given number of individuals contributed to a mixed sample. Although utilisation of the Gaussian model to describe noise provides improved identification over previous techniques, the authors do not provide analysis independent of determining the most likely number of contributors to confirm its appropriateness. In this paper, we revisit this premise.
Using data sets created at a range of DNA input masses using both the Identifiler Plus kit and the PowerPlex 16 HS kit, we first ask in Section 3.2 if there is a mass dependent per-dye colour representation of the noise. This hypothesis is rejected, particularly at high input masses. That is, there is no single statistical distribution that can jointly describe the noise observed at distinct loci measured in the same dye colour. As a result, it is necessary to characterise noise on a mass dependent per-locus basis. In Section 3.4, using statistical analysis, we assess three classes of distributions, Gaussians, log-normals and gamma distributions, for their ability to describe measured noise data.
Methods

Data generation and representation
There are different ways to represent the information contained in an electropherogram. In an idealised signal, i.e., in a signal with no artefacts or noise, each peak corresponds to an allele that is present in the DNA sample. Hence, it is possible to specify each peak location by a tuple consisting of locus and allele name.
We choose a vector representation of the data, similarly to [20] . To obtain the vector representation from the electropherogram peak list, we index all possible allele and stutter positions with an integer from 1 to I, where I denotes the total number of positions. Then we collect the signal peak heights from all the possible positions in a vector y ¼ ðy 1 It is to be noted that additional samples targeting 0.5 ng (45 profiles) and 1 ng (45 profiles) were amplified using both kits, but a substantial number of these resulted in at least one locus with ''offscale'' peaks, indicating that the detector was saturated. This resulted in only 29 and 14 0.5 ng Identifiler Plus and PowerPlex 16 HS usable profiles, respectively. In the 1 ng case, only 2 Identifiler Plus profiles showed no saturation. Given the number of saturated profiles, the statistical evaluations described below were not conducted on these ''higher'' template samples.
The data were generated with the GeneAmp PCR System 9700, the 3130 Genetic Analyzer, and the GeneMapper ID-X v1.1.1 software, where a constant RFU threshold of one was used. The injection time was 10 s and the injection voltage 3 kV. In the case of the Identifiler Plus amplification kit, the 29-cycle protocol was used and, in the case of the PowerPlex 16 HS kit, the 32-cycle protocol was chosen. The Identifiler Plus kit includes 15 tetranucleotide STR loci and the PowerPlex 16 HS kit 13 tetranucleotide and 2 pentanucleotide STR loci. All amplifications and sample preparations were performed according to the manufacturers' recommended protocols [21, 22] .
After generation of the data, all peaks originating from pull-up or -A were manually removed. In order for peaks to be classified as pull-up, the peak in question had to be in the same position (AE0.3 bases) as the allelic peak in another colour channel and have a peak height of 5% or less of the allelic peak. Further, if a peak fell between two adjacent allelic peaks in a different dye colour and had a ''plateaulike'' shape, then the peak in question was classified as complex pullup. A peak was determined to be -A if it was one base shorter (AE0.3 bases) than an allelic peak. There were no height restrictions for the complex pull-up and -A artefacts. For a definition and explanation of the previous terms we refer to [1] .
The genotypes of all individuals had been determined beforehand from high DNA input mass samples.
Data analysis
We enumerate the profiles from 1 to P, where P denotes the total number of profiles that are available for a given kit, and denote the measurement vectors by y p ¼ ðy Depending on where the stutter occurs, we distinguish among N À 2, N À 1, N + 1, and N + 2 stutter. N À 2 stutter denotes a stutter fragment that is two repeat units shorter than the parent allele. Analogously, N À 1 stutter is one repeat unit shorter, N + 1 stutter one repeat unit longer, and N + 2 stutter two repeat units longer than the parent allele. The most relevant stutter is N À 1 stutter, because it is the strongest [23] ; however, the PowerPlex 16 HS kit, which uses three additional PCR cycles, shows also stutter in the N À 2 position, an issue we return to in Sections 3.2.1 and 3.4.4. Except in Sections 3.2.1 and 3.4.4, where we also consider N À 2 stutter, we use the following convention, which is representative of what is done in practise: We call a component stutter if it is either in N À 1 or in N + 1 stutter location of a true peak. All remaining components are called noise. Note that the actual partitioning of the components of each measurement vector in the three categories depends on the genotype of the person whose DNA was used for generating the profile. Thus, for each profile p, we get in general a different set of noise components, the indices of which we denote by I n ð pÞ ¼ fi : y p i is a noise componentg. In Section 3.1, we study the frequency of noise measurement values being zero. In Section 3.2 we do a per-dye colour analysis to study if it is sufficient to have a per-dye colour description of the baseline noise. Since this is not the case, we continue in Section 3.4 with a per-locus analysis of the noise. The computations are done for all 15 STR loci. For visualisation, however, we restrict to CSF1PO, D3S1358, D5S818, and TPOX in the figures. The dye colours of these four loci are blue, green, red, and yellow for the Identifiler Plus kit, and green, blue, green, and yellow for the PowerPlex 16 HS kit.
Results
Frequency of noise measurement value zero
For each kit, we gather the noise components of all available measurement vectors in a list N ¼ ðn 1 ; n 2 ; . . . ; n jN j Þ ¼ ððy p i Þ i 2 I n ð pÞ Þ P p¼1 , the elements of which we call noise measurement values.
In Fig. 1 the normalised histogram of the noise measurement values is plotted for locus D3S1358 and both kits. It can be seen that most of the probability mass is concentrated in zero. The empirical frequency with which noise measurements are zero, which we denote by p z , is given in Table 1 
Baseline noise distribution and dye colour
It is well-known that the statistical properties of the baseline noise are different for the different dye colours ( [24] , p. 42). In a first step, we also confirm this property for our data by performing the G-test of independence. This tests the hypothesis that two or more data sets are statistically consistent with being independent observations from a single source ( [25] , p. 68). The test indicates that the distribution of the non-zero noise measurement values is However, it is less clear whether the statistical properties also depend on the locus itself, rather than on the dye colour. If there was no dependence on the locus except for the dye colour, it would be sufficient to model the baseline noise on a per-dye colour basis, which in turn would result in a simplified noise model.
In this section, we analyse the dependence of the noise distribution on the locus, performing the G-test of independence. The test is done separately for each kit, DNA input mass, and dye colour. The dye colours and the corresponding loci for the Identifiler Plus kit and the PowerPlex 16 HS kit are given in Table 2 .
In order to create the contingency table for the test, we first fix the kit, DNA input mass, and dye colour. Each row of the contingency table contains the data for one locus. If L denotes the number of loci for the given dye colour, then the table has L rows. The data are binned so that the observed frequency in each bin is larger than or equal to 5, simultaneously for all loci. The exact binning procedure is described in Appendix A. If the binning results in K bins, the contingency table has K columns.
After the contingency table is created, we perform the G-test of independence, which is described in Appendix B. Additionally, we interpret the tests for the different DNA input masses as a compound test and perform the Holm-Bonferroni correction [26] .
The Holm-Bonferroni correction is a method to control the familywise error rate when several statistical tests are being performed by adjusting the alpha level, or equivalently, the p-value of each of the individual hypotheses. Details about the Holm-Bonferroni test can be found in Appendix C. For our commentary, we select a significance level of 5% so that if the p-value is smaller than 5%, the hypothesis that the noise distribution is independent of the locus is rejected. If the p-value is larger than 5%, the hypothesis is not rejected.
In Tables 3 and 4 , we show the results of the independence test for the Identifiler Plus and PowerPlex 16 HS kit, respectively. For the Identifiler Plus kit, we observe that, for most of the dye colours and DNA input masses, the hypothesis is not rejected, indicating that the distribution of the non-zero noise measurement values is independent of the locus for these dye colours. However, for the blue dye the hypothesis is rejected for the three largest DNA input masses 0.0625 ng, 0.125 ng, and 0.25 ng, meaning that the distribution of the non-zero noise measurement values is not independent of the locus. Interestingly, for the PowerPlex 16 HS kit, the same three DNA input masses are rejected for the blue dye. Further, it can be seen that, for the PowerPlex 16 HS kit and the DNA input masses 0.125 ng, and 0.25 ng, the hypothesis is rejected for all dye colours. This gives us a strong indication that for this kit and the higher DNA input masses, the distribution of the non-zero noise measurement values depends on the locus.
Since this dependency is more pronounced for the higher DNA input masses, it is reasonable to assume that the allelic peaks contribute to the noise. One possible way of contribution is in the form of N À 2 stutter.
Influence of N À 2 stutter
For the PowerPlex 16 HS kit, some loci result in some unusual high noise peaks, as shown in Fig. 6 at locus D3S1358. A closer analysis shows that some of these peaks are in N À 2 or N + 2 stutter position, suggesting they are part of the PCR stutter pattern.
If we distinguish between all noise components that are in N À 2 stutter position and those that are not, we observe the following difference between both groups. For the data from the PowerPlex 16 HS kit and a DNA input mass of 0.25 ng, for 7 of the 15 loci, the maximum observed noise measurement value in N À 2 stutter location is larger than 50 RFUs. In contrast, the maximum observed value of the noise peaks that are not in N À 2 stutter location is larger than 50 RFUs only for 2 of the 15 loci.
It is a matter of convention, whether to treat peaks in N À 2 stutter position as noise peaks or not. We chose to categorise them not as stutter, but as noise peaks in the previous section, because this seems to be closer to what is done in practise. However, from a modelling perspective, it might be beneficial to treat peaks in N À 2 stutter position as artefacts in order to separate the effects of stutter more rigorously.
To study the impact of N À 2 stutter, we remove all noise peaks in N À 2 stutter location and redo the test of independence. The results of the test, which are shown in Tables 5 and 6 , are different from the previous results. In particular, for some of the higher DNA input masses, the hypothesis that the noise distribution is independent of the locus is no longer rejected. However, for the PowerPlex 16 HS kit, there are still DNA input masses and dye colours for which the hypothesis of independence is rejected, and thus a simple per-dye colour noise model is not sufficient. For that reason, we choose to perform a per-locus analysis of the noise.
Quantisation
As already mentioned in Section 2.2, the measurement values y p i , i = 1, . . ., I, that are given by the GeneMapper ID-X v1.1.1 software, and consequently the noise measurement values, are non-negative integers. However, the true measurement values, being light intensities, are supposed to be non-negative real numbers. That is, the measurement values y , where Q denotes the quantisation operator that is defined as
bxc denotes the largest integer smaller than or equal to x.
Since the true but unknown noise values are non-negative real numbers, we choose to model the noise by continuous instead of discrete random variables. However, in order to account for the quantised measurement values, we need to quantise the continuous random variables. The influence of the quantisation operator on the distribution of a random variable is as follows. If X is a continuous random variable with cumulative distribution function (CDF) F X ðxÞ ¼ PðX xÞ, then the CDF of the quantised random variable QX is given by
Baseline noise distribution
To identify a simple parametric class of distributions that is consistent with the non-zero noise measurement values, we use the statistical G-test ( [25] , p. 53). The G-test is a goodnessof-fit test that is used to test the hypothesis that some observed data are drawn from a distribution. For fixed locus and fixed DNA input mass, we conduct the test for the quantised lognormal, quantised Gaussian, and quantised gamma distribution classes.
Each of these classes is a two-parameter class, providing a succinct description which is essential for calibration and, ultimately, to facilitate inference. Gaussian random variables, while commonly employed for noise characteristics, suffer the drawback of possibly taking both negative and positive values, which is inappropriate in the present application. Both log-normal and gamma random variables only take non-negative values and are right-skewed. The log-normal class, in particular, has often been found to well represent biological quantities [27] .
We explain the test for the log-normal reference distribution class, as other reference distributions are treated analogously.
The log-normal cumulative distribution function (CDF) with parameters n and t is given by 
denotes the error function. If X is a log-normal random variable, then the parameters n and t are the mean and standard deviation of the associated Gaussian distribution, i.e. of log(X). The CDF of a quantised log-normal distributed random variable with parameters n ¼n and t ¼t is given by
Maximum-likelihood parameter estimation
In a first step, we determine the maximum-likelihood estimate of the parameters n and t of the log-normal distribution from our data.
Since our data, i.e., the available noise measurement values, are quantised, we cannot use the usual maximum-likelihood estimators for the parameters of the log-normal distribution, but need to take the binning into account in the estimation. In our case, the bins are given by (0.5, 1.5], (1.5, 2.5], (2.
o k logðF n;t ðx k Þ À F n;t ðx k ÞÞ;
where C denotes a constant that does not depend on the parameters n and t. B ¼ maxfk 2 N : o k 6 ¼ 0g denotes the number of bins that are considered in (4). To solve the optimisation problem, the Nelder-Mead method in SciPy 0.13.2, Python 3.3.3 (64 bit) is used [28] . The estimatesn andt, obtained from data with a DNA input mass of 0.25 ng, are listed in Table 7 for the different loci. Further, for the loci CSF1PO, D3S1358, D5S818, and TPOX, the estimatesn andt are plotted as a function of the DNA input mass in Fig. 2 . For Table 7 Estimatesn andt of the parameters n and t of the log-normal distribution obtained by the maximum-likelihood parameter estimation from data with a DNA input mass of 0.25 ng. Fig. 2 . Maximum-likelihood estimatesn andt, the two parameters of the best-fit log-normal distribution, as a function of the DNA input mass for different loci. The locus and the dye colours of the kits for that locus, where the first colour is for the Identifiler Plus kit and the second for the PowerPlex 16 HS kit, are given in the upper right corner of each subplot. For the Identifiler Plus kit, the parameters are almost constant over the given DNA input mass range, whereas for the PowerPlex 16 HS kit, there is a slight increase. Colours reflect the fluorescent dye colour at that locus for that kit.
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the Identifiler Plus kit, the parameters are almost constant over the DNA input mass range of 0.0078 ng to 0.25 ng for most of the loci, whereas for the PowerPlex 16 HS kit, a slight increase can be noticed. This again suggests that there may be a dependence of the noise distribution on the DNA input mass, a phenomenon that we already observed in Section 3.2.
Results of the G-test
Having determinedn andt, we apply the G-test, which is described in Appendix D. As reference probability distribution, we use the distribution of a quantised log-normal distributed random variable with parameters n ¼n and t ¼t, the CDF of which is given by (3). In Figs. 3 and 4 we see, as a solid line, the empirical CDF
of the non-zero quantised noise measurement values in N þ , and, as a dashed line, F q n;t ðxÞ, i.e., the CDF of a quantised log-normal distributed random variable with parameters n ¼n and t ¼t for the loci CSF1PO, D3S1358, D5S818, and TPOX and data obtained from samples with a DNA input mass of 0.25 ng. Fig. 3 contains the data for the Identifiler Plus kit and Fig. 4 the data for the PowerPlex 16 HS kit. The result of the G-test is a p-value, which is a measure of the quality of a fit. We select a significance level of 5%, so that if the p-value is smaller than 5%, the hypothesis that the samples are taken from the reference distribution is rejected. If the p-value is larger than 5%, the hypothesis is not rejected. Tables 10 and 11 give the p-values for the different distributions, loci, and DNA input masses. Table 10 contains the data for the  Identifiler Plus kit and Table 11 the data for the PowerPlex 16 HS kit. For the Identifiler Plus kit and a DNA input mass of 0.25 ng, except for locus D18S51, the p-values for the log-normal distribution are larger than 5%. This shows that the log-normal model provides good statistical consistency with the data. In contrast, all p-values for the Gaussian distribution are smaller than 5%, which is significant for the rejection of the hypothesis that the non-zero quantised noise measurement values follow a Gaussian distribution. For small DNA input masses, the gamma distribution class shows consistency with the data that is comparable to the log-normal distribution class. For large DNA input masses, there are more rejections for the gamma distribution class. For the PowerPlex 16 HS kit, the results are less clear; however, the lognormal distribution class still gives the best fit. The last row in both of the tables gives the number of rejections after a HolmBonferroni correction across the loci. Qualitatively, the results remain unchanged with this correction.
Visual comparison of the three distributions
In Figs. 5 and 6 we provide a visual comparison of the fit of the log-normal, the Gaussian, and the gamma distribution, where the parameters of the three distributions are obtained, as described in Section 3.4.1, from the data, by a maximum-likelihood estimation. We see the normalised histogram of the non-zero quantised noise measurement values together with the pseudo probability density functions (PDF) of the three distributions. By pseudo PDF we mean the function that is constant over the intervals (k À 1/2, k + 1/2], k 2 N, and has a value equal to the probability mass of the corresponding distribution in each interval. Out of the three distributions, the log-normal distributions (dashed line) visually give the best fit.
Influence of N À 2 stutter on the quality of fit
In this section we study the influence of N À 2 stutter on the outcome of the G-test. To this end, we remove all noise peaks in N À 2 stutter location and redo the analysis as described before. We do not report all results, but only those that are unexpected.
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It has to be noted that removing the noise peaks in N À 2 stutter location leads to a further reduction of the amount of data, as can be seen in Table 8 . In particular, for the PowerPlex 16 HS kit there are certain DNA input mass and locus combinations for which there is insufficient data to perform the G-test.
First, we observe a change in the DNA input mass dependence of the parameter estimatesn andt. Unlike the slight increase that is observed in Section 3.4.1, here the parameter estimates are virtually constant, as shown in Fig. 7 for the loci CSF1PO, D3S1358, D5S818, and TPOX. One potential explanation of this observation could be that the increase of the parameter estimates towards the higher DNA input masses is caused by N À 2 stutter products.
The normalised histogram of the non-zero noise measurement values with N À 2 stutter removed and the pseudo PDFs of the quantised log-normal, Gaussian, and gamma distributions with parameters determined by the maximum-likelihood estimators are visualised in Figs. 8 and 9 . Removing the N À 2 stutter peaks leads to a reduction in the number of large noise measurement values, as can be seen clearly at locus D3S1358 for both kits by comparing Fig. 5 with Fig. 8 and Fig. 6 with Fig. 9 .
However, the quality of the fits is in general not significantly improved, an observation confirmed by the results of the G-test, given in Tables 12 and 13. Comparing Table 10 with Table 12 and  Table 11 with Table 13 , we see a slight improvement for the high DNA input masses, but also a slight deterioration for the low DNA input masses. While for the PowerPlex 16 HS kit the number of rejections for the log-normal distribution class after HolmBonferroni correction is reduced for the high DNA input masses Table 9 Choice of the analytical threshold (AT) for a Gaussian noise model and for a lognormal noise model (AT ln ), second and third columns. Also shown is log base 10 of the resulting probability that a single noise measurement exceeds that threshold (log(p meas )), column four, and the log base 10 of the probability that at least one of 50 noise measurements, as seen, approximately, per profile in our data, exceeds the threshold (log(p profile )), column five. of 0.125 ng and 0.25 ng, the number of rejections for the DNA input mass 0.0156 ng is increased. For the Identifiler Plus kit, the number of rejections for the log-normal distribution class after HolmBonferroni correction stays zero for the high DNA input masses of 0.0625 ng, 0.125 ng, and 0.25 ng. However, for the DNA input mass of 0.0313 ng the number of rejections is increased from one to two and for the DNA input mass of 0.0078 ng from zero to two. Reclassifying peaks in the N À 2 position as stutter rather than noise eliminated to a high degree the increase of the parameter estimates for the log-normal distribution. Although this result Table 10 Identifiler Plus kit: p-values of the G-test in %. In the last row, the number of rejections after a Holm-Bonferroni correction across the loci with significance level 5% is given. The Gaussian distribution class exhibits the most rejections. We have the fewest rejections for the log-normal distribution class. Table 11 PowerPlex 16 HS kit: p-values of the G-test in %. Cells with ''-'' indicate an insufficient number of samples. In the last row, the number of rejections after a Holm-Bonferroni correction across the loci with significance level 5% is given. The Gaussian distribution class exhibits the most rejections. We have the fewest rejections for the log-normal distribution class.
Locus 0.0078 ng 0.0156 ng 0.0313 ng 0.0625 ng 0.125 ng 0.25 ng log-n. Gauss Gamma log-n. Gauss Gamma log-n. Gauss Gamma log-n. Gauss Gamma log-n. Gauss gamma log-n. Gauss Gamma would advocate the explicit treatment of N À 2 stutter in noise analysis, the results of the G-test suggest that this is only necessary for DNA input masses larger than 0.047 ng.
Discussion
Based on the data from 643 profiles for the Identifiler Plus kit and 303 profiles for the PowerPlex 16 kit, we perform statistical tests for the suitability of the log-normal, Gaussian, and gamma distribution classes to describe baseline noise. Overall, the lognormal distribution class provides good statistical consistency with the data and so can be employed to summarise succinctly peak-height distributions through a small number of parameters. The Gaussian distribution class, which is commonly used to describe noise, gives the worst fit. This suggests replacing Gaussian noise models, as employed, for example, in [17] , with those based on log-normal distributions in order to enhance the accuracy of deductions in the analysis of mixtures.
We further observe a dependence of the noise distribution on the locus, in particular if N À 2 stutter is not removed. Thus, a perdye colour description of noise seems to be inadequate and a perlocus description is needed.
Often negatives, that is samples with no DNA included, are used to study the properties of baseline noise. Our results indicate that noise obtained from negatives is not representative of the noise when the samples contain a significant amount of DNA. If N À 2 stutter is not removed, the DNA input mass has an influence on the noise distribution, especially for the PowerPlex 16 HS kit. Thus, it is advisable to study noise and, consequently, for laboratories that wish to employ an analytical threshold (AT) to ensure a reasonable level of protection against the false detection of noise, to infer the AT from data with a DNA input mass comparable to the DNA input mass of the samples to be analysed.
Prior to the present study, the AT would typically be determined by assuming the noise is generated from a Gaussian distribution. We describe that process alongside an equally simple, equivalent procedure based on modelling the noise as log-normally distributed. In advance, we note that for the same probabilistic level of protection against noise, the log-normal AT, AT ln , will typically be larger than that suggested by the Gaussian AT.
Determination of the AT via the following approach has been described in both the forensic and analytical chemistry literature [6, 18, [29] [30] [31] [32] based on a Gaussian noise assumption. One estimates the mean m and standard deviation s of the non-zero noise observations, circa 50 per profile in our data, picks a number of standard deviations k, and sets
Thus defined, the probability that a non-zero noise measurement exceeds AT, and thus the level of protection against noise, does not depend on m or s, but rather on k:
where erf is the error function, and Norm(m, s) denotes a Gaussian random variable with mean m and variance s 2 . This exceedance probability is tabulated in Table 9 for a range of values of k.
To identify an AT based on a log-normal noise model that gives an identical level of protection, one estimates the mean n and variance t of the natural-log (log base e) of the non-zero measurements either directly or, for example, by the methods described earlier in this paper that take the quantisation from the GeneMapper ID-X v1.1.1 software into account. The appropriate log-normal AT is then Thus defined, for any given k (integer or otherwise), the probability that a log-normal noise measurement exceeds AT ln is the same as in the Gaussian model as the following holds PðexpðNormðn; tÞÞ > AT ln Þ ¼ PðNormðn; tÞ > n þ ktÞ
the same value as in Eq. (6). Thus replacing AT by AT ln , one obtains the same level of protection as in the originally assumed Gaussian model, but with the log-normal nature of the noise taken into account. The primary quantitative difference between the two noise models is that large noise values are more likely with the lognormal model. Thus, while for a given k the resulting AT and AT ln Table 12 Identifiler Plus kit with N À 2 stutter removed: p-values of the G-test in %. In the last row, the number of rejections after a Holm-Bonferroni correction across the loci with significance level 5% is given. The Gaussian distribution class exhibits the most rejections. log-n. Gauss Gamma log-n. Gauss Gamma log-n. Gauss Gamma log-n. Gauss Gamma log-n. Gauss Gamma log-n. Gauss Gamma D3S1358 [ ( F i g . _ 1 1 ) T D $ F I G ] Fig. 11 . PowerPlex 16 HS kit: analytical threshold using the log-normal noise model (AT ln ) and the Gaussian noise model (AT) as a function of k and the corresponding level of protection, described by p meas . The left ordinate of each subplot is for AT ln and AT, whereas the right ordinate is for p meas .
provide the same level of probabilistic protection against noise, the thresholds themselves behave differently as a function of k. The AT based on the Gaussian noise model depends linearly on k, but the AT based on the log-normal noise model depends exponentially on k. As a result, in order to obtain a higher level of protection against noise, substantially larger ATs are truly required than one would deduce from the ill-fitting Gaussian noise model. That feature is illustrated in Figs. 10 and 11 , which show both the usual AT and AT ln for a range of values of k. As k increases, to provide protection against the log-normally distributed noise, which was found to be appropriate for this data, the AT ln grows substantially larger than the AT determined by the traditional procedure.
For CSF1PO, D5S818, and TPOX, moving to the more accurate log-normal noise model results in a modest increase in the AT. For D3S1358, however, it results in a significant increase. Furthermore, Figs. 10 and 11 also illustrate the impact of the N À 2 stutter position being classified as noise on AT and AT ln . This argues, perhaps, in favour of continuous interpretation methods that explicitly include noise and stutter artefacts over methods that attempt to filter it.
Regarding the choice of k, under either model, k = 3 leads to a probability of p meas = 0.0013 that a single non-zero noise measurement value is larger than the AT. This may be considered tolerable, but given that each profile contains circa 50 non-zero noise measurements, it would suggest that over 6% of profiles would be expected to exhibit at least one noise measurement value that is larger than the AT (see the final column in Table 9 ).
Alternatively, one may set a level of protection such that less than 1% (or another pre-defined percentage) of profiles contain at least one noise measurement value that exceeds the AT. In this instance, assuming each profile contains roughly 50 non-zero noise measurement values, the AT under either model would be determined by adding k = 4 standard deviations to the mean. In this case, circa 1 of 631 profiles (probability 10 À2.801 ) would exhibit noise that is larger than the AT.
In any case, it is to be noted that the relationship between the number of standard deviations from the mean at which the AT is set and the probability that a profile exhibits a noise measurement value that exceeds the AT is sensitive, as depicted in Table 9 . For this reason, utilising an arbitrarily chosen large k such as 10 is not recommended. Note that, even at k = 7, the probability of observing a profile with noise which is larger than AT is roughly 10 À10 (1 in 10 billion), which may be excessively conservative and result in high non-detection rates [5] . is in bin kgj is the observed frequency in row l and column k, i.e., the number of non-zero noise measurement values from locus l whose height falls in bin k, and
is, under the null hypothesis, the maximum-likelihood estimate of the expected number of observations in row l and column k.
The p-value is computed from a chi-squared distribution x For a given significance level a = 0.05, let k be the minimal index such that p k > a/(M + 1 À k). If k = 1 then we reject none of the hypotheses. If no such k exists, then we reject all of the hypotheses. Otherwise, we reject the hypotheses H 1 , . . ., H kÀ1 and do not reject H k , . . ., H M .
Appendix D. Goodness of fit G-test
In order to apply the G-test, we bin the positive real numbers so that the observed frequency in each bin is larger than or equal to 5. We use the same binning procedure that was used in Section 3.2, and which is described in Appendix A, with the difference that here, we only have one empirical distribution. Let ðx 1 ,x 1 ; ðx 2 , x 2 ; . . . ; ðx K ; 1Þ be the bins that are produced by this procedure, where K denotes the number of bins. For notational convenience, we setx K ¼ 1.
Let Fn ;t be the distribution of a log-normal distributed random variable as given in (2) and F
