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Kurzfassung
Auf der Phasenfeldmethode basierende numerische Verfahren zur Modellierung der mikrostruk-
turellen Evolution haben sich zu einem unentbehrlichen Werkzeug in der Materialwissenscha 
und Physik entwickelt. Die Modelle arbeiten in der Regel auf der mesoskopischen Längenskala
und liefern durch Abbildung der Grenzächenbewegung wichtige Informationen zu strukturellen
Veränderungen in Materialien. Die spezielle Gebietsparametrisierung der Methode erschwert je-
doch das Erfüllen von Sprungbedingungen und die Formulierung der treibenden Krä e an den
Grenzächen, da sich die scharfe Grenzäche über einen volumetrischen Bereich erstreckt. In
der vorliegenden Arbeit werden lokale Homogenisierungsmethoden für mechanische Material-
parameter untersucht und Verfahren vorgestellt, die die Erfüllung der Sprungbedingungen an
den dius parametrisierten Grenzächen garantieren und die mechanischen Kongurationskrä e
abbilden. Es werden Methoden für innitesimale sowie für nite Deformationen vorgestellt und
am Beispiel des martensitischen Phasenumwandlungsprozesses angewendet. Zu den mechanisch
getriebenen Grenzächenbewegungen zählt auch die Ausbreitung und Entstehung von Rissen. Zur
Untersuchung dieser Prozesse wird ein Multiphasenfeldmodell vorgestellt, dass die Modellierung
der Rissausbreitung in polykristallinen Materialien gekoppelt mit einem Phasenumwandlungspro-
zess ermöglicht. Dieses Modell wird auf ein polykristallines Material angewendet und dabei der
Einuss des heterogenen Risswiderstands sowie der Grenzächenenergie zwischen den Festphasen
auf den resultierenden Risspfad demonstriert.
Abstract
Computational models based on the phase-eld method have become an indispensable tool for
modeling the microstructural evolution in material science and physics. ¿e models typically
operate on a mesoscopic length scale and provide through describing the interface motion valuable
information about structural changes in materials. ¿e specic parametrization method of the
model complicates to satisfy the jump conditions and the formulation of the driving forces at the
interfaces, since the sharp interface is stretched over a volumetric region. In the present work
local homogenization methods of mechanical material parameters are analyzed and a method
is presented that guarantee the fulllment of the mechanical jump conditions and reects the
mechanical conguration forces at diuse parameterized interfaces. Methods for innitesimal and
for nite deformations are presented and applied to the martensitic phase transformation process.
¿e mechanically driven interface motion also include the propagation and development of cracks.
For the study of these processes a multiphase eld model is presented to study the crack propagation
in polycrystalline materials coupled with a phase transformation process. ¿e model is applied to a
polycrystalline material and the inuence of a heterogeneous crack resistance and the interfacial
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Die Mikrostruktur der meisten Materialien besteht aus Körnern oder Domänen, die sich in ihrer
Struktur, in ihrer Orientierung und in ihrer chemischen Zusammensetzung unterscheiden. Sowohl
die Evolution dieser Körner oderDomänen als auch die daraus resultierende heterogeneMikrostruk-
tur, inklusive möglicher Defekte, haben einen entscheidenden Einuss auf die physikalischen und
mechanischen Eigenscha en von Materialien [1–3]. Daher ist das Verständnis der Mechanismen,
die für die Bildung und Evolution der Mikrostruktur und der Defekte in Materialien verantwortlich
sind, in der Materialwissenscha von großerWichtigkeit. Allerdings ist die Bewegung von Grenzä-
chen ein komplizierter Prozess, bei dem unterschiedliche physikalische Krä e einen Einuss haben.
Die Phasenfeldmethode bietet hervorragende Eigenscha en, nicht nur zur akkuraten Abbildung
der Grenzächenbewegung, sondern auch zur Kopplung unterschiedlichster treibender Krä e, die
für die Bewegung verantwortlich sind. Daher hat sich diese Methode bei der Modellierung von
mikrostrukturellen Evolutionsprozessen, wie Erstarrung, fest-fest Phasenumwandlung, Wachstum
und Vergröberung von Ausscheidungen, Kornwachstum, aber auch von Rissausbreitung etabliert [2,
4]. Typisch für die Phasenfeldmethode ist ein diuser Übergangsbereich zwischen den physikalisch
abgetrennten Regionen. Dies ersetzt die explizite Grenzächenverfolgung [1, 5], verhindert die
Bildung von großen Gradienten in den physikalischen Feldern, die zu Instabilitäten führen können,
und macht großskalige mikrostrukturelle Simulationen unter Berücksichtigung der Evolution von
Grenzächen rechnerisch handhabbar [5].
Im Phasenfeldkontext werden die physikalisch abgetrennten Regionen Phasen genannt. Da es
sich bei den Phasen sowohl um Fest-, Flüssig- oder Gasregionen handeln kann, werden Gebiete
mit mehreren physikalisch abgetrennten Regionen in der vorliegenden Arbeit als mehrphasige
Systeme bezeichnet. An den Grenzächen zwischen den Phasen gelten Sprungbedingungen, welche
zur Berechnung von Gleichgewichtszuständen physikalischer Felder erfüllt werden müssen. Des
Weiteren wirken an den Grenzächen Kongurationskrä e, die gegebenenfalls zur Grenzächen-
bewegung führen können [6–8]. Die spezielle Gebietsparametrisierung bei der Phasenfeldmethode
mit diusem Übergang zwischen den Phasen erschwert das Erfüllen von Sprungbedingungen und
die Formulierung der treibenden Krä e an den Grenzächen, da sich die scharfe Grenzäche über
einen volumetrischen Bereich erstreckt [9–11]. Dies sind die ersten beiden Kernpunkte der vorliegen-
den Arbeit, wobei der Fokus auf denmechanischen Sprungbedingungen und Kongurationskrä en
1
Kapitel 1 Einleitung
liegt. Es werden lokale Homogenisierungsmethoden für Materialparameter entwickelt, die garan-
tieren, dass die mechanischen Sprungbedingungen an den dius parametrisierten Grenzächen
erfüllt werden. Dabei werden Homogenisierungsmethoden für Festphasenübergänge sowohl für
innitesimale als auch für nite Deformationen vorgestellt und die entwickelten Homogenisie-
rungsmethode für Übergänge zwischen Festphasen zu Lu untersucht. Darüber hinaus werden
Formulierungen der treibenden Krä e entwickelt, die die mechanischen Kongurationskrä e an
den Grenzächen reektieren. Zur mechanisch getriebenen Grenzächenbewegungen zählt auch
die Ausbreitung und Entstehung von Rissen in Materialien. Die Modellierung der Rissausbreitung
in mehrphasigen Systemen mithilfe der Phasenfeldmethode ist ein weiterer Kernpunkt der vor-
liegenden Arbeit. Daher wurde der Titel dieser Arbeit als ”Phasenfeldmodellierung mechanisch
getriebener Grenzächenbewegungen in mehrphasigen Systemen” gewählt.
Gliederung der Arbeit
Die vorliegende Arbeit gliedert sich in acht Kapitel. Das Einleitungskapitel deniert die Kernpunkte
der Arbeit. In Kapitel 2 werden die notwendigen Grundlagen der Kontinuumsmechanik sowie
die verwendeten Methoden der numerischen Mathematik eingeführt. Des Weiteren werden in
diesem Kapitel mechanische treibende Krä e auf Grenzächen gemäß der Vorarbeiten von Eshelby
[12], Johnson [7] und Gurtin [8] hergeleitet. Kapitel 3 befasst sich mit der Phasenfeldmethode.
Hier wird das verwendete Multikomponenten- und Multiphasenfeldmodell von Nestler et al. [13]
vorgestellt, die notwendigen Eigenscha en dieses Modells für die weiteren Kapitel abgeleitet und
die Verbindung zu scharfen Grenzächenmodellen hergestellt. In Kapitel 4 wird nach einer Un-
tersuchung der bekannten Techniken zur Berechnung eektiver Materialparameter eine lokale
Homogenisierungsmethode vorgestellt, welche die mechanischen Sprungbedingungen im schar-
fen Grenzächenkontext erfüllt. Darüber hinaus werden in diesem Kapitel die mechanischen
treibenden Krä e im Phasenfeldkontext abgleitet und es wird gezeigt, dass diese im scharfen Grenz-
ächenkontext den mechanischen Kongurationskrä en entsprechen. Diese Methoden werden
sowohl für Zweiphasen- als auch für Mehrphasensysteme hergeleitet, validiert und auf den marten-
sitischen Phasenumwandlungsprozess angewendet. Ein notwendiger Bestandteil des mechanischen
Materialverhaltens sind Plastizierungseekte. Für die Untersuchung dieser Eekte werden in
Kapitel 5 Techniken zur Berechnung der plastischen Dehnungen im Phasenfeldkontext vorgestellt.
Kapitel 6 befasst sich mit der Modellierung der Grenzächenbewegung bei niten Deformationen.
Hier wird eine implizite Methode zur Erfüllung der mechanischen Sprungbedingungen an den
Grenzächen vorgestellt, validiert und ebenfalls auf den martensitischen Phasenumwandlungs-
prozess angewendet. Die Modellierung der Rissausbreitung wird in Kapitel 7 beschrieben. Nach
einer Untersuchung der bekannten Modelle zur Modellierung der Rissausbreitung unter Verwen-
dung der Phasenfeldmethode wird eine neue Methode zur Modellierung der Rissausbreitung in
mehrphasigen Systemen vorgestellt, validiert und auf die Modellierung der Rissausbreitung in






Ziele dieses Kapitels sind es, die notwendigen Grundlagen der Kontinuumsmechanik sowie die
verwendeten Methoden der numerischen Mathematik für die nachfolgenden Kapitel einzuführen
und die mechanischen treibenden Krä e auf Inhomogenitäten, die für die Bewegung der Grenz-
ächen verantwortlich sind, abzuleiten. Versetzungen, Leerstellen, Hohlräume, Risse aber auch
Einschlüsse in einemMedium sind Beispiele für solche Inhomogenitäten. J. D. Eshelby studierte
die Evolution der Inhomogenitäten in elastischen Medien und führte 1975 einen Tensor ein, der
die wirkenden Krä e auf Inhomogenitäten abbildet [12]. Dieser Tensor ist in der Literatur als
Energie-Impuls-Tensor der Elastostatik bekannt.
Zunächst werden in diesem Kapitel die Terminologie und Notation notiert. Anschließend werden
die nötigen kinematischen Größen in Abschnitt 2.2 deniert und in Abschnitt 2.3 die kinematischen
Bilanzgleichungen in regulären Punkten und auf singulären Flächen abgeleitet. In Abschnitt 2.4
wird der Energie-Impuls-Tensor der Elastostatik eingeführt. Danach wird die Bilanz der Kongura-
tionskrä e abgeleitet und anschließend der Zusammenhang zwischen dem Energie-Impuls-Tensor
und den treibenden Krä en auf Singularitäten herausgearbeitet. In Abschnitt 2.5 wird die Lineari-
sierung der gewonnenen Zusammenhänge für die Anwendung bei innitesimalen Deformationen
durchgeführt und die verwendeten Ansätze der Plastizitätstheorie vorgestellt. Im letzten Abschnitt
dieses Kapitels wird die Finite-Dierenzen-Methode zum Lösen partieller Dierentialgleichungen
eingeführt.
2.1. Terminologie und Notation
Die vorliegende Arbeit hält sich an die Terminologie und Notation von Truesdell und Noll [14].
Außerdem wird die Einsteinsche Summenkonvention verwendet, d. h. es wird über doppelt vor-
kommenden Indizes summiert.
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Skalare werden nicht hervorgehoben, dagegen werden Vektoren und Punkte fett geschrieben
(a, b, p, P sind Beispiele für Vektoren und Punkte). Das innere Produkt (engl. inner product),
auch skalares Produkt genannt, wird durch einen (⋅), wie bei a ⋅ b, gekennzeichnet. Damit lässt sich
der Betrag eines Vektors folgendermaßen angeben ⋃︀a⋃︀ =
⌋︂
a ⋅ a. Mittels des Levi-Civita-Symbols
εi jk =
)︀⌉︀⌉︀⌉︀⌋︀⌉︀⌉︀⌉︀]︀
1, bei zyklischen Permutationen der Indizes,
−1, bei antizyklischen Permutationen der Indizes,
0, sonst
wird das Kreuzprodukt zweier Vektoren mit kartesischen Komponenten deniert durch (a × b)i =
εi jkaibk . Tensoren sind lineare Abbildungen von Vektoren auf Vektoren und werden groß und fett
geschrieben. Außerdem können griechische fettgedruckte Buchstaben ebenfalls Tensoren darstellen
(A, B, σ , ε sind Beispiele für Tensoren). Das dyadische Produkt a ⊗ b (engl. outer product) zweier
Vektoren ist ein Tensor deniert durch
(a ⊗ b)u = (b ⋅ u)a,
für beliebige Vektoren u. Bildet eine lineare Abbildung einen Vektor auf sich selbst ab, so wird diese
als Einheitstensor I bezeichnet. AT, sp(A), A−1 und det(A) sind die Transponierte, Spur, Inverse
und Determinante von A. Das skalare Produkt zweier Tensoren ist deniert durch A ⋅ B = sp(ATB).
Damit lässt sich die Norm eines Tensors durch ⋃︀A⋃︀ =
⌋︂
A ⋅ A angeben. Außerdem werden folgende
Identitäten notiert:
u ⋅ (Av) = (ATu) ⋅ v
für beliebige Vektoren u und v sowie
U ⋅ (AV) = (ATU) ⋅ V (2.1)
für beliebige Tensoren U und V . Tensoren vierter Stufe werden groß, fett und in kalligraphischer
Schri geschrieben (𝒞 oder 𝒮 sind Beispiele für Tensoren vierter Stufe). Die Multiplikation eines
Tensors vierter Stufe mit einem Tensor zweiter Stufe wird durch (𝒞(︀E⌋︀)i j = 𝒞 i jklEkl angegeben.
2.2. Kinematik
Betrachtet wird die Bewegung einer dreidimensionalenMannigfaltigkeit, eineMenge anmateriellen
Punkten, die auch als Körper bezeichnet wird, im euklidischen Raum. Zum Zeitpunkt t = 0 bendet
sich der Körper in der Anfangsplatzierung oder Bezugsplatzierung. Verschiebt sich der Körper
zum Zeitpunkt t > 0 aus der Ruhelage, so bendet er sich in der Momentanplatzierung. Die
zugehörigen Ortsvektoren der materiellen Punkte werden in der Anfangsplatzierung als X und in
der Momentanplatzierung als x bezeichnet. Die Funktion χ(X , t) beschreibt die Bewegung der
Punkte von der Bezugsplatzierung zu der Momentanplatzierung, folglich ist
x = χ(X , t). (2.2)
Die Umkehrfunktion χ−1(x , t) = ξ(x , t) der stetigen Funktion χ beschreibt die inverse Bewegung
von der Momentanplatzierung zur Anfangsplatzierung, daher gilt



















Bezugsplatzierung: t = 0
Momentanplatzierung: t > 0
Abbildung 2.1.: Bewegung der materiellen Punkte im euklidischen Raum.
In der Anfangsplatzierungwird dasVolumen eines Körpers alsVr und in denMomentanplatzierung
als V gekennzeichnet. Die Dierenz der zugehörigen Vektoren eines materiellen Punktes zum
Anfangszeitpunkt t = 0 und zum momentanen Zeitpunkt t > 0 wird als Verschiebung
u = χ(X , t) − X = x − ξ(x , t)
bezeichnet. Dieser Zusammenhang wird in Abbildung 2.1 verdeutlicht.
Wird eine Feldgröße ψL(X , t) bezüglich der Anfangsplatzierung ausgedrückt, so bezeichnet man
dies als die Lagrangesche Darstellung. Dagegen ist ψE(x , t) die Beschreibung der Feldgröße ψ in
der Eulerschen Darstellung. Unter Anwendung der stetigen Funktionen (2.2) und (2.3) folgt für die
Umrechnung der Feldgrößen
ψL(X , t) = ψL(ξ(x , t), t), ψE(x , t) = ψE(χ(X , t), t).
Auch diematerielle Zeitableitung der Feldgröße ψ lässt sich in der Lagrangeschen oder Eulerschen
Darstellung ausdrücken
ψ̇L(X , t) =
∂ψL(X , t)
∂t
= ∂ψL(ξ(x , t), t)
∂t





ψ̇E(x , t) =
∂ψE(x , t)
∂t




= ∂ψE(χ(X , t), t)
∂t
.
Der erste Termder Zeitableitung in der EulerschenDarstellung ∂ψE(x , t)⇑∂t ist die lokaleÄnderung
und der zweite Term ∂ψE(x , t)⇑∂x ⋅ ∂x⇑∂t die konvektive Änderung von ψE. Damit lassen sich die
Geschwindigkeit v = ẋ und die Beschleunigung
a(x , t) = v̇(x , t) = ∂v(x , t)
∂t
+ ∂v(x , t)
∂x
v(x , t)
eines materiellen Punktes einführen.
Der Gradient der Bewegungsfunktion χ(X , t) in der Momentanplatzierung ist ein Tensor zweiter
Stufe und wird als Deformationsgradient bezeichnet
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In der Eulerschen Darstellung wird der Deformationsgradient entsprechend mit dem Gradienten
der inversen Bewegung ξ(x , t) berechnet. Allerdings ist ∂ξ(x , t)⇑∂x die inverse Abbildung von
der Momentanplatzierung zur Anfangsplatzierung. Daher gilt für den Deformationsgradienten in
der Eulerschen Darstellung





In der vorliegenden Arbeit werden die rechtsseitigen Ableitungen angewendet, daher ergibt sich
mit kartesischen Komponenten für den Deformationsgradienten Fi j = ∂χi⇑∂X j und dessen Inverse
F−1i j = ∂ξi⇑∂x j. Für den Gradienten kann auch die Kurzschreibweise ∂⇑∂X = ∇X oder entsprechend
in der Eulerschen Dastellung ∂⇑∂x = ∇x verwendet werden. Ist die benutzte Darstellung klar
ersichtlich, so wird nur ∇ für die örtliche Ableitung verwendet.
Die Einführung des Deformationsgradienten über eine stetige Bewegungsfunktion impliziert,
dass auch eine Inverse dieser Abbildung existieren muss [15]. Dies bedeutet, dass F eine reguläre
Abbildung ist. Daher existiert eine polare Zerlegung des Deformationsgradienten
F = RU = VR. (2.6)
Dabei beschreiben U =
⌋︂
FTF und V =
⌋︂
FFT die Streckung eines Volumenelementes und
werden als der rechte und der linke Strecktensor bezeichnet. R = FU−1 = V−1F ist der orthogonale
Anteil von F und beschreibt die mittlere Rotation eines Volumenelementes [15]. Des Weiteren lässt
sich der Deformationsgradient in einen Gestaltänderungsanteil F = J−13F und in einen Volumenän-
derungsanteil J 13 I zerlegen
F = det(F)13det(F)−13F = J 13F .















wird der Geschwindigkeitsgradient L eingeführt
L = ḞF−1 = ∂v
∂x
= ∇xv . (2.7)
2.3. Bilanzgleichung auf regulären Punkten und singulären Flächen
Für die Herleitung der Bilanzgleichungen wird zunächst das Reynoldsche Transporttheorem in der
Eulerschen Darstellung gemäß [16] notiert
∂
∂t ∫V(t) ψE(x , t)dV = ∫V(t)
∂ψE(x , t)
∂t
dV + ∫∂V(t) ψE(x , t)v ⋅ ndA. (2.8)
Es erlaubt, die Zeitableitung eines Volumenintegrals mit einem zeitabhängigen Volumen V(t) über
ein Volumenintegral der lokalen Änderung von ψ(x , t) und dessen Fluss über den Rand ∂V(t)mit
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Abbildung 2.2.: Aufteilung des Volumens V(t) in die Teilvolumina V+ und V− durch die singuläre Fläche
S(t) und Visualisierung des Pillendosenargumentes.
derNormalen n zu spezizieren.DesWeiterenwird der Satz vonGauß, dass einVolumenintegral der
Divergenz eines Vektorfeldes ∇x ⋅ q(x , t)mit dessen Fluss über den Rand verknüp [16], notiert
∫V(t)∇x ⋅ q(x , t)dV = ∫∂V(t) q(x , t) ⋅ ndA. (2.9)
Bendet sich in dem Volumen V(t) eine singuläre Fläche S(t), siehe Abbildung 2.2, wird sowohl
das Transporttheorem (2.8) als auch der Gaußsche Satz (2.9) um entsprechende Flussterme durch
die Fläche S(t) ergänzt. Mit ⎜ψE(x , t)⨆︁ = ψ+E(x , t) − ψ−E(x , t) als dem Sprung von ψE(x , t) gemäß
der Abbildung 2.2 folgt für das verallgemeinerte Transporttheorem
∂
∂t ∫V(t) ψE(x , t)dV = ∫V(t)
∂ψE(x , t)
∂t
dV + ∫∂V(t) ψE(x , t)v ⋅ ndA
− ∫S(t)⎜ψE(x , t)⨆︁vs ⋅ nsdA,
(2.10)
mit ns als der Normalen auf der singulären Fläche S(t) und vs als deren Geschwindigkeit. Entspre-
chend wird der Satz von Gauß erweitert
∫V(t)∇x ⋅ q(x , t)dV = ∫∂V(t) q(x , t) ⋅ ndA− ∫S(t)⎜q(x , t)⨆︁ ⋅ nsdA. (2.11)
Wird das Transporttheorem (2.10) oder der Gaußsche Satz (2.11) in der Bezugsplatzierung benötigt,
so lassen sich das Volumenelement mittels dV = J−1dVr und das Flächenelement mittels der
Piola-Transformation
ndA = JF−TnrdAr (2.12)
in die Referenzplatzierung überführen (siehe z. B. [15]).
2.3.1. Bilanz der Massen
Die Masse eines Körpers ändert sich nicht in der Zeit. Daher folgt unter Anwendung des verallge-
meinerten Transporttheorems (2.10)
0 = ∂




dV + ∫∂V(t) ρ(x , t)v ⋅ ndA− ∫S(t)⎜ρ(x , t)⨆︁vs ⋅ nsdA, (2.13)
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mit ρ(x , t) als Massendichte. Für reguläre Körper verschwindet der Sprung ⎜ρ(x , t)⨆︁. Unter
der Forderung, dass die Gleichung (2.13) für beliebige Volumina V(t) gelten muss, und unter
Anwendung des Gaußschen Satzes (2.9) folgt die Bilanz der Masse in regulären Punkten
∂ρ(x , t)
∂t
+∇x ⋅ (ρ(x , t)v) = 0. (2.14)
Für die Ableitung der Massenbilanz auf singulären Flächen S(t) wird das Pillendosenargument
verwendet. Es wird ein pillendosenähnlichen Körper, siehe Abb. 2.2, mit der Höhe h auf der singu-
lären Fläche S(t) betrachtet und wendet die Bilanzgleichung (2.13) darauf an. Für den Grenzfall
h → 0 verschwindet der erste Term in Gleichung (2.13) und die beiden Normalen n und ns fallen
zusammen. Der Fluss durch den Randbereich wird zum Sprung des Flusses auf der singulären
Fläche und es folgt
0 = ∫S(t)⎜ρ(x , t)v⨆︁ ⋅ ndA− ∫S(t)⎜ρ(x , t)⨆︁vs ⋅ nsdA
= ∫S(t)⎜ρ(x , t)(v − vs)⨆︁ ⋅ ndA.
Damit ergibt sich für die Bilanz der Masse auf singulären Flächen
⎜ρ(x , t)(v − vs)⨆︁ = 0. (2.15)
Für den Sonderfall materieller singulärer Flächen sind die Geschwindigkeiten v und vs gleich. Dies
bedeutet, dass es keine Restriktion für den Sprung der Masse auf materiellen singulären Flächen
gibt.
Eine alternative Vorgehensweise für die Herleitung der Massenbilanz auf singulären Flächen ist das
Ersetzen des Flussterms über den Gebietsrand ∂V(t) in Gleichung (2.13), unter Anwendung des




+∇x ⋅ (ρ(x , t)v))dV + ∫S(t)⎜ρ(x , t)(v − vs)⨆︁ ⋅ nsdA.
Damit ergeben sich die lokalen Bilanzen der Masse sowohl für die regulären Punkte (2.14) als auch
auf singulären Flächen (2.15).
2.3.2. Impuls- und Drehimpulsbilanz
Die Impulsbilanz folgt aus einem der wichtigsten Sätze in der Physik, dem Impulserhaltungssatz.
Dieser wiederum ist eine Folge des dritten Newtonschen Axioms ”actio=reactio” das besagt, dass
der Gesamtimpuls eines Systems erhalten bleibt. Gemäß des zweiten Newtonschen Axioms ist die
zeitliche Änderung des Gesamtimpulses eines Körpers gleich der auf dem Körper wirkenden
äußeren Krä e. In der Kontinuumsmechanik wird postuliert, dass dabei zwei Arten von Krä en,
Volumenkrä e und Oberächenkrä e, zu berücksichtigen sind.
Die Volumenkrä e werden durch die Kra dichte ρb, die proportional zur Massendichte ρ und
der Kra pro Masseneinheit b ist, beschrieben. Die Flächenkra lässt sich über den Cauchyschen
Spannungstensor σ in der Eulerschen Darstellung berechnen
f = ∫∂V σndA = ∫∂V tdA.
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Dabei grei der Spannungsvektor t auf eine Schnittebene mit der Normalen n an. Wird das Flä-
chenelement mithilfe der Piola-Transformation (2.12) in die Bezugsplatzierung transformiert, so
folgt für die Flächenkra 
f = ∫∂Vr σ JF−TnrdAr = ∫∂Vr PnrdAr . (2.16)
P ist der erste Piola-Kirchhosche Spannungstensor. Wird zusätzlich der Kra vektor d f = tdA
mittels F−1 in die Referenzplatzierung transformiert, so folgt der zweite Piola-Kirchhoscher Span-
nungstensor
S = F−1P = F−1σ JF−T. (2.17)
Dieser gibt den Spannungszustand in der Bezugsplatzierung an.
Unter Berücksichtigung der Volumenkra dichte ρb und der Flächenkrä e f ist die zeitliche Ände-
rung des Gesamtimpulses gegeben durch
∂
∂t ∫V(t) ρvdV = ∫V(t) ρbdV + ∫∂V(t) σndA. (2.18)
Mit dem Transporttheorem (2.10) und dem Satz von Gauß (2.11) folgt für die linke Seite der
Gleichung (2.18)
∂
∂t ∫V(t) ρvdV = ∫V(t)
∂ρv
∂t




+∇x ⋅ ((ρv)⊗ v))dV + ∫S(t)⎜ρv ⊗ (v − vs)⨆︁ ⋅ nsdA.
Entsprechend ergibt sich für die rechte Seite von Gleichung (2.18)
∫V(t) ρbdV + ∫∂V(t) σndA = ∫V(t)(ρb +∇x ⋅ σ)dV + ∫S(t)⎜σ⨆︁nsdA. (2.20)
Unter der Voraussetzung, dass die Impulsbilanz für beliebige Volumina gelten soll, sowie unter der
Verwendung der Massenbilanz (2.14), ergibt sich die Impulsbilanz für reguläre Punkte
∂ρv
∂t
+∇x ⋅ ((ρv)⊗ v) = ρ(
∂v
∂t
+ Lv) = ρb +∇x ⋅ σ . (2.21)
L ist dabei der Geschwindigkeitsgradient (2.7). Im Sonderfall der Statik ergibt sich die Gleichge-
wichtsbedingung
0 = ρb +∇x ⋅ σ . (2.22)
Wendet man die Gleichungen (2.19) und (2.20) auf singuläre Flächen S(t)mit der Normalen n an,
so folgt die Sprungbedingung für den Spannungsvektor t
⎜ρv ⊗ (v − vs)⨆︁ ⋅ n = ⎜σ⨆︁n = ⎜t⨆︁. (2.23)
Und im Falle materieller singulärer Flächen (v = vs) folgt
0 = ⎜t⨆︁. (2.24)
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Die Drehimpulsbilanz besagt, dass die zeitliche Änderung des Drehimpulses, bezogen auf einen
festen Punkt, gleich der Summe aller von außen auf den Körper angreifenden Momente ist. Damit
ergibt sich für die globale Drehimpulsbilanz in regulären Punkten bezüglich eines Punktes pmit
dem Ortsvektor xp
∂
∂t ∫V(t)(x − xp) × (ρv)dV = ∫V(t)(x − xp) × (ρb)dV + ∫∂V(t)(x − xp) × σndA. (2.25)
Für dieweiteren Schritte wird einVektor y = x−xp deniert und die Identität∇x ⋅((y × (ρv))⊗ v) =
(y × v)(∇x ⋅ (ρv)) + y × (ρLv) notiert. Damit folgt unter der Berücksichtigung des Transporttheo-
rems (2.10), des Satzes von Gauß (2.11) und der Massenbilanz (2.14), für die linke Seite der globalen
Drehimpulsbilanz (2.25)
∂
∂t ∫V(t) y × (ρv)dV = ∫V(t)(
∂
∂t
(y × (ρv)) +∇x ⋅ ((y × (ρv))⊗ v))dV
= ∫V(t)(y × (
∂(ρv)
∂t
+ ρLv) + (y × v)(∇x ⋅ (ρv)))dV
= ∫V(t)(ρy × (
∂v
∂t
+ Lv) + (y × v)(∂ρ
∂t
+∇x ⋅ (ρv)))dV
= ∫V(t) ρy × adV .
Entsprechend ergibt sich für die rechte Seite der Gleichung (2.25)
∫V(t) y × (ρb)dV + ∫∂V(t) y × σndA = ∫V(t) y × (ρb +∇x ⋅ σ) + I × σdV ,
wobei (I × σ)k = єi jkδi lσ jl ein Kreuzprodukt zwischen zwei Tensoren darstellt. Damit folgt für die
globale Drehimpulsbilanz (2.25) in regulären Punkten
∫V(t)(y × (ρa − ρb −∇x ⋅ σ) − I × σ)dV = 0.
Mit der Impulsbilanz (2.21) verschwindet der erste Term dieser Gleichung und es folgt die lokale
Konsequenz für den Spannungstensor in regulären Punkten
I × σ = 0⇒ σ = σT. (2.26)
Demnach ist der Cauchysche Spannungstensor symmetrisch. Ausgehend von der Denition des
zweiten Piola-Kirchhoschen Spannungstensors (2.17) folgt, dass auch dieser symmetrisch ist.
Betrachtet man allerdings den ersten Piola-Kirchhoschen Spannungstensor (2.17), so ergibt sich
PFT = FPT.
2.3.3. Energiebilanz
Wärme und Arbeit, die einem geschlossenen System zugeführt werden, bewirken eine Erhöhung
der kinetischen und inneren Energie des Systems. Mit e als der inneren Energiedichte, w als der
10
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massenspezischenWärmequelldichte, q als demWärmestrom sowie der Anwendung des Gaußschen





ρv ⋅ v + ρe) = ρw −∇x ⋅ q + ρb ⋅ v +∇x ⋅ (σTv) .
Abzüglich der kinetischen Energiebilanz, die sich aus einer Multiplikation der Impulsbilanz in
regulären Punkten (2.21) mit der Geschwindigkeit v ergibt, folgt die Bilanz der inneren Energie
ρė = ρw + σ ⋅ L −∇x ⋅ q. (2.27)
Diese Gleichung repräsentiert den ersten Hauptsatz der ¿ermodynamik (siehe z. B. [17]).
2.3.4. Entropiebilanz und die Clausius-Duhem Ungleichung
Einige thermodynamische Prozesse sind nicht umkehrbar und werden daher als irreversibel be-
zeichnet. Für die Charakterisierung der Irreversibilität dieser Prozesse wird die Entropie
Hη = ∫V ρηdV
als eine physikalische Zustandsgröße über einen Volumenintegral dermassenspezischen Entropie
η eingeführt. Die zeitliche Änderung der Entropie Hη setzt sich aus einer Entropiezufuhr Zη
und der Entropieproduktion Pη infolge irrevesibler Prozesse zusammen. Damit ist die globale
Entropiebilanz gegeben durch
Ḣη = Zη + Pη .
Die Entropieproduktion Pη ist ein Maß für die Irreversibilität eines Prozesses und darf nach dem
zweiten Hauptsatz der ¿ermodynamik nicht negativ sein (siehe z. B.[17]). Damit folgt für die
Entropieproduktion
Pη = Ḣη − Zη ≥ 0.
In Anlehnung an die Gleichgewichtsthermodynamik wird in der rationalen ¿ermodynamik die














mit T als der absoluten Temperatur (siehe z. B. [18]). Damit impliziert der zweite Hauptsatz der
¿ermodynamik folgende Ungleichung






Durch die Berücksichtigung der Energiebilanz (2.27) wird die Elimination der lokalen Wärmezu-
fuhr ermöglicht und es ergibt sich
Tη̇ − ė − ∇xT ⋅ q
ρT
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Diese Ungleichung wird als die Clausius-Duhem Ungleichung bezeichnet. In Hinblick auf die
Formulierung eines thermodynamisch konsistenten Materialmodells, stellt die Clausius-Duhem
Ungleichung (2.28) eine Restriktion für die verwendeten Feldgleichungen dar. Dabei wird bei der
Modellierung häug die freie Helmholtzsche Energiedichte
f = e − Tη (2.29)
verwendet, mit der die Clausius-Duhem Ungleichung (2.28) folgende Gestalt annimmt
− ḟ − Ṫη − ∇xT ⋅ q
ρT
+ σ ⋅ L
ρ
≥ 0. (2.30)
Für isotherme Prozesse, auf welche sich die vorliegende Arbeit beschränkt, reduziert sich die
Clausius-Duhem Ungleichung (2.30) auf die Form
ρ ḟ − σ ⋅ L ≤ 0. (2.31)
Das Gleichheitszeichen in der Gleichung (2.31) repräsentiert den Gleichgewichtszustand eines
Systems. Nach Gleichung (2.22) verschwindet in diesem Fall auch die Spannungsleistung σ ⋅ L. Um
thermodynamische Konsistenz isothermer Prozesse zu gewährleisten, muss damit die freie Energie
im Gleichgewicht ein Minimum erreichen.
2.3.5. Kinematische Kompatibilitätsbedingung
Die Bewegung eines materiellen Punktes wird durch die Bewegungsfunktion χ(X , t) beschrie-











Ḟ(X , t) = ∂v(X , t)
∂X
.
Dies ist die kinematische Kompatibilitätsbedingung in regulären Punkten.
Wird der Deformationsgradient über einen materiellen Bereich eines Körpers mit einer singulären
Fläche in der Bezugsplatzierung integriert, so folgt unter Verwendung desGaußschen Satzes (2.11)
∫Vr F(X , t)dVr = ∫Vr
∂χ(X , t)
∂X
dVr = ∫∂Vr χ(X , t)⊗ nsrdAr .
Leitet man nun beide Seiten nach der Zeit ab, so ergibt sich
∂
∂t ∫Vr F(X , t)dVr =
∂
∂t ∫∂Vr χ(X , t)⊗ nsrdAr = ∫∂Vr v ⊗ nsrdAr . (2.32)
Für dasweitereVorgehenwird die Formulierung des Transporttheorems (2.10) in der Lagrangeschen
Darstellung benötigt. Da sich das Referenzvolumen Vr in der Zeit nicht ändert, muss lediglich
12
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dVr − ∫S(t)⎜F(X , t)⨆︁vs ⋅ nsrdAr = ∫∂Vr v ⊗ nsrdAr .
Angewendet auf die singuläre Fläche folgt nach [20] für die kinematische Kompatibilitätsbedin-
gung
−⎜F(X , t)⨆︁vs ⋅ nsr = ⎜v⨆︁⊗ nsr . (2.33)
Diese Bedingung wird auch als Hadamardsche Sprungbedingung bezeichnet [15]. Wird die Ge-
schwindigkeit in Normalenrichtung vn = vs ⋅ nsr und der Sprung des Deformationsgradienten in
Normalenrichtung a = ⎜Fnsr⨆︁ eingeführt, dann wird die Hadamardsche Bedingung zu
⎜v⨆︁ = −vna, ⎜F⨆︁ = a ⊗ nsr . (2.34)
2.4. Hyperelastizität
Ein Materialverhalten wird als elastisch bezeichnet, wenn der momentane Spannungszustand allein
vom momentanen Deformationszustand und von der momentanen Konguration abhängt. Diese
Materialeigenscha gilt unabhängig vom gewählten Bezugssystem und charakterisiert das Cauchy-
elastische Materialverhalten. Zu dem momentanen Deformationszustand kann man allerdings
auf unterschiedlichen Wegen gelangen, daher hängt die von den Spannungen geleistete Arbeit
im Allgemeinen von der Deformationsgeschichte ab. Das Cauchy-elastische Materialverhalten
ist somit nicht konservativ und ihm kann keine eindeutige Potentialfunktion zugeordnet werden.
Eine spezielle Materialdenition fordert die Reversibilität einer elastischen Formänderung. Dieses
Materialverhalten wird als Green-elastisch oder hyperelastisch bezeichnet. Die Reversibilität des
Deformationsprozesses setzt die Existenz eines Potentials voraus, aus dem man den aktuellen
Spannungszustand bestimmen kann [21]. Dieses Potential ist einMaß für die gespeicherte elastische
Energie und wird als FormänderungsenergiedichteW bezeichnet. Sofern nicht ausdrücklich darauf
hingewiesen wird, wird in Rahmen der vorliegenden Arbeit die FormänderungsenergiedichteW
als der elastische Beitrag der freien Helmholzschen Energiedichte (2.29) verwendet.
2.4.1. Gleichgewichtsbedingung der Formänderungsenergiedichte in regulären
Punkten
Unter Berücksichtigung der Konguration ist die FormänderungsenergiedichteW(x , F , X) als
elastischer Beitrag der freienHelmholzschen Energiedichte (2.29) imAllgemeinen von der aktuellen
Lage x, von dem Deformationsgradienten F und von der ursprünglichen Position im Medium
X abhängig. Mit x = χ(X) und F = ∂χ(X)⇑∂X = ∇X χ(X), nach Gleichung (2.3) und (2.5) in der
Lagrangeschen Darstellung, ist das Potential eine Funktion von der Bewegungsfunktion χ(X),
deren örtlichen Ableitung∇X χ(X) und der ursprünglichen Position X. Die Formänderungsenergie
eines Körpers mit dem Volumen Vr ist gegeben durch
E(χ(X)) = ∫Vr W (χ(X),∇X χ(X), X)dVr . (2.35)
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Nach der Clausius-Duhem Ungleichung isothermer Prozesse (2.31) muss im Gleichgewicht die
freie Helmholzsche Energie ein Minimum erreichen, um thermodynamische Konsistenz zu ge-
währleisten. Damit ist im vorliegenden Fall das Minimum der Formänderungsenergie (2.35) als
dem elastischen Beitrag der freien Helmholzschen Energie unter Variation der Bewegungsfunktion
χ(X) gesucht. Angenommen χ(X)minimiert das Funktional (2.35), dann ist eine kleine Störung
von χ(X) durch δχ(X) = є̂η(X) gegeben. Dabei ist є̂ ein innitesimaler, skalarer Wert und η(X)
ist eine dierenzierbare Funktion mit der Bedingung, dass η am Rand ∂Vr verschwindet. Mit der
angebrachten Störung wird das Funktional (2.35) zu
E(χ + є̂η) = ∫Vr W (χ + є̂η,∇X(χ + є̂η), X)dVr .
Damit ist die Formänderungsenergie E eine Funktion von є̂. Mit χє̂(X) ∶= χ(X) + δχ(X) =
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Mit der Forderung, dass die Gleichgewichtsbedingung für beliebige η erfüllt sein muss, ergibt sich
für das Minimum des Funktionals (2.35)
δE(χ)
δχ



















)W (χ(X),∇X χ(X), X) = 0. (2.36)
Dabei ist δE⇑δχ die Variation von E nach χ [22]. Bendet sich ein System im Gleichgewicht, muss
die Variationsableitung verschwinden. Daher muss für ein Gleichgewicht gelten
∂W (χ(X),∇X χ(X), X)
∂χ
= ∇X ⋅
∂W (χ(X),∇X χ(X), X)
∂∇X χ
∂W (x , F , X)
∂x
= ∇X ⋅





Diese notwendige Bedingung für ein Minimum eines Funktionals, das von einer Funktion und
deren Ableitung abhängt, wird als Euler-Lagrange-Gleichung bezeichnet [22]. Daher ist die Be-
dingung (2.37) die Gleichgewichtsbedingung für die FormänderungsenergiedichteW (x , F , X) in
regulären Punkten [15].
2.4.2. Energie-Impuls-Tensor der Elastostatik
Wie in Abschnitt 2.4.1 besprochen, ist die Formänderungsenergiedichte im Allgemeinen eine
Funktion der aktuellen Lage x, der ursprünglichen Position im Medium X und des Deformati-
onsgradienten F . Ausgehend von der expliziten Abhängigkeit von der ursprünglichen Position im
Medium X berechnete J. D. Eshelby den Energie-Impuls-Tensor. Die explizite Abhängigkeit wird
durch





notiert. Wobei (expl.) bedeutet, dass bei der Ableitung die übrigen Variablen x und F konstant
















∂xi⇑∂Xl sind nach Gleichung (2.5) die Komponenten des Deformationsgradienten Fi l . Ausgehend



































































Der Ausdruck in den Klammern ist der Energie-Impuls-Tensor der Elastostatik Σ[12]. Dieser wurde
1975 von J. D. Eshelby auf ähnliche Weise abgeleitet. Daher wird Σ in der Literatur auch als Eshelby-
Tensor bezeichnet. In der Tensordarstellung nimmt Σ folgende Form an
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2.4.3. Leistungskonjugierte Verzerrungs- und Spannungsmaße
Gemäß der Denition von hyperelastischen Materialien ist die FormänderungsenergiedichteW
ein Potential, aus dem man den Spannungszustand eindeutig bestimmen kann [21]. Entsprechend
den Abhängigkeiten vonW muss auch die Funktion zur Berechnung der Spannungen p(χ, F , X)
von der aktuellen Lage χ, von dem Deformationsgradienten F und von der ursprünglichen Po-
sition im Medium X abhängen. Wird das Prinzip der Spannungsinvarianz unter superponierten
Starrkörperbewegungen [16] ausgenutzt und wird eine Translation c und eine Rotation R∗ als
Starrkörperbewegung betrachtet, so muss folgende Relation für die Spannungsfunktion gelten
p(R∗χ + c,R∗F , X) != R∗p(χ, F , X)R∗T.
Für den Sonderfall R∗ = I folgt, dass p unabhängig von χ sein muss. Um die Eindeutigkeit der
Formänderungsenergiedichte zu gewährleisten, muss auch diese unabhängig von der momentanen
Lage χ sein. Somit ist die Formänderungsenergiedichte
W =W(F , X) (2.41)
eine Funktion des Deformationsgradienten F und der ursprünglichen Position im Medium X. Mit
der speziellen Wahl R∗ = RT und der polaren Zerlegung des Deformationsgradienten (2.6) folgt
p(RTF , X) = p(RTRU , X) = p(U , X) = RTp(F , X)R.
Dies impliziert, dass sowohl die Spannungsfunktion p(U , X) als auch die Formänderungsenergie-
dichteW(U , X) alleine durch Verzerrungen U oder V beschrieben werden können. Eine solche
Darstellung der Materialgleichungen wird als reduzierte Form bezeichnet.
Die Leistungsdichte ist die zeitliche Änderung der Energiedichte, folglich ist die Spannungsleistung
P die zeitliche Änderung der FormänderungsenergiedichteW . Wird die allgemeine Darstellung
der FormänderungsenergiedichteW =W(F , X) betrachtet, ergibt sich für die Spannungsleistung
P = Ẇ = ∂W
∂F
⋅ Ḟ = Jσ ⋅ L = Jσ ⋅ ḞF−1 = JσF−T ⋅ Ḟ . (2.42)
Es folgt für die Cauchysche Spannung und für den ersten sowie den zweiten Piola-Kirchhoschen





FT, P = ∂W(F , X)
∂F
, S = F−1 ∂W(F , X)
∂F
. (2.43)
Unter Berücksichtigung der Gleichung (2.42) und der Voraussetzung der reduzierten Form, können
Spannungsmaße und zugehörige kinematische Variablen bestimmt werden. Diese werden als
leistungskonjugiertes Paar bezeichnet und werden für Denitionen von konstitutiven Gleichungen
verwendet. Ein Beispiel für ein solches Paar ist der zweite Piola-Kirchhosche Spannungstensor
S (2.17) und der Greensche Verzerrungstensor
E = 1
2
(FTF − I). (2.44)
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Das entsprechende physikalisch lineare und geometrisch nicht lineare Materialgesetz ist das
St. Venant-Kirchho-Gesetz (siehe z. B. Bertram [16])
S = 𝒞(︀E⌋︀. (2.45)
Den linearen Zusammenhang zwischen der Referenzspannung S und der Greenschen Dehnung E
beschreibt der Steigkeitstensor 𝒞.
Bei der Gleichung (2.45) handelt es sich um eine physikalisch lineare und geometrisch nicht lineare
konstitutive Gleichung. Der lineare Zusammenhang hängt stark von der Wahl der Spannungs- und
Dehnungsmaße ab. Bei den vielen existierenden hyperelastischen konstitutiven Gleichungen haben
Bertram et al. [23] gezeigt, dass die resultierende Formänderungsenergiedichte der konstitutiven
Gleichungen in reduzierter Formnicht konvex ist. Daher führen dieMaterialgesetze zu Instabilitäten
bei großen Dehnungen [16].
2.4.4. Bilanz der Kongurationskräfte
In Abschnitt 2.4.1 wurde gezeigt, dass die Forderung der thermodynamischen Konsistenz und
somit des Minimums der freien Helmholzschen Energie in regulären Punkten im rein elastischen
Fall zu der Euler-Lagrange-Gleichung (2.37) führt. In Abschnitt 2.4.3 wurde abgeleitet, dass die
FormänderungsenergiedichteW als mechanischer Beitrag der freien Helmholzschen Energie unab-
hängig von der momentanen Lage imMedium sein muss. Des Weiteren wurde in diesem Abschnitt
gezeigt, dass die Ableitung der FormänderungsenergiedichteW nach demDeformationsgradienten
F zu den Spannungsmaßen führt (siehe Gleichung (2.43)). Unter Berücksichtigung der Gleichun-
gen (2.36), (2.41) und (2.43) folgt für die Variation der Formänderungsenergie eines regulären





= ∫Vr −∇X ⋅ P ⋅ δχdVr + ∫∂Vr Pδχ ⋅ nrdAr
= ∫Vr −∇X ⋅ P ⋅ δχdVr .
Mit δχ als Variation der Bewegungsfunktion χ und unter Berücksichtigung, dass δχ am Rand ∂Vr
verschwindet, wie in Abschnitt 2.4.1 besprochen.
Für die Bestimmung eines lokalen Kriteriums des Energieminimums auf singulären Flächen wird
ein Körper betrachtet, der durch eine singuläre Fläche S in zwei Teilvolumina V+ und V− geteilt ist,
wie in Abbildung 2.2 dargestellt ist. Die Formänderungsenergie des Körpers ist gegeben durch
E(χ, S) = ∫V+r W(F , X)dVr + ∫V−r W(F , X)dVr . (2.47)
Die Variation der singulären Fläche S(X) ist die Variation eines jeden Punktes auf der singulären
Fläche in Richtung deren Normalen ns. Mit einem gestörten Ortsvektor X̃є̂ ∶= X + є̂vsє̂ ist die
Variation der singulären Fläche S(X̃є̂) gegeben durch




= (︀vsє̂ ⋅ ns⌋︀є̂=0.
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Unter Anwendung des verallgemeinerten Transporttheorems (2.10) folgt für die Variation der
Formänderungsenergie (2.47) nach der singulären Fläche
δE(S) = − ∫S⎜W(F , X)⨆︁vsє̂ ⋅ nsrdAr = − ∫S⎜W(F , X)⨆︁δSdAr ,
wobei die zeitliche Ableitung durch die Ableitung ∂⇑∂є̂ ersetzt wurde. Mit diesem Resultat und der
Gleichung (2.46) für die Variation der regulären Teilkörper V+ und V− ergibt sich für die totale
Variation der Formänderungsenergie (2.47)
δE(χ, S) = ∫V+r (
∂W
∂F
) ⋅∇XδχdVr + ∫V−r (
∂W
∂F
) ⋅∇XδχdVr − ∫S⎜W⨆︁δSdAr
= ∫V+r −∇X ⋅ P ⋅ δχdVr + ∫V−r −∇X ⋅ P ⋅ δχdVr
− ∫S⎜Pnsr ⋅ δχ⨆︁dAr − ∫S⎜W⨆︁δSdAr .
Für die Charakterisierung des Variationssprungs ⎜δχ⨆︁ wird die Hadamardsche Bedingung (2.33)
verwendet. Mit einer Ersetzung der zeitlichen Ableitung durch ∂⇑∂є̂ und einer Multiplikation der
Gleichung mit nsr auf der rechten Seite folgt
(⎜v⨆︁⊗ nsr)nsr = −vs ⋅ nsr⎜F⨆︁nsr
⎜v⨆︁ = −vs ⋅ nsr⎜F⨆︁nsr
⎜δχ⨆︁ = −δS⎜Fnsr⨆︁. (2.48)
Unter Anwendung der Gleichung (2.48) und der Identität ⎜ f g⨆︁ = ⎜ f ⨆︁∐︀g̃︀ + ∐︀ f ̃︀⎜g⨆︁, wobei ∐︀ f ̃︀ =
( f + + f −)⇑2 der Mittelwert der Größe f ist, ergibt sich für den Sprung
⎜Pnsr ⋅ δχ⨆︁ = ⎜Pnsr⨆︁ ⋅ ∐︀δχ̃︀ + ∐︀Pnsr̃︀ ⋅ ⎜δχ⨆︁
= ⎜Pnsr⨆︁ ⋅ ∐︀δχ̃︀ − ∐︀Pnsr̃︀ ⋅ ⎜Fnsr⨆︁δS .
Damit resultiert gemäß Gurtin [24, 25] für die totale Variation der Formänderungsenergie
−δE(χ, S) = ∫V+r ∇X ⋅ P ⋅ δχdVr + ∫V−r ∇X ⋅ P ⋅ δχdVr
+ ∫S⎜Pnsr⨆︁ ⋅ ∐︀δχ̃︀ + (⎜W⨆︁ − ∐︀Pnsr̃︀ ⋅ ⎜Fnsr⨆︁)δSdAr .
Unter der Forderung, dass δE(χ, S) = 0 für beliebige und voneinander unabhängige Variationen
von δχ und δS gelten muss, folgen die Gleichgewichtsbedingungen in regulären Punkten und
singulären Flächen. Für reguläre Punkte resultiert
∇X ⋅ P = 0.
Für singuläre Flächen folgt das Krä egleichgewicht
⎜P⨆︁nsr = 0 (2.49)
und eine zusätzliche Bedingung
⎜W⨆︁ − ⎜Pnsr ⋅ Fnsr⨆︁ = 0. (2.50)
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Diese zusätzliche Bedingung ist in der Literatur alsMaxwell-Relation bekannt [8, 24] und wurde
1981 von James [26] eingeführt. Verwendet man den Eshelby-Tensor (2.40), dann ist die Maxwell-
Relation äquivalent zu
nsr ⋅ ⎜Σ⨆︁nsr = 0
nsr ⋅ ⎜WI − FTP⨆︁nsr = 0
⎜W⨆︁ − ⎜Fnsr ⋅ Pnsr⨆︁ = 0. (2.51)
Die Bedingung (2.51) ist die energetische Gleichgewichtsbedingung auf singulären Flächen. Die
Hadamardsche Bedingung (2.33) impliziert, dass der Sprung von F in tangentialer Grenzächen-
richtung t verschwindet (⎜F⨆︁t = 0). Damit ist auch t ⋅ ⎜Σ⨆︁nsr = 0. Daher kann die Gleichgewichts-
bedingung (2.51) nach [8] verallgemeinert werden zu
⎜Σ⨆︁nsr = 0.
Für eine Ableitung der energetischen Gleichgewichtsbedingung, unter Berücksichtigung der Grenz-
ächenenergie, muss die Formänderungsenergie des Systems (2.47) entsprechend mit
∫S γdAr
erweitert werden. γ ist dabei die Energie der Grenzäche pro Flächeneinheit. Die Variation der
Grenzäche, bezogen auf die Referenzgrenzäche, wird nach Johnson [27] durch die Integration
der doppelten mittleren Krümmung κ = ∇X ⋅ nr berücksichtigt. Der Zusammenhang ist auch als die
Young-Laplace-Gleichung bekannt. Damit folgt für die totale Variation der Formänderungsenergie
−δE(χ, S) = ∫V+r ∇X ⋅ P ⋅ δχdVr + ∫V−r ∇X ⋅ P ⋅ δχdVr
+ ∫S⎜Pnsr⨆︁ ⋅ ∐︀δχ̃︀ + (nsr ⋅ ⎜Σ⨆︁nsr + γκ)δSdAr .
Die resultierende energetische Sprungbedingung auf singulären Flächen wird damit zu
nsr ⋅ ⎜Σ⨆︁nsr + γκ = 0. (2.52)
Die Gleichung (2.52) wird als Bilanz der Kongurationskrä e bezeichnet [8]. Vernachlässigt man
die chemischen Kongurationskrä e, so wird die Gleichung (2.52) äquivalent zu der verallgemei-
nerten Gibbs-¿omson-Gleichung, die 1986 von Johnson [27] abgeleitet wurde. Die Gibbs-¿omson-
Gleichung bilanziert alle wirkenden Kongurationskrä e auf Inhomogenitäten in einem Körper.
Nach [29] sind die gesamten Kongurationskrä e auf Inhomogenitäten gegeben durch
fΣ = ∫S ΣnsrdAr .
Wobei fΣ als generalisierte Kra auf Inhomogenitäten bezeichnet wird.
2.5. Geometrische Linearisierung
In Falle von innitesimalen Verformungen ist eine geometrisch lineare Beschreibung der Kör-
perbewegung möglich. Die Charakterisierung innitesimaler Verformungen geschieht durch den
Verschiebungsgradienten
H = ∇Xu = F − I .
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H ⋅H ≪ 1
erfüllt, so ist die geometrische Linearisierung zulässig. In diesem Fall sind die Gradienten in der
Lagrangeschen und Eulerschen Darstellung nahezu äquivalent (siehe z. B. [16])
∇X = ∇xF = ∇x(H + I) ≈ ∇x .
Daher wird in der vorliegenden Arbeit bei geometrisch linearer Beschreibung∇ für den Gradienten
verwendet. Da die Gradienten in der Lagrangeschen und Eulerschen Darstellung nahezu äquivalent
sind, müssen die Verzerrungen des Gitters vernachlässigbar klein sein. Dies bedeutet, dass auch
die konvektiven Anteile der zeitlichen Ableitung (siehe (2.4)) vernachlässigbar klein sind. Die
Zeitableitung einer Feldgröße ψ reduziert sich zu
ψ̇E(x , t) =
∂ψE(x , t)
∂t




≈ ∂ψE(x , t)
∂t
.
Aus diesem Grund muss nicht mehr zwischen der Lagrangeschen und Eulerschen Betrachtungs-
weise unterschieden werden. Die Massenbilanz (2.14) reduziert sich zu ρ(x , t) = const. Und für
die Impulsbilanz (2.21) folgt
ρv̇ = ρü = ρ ∂
2u
∂t2
= ρb + div(σ).
Der Greensche Verzerrungstensor (2.44)
E = 1
2
(FTF − I) = 1
2
(H +HT +HTH) ≈ 1
2
(∇u + (∇u)T) +𝒪(H2)
kann in einen linearen Anteil und einen Anteil der Ordnung𝒪(H2), der für die korrekte Beschrei-
bung von Drehungen notwendig ist, aufgespalten werden. In Falle von innitesimalen Verformun-
gen können alle quadratischen Anteile vernachlässigt werden und der Greensche Verzerrungstensor
wird zum innitesimalen Verzerrungstensor
ε ∶= 1
2
(H +HT) = 1
2
(∇u + (∇u)T) = sym(∇u), (2.53)
der von Cauchy in der klassischen Elastizitätstheorie eingeführt wurde [20]. Auch der Henckysche
Verzerrungstensor sowie alle geometrisch nichtlinearen Verzerrungstensoren stimmen in diesem
Fall mit dem linearen Verzerrungstensor (2.53) überein [16]. Wie in Abschnitt 2.2 beschrieben, lässt
sich der Deformationsgradient F polar zerlegen (siehe (2.6)). Mit F = I +H und der Taylorreihe
für
⌋︂
1 + x (siehe z. B. [19]) folgt für den rechten Strecktensor
U =
⌋︂
FTF ≈ I + 1
2
(H +HT) +𝒪(H2) = I + ε +𝒪(H2)
und für den Rotationstensor
R = FU−1 ≈ I + 1
2
(H −HT) +𝒪(H2) = I + ω +𝒪(H2).
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ω ist dabei der innitesimale Rotationstensor. Damit folgt für den Deformationsgradienten in der
geometrischen Linearisierung
F = RU ≈ I + ε + ω +𝒪(H2).
Die Spannungsmaße können in einer geometrisch linearen Näherung durch die Cauchysche Span-
nung approximiert werden. Mit F−1 ≈ I −H ≈ I und J = det(F) ≈ 1 folgt für den ersten (2.16) und
zweiten (2.17) Piola-Kirchhoschen Spannungstensor
P = JσF−T ≈ σ(I −H)−T ≈ σ , (2.54)
S = JF−1σF−T ≈ (I −H)σ(I −H)T ≈ σ .
Daher reduzieren sich die physikalisch linearen und geometrisch nichtlinearen konstitutiven
Gleichungen zum geometrisch und physikalisch linearen Hookeschen Gesetz (siehe z. B. [30])
σ = 𝒞(︀ε⌋︀. (2.55)
Aufgrund der Symmetrie der Cauchyschen Spannung (siehe Gl. (2.26)) und der Symmetrie des
innitesimalen Verzerrungstensors (2.53) kann nach George Green (1793–1841) die Komplexität
des Steigkeitstensors 𝒞 von 81 auf 21 unabhängige Konstanten reduziert werden. Gabriel Lamé
(1795–1870) wies darauf hin, dass im Falle der Isotropie nur zwei Materialkennwerte λ und µ
notwendig sind. Diese werden als Lamésche Materialparameter bezeichnet. Und das Hookesche
Gesetz (2.55) reduziert sich zu
σ = λsp(ε)I + 2µε.
Die LaméschenMaterialparameter werden aus dem Youngschen Modul ℰ und derQuerkontrraktion
ν bestimmt
λ = νℰ(1 − ν)(1 − 2ν) , µ =
ℰ
2(1 + ν) .
Die Hadamardsche Bedingung (2.34) kann folgendermaßen umgeschrieben werden
⎜F⨆︁ = ⎜H⨆︁ = a ⊗ nsr .
Im geometrisch linearen Fall sind die Normalen der singulären Fläche nsr und ns ungefähr gleich.
Daher folgt für den Sprung der innitesimalen Dehnung
⎜ε⨆︁ = 1
2
(a ⊗ ns + ns ⊗ a). (2.56)
Mit der Gleichung (2.54) und der Sprungbedingung ⎜σ⨆︁ns = 0 (siehe Gl. (2.24)) ergibt sich für die
Sprungbedingung der Kongurationskrä e (2.52)
ns ⋅ ⎜Σ⨆︁ns = −γκ (2.57)
⎜W⨆︁ − ns ⋅ ⎜FTσ⨆︁ns = −γκ
⎜W⨆︁ − ⎜F⨆︁ns ⋅ σns = −γκ.
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Unter Ausnutzung der Symmetrie des Cauchyschen Spannungstensors kann gemäß [25, 31] im geo-
metrisch linearen Fall die Sprungbedingung der Kongurationskrä e (2.52) wie folgt approximiert
werden
⎜W⨆︁ − ⎜ε⨆︁ns ⋅ σns = −γκ. (2.58)
Diese Gleichung stellt die Bilanz der mechanischen Kongurationskrä e und der Kongurations-
krä e der Grenzäche für innitesimale Verformungen dar.
2.5.1. Reduktion auf zwei Dimensionen
Das dreidimensionale Modell des elastischen Körpers kann mittels Symmetrieannahmen auf
zwei Dimensionen reduziert werden. Verschwindet die Spannung in eine Richtung, z. B. in Z-
Richtung, was bei einer dünnen Scheibe der Fall ist, so verschwinden auch entsprechend die
Spannungskomponenten σzz = σxz = σyz = 0. Dieser Fall wird als ebener Spannungszustand (ESZ)
bezeichnet. Ein ebener Verzerrungszustand (EVZ) liegt vor, wenn die Verschiebungskomponente in
eine der Raumrichtungen, z. B. die Z-Richtung uz , verschwindet. Damit gilt auch εzz = εxz = εyz . Ein
solcher Zustand tritt bei mechanischen Systemen auf, bei denen sich die Belastung in Z-Richtung
nicht ändert und bei denen eine Lägenänderung in Z-Richtung verhindert wird. Ein dickes Rohr
unter Innendruck, das sich in Längsrichtung nicht ausdehnen kann, ist ein geeignetes Beispiel.
2.6. Plastizitätstheorie für innitesimale Deformationen
Beim Überschreiten von kritischen Spannungen und damit verbundenen Deformation kann es
in Materialien zu irreversiblen Verformungen kommen. In diesem Fall wird von plastischen De-
formationen gesprochen. Auf atomarer Skala sind diese Deformationen an die Bewegung der
Ebenen des Kristallgitters gegeneinander gebunden. Für eine genauere Beschreibung der Plastizie-
rungsmechanismen wird auf Standardliteratur wie z. B. Gottstein [32] verwiesen. Im Folgenden
werden nur die im Rahmen der vorliegenden Arbeit verwendeten phänomenologischen Ansätze zur
mathematischen Beschreibung der Plastizierung für innitesimale Deformationen besprochen.
Unter der Annahme von innitesimalen Deformationen lässt sich der Dehnungstensor
ε = εel + εpl
additiv in einen elastischen εel und einen plastischen εpl Anteil zerlegen. Damit ergibt sich für die
konstitutive Gleichung (2.55)
σ = 𝒞(︀ε − εpl⌋︀




(ε − εpl) ⋅ 𝒞(︀ε − εpl⌋︀.
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2.6.1. Fließfunktion und Verfestigung
Fließfunktionen vereinen den vorliegenden Spannungszustand mit einem charakteristischen Span-
nungsgrenzwert des Materials. Im Allgemeinen ist dieser Spannungsgrenzwert anisotrop und
zug-druck abhängig. Wird ein isotropes und zug-druck unabhängiges Materialverhalten angenom-
men, so kann der Spannungsgrenzwert durch die von Mises-Fließbedingung σF = σmises charakte-







mit σ ′ = σ − (sp(σ)⇑3)I als deviatorischen Spannungsanteil. Im dreidimensionalen Hauptspan-
nungsraum deniert die Fließbedingung eine Fließäche. Liegt ein Spannungszustand auf der
Fließäche, so tritt plastische Deformation ein. Spannungszustände außerhalb dieser Fließäche
sind bei ratenunabhängigen Plastizitätsmodellen nicht möglich.
Verfestigungsgesetze denieren die Entwicklung der Fließäche in Abhängigkeit des plastischen
Verformungszustandes. Sie ändern die Größe, Lage und Form der Fließäche im Hauptspannungs-
raum und gehen in die Fließfunktion mit weiteren Verfestigungsparametern ein. Man spricht
von idealer Plastizität, wenn sich die Fließäche nicht ändert. Ein kinematisches Verfestigungs-
gesetz ändert die Lage und ein isotropes Verfestigungsgesetz ändert die Form der Fließäche im
Hauptspannungsraum. Im Rahmen dieser Arbeit wird ein isotropes Verfestigungsgesetz verwendet.
Demnach ist die Fließspannung σF(ε̄pl) eine Funktion von der akkumulierten plastischen Dehnung
ε̄pl =
⌈︂
2⇑3 ∫ ⋃︀ε̇pl⋃︀dt. In Kombination mit der von Mises-Fließbedingung ergibt sich die folgende
Form für die Fließbedingung




σF(ε̄pl) ≤ 0. (2.60)
Ist dieVerfestigung isotrop und linear, so folgt σF(ε̄pl) = σF0+Hε̄plmitH als Verfestigungsparameter
und σF0 als initiale Fließspannung.
2.6.2. Fließregel
Die Fließregel bestimmt die zeitliche Entwicklung der plastischen Dehnung. Zur Bestimmung der
Fließrichtung wird das Prinzip der maximalen Dissipation verwendet. Ausgehend vom ersten und
zweiten Hauptsatz der ¿ermodynamik (siehe Abschnitte 2.3.3 und 2.3.4) folgt entsprechend Simo
undHughes [33] für denmechanischen Beitrag der lokalen Clausius-Duhem-Ungleichung (2.31)
σ ⋅ ε̇ − Ẇges.(ε, εpl, αpl) ≥ 0. (2.61)
Der erste Beitrag der Gleichung (2.61) ist die Spannungsleitung P undWges(ε, εpl, αpl) beinhaltet
sowohl den elastischenW(ε, εpl) als auch den plastischenWpl(αpl)Beitrag der freien Energiedichte.
Wobei αpl die inneren plastischen Variablen beinhaltet. Unter Anwendung der Kettenregel folgt für
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die Clausius-Duhem-Ungleichung (2.61)









⋅ α̇pl ≥ 0 (2.62)
σ ⋅ ε̇pl −
∂Wpl(αpl)
∂αpl
⋅ α̇pl ≥ 0.
Dabei wurde die Relation ∂W(ε, εpl)⇑(∂εpl) = −σ verwendet. Die linke Seite der Gleichung (2.62)
ist die Dissipationsdichte. Damit ist diemechanische Dissipation deniert durch
D(σ , ε̇pl) = ∫V σ ⋅ ε̇pl −
∂Wpl(αpl)
∂αpl
⋅ α̇pldV . (2.63)
Man kann zeigen, dass das Prinzip der maximalen plastischen Dissipation (siehe z.B. [33]) in
Kombination mit der Forderung, dass die Fließäche konvex ist, zu einer Evolutionsgleichung der
plastischen Dehnung in Form einer Normalengleichung führt. Eine solche Fließregel wird als asso-
ziativ bezeichnet. Damit ergibt sich unter Verwendung der Mises-Fließbedingung in Kombination
mit isotroper Verfestigung für die Fließregel und damit für die Zustandsgleichung der plastischen
Dehnungen
ε̇pl = γ̇
∂ fF(σ ′, ε̄pl)
∂σ ′
. (2.64)




Bei isotropen Materialien kann der Return-Mapping-Algorithmus angewendet werden, um den
Konsistenzparameter γ̇ zu bestimmen [33]. Hierzu wird zum Zeitschritt n + 1 eine Testspannung
σ ′n+1test = 𝒞(φ))︀εn+1 − εnpl⌈︀
berechnet. Dabei wird die plastische Dehnung des vorherigen Zeitschritts n verwendet. Anschlie-
ßend wird überprü , ob die Testspannung die Fließbedingung (2.60) erfüllt. Wird die Fließbedin-
gung verletzt, nämlich fF(σ ′n+1test , ε̄npl) > 0, so wird der Konsistenzparameter γ̇ über die Bedingung
fF(σ ′n+1test , ε̄n+1pl )
!= 0 bestimmt. Nach [34] wird dabei der Konsistenzparameter zu
∆γ =
fF(σ ′n+1test , ε̄npl)
2µ + 23H
.
Dabei ist µ die Querkontraktion und H ist der Verfestigungsparameter. Im Anschluss wird die
Gleichung (2.64) verwendet, um die plastischen Dehnungen von Zeitschritt n + 1 zu bestimmen.
Dabei wird bei Isotropie ausgenutzt, dass die Fließrichtung ∂ fF(σ ′, ε̄pl)⇑∂σ ′ gleich der Richtung
der Testspannung ist und es ergibt sich für die inneren Variablen von Zeitschritt n + 1
εn+1pl = εnpl + ∆γ
σ ′n+1test
⋃︀σ ′n+1test ⋃︀
























Abbildung 2.3.: Return-Mapping-Algorithmus in Deviatorebene des Hauptspannungsraumes (links) und
Spannungs-Dehnungs-Diagramm eines einachsigen Zugversuches (rechts).
Das Verfahren und die durchgeführten Schritte sind in der Abbildung 2.3 sowohl im Hauptspan-
nungsraum als auch anhand eines Spannungs-Dehnungs-Diagramms eines einachsigen Zugversu-
ches visualisiert.
2.7. Finite-Dierenzen-Methode
Die mechanische Impulsbilanz (2.21) stellt eine der wichtigsten Bilanzgleichungen der Kontinuums-
mechanik dar. Durch sie lassen sich Spannungen, Deformationen und Dehnungen in komplexen
Geometrien ermitteln. In der Phasenfeldmethode, die im Kapitel 3 vorgestellt wird, stellt die Evo-
lutionsgleichung der Ordnungsparameter (3.17) die zugrundeliegende Dierentialgleichung dar.
Die analytische Berechnung dieser partiellen Dierentialgleichung ist allerdings nur in speziellen
Sonderfällen möglich. Komplexe Bauteilgeometrie oder Heterogenität der Mikrostruktur sind
einige der Gründe für analytische Unlösbarkeit dieser Dierentialgleichung. Da die experimentelle
Bestimmung der Kenngrößen vieler Bauteilgeometrien oder komplexer Mikrostrukturen nicht
möglich ist, ist man auf numerische Approximationsverfahren angewiesen. Es existieren mehrere
numerische Verfahren zur Lösung partieller Dierentialgleichungen. Zu nennen sind speziell die
Finite-Elemente-, die Finite-Volumen- und die Finite-Dierenzen-Methode. Griebel et al. [35] bieten
einen umfassenden Überblick über diese numerischenMethoden. Alle diese Methoden approximie-
ren die Lösung der partiellen Dierentialgleichungen indem der Ortsraum und die Zeit diskretisiert
wird. So entsteht eine Au eilung der Lösung sowohl in ein örtliches als auch in ein zeitliches Be-
rechnungsgitter. Im Rahmen der vorliegenden Arbeit wird die Finite-Dierenzen-Methode zur
Lösung partieller Dierentialgleichungen angewandt.
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Abbildung 2.4.: Parametrisierung eines dreidimensionalen Gebietes (links) und eines eindimensionalen
Gebietes mit äquidistanten Gitter (rechts) gemäß [36]
2.7.1. Diskretisierung
Bei der Finite-Dierenzen-Methode wird der Ortsraum mit einem äquidistanten Gitter und die
Zeit mit äquidistanten Zeitschritten aufgeteilt. In der Abbildung 2.4 ist die Au eilung eines dreidi-
mensionalen und eines eindimensionalen Gebietes mit äquidistantem Gitter dargestellt. Für die
Herleitung der örtlichen Ableitungen wird eine beliebige Feldgröße ψ(X , t), die von dem Ort X
und der Zeit t abhängt, in dem eindimensionalen Gebiet der Abbildung 2.4 betrachtet. Wird eine
Taylorreihe bis zur zweiten Ordnung an der Position X2 zwischen X1 und X3 gemäß der Abbildung
gebildet, so folgt nach [37]
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+ . . .
mit ∆X = X2 − X1 = X3 − X2. Nach Addition bzw. Subtraktion der beiden Gleichungen ergibt sich
für die diskreten Ableitungen der Feldgröße ψ(X , t) an der Position X2
∂ψ(X2)
∂X










Auf eine ähnliche Weise können auch die zeitlichen Ableitungen diskretisiert werden und es ergibt
sich mit ∆t = t2 − t1 = t3 − t2 für die Ableitungen zum Zeitpunkt t2
∂ψ(t2)
∂t





= ψ(t1) − 2ψ(t2) + ψ(t3)
(∆t)2
.
Damit können sowohl die örtlichen als auch die zeitlichen Ableitungen numerisch diskretisiert





erfüllt bleiben, um numerische Instabilitäten zu vermeiden (siehe z. B. [35]). Nach dieser Bedingung
werden die Simulationen instabil, wenn die Geschwindigkeit vX einer Zustandsänderung der
diskretisierten Größe ψ(X , t) bewirkt, dass die Information in der Zeit ∆t einen größeren Weg als
∆X zurücklegen muss. Im Mehrdimensionalen erweitert sich die Bedingung (2.65) entsprechend
in alle betrachteten Raumrichtungen.
Eine weitere Notwendigkeit beim Lösen von partiellen Dierentialgleichungen ist die Charakterisie-
rung der Randbedingungen. Die Anfangsbedingungen werden zum Zeitpunkt t0 festgelegt. Bei den
Randbedingungen werden die Randzellen (siehe Abb. (2.4)) verwendet, um an den Rändern des
Gebietes die entsprechenden Randbedingungen zu realisieren. In dem eindimensionalen Gebiet
der Abbildung (2.4) sind X0 und XN die Randzellen und der Gebietsrand ist zwischen den Zellen




Phasenfeldmethode zur Modellierung der
Mikrostrukturevolution mehrphasiger Systeme
Die Phasenfeldmethode hat ihren Ursprung in den fundamentalen Arbeiten von van derWaals [38],
Ginzburg und Landau [39], Cahn und Hilliard [40] und Halperin et al. [41]. Typisch für die Phasen-
feldmethode ist ein diuser Übergangsbereich zwischen den physikalisch abgetrennten Regionen.
Dies ersetzt die explizite Grenzächenverfolgung [1, 5], beugt der Bildung von großen Gradienten
in den physikalischen Feldern, die zu Instabilitäten führen können, vor und macht großskalige
mikrostrukturelle Simulationen unter Berücksichtigung der Evolution von Grenzächen rechne-
risch handhabbar [5]. Daher hat sich diese Methode bei der Modellierung von mikrostrukturellen
Evolutionsprozessen, wie Erstarrung, fest–fest Phasenumwandlung, Wachstum und Vergröberung
von Ausscheidungen, Kornwachstum aber auch Rissausbreitung etabliert [2, 4].
Die Basis für das in der vorliegender Arbeit verwendete und weiterentwickelte Modell ist das
Multikomponenten- undMultiphasenfeldmodell, das vonNestler et al. [13] vorgestellt wurde. Dieses
Modell besitzt durch seine Allgemeingültigkeit die Flexibilität, sowohl reine krümmungsgetriebene
Prozesse in Vielkornsystemen als auch Phasenübergänge unter Berücksichtigung unterschiedlichs-
ter treibender Krä e zu beschreiben. Im Folgendem wird das verwendete Multiphasenfeldmodell
vorgestellt, die resultierende Evolutionsgleichung abgeleitet und die Verbindung zu Modellen mit
scharfen Grenzächen hergestellt.
3.1. Multiphasenfeldmodell
DiemeistenMaterialien sind heterogen auf dermesoskopischen Skala, die sich zwischen der atomisti-
schen und der makroskopischen Längenskala bendet. Das Multiphasenfeldmodell [13] beschreibt
auf der mesoskopischen Längenskala die Evolution der Mikrostruktur in Multikomponenten-
und Multiphasensystemen. Dabei wird die Parametrisierung des Gebietes durch die Ordnungs-
parameter φα(X , t), α = 1 . . .N , mit N als Anzahl der Ordnungsparameter, realisiert. Jeder der
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Ordnungsparameter ist Teil des N-Tupels φ(X , t) = φ1, . . . , φN und repräsentiert die jeweilige
Volumenfraktion der einzelnen Phasen. Die Heterogenität der Materialparameter äußert sich bei
den meisten Materialien durch Sprünge an der Grenzäche zwischen den Körnern oder Domänen.
Innerhalb der physikalisch abgetrennten Bereiche, die als Phasen bezeichnet werden [42], sind die
Materialparameter homogen. Daher kann jeder Phase ein Ordnungsparameter zugeordnet werden.
Der Ordnungsparameter nimmt den Wert φα(X , t) = 1 innerhalb des ihm zugeordneten Bereichs
an und φα(X , t) = 0 außerhalb. Im Gegensatz zu Modellen mit scharfen Grenzeächen ist der
Übergang zwischen den Phasen dius. Das bedeutet, es existiert ein volumetrischer Übergangs-
bereich, der als Interface bezeichnet wird, bei dem die Ordnungsparameter koexistieren können.
In dem Übergangsbereich ändert sich der Wert der Ordnungsparameter kontinuierlich in dem
Bereich 0 < φα(X , t) < 1, wie auf der rechten Seite der Abbildung 3.1 dargestellt ist. Damit werden
die Phasen zu kontinuierlichen Feldern, die durch einen Übergangsbereich der Breite l getrennt
sind. Daher kommt für diese Art der Modellierung die Bezeichnung Phasenfeldmethode [43]. Da
die Ordnungsparameter die jeweilige Volumenfraktion der einzelnen Phasen darstellen, muss die
lokale Bedingung∑Nα=1 φα(X , t) = 1 stets erfüllt sein.
Im Allgemeinen ist die freie Energie eines Systems in der Lagrangeschen Darstellung gegeben
durch
ℱ(t, . . . ) = ∫Sr fse(X , t, . . . )dAr + ∫Vr fbulk(X , t, . . . )dVr . (3.1)
fbulk(X , t, . . . ) ist die Energiedichte an der Referenzposition und fse(X , t, . . . ) ist die Oberä-
chenenergie an der singulären Fläche Sr(X , t) zwischen den einzelnen Phasen. Wobei (. . . ) die
möglichen Abhängigkeiten der einzelnen Energiebeiträge darstellen soll. Die Kenntnis der Anfangs-
platzierung X = ξ(x , t) ist notwendig für die Charakterisierung von möglichen Inhomogenitäten
in der Struktur des Materials.
Führt man die Parametrisierung des gesamten Gebietes durch Ordnungsparameter aus, so kann
die freie Energie (3.1) folgendermaßen beschrieben werden




se (φα , φβ , . . . )dAr +∑
α
∫V αr f αbulk(φα , . . . )dVr . (3.2)
f αbulk(φα , t, . . . ) ist die Energiedichte innerhalb der Phase α und f
αβ
se (φα , φβ , t, . . . ) der Beitrag der
Grenzächenenergie zwischen der Phasen α und β. Die singuläre Fläche Sαβr ist die Grenzäche
zwischen den Phasen α und β an der Position φα = φβ , wie auf der rechten Seite der Abbildung 3.1
dargestellt ist. Die Summe∑α,β>α ∶= ∑Nα=1∑Nβ=α+1 ist die Summe über allemöglichen Permutationen
der Paarungen von α und β unter Ausschluss von Paarung mit sich selbst.
Da sich das Interface zwischen den Ordnungsparametern, und somit zwischen Phasen, über einen
volumetrischen Bereich erstreckt, wie in Abbildung 3.1 abgebildet ist, kann das Oberächenintegral
mit einer geschickten Wahl des Integranden durch ein Volumenintegral ersetzt werden. Dies führt
zu einem Integral nach Art von Ginzburg und Landau [39]. Nestler et al. [13] ist es gelungen, das
Phasenfeldmodell mit einer ausreichenden Anzahl von Freiheitsgraden auszustatten, um die Physik
an jeder au retenden Grenzäche eines Systems aus N Phasen und dieWechselwirkung von je zwei
benachbarten Phasen einzeln zu behandeln [44]. Dies ermöglicht die Bildung eines Integrals nach





























Abbildung 3.1.: Parametrisierung eines polykristallines Gefüges mit Ordnungsparametern: (links) poly-
kristallines Gefüge und (rechts) diuser Übergangsbereich zwischen den Phasen
ℱ(φ,∇Xφ, . . . ) = ∫Vr єa(φ,∇Xφ) +
1
є




Dabei wird die Interfacebreite l durch den Parameter є charakteriseirt, wobei der explizite Zu-
sammenhang zwischen є und l in Abschnitt 3.1.3 abgeleitet ist. Mit γαβ als Oberächenenergie




γαβ ⋃︀Qαβ ⋃︀2 = ∑
α,β>α















repräsentiert. Bei Verwendung des Hindernispotentials wird ωob(φ) = ∞ gesetzt, wenn das N-
Tupel φ nicht innerhalb des Gibbs-Simplex
𝒢 = {φ ∈ RN ∶∑
α
φα = 1, φα ≥ 0(︀
bleibt, wie es in Nestler et al. [13] vorgestellt ist. Die Abgrenzung der einzelnen Dualbeiträge der
Grenzächenenergie ermöglicht der generalisierte α–β-Gradient
Qαβ = φα∇Xφβ − φβ∇Xφα . (3.7)
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Bei der Wahl des Potentials hat man die Wahl zwischen demMultihindernispotential ωob(φ) (aus
dem Engl. multi-obstacle) undMultimuldenpotential ωwe(φ) (aus dem Engl. multi-well). In der
vorliegenden Arbeit wird allerdings das Multihindernispotential (3.5) als das energetische Potential
verwendet. Der zusätzliche Dreiphasenbeitrag in den Potentialen (3.5) und (3.6) verhindert die
unphysikalische Bildung der sogenannten Drittphasen [13, 45] in Zweiphasenbereichen. Eine
umfangreiche Diskussion für dieWahl der γαβδ-Parameter ist in Hötzer et al. [46] zu nden. Auf die
Wechselwirkung zwischen der Gradientenenergiedichte (3.4) und dem freien Energiepotential (3.5)
wird in Abschnitt 3.1.3 eingegangen.
Mithilfe der Interpolationsfunktionen hα(φ) der einzelnen lokal vorliegenden Phasen wird jedem
Punkt im System die freie Energiedichte innerhalb der Phasen zugewiesen
fbulk(φ, . . . ) =∑
α
f αbulk(. . . )hα(φ).
Je nach Anwendungsfall kann der jeweilige Ordnungsparameter φα für die Interpolationsfunktion
hα(φ) oder eine Variante mit einem schärferen Übergang zwischen den einzelnen Bereichen
verwendet werden [13]. Dabei ist sicherzustellen, dass die Bedingung ∑α hα(φ) = 1 stets erfüllt




h̃α2 = φ2α(3 − 2φα)
h̃α3 = φ3α(6φ2α − 15φα + 10)
(3.8)







In der Abbildung 3.2 sind die einzelnen Interpolationsfunktionen in einem Zwei- und Dreiphasen-
bereich gegenübergestellt.
Garcke et al. [45] haben gezeigt, dass sich die Oberächenenergie am α–β-Interface f αβse im Gleich-
gewicht durch die Gradientenenergiedichte (3.4) und das freie Energiepotential (3.5) approximieren
lässt. Das Linienintegral über die jeweiligen Dualbeiträge α–β der beiden Potentiale in Richtung
der Normalen nr zur Grenzäche ergibt die Oberächenenergie





γαβφαφβ)nr ⋅ dX . (3.10)
Für einen eindimensionalen Zweiphasenfall wird dieser Zusammenhang in Abschnitt 3.1.3 herge-
leitet. Damit sind die beiden Darstellungen der freien Energie, die Repräsentation durch scharfe
Grenzächen (3.1) und die Darstellung mit diusen Grenzübergängen (3.3), äquivalent. Für die
Berechnung der freien Energie in der scharfen Grenzächendarstellung ist die genaue Parame-
trisierung der singulären Fläche Sr notwendig. Ändert sich die singuläre Fläche, so muss die
Parametrisierung erneut durchgeführt werden. In der Darstellung der freien Energie mit diusen
Grenzübergängen (3.3) wird die Charakterisierung der jeweiligen Energiedichtebeiträgen alleine












































Abbildung 3.2.: Visualisierung der Verläufe von Interpolationsfunktionen: (links) polykristallines Gefü-
ge mit Hervorhebung des Bereiches für die Plots der Interpolationsfunktionen, die (rechts) für eine
Grenzäche und eine Tripelpunktregion dargestellt sind
3.1.1. Evolutionsgleichungen der Ordnungsparameter für das
Multiphasenfeldmodell
In Abschnitt 2.4.1 wurde mithilfe der Variationsableitung die Euler-Lagrange-Gleichung der Me-
chanik (2.37) abgeleitet. Und in Abschnitt 2.4.4 wurde mit dem gleichen Ansatz die energetische
Gleichgewichtsbedingung auf singulären Flächen, die als Bilanz der Kongurationskrä e (2.52)
bezeichnet wird, hergeleitet. Hierzu war eine zusätzliche Variation der singulären Fläche notwendig.
In diesem Abschnitt wird die energetische Gleichgewichtsbedingung auf singulären Flächen oder
die Euler-Lagrange-Gleichung im Phasenfeldkontext alleine durch die Variation der Ordnungspara-
meter abgeleitet und daraus auf die Evolutionsgleichung der Ordnungsparameter geschlossen. Die
besondere Parametrisierung des Gebietes durch Ordnungsparameter führt zu kontinuierlichen Fel-
dern. Daher erübrigt sich die zusätzliche Variation der singulären Fläche im Phasenfeldkontext.
Das Funktional der freien Energie (3.3) ist von den jeweiligen Ordnungsparametern der einzelnen
Phasen, die in dem N-Tupel φ(X , t) gebündelt sind, und deren Gradienten ∇Xφ(X , t) abhängig.
Wie im Abschnitt 2.3.4 besprochen, muss im Gleichgewicht die freie Energie ihr Minimum errei-
chen um thermodynamische Konsistenz zu gewährleisten. Damit ist der Gleichgewichtszustand
des Systems ist durch die Variation des Funktionals (3.3) nach den Ordnungsparameter gegeben.
Angenommen das N-Tupel φ(X , t)minimiert das Funktional ℱ(φ,∇Xφ, . . . ), dann ist eine in-
nitesimale Abweichung von φ(X , t) gegeben durch δφ(X) = є̂η(X). Dabei ist є̂ = є̂1, . . . , є̂N ein
N-Tupel von innitesimal kleinen skalaren Werten und η(X) ein N-Tupel von dierenzierbaren
Funktionen mit der zusätzlichen Bedingung η(∂V) = 0. Damit wird das Funktional der freien
Energie (3.3) zu
ℱ(φ + є̂η,∇X(φ + є̂η), . . . ) = ∫Vr f (φ + є̂η,∇X(φ + є̂η), . . . )dVr . (3.11)
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Das Funktionalℱ(φ+ є̂η,∇X(φ+ є̂η), . . . ) ist also eine Funktion von є̂ und wird minimal bei є̂ = 0
für beliebige η. Äquivalent zum Abschnitt 2.4.1 ist die Variationsableitung des Funktionals (3.3)
bzw. (3.11) nach φα gegeben durch
δℱ(φ,∇Xφ, . . . )
δφα





Unter Anwendung der partiellen Integration, der Bedingung δφ(∂V) = 0 und dem Gaußschen
Satz in regulären Punkten (2.9), wie in Abschnitt 2.4.1 besprochen, folgt für die Variation des
Funktionals für alle φα , α = 1, . . . ,N ,
δℱ(φ,∇Xφ, . . . ) = ∫Vr
∂ f (φ,∇Xφ, . . . )
∂φα
δφα +




∂ f (φ,∇Xφ, . . . )
∂φα
−∇X ⋅










∂ f (φ,∇Xφ, . . . )
∂φα
−∇X ⋅
∂ f (φ,∇Xφ, . . . )
∂∇Xφα
)δφαdVr . (3.12)
Mit der Forderung, dass die Gleichung (3.12) für beliebige Variationen δφα gelten muss, folgt der
Satz der Gleichgewichtsbedingung für das Funktional (3.3)








) f (φ,∇Xφ, . . . ), ∀φα , α = 1, . . . ,N .
Dies ist die Euler-Lagrange-Gleichung im Phasenfeldkontext mit der Variationsableitung des
Funktionals ℱ nach dem Ordnungsparameter φα , die folgendermaßen deniert ist







) f (φ,∇Xφ, . . . ).
Lässt man das System mit einer MobilitätM in das Minimum relaxieren, folgen die Evolutionsglei-








) f (φ,∇Xφ, . . . ). (3.14)
Diese Gleichung wurde erstmals von Ginzburg und Landau [39] abgeleitet und wird daher als




Bei der Variation der Ordnungsparameter φα muss die Bedingung∑α φα = 1 stets erfüllt bleiben.
Daher folgt mit der zusätzlichen Nebenbedingung g(φ) = ∑α φα − 1 = 0 für die Variationsablei-
tung




















− Λ = 0, ∀φα , α = 1, . . . ,N , (3.15)
wobei G(φ) = ∫V g(φ)dVr das Volumenintegral der Nebenbedingung g(φ) repräsentiert. Die
Bedingung (3.15) muss für alle φα erfüllt bleiben. Unter der Annahme, dass alle Ordnungsparameter












das von Nestler et al. [13] eingeführt wurde. Für das Minimum des Funktionals ℱ(φ,∇Xφ, . . . )
folgt mit der zusätzlichen Nebenbedingung∑α φα = 1
δℱ
δφα






= 0, ∀φα , α = 1, . . . ,N . (3.16)
Ein Set an Ordnungsparametern φ, das die Dierentialgleichung (3.16) erfüllt, minimiert das
Funktionalℱ(φ,∇Xφ, . . . ). Das Minimum wird ebenfalls erreicht, wenn die einzelnen Variationen






















Führt man für jede Grenzäche zweier Phasen eine Mobilität Mαβ ein, folgt ausgehend von der
Ginzburg-Landau-Gleichung (3.14) die Evolutionsgleichung für jeden einzelnen Ordnungsparame-
ter φα








), ∀φα , α = 1, . . . ,N . (3.17)
Dies ist die Evolutionsgleichung für das N-Tupel von Ordnungsparametern φ und wurde erstmals
von Steinbach und Pezzolla [49] auf eine alternative Weise abgeleitet. Bendet sich ein System
nicht im Gleichgewicht, so erfahren die Ordnungsparameter eine Änderung, die durch die Allen-
Cahn-Gleichung (3.17) gegeben ist. Diese Formulierung der Evolutionsgleichung garantiert dass
die Kongurationskrä e der Grenzächenenergie (siehe Gl. (2.52)) exakt abgebildet werden, was
in Abschnitt (3.1.4) gezeigt wird. Eine Transformation der Allen-Cahn-Gleichung (3.17) in die
Eulersche Darstellung ist im Zusammenhang der niten Deformationen notwendig und wird in
Abschnitt 6.1 durchgeführt.
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3.1.2. Reduktion auf ein binäres System
Die freie Energie eines Multiphasensystems und die Evolution der entsprechenden Ordnungspa-
rameter wird durch die Gleichungen (3.3) und (3.17) beschrieben. Im Zweiphasenfall wird das
N-Tupel von Ordnungsparametern zu φ = (φα , φβ). Daher reduziert sich der Satz der Evolutions-








), ∀φα , α = 1, 2. (3.18)
Mit der Gradientenenergiedichte (3.4) und demMultihindernispotential (3.5) folgt für die Varia-
tionen des Funktionals (3.3)
δℱ
δφα




















Da die Summe derOrdnungsparameter immer 1 seinmuss, kann φβ durch 1−φα ersetzt werden.Mit
∇Xφβ = −∇Xφα folgt zusätzlich für den generalisierten α–β-GradientenQαβ = φα∇Xφβ−φβ∇Xφα =
























(1 − 2φα) −
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Dabei ist ∆X = ∇X ⋅ ∇X der Laplace-Operator. Außerdem wurde ausgenutzt, dass die folgende
Relation aus der Symmetrie der Interpolationsfunktionen folgen muss ∂hα⇑(∂φα) = ∂hβ⇑(∂φβ).
3.1.3. Gleichgewichtsprol der Ordnungsparameter und die resultierende
Grenzächenenergie
Gleichung (3.19) beschreibt die Evolution der Ordnungsparameter für ein binäres System. Bendet
sich das System im Gleichgewicht, so verschwindet die lokale Änderung der Ordnungsparameter
∂φα⇑∂t = 0. Für die Berechnung des Prols der Ordnungsparameter im Übergangsbereich wird
ein eindimensionales System der Länge 2Lmit einem Phasenübergang in der Mitte des Gebietes
bei X = 0 betrachtet und die Energien innerhalb der Zellen vernachlässigt. In diesem Fall reduziert


























































φα(1 − φα). (3.21)
Daraus lässt sich die Breite und das Prol des Übergangsbereiches durch Trennung der Variablen
berechnen. Es ergibt sich für die Breite des Übergangsbereiches







π2 φα (1 − φα)
dφα









Entsprechend folgt für das Prol der Ordnungsparameter im Übergangsbereich



















< X < l
2
. (3.23)
Die Grenzächenenergie ist das Linienintegral über die Gradientenenergiedichte (3.4) und das
Energiepotential (3.5) in Richtung der Interfacenormalen (siehe Gleichung (3.10)). Mit φβ = 1− φα ,
∇Xφβ = −∇Xφα und der Steigung ∂φα⇑∂X, die durch die Gleichung (3.21) gegeben ist, ergibt sich
für den eindimensionalen Fall [50]

















































) = γαβ . (3.24)
Wobei das letzte Integral mithilfe von Bronstein et al. [19] ausgewertet wurde. Das energetische
Potential (3.5) wurde so konstruiert, dass die Beziehung (3.24) erfüllt wird. Damit repräsentieren die
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Abbildung 3.3.: Zweidimensionales Systemmit einem kreisförmigen Einschluss
Gradientenenergiedichte (3.4) und das Energiepotential (3.5) imKontext von scharfenGrenzächen
exakt die Grenzächenenergie. Allerdings wurde bei der Berechnung ausgenutzt, dass das Prol
des Übergangsbereiches dem Gleichgewichtsprol (3.23) entspricht. Werden treibende Krä e
verwendet, die zu Überschussenergie führen, so wird das Prol der Ordnungsparameter verzerrt
und damit auch die resultierende Grenzächenenergie verändert [9]. In Abschnitt 4.2 wird auf
diesen Zusammenhang näher eingegangen.
3.1.4. Bilanz der Kongurationskräfte Im Phasenfeldkontext
Die Evolution der Ordnungsparameter und damit der Phasen wird in der Lagrangeschen Darstel-
lung durch Gleichung (3.19) beschrieben. Wie schon im vorhergehendem Abschnitt besprochen,
verschwindet die lokale Änderung der Ordnungsparameter ∂φα⇑∂t = 0, wenn sich das System im













Für die Interpretation dieser Gleichung im Kontext von scharfen Grenzächen muss ein Linien-
integral durch das Interface in Richtung der Normalen ausgewertet werden. Hierzu wird ein
zweidimensionales System mit einem kreisförmigen Einschluss betrachtet, wie in Abbildung 3.3
dargestellt ist. Unter Verwendung von Polarkoordinaten wird die Richtung der Normalen zur
radialen Richtung.
Ähnlichwie inAbschnitt 3.1.3, wird dieGleichung (3.25) von beiden Seitenmit ∂φα⇑∂rrmultipliziert

























Augenscheinlich repräsentiert die linke Seite der Gleichung (3.25) in scharfen Grenzächenkontext
den Sprung ⎜ fbulk⨆︁⇑2. Entsprechend folgt für die Gleichgewichtsbedingung (3.25)
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2









Der in Abschnitt 3.1.3 eingeführte Parameter für die Breite des Übergangsbereiches є wird für die
Auswirkung der rechten Seite der Gleichung (3.26) benötigt. So werden alle relevanten Größen in
є-Termen entwickelt. Mit rr = r0 + єdη, drr = єdη, 1⇑r ≈ 1⇑r0 − єdη⇑r20 und dem Laplace-Operator
in Polarkoordinaten [19] folgt
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Für eine Näherung erster Ordnung werden die Terme der Ordnung𝒪(є2⇑r20) vernachlässigt. Für
die Ordnung𝒪(є0⇑r00) resultiert











Die beiden Terme in der Klammer sind äquivalent zu der Gleichgewichtsbedingung (3.20) eines
planaren Übergangsbereiches ohne Störung. Daher heben diese sich gegenseitig auf (siehe Ab-
schnitt 3.1.3). Mit einer ähnlichen Vorgehensweise wie in Abschnitt 3.1.3 folgt für den Beitrag der
Ordnung𝒪(є⇑r0) von der Gleichung (3.27)
є
2























φα(1 − φα)dφα = −γαβ
1
2r0
⎜ fbulk⨆︁ ≈ −γαβκ.
κ = 1⇑r0 ist dabei die zweifache mittlere Krümmung und kann im Phasenfeldkontext folgenderma-
ßen berechnet werden




Die Berechnungen in diesem Abschnitt zeigen, dass die Gleichgewichtsbedingung (3.25) äquivalent
zu der Bilanz der Kongurationskrä e (2.52) bzw. (2.58) ist. Eine notwendige Voraussetzung ist
allerdings, dass der Sprung der inneren Energien ⎜ fbulk⨆︁ den entsprechenden Kongurationskrä en
entspricht. Für Erstarrungsprozesse entspricht dies dem Sprung derGroßkanonischen Potentiale [9].
Werden bei der Evolution mechanische Energien einbezogen, so muss ein mechanisches Potential
formuliert werden, dessen Sprung dermechanischenKongurationskra nr⎜Σ⨆︁nr bzw. ⎜W⨆︁−⎜εn⨆︁⋅
σn entspricht [11]. Die Formulierung eines solchen Potentials und die resultierenden Berechnungen
der Spannungen im Übergangsbereich sind in Abschnitt 4.3 zu nden. Des Weiteren wurde in
diesemAbschnitt gezeigt, dass die Evolutionsgleichung derOrdnungsparameter (3.17) die kapillaren
Krä e (−γκ) in der Lagrangeschen Darstellung abbildet. Für die Verwendung der Eulerschen






Bereits 1957 zeigte Eshelby [6], dass Inhomogenitäten einen entscheidenden Einuss auf die me-
chanischen Eigenscha en von Festkörpern haben. Daher sind Simulationen auf der mesosko-
pischen Längenskala für Vorhersagen von mechanischen Eigenscha en und zur Beschreibung
der mikrostrukturellen Evolution von Materialien unverzichtbar. Die nötigen Bilanzgleichungen,
Sprungbedingungen und Kongurationskrä e für mikrostrukturelle Simulationen wurden in Kapi-
tel 2 zusammengefasst. Die konventionellen Methoden für die Modellierung des elastischen oder
des elasto-plastischen Materialverhaltens auf der mesoskopischer Längenskala basieren auf der
Finite-Elemente-Methode. Allerdings erfordert eine zusätzliche Kopplung mit einer Evolution
der Phasengrenzen eine explizite Verfolgung der Grenzächen und ist sehr unpraktisch bei der
Modellierung von komplexen dreidimensionalen Mikrostrukturen. In diesem Zusammenhang
stellt die Phasenfeldmethode, die in Kapitel 3 vorgestellt wurde, eine Alternative dar, da die Not-
wendigkeit der Grenzächenverfolgung durch die Parametrisierung mit Ordnungsparametern
redundant wird [1, 5]. Diese spezielle Parametrisierung erschwert allerdings das Lösen von Sprung-
bedingungen im Übergangsbereich, da sich die scharfe Grenzäche über einen volumetrischen
Bereich erstreckt. Daher werden Homogenisierungsansätze verwendet, um die eektiven Materi-
alparameter in jedem Punkt des Übergangsbereiches zwischen den lokal überlappenden Phasen
zu berechnen [51]. Allerdings erfüllen die Homogenisierungsmethoden im Allgemeinen nicht
die mechanischen Sprungbedingungen an Grenzächen [11]. Es entstehen Abweichungen, die
zu Überschussenergie und damit zu einer Verzerrung des Ordnungsparameterprols und der
Grenzächenenergie führen [10, 11].
In diesem Kapitel werden zunächst in Abschnitt 4.1 die verwendeten Techniken im Phasenfeld-
kontext zur Berechnung der eektiven Materialparameter im volumetrischen Übergangsbereich
vorgestellt. Anschließend werden in Abschnitt 4.2 die Folgerungen der verwendeten Homoge-
nisierungsmethoden auf die Evolution der Ordnungsparameter herausgearbeitet. Basierend auf
mechanischen Sprungbedingungen an Diskontinuitäten, die in Kapitel 2 vorgestellt wurden, wird
in Abschnitt 4.3 ein Modell für binäre Systeme und innitesimale Deformationen vorgestellt,
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Abbildung 4.1.: Vergleich von Homogenisierungsmethoden der Materialparameter: (links) Ein eindi-
mensionales Gebiet mit einem Phasenübergang in der Mitte und der Verlauf der entsprechenden
Ordnungsparameter, (rechts) Verlauf der linearen und harmonischen Interpolation der Materialparame-
ter 𝒞i j(φ). Zum Vergleich sind harmonische Interpolationen für unterschiedliche Verhältnisse 𝒞αi j⇑𝒞
β
i j
und die Mittelwertlinie ∐︀𝒞i j̃︀ in Grau dargestellt.
dass die mechanischen Sprungbedingungen erfüllt. Im nachfolgenden Abschnitt wird der quan-
titative Charakter des Modells sowohl für die Berechnung der Spannungen und Dehnungen im
Übergangbereich als auch für die Beschreibung der für die Phasengrenzenevolution notwendigen
Kongurationskrä e gezeigt. Im letzten Abschnitt dieses Kapitels wird das vorgestellte Modell für
Anwendungen in polykristallinen Systemen erweitert. Im gesamten Kapitel werden innitesimale
Deformationen vorausgesetzt. Daher wird auf die Unterscheidung zwischen der Lagrangeschen
und der Eulerschen Darstellung verzichtet und es wird die vereinfachte Notation aus Abschnitt 2.5
verwendet. Einige Ergebnisse dieses Kapitels wurden in Schneider et al. [11] veröentlicht und
es wurde ein weiteres Manuskript aus den Ergebnissen dieses Kapitels angefertigt, das zeitnah
eingereicht wird.
4.1. Literaturüberblick der Homogenisierungsansätze zur
Berechnung der Spannung im Übergangsbereich
Für die Beschreibung von Festkörpertransformationsprozessen oder für die Vorhersagen von me-
chanischen Eigenscha en ist eine genaue Berechnung der Spannungen und der mechanischen
Kongurationskrä e im Übergangsbereich unverzichtbar. Da die Ordnungsparameter und somit
auch die Phasen im Interface koexistieren können, werden Homogenisierungsansätze verwendet,
um die eektiven Materialparameter in jedem Punkt des Übergangsbereiches zwischen den lokal
überlappenden Phasen zu berechnen. Ammar et al. [51] geben einen Überblick über die verwende-
ten Ansätze. Der Ansatz von Khachaturyan [52] ist in Phasenfeldanwendungen weit verbreitet. In
Abwesenheit von inelastischen Dehnungen ist das Modell von Khachaturyan [52] gleich dem Ho-
mogenisierungsschema von Voigt [53], das im Folgenden als Voigt / Taylor-Ansatz (VT) bezeichnet
wird. Die grundlegende Annahme des VT-Ansatzes ist, dass die Gesamtdehnungen zwischen den
überlappenden Phasen als gleich angenommen werden. Die Folgerung dieser Annahme für die






Dieser Ansatz ist beispielsweise in den Modellformulierungen von Spatschek et al. [54], Mennerich
et al. [55] und Schneider et al. [56, 57] zu nden. Im Gegensatz zu dem Homogenisierungsschema
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von Voigt [53] steht das Homogenisierungsschema von Reuss [58], das im Folgenden als Reuss /
Sachs-Schema (RS) bezeichnet wird. Die grundlegende Annahme des RS ist, dass die Spannun-
gen zwischen den überlappenden Phasen als gleich angenommen werden. Dies resultiert in der








𝒮 ist dabei der Nachgiebigkeitstensor. Im Phasenfeldkontext wurde dieses Homogenisierungssche-
ma in den Arbeiten von Steinbach und Apel [59] und Apel et al. [60] diskutiert. Sowohl Ammar
et al. [51] als auch Durga et al. [10] vergleichen die unterschiedlichen Methoden. Die resultierten
interpolierten Steigkeiten beider lokalen Homogenisierungsansätze für einen binären Übergangs-
bereich ist in Abbildung 4.1 dargestellt. ZumVergleich ist der Verlauf von harmonisch interpolierten
Materialparametern für unterschiedliche Verhältnisse von 𝒞αi j zu 𝒞
β
i j und dieMittelwertlinie ∐︀𝒞i j̃︀ ab-
gebildet. Die jeweilige Position des Mittelwertes ∐︀𝒞i j̃︀(φ) ist stark vom 𝒞αi j⇑𝒞
β
i j-Verhältnis abhängig,
was eine allgemeine Eigenscha der harmonischen Interpolation ist.
Geht man von innitesimalen Deformationen aus, so führen die physikalisch linearen konstitutiven
Gleichungen zu dem Hookeschen Gesetz (2.55). Werden die inelastischen Dehnungen ε̃α für die
jeweilige Phase α berücksichtigt, so ergibt sich für die Berechnung der Causchyschen Spannung




α (︀ε − ε̃α⌋︀ hα(φ). (4.1)









Jedoch repräsentieren die VT- und RS-Ansätze lediglich die obere und untere Schranke der realen
Materialparameter im Interface. Nur in speziellen eindimensionalen Fällen werden die eektiven
Materialparameter richtig wiedergeben. In Abschnitt 2 wurden die Sprungbedingungen an Dis-
kontinuitäten hergeleitet. Die Hadamardsche Sprungbedingung (2.34) besagt, dass der Sprung des
Deformationsgradienten ⎜F⨆︁ = a ⊗ ns nur Normalanteile zur singulären Fläche besitzt. Folglich
verschwindet der Sprung der Tangentialanteile. Daher ist die VT-Approximation nur für eine
eindimensionale parallele materielle Kette, bei der nur die Tangentialanteile relevant sind, gültig.
Aus der Impulsbilanz wurde in Abschnitt 2.3.2 die Sprungbedingung für den Spannungsvektor
⎜t⨆︁ = ⎜σ⨆︁ns (siehe Gleichung (2.24)) abgeleitet. Diese besagt, dass der Spannungsvektor in Norma-
lenrichtung auf der singulären Fläche homogen ist, was dem Krä egleichgewicht entspricht. Damit
ist die RS-Approximation nur bei Sonderfällen ohne tangentiale Anteile gültig. Dies entspricht
der eindimensionalen seriellen materiellen Kette. Für den geometrisch linearen Fall sind beide
eindimensionalen Sonderfälle, die parallele und die serielle materielle Kette, in Abbildung 4.2
dargestellt. Ein eindimensionales Gebiet der Breite b mit einem Phasenübergang in der Mitte der
Domäne wird einachsig belastet. In Falle der seriellen materiellen Kette, die auf der linken Seite
der Abbildung 4.2 dargestellt ist, wird das Gebiet in Normalenrichtung des Übergangsbereiches
mit konstanten Spannung σ0 belastet. In Falle der parallelen materiellen Kette, die auf der rechten
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Abbildung 4.2.: Serielle Kette (links) und parallele materielle Kette (rechts). Ein eindimensionales Gebiet
mit einem Phasenübergang bei b⇑2 wird bei einer seriellen materiellen Kette in x-Richtung mit kon-
stanter Spannung σ0 und bei einer parallelen materiellen Kette mit konstanter Dehnung in y-Richtung
belastet. Die resultierenden Verläufe der Dehnung εx x(φ) bzw. der Spannung σy y(φ) und der Formän-
derungsenergiedichteW(φ) beider Approximationen (VT und RS) sind mit der SI-Lösung verglichen.
Seite der Abbildung 4.2 abgebildet ist, wird das Gebiet mit einer konstanten Dehnung ε0 tangen-
tial zum Übergangsbereich belastet. Für beide Sonderfälle sind die resultierenden Verläufe der
Dehnung εxx(φ) bzw. der Spannung σyy(φ) und der Verlauf der Formänderungsenergiedichte
W(φ) = (ε(φ) ⋅ σ(φ))⇑2 dargestellt. Zusätzlich zu den resultierenden Verläufen der VT- und
RS-Approximation sind zumVergleich die resultierenden Verläufe einer Domänemit einer scharfen
Grenzäche, die mit SI (aus dem Englischen sharp interface) gekennzeichnet sind, dargestellt.
Sowohl bei der seriellen als auch bei der parallelen materiellen Kette bendet sich der Sprung
der Dehnung ⎜εxx⨆︁ bzw. der Spannung ⎜σyy⨆︁ und der Sprung der Formänderungsenergiedichte
⎜W⨆︁ bei der SI-Lösung in der Mitte des Gebietes. Damit benden sich auch die Mittelwerte
∐︀εxx̃︀ = (εαxx + ε
β
xx)⇑2 bzw. ∐︀σyỹ︀ und ∐︀W̃︀ in der Mitte der Domäne. Da die Werte innerhalb
der einzelnen Phasen konstant sind, folgt für die gesamte Formänderungsenergie der seriellen
materiellen Kette für die SI-Lösung







Entsprechend folgt für die gesamte Formänderungsenergie der parallelen materiellen Kette







Unter Vernachlässigung der nicht elastischen Dehnungen reduziert sich die Gleichung (4.1) für die
Berechnung der Cauchyschen Spannung in einem binären Fall zu
σVT(φ) = (𝒞α)︀εVT⌈︀)hα(φ) + (𝒞β)︀εVT⌈︀)hβ(φ) = σαhα(φ) + σβhβ(φ). (4.3)
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Damit resultiert die VT-Approximation in einer linearen Interpolation der Spannungen. Reduziert
man die Gleichung (4.3) entsprechend dem Fall der parallelen materiellen Kette, ergibt sich
σVTyy (φ) = (2µαhα(φ) + 2µβhβ(φ))ε0 = σαyyhα(φ) + σ
β
yyhβ(φ).
Dies ist eine lineare Interpolation der Spannungen mit der Interpolationsfunktion hα(φ), wie auf
der rechten Seite der Abbildung 4.2 zu sehen ist. Da sowohl die Ordnungsparameter als auch die
entsprechenden Interpolationsfunktionen im Gleichgewicht antisymmetrisch um φα = 0.5 sind





Da die Lösung äquivalent zu der SI-Lösung ist, ist die VT-Approximation im Falle der paralle-
len materiellen Kette exakt. Stellt man allerdings die Gleichung (4.3) nach εVT um, so folgt für
den eindimensionalen Fall der seriellen materiellen Kette eine harmonische Interpolation der
Dehnungen






















Ein entsprechender Verlauf der Dehnung und der resultierenden Formänderungsenergiedichte ist
auf der linken Seite der Abbildung 4.2 zu erkennen. Sowohl die Position der Mittelwerte ∐︀εxx̃︀ und
∐︀W̃︀ als auch das Resultat der gesamten Formänderungsenergie deckt sich nicht mit der SI-Lösung.
Die Abweichungen sind stark vom Verhältnis der Dehnung εαxx⇑ε
β
xx , respektive vom Verhältnis
der Materialparameter (λα + 2µα)⇑(λβ + 2µβ), abhängig. Erst bei dem trivialen Fall, wenn die
Materialparameter λα + 2µα und λβ + 2µβ nahezu äquivalent sind, ist εVTxx (φα = 0.5) ≈ ∐︀εxx̃︀ (siehe
Abbildung 4.1) und die VT-Lösung ist mit der SI-Lösung vergleichbar.
Werden die inelastischen Dehnungen vernachlässigt, so folgt für die Berechnung der Cauchyschen







Angewendet auf den eindimensionalen Fall der parallelen materiellen Kette ergibt sich

















Damit resultiert die RS-Approximation bei homogenen Dehnungen in einer harmonischen Inter-
polation der Spannungen. Entsprechend sieht der Verlauf der Spannung und der resultierenden
Formänderungsenergiedichte in Abbildung 4.2 aus. Auch hier stimmt weder die Position der Mit-
telwerte ∐︀σyỹ︀ und ∐︀W̃︀ noch die resultierende Energie ERS mit der scharfen Grenzächenlösung
überein. Stellt man allerdings die Gleichung (4.5) nach εRS um und reduziert diese entsprechend
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dem eindimensionalen Fall der seriellen materiellen Kette, so folgt eine lineare Interpolation der
Dehnung
εRSxx(φ) = (λα + 2µα)
−1σ0hα(φ) + (λβ + 2µβ)
−1
σ0hβ(φ) = εαxxhα(φ) + ε
β
xxhβ(φ).






deckt sich mit der erwarteten SI-Lösung, wie auf der linken Seite der Abbildung 4.2 zu sehen ist.
Keine der beiden lokalen Homogenisierungsmethoden erfüllt die Hadamardsche Bedingung (2.34)
und das Krä egleichgewicht (2.24) gleichzeitig. Für die Erfüllung beider Sprungbedingungen
bedarf es einer gemischten Interpolationsmethode [10, 11]. In Abschnitt 4.3 wird ein solches Modell
vorgestellt, das auf mechanischen Sprungbedingungen an Diskontinuitäten basiert.
4.2. Folgerungen der Homogenisierungsmethoden auf die
Evolutionsgleichung der Ordnungsparameter
Im vorhergehenden Abschnitt wurde gezeigt, dass bei der Berechnung der Spannungen die lokalen
Homogenisierungsmethoden nur in speziellen eindimensionalen Sonderfällen zufriedenstellende
Ergebnisse liefern. Das Approximationsschema von Voigt / Taylor (VT) liefert exakte Ergebnisse für
die parallele materielle Kette und das Approximationsschema von Reuss / Sachs (RS) entsprechend
für die serielle materielle Kette. Für allgemeine Zustände ergeben sich Abweichungen für beide
Schemata, die von dem Größenunterschied der jeweiligen Materialparameter 𝒞α abhängig sind.
Die Folgen der Abweichungen auf die Evolutionsgleichung der Ordnungsparameter (3.17) werden
im Folgenden besprochen.
Die FormänderungsenergiedichteW(φ, ε, σ) ist im Phasenfeldkontext von den Dehnungen ε, von
den Spannungen σ und von den Ordnungsparametern φ abhängig. MitWα(εα , σα) als Formände-
rungsenergiedichte der Phase α ergibt sich für die homogenisierte Formänderungsenergiedichte
W(φ, ε, σ) =∑
α
Wα(εα , σα)hα(φ). (4.7)
Unter Berücksichtigung der Formänderungsenergiedichte ist die freie Energie des Systems gegeben
durch (siehe Abschnitt 3.1)
ℱ(φ,∇φ, ε, σ) = ∫V єa(φ,∇φ) +
1
є
ωob(φ) +W(φ, ε, σ)dV . (4.8)
Für die Berechnung der Grenzächenenergie muss ein Linienintegral in Richtung der Interfacenor-
malen über die Gradientenenergiedichte єa(φ,∇φ) und das energetische Potential ωob(φ)⇑є des
Funktionals (4.8) ausgewertet werden. In Abschnitt 3.1.3 wurde gezeigt, dass die beiden Potentiale
so konstruiert wurden, dass ein solches Integral in Abwesenheit weiterer treibender Krä e exakt
γαβ ergibt. Dabei wurde ausgenutzt, dass das Prol der Ordnungsparameter im Gleichgewicht
genau die Form (3.21) hat.
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Für die Berechnung desGleichgewichtsprols unter Einuss der FormänderungsenergieW(φ, ε, σ)
wird ein eindimensionales binäres System mit einem Phasenübergang in der Mitte des Gebietes












(1 − 2φα) −
1
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wobeiWα(εα , σα) undWβ(εβ , σβ) die Formänderungsenergiedichten der jeweiligen Phasen sind.














Auf die gleiche Weise wie in Abschnitt 3.1.3 wird die Gleichung (4.9) erst von beiden Seiten mit


































Um die ursprüngliche Form für das Prol der Ordnungsparameter zu erhalten, muss das Integral
über die Dierenz der PotentialeWα(εα , σα) −Wβ(εβ , σβ) im Gleichgewicht verschwinden. Ist
das nicht der Fall so wird das Prol der Ordnungsparameter durch den zusätzlichen Beitrag verzerrt.
Da für die Berechnung der Interfacebreite l und der Oberächenenergie f αβse ein unverzerrtes Prol
notwendig ist, siehe Gleichungen (3.22) und (3.24), spiegelt sich entsprechend eine Verzerrung
des Prols in der resultierenden Interfacebreite l und in der resultierenden Oberächenenergie
f αβse wider. Dieser zusätzliche Beitrag in der Oberächenenergie wird als Überschussenergie (aus
dem Englischen interfacial excess energy) bezeichnet. Da die Formulierung der freien Energie
durch die Gleichung (4.8) mit einem diusen Übergangsbereich die freie Energie des Systems mit
scharfen Grenzächen approximieren soll, ist die Überschussenergie die Dierenz der Energie
innerhalb der Phasen eines Systems mit scharfen Grenzächen (siehe Gleichung (3.2)) und der
Formulierung mit diusem Übergangsbereich (4.8) [40]. Für eindimensionale Systeme, die in
Abschnitt 4.1 besprochen wurden, ergibt sich daher nach [10, 40] für die Überschussenergie
Eexc. = ∫ b0 W(φ, ε, σ)dx − ESI. (4.11)
Somit führen jegliche Abweichungen der resultierenden Formänderungsenergie zu der Lösung mit
scharfen Grenzächen und zu einer Überschussenergie im Interface.
Die grundlegende Annahme der VT-Approximation ist, dass die phasenanteiligen Dehnungen im
Übergangsbereich gleich sind (siehe Abschnitt 4.1). Für die Berechnung der Cauchyschen Span-
nung σVT(φ) im Übergangsbereich folgt aus dieser Annahme die Gleichung (4.1). Da unter der
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VT-Annahme die Gesamtdehnung ε phasenunabhängig und somit homogen ist, kann diese zur
Formulierung der Formänderungsenergiedichte verwendet werden. Entsprechend den Modell-










(ε − ε̃α) ⋅ 𝒞α(︀ε − ε̃α⌋︀hα(φ). (4.12)
Dagegen ist die Annahme der RS-Approximation, dass die phasenanteiligen Spannungen im Über-
gangsbereich gleich sind. Da die Spannungen im Übergangsbereich homogen sind, können sie für
die Formulierung der FormänderungsenergiedichteWRS(φ, σ) verwendet werden. Ausgehend
von der Formulierung der Formänderungsenergiedichte mit der VT-Approximation, die durch
die Gleichung (4.12) gegeben ist, folgtWRS(φ, σ) für die RS-Approximation durch eine Legendre-
Transformation. Mit ∂WVTα(σ)⇑∂ε = σ = 𝒞α(ε − ε̃α) ⇒ ε = 𝒮α(︀σ⌋︀ + ε̃α ergibt sich für die






= σ ⋅ ε − 1
2
(ε − ε̃α) ⋅ 𝒞α(︀ε − ε̃α⌋︀
= σ ⋅ (𝒮α(︀σ⌋︀ + ε̃α) − 1
2
(𝒮α(︀σ⌋︀ + ε̃α − ε̃α) ⋅ 𝒞α(︀𝒮α(︀σ⌋︀ + ε̃α − ε̃α⌋︀





σ ⋅𝒮α(︀σ⌋︀ + σ ⋅ ε̃α . (4.13)
σ ist dabei die Cauchysche Spannung, die durch die Gleichung (4.2) gegeben ist. Damit folgt die









σ ⋅𝒮α(︀σ⌋︀ + σ ⋅ ε̃α)hα(φ). (4.14)
Reduziert man das Potential (4.14) auf das eindimensionale System der seriellen materiellen Kette,



















λβ + 2µβ −
1
λα + 2µα ). (4.15)
In Abbildung 4.3 sind die Formänderungsenergiedichten beider Approximationen für das Beispiel
der seriellen materiellen Kette und den GleichgewichtszustandWα =Wβ =WSI dargestellt. Da die
PotentialeWRSα(σxx) undWRS
β(σxx) nur von den Spannungen σxx abhängen und für die serielle
materielle Kette gilt σαxx = σ
β
xx = σ0, ist der Gleichgewichtszustand für die RS-Approximation
eindeutig bestimmt, wie auf der rechten Seite der Abbildung 4.3 zu sehen ist. Für die Potentiale der
VT-Approximation entspricht dieses Gleichgewicht einer GleichgewichtslinieWVT(εxx(φ)), die
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Abbildung 4.3.: Vergleich der Formänderungsenergiedichten der VT- und RS-Approximation am Beispiel
der seriellen materiellen Kette, die in Abbildung 4.2 links dargestellt ist. Die Bedingungen des Gleichge-
wichtszustandesWRS
α = WRSβ = WSI und σαx x = σ
β
x x = σ0 sind mit gepunkteten Linien hervorgehoben.
Die resultierende Überschussenergie der VT-Approximation EVTexc. ist grau markiert.
auf der linken Seite der Abbildung 4.3 dargestellt ist. Der Verlauf der entsprechenden Dehnung
εxx(φ) folgt dem Verlauf einer harmonisch interpolierten Größe, wie in der Gleichung (4.4)
gezeigt wurde. Dies führt zu einer Abweichung des resultierenden PotentialsWVT(εxx(φ)) zum
Gleichgewichtsverlauf, das in Abbildung 4.3 gepunktet hervorgehoben ist. Und dies wiederum führt
zu einer Überschussenergie, die mit der Gleichung (4.11) berechnet werden kann. In Abbildung 4.3
wurde die Überschussenergie grau hervorgehoben.
Für denn Fall der parallelen materiellen Kette, die in Abbildung 4.2 rechts dargestellt ist, ist der






















wobei ε̃αyy = 0 gewählt wurde. Der Verlauf der Formänderungsenergiedichten für diesen Fall der
parallelen materiellen Kette ist in Abbildung 4.4 dargestellt. Der GleichgewichtszustandWα =
Wβ = WSI und εαyy = ε
β
yy = ε0 ist diesmal für den Potentialverlauf der VT-Approximation ein-
deutig deniert, was auf der linken Seite der Abbildung 4.4 zu sehen ist. Für die Potentiale der
RS-Approximation führt dieser Gleichgewichtszustand zu der GleichgewichtslinieWRS(σyy(φ)),
wobei der Verlauf von σyy(φ) durch die Gleichung (4.6) gegeben ist. Entsprechend führen die
Abweichungen desWRS-Verlaufs zuWSI zu einer Überschussenergie, die in Abbildung 4.4 grau
hervorgehoben ist.
Die resultierenden Verläufe der Ordnungsparameter beider Gleichgewichtszustände sind in Ab-
bildung 4.5 dargestellt. In Fall der seriellen materiellen Kette führt die Überschussenergie der
VT-Approximation EVTexc. zu einer Verschmälerung des Übergangsbereiches, was auf der linken
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Abbildung 4.4.: Vergleich der Formänderungsenergiedichten der VT- und RS-Approximation am Beispiel
der parallelen materiellen Kette, die in Abbildung 4.2 rechts dargestellt ist. Die Bedingungen des Gleich-
gewichtszustandesWα = W β = WSI und εαyy = ε
β
yy = ε0 sind mit gepunkteten Linien hervorgehoben. Die
resultierende Überschussenergie der RS-Approximation ERSexc. ist grau markiert.
Seite der Abbildung 4.5 erkennbar ist. Und im Fall der parallelen materiellen Kette führt die Über-
schussenergie der RS-Approximation ERSexc. zu einer Verbreiterung des Interfaces. Dies ist auf der
rechten Seite der Abbildung 4.5 zu sehen.Mit der Gleichung (4.10) wurde die Überschussenergiemit
der nichtverschwindenden Dierenz der jeweiligen PotentialeWα undWα im Übergangsbereich
verknüp . Daher wird die Wirkung der Überschussenergie durch die aufgeführte Dierenz der
Wα- undWα-Potentiale im unteren Bereich der Abbildung 4.5 nochmals hervorgehoben.
Die nichtverschwindende Dierenz der jeweiligen Beträge der FormänderungsenergiedichtenWα
undWα zeigt auch, dass ein zusätzliches Potential am Gleichgewichtszustand der Gradientenener-
giedichte a(∇φ, φ) und des Potentials ωob(φ) mitwirkt. Daher kann die nichtverschwindende
Dierenz der jeweiligen Formänderungsenergiedichten als ein Beitrag zu dem energetischen Po-























ω′ob(φ) ist das veränderte energetische Potential unter dem Einuss der Überschussenergie. Damit
folgt aus den Berechnungen in der Gleichung (3.24) für die Grenzächenenergie in den betrachteten
eindimensionalen Systemen













dx = 2 ∫ b0 єa(∇φ, φ)dx . (4.17)
Unabhängig davon welche Größen das System beeinussen, kann die resultierende Grenzächen-
energie im Gleichgewicht zwischen zwei Phasen mit einem Integral über die Gradientenenergie-
dichte a(∇φ, φ) berechnet werden. In Abbildung 4.6 sind die resultierenden Grenzächenenergien,
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Abbildung4.5.:Vergleich der Verläufe von εx x bzw. σy y , φα undWα−W β für die Gleichgewichtszustände
der seriellen Kette (links) und parallelen materiellen Kette (rechts). Für die Gleichgewichtszustände gilt
Wα = W β = WSI und σαx x = σ
β
x x = σ0 bzw. εαyy = ε
β
yy = ε0 . Die Gleichgewichtsbedingungen sind durch die
Gleichungen (4.15) bzw. (4.16) gegeben. Die Dierenz der resultierenden PotentialeWα undW β führt
zu einer Verzerrung der Prole der Ordnungsparameter, wie in der Berechnung (4.10) gezeigt wurde.
die mit der Gleichung (4.17) berechnet wurden, für die betrachteten Systeme der seriellen und
parallelen materiellen Kette aufgetragen. Die angreifenden mechanischen Krä e wurden dabei
variiert. Bei Systemen ohne eine Überschussenergie ist keine Abhängigkeit der Grenzächenener-
gie von der Formänderungsenergiedichte zu erkennen. Tritt Überschussenergie auf, so kann die
besprochene Verzerrung des Prols der Ordnungsparameter (siehe Gleichung (4.10)) eine Verände-
rung der resultierenden Grenzächenenergie f αβse bis zum Faktor drei bewirken. Zusätzlich sind in
Abbildung 4.6 die resultierenden Breiten des Übergangsbereiches l aufgetragen, die ebenfalls mit
dem Prol der Ordnungsparameter verknüp sind (siehe Gleichung (3.22)).
4.3. Binäres Phasenfeldmodell basierend auf mechanischen
Sprungbedingungen
In Abschnitt 4.1 wurde gezeigt, dass die üblichen lokalen Homogenisierungsmethoden zur Be-
rechnung der eektiven Materialparameter nur in speziellen eindimensionalen Sonderfällen ihre
Gültigkeit haben. Weder die VT- noch die RS-Approximation erfüllen die Hadamardsche Bedin-
gung (2.33) und das Krä egleichgewicht (2.24) gleichzeitig [10, 11]. Im Allgemeinen führen beide
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Abbildung 4.6.: Resultierende Interfacebreiten l und Grenzächenenergien f αβse bei einer Variation
von WSI für die serielle Kette (links) und die parallele materielle Kette (rechts). l und f αβse wurden mit
theoretischen Sollwerten l = єπ2⇑4 und f αβse = γαβ (siehe Gleichung (3.22) bzw. (3.24)) normiert.
lokalen Homogenisierungstechniken zu Abweichungen, die ihrerseits zur Überschussenergie im
Übergangsbereich führen [10, 11], was in Abschnitt 4.2 besprochen wurde. Basierend auf mecha-
nischen Sprungbedingungen an Diskontinuitäten wird in den folgenden Abschnitten ein Modell
vorgestellt, das beide Sprungbedingungen erfüllt. Aus Gründen der Übersichtlichkeit werden
zunächst die inelastischen Dehnungsanteile ε̃ vernachlässigt und in Abschnitt 4.3.4 hinzugefügt.
4.3.1. Kontinuierliche Variablen
Wie schon angesprochen, sind die mechanischen Sprungbedingungen an Diskontinuitäten die
Basis des nun vorgestellten Modells. Für den Sonderfall der materiellen singulären Fläche reduziert
sich die Sprungbedingung des Spannungsvektors auf der singulären Fläche (2.23) zum Krä egleich-
gewicht
⎜σ⨆︁ns = 0. (4.18)
ns ist dabei der Normalenvektor auf der singulären Fläche. Ausgehend von der Stetigkeit der
Bewegungsfunktion χ(X , t) wurde die Hadamardsche Bedingung in Abschnitt 2.3.5 abgeleitet.
Im geometrisch linearen Fall reduziert sich diese kinematische Kompabilitätsbedingung gemäß
Gleichung (2.56) zu einer Sprungbedingung für den innitesimalen Dehnungstensor
⎜ε⨆︁ = 1
2
(a ⊗ ns + ns ⊗ a). (4.19)
Der Sprung des Dehnungstesors ⎜ε⨆︁ verschwindet also in tangentiale Richtungen ts und ss zur
singulären Fläche, wobei ns ⋅ ts = ns ⋅ ss = ts ⋅ ss = 0 gilt.
Beide Sprungbedingungen (4.18) und (4.19) sind von der Normalen ns zur singulären Fläche
abhängig. Im Phasenfeldkontext ist die Normale im Übergangsbereich zwischen zwei Phasen α
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und β durch den Gradienten der Ordnungsparameter gegeben





und entspricht der Normalen auf der singulären Fläche ns. Mit der Kenntnis der Normalen werden
zunächst die Variablen in eine Basis B = {n, t , s} transformiert, wobei n ⋅ t = n ⋅ s = t ⋅ s = 0 gilt.
Für die Transformation der Spannungen folgt





















































Mit dieser Relation in der Basis B folgt aus der Kontinuität des Spannungsvektors, die durch das
Krä egleichgewicht (4.18) gegeben ist, die Kontinuität der Komponenten σnn , σnt und σns des Span-
nungstensors σB. Auf gleiche Weise folgt aus der Sprungbedingung des Dehnungstensors (4.19)
die Kontinuität der Dehnungskomponenten εtt , εss und εts. Damit können die Sprungbedingun-






















Das bedeutet, dass die Komponenten nn, nt und ns des Spannungstensors σ ′B und die Komponenten
tt, ss und ts des Dehnungstensors ε′B kontinuierlich sind.
Unter Verwendung der Notation von Voigt [61] für symmetrische Tensoren wird die Transformati-
on (4.21) und eine entsprechende Transformation für den Dehnungstensor zu
σvB(n) = Mvσσv, (4.23)
εvB(n) = Mvε εv
mit Mvσ und Mvε als Transformationsmatrizen, die in Anhang A.1 deniert sind. Stellt man die
Komponenten des Spannungs- und Dehnungstensors in der Voigtschen Darstellung um, so können
die kontinuierlichen Variablen, die durch die Sprungbedingungen (4.22) gegeben sind, von den
diskontinuierlichen Variablen separiert werden
σαB(n) ∶=( σnn , σnt , σns
)︁⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂]︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂)︂
=∶σn





= (σn , σαt )
T,
εαB(n) ∶=( εαnn , 2εαnt , 2εαns
)︁⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂]︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂)︂
=∶εαn
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In σn und εt sind die kontinuierlichen Spannungs- bzw. Dehnungsvariablen zusammengefasst und
in σαt und εαn die entsprechenden diskontinuierlichen Variablen. Das hochgestellte α deutet an, dass
es sich um eine diskontinuierliche und damit phasenabhängige Variable handelt. Mit dieser Um-
sortierung der Komponenten in der Voigtschen Darstellung ändern sich auch die entsprechenden








(εv ⋅ 𝒞vεv) = 1
2
(M−1ε εB ⋅ 𝒞vM−1ε εB)
= 1
2













𝒞nnnn 𝒞nnnt 𝒞nnns 𝒞nntt 𝒞nnss 𝒞nnts
𝒞ntnn 𝒞ntnt 𝒞ntns 𝒞nttt 𝒞ntss 𝒞ntts
𝒞nsnn 𝒞nsnt 𝒞nsns 𝒞nstt 𝒞nsss 𝒞nsts
𝒞ttnn 𝒞ttnt 𝒞ttns 𝒞tttt 𝒞ttss 𝒞ttts
𝒞ssnn 𝒞ssnt 𝒞ssns 𝒞sstt 𝒞ssss 𝒞ssts





𝒞 tn 𝒞 tt
) . (4.26)
Mit 𝒞nn und 𝒞 tt als symmetrische Matrizen der Dimension 3 × 3. 𝒞nt und 𝒞 tn sind 3 × 3 Matrizen,
für welche die Bedingung 𝒞 tn = 𝒞Tnt erfüllt ist.
4.3.2. Mechanische Kongurationskräfte im Phasenfeldkontext
Mit dem Gradienten der Ordnungsparameter im Übergangsbereich wird die Orientierung der
Basis B vorgegeben. Die Basis B gibt die Richtungen für die Zerlegung der Spannungen und
Dehnungen in kontinuierliche σn bzw. εt und diskontinuierliche σαt bzw. εαn Variablen vor (siehe
Gleichung (4.24)).Mit denNotationen, die im vorhergehendenAbschnitt besprochenwurden, kann





(εαB ⋅ 𝒞αBεαB) (4.27)
= 1
2
((εαn ⋅ 𝒞αnnεαn) + (εαn ⋅ 𝒞αntεt) + (εt ⋅ 𝒞αtnεαn) + (εt ⋅ 𝒞αttεt)).
Dabei wird als Ausgangspotential die Formänderungsenergiedichte der VT-ApproximationWα =
WVTα verwendet. Damit ist die phasenanteilige Formänderungsenergiedichte eine Funktion von
kontinuierlichen εt und diskontinuierlichen εαn Variablen. Wie in Abschnitt 4.2 diskutiert wurde,
ist die gesamte Formänderungsenergiedichte durch die lineare Interpolation der Potentiale der
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lokal existierenden Phasen mit den jeweiligen Interpolationsfunktionen gegeben. Gemäß der





Für die Berechnung der Evolutionsgleichung der Ordnungsparameter ist eine Variation der freien
Energie (4.8) notwendig. Die Beiträge der Gradientenenrgiedichte und des Energiepotentials zu der
Evolutionsgleichung wurden in Abschnitt 3.1 ausgiebig diskutiert. Daher wird in diesem Abschnitt
der Beitrag der Formänderungsenergie hergeleitet. Dieser Beitrag ist durch die Variation der














































Die Steigkeitstensoren 𝒞αB bzw. 𝒞
β
B sind in den jeweiligen Phasen konstant. Daher verschwinden
die letzten zwei Beiträge der Ableitung. Aus dem Krä egleichgewicht (4.18) folgt für die Normal-
komponenten des Dehnungstensors
εn = εαnhα(φ) + ε
β
n(1 − hα(φ)). (4.30)
Da für die weitere Auswertung eine partielle Ableitung der Dehnungsbeiträge bei konstanten εB
















Wird diese Relation in die Gleichung (4.29) substituiert und die Bedingung verwendet, dass die
Ableitungen der Formänderungsenergiedichten nach den jeweiligen Normalkomponenten der
Dehnungen die entsprechenden Normalkomponenten der Spannungen ergeben und σn phasenun-
abhängig sind σn = ∂Wα⇑∂εαn = ∂Wβ⇑∂ε
β














Sortiert man die einzelnen Beiträge um, so folgt für die Ableitung der Formänderungsenergiedichte
55









































(Ψα(σn , εt)hα(φ) + Ψβ(σn , εt)(1 − hα(φ))).
Ψα(σn , εt) und Ψβ(σn , εt) sind die Potentiale der einzelnen Phasen, die nur kontinuierliche Varia-
blen σn und εt beinhalten. Diese Potentiale können mit einer Legendre-Transformation aus den
jeweiligen FormänderungsenergiedichtenWα berechnet werden
Ψα(σn , εt) =Wα(εαn(σn , εt), εt) −
∂Wα(εαn(σn , εt), εt)
∂εαn
⋅ εαn(σn , εt). (4.31)
Als Ausgangspotential wird dabei die Formänderungsenergiedichte der VT-Approximation ver-
wendet. Ausgehend von der Formänderungsenergiedichte der RS-Approximation kann Ψα(σn , εt)
folgendermaßen berechnet werden
Ψα(σn , εt) =WRS
α(σn , σαt (σn , εt)) −
∂WRSα(σn , σαt (σn , εt))
∂σαt
⋅ σαt (σn , εt). (4.32)
Für den zweiten Teil der Variationsableitung (4.28) folgt für die x-Komponente der Ableitung der




















































mit φx = (∇φα)x . Ähnliche Ausdrücke folgen für die y- und z-Komponenten der Ableitung
nach∇φα . Die ersten zwei Terme der Gleichung (4.33) verschwinden, da die Interpolationsfunktio-
nen (3.9) unabhängig von∇φ sind.DieAbleitungwurde bei konstanten εB = (εn , εt)T durchgeführt,
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Ein entsprechender Beitrag ergibt sich für die Ableitung von 𝒞βB. Da die Transformationsmatrizen
Mσ und MTσ mit n = ∇φα⇑⋃︀∇φα ⋃︀ konstruiert wurden, verschwinden die ersten zwei Beiträge in
der Gleichung (4.34) im Allgemeinen nicht. Bei isotropen Materialeigenscha en ändern sich die




Materialparameter in der jeweiligen Phase konstant sind, verschwinden im Falle der Isotropie die
Ableitungen ∂𝒞α⇑∂φx = 𝒞β⇑∂φx = 0 und damit auch die letzten zwei Terme in der Gleichung (4.33).
Für die Auswertung der übrigen Beiträge wird die Gleichung (4.30) von beiden Seiten nach φx bei














Unter Verwendung dieser Relation und σn = ∂Wα⇑∂εαn = ∂Wβ⇑∂ε
β
n folgt, dass die Ableitung der
FormänderungsenergiedichteW nach∇φα , die mit der Berechnung (4.33) gesucht wurde, im Falle
der Isotropie verschwindet ∂W⇑(∂∇φα) = 0.
Daher ist der Beitrag der Formänderungsenergie zu der treibenden Kra der Ordnungsparameter
im Falle der Isotropie gegeben durch
δE
δφα




Dabei können die jeweiligen Potentiale durch die Gleichung (4.31) oder (4.32) berechnet werden.
Beide Potentiale, gewichtet mit den jeweiligen Interpolationsfunktionen hα(φ) bzw. (1 − hα(φ)),
ergeben ein Gesamtpotential der Form
Ψ(φ,∇φ, σn , εt) = Ψα(σn , εt)hα(φ) +Ψβ(σn , εt)(1 − hα(φ)). (4.35)
Die Abhängigkeit des Potentials Ψ von ∇φ kommt zustande, da die Aufspaltung der Variablen
in kontinuierliche und diskontinuierliche Variablen mit der Information der Normalen n =
∇φα⇑⋃︀∇φα ⋃︀ und damit mit dem Gradienten der Ordnungsparameter geschieht. Eine Beschrei-
bung der Variation der Formänderungsenergie mit der FormänderungsenergiedichteW(εB) ist





= ∂Ψ(φ,∇φ, σn , εt)
∂φα




Für anisotrope Materialparameter 𝒞α oder 𝒞β muss ein zusätzlicher Beitrag zu der Evolutionsglei-
chung berücksichtigt werden (siehe Berechnung (4.34)).
Die Evolution der Ordnungsparameter in einem binären System wird durch Gleichung (3.19) be-
schrieben. Wie in Abschnitt 3.1.3 besprochen, verschwindet die lokale Änderung ∂φα⇑∂t = 0, wenn
sich das System im Gleichgewicht bendet. Die Variation der Formänderungsenergie ist durch die
Gleichung (4.36) gegeben und kann direkt mit dem PotentialΨ(φ,∇φ, σn , εt) beschrieben werden.
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Für die Auswertung dieses Gleichgewichtszustandes, im Kontext von scharfen Grenzächen, muss
ein Linienintegral in Richtung der Normalen n ausgewertet werden, wie es in Abschnitt (3.1.4)
durchgeführt wurde. Da das Potential Ψ(φ,∇φ, σn , εt) nur kontinuierliche Variablen beinhaltet,
wie bei der Berechnung in Abschnitt (3.1.4) gefordert, ist die Bedingung (4.37) äquivalent zu
⎜Ψ(σn , εt)⨆︁ = ⟩W −
∂W
∂εn
⋅ εn⨀︀ = ⎜W⨆︁ − σn ⋅ ⎜εn⨆︁ = ⎜W⨆︁ − ⎜ε⨆︁n ⋅ σn = −γαβκ. (4.38)
Damit ist die Bedingung für den Gleichgewichtszustand (4.37) im geometrisch linearen Fall äqui-
valent zu der Bilanz der Kongurationskrä e (2.58). Außerdem zeigen die Berechnungen in der
Gleichung (2.57), dass der Sprung der Potentiale ⎜Ψ(σn , εt)⨆︁ gleich dem Sprung der Eshelby-
Tensoren (2.40) in nn-Richtung im geometrisch linearen Fall ist
⎜Ψ(σn , εt)⨆︁ = n ⋅ ⎜Σ⨆︁n.
Somit wird unter Verwendung des Potentials Ψ(φ,∇φ, σn , εt) die Bilanz der Kongurationskräf-
te (2.58) im Phasenfeldkontext exakt abgebildet.
4.3.3. Berechnung der eektiven Materialparameter
Das phasenanteilige Potential (4.31), das nur kontinuierliche Variablen σn und εt beinhaltet, ist
durch eine Legendre-Transformation der FormänderungsenergiedichteWα gegeben. Damit sind
alle Diskontinuitäten aus denVariablen substituiert und können durch Sprünge derMaterialparame-
ter ausgedrücktwerden. In diesemAbschnitt wird einAusdruck für die eektivenMaterialparameter
im Übergangsbereich basierend auf dem Gesamtpotential Ψ(φ,∇φ, σn , εt) hergeleitet.
Als Basispotential wird hier die FormänderungsenergiedichteWα =WVTα der VT-Approximation
verwendet. Ausgehend von der Formulierung der Formänderungsenergiedichte in der Basis B
(siehe Gl. (4.27)) ergibt sich
∂Wα(εαn , εt)
∂εαn
= 𝒞αnnεαn + 𝒞αntεt = σn .
Damit folgt für die diskontinuierliche Variable
εαn = (𝒞αnn)
−1(σn − 𝒞αntεt).
Wird dieser Ausdruck für εαn in die Berechnungsvorschri für Ψα(σn , εt) substituiert, folgt
Ψα(σn , εt) =
1
2
(σn ⋅ ((−𝒮αnn)σn +𝒮αnn𝒞αntεt) + εt ⋅ (𝒞αtn𝒮αnnεtσn + (𝒞αtt − 𝒞αtn𝒮αnn𝒞αnt)εt)),
dabei sind (𝒞αnn)
−1 =∶ 𝒮αnn und (𝒞αnt)
T = 𝒞αtn. Fasst man die kontinuierliche Variablen σn und εt zu
einer Größe
ζ = (σnn , σnt , σns , εtt , εss , 2εts)T = (σn , εt)T (4.39)
zusammen, so folgt für das Potential, welches nur von kontinuierlichen Variablen abhängt
Ψα(σn , εt) =
1
2
(ζ ⋅ 𝒯 αζ). (4.40)
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Dabei ist 𝒯 α eine Proportionalitätsmatrix zwischen den kontinuierlichen und diskontinuierlichen
Variablen für die Phase α mit der folgenden Denition
𝒯















Das Gesamtpotential Ψ(φ,∇φ, σn , εt) setzt sich nach Gleichung (4.35) aus den phasenanteiligen
Beiträgen Ψα(σn , εt) und Ψβ(σn , εt) und den entsprechenden Interpolationsfunktionen hα(φ)
und hβ(φ) zusammen. Daher folgt mit der Denition der einzelnen Beiträge nach Gleichung (4.40)
für das Gesamtpotential
Ψ(φ,∇φ, ζ) = Ψα(ζ)hα(φ) + Ψβ(ζ)(1 − hα(φ))
= 1
2
(ζ ⋅ 𝒯 α(n)ζ)hα(φ) + 1
2
(ζ ⋅ 𝒯 β(n)ζ)(1 − hα(φ))
= 1
2
(ζ ⋅ 𝒯 (n)ζ),
mit der lokal zwischen den Phasen interpolierten Proportionalitätsmatrix
𝒯 (n) = 𝒯 α(n)hα(φ) + 𝒯 β(n)(1 − hα(φ)). (4.42)
Auf dieselbe Weise, wie der Steigkeitstensor in Blöcke aufgespalten wurde (siehe Gl. (4.26)), wird
auch die Proportionalitätsmatrix (4.42) in Blöcke unterteilt












nnhα(φ) ∶= −𝒮αnnhα(φ) −𝒮
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4.3.4. Ergänzung der inelastischen Dehnungsanteile
Die bisherigen Formulierungen der Potentiale wurde ohne Berücksichtigung von inelastischen
Dehnungsanteilen ε̃ durchgeführt. Inelastische Dehnungen können phasenspezische konstan-
te Dehnungen εα0 , konzentrations- oder temperaturabhängige Dehnungsbeiträge εα0(C(x)) bzw.
εα0(T(x)), ortsabhängige plastische Dehnungen εαpl(x) oder auch die Summe all dieser Dehnungen
sein
ε̃α = εα0 + εα0(C(x)) + εα0(T(x)) + εαpl(x) + . . . .
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Mit den Notationen, die in Abschnitt 4.3.1 eingeführt wurden, folgt für die Formänderungsenergie-




((εαB − ε̃αB) ⋅ 𝒞αB(εαB − ε̃αB)) (4.44)
= 1
2
((εαn − ε̃αn) ⋅ 𝒞αnn(εαn − ε̃αn) + (εαn − ε̃αn) ⋅ 𝒞αnt(εt − ε̃αt )
+ (εt − ε̃αt ) ⋅ 𝒞αtn(εαn − ε̃αn) + (εt − ε̃αt ) ⋅ 𝒞αtt(εt − ε̃αt )).
Mit denselben Berechnungen, die in Abschnitt 4.3.3 durchgeführt wurden, ergibt sich für die
Komponenten der Spannungen bzw. der Dehnungen in n-Richtung
σn = 𝒞αnn(εαn − ε̃αn) + 𝒞αnt(εt − ε̃αt ),
εαn = 𝒮αnn(σn − 𝒞αnt(εt − ε̃αt )) + ε̃αn .
Substituiert man die εαn-Abhängigkeit aus der Formulierung der Formänderungsenergiedich-
te (4.44) mit einer Legendre-Transformation, ergibt sich ein Potential, welches nur von konti-
nuierlichen Variablen σn und εt abhängt
Ψα(σn , εt) =
1
2
(( σnεt − ε̃αt
) ⋅ 𝒯 α ( σnεt − ε̃αt
)) − σn ⋅ ε̃αn . (4.45)
Separiert man den Betrag der inelastischen Dehnungsanteile von dem Potential (4.45), folgt
























(ε̃αt ⋅ 𝒯 αtt ε̃αt ).
(4.46)
Dabei ist ζ = (σn , εt)T, wie es in der Gleichung (4.39) deniert ist, und (0)i j = 0 ist eine 3 × 3
Nullmatrix. Entsprechend ergibt sich für das Gesamtpotential im Übergangsbereich
Ψ(φ,∇φ, ζ) =Ψα(ζ)hα(φ) +Ψβ(ζ)(1 − hα(φ)) (4.47)
= 1
2




































t )(1 − hα(φ))).
4.3.5. Berechnung der Spannungen
Die Berechnungen in den vorhergehenden Abschnitten 4.3.2– 4.3.4 wurden in der Basis B, die
durch die Normale n und den entsprechenden tangentialen Vektoren t und s zum Interface deniert
ist, durchgeführt. Ausgehend von dem Gesamtpotential Ψ(φ,∇φ, ζ) wird in diesem Abschnitt die
Vorschri zur Berechnung der Spannungen σ im kartesischen Koordinatensystem hergeleitet.
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Unter Berücksichtigung der inelastischen Dehnungsanteile ε̃ ist das Gesamtpotential Ψ(φ,∇φ, ζ)





= −𝒯 nnσn − 𝒯 ntεt + χ̃n ,
mit χ̃n als Eigendehnungsbeitrag in Normalrichtung
χ̃n = (ε̃αn + 𝒯 αnt ε̃αt )hα(φ) + (ε̃
β
n + 𝒯 βnt ε̃
β
t )(1 − hα(φ)).
Hieraus lassen sich die Normalkomponenten der Spannungen berechnen
σn = −𝒯 −1nn(εn + 𝒯 ntεt − χ̃n). (4.48)




= 𝒯Tntσn + 𝒯 ttεt − χ̃t ,
mit χ̃t als tangentiale Anteile der inelastischen Dehnungen




t (1 − hα(φ)).
Werden die Normalanteile der Spannung mithilfe der Gleichung (4.48) substituiert, folgt der
tangentiale Anteil der Spannung
σt = −𝒯Tnt𝒯 −1nn(εn + 𝒯 ntεt − χ̃n) + 𝒯 ttεt − χ̃t . (4.49)





) = ( −𝒯
−1
nn −𝒯 −1nn𝒯 nt
















𝒦B(φ) ist die eektive Steigkeitsmatrix im Übergangsbereich und σ̃B sind die Spannungsanteile,
die aus den inelastischen Dehnungen resultieren. Unter Verwendung der Transformationsmatrizen,
die im Anhang A.1 deniert sind, lassen sich die eektive Steigkeitsmatrix und die eektiven
Eigenspannungen in der Voigtschen Notation in das kartesische Koordinatensystem transformie-
ren
𝒦(φ) = MTε𝒦B(φ)Mε , (4.51)
σ̃v(φ) = MTε σ̃B(φ).
Damit resultiert das Hookesche Gesetz im kartesischen Koordinatensystem und der Voigtschen
Darstellung zwischen den lokal überlappenden Phasen
σv =𝒦(φ)εv + σ̃v(φ).
Dabei ist εv die totale Dehnung in der Voigtschen Darstellung
εv = (εxx , εyy , εzz , 2εyz , 2εxz , 2εxy)T.
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4.4. Validierung des Modells
In Abschnitt 4.1 wurden die Sonderfälle der seriellen und parallelen materiellen Kette eingeführt
(siehe Abbildung 4.2). Anhand der beiden Sonderfälle wurde gezeigt, dass die VT-Approximation
für den Sonderfall der parallelen materiellen Kette und die RS-Approximation für den Sonderfall
der seriellen materiellen Kette zufriedenstellende Ergebnisse für die Berechnung der Spannungen,
Dehnungen und folglich für die Formänderungsenergiedichte im Übergangsbereich liefern. Für
allgemeine Zustände ergeben sich Abweichungen für beide Schemata, die gravierende Folgen für die
Evolutionsgleichung derOrdnungsparameter haben, was inAbschnitt 4.2 gezeigt wurde. Daherwird
in den folgenden Unterabschnitten zunächst das Verhalten des vorgestellten Modells für die beiden
Sonderfälle untersucht. Anschließendwerden die Untersuchungen auf eine zweidimensionale Platte
mit einem Einschluss erweitert und anhand dieses Beispiels nachgewiesen, dass das vorgestellte
Modell die Bilanz der Kongurationskrä e (2.58) exakt wiedergibt.
4.4.1. Serielle und parallele materielle Kette
Das Simulationssetup für die serielle und parallele materielle Kette wurde in Abschnitt 4.1 vorgestellt
und in Abbildung 4.2 visualisiert. Bei dem eindimensionalen Sonderfall der seriellen materiellen
Kette sind nur die nn-Komponenten der Spannungen und Dehnungen ungleich null. Entsprechend
reduziert sich die Vorschri für die Spannungsberechnung (4.50) des vorgestellten Modells zu












(εnn − (ε̃αnnhα(φ) + ε̃
β
nnhβ(φ))).
Es ergibt sich eine harmonische Interpolation der Steigkeitskomponenten 𝒮nn und eine lineare
Interpolation der nicht elastischen Dehnungsanteile ε̃nn. Für isotrope Materialien ist dies äquiva-
lent zu der Berechnungsvorschri der Spannungen entsprechend der RS-Approximation (siehe
Gl. (4.2)). Entsprechend reduziert sich das Potential Ψ(φ,∇φ, ζ) (siehe Gl.(4.47)) in diesem eindi-
mensionalen Fall zu
Ψ(φ,∇φ, ζ) = 1
2



















Bis auf dasVorzeichen ist das Potential äquivalent zu der Berechnungsvorschri der Formänderungs-
energiedichte entsprechend der RS-Approximation (siehe Gl. (4.14)). Das Vorzeichen ergibt sich aus
der Wahl der Legendre-Transformation. Bei der Berechnung der Formänderungsenergiedichte der
RS-ApproximationwurdeWRS(σ) = (∂WVT⇑(∂ε))⋅ε−WVT gewählt (sieheGl. (4.13)). Dies ermög-
lichte den Vergleich der Formänderungsenergiedichten zwischen der RS- und VT-Approximation
in den Abbildungen 4.3 und 4.4. Um den Vergleich mit der Bilanz der Kongurationskrä e (2.58)
sicherzustellen, wurde bei dem vorgestellten Modell Ψ = WVT − (∂WVT⇑∂εn) ⋅ εn verwendet.
Beide Transformationen sind zulässig und erklären das abweichende Vorzeichen beim Vergleich
der Potentiale (4.52) und (4.14). Damit ist gezeigt, dass für den eindimensionalen Sonderfall der
seriellen materiellen Kette das vorgestellte Modell äquivalent zu der RS-Approximation ist.
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Abbildung 4.7.: Vergleich der Verläufe von εx x bzw. σy y , φα und Ψα −Ψβ für die Gleichgewichtszustände
der seriellen Kette (links) und parallelen materiellen Kette (rechts). Für die Gleichgewichtszustände gilt
Wα = W β = WSI und σαx x = σ
β
x x = σ0 bzw. εαyy = ε
β
yy = ε0 . Die Gleichgewichtsbedingungen sind durch die
Gleichungen (4.15) bzw. (4.16) gegeben. Zum Vergleich wurden die entsprechenden Verläufe der VT-
und RS-Approximation aus der Abbildung 4.5 gegenübergestellt.
Bei dem Sonderfall der parallelen materiellen Kette sind nur die tt-Komponenten der Spannungen
und Dehnungen ungleich null. Entsprechend reduziert sich das Potential (4.47) zu

















((εtt − ε̃αtt)(𝒯 αtt)tt(εtt − ε̃
α
tt))hα(φ).
Da 𝒯 αtt gleich 𝒞αtt ist für isotrope Materialien, ist das Potential (4.53) äquivalent zu der Formän-
derungsenergiedichte nach der VT-Approximation (siehe Gl. (4.12)). Entsprechend ist auch die
Berechnungsvorschri der Spannungen äquivalent zu der VT-Approximation.
Unter der Annahme von isotropen Steigkeiten der jeweiligen Phasen ist das vorgestellte Modell
im Falle der seriellen materiellen Kette äquivalent zu der RS-Approximation und im Falle der paral-
lelen materiellen Kette äquivalent zu der VT-Approximation. Dies ist auch an den resultierenden
Spannungs- bzw. Dehnungsverläufen in Abbildung 4.7 zu erkennen. Für eine genauere Analyse der
resultierenden Dehnungen bzw. Spannungen wird auf den Abschnitt 4.1 verwiesen.
In Abschnitt 4.2 wurden die Folgen der Abweichungen der VT- und RS-Approximation für die
serielle und parallelematerielle Kette untersucht. Es wurde gezeigt, dass eineDierenz der Potentiale
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Wα −Wβ im Gleichgewichtszustand zu einer Überschussenergie im Übergangsbereich führt (siehe
Berechnungen (4.10) und (4.11)). Es konnte gezeigt werden, dass die Dierenz der Potentiale
Wα −Wβ in Falle der seriellen materiellen Kette bei der RS-Approximation verschwindet und in
Falle der parallelenmateriellen Kette verschwindet die Potentialdierenz bei der VT-Approximation.
Bei Erstarrungsprozessen konnten Kim et al. [63], Plapp [64] und Choudhury und Nestler [9]
zeigen, dass die Verwendung von Potentialen für die Evolutionsgleichung der Ordnungsparameter,
die nur aus kontinuierlichen Variablen bestehen, die Bildung von Überschussenergie vermeidet.
Beim vorgestellten Modell werden nur kontinuierliche Variablen zur Formulierung der jeweiligen
Potentiale verwendet. Entsprechend verschwindet die Potentialdierenz Ψα − Ψβ sowohl bei
der seriellen als auch bei der parallelen Materialkette, was in Abbildung 4.7 zu erkennen ist. Da
sich keine Überschussenergie im Übergangsbereich bildet behält das Gleichgewichtsprol der
Ordnungsparameter seine ursprüngliche Form.
4.4.2. Validierung der Spannungsberechnung in einem zweidimensionalen
System
Die Simulationen aus Abschnitt 4.4.1 zeigen, dass das vorgestellte Modell in eindimensionalen
Systemen, in denen nur normale oder tangentiale Anteile der Spannungen oder Dehnungen eine
Rolle spielen, die theoretischen Vorhersagen exakt wiedergibt. Ähnliche Ergebnisse wurden bereits
mit dem Modell von Durga et al. [10] erzielt. Allerdings werden dort die Scheranteile der Span-
nungen und Dehnungen komplett vernachlässigt. Daher ist das Modell von Durga et al. [10] nicht
auf allgemeine Systeme anwendbar. Bei dem vorgestellten Modell werden alle Komponenten der
Dehnungen bei der Berechnung der Spannungen (4.50) verwendet und bei der Berechnung des
Potentials (4.47) werden alle Komponenten der Spannungen bzw. der Dehnungen verwendet. Des
Weiteren werden bei dem vorgestellten Modell die inelastischen Dehnungsanteile berücksichtigt.
Zur Validierung des Modells in realistischen Systemen, werden die resultierenden Spannungen und
Dehnungen einer Platte mit einem kreisförmigen Einschluss unter hydrostatischer Zugbelastung
mit theoretischen Vorhersagen verglichen.
Das verwendete Simulationssetup ist in Abbildung (4.8) links oben dargestellt. Ein zweidimensio-
nales Gebiet der Größe 1300 × 1300Zellen im ebenen Dehnungszustand mit einem kreisförmigen
Einschluss in der Mitte des Gebietes wird von allen Seiten mit konstanter Spannung σ0 belastet.
Entsprechende theoretische Berechnungen unter Annahme von scharfen Grenzächen sind in Mai
und Singh [65] zu nden. Für die Matrix wurde ein isotroper Steigkeitstensor mit einem ℰ-Modul
von ℰm = 210GPa und einer Querkontraktion von νm = 0.3 gewählt. Der kreisförmige Einschluss
hat einen Radius von r = 100Zellen und eine ebenfalls isotrope Steigkeit von 𝒞i = 0.1𝒞m. Der
Übergangsbereich ist l ≈ 2.5є ≈ 12Zellen breit, wie es in der Gleichung (3.22) berechnet wurde. Das
Gebiet wird von allen Seiten mit σ0 = 100MPa belastet. Die zugrundeliegende zylindrische Symme-
trie ermöglicht die Aufspaltung der Spannungen und Dehnungen in Normal- und Tangentialanteile.
Unter Verwendung von Zylinderkoordinaten folgt für die Normalanteile σnn = σrr und εnn = εrr .
Entsprechend ergibt sich für die Tangentialanteile σtt = σθθ und εtt = εθθ . Für die Validierung
des vorgestellten Modells sind die Spannungs- und Dehnungsverläufe in der Übergangsregion
zwischen der Matrix und dem Einschluss von Interesse. Daher wurden die entsprechenden Verläufe
der Felder entlang der im Simulationssetup hervorgehobenen Linie gezeichnet. Zum Vergleich sind
die Verläufe der theoretischen Felder nach Mai und Singh [65] und die Verläufe der resultierenden
Felder der VT- und RS-Approximation gegenübergestellt.
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Abbildung 4.8.: Spannungs- und Dehnungsverläufe berechnet mit dem vorgestellten Modell und den
VT- und RS-Approximationen für eine Platte mit einem runden Einschluss (ℰ i = 0.1ℰm) unter hydro-
statischer Zugbelastung. Zum Vergleich sind die theoretischen Vorhersagen von Mai und Singh [65]
gegenübergestellt. Die Felder sind im Bereich der fett hervorgehobenen Linie im Simulationssetup
gezeichnet, das auf der linken Seite dargestellt ist.
Wie schon in den eindimensionalen Systemen, die in Abschnitt 4.4.1 untersucht wurden, ergeben
sich Abweichungen in den nicht kontinuierlichen Variablen σtt und εrr , wenn man die VT- oder
entsprechend die RS-Approximationen verwendet. In diesen zweidimensionalen Simulationen
ergeben sich des Weiteren Abweichungen bei σnn, εtt und entsprechend in dem Verlauf der Form-
änderungsenergiedichteW im Vergleich zu den theoretischenWerten im Inneren des Einschlusses,
wenn man die beiden Approximationen verwendet. Die Abweichungen sind abhängig von der
Krümmung κ = 1⇑ri und der Breite l = 2.5є des Übergangsbereiches. Für die zugrundeliegenden
Parameter mit κl ≈ 0.12 ergibt sich eine Abweichungen von 7.3% für die VT-Approximation und
eine Abweichung von 7.4% für die RS-Approximation. Für größere Werte von κl ≈ 0.8 steigt die
Abweichung auf bis zu 29% für die VT- und auf bis zu 27% für die RS-Approximation.
Im Vergleich zu den Ergebnissen der VT- bzw. der RS-Approximation passen die Prole der
resultierende Spannungs-, Dehnungs- und Felder der Formänderungsenergiedichte sowohl für
die kontinuierlichen als auch für die diskontinuierlichen Variablen sehr gut zu den theoretischen
Vorgaben. Die Abweichungen der Felder im Inneren des Einschlusses sind vernachlässigbar klein.
Für κl ≈ 0.12 ergibt sich lediglich eine Abweichung von ≈ 0.2%. Und für κl ≈ 0.8, was ein
Extremwert für die Beschreibung gekrümmter Übergangsbereiche ist, ist die Abweichung ≈ 6%
groß.
Wie schon am Anfang dieses Kapitels erwähnt, haben Durga et al. [10] ebenfalls ein Modell prä-
sentiert, das sehr gute Ergebnisse in den eindimensionalen Systemen liefert. In diesem Modell
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Abbildung 4.9.: Validierung des vorgeschlagenen Modells über den Gibbs-Thomson-Eekt. Die resul-
tierende Formänderungsenergiedichte ist links in Falschfarben dargestellt. Die Prole der Formände-
rungsenergiedichte auf der rechten Seite gehören zu dem Fall γmi⇑γeqmi(ri) = 1 und sind entlang der grün
hervorgehobenen Linie aufgetragen. Die Geschwindigkeit des Wachstums und des Schrumpfens des
Einschlusses zu den unterschiedlichen Grenzächenenergien γs i ist rechts unten dargestellt.
werden zunächst die Lösungen der VT- und RS-Approximation berechnet und anschließend die












Diese Vorgehensweise liefert ein besseres Ergebnis in dem Prol der Formänderungsenergiedichte
im Übergangsbereich, allerdings sind die Abweichungen im Inneren des Einschlusses immer noch
sehr hoch. Für κl ≈ 0.12 ergibt sich eine Abweichung von ≈ 4% im Vergleich zu den theoretischen
Werten.
4.4.3. Validierung der treibenden Kraft über den Gibbs-Thomson-Eekt
In einem zweidimensionalen Fall kann ein Gleichgewichtszustand über den Gibbs-¿omson-Eekt
beschrieben werden. Für einen kreisförmigen Einschlussmit einemRadius ri, der in eineMatrixpha-
se eingebettet ist, ist der Gleichgewichtszustand erreicht, wenn die beteiligten Kongurationskrä e
im Gleichgewicht sind. Nach [27, 28, 31] wird dies durch die folgende lokale Bedingung erreicht
ωm − ωi − ns (εm − εi) σ ins = 2κΓmi, (4.54)
mit ωm,ωi als die Großkanonischen Potentiale der Matrix und des Einschlusses. κ = 1⇑ri ist
die mittlere Krümmung und Γmi die Großkanonische Grenzächenenergie. εm − εi = ⎜ε⨆︁ ist
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der Dehnungssprung und σ i ist die entsprechende Spannung. Werden nur mechanische Beträge
berücksichtigt, reduziert sich der Sprung der Großkanonischen Potentiale ωm−ωi = ⎜ω⨆︁ = ⎜W⨆︁ auf
den Sprung der Formänderungsenergiedichten auf scharfen Grenzächen. Daher vereinfacht sich
die Gleichgewichtsbedingung (4.54) für einen zweidimensionalen Fall und bei rein mechanischen
Kongurationskrä en zu folgender Form
⎜W⨆︁ − ⎜εn⨆︁ ⋅ σn = κγmi, (4.55)
mit γmi als Grenzächenenergiedichte zwischen der Matrix und dem Einschluss. εn und σn sind
die Normalkomponenten der Dehnung und der Spannung entsprechend der Notation, die in
Abschnitt 4.3.1 eingeführt wurde. Die linke Seite der Gleichung (4.55) ist äquivalent zu der Kon-
gurationskra des vorgestellten Modells (4.38). Dies wurde in Abschnitt 4.3.2 gezeigt.
Das gewählte Simulationssetup ist äquivalent zu dem Simulationssetup, dass in Abschnitt 4.4.2
besprochen wurde und auf der linken Seite der Abbildung 4.8 zu erkennen ist. Ein zweidimen-
sionales Gebiet mit einem Einschluss in der Mitte des Gebiets wird hydrostatisch belastet. Unter
Verwendung der theoretisch berechneten Spannungs- und Dehnungsfelder von Mai und Singh




(⎜σ thθθ(ri)⨆︁εthθθ(ri) − σ thrr (ri)⎜εthrr(ri)⨆︁) .
γeqmi(ri) ist die Grenzächenenergie, bei der sich der Gleichgewicht einstellen muss. εthθθ(ri) und
σ thθθ(ri) sind die theoretisch vorhergesagten Werte am scharfen Übergang zwischen der Matrix
und dem Einschluss. Die theoretischen Vorhersagen von Mai und Singh [65] benötigen eine
im Unendlichen angelegte Spannung σ∞. Für die Anpassung dieser Spannung an die angelegte
Spannung σ0 wurde sichergestellt, dass die äußere Verformungsenergie der Simulation mit den
theoretischen Werten in einem entsprechenden Abstand übereinstimmen. Mit einer Wahl von
σ∞ = 1.009712σ0 = 1.009712 × 100MPa, ist diese Bedingung erfüllt.
Die Abbildung 4.9 zeigt die resultierende Formänderungsenergiedichte nahe am Gleichgewicht auf
der linken Seite. Die Geschwindigkeit des Wachstums des Einschlusses ist auf der rechten Seite für
unterschiedlich gewählte γmi abgebildet. Es ist deutlich zu erkennen, dass mit dem vorgestellten
Modell die Wachstumsgeschwindigkeit des Einschlusses bei gewähltem γmi = γeqmi(ri) verschwin-
dend klein ist. Damit ist gezeigt, dass das vorgestellte diuse Grenzächenmodell die theoretischen
Vorhersagen scharfer Grenzächen sehr gut abbildet.
4.5. Erweiterung des Modells auf Anwendungen in polykristallinen
Systemen
In den Abschnitten 4.3 und 4.4 wurde ein binäres Phasenfeldmodell vorgestellt, das beide Sprung-
bedingungen, sowohl die Hadamardsche Bedingung (2.33) als auch das Krä egleichgewicht (2.24),
erfüllt. Außerdem wurde in diesen Abschnitten gezeigt, dass dieses Modell die Bilanz der Kongu-
rationskrä e (2.58) exakt wiedergibt. Damit sind die Voraussetzungen geschaen, um den Einuss
der mechanischen Kongurationskrä e auf Phasenumwandlungs- und Kornwachstumsprozesse
auf der Basis des eingeführten Modells zu untersuchen. Die notwendige Erweiterung des Modells
auf Anwendungen in polykristallinen Systemen wird im Folgendem vorgestellt.
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Abbildung 4.10.: In einem Gebiet mit drei Phasen φa , φb und φc sind die Normalen ni = ∇φ i⇑⋃︀∇φ i ⋃︀ der
jeweiligen Phasen links dargestellt. In demhervorgehobenen Bereich koexistieren die drei Phasen. Daher
ist keine eindeutige Normale denierbar. Rechts sind M(φ) (siehe Gl. (4.56)) und die Normalen n (siehe
Gl. (4.57)) dargestellt. Dabei wurden ℰb = 0.5Ea und ℰc = 0.25ℰa gewählt. In jedem Punkt ist n eindeutig
bestimmbar.
4.5.1. Bestimmung des eektiven Normalenvektors
Sowohl für die Anwendung der Sprungbedingungen (siehe Gl. (2.24) und (2.33)) als auch für die
Berechnung der Kongurationskrä e (2.58) ist die Kenntnis des Normalenvektors im Übergangs-
bereich notwendig. Bis auf die Singularitäten, wie z. B. dem Quadrupelpunkt oder der Tripellinie
bzw. Tripelpunkt im Zweidimensionalen, ist der Normalenvektor bei einer Parametrisierung des
Gebietes mit scharfen Grenzächen eindeutig bestimmbar. Ist der Übergangsbereich dius, so exis-
tiert ein volumetrischer Bereich bei demmehrere Phasen koexistieren können (siehe Abschnitt 3.1).
Mithilfe der Ordnungsparameter kann trotz dieser Koexistenz zu jeder Phase φα(x , t) und zu
jedem Punkt im Gebiet ein Normalenvektor nα = ∇φα⇑⋃︀∇φα ⋃︀ zugeordnet werden. Koexistieren in
einem Punkt im Gebiet nur zwei Phasen, so ist der Normalenvektor eindeutig bestimmbar, denn
nα = −nβ = −∇φβ⇑⋃︀∇φβ ⋃︀. Bei einer Koexistenz von mehr als zwei Phasen ist der Normalenvektor
nicht mehr eindeutig bestimmbar, wie es auf der linken Seite der Abbildung 4.10 zu erkennen
ist. In dem hervorgehobenen Bereich koexistieren drei Phasen. Daher gibt es in jedem Punkt des
Bereiches drei unterschiedliche Normalen ni . Ein eindeutiger Normalenvektor kann alleine mit
der Information der Morphologie nicht mehr eindeutig zugeordnet werden.
Sowohl bei den Sprungbedingungen (2.24) und (2.33) als auch bei der Maxwell-Relation (2.50), die
zu der Bilanz der Kongurationskrä e (2.58) führt, wird die singuläre Fläche durch den Sprung der
Materialparameter 𝒞i charakterisiert. Für isotrope Materialien reicht der Sprung der Laméschen
Konstanten ⎜λ⨆︁, ⎜µ⨆︁ oder der Sprung des Youngschen Moduls ⎜ℰ⨆︁ und der Querkontraktion ⎜ν⨆︁
für die eindeutige Denition der singulären Fläche. Daher kann eine oder mehrere dieser Größen
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für die Bestimmung eines skalaren FeldesM(φ) verwendet werden, dessen Gradient die singuläre





Mit dieser skalaren Feldgröße kann ein eindeutiger Normalenvektor berechnet werden
n(M(φ)) = ∇M(φ)⋃︀∇M(φ)⋃︀ . (4.57)
Damit ist auch für ein System mit beliebig vielen Phasen ein eindeutiger Normalenvektor in jedem
Punkt bestimmbar. Wenn nur zwei Phasen in einem Bereich koexistieren, reduziert sich n(M(φ))











Auf der rechten Seite der Abbildung 4.10 sindM(φ) und die Normalenvektoren für das betrach-
tete Dreiphasengebiet dargestellt. Im Vergleich der beiden Methoden ist zu erkennen, dass sich
die Richtungen der Normalen in den Zweiphasenbereichen nicht unterscheiden, wie durch die
Gleichung (4.58) gezeigt wurde. Wenn drei Phasen in einem Bereich koexistieren, sind über die
Gleichung (4.57) deutliche Vorteile der Normalenberechnung zu erkennen. Denn n(M(φ)) ist
stets eindeutig und kann somit in Multiphasensystemen verwendet werden. Allerdings wird die
Normale in der Dreiphasenregion gewichtet berechnet. ℰa ist der größte Youngsche Modul, ent-
sprechend wird die Richtung ∇φα bevorzugt. Verschwindet der Sprung der Materialparameter
zwischen zwei Phasen, dann verschwindet auch die Normale n(M(φ)) = 0. Somit existiert für
diesen Fall auch keine singuläre Fläche. Dies ist ein weiterer Vorteil dieser Methode und kann
verwendet werden, um die komplexe Berechnung von Spannungen in solchen Übergangsbereichen
auf das Hookesche Gesetz (2.55) zu reduzieren.
Im Allgemeinen wird die singuläre Fläche durch den Sprung des gesamten Stegkeitstensors
⎜𝒞⨆︁ und die Sprünge der nicht elastischen Dehnungsanteile ⎜ε̃⨆︁ charakterisiert. Daher kann im
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Nur wenn die Sprünge aller Komponenten des Stegkeitstensors ⎜𝒞i j⨆︁ und aller Komponenten der
nicht elastischen Dehnungen ⎜ε̃k⨆︁ verschwinden, verschwindet auch die Normale n(M(φ)) = 0
und damit die singuläre Fläche.
4.5.2. Bestimmung des Potentials und der Spannungen in polykristallinen
Systemen
In Abschnitt 4.3.2 wurden die mechanischen Kongurationskrä e im Phasenfeldkontext für Zwei-
phasensysteme abgeleitet. Dabei wurden die Variablen mithilfe der Normalen n zunächst in konti-
nuierliche σn bzw. εt und diskontinuierliche σαt bzw. εαn Anteile aufgespalten. Für polykristalline
69
Kapitel 4 Mechanisches Multiphasenfeldmodell für innitesimale Deformationen
Systeme ist eine eindeutige Normale mit der Denition (4.57) gegeben. Mit der Notation, die in
Abschnitt 4.3.1 eingeführt wurde, folgt entsprechend den Gleichungen (4.31) und (4.46) für das
Potential der jeweiligen Phasen
Ψα(ζ) =Wα(εαn(σn , εt), εt) −
∂Wα(εαn(σn , εt), εt)
∂εαn
⋅ εαn(σn , εt) (4.59)
= 1
2










(ε̃αt ⋅ 𝒯 αtt ε̃αt ),
dabei istWα(εαn , εt) die Formänderungsenergiedichte der VT-Approximation, ζ = (σn , εt)
T fasst
die kontinuierlichen Variablen zusammen und 𝒯 α ist eine Proportionalitätsmatrix mit ihren
Anteilen 𝒯 αi j zwischen den kontinuierlichen und diskontinuierlichen Variablen (siehe Gleichun-
gen (4.12), (4.39) und (4.41)). Das Gesamtpotential, das mit der jeweiligen Interpolationsfunktion
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(ε̃αt ⋅ 𝒯 αtt ε̃αt ))hα(φ).
Ähnlich wie im Zweiphasenfall (siehe Gl. (4.43)) sind die Beiträge der lokal gemittelten, zwischen




























Äquivalent zu Abschnitt 4.3.5 lässt sich aus diesem Potential die Berechnungsvorschri für die
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Mit den Transformationen𝒦(φ) = MTε𝒦B(φ)Mε und σ̃v(φ) = MTσ σ̃B(φ) (siehe Gl. (4.51)) folgt
schließlich für die Spannungen in der Voigtschen Darstellung und im kartesischen Koordinatensys-
tem
σv =𝒦(φ)εv + σ̃v(φ). (4.61)
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4.6. Validierung des Modells in einemMehrphasengebiet
Sowohl die Spannungsberechnung (4.61) als auch die Berechnung des Potentials (4.60) reduzieren
sich in Zweiphasenbereichen auf die Berechnungsvorschri en des binärenModells. In Abschnitt 4.4
wurde das Modell in Zweiphasensystemen ausgiebig getestet. Daher wird in diesem Abschnitt
nur auf die Validierung des Modells in Bereiche eingegangen, bei denen mehr als zwei Phasen
koexistieren.
Bei einer Gebietsparametrisierung mit scharfen Übergängen zwischen den Ordnungsparametern,
wie es für die Berechnung der freien Energie in der Gleichung (3.2) getan wurde, ist keine Homoge-
nisierung der Materialparameter notwendig und die Berechnungsvorschri für die Spannungen
reduziert sich auf das Hookesche Gesetz (2.55). Wird zusätzlich eine kubisch symmetrische Ge-
bietsau eilung gewählt, wie links oben in Abbildung 4.11 dargestellt ist, können keine Artefakte
durch die Finite-Dierenzen-Diskretisierung entstehen und die scharfe Grenzächenlösung kann
für die Validierung verwendet werden. An allen Seiten des zweidimensionale Gebietes wurde
die makroskopische Spannungsrandbedingung, die eine mittlere Spannung σ̄ = (∫ σ(x)dV)⇑V
garantiert, angewendet. Die resultierende von Mises-Spannung σmises der scharfen und diusen
Grenzächenlösung ist im unteren Bereich der Abbildung 4.11 zu erkennen. Ein Vergleich der
beiden Lösungen zeigt eine qualitative Übereinstimmung der von Mises-Spannung σmises.
Für eine detaillierte Validierung der Spannungen am Quadrupelpunkt sind die Prole der von
Mises-Spannung entlang der Diagonalen, die durch die Normalen n1 = (1, 1, 0)T⇑
⌋︂
2 und n2 =
(1,−1, 0)T⇑
⌋︂
2 charakterisiert sind, oben rechts in Abbildung 4.11 dargestellt. Im Vergleich zu der
SI-Lösung werden die Spannungsspitzen am Quadrupelpunkt mit dem vorgestellten Modell nicht
reproduziert. Die Interpolation der Materialparameter garantiert jedoch, dass die Spannungen
außerhalb des Übergangsbereiches exakt übereinstimmen. Daher kann man davon ausgehen, dass
das neue Modell auch im Mehrphasenbereich die SI-Lösung richtig approximiert.
Der Sprung des Eshelby-Tensors (2.40) in die nn-Richtung führt nach Gleichung (2.57) zu den




Ψn1 =W − εn1 ⋅ σn1
= 1
2
(σ11ε11 + 2σ12ε12 + σ22ε22) −
1
2
((σ11 + σ12)(ε11 + ε12) + (σ12 + σ22)(ε12 + ε22))
= − 1
2
(σ11ε12 + σ12ε11 + σ12ε22 + σ22ε12),




Ψn2 =W − εn2 ⋅ σn2
= 1
2
(σ11ε11 + 2σ12ε12 + σ22ε22) −
1
2
((σ11 − σ12)(ε11 − ε12) + (σ12 − σ22)(ε12 − ε22))
= 1
2
(σ11ε12 + σ12ε11 + σ12ε22 + σ22ε12).
Ψn1 und Ψn2 sind äquivalent zu dem Potential Ψ(φ,∇φ, ζn) des vorgestellten Modells entlang der
entsprechenden Diagonale und führen in Falle einer Singularität zu der mechanischen Kongurati-
onskra . Daher wurden für die Validierung der treibenden Krä e unterhalb der Spannungsprole
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Abbildung 4.11.: Validierung der Spannung σmises und der Potentiale Ψn1 bzw. Ψn2 in einem Quadrupel-
punkt. Das Gebiet mit vier Phasen mit ℰa = ℰd = 2ℰb = 2ℰc ist oben links dargestellt. An allen Seiten
wurde die makroskopische Spannungsrandbedingung mit σ̄x x = σ̄y y = σ0 und σ̄zz = σ̄x y = σ̄x z = σ̄yz = 0
angewendet. Die Lösungen des vorgestellten Modells mit diusen Grenzächenparametrisierung (ge-
kennzeichnet mit “neu”) sind den Lösungen einer Parametrisierung mit scharfen Grenzächen (gekenn-
zeichnet mit “SI”) gegenübergestellt. Ein Vergleich der von Mises-Spannung σmises des gesamten Gebiet
ist im unteren Bereich der Abbildung zu erkennen. Ein detaillierter Vergleich der Prole von σmises
und des Potentials Ψn1 bzw. Ψn2 entlang der gestrichelten Linien in Richtung n1 zwischen den Punkten
(175, 175, 0) und (225, 225, 0) und entsprechend zwischen den Punkten (175, 225, 0) und (225, 175, 0)
in Richtung n2 ist ober rechts dargestellt.
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Abbildung 4.12.: Validierung der Spannung σmises und der Potentiale Ψn1 und Ψn2 in einem Quadrupel-
punktmit unterschiedlichenMaterialparametern. Das Gebietmir vier Phasenmit ℰa = 2ℰb = 4ℰc = 4⇑3ℰc
ist oben links in der Abb. (4.11) dargestellt. Ein detaillierter Vergleich der Prole von σmises und des Po-
tentials Ψn1 bzw. Ψn2 entlang der gestrichelten Linien in Richtung n1 und in Richtung n2 ist rechts
dargestellt.
in Abbildung 4.11 die Prole der Potentiale Ψn1 und Ψn2 entlang der entsprechenden Diagonalen
dargestellt. Im Vergleich zu der SI-Lösung stimmen die Prole des vorgestellten Modells außerhalb
der Übergangsbereiches sehr gut überein.
In der Abbildung 4.12 ist ein mehr realistischer Validierungsfall des Quadrupelpunktes dargestellt.
Da alle Materialparameter der entsprechenden Phasen unterschiedlich gewählt sind, existiert ein
Sprung sowohl für die resultierende von Mises-Spannung σmises als auch für die Potentiale Ψn1 und
Ψn2 entlang der Diagonalen am Quadrupelpunkt. Außerhalb des Übergangsbereiches ist eine gute
Übereinstimmung der Prole von σmises im Vergleich zu SI-Lösung zu erkennen. Auch die Prole
von Ψn1 und Ψn2 stimmen mit der SI-Lösung bis kurz vor dem Quadrupelpunkt überein.
Damit wurde gezeigt, dass die mechanischen Kongurationskrä e einer scharfen Grenzfächen-
beschreibung mit dem vorgestellten diusen Grenzächenmodell auch im Mehrphasenbereich
sehr gut abgebildet werden. Daher kann dieses Modell verwendet werden, um den Einuss der
mechanischen Kongurationskrä e auf Phasenumwandlungs- und Kornwachstumsprozesse in
Multiphasensystemen zu untersuchen.
4.7. Anwendungsbeispiel: Martensittransformation in einem
Mehrkorngebiet
Martensitbildung ist eine der wichtigsten Verfestigungsmechanismen bei der Wärmebehandlung
von metallischen Werkstoen. Die hohe Festigkeit von martensitischen Stählen wird von der
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starken Mischkristallverfestigung und der komplizierten Mikrostruktur, die durch den schnellen
martensitischen Phasenumwandlungsprozess entsteht, verursacht [66]. Die hohe Transformations-
geschwindigkeit erschwert die experimentelle Untersuchung des rein displaziven Umwandlungspro-
zesses. Daher bieten die numerische Methoden eine leistungsfähige Möglichkeit, einen detaillierten
Einblick in das Transformationsverhalten zu erhalten und ein besseres Verständnis der zugrunde
liegenden Mechanismen zu gewinnen. Unter der Nutzung der herkömmlichen Interpolationsver-
fahren für die Materialparameter hat sich die Phasenfeldmethode für die numerische Untersuchung
des Prozesses etabliert [67, 68]. Jedoch, wie es im Abschnitt 4.2 diskutiert wurde, verursachen die
herkömmlichen Interpolationsverfahren wie VT oder RS eine Verzerrung des Übergangsbereiches.
Die mechanischen Sprungbedingungen werden nicht abgebildet und die treibenden Krä e werden
verfälscht. Das Modell, das in dem vorhergehenden Abschnitten hergeleitet und validiert wurde,
weist diese Dezite nicht auf. Die Anwendbarkeit des Modells auf den martensitischen Phasenum-
wandlungsprozess wird in diesem Abschnitt vorgestellt. Bereits 1951 wurden von Eshelby [29] die
Kongurationskrä e, welche das vorgestellte Modell abbildet, als die mechanischen treibenden
Krä e für die Bewegung der Grenzächen identiziert. Der Einuss der treibenden Krä e auf die
resultierende Mikrostruktur wird in diesem Abschnitt ebenfalls präsentiert.
4.8. Charakterisierung des Phasenfeldmodells für den
martensitischen Phasenumwandlungsprozess
Martensit entsteht aus einem komplizierten Zusammenspiel von drei treibenden Krä en [69].
Getrieben wird die Transformation durch einen großen Temperaturunterschied, der verglichen
mit Austenit eine niedrigere chemische EnergiedichteWchem(T) von Martensit verursacht. Im
Allgemeinen ist die chemische Energiedichte auch von der Konzentration abhängig. Da nur der
displazive Umwandlungsprozess im Vordergrund steht, wird diese Abhängigkeit in den folgenden
Simulationsstudien vernachlässigt. Den chemischen treibenden Krä en wirken die mechanischen
Krä e entgegen, die durch die transformationsinduzierten Eigendehnungen in Martensit ansteigen.
Darüber hinaus muss eine neue Grenzäche zwischen Martensit und Austenit aufgebaut werden,
die mit der Kra von γκ gegen die Bildung von martensitischen Phasen wirkt. Daher nimmt das
Funktional der freien Energie im Phasenfeldkontext folgende Form an
ℱ(φ,∇φ, T , ε) = ∫V єa(φ,∇φ) +
1
є
ωob(φ) +Wchem(φ, T) +Wmech(φ, ε)dV . (4.62)
Dabei ist a(φ,∇φ) die Gradientenenergiedichte (3.4), ωob(φ) ist das Energiepotential (3.5), є
ist ein Parameter für die Breite des Übergangsbereiches,Wchem(φ, T) = ∑αWαchem(T)hα(φ) ist
die chemische Energiedichte mit hα(φ) als Interpolationsfunktion (3.2) undWmech(φ, ε) ist die
Formänderungsenergiedichte (4.7).
Vom kristallograschen Gesichtspunkt kann jedes Austenitkorn in 24 unterschiedliche martensiti-
sche Varianten, die sich in ihrer Orientierung und Verzerrung unterscheiden, transformieren. Der
Einfachheit halber können die martensitischen Varianten in drei Haupttypen, als Bain-Varianten be-
kannt, gruppiert werden [66]. Nach Artemev et al. [70] werden die folgenden Bainschen Dehnungen
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dabei sind ε1 = (a − ac)⇑ac und ε3 = (c − ac)⇑ac von den martensitischen (a, c) und austenitischen
(ac) Kristallgitterparametern abhängig.
Es ist experimentell bewiesen, dass das Wachstum der martensitischen Varianten an den Korn-
grenzen endet [71]. Um dieses Verhalten abzubilden, wird jedes Austenitkorn mit den drei Bain-
Varianten als ein eigenständiger Satz an Ordnungsparametern behandelt. Damit wird das N-Tupel
φ folgendermaßen unterteilt
φ = (φa1, φa1v1 , φa1v2 , φa1v3 , φa2, φa2v1 , φa2v2 , φa2v3 , ...),
mit φai als Ordnungsparameter für die austenitischen Körner und φaiv1 , φaiv2 und φaiv3 als Ord-
nungsparameter für die entsprechenden martensitischen Varianten.
Es wird angenommen, dass die Unterkühlung in Bezug auf Raum und Zeit konstant ist, sodass
der Unterschied in den chemischen Energiedichten zwischen Austenit und Martensit als ein pha-
senabhängiger konstanter Wert modelliert werden kann. Damit ist die ausschlaggebende Größe
für die chemischen treibenden Krä e die Dierenz von konstanten chemischen Energiedichten
zwischen Austenit und Martensit ∆Wa-vchem =Wachem −Wvchem. Wenn zusätzliche Abhängigkeiten von
Konzentrationsunterschieden berücksichtigt werden müssen, wie beispielsweise bei der bainiti-
schen Transformation [72], wird die chemische treibende Kra zur Dierenz der großkanonischen
Potentiale [9]. Die martentistische Transformation ist allerdings ein rein displaziver Prozess. Daher
wird die Konzentrationsabhängigkeit vernachlässigt.
Für die Modellierung einer Keimbildung von martensitischen Varianten wurde die Evolutionsglei-









)}︀ + ϑ . (4.64)
Der Rauschterm repräsentiert das thermische Rauschen und ist nur im diusen Übergangsbe-
reich aktiv. Dies ist konsistent mit experimentellen Befunden, dass martensitische Varianten nur
heterogen keimen [73]. Zusätzlich ermöglicht dieser Term eine autokatalytische Keimbildung
an den Grenzächen zwischen Austenit und Martensit. Die GrenzächenmobilitätMαβ wird so
gewählt, dass das gegenseitige Wachstum zwischen austenitischen Körnern und das Wachstum von
martensitischen Varianten in fremden Austenitkörnern unterbunden ist.
4.8.1. Martensitbildung in einem Vielkornsystem
Als anfängliche Mikrostruktur wurde ein zweidimensionales Simulationsgebiet, das in Abbil-
dung (4.13) a) zu sehen ist, mit 50 Körnern gewählt. Diese Mikrostruktur ist das Ergebnis einer
Kornreifungssimulation mit gleichen Grenzächenenergien und repräsentiert ein Gefüge aus aus-
tenitischen Körnern mit unterschiedlicher Orientierung der Gitterstruktur. Für alle Feldgrößen
wurden die periodischen Randbedingungen angesetzt und für alle Austenit–Martensit- als auch für
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die Martensit–Martensit-Grenzächen wurde eine gleiche Grenzächenenergie von γαβ = 0.1 J⇑m2
und γαβδ = 15γαβ verwendet. Eine detaillierte Diskussion für dieWahl der γαβδ-Parameter ist inHöt-






dabei ist Q = 3.5 × 108 J⇑m3 die latente Wärme, T0 = 405K die spannungsfreie Gleichgewichtstem-
peratur und T = 254K die angesetzte Temperatur bei der Umwandlung. Entsprechend Schmidt
und Gross [74] wurden sowohl für die austenitischen Körner, als auch für die martensitischen
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verwendet. Dabei sind µ = 28GPa der Schubmodul, ν = 0.375 die Querkontraktion und Az =
2𝒞44⇑(𝒞11 − 𝒞12) = 2 repräsentiert die Stärke der Anisotropie. Da in dieser Simulationsstudie die
Plastizierungseekte nicht berücksichtigt werden, wurden die Parameter für die Eigendehnun-
gen (4.63) auf die Werte ε1 = 0.07 und ε3 = −0.07 reduziert, um unphysikalisch hohe Spannungs-
spitzen zu vermeiden. Sowohl die Steigkeiten als auch die Eigendehnungen wurden entsprechend
der Orientierung des Musterkorns rotiert.
Das Simulationsgebiet mit 500 × 500Zellen entspricht einer physikalischen Ausdehnung von
0.65 × 0.65 µm2. Der Parameter für die Breite des Übergangsbereiches є = 2.5∆x wurde so gesetzt,
dass die Interfacebreite sechs Zellen nicht unterschreitet. Der Rauschterm ϑ in der Evolutionsglei-
chung (4.64) wurde bei jedem hundertsten Zeitschritt mit einer Amplitude von 0.2 angewendet.
Allerdings wurde im ersten Zeitschritt eine 2.5-fach höhere Amplitude für den ersten Keimungs-
prozess verwendet. Die Evolutionsgleichung (4.64) wurde auf einem Finite-Dierenzen-Gitter mit
einem expliziten Eulerschen Verfahren gelöst. Dabei wurde bei jedem Zeitschritt das mechanische
Gleichgewicht ∇ ⋅ σ = 0 durch einen impliziten Schritt garantiert. Kim et al. [75] haben gezeigt,
dass eine Koexistenz von mehr als sechs Phasen in einem lokalen Punkt sehr unwahrscheinlich ist
und somit entsprechend reduziert werden kann. Dieser angewendete Algorithmus wird als Locally
Reduced Order Parameter (LROP) [76] bezeichnet.
Die zeitliche Entwicklung der martensitischenMikrostruktur ist in den Abbildungen (4.13) a)-d) zu
erkennen. Zum initialen Zeitpunkt (Abbildungen (4.13) a)) sind keine martensitische Varianten vor-
handen. Durch das heterogene Rauschen keimen an den Austenitgrenzen martensitische Varianten
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Abbildung 4.13.: Initiale austenitische Mikrostruktur a) der erste Keimungszeitschritt b) und der weitere
zeitliche Verlauf beimWachstum von martensitischen Varianten c) und d). In b)-d) werden die austeni-
tischen Körner gegenüber den martensitischen Varianten heller dargestellt. Die Isolinien stellen den
Verlauf der Mises-Spannung σmises dar. Obwohl die Korngrenzen scharf dargestellt werden, sind die
Übergangsregionen dius und haben eine Breite von mindestens sechs Zellen.
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Abbildung 4.14.: Resultierende Mikrostrukturen bei Variation der Interpolationsschemata. Bei allen
Simulationen wurden die initiale Mikrostruktur aus Abbildung 4.13 b), gleiche Rahmenbedingungen und
gleiche Materialparameter verwendet.
sowohl an den Tripelpunkten als auch an den Zweiphasenkorngrenzen, wie in Abbildungen (4.13)
b) zu erkennen ist. Der Keimungsprozess ist nur dann möglich, wenn die zwei entgegengesetzt
verzehrten Varianten zusammenwachsen, um die elastische Energie zu reduzieren [77]. Wenn die
Keimbarriere nicht überwunden wurde, verschwinden die Phasenanteile wieder, welche durch
den Rauschalgorithmus induziert wurden. Wächst eine der Varianten, dann sinkt gleichzeitig
die Keimbarriere für die zweite durch die mitgeführten Eigendehnungen. Bei jedem hundertsten
Zeitschritt induziert der Rauschalgorithmus die autokatalytische Keimbildung und die typische
martensitische lamellare Mikrostruktur, die in den Abbildungen (4.13) c) und d) zu erkennen ist.
Dabei variiert die Breite der entstehenden Lamellen nur geringfügig.
Um den Einuss der treibenden Krä e auf die resultierende Mikrostruktur zu demonstrieren,
wurde dieses numerische Beispiel auch unter Verwendung des VT- und RS-Interpolationsschemas
(siehe Abschnitt 4.1) durchgeführt. Um die Vergleichbarkeit zu gewährleisten, wurden gleiche
Bedingungen angesetzt und für beide Simulationen wurde die Mikrostruktur mit den ersten Keim-
zellen aus der Abbildung (4.13) b) als anfängliche Mikrostruktur verwendet. Das Ergebnis ist in
Abbildung 4.14 zu erkennen. Es ist klar ersichtlich, dass die resultierendenMikrostrukturen vollkom-
men unterschiedlich sind, obwohl die Berechnungsvorschri en für die Spannungen bei gleichen
Stegkeiten äquivalent sind, was durch einen Vergleich der Gleichungen (4.1), (4.2) und (4.50) zu
erkennen ist. Alleine die Unterschiede in den Formulierungen der Potentiale für die Berechnung der




Berechnung der plastischen Dehnungen im
Phasenfeldkontext
Metallische Materialien reagieren meistens homogen auf der makroskopischen Längenskala. Auf
der mesoskopischen Skala bestehen die Materialien jedoch aus einer Vielzahl von unterschiedlich
orientierten Körnern, Einschlüssen oder Poren unterschiedlicher Größe und Form. Diese auf
mesoskopischer Skala physikalisch abgetrennten Bereiche unterscheiden sich in ihren Materialpa-
rametern und verursachen daher schon bei geringen Belastungen große Spannungsspitzen in den
Übergangsbereichen und ihrer Umgebung. Die meisten dieser Spannungsspitzen übersteigen die
plastische Fließgrenze und werden durch Plastizierung abgefangen bevor die Materialien versa-
gen [78]. Phasenumwandlungsprozesse wie die martensitische oder bainitische Transformation
verursachen alleine durch die Gitterverspannung Dehnungen und entsprechend auch Spannun-
gen, die weit über die Fließgrenze hinausreichen [70]. Aber auch bei Abkühlung oder Erstarrung
von heterogenen Materialien werden durch unterschiedliche thermische Ausdehnungskoezi-
enten Spannungen induziert, die plastische Eekte verursachen. Daher ist die Berücksichtigung
der plastischen Eekte und deren Wirkung für die Vorhersagen mechanischer Eigenscha en he-
terogener Materialien bei der Beschreibung displaziver Phasenumwandlungsprozesse oder der
Abbildung der Grenzächenbewegung unter Berücksichtigung mechanischer Kongurationskrä e
unentbehrlich.
Die konventionellen Methoden für die Modellierung von elasto-plastischem Materialverhalten auf
der mesoskopischen Längeskala sind die auf niten Elementen basierenden Kristallplastizitätme-
thoden (Roters et al. [79] bietet einen umfangreichen Überblick über diese Methoden). Allerdings
benötigt eine zusätzliche Betrachtung von Grenzächenbewegung eine explizite Verfolgung der
exakten Position der Grenzächen, was numerisch sehr aufwendig ist. Wie bereits in Kapitel 3
besprochen, stellt die Phasenfeldmethode in diesen Zusammenhang eine Alternative dar, da eine
explizite Grenzächenverfolgung redundant wird [1, 5]. Zugleich erschwert der diuse Übergangs-
bereich die Erfüllung der Sprungbedingungen an den Grenzächen. In Abschnitt 4.2 wurde bereits
diskutiert, dass die Homogenisierung der Materialparameter dabei eine entscheidende Rolle spielt.
Sind die lokalen inelastischen Dehnungen bekannt, so bietet die Methode, die in Abschnitt 4.3
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eingeführt wurde, eine Berechnungsvorschri für die Spannungen, die die mechanischen Sprung-
bedingungen reektiert. Allerdings sind die plastischen Dehnungen im Allgemeinen nicht bekannt
und müssen aus dem vorliegenden Spannungszustand berechnet werden. Die Berechnung der
plastischen Dehnungen wird zusätzlich durch unterschiedliche Materialparameter im diusen
Übergangsbereich zwischen den Phasen erschwert.
Aufbauend auf dem Grundlagenabschnitt 2.6 werden in diesem Abschnitt zwei Methoden vor-
gestellt, die es erlauben, trotz einer lokalen Überlappung von mehreren Phasen die plastische
Dehnung zu berechnen. Dabei wird der Fokus auf die Lösung im Übergangsbereich gelegt. Bei
beiden Methoden wird das Prandtl-Reuss-Modell mit dem Return-Mapping-Algorithmus aus
Abschnitt 2.6.3 umgesetzt, um die phasenanteiligen bzw. eektiven plastischen Dehnungen zu
berechnen. Die vorgestellten Modelle gehen von innitesimalen Deformationen aus. Daher wird in
diesen Kapitel auf die Unterscheidung zwischen der Lagrangeschen und der Eulerschen Darstellung
verzichtet.
Für beide Ansätze wird die freie Energie (4.8) um einen plastischen BeitragWpl(φ, ε̄pl) erweitert
ℱ(φ,∇φ, ε, σ) = ∫V єa(φ,∇φ) +
1
є
ωob(φ) +W(φ, ε, σ) +Wpl(φ, ε̄pl)dV , (5.1)
wobeiWpl(φ, ε̄pl) und die resultierende plastische Dissipation (2.63) in den einzelnen Unterab-
schnitten deniert wird.
5.1. Ansatz zur Berechnung der phasenanteiligen plastischen
Dehnungen
In den Abschnitten 4.3.4 und 4.3.5 wurden Berechnungsformschri en vorgestellt, die es erlauben,
bei der Kenntnis von phasenanteiligen inelastischen Dehnungen sowohl die Kongurationskrä e
als auch eektive Spannungen zu berechnen. Eine der Voraussetzungen ist allerdings, dass die
inelastischen Dehnungen ε̃α für die lokal vorliegenden Phasen bekannt sind. Bei den plastischen
Dehnungen ist das im Allgemeinen nicht der Fall. Diese müssen aus den lokal vorliegenden Span-
nungen berechnet werden.
Jede lokal vorliegende Phase kann sich unabhängig von den anderen Phasen plastisch deformieren.
Für die Berechnung dieser Deformation sind phasenanteilige Spannungen notwendig. Ausgehend
von den mechanischen Sprungbedingungen wurden in Abschnitt 4.3.1 die lokal vorliegenden
Spannungen zunächst in kontinuierliche σn- und diskontinuierliche σαt -Anteile aufgeteilt (siehe
Gl. (4.24)). Gemäß der Sprungbedingung (4.18) sind die kontinuierlichen Bestandteile σn sprungfrei
und damit phasenübergreifend. Die diskontinuierlichen Anteile σαt können aus dem Potential
pα(σn , εt) (siehe Gl. (4.59)) für die jeweilige Phase berechnet werden. Demnach folgt für die




= 𝒯 αtnσn + 𝒯 αtt(εt − ε̃αt ).
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Damit sind beide Bestandteile der phasenanteiligen Spannung σαB = (σn , σαt )
T im Basiskoordi-
natensystem B (siehe Abschnitt 4.3.5 für die Denition) bekannt. Mit der Transformationsvor-
schri (4.25) und der Relation M−1σ = MTε [62] folgt für die Spannungen im kartesischen Koordina-
tensystem und der Voigtschen Notation
σα,v = MTε σαB .
Diese phasenanteiligen Spannungen können nun verwendet werden, um die phasenanteiligen plas-
tischen Dehnungen εαpl zu berechnen. Dabei können pro Phase beliebige Modelle zur Berechnung
der plastischen Dehnungen angewendet werden. Sogar unterschiedliche Berechnungsvorschri en
pro lokal vorliegende Phase sind denkbar.
Einfachheitshalber wird das Prandtl-Reuss-Modell (siehe z. B. [33]), bestehend aus der von Mises-
Fließbedingung (2.59) mit isotroper Verfestigung und der assoziativen Fließregel (2.64), zur Be-
rechnung der phasenanteiligen plastischen Dehnungen εαpl angewendet. Für die Fließfunktion der
jeweiligen Phase folgt





α ε̄αpl) ≤ 0.
σαF0 ist dabei die initiale Fließspannung, H
α der entsprechende Verfestigungsparameter und ε̄αpl ist
die akkumulierte plastische Dehnung der Phase α. Übersteigt ⋃︀(σα)′⋃︀ die Fließspannung σαF (ε̄αpl) =
σαF0 + H
α ε̄αpl beginnt die Phase α sich plastisch zu verformen. Die Annahme einer assoziativen
Fließregel, die aus dem Prinzip der maximalen Dissipation berechnet werden kann, führt zu der
folgenden Zustandsgleichung der phasenanteiligen plastischen Dehnungen
ε̇αpl = γ̇α
∂ f αF ((σα)′, ε̄αpl)
∂(σα)′ .
Ist der Steigkeitstensor der jeweiligen Phase𝒞α isotrop, so kann der Return-Mapping-Algorithmus,
der in Abschnitt 2.6.3 eingeführt wurde, angewendet werden, um die Konsistenzbedingung ḟ αF = 0
zu erfüllen und die plastischen Dehnungen der jeweiligen Phase zu berechnen.
Mit den phasenanteiligen plastischen Dehnungen wird der plastische Beitrag zu dem Funktional





Damit ergibt sich für die plastische Dissipation (2.63)
D(σ , ε̇pl) = ∫V∑α
⎛
⎝









∫V(σα ⋅ ε̇αpl −Hα ε̄αpl ˙̄εαpl)hα(φ)dV .
Die gesamte plastische Dissipation ist die volumetrisch gemittelte Summe der phasenanteiligen
Dissipationsbeiträge.
81
Kapitel 5 Berechnung der plastischen Dehnungen im Phasenfeldkontext
5.2. Berechnung der plastischen Dehnungen aus den lokal
homogenisierten Spannungen
Die im letzten Unterabschnitt vorgestellte Methode erlaubt eine unabhängige Betrachtung der
Plastizierungseekte in jeder einzelnen Phase. Damit kann die Plastizierung in polykristallinen
Materialien sehr gut approximiert werden. Allerdings ist diese Methode aus numerischer Sicht eine
Herausforderung, denn für jede einzelne Phase müssen die inneren Variablen im gesamten Simulati-
onsgebiet berechnet und entsprechend auch gespeichert werden. Um diesen numerischen Aufwand
zu verringern, können die inneren Variablen auch aus den bereits homogenisierten Spannungen
σ(φ) berechnet werden. Bei dieser Methode sind die phasenanteiligen plastischen Dehnungen εαpl
nicht bekannt. Daher werden bei der Berechnung des innitesimalen Verzerrungstensors (2.53)
die eektiven plastischen Dehnungen abgezogen
ε̂ = sym(∇u) − εpl.
Anschließend werden die Spannungen mit der Gleichung (4.61) berechnet, wobei ε̂ als Verzerrungs-
tensor verwendet wird. Die übrigen inelastischen Dehnungen werden gemäß Gleichung (4.61)
behandelt.
Auch in diesem Fall wird einfachheitshalber das Prandtl-Reuss-Modell (siehe z. B. [33]) verwendet.
Hierzu wird eine Fließfunktion der Form




(σF0(φ) +H(φ)ε̄pl) ≤ 0
formuliert, wobei σF0(φ) die eektive initiale Fließspannung und H(φ) der eektive Verfestigungs-







Übersteigt der deviatorische Anteil der Mises-Spannung die Fließspannnung, beginnt sich das
Material plastisch mit der Zustandsgleichung
ε̇pl = γ̇
∂ fF(σ ′, ε̄pl)
∂σ ′
zu verformen. Der Return-Mapping-Algorithmus aus Abschnitt 2.6.3 wird angewendet, um bei
Isotropie den Konsistenzparameter γ̇ zu bestimmen.
Unter Verwendung des Prandtl-Reuss-Modells folgt nach Simo undHughes [33] für den plastischen





Nach Schneider et al. [56] resultiert damit für die plastische Dissipation (2.63)
D(σ , ε̇pl) = ∫V σ ⋅ ε̇pl −H(φ)ε̄pl ˙̄εpldV .
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Abbildung 5.1.: Vergleich der Ansätze zur Berechnung der plastischen Dehnungen. Das Modell aus
Abschnitt 5.1 wird als Ansatz-I und das Modell aus Abschnitt 5.2 als Ansatz-II bezeichnet. σαF0 wurde bei





den Werten innerhalb der jeweiligen Zelle zu dem Fall σβF0 = 1.4σ
α
F0 . Beim Ansatz-IIwurde als plastische
Dehnung ε̂pl = εαplhα(φ) + ε
β
plh
β(φ) dargestellt. Bei dem Fall σβF0 = 1.2σ
α
F0 verformen sich beide Phasen
plastisch, ansonsten ießt nur die Phase α.
5.3. Vergleich der Ansätze zur Berechnung der plastischen
Dehnungen
Zum Vergleich der vorgestellten Ansätze zur Berechnung der plastischen Dehnungen aus den
Abschnitten 5.1 und 5.2 wird die Plastizierung eines eindimensionalen Gebietes untersucht. Das
Simulationsgebiet mit einem diusen Phasenübergang zwischen den Phasen φα und φβ ist oben
links in Abbildung 5.1 dargestellt. Das Gebiet wurde in x-Richtung mit konstanter Verschiebung
u ⋅ nx = u0 belastet und bei den restlichen Rändern wurde u ⋅ ny = u ⋅ nz = 0 angesetzt. In
beiden Bereichen wurde ein ideal plastisches Materialverhalten mit gleichen Steigkeiten 𝒞α = 𝒞β
angesetzt. Zur Untersuchung des Verhaltens beider Modelle an der Grenzäche wurde die initialen
Fließspannung σαF0 festgehalten und σ
β
F0 variiert.
Die resultierenden Mises-Spannungen σmises und plastischen Dehnungen εpl beider Ansätze sind
äquivalent, wenn sich beide Phasen plastisch verformen, was bei der Wahl der Fließspannungen
σ βF0 = 1.2σ
α
F0 der Fall ist. Sowohl das Prol von σmises als auch das Prol von εpl in Abbildung 5.1
folgen in diesem Fall der Volumenfraktion der jeweiligen Phasen und entsprechen somit der
scharfen Grenzächenlösung (vgl. Abschnitt 4.1). Verformt sich allerdings nur eine der Phasen
plastisch, so sind deutliche Unterschiede zwischen den Ansätzen zu erkennen. Während sich das
Verhalten der nicht plastisch ießenden Phase beim Ansatz aus Abschnitt 5.1 nicht ändert, hängt
das Verhalten beim Ansatz aus Abschnitt 5.2 stark von der Wahl der Fließspannung σ βF0 ab. Der
Grund für die Abweichungen ist, dass bei diesem Ansatz nach Gleichung (5.2) eine eektive Fließ-
spannung ermittelt wird und entsprechend ist diese eektive Fließspannung im Übergangsbereich
von den Fließspannungen aller lokal vorliegenden Phasen abhängig. Anhand dieser eektiven
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Fließspannung wird die Plastizierung schon sehr früh im Übergangsbereich abgeschnitten, wenn
σ βF0 weit über der lokalen Mises-Spannung σmises liegt. Daher werden die Verläufe der plastischen
Dehnung und der Mises-Spannung verzehrt, was im unteren Bereich der Abbildung 5.1 zu sehen ist.
Liegen die gewählten Fließspannungen in der gleichen Größenordnung, so sind nur geringfügige
Abweichungen von idealen Verhalten zu erkennen.
5.4. Einuss von Inhomogenitäten auf die mechanischen
Eigenschaften vonMaterialien
Die folgenden Simulationsstudien sollen die Anwendbarkeit des Modells aus Abschnitt 5.2 zur
Berechnung der eektiven mechanischen Eigenscha en von Materialien demonstrieren. Hierzu
wurden zyklische Zugbelastungstests auf einem zylindrischenGusseisengebiet der Größe 300Zellen
mit einer physikalischen Größe jeder Zelle von 1 µm3 durchgeführt. Die verwendete Mikrostruktur,
dargestellt im linken Inlay der Abbildung 5.2 a), besteht aus einer ferritisch-perlitischen Matrix
mit einer zufälligen Verteilung von Graphitlamellen mit einem Gesamtvolumenanteil von etwa
6.1%. Nach Schmauder [80] wurde für die Matrix eine isotrope Steigkeit mit einem Youngschen
Modul von ℰm = 210GPa, einer Querkontraktion von νm = 0.288 , einer initialen Fließspannung
σmF0 = 275MPa und einem Verfestigungsparameter Hm = 0.1MPa gewählt. Die Graphiteinschlüsse
wurden rein elastischmit einemYoungschenModul von ℰi = 10GPa und einerQuerkontraktion von
νi = 0.288 modelliert. Da für die Anwendbarkeit des verwendetenModells für alle Phasen plastische
Materialparameter deniert werdenmüssen, wurden für die Graphiteinschlüsse eine Fließspannung
von σ iF0 = 10
3σmF0 und ein Verfestigungsparameter von Hi = Hm verwendet. Das zylindrische
Gusseisengebiet und ein Vergleichsgebiet ohne Einschlüsse, dass im rechten Inlay der Abbildung 5.2
a) zu sehen ist, wurde in z-Richtung (siehe rechtes Inlay derAbbildung 5.2 a))mit einerVerschiebung
zyklisch belastet. Bei jedem Anstieg der Belastung wurde das mechanische Gleichgewicht ∇x ⋅
σ = 0 sichergestellt. Da bei diesen Simulationsstudien die mechanischen treibenden Krä e zur
Phasenumwandlung keine Rolle spielen, wird der Einfachheit halber bei der Berechnung der
Spannungen das VT-Homogenisierungschema (4.1) verwendet.
Die resultierenden Spannungs-Dehnungs-Diagramme beider untersuchten Gebiete sind in Ab-
bildung 5.2 a) dargestellt. Erwartungsgemäß resultiert für das Gebiet ohne Einschlüsse ein linea-
res Verhalten im elastischen Bereich mit einer linearen Verfestigung bei der Plastizierung. Das
Spannungs-Dehnungs-Diagramm des Gusseisengebietes weicht bereits im elastischen Bereich von
dem idealen Verhalten ab. Der Grund dafür sind die lokalen Spannungsspitzen die im Bereich der
Graphiteinschlüsse entstehen. Diese Spannungsspitzen fühlen zu lokalen Plastizierung, wie im
linken Inlay der Abbildung 5.2 a) anhand einer Momentaufnahme der akkumulierten plastischen
Dehnung ε̄pl zu erkennen ist. Entsprechend beeinussen diese lokalen Plastizierungseekte das
gesamte Spannungs-Dehnungs-Diagramm des Gusseisengebietes.
Um den Einuss der Einschlüsse genauer zu analysieren, wurden Gebiete mit unterschiedlichen
Verteilungen der Einschlüsse, die in den Inlays der Abbildung 5.2 b) dargestellt sind, generiert. Die
Gebietsgröße, die Volumenfraktion der Einschlüsse, die verwendeten Randbedingungen und die
Materialparameter für die Matrix und die Einschlüsse entsprechen dem letzten Simulationsbeispiel.
Die zugehörigen Spannungs-Dehnungs-Diagramme zu den entsprechenden Mikrostrukturen
sind in Abbildung 5.2 b) dargestellt. Obwohl als Materialmodell das Prandtl-Reuss-Modell (siehe
Abschnitt 5.2) verwendet wurde, das zu einem sprungha en Übergang zwischen den elastischen
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Ellipsoide ‖ zur Zugricht.:
Eeff = 196GPa
Voigt: E = 199GPa












Abbildung 5.2.: Einuss der Inhomogenitäten auf eektive mechanische Eigenschaften: a) Spannungs-
dehnungsdiagramme zyklischer Zugversuche eines Simulationsgebietesmit und ohne Inhomogenitäten
und b) Einuss der Form und Orientierung der Inhomogenitäten auf die mechanischen Eingenschaften.
In a) sind zusätzlich die Isolinien der akkumulierten plastischen Dehnung ε̄pl für eine Schnittebene am
Anfang des plastischen Fließens dargestellt.
und plastischen Bereichen führen sollte, ist für alle untersuchten Gebiete ein kontinuierlicher
Übergang erkennbar. Der Grund sind die bereits angesprochenen lokalen Plastizierungen an
den Einschlüssen. Der Einuss der Einschlüsse und sogar die Orientierung der Einschlüsse zur
Zugbelastung wirkt sich bereits im elastischen Bereich aus. Abhängig von der Orientierung der
Einschlüsse ändert sich der eektive Youngsche Modul ℰe = 196GPa. Die größte Veränderung
erfährt das Gebiet mit orthogonal zur Zugrichtung orientierten Einschlüssen, da in diesem Fall die
Ausbildung der Spannungsspitzen am höchsten ausgeprägt ist. Entsprechend haben die Einschlüsse,
die parallel zur Zugrichtung orientiert sind, den kleinsten Einuss auf den eektiven Youngschen
Modul ℰe = 186GPa. ZumVergleich sind in Abbildung 5.2 b) die Voigt- und Reuss-Grenzen (siehe
z. B. [78]) eingezeichnet. Es ist deutlich zu erkennen, dass die resultierten Spannungs-Dehnungs-
Diagramme stark von diesen theoretischenApproximationen abweichen. Lediglich bei denGebieten
mit orthogonal zur Zugrichtung orientierten Einschlüssen und kreisförmigen Einschlüssen ist eine
Vergleichbarkeit mit der Voigt-Grenze zu erkennen.
Damit ist gezeigt, dass das in Abschnitt 5.2 vorgestellte Modell zur Untersuchung von eektiven
mechanischen Eigenscha en von Materialien gut geeignet ist. Allerdings wurden bei diesen Si-
mulationsbeispielen sehr unterschiedliche plastische Materialparameter verwendet. Diese führen
bei dem verwendeten Modell zu Verzerrungen im Übergangsbereich, was im Unterabschnitt 5.3
gezeigt wurde. Bei der Berechnung von eektiven Materialparametern haben diese Abweichungen
einen geringen Einuss, da die Volumenfraktion des Übergangsbereiches gering ist. Werden aller-
dings zusätzliche Phasenumwandlungsprozesse untersucht, so haben diese Verzerrungen einen
großen Einuss auf die mechanischen treibenden Krä e und die eektiven Grenzächenenergien
(vgl. Abschnitt 4.2). Daher sollte bei der Untersuchung von Phasenumwandlungsprozessen im




Mechanisches Multiphasenfeldmodell für nite
Deformationen
In Kapitel 4 wurde ein mechanisches Phasenfeldmodell vorgestellt, das die Sprungbedingungen
erfüllt und die Kongurationskrä e bei der Evolution der Ordnungsparameter exakt abbildet.
Damit ist die Basis für die Modellierung mikro- und makromechanischer Prozesse, bei denen
die mechanischen Kongurationskrä e berücksichtigt werden müssen, geschaen. Typische mi-
kromechanische Beispiele wären die Untersuchung der Mikrostrukturevolution bei Dualphasen-,
TRIP- (aus dem Engl. TRansformation Induced Plasticity) oder TWIP-Stählen (aus dem Engl. TWin-
ning Induced Plasticity). Für die Modellierung dieser Prozesse ist die Abbildung martensitischer
Phasenumwandlungsprozesse notwendig. In der Literatur ist die Modellierung martensitischen
Phasenumwandlungen mit geometrisch linearen Ansätzen weit verbreitet [68]. Die starke Verzer-
rung der martensitischen Phase erfordert allerdings die Berücksichtigung einer Eigendehnung, die
im Bereich der niten Deformationen liegt [70]. Daher erfordert eine quantitative Modellierung
der martensitischen Phasenumwandlung die Berücksichtigung von niten Deformationen. Ein um-
fassender Überblick der Modellierungsansätze mit der Phasenfeldmethode unter Berücksichtigung
der niten Deformationen ist in [81, 82] zu nden. Ein mit mechanischen Sprungbedingungen
konsistentes und auf nite Deformationen ausgelegtes Modell für die Berechnung der Spannungen
im diusen Übergangsbereich wurde erstmals von Mosler et al. [83] vorgestellt. Allerdings ist das
Modell auf zwei Phasen beschränkt. Eine Erweiterung des verwendeten Variationsansatzes für
die Berechnung der Spannungen und der treibenden Krä e für Anwendungen in polykristallinen
Systemen fehlt bis dato in der Literatur.
Nach einer Verallgemeinerung des Multiphasenfeldmodells von Nestler et al. [13] (siehe Kapi-
tel 3.1) für Betrachtungen in der Eulerschen Darstellung wird im Abschnitt 6.2 eine Methode zur
Spannungsberechnung vorgestellt, die unabhängig von der konstitutiven Gleichung in Multipha-
sensystemen angewendet werden kann. Im nachfolgenden Abschnitt wird diese Methode sowohl
anhand theoretisch berechneter Spannungen in Zweiphasengebieten als auch in Multiphasensyste-
men anhand scharfer Grenzächenlösungen validiert. In Abschnitt 6.4 werden die mechanischen
Kongurationskrä e im Phasenfeldkontext berechnet und eine Formulierung der treibenden Krä e
für Anwendungen in Multiphasensystemen hergeleitet. Im letzten Abschnitt dieses Kapitels wird
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die Anwendbarkeit des Modells in Multiphasensystemen anhand eines Simulationsbeispiels zur
martensitischen Transformation demonstriert.
6.1. Das Multiphasenfeldmodell in der Eulerschen Darstellung
DasMultiphasenfeldmodell wurde inAbschnitt 3.1 eingeführt. Dabei wurde die Evolutionsgleichung
der Ordnungsparameter (3.17) in der Lagrangeschen Darstellung hergeleitet. Diese Formulierung
der Evolutionsgleichung garantiert, dass die Kongurationskrä e der Grenzächenenergie exakt
abgebildet werden (siehe Abschnitt (3.1.4)). Allerdings ist die Formulierung der Variationsablei-
tung (3.13) und der Evolutionsgleichung (3.17) mit Bezug auf die Referenzplatzierung formuliert.
Unter der Annahme der innitesimalen Deformationen bzw. unter der Verwendung der Lagrange-
schen Darstellung, können diese Formulierungen direkt verwendet werden. Allerdings müssten
in diesem Fall die zusätzlich betrachteten physikalischen Felder ebenfalls in der Lagrangeschen
Darstellung vorliegen. Daher ist es bei manchen Problemstellungen von Vorteil, die Berechnungen
in der Eulersche Darstellung durchzuführen. Hierzu muss die Allen-Cahn-Gleichung (3.17) in die
Eulersche Darstellung transformiert werden.
Aus Gründen der Übersicht wird zunächst der Beitrag der Gradientenenergiedichte (3.4) der Evo-

















mit qαβ = φα∇xφβ − φβ∇xφα als generalisierter α–β-Gradient bezüglich der momentanen Platzie-
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Berechnung der Spannungen im Übergangsbereich unter Berücksichtigung der Sprungbedingungen 6.2
Wegen der Piola-Identität (siehe z. B. [15])
∇x ⋅ (JF−1) = ∇x ⋅ (JIF−1) = ∇x ⋅ (cof(F)TFF−1) = ∇x ⋅ cof(F)T = 0
verschwindet der erste resultierende Term aus Gleichung (6.1). Vorausgesetzt, dass die Gradienten-
energiedichte der einzige Beitrag der Energiedichte fE(φ,∇xφ, . . . ) ist, der von den Gradienten



























∂ fE(φ,∇xφ, . . . )
∂∇xφα
).
Entsprechend ergibt sich für die Ableitung der Gradientenenergiedichte (3.4) nach den jeweiligen





2γαβ∇Xφβ ⋅ Qαβ = ∑
β≠α
2γαβ(FT∇xφβ) ⋅ FTqαβ (6.3)
= ∑
β≠α
2γαβ(V 2∇xφβ) ⋅ qαβ .
Vorausgesetzt, dass die übrigen Terme des Funktionals (3.3) frei von Gradienten sind, ändern sich
ihre Beiträge in der Euler-Lagrange-Gleichung (3.13) durch die Transformation in die Eulersche
Darstellung nicht. Allerdings muss hierbei sichergestellt sein, dass die benötigten physikalischen
Feldgrößen in der Eulerschen Darstellung vorliegen. Unter Verwendung von Gleichung (2.4) für
die Transformation der zeitlichen Ableitung resultiert für die Evolutionsgleichung der Ordnungs-
parameter in der Eulerschen Darstellung
∂φα(x , t)
∂t







), ∀φα , α = 1, . . . ,N .
Die Beiträge der Gradientenenergiedichte in der Variationsableitung (3.13) müssen entsprechend
durch Gleichung (6.2) und (6.3) ersetzt werden.
6.2. Berechnung der Spannungen im Übergangsbereich unter
Berücksichtigung der Sprungbedingungen
In Abschnitt 4.3 wurde eine Methode zur Berechnung der mechanischen treibenden Krä e und
Spannungen im Übergangsbereich für innitesimale Deformationen vorgestellt. Die Voraussetzung
dieser Methodik ist, dass ein Potential aus kontinuierlichen Variablen existiert. Diese Variablen
müssen ein leistungskonjugiertes Paar ergeben und in der verwendeten konstitutiven Gleichung
müssen diese Variablen einen linearen Zusammenhang aufweisen. Unter Berücksichtigung der me-
chanischen Sprungbedingungen (2.49) bzw. in der EulerschenDarstellung (2.24) und (2.33) sind die
kontinuierlichen Variablen die Normalbeiträge des ersten Piola-Kirchhoschen Spannungstensors
Pnr bzw. der Cauchyschen Spannung σn und die Tangentialbeiträge des Deformationsgradienten
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Ftr . Es lässt sich zeigen (siehe Gl. (A.1) und (A.2)), dass die Tangentialbeiträge des rechten Cauchy-
Green-TensorsCtr und die Tangentialbeiträge der GreenschenDehnung Etr ebenfalls kontinuierlich
sind. Für Dehnungenmit nichtlinearen Beiträgen in C ist dies im Allgemeinen nicht der Fall. Damit
sind die möglichen Dehnungskandidaten für die Bildung der konstitutiven Gleichung auf die
Greensche Dehnung E beschränkt. Das dazugehörige leistungskonjugierte Spannungsmaß ist die
zweite Piola-Kirchhosche Spannung S. Allerdings ist S eine sprungbeha ete, diskontinuierliche
Variable und kann nicht ohne weitere Annahmen für die Formulierung des Potentials verwendet
werden. Trotz dieser Diskrepanz wird im Anhang in Abschnitt (A.3) die Verallgemeinerung der
Methode 4.3 auf nite Deformationen der Vollständigkeit halber vorgestellt. Dabei sei angemerkt,
dass diese Methode nur beschränkt anwendbar ist.
Eine vomMaterialgesetz unabhängige Formulierung für die Berechnung der Spannungen im Über-
gangbereich wird in diesem Abschnitt vorgestellt. Die Kernpunkte sind dabei die Berechnung
der phasenanteiligen Deformationen und entsprechend der phasenanteiligen Spannungen. In den
folgenden Teilabschnitten werden diese phasenanteiligen Größen zunächst in einem Übergangsbe-
reich zweier Phasen und anschließend in einem mehrphasigen Übergangsbereich berechnet. Sind
die phasenanteiligen Spannungen bekannt, so können diese gegebenenfalls zur Berechnung der
plastischen Dehnungen verwendet und anschließend für die Impulsbilanz homogenisiert werden.
Da die folgenden Methoden die Erfüllung der Sprungbedingungen garantieren und die sprungbe-
ha eten Größen volumetrisch gemittelt werden dürfen, wie es in Abschnitt 4.2 besprochen wurde,




Dabei sind Pα die phasenanteiligen Beiträge des ersten Piola-Kirchhoschen Spannungstensors und
hα(φ) ist eine Interpolationsfunktion (3.9), welche die Volumenfraktion der jeweiligen Phasen wi-
derspiegelt. Die Evolution der Bewegungsfunktion χ(X , t) ergibt sich aus der Impulsbilanz (2.21)
ρ0 χ̈ = ρ0b0 +∇X ⋅ P
in der Lagrangeschen Darstellung. Dabei ist ρ0 die Massendichte und ρ0b0 die Volumenkra dichte
in der Referenzplatzierung.
6.2.1. Spannungsberechnung im Übergangsbereich zweier Phasen
An einem Übergang zweier physikalisch abgetrennter Bereiche repräsentieren die Ordnungspa-
rameter φα und φβ bzw. deren Interpolationsfunktionen hα(φ) und hβ(φ) die jeweiligen Volu-
menfraktionen in dem Referenzkongurationssystem. In diesem Übergangsbereich müssen die
Sprungbedingungen (2.49) und (2.33) erfüllt werden. Da die Sprungbedingungen bezüglich der








∧= nsr . (6.5)
Damit folgt für die Aufspaltung des Deformationsgradienten in Normal- und Tangentialbeitrag
F = F(nr ⊗ nr + (tr ⊗ tr + sr ⊗ sr)
)︁⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂]︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂)︂
I−nr⊗nr
) = F(nr ⊗ nr)
)︁⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂]︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂⌊︂)︂
=∶Fnr
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Die Vektoren nr , tr und sr spannen eine orthonormal Basis Br = {nr , tr , sr} auf, wobei nr ⋅ tr =
nr ⋅ sr = tr ⋅ sr = 0 gilt. Der Tangentialbeitrag Ftr ist am Übergang zweier Phasen sprungfrei und für
den Normalbeitrag kann die Volumenmittelung Fnr = Fαnrhα(φ) + F
β
nrhβ(φ) angewendet werden,
wie in Abschnitt 4.2 besprochen wurde. Daher kann die Volumenmittelung auf den gesamten
Deformationsgradienten ausgeweitet werden und es folgt für den Deformationsgradienten
F = Fαhα(φ) + Fβhβ(φ). (6.7)
Mit dieser volumetrischen Mittelung des Deformationsgradienten und der Hadamardschen Be-
dingung ⎜F⨆︁ = Fα − Fβ = a ⊗ nr können die phasenanteiligen Deformationen folgendermaßen
ausgedrückt werden
Fα(a) = F + hβ(φ)a ⊗ nr , Fβ(a) = F − hα(φ)a ⊗ nr . (6.8)
Der Deformationsgradient F(φ, X , c(X), T(X), τ(X)) ist im Allgemeinen von elastischen Defor-
mationen Fel(X), von phasenspezischen konstanten Deformationen F0(X), von konzentrations-
oder temperaturabhängigen Deformationen Fc(φ, c(X)) bzw. FT(φ, T(X)) oder von plastischen
Deformationen Fpl(φ, X , τ(X)) abhängig, wobei τ(X) der Kirchhosche Spannungstensor ist. Un-
ter Verwendung der üblichen multiplikativen Zerlegung des Deformationsgradienten [84] werden
die nicht elastischen Anteile in einem Beitrag F̃(F0, Fc , FT , Fpl) gesammelt und es folgt
F = FelF̃ . (6.9)
Wird ein lokaler materieller Punkt vorbelastet, so verschwindet nach einer Entlastung des Materials
der elastische Anteil der Deformation Fel und der unbelastete Zustand wird durch F̃ charakterisiert.
Dieser lokale spannungsfreie Zustand wird als Zwischenplatzierung bezeichnet [16].
Entsprechend den verwendeten Materialgesetzen sind mit Kenntnis der phasenanteiligen elasti-
schen Deformationen Fαel = Fα(F̃α)
−1 auch die phasenanteiligen Spannungen bekannt. Im Folgen-
den wird beispielha das St. Vernant-Kirchho-Gesetz (2.45) für die Berechnung der Spannungen
angesetzt. Damit sind Sα = 𝒞α)︀Eαel⌈︀ und Sβ = 𝒞
β)︀Eβel⌈︀ Funktionen der phasenanteiligen Green-





TFβel − I)⇑2. Nach Gleichung (2.49)
verschwindet der Sprung von P in Normalenrichtung. Daher muss die folgende Bedingung erfüllt
werden
Pαnr = Pβnr (6.10)
FαSαnr = FβSβnr
Fα(𝒞α[︀(Fαel)




Fβel − I{︀)nr ,
damit die resultierenden Spannungen der Sprungbedingung (2.49) genügen. Mit der Denition der
phasenanteiligen Deformationen nach Gleichung (6.8) ergibt die Bedingung (6.10) ein Gleichungs-
system mit drei kubischen Gleichungen für die Komponenten von a. Diese unbekannten Größen
können beispielsweise mit einem Newtonschen Verfahren (siehe z. B. [19]) eindeutig bestimmt
werden. Der dazugehörige Newtonsche Schritt für den Iterationsschritt n + 1 ist folgendermaßen
deniert
































Abbildung 6.1.: Sprung des Deformationsgradienten um einen Tripelpunkt. Links ist eine Tripelpunktre-
gion mit den drei Phasen φ1 , φ2 und φ3 skizziert. Rechts ist der FΘΘ-Anteil des Deformationsgradienten
in Umfangsrichtung, in innitesimaler Entfernung, um den Tripelpunkt herum dargestellt. Dabei wird
angenommen, dass sich in dieser Entfernung FΘΘ innerhalb einer Phase nicht ändert.
wobei der Tensor erster Stufe g(a) das Gleichungssystem (6.10) repräsentiert und folgende Gestalt
hat
g(a) = Pα(a)nr − Pβ(a)nr .
Mit der Kenntnis von a sind auch die phasenanteiligen Deformationen gemäß Gleichung (6.8)
bekannt und die phasenanteiligen Spannungen können über die zugrundeliegenden Konstitutivglei-
chungen berechnet werden. Dabei wird garantiert, dass sowohl die Hadamardsche Bedingung (2.33)
als auch die Krä ebilanz (2.49) an den Grenzächen erfüllt werden. Ein ähnliches Verfahren wurde
von Kabel et al. [85] zur analytische Berechnung der Deformationen in einem St. Vernant-Kirchho
Laminat vorgestellt.
6.2.2. Spannungsberechnung in einemMultiphasensystem
Bevor eine allgemeine Methodik für die Spannungsberechnung in Multiphasensystemen vorgestellt
wird, wird die Problematik anhand einer Tripelpunktregion, welche in Abbildung 6.1 a) skizziert ist,
diskutiert. Betrachtet werden drei Phasen mit den jeweiligen Ordnungsparametern φ1, φ2 und φ3,
deren Grenzächen sich vom Tripelpunkt aus radial ausdehnen. Im scharfen Grenzächenkontext
handelt es sich bei einem Tripelpunkt um eine Singularität, da die Sprungbedingungen (2.49)
und (2.33) für die drei Dualinteraktionen nicht gleichzeitig erfüllt werden können. Im Phasenfeld-
kontext allerdings wird der Tripelpunkt zu einer Region in der die drei Phasen, die in die jeweiligen
Volumenfraktionen aufgeteilt sind, koexistieren. Im Gegensatz zur Betrachtung im scharfen Grenz-
ächenkontext kann zwischen den Phasenpaaren in dieser Region ein Normalenvektor bestimmt
werden. Damit ergeben sich die drei Hadamardschen Bedingungen für die jeweiligen Paare
⎜F⨆︁12 = a12 ⊗ n12r , ⎜F⨆︁
13 = a13 ⊗ n13r , ⎜F⨆︁
23 = a23 ⊗ n23r . (6.11)
Dabei sind aαβ die Sprünge der phasenanteiligen Deformationsgradienten ⎜F⨆︁αβ = (Fα − Fβ)
an der α–β-Grenzäche in die entsprechende nαβr -Richtung. Die Möglichkeiten zur Berechnung
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eines entsprechenden Normalenvektors ñαβr zweier Phasen in einemMultiphasenbereich wird in
Abschnitt 6.2.3 diskutiert. Wird die Zweite der Gleichungen (6.11) nach F1 aufgelöst und in die
erste Gleichung eingesetzt, so folgt (F2 − F3) = a13⊗n13r − a12⊗n12r . Durch einen Vergleich mit der
Letzten der Gleichungen (6.11), ergibt sich a23⊗n23r = a13⊗n13r −a12⊗n12r . Die Dritte der Bedingun-
gen (6.11) ist damit redundant. Dieser Zusammenhang wird auch in Abbildung 6.1 veranschaulicht.
Es werden Polarkoordinaten verwendet. Daher sind die sprungbeha eten Deformationen durch die
Umfangskomponente FΘΘ charakterisiert. Der Verlauf von FΘΘ in Umgangsrichtung, welcher auf
der rechten Seite der Abbildung 6.1 zu sehen ist, unterstreicht die Notwendigkeit der Bedingung
⎜F⨆︁23 = ⎜F⨆︁13 − ⎜F⨆︁12
um die Kontinuität des Deformationsgradienten zu gewährleisten. Damit reduzieren sich die
Unbekannten in diesem System auf a12 und a13.
Wie schon im Zweiphasenfall kann auch hier die volumetrische Mittelung des Deformationsgra-
dienten F = ∑α Fαhα(φ) angesetzt werden, da eektiv nur sprungha e Anteile gemittelt werden.
Damit folgt für die phasenanteiligen Deformationen
F1 = F + h2(φ)a12 ⊗ n12r + h3(φ)a13 ⊗ n13r ,
F2 = F + h1(φ)a12 ⊗ n12r + h3(φ)(a13 ⊗ n13r − a12 ⊗ n12r ),
F3 = F + h1(φ)a13 ⊗ n13r + h2(φ)(a13 ⊗ n13r − a12 ⊗ n12r ).
Dabei wurde ausgenutzt, dass aαβ = aβα gelten muss, denn es gilt: ⎜F⨆︁αβ = −⎜F⨆︁βα und nαβ =
−nβα .
Um die Erfüllung der Sprungbedingung (2.49) zu gewährleisten, kann der Sprung des ersten Piola-
Kirchhoschen Spannungstensors an einer α–β-Grenzäche auch folgendermaßen formuliert
werden
⎜P⨆︁αβ = P̂αβ(I − nαβr ⊗ nαβr ).
Dabei sind P̂αβ die Sprünge von P in die tangentialen Richtungen, die durch den Projektor I −
nαβr ⊗ nαβr deniert sind. Auf dieselbe Weise wie bei den Deformationssprüngen kann gezeigt
werden, dass der Sprung ⎜P⨆︁23 = ⎜P⨆︁13 − ⎜P⨆︁12 redundant wird und durch die anderen Sprünge
ausgedrückt werden kann. Damit müssen lediglich die Bedingungen
P1n12r = P2n12r und P1n13r = P3n13r
erfüllt werden, damit die resultierenden Spannungen den jeweiligen Sprungbedingungen (2.49)
genügen.
In einem Multiphasensystem mit N Phasen können theoretisch auch N Phasen in einem Bereich
koexistieren. Allerdings haben Kim et al. [75] gezeigt, dass eine Koexistenz von mehr als sechs
Phasen in einem lokalen Punkt sehr unwahrscheinlich ist. Daher kann die Anzahl der lokal vorlie-
genden Phasen durch den LROP-Algorithmus reduziert werden [75, 76]. Zusätzlich werden durch
den LROP-Algorithmus die lokal vorliegenden Ordnungsparameter anhand der lokalen Volumen-
fraktion mit der höchsten beginnend sortiert. Dies erleichtert die folgenden Formulierungen, denn
die Phase mit der höchsten Volumenfraktion ist die erste.
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Anhand der Tripelpunktregion wurde gezeigt, dass die Anzahl der unbekannten Vektoren aαβ in
einem materiellen Punkt mit Nl lokal vorliegenden Phasen auf Nl − 1 reduziert werden kann. Da
die erste Phase bei Verwendung von LROP die höchste Volumenfraktion einnimmt, werden auch
bezüglich dieser Phase die unbekannten Vektoren formuliert. Entsprechend sind die unbekannten
Vektoren gegeben als
a12, a13, . . . , a1N l . (6.12)
Mit der zusätzlichen Information der entsprechenden Normalen, sind die Sprünge des Deformati-
onsgradienten bezüglich F1 vollständig deniert und es folgt
F1 = F +∑
β≠1
hβ(φ)a1β ⊗ n1βr .
Für die übrigen linear abhängigen Sprünge ergibt sich
aαβ ⊗ nαβr = a1β ⊗ n1βr − a1α ⊗ n1αr , ∀α, β = 2, . . . ,Nl und α ≠ β.
Damit können auch die übrigen phasenanteiligen Deformationsgradienten formuliert werden. Eine
allgemeine Formulierung für den phasenanteiligen Deformationsgradienten nimmt die folgende
Gestalt an
Fα = F +∑
β≠α
hβ(φ)aαβ ⊗ nαβr (6.13)
= F + ∑
β≠α≠1
hβ(φ)aαβ ⊗ nαβr − h1(φ)aα1 ⊗ nα1r
= F + ∑
β≠α≠1
hβ(φ)(a1β ⊗ n1βr − a1α ⊗ n1αr ) + h1(φ)a1α ⊗ n1αr
= F + ∑
β≠α≠1
hβ(φ)a1β ⊗ n1βr −∑
δ≠α
hδ(φ)a1α ⊗ n1αr , ∀α = 2, . . . ,Nl .
Somit sind alle Deformationsgradienten mit den unbekannten Vektoren (6.12) und den entspre-
chenden Normalen charakterisiert.
Für die Bestimmung der unbekannten Vektoren (6.12) werden die entsprechenden Sprungbedin-
gungen (2.49) verwendet. Das ergibt ein Gleichungssystem mit Nl − 1 kubischen Gleichungen
für die Komponenten der unbekannten Vektoren, das mit einem Newtonschen Verfahren (siehe
z.B. [19]) gelöst werden kann. Hierzu werden sowohl die unbekannten Vektoren als auch die zu
erfüllenden Bedingungen in Tupel aneinandergereiht. Für die Unbekannten ergibt sich
â = (a12, a13, . . . , a1N)T. (6.14)
















































































Abbildung 6.2.: Normalenvektor zwischen zwei Phasen in einer Tripelpunktregion. Normalenvektoren
a) gemäß Gl. (6.18) und b) gemäß Gl. (6.19) sind gegenübergestellt.
Und der Newtonsche Schritt für den Iterationsschritt n + 1 ist gegeben durch
ân+1 = ân − (Ĝ(ân))−1 ĝ(ân). (6.16)
Ein notwendiger Bestandteil für das Newtonsche Verfahren ist die Koezentenmatrix




die invertiert werden muss. Die Berechnung dieser Koezentenmatrix ist im Anhang A.2 aufge-
führt.
6.2.3. Berechnung von Grenzächennormalenvektoren imMultiphasenbereich
Eine der Notwendigkeiten für die Realisierung des vorgestellten Modells in Abschnitt 6.2.2 ist
ein eindeutiger Normalenvektor nαβr zwischen zwei Phasen. In Zweiphasenbereichen ist dieser
Normalenvektor mit der Gleichung (6.5) eindeutig deniert. Koexistieren in einem Bereich mehr
als zwei Phasen, so deniert der Normalenvektor (6.5), ausgewertet über die Phase φα , lediglich die
Normale zwischen der Phase φα gegenüber allen anderen Phasen. Zur Abgrenzung der einzelnen
Dualbeiträge der Grenzächenenergie wurde in Abschnitt 3.1 ein generalisierter Gradient (3.7)
verwendet. UnterVerwendung des generalisierten α–β-GradientenQαβ nimmt derNormalenvektor






⋃︀φβ∇Xφα − φα∇Xφβ ⋃︀
. (6.18)
Eine weitere Möglichkeit ist die Verwendung des Gradienten der Isoächen bei φα = φβ. Damit
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Beide Berechnungsvorschri en (6.18) und (6.19) führen zu einem eindeutigen Normalenvektor in
Multiphasenbereichen und reduzieren sich zur Gleichung (6.5) in den Bereichen einer Zweiphasen-
koexistenz. In der Abbildung 6.2 sind beide Normalenvektoren ñαβr und n
αβ
r in einem Tripelpunkt-
bereich gegenübergestellt. Die wesentlichen erkennbaren Unterschiede sind die entgegengesetzten
Abweichungen zur Richtung eX = (1, 0, 0)T. Diese Unterschiede führen zu unwesentlichen Die-
renzen in den resultierenden Spannungen und Deformationen. In den Simulationsstudien hat sich
allerdings gezeigt, dass sich mit der Berechnungsvorschri (6.19) bei den resultierenden Spannun-
gen und Deformationen glattere Übergänge von Zweiphasen- zu Mehrphasenbereichen ergeben.
Daher wird der Normalenvektor nαβr der Dualinteraktion zwischen der α- und β-Phase in den
folgenden Simulationsbeispielen mit der Gleichung (6.19) berechnet.
6.3. Validierung der Spannungsberechnung
Zur Validierung des vorgestellten Modells werden zunächst die eindimensionalen Sonderfälle der
seriellen und der parallelen materiellen Kette betrachtet. Anschließend werden die resultierenden
Spannungen und Dehnungen mit den theoretischen Vorhersagen von Mai und Singh [65] für
eine Platte mit einem Einschluss unter hydrostatischer Zugbelastung verglichen. Zur Validierung
der Spannungsberechnung in Bereichen in denen mehr als zwei Phasen koexistieren, werden die
resultierenden Spannungen mit den Spannungen aus einer scharfen Grenzächenberechnungen an
einem Quadrupelpunkt verglichen.
6.3.1. Validierung des Modells über eindimensionale Sonderfälle
Ein eindimensionales Gebiet der Breite B mit einem Phasenübergang in der Mitte des Gebietes,
das in Abbildung 6.3 zu sehen ist, wird einachsig belastet. Die Steigkeiten beider Phasen wur-
den isotrop und um einen Faktor zehn unterschiedlich gewählt. In Falle der seriellen materiellen
Kette wird eine konstante Zugbelastung P0 = (P0, 0, 0)T in Richtung der Normalen nr = (1, 0, 0)T
aufgebracht. Im Falle der parallelen materiellen Kette wird das gesamte Gebiet mit konstanter
Verschiebung u0 = (0, u0, 0)T in tangentialer Richtung zum Interface belastet. Die Sprungbedin-
gung (2.49) wird somit in Falle der seriellen materiellen Kette und die Sprungbedingung (2.33) in
Falle der parallelen materiellen Kette direkt über die aufgebrachten Randbedingungen erfüllt. Die
resultierenden Verläufe des Normalbeitrags des Deformationsgradienten FXX und des Tangential-
beitrags des ersten Piola-Kirchhofschen Spannungstensors PYY zeigen, dass die sprungbeha eten
Größen linear mit der lokalen Volumenfraktion der jeweiligen Phase interpoliert werden. Dies
bedeutet, dass das Modell die sprungbeha eten Größen richtig zuordnet und diese gemäß den Glei-
chungen (6.7) bzw. (6.4) linear mit den Interpolationsfunktionen hα(φ) und hβ(φ) interpoliert.
Im mittleren Bereich der Abbildung 6.3 sind die phasenanteiligen Deformationen FαXX und F
β
XX
bzw. Spannungen PαYY und P
β
YY dargestellt. Diese phasenanteiligen Größen werden innerhalb der
Berechnungsmethode vor der Interpolation berechnet und sind im gesamten Übergangsbereich
zugänglich. Wie der Abbildung 6.3 zu entnehmen ist, werden diese phasenanteiligen Größen richtig
ermittelt und könnten zur Rekonstruktion der scharfen Grenzächenlösung verwendet werden.
Des Weiteren können diese phasenanteiligen Größen zur Berechnung der plastischen Deformation
genutzt werden.
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Abbildung 6.3.: Serielle Kette (links) und parallele materielle Kette (rechts). Ein eindimensionales Gebiet
der Breite Bmit einem Phasenübergang bei B⇑2wird bei der seriellen materiellen Kette in x-Richtung
mit konstanter Spannung P0 und bei der parallelen materiellen Kette mit konstanter Verschiebung u0
in y-Richtung belastet. Die resultierenden Verläufe von FX X bzw. PYY werden mit der SI-Lösung in der
Anfangsplatzierung verglichen. Im unteren Diagramm sind die phasenanteiligen Größen FαX X und F
β
X X
bzw. PαYY und P
β
YY zu erkennen.
Im unteren Bereich der Abbildung 6.3 sind zusätzlich die Verläufe einer Komponente des Nor-
malbeitrags des zweiten Piola-Kirchhoschen Spannungstensors Snr dargestellt. Die Verläufe ver-
deutlichen, dass dies eine sprungbeha ete Variable ist und damit die Erweiterung des Modells für
innitesimale Deformationen, das die Kontinuität von Snr voraussetzt und im Anhang A.3 gelistet
ist, im Allgemeinen nicht angewendet werden darf.
6.3.2. Vergleich mit theoretischen Vorhersagen
Als zweites Simulationsbeispiel zur Validierung des vorgestellten Modells wird eine unendlich
ausgedehnte Platte mit einem Einschluss in der Mitte betrachtet. Dieses Simulationsbeispiel wurde
bereits in Abschnitt 4.4.2 zur Validierung des Modells für innitesimale Deformationen vorgestellt.
Verglichen werden die resultierenden Spannungen und Dehnungen mit den theoretischen Vor-
hersagen von Mai und Singh [65] und den Simulationsergebnissen des Modells für innitesimale
Deformationen, das in Abschnitt 4.3 zu nden ist. Um die Vergleichbarkeit zu gewährleisten, wurde
die angebrachte Belastung entsprechend sehr klein gewählt.
Auf der linken Seite der Abbildung 6.4 ist der Simulationsaufbau dargestellt. Ein zweidimensiona-
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Abbildung6.4.: Spannungs- undDehnungsverläufe berechnetmit demvorgestelltenModell einer Platte
mit einem runden Einschluss (ℰ i = 0.1ℰm) unter hydrostatischer Zugbelastung. Zum Vergleich sind die
theoretischen Vorhersagen vonMai und Singh [65] und die Resultate desModells für innitesimale Defor-
mationen (siehe Abschnitt 4.3) gegenübergestellt. Die Felder sind im Bereich der fett hervorgehobenen
Linie im Simulationssetup gezeichnet, das auf der linken Seite der Abbildung dargestellt ist.
les Gebiet der Größe 1300 × 1300Zellen im ebenen Dehnungszustand mit einem kreisförmigen
Einschluss in der Mitte wird von allen Seiten mit konstanter Spannung P0 = 100MPa belastet. Für
die Matrix, die mit dem Ordnungsparameter φm parametrisiert ist, wurde ein isotroper Steigkeits-
tensor mit einem E-Modul von ℰm = 210GPa und einer Querkontraktion von νm = 0.3 verwendet.
Der kreisförmige Einschluss, charakterisiert mit φi, hat einen Radius von r = 100Zellen und eine
ebenfalls isotrope Steigkeit von 𝒞i = 0.1𝒞m.
Unter der zugrundeliegenden radialen Symmetrie werden die Prole der Spannungen und Dehnun-
gen entsprechend in Polarkoordinaten dargestellt. ZumVergleich sind die Verläufe der analytischen
Lösung nach Mai und Singh [65], die Verläufe der resultierenden Felder des Modells für innitesi-
male Deformationen und die Prole des Modells für nite Deformationen im Übergangsbereich
gegenübergestellt. Entsprechend den Sprungbedingungen (2.49) und (2.33) sind die Variablen Prr
und Eθθ im Übergangsbereich kontinuierlich und die Variablen Pθθ und Err diskontinuierlich.
Anhand der Prolplots ist deutlich zu erkennen, dass sowohl die kontinuierlichen als auch die
diskontinuierlichen Variablen außerhalb des Übergangsbereichesmit den analytischen Vorhersagen
und mit den Ergebnissen des Modells für innitesimale Deformationen sehr gut übereinstimmen.
Die Sprünge der diskontinuierlichen Variablen Err und Pθθ folgen exakt den Prolen der jeweiligen
Phasen φm und φi. Somit werden die sprungbeha eten Größen gemäß dem diusen Grenzächen-
modell volumetrisch gemittelt. Auf die Verläufe der Prole außerhalb des Übergangsbereiches
haben diese Mittelungen keinen Einuss.
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Des Weiteren sind in Abbildung 6.4 die Prole der phasenanteiligen Spannungen Pm und Pi
dargestellt. Unabhängig von den durchgeführten volumetrischen Mittelungen der diskontinuier-
lichen Variablen folgen diese phasenanteiligen Beiträge im Übergangsbereich den theoretischen
Vorhersagen und sind im gesamten Übergangsbereich zugänglich. Dies unterstreicht nochmals die
Eigenscha en des vorgestellten Modells. Obwohl eine Parametrisierung des Gebietes mit diusem
Übergangsbereich zugrunde liegt, kann die scharfe Grenzächenlösung reproduziert werden.
Für die Berechnung der phasenanteiligen plastischen Dehnungen sind diese phasenanteiligen
Spannungen von extremer Wichtigkeit. Zwar können auch die lokal homogenisierten Spannungen
zur Berechnung der plastischen Dehnungen verwendet werden, wie es in Abschnitt 5.2 gezeigt
wurde, allerdings stellt dies eine nicht unwesentliche Vereinfachung dar. Bei stark unterschiedlichen
plastischen Parametern führt dieses Verfahren zu Abweichungen an den Grenzächen. Für genaue
Berechnung der plastischen Dehnungen müssen die phasenanteiligen Spannungen vorliegen. Dann
kann in jeder Phase separat die plastischen Dehnungen berechnet werden, wie in Abschnitt 5.1
erläutert wurde.
6.3.3. Validierung der Spannungsberechnung in mehrphasigen Bereichen
Zur Validierung der Deformations- und Spannungsberechnung mit dem vorgestellten Modell in
mehrphasigen Bereichen werden die resultierenden Spannungen um einen Quadrupelpunkt mit
den Spannungen einer scharfen Grenzächenlösung verglichen. Ähnlich zum Abschnitt 4.6, wird
hierzu ein Simulationsgebiet aus vier Phasen mit einer kubischen Anordnung, das in Abbildung 6.5
dargestellt ist, betrachtet. Diese kubisch symmetrische Gebietsau eilung garantiert, dass keine
Artefakte durch die Finite-Dierenzen-Diskretisierung kombiniert mit einer scharfen Grenzä-
chenparametrisierung entstehen. Damit wird ein Vergleich der resultierenden Deformationen
und Spannungen des vorgestellten Modells mit einer diusen Grenzächenparametrisierung mit
einer scharfen Grenzächenlösung ermöglicht. Das System wird im EDZ betrachtet und an den
verbleibenden Rändern wird die makroskopische Spannungsrandbedingung, die eine mittlere
Spannung P̄ = (∫ P(X)dVr)⇑Vr garantiert, angebracht. Wie schon in Abschnitt 4.6 angesprochen,
werden Spannungsschwankungen an den Rändern durch diese Randbedingung ermöglicht.
Rechts oben in Abbildung 6.5 sind die resultierenden Deformationen der SI- und der DI-Lösung
gegenübergestellt. Es ist deutlich zu erkennen, dass die Randbereiche beider Lösungen in der
Momentanplatzierung exakt übereinstimmen. Damit ist gezeigt, dass sogar bei Deformationen,
die lokal bei 130% liegen, der diuse Grenzächenbereich die Deformation innerhalb der Phasen
nicht beeinusst. Auch die Spannungen beider Lösungen stimmen sehr gut überein, wie es im
unteren Bereich der Abbildung 6.5 zu erkennen ist. Hier werden beispielha für den gesamten
Spannungszustand die PXX-Spannungen beider Lösungen in der Anfangsplatzierung verglichen.
Verursacht durch die diuse Grenzächenparametrisierung sind Abweichungen beider Spannun-
gen im Übergangsbereichen zu erkennen. Diese Abweichungen haben allerdings keinen Einuss
auf den Spannungszustand außerhalb des Übergangsbereiches, was durch einen Vergleich der
Isolinien beider Lösungen deutlich wird. Damit ist eine weitere Eigenscha des vorgestellten Mo-
dells hervorgehoben. Spannungsspitzen haben weitreichende Auswirkungen auf den gesamten
Spannungszustand. Daher ist es wichtig die Spannungsspitzen, die von lokalen Spannungs- und
Dehnungssprüngen verursacht werden, so genau wie möglich abzubilden. Bei der diusen Grenz-
ächenparametrisierung existieren keine lokale Sprünge in den homogenisierten Spannungs- und
Dehnungsfeldern. Trotzdem wird der Einuss der Sprünge in den Variablen auf den vorliegenden
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Abbildung 6.5.: Validierung der Deformations- und Spannungsberechnung am Quadrupelpunkt. Die
Lösungen des vorgestellten Modells mit diuser Grenzächenparametrisierung (gekennzeichnet mit
“DI”) sind zu den Lösungen einer Parametrisierung mit scharfen Grenzächen (gekennzeichnet mit “SI”)
gegenübergestellt. (Oben links) Simulationsgebiet im EDZ mit vier Phasen (ℰa = ℰd = 2ℰb = 2ℰc) unter
makroskopischer Belastung P̄X X = P̄YY = P0 , (oben rechts) deformiertes Gebiet der DI-Lösung mit den
Isolinien der Grenzbereiche der SI-Lösung und (unten) Vergleich von PSIX X und P
DI
X X in der Referenzkon-
guration.
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Spannungszustand berücksichtigt, wie es bei dem Vergleich der PXX-Spannungen in Abbildung 6.5
zu erkennen ist.
6.3.4. Deformation eines Multiphasensystems und Konvergenzverhalten des
Newtonschen Verfahrens
Für die Umsetzung des vorgestellten Modells wird ein Newtonsches Verfahren verwendet. Die
entsprechende Koezentenmatrix (6.17) des Newtonschen Schrittes hängt von der Anzahl der
lokal vorliegenden Phasen ab. Daher wird für die Untersuchung des Konvergenzverhalten des
Newtonschen Verfahrens ein polykristallines Simulationsgebiet, das in Abbildung 6.6 a) dargestellt
ist, betrachtet. Dabei wurden die Materialparameter der jeweiligen Phasen zufällig variiert und an
den Simulationsrändern wurde, wie schon bei dem letzten Simulationsbeispiel, die makroskopi-
sche Spannungsrandbedingung angewendet. Um die Wahrscheinlichkeit zu erhöhen, dass mehr
Phasen in einem Bereich überlappen, wurde der Übergangsbereich mit l ≈ 20Zellen extrem breit
gewählt.
Das deformierte Simulationsgebiet ist in Abbildung 6.6 b) abgebildet. Es ist deutlich zu erkennen,
dass es bei der Deformation keine unphysikalischen Verschiebungen der Gebietsränder gegeneinan-
der gegeben hat. Der Spannungszustand in Abbildung 6.6 c) sieht auch sehr glatt aus. Es sind keine
unphysikalischen Sprünge zu erkennen, obwohl die Berechnungsvorschri für die Spannungen in
dem Gebiet teilweise von Zelle zu Zelle wechselt. Innerhalb der Phasen werden die Spannungen
direkt über die konstitutive Gleichung berechnet, da es keine Notwendigkeit zur phasenanteiligen
Au eilung des Deformationsgradienten gibt. In Bereichen in denen zwei Phasen koexistieren, wird
die Berechnungsvorschri aus Abschnitt 6.2.1 angewendet. Dabei wird der Normalenvektor nr über
den Gradienten einer der lokal vorliegenden Phasen mit der Gleichung (6.5) berechnet. In lokalen
Bereichen mit einer Koexistenz von mehr als zwei Phasen wird die Berechnungsvorschri aus
Abschnitt 6.2.1 genutzt. Die jeweiligen Normalenvektoren werden durch die Gleichung (6.19) ausge-
wertet. Die Glattheit des Spannungsfeldes in Abbildung 6.6 c) beweist, dass diese unterschiedlichen
Berechnungsvorschri en sehr gut miteinander harmonieren.
Entsprechend der Anzahl der Unbekannten in einem lokalen Punkt (siehe Abschnitt 6.2.1), ist
die Größe der Koezentenmatrix Ĝ(ân) des Newtonschen Schrittes von den lokal vorliegenden
Phasen Nl abhängig und beträgt (Nl − 1) × (Nl − 1). Dementsprechend variiert auch der nume-
rische Aufwand in jedem lokalen Punkt im System. Gemessen an der Anzahl der Newtonschen
Iterationsschritte ist der numerische Aufwand in Abbildung 6.6 d) für dieses Simulationsbeispiel
dargestellt. Eine besonders auallende Abhängigkeit von der Anzahl der koexistierenden Phasen
Nl ist nicht erkennbar. Es werden maximal sechs Iterationsschritte zum Lösen des Gleichungs-
systems (6.15) benötigt, obwohl in diesem Simulationsbeispiel das numerische Abbruchkriterium
⋃︀gαβ(â)⋃︀ ≤ 10−20 extrem niedrig gewählt wurde. Es besteht lediglich eine Abhängigkeit von den
Sprüngen der Materialparameter. Je größer der Steigkeitssprung, desto größer ist die Anzahl der
notwendigen Newtonschen Schritte, um den unbekannten Sprung des Deformationsgradienten
aαβ in die entsprechende Normalenrichtung nαβ zu nden.
In der Abbildung 6.6 d) in den Bereichen mit nur einer Iteration ist ein weiterer Vorteil des
Verfahrens erkennbar. Die Steigkeiten der vorliegenden Phasen sind identisch, daher ist das
Gleichungssystem (6.15) direkt erfüllt und die Invertierung der Koezentenmatrix Ĝ(ân) (6.17)
ist nicht mehr notwendig. Entsprechend wird das Gleichungssystem (6.15) in diesen Bereichen nur
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0 1 6Newtonsche Schritte
Abbildung 6.6.: Deformation eines Multiphasensystems: a) Simulationsgebiet im EDZ mit elf Phasen
unter makroskopischer Belastung P̄X X = P̄YY = P0 , b) deformiertes Gebiet in der Momentanplatzierung,
c) und d) PX X und lokale Newtonsche Iterationsschritte gemäß Gl. (6.16) in der Anfangsplatzierung
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einmal ausgewertet. Das bedeutet, das Verfahren erkennt eigenständig, ob ein für die Spannungs-
berechnung redundanter Phasenübergang vorliegt und numerische Ressourcen eingespart werden
können.
6.4. Mechanische Kongurationskräfte im Phasenfeldkontext
Der elastische Beitrag der Helmholzschen freien EnergiedichteW(X , F) ist von der Position X und
demDeformationsgradienten F abhängig.Wird die im Phasenfeldkontext übliche Parametrisierung
des Gebietes mit den Ordnungsparametern φ(X , t) verwendet, kann jeder einzelnen Phase α
eine FormänderungsenergiedichteWα(F) zugeordnet werden. Da die Ordnungsparameter die
Volumenfraktionen jeder einzelnen Phase widerspiegeln, folgt für die volumetrisch gemittelte
Formänderungsenergiedichte
W(X , F) =∑
α
Wα(F)hα(φ(X , t)), (6.20)
mit hα(φ) als Interpolationsfunktion (3.9) der jeweiligen Phasen. Diese Formänderungsenergie-
dichte geht als mechanischer Beitrag zur freien Energie des Systems in das Energiefunktional (3.3)
ein. Die Variation des Funktionals der freien Energieℱ(φ,∇Xφ, F) nach den jeweiligen Ordnungs-
parametern führt zu deren Evolutionsgleichung (3.17) zum Gleichgewichtszustand. Entsprechend
muss für den mechanischen Beitrag zur Bewegung der diusen Übergangsbereiche die Ableitung
der Formänderungsenergiedichte (6.20) nach dem Ordnungsparameter und dessen Gradienten
ausgewertet werden. In Abschnitt 4.3.2 wurden diese Ableitungen für innitesimale Deformationen
abgeleitet und es wurde gezeigt, dass bereits die Ableitung der Formänderungsenergiedichte nach
dem Ordnungsparameter zu den mechanischen Kongurationskrä en führt. Daher wird in den
folgenden Abschnitten die Ableitung der Formänderungsenergiedichte (6.20) für nite Deformatio-
nen zuerst für den Zweiphasenfall abgeleitet und anschließend werden die resultierenden Beiträge
zur Evolutionsgleichung der Ordnungsparameter für Anwendungen in Multiphasensystemen ver-
allgemeinert. Die Abhängigkeit der Formänderungsenergiedichte (6.20) von dem Gradienten der
Ordnungsparameter kommt nur durch die Aufspaltung der Variablen in Normal- und Tangential-
beiträge zustande und wird im Rahmen der vorliegenden Arbeit vernachlässigt.
6.4.1. Mechanischer Beitrag zur Evolutionsgleichung im Zweiphasenfall
In Abschnitt 6.2.1 wurde im Übergangsbereich die Aufspaltung des Deformationsgradienten (6.6)
in seine normalen und tangentialen Anteile durchgeführt. Unter Verwendung der Hadamardschen
Bedingung ⎜F⨆︁ = a ⊗ nr folgt für die Sprünge beider Anteile
⎜Fnr⨆︁ = ⎜F⨆︁(nr ⊗ nr) = (a ⊗ nr)(nr ⊗ nr) = a ⊗ nr ,
⎜Ftr⨆︁ = ⎜F⨆︁(I − nr ⊗ nr) = (a ⊗ nr)(I − nr ⊗ nr) = 0, (6.21)
mit 0 als Nulltensor. Damit verschwinden die Sprünge von Ftr . Unter Verwendung der volumetri-
schen Mittelung des Deforamtionsgradienten ergibt sich für seine Anteile im Übergangsbereich
Fnr = Fαnrh
α(φ) + Fβnrhβ(φ) und Fαtr = F
β
tr = Ftr .
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Wird der Deformationsgradient F festgehalten, so wie es bei der partiellen Ableitung bezüglich der













Die FormänderungsenergiedichteW(φ, F) ist nach Gleichung (6.20) der volumetrische Mittelwert
























Unter Berücksichtigung der Bedingung Pnr ∶= P(nr ⊗ nr) = ∂Wα⇑∂Fαnr = ∂Wβ⇑∂F
β
nr und der



















Die Evolution der Ordnungsparameter in einem Zweiphasensystemwird durch die Gleichung (3.19)
beschrieben. Im Gleichgewicht verschwindet die lokale Änderung der Ordnungsparameter φ̇α =













Für eine Interpretation dieser Gleichung im Kontext von scharfen Grenzächen muss ein Linien-
integral durch den Übergangsbereich in Richtung der Normalen nr ausgewertet werden. Mit
einem Verweis auf die Berechnungen in Abschnitt 3.1.4, wo ein solches Integral ausgewertet wurde,
entspricht die Gleichung (6.25) im Kontext der scharfen Grenzäche dem folgenden Gleichge-
wichtszustand
⎜W(F)⨆︁ − Pnr ⋅ ⎜F⨆︁nr ≈ −γαβκ.
κ ist dabei die zweifache mittlere Krümmung in der Referenzkonguration. Diese Bilanzgleichung
ist äquivalent zu der Bilanz der Kongurationskrä e (2.52), die in Abschnitt 2.4.4 aus der Variation
der freien Energie nach der singulären Fläche im scharfen Grenzächenkontext abgeleitet wurde.
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Zur Überführung der mechanischen treibenden Krä e in die Eulersche Darstellung wird die





= ( (Wα(F) − Pαnr ⋅ Fαnr)
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Ψα(F)







Unter Verwendung der Gleichung (2.16), ergibt sich für die jeweiligen Potentiale in der Eulerschen
Darstellung
Ψα(F) =Wα(F) − Jασα(Fα)−Tnr ⋅ Fαnr
=Wα(F) − Jασα(Fα)−T(Fα)Tn ⋅ Fα(Fα)Tn
=Wα(F) − σαn ⋅ JαBαn,
mit B = FFT als dem linken Cauchy-Green-Tensor. Mit ⎜σ⨆︁n = 0 folgt für den mechanischen
Beitrag der treibenden Krä e (6.24) in der Eulerschen Darstellung
δE
δφα




6.4.2. Mechanische treibende Kräfte imMultiphasensystem
Die treibenden Krä e zur Ordnungsparameterevolution in Multiphasensystemen (3.17) werden in
Binärinteraktionen ∆αβ = (δℱ⇑δφα − δℱ⇑δφβ)⇑N zwischen zwei Phasen aufgespalten und mit
den entsprechenden MobilitätenMαβ der jeweiligen α–β-Grenzächen gewichtet. Damit kann die






Mαβ(∆αβse + ∆αβmech + . . .), ∀φα , α = 1, . . . ,N ,
wobei ∆αβse die jeweiligen treibenden Krä e der Grenzächenenergie repräsentieren. Unter Ver-
nachlässigung einer Abhängigkeit der Formänderungsenergiedichte nach den Gradienten der










In Anbetracht der Tatsache, dass in den Binärinteraktionen ∆αβ nur die treibenden Krä e zwischen
den Phasen α und β bilanziert werden, werden auch nur die Abhängigkeiten von den Phasen α
und β in der Ableitung berücksichtigt. Unter dieser Annahme sind die jeweiligen Ableitungen der
Formänderungsenergiedichte nach dem Ordnungsparameter mit der Gleichung (6.24) gegeben.
Dabei muss beachtet werden, dass die explizit aufgeführte kontinuierliche Variable Pnr in der
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Gleichung (6.23) nur zwischen den in der Binärinteraktion agierenden Phasen kontinuierlich ist.




((⎜W(F)⨆︁αβ − Pαnαβr ⋅ ⎜F⨆︁αβnαβr )
∂hα
∂φα














Dabei sind ⎜A⨆︁αβ = Aα −Aβ Sprünge zwischen den phasenanteiligen Größen und nαβr = −nβαr sind
die jeweiligen Normalen, die mit der Gleichung (6.19) deniert sind. Mit der Gleichung (6.27) wer-
den diemechanischenKongurationskrä e der jeweiligen Binärinteraktionen bilanziert und ießen
gewichtet mit den jeweiligen Volumenfraktionen, die in den normierten Interpolationsfunktionen
berücksichtigt sind, und der Mobilität der jeweiligen Grenzäche in die Evolutionsgleichung der
Ordnungsparameter (6.26) ein. Im Zweiphasenfall reduziert sich dieser Beitrag zu den treibenden
Krä en der Gleichung (6.24), denn es gilt ∂hβ⇑∂φβ = ∂hα⇑∂φα .
6.5. Simulationsbeispiel: Martensitische Transformation
In Abschnitt 6.3 dieses Kapitels wurde demonstriert, das die resultierenden Spannungen und die
Deformationen des vorgestellten Modells richtig wiedergegeben werden. Bei innitesimalen De-
formationen sind die treibenden Krä e des vorgestellten Modells äquivalent zu den treibenden
Krä en des Modells aus Abschnitt 4.3, denn bei beiden Modellen wurde gezeigt, dass die me-
chanischen Kongurationskrä e abgebildet werden (siehe Unterabschnitte 4.3.2 und 6.4.1). Das
Modell für innitesimale Deformationen wurde bereits im Abschnitt 4.4 bzw. 4.6 validiert, daher
wird hier lediglich die Anwendbarkeit des Modells für nite Deformationen aus diesem Kapitel
in Multiphasensystemen anhand eines Simulationsbeispiels zur martensitischen Transformation
demonstriert.
Die Charakterisierung des Phasenfeldmodells für den martensitischen Phasenumwandlungspro-
zess wurde im Abschnitt 4.8 durchgeführt. Bei niten Deformationen nimmt das Energiefunktio-
nal (4.62) folgende Form an
ℱ(φ,∇Xφ, T , F) = ∫Vr єa(φ,∇Xφ) +
1
є
ωob(φ) +Wchem(φ, T) +Wmech(φ, F)dVr .
Dabei ist a(φ,∇Xφ) die Gradientenenergiedichte (3.4), ωob(φ) ist das Energiepotential (3.5), є ist
ein Parameter für die Breite des Übergangsbereiches,Wchem(φ, T) ist die chemische Energiedichte
undWmech(φ, F) ist die Formänderungsenergiedichte (6.20). Für die Abbildung der Bainschen
Dehnungen wird nach [86] eine Eigendeformation der Form
F̃α = Fα0 = Rα(I + ε̃α)
eingeführt. Wobei ε̃α die Bainschen Dehnungen (4.63) und Rα den Rotationsanteil des phasen-
anteiligen Deforamtionsgradienten Fα (siehe Gl. (2.6)) darstellt. Für die Denition der übrigen
Bestandteile des Modells wird auf Abschnitt 4.8 verwiesen.
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Abbildung 6.7.:Wachstum vonmartensitischen Varianten in einer austenitischenMatrix: a) austenitische
Matrix mit zwei initialen martensitischen Varianten, b) resultierende Variantenverteilung am Ende der
Simulation mit Isolinien von Ordnungsparametern der Varianten c) und d) Deformationsgradienten FX X
und FYY am Ende der Simulation.
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Das Simulationsgebiet von 100 × 100Zellen mit zwei martensitischen Varianten zum anfänglichen
Zeitpunkt ist in der Abbildung 6.7 a) dargestellt und entspricht einer physikalischen Ausdehnung
von 0.13 µm2. Die übrigen Parameter und Randbedingungen sind äquivalent zu den verwendeten
Parametern der Simulationsbeispiele aus Abschnitt 4.8.1.
Die resultierende Verteilung der Varianten ist in der Abbildung 6.7 b) dargestellt. Es bildet sich eine
für Martensit typische lamellare Mikrostruktur. Dabei bleibt die Breite des Übergangsbereiches
zwischen denVarianten und zwischen denVarianten und der austenitischenMatrix nahezu konstant
und derÜbergangsbereich ist nicht verzehrt, was anhandder dargestellten Isolinien inAbbildung 6.7
b) zu erkennen ist. Mit dem unverzerrten Übergangsbereich ist gezeigt, dass das vorgestellte Modell
keine zusätzliche Überschussenergien ausgehend von den treibenden Krä en produziert (siehe
Abschnitt 4.2). DesWeiteren ist diemittlere Breite der Lamellen vergleichbarmir der Lamellenbreite
der Simulation aus Abbildung 4.13 und liegt bei circa 130nm. Dies zeigt, dass beide Modelle ein
ähnliches Verhalten aufweisen und die resultierenden treibenden Krä e an den Grenzächen gleich
groß sind, was bei den gewählten Eigendehnungen der Varianten von ε1 = 0.07 und ε3 = −0.07
(siehe Abschnitt 4.8.1) der Fall sein sollte. Da das Modell für innitesimale Deformationen in
Abschnitt 4.4 ausgiebig validiert wurde, ist im Umkehrschluss das Modell für nite Deformationen
validiert und die Anwendbarkeit des Modells für Multiphasensysteme demonstriert.
Die Auswirkungen der geometrischenNichtlinearitäten ist bei dieser Simulation nicht erkennbar, da
die Eigendehnungen aufgrund der Vernachlässigung von Plastizierungseekten zu klein gewählt
wurden (siehe Abschnitt 4.8.1). Die Verzerrungen der martensitischen Varianten spiegeln sich in
den dargestellten Verläufen der Deformationsgradientenkomponenten FXX und FYY , dargestellt
in der Abbildung 6.7 c) und d), wider. Für eine quantitative Aussage zu den Auswirkungen der
geometrischen Nichtlinearitäten auf die Martensittransformation sollten Plastizierungseekte
berücksichtigt werden. Dann könnten realistische Werte für die Bainschen Dehnungen, die bei-
spielha für Fe-31%Ni bei ε1 = 0.1322 und ε3 = −0.1994 liegen [70], verwendet werden. Allerdings
ist die Berücksichtigung der Plastizierungseekte auf die Martensittransformation in Rahmen der
vorliegenden Arbeit nicht durchgeführt worden.
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Modellierung der Rissausbreitungmit der
Phasenfeldmethode
Die Modellierung der Rissausbreitung in Materialien ist seit langem eine bestehende Herausforde-
rung in der Festkörperphysik und in der Materialwissenscha [87, 88]. Dabei ist die gleichförmige
Bewegung von Rissen imRahmen der theoretischen Kontinuumsmechanik gut verstanden [89]. Die
energetische Bilanz an der Rissfront wird dabei durch das Grithsche Kriterium [3] beschrieben.
Ein Riss propagiert, wenn die Energiefreisetzungsrate an der Rissfront höher ist als die Oberächen-
energie, die bei Rissfortschritt aufgebaut wird. Die konventionelle Methode zur Modellierung der
Rissausbreitung ist die strikte Trennung des Materials in einen zerstörten und einen unzerstörten
Bereich durch eine Grenzäche. Dabei kann die lokale Grenzächengeschwindigkeit mit einer
Bilanzgleichung an der Grenzäche beschrieben werden. Allerdings erfordert ein solches Verfahren
eine explizite Verfolgung der genauen Position der Grenzäche und ist sehr unpraktikabel bei der
Modellierung komplexer dreidimensionaler Systeme [1]. Die Phasenfeldmethode hat einen entschei-
denden Vorteil gegenüber scharfen Grenzächenmodellen, da die explizite Grenzächenverfolgung
redundant wird [1].
Bei den Phasenfeldmodellen zur Beschreibung der Rissausbreitung wird zwischen physikalischen
und mechanischenModellansätzen unterscheiden. Die physikalischenModellansätzen basieren auf
der Ginzburg-Landau-Phasenumwandlung. Hingegen wird bei den mechanischen Ansätzen die
Grithsche¿eorie als Basis verwendet. Ambati et al. [4] bieten einen ausführlichenÜberblick über
die verschiedenen Ansätze. Diese Modelle nutzen Ordnungsparameter, um zwischen beschädigtem
und unbeschädigtem Material zu separieren, und durch die Minimierung der freien Energie des
Systems beschreiben die Ansätze die Ausbreitung der Risse [90]. Die Modelle beschreiben die
Rissausbreitung in homogenen Materialien unter unterschiedlichen Belastungen [91–93], inklusive
plastischer Eekte [4, 94–96] und multiphysikalischer Probleme [57, 97, 98]. Für der Beschreibung
der Rissausbreitung in polykristallinen Materialien gibt es allerdings nur wenige Modellansätze. Ba-
sierend auf der Grithschen¿eorie wurde von Hossain et al. [99] ein Modell mit ortsabhängigem
Risswiderstand für Untersuchungen der eektiven Bruchfestigkeit in Materialien vorgestellt. Einer
der ersten physikalischen mehrphasigen Modellansätze wurde von Spatschek et al. [54] vorgestellt.
Erweiterungen des Ansatzes für Anwendungen, inklusive plastischer Eekte, wurde von Schneider
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et al. [56] vorgeschlagen und ein Modell für Anwendungen bei ferroelektrischen Polykristallen
wurde von Abdollahi und Arias [100] präsentiert. Ein ähnlicher physikalischer Ansatz wurde von
Oshima et al. [101] formuliert. Allerdings haben diese physikalischen Ansätze einen entscheidenden
Nachteil. Der Risswiderstand ist von der lokalen Krümmung abhängig, was für die Beschreibung
der Phasenumwandlungsprozesse absolut notwendig ist [27, 28, 31]. Aber bei der Beschreibung
der Rissausbreitung ist der Widerstand von der Krümmung unabhängig [3]. In Rahmen der vor-
liegenden Arbeit wurde ein Modell realisiert, das den mechanischen Ansatz zur Beschreibung
der Rissausbreitung mit dem physikalischen Ansatz zur Beschreibung der Phasenumwandlung
verbindet [102].
In diesem Kapitel wird zunächst auf die ¿eorie der linear elastischen Bruchmechanik in Ab-
schnitt 7.1 eingegangen. Nach einem Literaturüberblick in Abschnitt 7.2 werden der physikalische
und der mechanische Modellansatz in Hinsicht auf die Beschreibung des Risswiderstandes disku-
tiert. In Abschnitt 7.3 wird der physikalische Modellansatz mit Anwendungen aus den Arbeiten
Schneider et al. [57] und Schneider et al. [56] vorgestellt. Nach der Einführung eines Zweiphasen-
modells mit einem Einzelhindernispotential in Abschnitt 7.4, das auf der Grithschen ¿eorie
basiert, wird die Erweiterung des Ansatzes für Anwendungen in polykristallinen Materialien in
Abschnitt 7.6 diskutiert. Im Anschluss werden Simulationsergebnisse zur Rissausbreitung in poly-
kristallinen Materialien vorgestellt. Einige Ergebnisse dieses Kapitels wurden bereits in Schneider
et al. [57], Schneider et al. [56], Schneider et al. [102] und Nestler et al. [103] veröentlicht.
Alle Modellausführungen und durchgeführten Simulationen in diesen Kapitel gehen von in-
nitesimalen Deformationen aus. Daher wird auf die Unterscheidung zwischen Referenz- und
Momentankonguration bzw. zwischen der Eulerschen und der Lagrangeschen Darstellung ver-
zichtet.
7.1. Ausgewählte Grundlagen der linear elastischen Bruchmechanik
Ziel diesesAbschnitts ist es, die notwendigenGrundlagen der Bruchmechanik für die nachfolgenden
Betrachtungen zusammenzufassen. Für eine ausführliche Einführung in die Bruchmechanik wird
z. B. auf das Buch von Gross und Seelig [78] verwiesen.
Die Ursachen und Erscheinungsformen eines Risses in polykristallinen Materialien sind stark von
der vorliegenden Mikrostruktur, den Eigenscha en einzelner Körner und den Eigenscha en der
Korngrenzen abhängig. Die einzelnen Körner haben gegebenenfalls stark anisotrope und von Korn
zu Korn schwankende Eigenscha en. Zudemweichen die Eigenscha en der Korngrenzen aufgrund
von möglichen Ausscheidungen von denen der Körner ab. Neben diesen Unregelmäßigkeiten ent-
halten die Materialien aufgrund des Herstellungsprozesses Einschlüsse mit stark abweichenden
Materialeigenscha en, Hohlräume oder Mikrorisse. Zu den Defekten auf der mesoskopischen
Längenskala enthalten die einzelnen Körner Defekte auf der mikroskopischen Skala. Zu diesen
Fehlern im Kristallgitter auf der mikroskopischen Längenskala zählen auch Versetzungen oder
die einzelnen Korngrenzen. Alle diese Defekte beeinussen den lokalen Risswiderstand der Mate-
rialien und entsprechend den Risspfad. Abhängig vom heterogenen Risswiderstand kann es dazu
führen, dass sich der Riss mitten durch die Körner ausbreitet. Solch ein Riss wird als transkristallin
bezeichnet. Wählt sich der Riss den Pfad entlang der Korngrenzen, so wird er als interkristallin
bezeichnet.
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Abbildung 7.1.: Charakterisierung der Rissbereiche und Rissönungsarten
Aus makroskopischer Sicht ist ein Riss ein Schnitt durch einem Körper. Seine gegenüberliegenden
Flächenwerden alsRissanken und das Ende des Risses alsRissfront bzw. als dieRissspitze bezeichnet.
Die Deformation eines Risses wird in drei unabhängigen Anteile, die in Abbildung 7.1 dargestellt
sind, unterteilt.Modus-I ist eine Deformation des Risses orthogonal zu den Rissanken. Dies ist
die wichtigste Deformationsart für die praktischen Anwendungen. InModus-II gleiten die beiden
Rissanken relativ zu einander und orthogonal zur Rissfront. Entsprechend verursacht diese Art
der Deformation große Scherspannungen. Bei Deformationen inModus-III gleiten die Rissanken
ebenfalls gegeneinander, allerdings parallel zu der Rissfront.
7.1.1. Rissspitzenfeld
Eine fundamentale Bedeutung in der Beschreibung der Rissausbreitung haben die Spannungen
und Deformationen in der Umgebung der Rissspitze. Diese werden als Rissspitzenfelder bezeich-
net. Diese lokale Spannungskonzentration um einen Anriss wurde erstmals 1913 von Inglis [104]
untersucht. Er fand heraus, dass die Spannung an der Rissspitze bzw. Rissfront sehr viel größer
sein kann als die angelegte Spannung weit entfernt am Bauteilrand. Er nutzte eine unendlich ausge-
dehnte Platte mit einer elliptischen Kerbe unter einer angelegten Spannung σ∞ und zeigte, dass die
Spannungskonzentration an der Position der maximalen Krümmung folgenden Wert annimmt




mit a und b als Halbachsen der Ellipse. Von einem anderen Standpunkt ging Grith [3] an die
Problematik heran. Sein Standpunkt war, dass die notwendige Energie, um eine neue Oberäche
zu generieren, von der relaxierten Formänderungsenergie kommen muss. Beide Energien hängen
von der Risslänge ab. Entsprechend wächst der Riss ab einer kritischen Risslänge. Anstatt das
gesamte Risssystem zu betrachten, untersuchte Irwin [105] das Spannungsfeld an der Rissspitze. Mit
den Resultaten von Sneddon [106] charakterisierte Irwin das Rissspitzenfeld eines scharfen Risses.
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Abbildung 7.2.: Koordinatensysteme des Rissspitzenfeldes für die a) Rissspitze und b) Rissfront
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{ − sin(θ⇑2)cos(θ⇑2) (︀,
mit Polarkoordinaten r und θ entsprechend der Darstellung in Abbildung 7.2 a). KI-III sind die
sogenannten Spannungsintensitätsfaktoren, die von der Riss- und Bauteilgeometrie abhängig sind.
Auf der Grundlage der Spannungsintensitätsfaktoren formulierte Irwin ein Kriterium für die Riss-
ausbreitung. Ein Riss breitet sich aus, wenn der entsprechende kritische Spannungsintesitätsfaktor
KcI-III überschritten wurde.
In Allgemeinen muss das dreidimensionale Rissspitzenfeld betrachtet werden. Wird in einem
beliebigen Punkt der Rissfront ein lokales Koordinatensystem nach Abbildung 7.2 b) gelegt, dann
gilt gemäß [78] für das Spannungsfeld
σ(θ) = σ I(θ) + σ II(θ) + σ III(θ).
Die jeweiligen K-Faktoren können experimentell, numerisch oder bei einfachen Geometrien auch
analytisch ermittelt werden. Für die Platte mit einer elliptischen Kerbe, deren maximale Spannung





= (1 + 2a
b
).
Eine der analytischen Methoden für die Berechnung des Rissspitzenfeldes ist die Methode der
komplexen Spannungsfunktionen. Diese Methode wird in Abschnitt A.4 beschrieben. Zusätzlich
wird in diesemAbschnitt das Rissspitzenfeld einer Platte mit einer halbelliptischen Kerbe berechnet.
Diese Felder werden für die Validierung der resultierenden Spannungsfelder in Abschnitt 7.3.1
verwendet.
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Abbildung 7.3.: Charakterisierung eines a) Flächenintegrals um einen defektfreien Körper und b) Charak-
terisierung eines Konturintegrals um eine Rissspitze.
7.1.2. Das Grithsche Kriterium für Rissfortschritt
Die Energiebilanz für den Fall einer Rissausbreitung wurde erstmals von Grith [3] untersucht. Er
bilanzierte die freigesetzte Energie bei einemRissfortschritt und die notwendige Energie zur Bildung
einer neuen Oberäche. Die freigesetzte innere Energie Π bei einem innitesimalen Rissfortschritt




In rein elastischen Fällen wird die innere Energie Π zur Formänderungsenergie E. Übersteigt die
Energiefreisetzungsrate den materialspezischen Risswiderstand Gc, breitet sich der Riss aus
G −Gc ≤ 0. (7.3)
Dieses Grithsche Kriterium wurde erstmals 1921 von Grith [3] aufgestellt. Es lässt sich zeigen,
dass das Grithsche Kriterium in der linearen Bruchmechanik äquivalent zu dem K-Konzept
Kriterium für Rissfortschritt ist [78]. Mit einer Rissoberächenenergie Γ = GcA, die proportional






Bei der Einführung des Grithschen Kriteriums (7.3) wurde bereits die Energiefreisetzungsrate
verwendet. Unabhängig von Grith hat Rice [107] das J-Integral als ein Maß für die Energiefreiset-
zungsrate eingeführt. Für ein homogenes, elastisches Material, dargestellt in Abbildung 7.3 a), ist
der J-Integralvektor deniert als
J j = ∫∮∂V Σk jn jdA,
wobei Σ der Eschelby-Tensor (2.40), ∂V eine geschlossene Oberäche und n der Normalenvektor
auf der Oberäche ist [78]. Nach Gross und Seelig [78] vereinfacht sich der Eshelby-Tensor (2.40)
bei innitesimalen Deformationen zu
Σ =WI − FTS ≈WI − (∇xu)Tσ .
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Wird der J-Integralvektor J für jede beliebige Fläche ∂V bestimmt, die ein defektfreies Material
ohne Singularitäten einschließt, so verschwindet dieser, denn die Divergenz von Σ wird zum
Nullvektor. Bendet sich eine Singularität innerhalb der Fläche ∂V , so ist der J-Integralvektor
J vom Nullvektor verschieden. Bei ebenen Problemen, wie der Rissausbreitung, reduziert sich
der J-Integralvektor auf zwei Komponenten Jx und Jy und das Flächenintegral wird zu einem
Konturintegral, gemäß Abbildung 7.3 b). Dann beschreiben Jx und Jy die Energiefreisetzung des
Systems, wenn die Rissanken zusammen mit der Rissspitze in x- bzw. y-Richtung verschoben
werden. Während eine Fortpanzung des Risses in y-Richtung nur formal möglich ist, ist die
Rissfortpanzung in x-Richtung kinematisch möglich. Das dazugehörige Konturintegral lautet
J = Jx = ∫𝒮 Σkxnxds. (7.5)
Dieses Konturintegral wird als das J-Integral bezeichnet, wobei der Index üblicherweise weggelassen




Ein großer Vorteil des J-Integrals ist seine Wegunabhängigkeit unter der Annahme von ebenen
und unbelasteten Rissufern. Durch die Wahl des Integrationsweges S in hinreichender Entfernung
von der Rissspitze, kann auf eine aufwendige Berechnung der Feldgrößen im Rissspitzenbereich
verzichtet werden.
Darüber hinaus kann das J-Integral auch bei inelastischemMaterialverhalten für die Berechnung
der Energiefreisetzungsrate verwendet werden. Allerdings wird das J-Integral im Falle einer Plasti-
zierung an der Rissspitze wegabhänging, da ein erheblicher Anteil der Energie durch Plastizie-
rungsvorgänge dissipiert. UmdieWegunabhängigkeit wieder herzustellen, wurden unterschiedliche
Modikationen vorgeschlagen, die in der Arbeit von Carpenter et al. [108] verglichen werden.
7.2. Literaturüberblick der Phasenfeldansätze zur Modellierung der
Rissausbreitung
Die Entwicklung von Phasenfeldmodellen zur Modellierung der Rissausbreitung reicht zurück
in die späten Neunziger. Dabei wird zwischen den physikalischen und mechanischen Model-
lansätzen unterschieden. Die physikalischen Modellansätzen basieren auf der Ginzburg-Landau-
Phasenumwandlungstheorie. Hingegen wird bei den mechanischen Ansätzen die Grithsche
¿eorie (siehe Abschnitt 7.1.2) als Basis verwendet [4]. Bei beiden Ansätzen wird ein Ordnungspara-
meter für den Rissbereich eingeführt, der einen kontinuierlichen Übergang zwischen intaktem und
zerstörtem Material beschreibt. Im Folgendem werden zuerst die physikalischen und anschließend
die mechanischen Modellansätze in chronologischer Reihenfolge beschrieben. Dabei wird bei den
meisten Termen die Originalnotation der Autoren verwendet. Allerdings wurde in einigen Fällen
die Notation abgeändert, um Vergleichbarkeit zu gewährleisten.
7.2.1. Physikalische Modellansätze
Einer der ersten physikalischen Phasenfeldansätze zur Modellierung der Rissausbreitung wurden
von Aranson et al. [109] vorgestellt. Sie haben einen Ordnungsparameter ρ(x , t) eingeführt, der die
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Dichte des Risses beschreibt und die Bewegungsgleichung des Risses mit der mechanischen Impuls-
bilanz (2.21) koppelt. Wie bei Phasenfeldansätzen wechselt der Ordnungsparameter seinen Wert
kontinuierlich zwischen ρ = 1 innerhalb des Materials und ρ = 0 innerhalb des Rissbereiches. Da
der Rissbereich spannungsfrei ist, kann der Youngsche Modul entsprechend mit dem Ordnungspa-
rameter linear interpoliert werden ℰ(ρ) = ℰ0ρ, mit ℰ0 als Youngscher Modul des Materials. Damit




1 + ν (εi j +
ν
1 − ν εl lδi j) + ηρ̇δi j , i , j = 1, 2. (7.6)
ν ist dabei die Querkontraktion und εi j die Komponenten des innitesimalen Dehnungstensors.
Der letzte Term von Gleichung (7.6) berücksichtigt mit einer Konstanten η den Druckanstieg, der
durch den neuen Rissbereich verursacht wird. Die Evolutionsgleichung der Ordnungsparameter
folgt einem Ralaxationsgesetz
ρ̇ = D∆ρ − αρ(1 − ρ)F(ρ, u) + f (ρ)∇ρ ⋅ u. (7.7)
In Analogie zur Allen-Cahn-Gleichung (3.17) der Phasenfeldmethode entspricht der erste Term
von Gleichung (7.7) der Gradientenenergiedichte. Der zweite Term entspricht dem energetischen
Potential und dem mechanischen Beitrag der treibenden Krä e in der Übergangsregion. Der
letzte advektive Term koppelt die Geschwindigkeit des Verschiebungsfeldes u̇ mit dem Ordnungs-
parameter und verursacht eine lokale Verengung des Materials während des Fortschreitens des
Rissbereiches.
Das Modell von Aranson et al. [109] beschreibt das gleichmäßige Wachstum eines Risses, aber die
Rissönung hängt logarithmisch von der Risslänge ab [110]. Karma, Kessler und Levine (KKL)
haben 2001 einen alternativen Ansatz vorgestellt (siehe Karma et al. [90]). Dieses Modell verwendet
den Ordnungsparameter anstatt der Dichte, wie im Ansatz von Aranson et al. [109], um den Status
des Materials zu beschreiben. Karma et al. [90] studierten die Propagation der Risse unter der
Modus-III-Belastung. Entsprechend taucht in dem mechanischen Beitrag der freien Energie nur
die Lamé-Konstante µ auf
ℱKKL(φ, ε(u)) = ∫V
1
2
Dφ⋃︀∇φ⋃︀2 + ωwe(φ) + h(φ)
µ
2
(ε(u)2 − ε2c)dV .
Dφ ist die Oberächenenergie, ωwe(φ) = φ2(1 − φ)2⇑4 ist das Zweimuldenpotential und der letzte
Term mit der kritischen Dehnung εc und der Interpolationsfunktion h(φ) ist der mechanische
Betrag der freien Energie. Äquivalent zu dem vorgestellten Phansenfeldmodell in Abschnitt 3.1
wird in dem KKL-Modell die Evolution der Ordnungsparameter und des Verschiebungsfeldes mit
einem Variationsansatz τφ̇ = −δℱKKL⇑δφ und ρü = −δℱKKL⇑δu beschrieben.
Das KKL-Modell beschreibt das Risswachstum unter Modus-III-Belastung, aber der Prozess ist
vollkommen reversibel d. h. der Riss kann heilen. Henry und Levine [111] haben das KKL-Modell
für Anwendungen unter Modus-I und Modus-II-Belastung erweitert. Des Weiteren haben Henry
und Levine [111] bereits 2004 eine Formulierung der treibenden Kra vorgestellt, die Kompressi-
onsbeiträge ausschließt. Hierzu haben sie folgendes Energiefunktional verwendet
ℱHL(φ, ε(u)) = ∫V
1
2
Dφ⋃︀∇φ⋃︀2 + ωwe(φ) + h(φ)(Eφ − εc)dV . (7.8)
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Es gilt Eφ = 12 λε
2
ii + µε2i j, wenn tr(ε) > 0, und Eφ = 12 λε
2
ii + µε2i j−αKε2ii , wenn tr(ε) < 0. K ist dabei
der Kompressionsmodul und α eine Konstante größer als Eins. Um das Ausheilen des Rissbereiches
zu verhindern, hat Henry [112] eine Evolutionsgleichung der Ordnungsparameter vorgeschlagen,





Damit ist sichergestellt, dass sich der Rissbereich nur vergrößern kann und ein Ausheilen des
Rissbereiches durch eine Minimierung der Gradientenenergie verhindert wird.
7.2.2. Mechanische Modellansätze
Unabhängig von der Entwicklung bei den physikalischen Modellen zur Rissausbreitung wurde von
der mechanischen Gemeinscha ein alternativer Ansatz verfolgt. Dieser Ansatz basiert auf dem
Grithschen Kriterium (7.3). Die Grundlage dieser Ansätze schaen die Arbeiten von Francfort
und Marigo [113] und Bourdin et al. [114]. Entsprechend des Grithschen Kriteriums (7.3) muss
nach Francfort und Marigo (FM) das Funktional der freien Energie der Form
ℱFM(ε(u),A) = ∫V W(ε(u))dV +Gc ∫A dA
minimiert werden. Dabei istW(u) die Formänderungsenergiedichte, A die Rissäche und Gc der
energetische Risswiderstand (7.4). Um die numerische Anwendbarkeit zu gewährleisten, passte
Bourdin, Francfort und Marigo (BFM) diese Funktional gemäß dem Phasenfeldkontext folgender-
maßen an
ℱBFM(ε(u), φ) = ∫V(φ2 + η)W(ε(u)) +Gc(
1
є
ω1we(φ) + є⋃︀∇φ⋃︀2)dV . (7.9)
Wie auch bei den physikalischen Modellen ist φ ein Ordnungsparameter für den Materialbereich
und є der Parameter für die Breite des Übergangsbereiches. η ist ein zusätzlicher Parameter der aus
numerischen Gründen demRissbereich eine kleine Steigkeit zuweist. Der wesentliche Unterschied
zu den physikalischen Modellen ist die Formulierung des Energiepotentials ω1we(φ). Anstatt des





(1 − φ)2 (7.10)
verwendet. Dieses Potential sorgt für einen denierten Risswiderstand überall imÜbergangsbereich.
Sogar in Bereichen ohne lokale Krümmung ist ein Risswiderstand vorhanden, was bei Verwendung
eines Zweimuldenpotentials ωwe(φ) nicht der Fall ist. Ein Vergleich der beiden Potentiale und
die resultierenden Prole der Rissphase für eine eindimensionale Domäne sind in Abbildung 7.4
dargestellt. Die Eigenscha en der Potentiale werden in Abschnitt 7.2.3 untersucht. Kuhn und
Müller [92, 115] formulierten auf der Basis des Funktionals (7.9) eine Evolutionsgleichung für den
Ordnungsparameter φ vom Allen-Cahn-Typ φ̇ = −MδℱBFM⇑δφ und ρü = −δℱBFM⇑δu, mitM als
Mobilität. Erstmals in der mechanischen Gemeinscha bezeichneten Kuhn und Müller [115] ihr
Modell als ein Phasenfeldmodell: A phase eld model for fracture.
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Abbildung 7.4.: Vergleich des Zweimuldenpotentials ωwe mit dem Einmuldenpotential ω1we mithilfe der
entsprechenden Gleichgewichtsprole der Ordnungsparameter: (links) sind die Prole der Potentiale
und (rechts) die entsprechenden Prole der Ordnungsparameter für einen zweiphasigen Fall gegen-
übergestellt. Die Prole entsprechen einer eindimensionalen Rissphase φc mit einer inneren Zelle in der
Mitte des Gebietes. Dabei wurde є = L⇑10 gewählt. Da 100% des innere Bereichs für das resultierende
Prol des Zweimuldenpotentials erst im Unendlichen erreicht wird, sind die Prole des Rissbereiches
für φc = 98%, φc = 99% und φc = 99.9% des inneren Bereiches dargestellt. Das gestrichelte φ1wec -Prol
resultiert bei Hinzunahme des Terms höherer Ordnung nach Borden et al. [117] im Funktional (7.15).
Da die Formulierung der mechanischen treibenden Kra für Rissausbreitung nicht zwischen
Kompressions- und Zugbelastung unterscheidet, spalteten Amor, Marigo und Maurini (AMM)
die FormänderungsenergiedichteW(ε(u)) = W̃+(ε(u)) + W̃−(ε(u)) in einen volumetrischen








dabei sind ∐︀ã︀± = (a ± ⋃︀a⋃︀)⇑2 und εdev = ε − sp(ε)I⇑3. Mit dieser Aufspaltung der Formänderungs-
energiedichte formulierten Amor et al. [116] das Energiefunktional (7.9) folgendermaßen
ℱAMM(ε(u), φ) = ∫V(φ2 + η)W̃+(ε(u)) + W̃−(ε(u)) +Gc(
1
є
ω1we(φ) + є⋃︀∇φ⋃︀2)dV .
Ähnlich wie beim Modell von Henry und Levine [111] werden auf diese Wiese die Kompressions-
beiträge in der Evolutionsgleichung φ̇ = −MδℱAMM⇑δφ ausgeschlossen.
Miehe et al. [93] schlugen eine alternative Aufspaltung der Formänderungsenergiedichte vor. Sie





λεinεi ⊗ nεi ,
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mit λεi als Eigenwerte und nεi als entsprechende Eigenvektoren des Dehnungstensors, um zwischen
Zug- und Kompressionsdehnung zu trennen. Für die Teilbeiträge der Formänderungsenergiedichte
W(ε(u)) =W+(ε(u)) +W−(ε(u)) folgt
W±(ε(u)) = 1
2
λ∐︀sp(ε)̃︀2± + µsp(ε2±), (7.11)
dabei ist ε± = ∑i ∐︀λεi ̃︀±n
ε
i⊗nεi . AußerdemnutztenMiehe et al. [93] erstmals denOrdnungsparameter
für die Rissphase φc, um einen kontinuierlichenÜbergang zwischen intaktem φc = 0 und zerstörtem
φc = 1 im Material zu modellieren. Entsprechend ändert sich das Einmuldenpotential ω1we(φc) =
φ2c⇑4 und es ergibt sich für das Energiefunktional nachMiehe,Welschinger undHofacker (MWH)




ω1we(φc) + є⋃︀∇φc⋃︀2)dV .
(7.12)
Um den Rissheilungsprozess zu unterdrücken, führten Miehe et al. [93] ein zusätzliches Feld der
maximalen Referenzenergie
Wmax(ε(u, t)) = max
τ∈(︀0,t⌋︀
W+(ε(u, τ)) (7.13)
ein. Anstatt W+ wird das Referenzenergiefeld Wmax(ε(u, t)) als der mechanische Beitrag der
treibende Kra verwendet. Damit ergibt sich für die Evolutionsgleichung der Rissphase
φ̇c = M(2(1 − φc)Wmax(ε(u, t)) +Gc(
1
є
φc − є∆φc)). (7.14)
Die Evolutionsgleichung des Verschiebungsfeldes bleibt dabei unverändert ρü = −δℱMWH⇑δu und
führt zu dem folgendem Ausdruck für die Spannung







Zusammen mit der Evolutionsgleichung der Rissphase (7.14) wird dieses Gleichungssystem von
Ambati et al. [4] als anisotroper Formalismus bezeichnet. Daher schlagenAmbati et al. [4] vor, für die
Spannungsberechnung die ursprüngliche Formulierung von Bourdin et al. [114] zu verwenden




Zusammen mit der Evolutionsgleichung (7.14) bezeichnen Ambati et al. [4] dieses Gleichungs-
system als hybrid. Allerdings ist das hybride Gleichungssystem nicht mehr konform mit dem
Variationsformalismus, denn σ(ε(u), φc) ≠ ∂ℱ⇑(∂∇u).
Borden et al. [117] untersuchten, ob die Rissächenenergie Γ = GcA durch die vorgeschlagenen
Phasenfeldformulierungen wiedergegeben wird und zeigten, dass dies imMehrdimensionalen nicht
der Fall ist. Daher führten Borden, Hughes, Landis und Verhoosel (BHLV) einen Term höherer
Ordnung in die Gradientenenergiedichte ein. Damit wird das Energiefunktional zu




























Abbildung 7.5.: Einseitige Gleichgewichtsprole unter Verwendung des Einmuldenpotentials ω1we(φs)
(links) und des Zweimuldenpotentials ωwe(φs) (rechts). Damit φwes (0) = 0.999 erreicht wird, wurde φwes
in positive Richtung verschoben.
Dieser Term höherer Ordnung verspricht eine genauere Approximation der Rissächenenergie
in mehrdimensionalen Systemen [117]. Das resultierende Gleichgewichtsprol wird durch diesen
Term höherer Ordnung geringfügig verändert, wie es in Abbildung 7.4 gezeigt ist. Allerdings führt
das Funktional (7.15) in der Evolutionsgleichung der Rissphase zu einer Ableitung vierter Ordnung,
was numerisch sehr unpraktikabel ist.
7.2.3. Vergleich des Einmuldenpotentials mit dem Zweimuldenpotential
Im den letzten zwei Teilabschnitten wurde besprochen, dass die mechanischen Modellansätze, die
sich mittlerweile etabliert haben [4], das Einmuldenpotential ω1we(φ) (siehe Gl. (7.10)) verwenden.
Dieses Potential sorgt dafür, dass der Rissbereich stets zu der achsten Form strebt. Erst wenn der
Risswiderstand Gc durch treibende Krä e überwunden wird, propagiert der Riss. Das Doppelmul-
denpotential ωwe(φ) (siehe Gl. (3.6)) hingegen bietet in Bereichen ohne eine lokale Krümmung
gar keinen Widerstand gegen Phasenumwandlung. Erst wenn lokal eine Krümmung vorhanden ist,
existiert der Widerstand von der Seite der Oberächenenergie. Durch einen Vergleich der Krä e,
die vom Potential ausgehen, wird dieser Zusammenhang erkenntlich.
Es wird ein eindimensionales System der Länge 2L mit einem einseitigen Phasenübergang bei
x = 0 betrachtet. Verglichen wird ein physikalischer Ansatz mit einem Doppelmuldenpotential
ωwe = 9φ2c(1 − φc)2 und ein mechanischer Ansatz mit einem Einmuldenpotential ω1we = φ2c⇑4.
Beide Potentiale werden durch den Ordnungsparameter der Rissphase φc beschrieben. Die Ansätze
sind an die Modelle von Henry und Levine [111] bzw. Bourdin et al. [114] und Miehe et al. [93]
angelehnt. Allerdings wurde der Vorfaktor des Einmuldenpotentials derart angepasst, dass die Ober-
ächenenergie reproduziert wird (siehe Abschnitt 7.2.3). In Abbildung 7.5 sind die entsprechenden
Gleichgewichtsprole sowohl für das Doppelmuldenpotential als auch für das Einmuldenpotential
dargestellt. Es wird nur die Wirkung der Potentiale untersucht, daher werden die mechanischen
treibenden Krä e vernachlässigt. Mit der energetischen Barriere Gc und dem Parameter für die
Breite des Übergangsbereiches є folgt für die freie Energie beider Ansätze
ℱ cph/mech = ∫ Gc(є⋃︀∇φc⋃︀2 + 1єωwe/1we(φc))dV .
Es wird die übliche Annahme getroen, dass das Prol des Ordnungsparameters φc dem unbelaste-
ten Zustand entspricht. Damit ist das Prol der Ordnungsparameter durch den Gleichgewichtszu-
stand δℱ cph/mech⇑δφc = 0 charakterisiert. Analog zu der Berechnung in Abschnitt 3.1.3 folgt für die
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Damit kann die resultierende Kra entlang des Übergangsbereiches ausgehend von den Potentialen
ωwe bzw. ω1we ausgewertet werden. Unter Verwendung des Zweimuldenpotentials ist diese Kra 














= ∫ 10 Gc
12
3
φc − 3φ2c + 2φ3c
φc(1 − φc)
dφc
= 4Gc(φc − φ2c)⋂︀
1
0 = 0.
Im eindimensionalen Fall existiert somit kein Widerstand gegen eine Phasenumwandlung von der
Seite der Grenzächenenergie. Erst im Zwei- oder Dreidimensionalen, wenn eine lokale Krüm-
mung κ vorhanden ist, wird der Beitrag der Grenzächenenergie zu −Gcκ. Dieser Beitrag kommt
allerdings von der Gradientenenergiedichte und nicht von dem Potential. Eine Beweis hierfür ist
in Abschnitt 3.1.4 zu nden. Daher ist beim Modell von Henry und Levine [111] und Henry [112]
der mechanische Anteil der freien Energie so konstruiert, dass erst ein Beitrag existiert, wenn ein
kritischer Wert überwunden wurde (siehe Gl. (7.8)). Treten weitere treibende Krä e im System auf,
wie z. B. die Krümmungsminimierung einer gekrümmten Rissäche oder Energieminimierung
an einem Tripelpunkt in Multiphasensystemen, so führen diese widerstandslos zur Bewegung der
Rissufer und das ist unphysikalisch.







dx = ∫ 10 Gc
φc
φc
dφc = Gcφc⋃︀10 = Gc. (7.17)
Somit ist sogar im Eindimensionalen eine vom Potential ausgehende treibende Kra von Gc gege-
ben. Dadurch entsteht ein Widerstand gegen den Rissfortschritt. Erst wenn der Risswiderstand
überwunden ist, propagiert der Riss. Allerdings führt diese treibende Kra zu einem Zusam-
menschrumpfen des Rissbereiches. Da dieses Verhalten ebenfalls unphysikalisch ist, kann das
Zusammenschrumpfen durch folgende Möglichkeiten unterbunden werden:
• Bedingung in der Evolutionsgleichung φ̇c = min(−δℱ⇑δφ, 0) [92, 112],
• φc wird xiert, wenn sein Wert nahezu Eins wird [92],
• Feld der maximalen ReferenzenergieWmax(ε(u, t)) (siehe Gl. (7.13)), das als ständige trei-
bende Kra wirkt [93].
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Rissoberächenenergie
Ein weiterer Unterschied beider Ansätze zeigt sich in der resultierenden Rissoberächenenergie. Für
den betrachteten eindimensionalen Fall folgt für die Rissoberächenenergie Γ des physikalischen
Ansatzes














dφc = ∫ 10 2Gc
⌈︂
ωwe(φc)dφc
= 2Gc ∫ 10 3φc(1 − φc)dφc = Gc.
Damit dieser Zusammenhang erfüllt wird, wurde der Vorfaktor vor dem Potential entsprechend
gewählt. Bei der Berechnung wurde ein unbelasteter Gleichgewichtszustand vorausgesetzt und
entsprechend Gleichung (7.16) ausgenutzt. Analog folgt für den Ansatz mit dem Einmuldenpotenti-
al








= ∫ 10 2Gc
⌈︂
ω1we(φc)dφc




Erst bei Überschreiten von zwei Übergangsbereichen wird der energetischeWiderstand Gc erreicht.
Dies ist konform mit dem energetischen Grithschen Kriterium (7.3) für den Rissfortschritt [92,
93, 114].
Auch für den physikalischen Ansatz kann der Vorfaktor so angepasst werden, dass das Grithsche
Kriterium (7.3) erfüllt wird. Daher ist das wichtigste Kriterium für das mechanische Phasenfeldmo-
dell, dass ein lokaler Widerstand gegen Phasenumwandlung auch ohne eine lokale Krümmung
vorhanden ist.
7.3. Phasenfeldmodell für Rissausbreitung basierend auf der
Ginzburg-Landau-Theorie mit Anwendungen
In Rahmen der vorliegenden Arbeit wurde sowohl ein Phasenfeldmodell auf der Basis der Ginzburg-
Landau-Phasenumwandlungstheorie als auch einMultiphasenfeldmodell auf Basis derGrithschen
¿eorie entwickelt und angewendet. In diesem Abschnitt wird entsprechend der physikalische
Modeansatz kurz vorgestellt und Anwendungen zur Rissausbreitung in Gläsern, gekoppelt mit
Diusion von Wasser an den Rissufern, sowie Anwendungen zur Plastizierung an der Rissspitze
gezeigt.
In Kapitel 3 wurde ein Multiphasenfeldmodell für die Beschreibung von Phasenumwandlungspro-
zessen vorgestellt. Wird in diesem Ansatz für eine der Phasen eine vernachlässigbare Steigkeit
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gewählt, was der Steigkeit einer Rissphase φc entspricht, so kann mit diesem Ansatz die Rissaus-
breitung modelliert werden [54, 56, 57]. Dieser Ansatz kommt den physikalischen Modellen für
Rissausbreitung, die in Abschnitt 7.2.1 beschrieben wurden, sehr nahe. Der wesentliche Unterschied
ist die Verwendung eines Multihindernis- bzw. eines Zweihindernispotentials anstatt eines Zwei-
muldenpotentials, das üblicherweise verwendet wird [90, 109, 111, 112], und die verallgemeinerte
Darstellung für ein Multiphasensystem. Ein weiterer Vorteil des Modells ist die Möglichkeit der Ver-
wendung unterschiedlicher physikalischer Felder und deren Kopplung. So wurde in Schneider et al.
[57] die Rissausbreitung unter Berücksichtigung von Wasserdiusion in Gläsern untersucht und in
Schneider et al. [56] eine Entwicklung der plastischen Zone an der Rissspitze. Werden diese physi-
kalischen Felder berücksichtigt, folgt für das Funktional der freien Energie der zugrundeliegende
physikalische Ansatz
ℱ cph(φ, ε, c) = ∫V єa(φ,∇φ) +
1
є
ωob(φ) +Wchem(c, φ) +Wel(εel, φ) +Wpl(ε̄pl, φ)dV .(7.19)
Das N-Tupel φ beinhaltet den Satz an N Ordnungsparametern, inklusive der Rissphase φc. Die
Gradientenenergiedichte a(φ,∇φ) und das Multihindernispotential ωob(φ) wurden bereits mit
den Gleichungen (3.4) und (3.5) deniert.
Neben den Ordnungsparametern ist der chemische Beitrag der freien EnergiedichteWchem(c, φ)
eine Funktion von den Konzentrationen ci (i = 1, . . . ,K) der jeweiligen Komponente i, die in
dem Tupel c gesammelt sind. Dieser Beitrag wird abhängig vom zu modellierenden Phasenum-
wandlungsprozess gestaltet. Die elastische Formänderungsenergiedichte wurde in Abschnitt 4.2
vorgestellt, wobei in diesem Fall der Einfachheit halber die Voigt / Taylor (VT)-Approximation
verwendet wird (siehe Gl. (4.12)). Für die Berechnung der plastischen Dehnung εpl wurde das







Hα ist der Verfestigungsmodul und ε̄αpl die akkumulierte plastische Dehnung der Phase α. Da bei der
elastischen Formänderungsenergiedichte die VT-Approximation verwendet wird und entsprechend










Für die Berechnung der plastischen Dehnungen wird an dieser Stelle auf den Unterabschnitt 5.2
verwiesen.
Die Evolutionsgleichungen der Ordnungsparameter sind durch Gleichung (3.17) deniert. Eben-
falls folgt aus dem Variationsansatz die mechanische Impulsbilanz: φü = −∂ℱ cph⇑(∂∇u) = ∇ ⋅ σ
für die Evolution des Verschiebungsfeldes u. Aus dem Fluss und der zusätzlichen Annahme der
Massenkontinuität lässt sich die Diusionsgleichung herleiten [13]. Da die Temperatur T in den
folgenden Beispielen keine Rolle spielt, wird ein isothermer Zustand angenommen und die di-













, ∀ci , i = 1, . . . ,K .
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Dabei ist µ j = ∂Wchem(c, φ)⇑∂c j das jeweilige chemische Potential. Li j sind die Mobilitätskoezi-
enten, die durch Diusivitäten Di ausgedrückt werden können




dabei ist δi j das Kronecker-Symbol [13].
7.3.1. Validierung des Rissspitzenfeldes
Wie in Abschnitt 7.1.1 besprochen wurde, sind die Spannungen und Dehnungen in der Umge-
bung der Rissspitze von fundamentaler Bedeutung. Diese sind ausschlaggebend für die Stärke der
Energiefreisetzungsrate (7.2), die durch ein J-Integral (7.5) um die Rissspitze berechnet werden
kann. Daher ist es entscheidend, das Rissspitzenfeld so genau wie möglich abzubilden. Das Innere
des Rissbereiches ist spannungsfrei. Daher müssen alle Spannungen aus dem Festphasenbereich
beim Übergang zum Rissbereich zu Null abfallen. Damit ist der gesamte Spannungstensor eine
sprungbeha ete Größe und im Phasenfeldkontext werden sprungbeha ete Größen linear mit der
Interpolationsfunktion interpoliert, um die Sprungbedingungen zu erfüllen (vgl. Abschnitt 4.2).
Um diese Hypothese zu untermauern, wurden simulierte Spannungsfelder einer Platte mit einer
halbelliptischen Kerbe mit theoretischen Vorhersagen von Muskhelishvili [118] verglichen. Die
verwendete Methode und die resultierenden Spannungsfunktionen sind in Anhang A.4 gelistet.
Ein zweidimensionales Simulationsgebiet von 800 × 800 Zellen im EDZ mit einer halbelliptischen
Kerbe am unteren x-Rand wird in x-Richtungmit σnx = (σ0, 0, 0)T belastet. Um die Resultate einer
unendlich ausgedehnten Platte besser abzubilden, wurde sowohl für den oberen als auch für den
unteren y-Rand die Bedingung ∇uny = 0 verwendet. Die Spannungsfelder der theoretischen Vor-
hersagen wurden so angepasst, dass der Mittelwert der theoretischen σ theorzz entlang des x-Randes
mit σ0 übereinstimmt. Um die Vergleichbarkeit zu gewährleisten, wurden die theoretischen Span-
nungsfelder mit dem Ordnungsparameter der Rissphase φc multipliziert. Diese Vorgehensweise
verändert lediglich die Spannungsverläufe in einem sehr kleinen Bereich an der Rissphase und hat
keinerlei Auswirkungen im Bereich der Festphase.
Die resultierenden Spannungsfelder sind in Abbildung 7.6 dargestellt. Qualitativ ist in den Teil-
bildern a)-f) eine gute Übereinstimmung der theoretischen und simulierten Spannungsfelder zu
erkennen. Allerdings ist ein erheblicher Einuss der Randbedingungen in der Nähe der Gebietsrän-
der zu sehen. Umdiesen Einuss abzugrenzen, wurden in denTeilbildern g)-l) vonAbbildung 7.6 die
Spannungsfelder nur an der Rissspitze gegenübergestellt. Hier ist eine sehr gute Übereinstimmung
der Felder erkennbar.
Damit ist gezeigt, dass die lineare Interpolation des gesamten Spannungstensors, was der VT-
Approximation (vgl. Gl. (4.1)) entspricht, zwischen dem Festphasenbereich und demRissbereich die
richtige Strategie für die Modellierung des Rissbereiches mit der Phasenfeldmethode darstellt. Die
vorgestellten Modelle im Literaturüberblick 7.2 und auch das vorgestellte Modell dieses Abschnitts
verwenden die VT-Approximation sowohl für die Übergänge zwischen der Riss- und Festphase als
auch bei den Mehrphasenmodellen für die Übergänge zwischen den Festphasen gegeneinander.
Jedoch ist für die Erfüllung der Sprungbedingungen an den Festphasengrenzächen eine gemischte
Interpolationsmethode, die inAbschnitt 4.3 eingeführt wurde, ein impliziter Berechnungsschritt wie
in Abschnitt 6.2 Anwendung ndet oder eine andere alternative Möglichkeit notwendig. Daher ist
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Abbildung 7.6.: Validierung des Rissspitzenfeldes: a)-c) theoretische Spannungsfelder einer Platte mit
einer halbelliptischen Kerbe gemäß Muskhelishvili [118], g)-i) Vergrößerung der Spannungsfelder an der
Rissspitze, d)-e) simulierte Spannungsfelder und j)-l) Vergrößerung der simulierten Spannungsfelder.
Der Vergrößerungsbereich ist in a) gestrichelt markiert.
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eine entkoppelteModellierung zwischen der Riss- und Festphase und den Festphasen gegeneinander
notwendig, um sowohl den mechanischen Sprungbedingungen an den Festphasengrenzächen als
auch dem Spannungsabfall an den Rissanken und der Rissspitze gerecht zu werden. Ein solcher
Ansatz wird in Abschnitt 7.6 zur Modellierung der Rissausbreitung in polykristallinen Materialien
vorgestellt.
7.3.2. Rissausbreitung in Gläsern unter Wasserdruck
Die Auswirkungen von Wasser auf die Bruchfestigkeit von Gläsern ist noch nicht vollkommen
verstanden und wird in der Literatur kontrovers diskutiert [119]. Wiederhorn et al. [120] betonen,
dass die Diusion von Wasser in Quarzgläsern eine starke Auswirkung auf verschiedene Eigen-
scha en, wie die Steigkeit und die statische Dauerfestigkeit, bei niedrigen Belastungen hat und
beobachten sogar eine Verschiebung der Rissächen. Nach einem Anriss diundiert Wasser in die
Bruchächen und verursacht eine Anschwellung, die wiederum zu Druckspannungen führt. Diese
Erhöhung der Druckspannungen beeinusst das unterkritische Risswachstum [121, 122].
Zur Modellierung der Rissausbreitung in Gläsern, gekoppelt mit Diusion von Wasser in die
Rissspitzenzone, werden zwei Ordnungsparameter φs und φc, die repräsentative für die Fest- bzw.
die Rissphase stehen, eingeführt. Zusätzlich werden zwei Konzentrationsfelder cw und cg fürWasser
bzw. Glas verwendet. Das Anschwellen der penetrierten Zone wird durch einen zusätzlichen
Eigendehnungsparameter
ε̃w(csw) = I(csw − cs0), (7.21)
der von derWasserkonzentration in Glas csw abzüglich der initialenWasserkonzentration cs0 abhängt,
modelliert. Da Glas, speziell die Risspitzenzone von Glas, rein elastisch reagiert [123], müssen keine
weiteren inelastischen Dehnungen berücksichtigt werden. Entsprechend fällt der plastische Beitrag
im Funktional (7.19) weg. Des Weiteren müssen keine chemisch getriebenen Phasenumwandlungs-
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hα(φ)) + cwln(cw) + cgln(cg),
mit Tαi als Schmelztemperatur der i-ten Komponente in der Phase α und Lαi als entsprechenden
latenteWärme pro Einheitsvolumen [13]. Entsprechend der Gleichung (7.20) wird durch die gewähl-
ten Diusionskonstanten Di die Geschwindigkeit des Diusionsprozesses maßgeblich beeinusst.
Dabei können die Diusionskonstanten Dαi für jede Komponente und jede Phase separat gewählt
werden. Der Einfachheit halber wird für die lokale Homogenisierung der Diusionskonstanten die
lineare Interpolation Di(φ) = Dsihs(φ) + Dci hc(φ)mit der Interpolationsfunktion gewählt. Für
die Abhängigkeit der Diusionskonstante von der lokal vorliegenden Spannung wird der Ansatz
von Nogami und Tomozawa [124] verwendet. Damit folgt für die Diusionskonstante
Di(φ) = Dsi0exp (kσh) h
s(φ) + Dci hc(φ). (7.22)
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Abbildung 7.7.: Spannungen des Rissspitzenfeldes einer Platte mit einer halbelliptischen Kerbe.
Dabei ist σh = sp(σ)⇑3 die lokal vorliegende hydrostatische Spannung, Dsi0 ist die spannungsfreie
Diusivität und die Konstante k = ∆V⇑(RT) wird durch das Aktivierungsvolumen ∆V , durch die
Gaskonstante R und durch die Temperatur T bestimmt [57].
Wasser diundiert von der Rissregion ins Glas, bis die maximale Löslichkeit csweq von Wasser in












Werden die Konstanten Lsw = Lsg = L, Lcw = Lcg = 0 und Tsg = 1.5 gesetzt, dann können die übrigen
Konstanten über die Gleichgewichtsbedingungen (7.23) und (7.24) bestimmt werden [57]. Alleine
durch die Angabe der Löslichkeiten ccweq und c
s










L + ln (ccweq⇑csweq)
.
Glasplatte mit einer halbelliptischen Kerbe
Ein zweidimensionales Simulationsgebiet von 400 × 400 Zellen mit einer halbelliptischen Kerbe
am unteren x-Rand wird in x-Richtung mit σnx = (σ0, 0, 0)T belastet, wobei am unteren y-Rand
∇uny = 0 gilt und der obere y-Rand spannungsfrei ist. Die Spannungen des Rissspitzenfeldes
im mechanischen Gleichgewicht sind in Abbildung 7.7 dargestellt. Wasser von dem Rissbereich
bzw. Kerbbereich diundiert durch die Rissufer ins Glas bis die Gleichgewichtskonzentration csweq ,
die der Löslichkeit von Wasser in Glas entspricht, erreicht ist. Dabei läu dieser Prozess nicht
gleichmäßig ab, sondern wird durch die Spannungsspitzen des Risspitzenfeldes, genauer durch
das Druckfeld σh, das in der Abbildung 7.7 c) dargestellt ist, gemäß Gleichung (7.22) beeinusst.
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Abbildung 7.8.: a) Prole der σx x -Spannung entlang der zentralen Achse des Risses (dargestellt im Inlay)
zu verschiedenen Zeiten und b) der entsprechende Fortschritt der Wasserkonzentration im Glas cgw .
Die Wasserkonzentration in Glas hingegen beeinusst nach Gleichung (7.21) das Risspitzenfeld.
Dieser Zusammenhang ist in der zeitlichen Evolution des Konzentrations- und Spannungsfeldes in
Abbildung 7.8 dargestellt. Mit zunehmender Wasserkonzentration an der Rissspitze schwillt das
Material mehr an und entsprechend das Rissspitzenfeld. Entsprechend ändert sich die resultierende
Energiefreisetzungsrate und das unterkritische Risswachstumwird beeinusst, so wie es in den expe-
rimentellen Untersuchungen beobachtet wurde [121, 122]. Abhängig von dem Aktivierungsvolumen
∆V und damit der Konstante k wird der Diusionsprozess durch das Druckfeld σh beschleunigt.
Da das Druckfeld an der Rissspitze am höchsten ist, führt dies entsprechend zu einer höheren
Wasserkonzentration und zu einem höheren Anschwellen des Materials in diesem Bereich. Daher
wird dieser Bereich als Schwellzone bezeichnet [123]. In Abbildung 7.9 sind zwei Schwellzonen für
ein höheres und ein niedriges Aktivierungsvolumen ∆V dargestellt. Eine stärkere Ausprägung der
Schwellzone bei einem höheren Aktivierungsvolumen ∆V ist deutlich zu erkennen.
7.3.3. Einuss der plastischen Zone an der Rissspitze
Die Ausbreitung eines Risses in duktilem Material kann durch plastische Eekte gestoppt werden.
Die Plastizierung an der Rissspitze vermindert die eektive Energiefreisetzungsrate G und kann
bei entsprechender Ausprägung unter das kritische Niveau Gc fallen und damit die Rissausbreitung
stoppen [78]. Für die Modellierung dieses Eektes wird ein Zweiphasensystem mit den Ordnungs-
parametern φs und φc betrachtet. Da chemische treibende Krä e in diesen Fall keine Rolle spielen,
werden diese vernachlässigt. Damit reduziert sich die Evolutionsgleichung für die Festphase φs
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Abbildung 7.9.: Schwellzonen für unterschiedliche Aktivierungsvolumina ∆V bzw. Konstanten k. Im
Teilbild a) ist k um einen Faktor 2.5 kleiner als im Teilbild b). Der initiale Zustand des Risses ist durch die
schmale schwarze Linie gekennzeichnet.
entsprechend den Gleichungen (3.17) und (7.19) zu folgender Form
φ̇s
Msc






















Teil I repräsentiert den energetischen Risswiderstand. Der elastische und der plastische Beitrag,
jeweils durch die Teile II und III verkörpert, müssen den energetischen Risswiderstand überwinden,
um eine Umwandlung von Festphase φs zu Rissphase φc zu erreichen.
Platte mit halbelliptischer Kerbe
Ein zweidimensionales Simulationsgebiet von 400 × 400 Zellen und einer reellen Ausdehnung von
(400 µm)2 mit einer halbelliptischen Kerbe am unteren y-Rand (50 × 133µm) wird in x-Richtung
mit σnx = (σ0, 0, 0)T belastet, wobei in y-Richtung ∇uny = 0 gilt. Für die Festphase wurden die
Materialparameter von Stahl mit dem Youngschen Modul ℰs = 210GPa und einer Querkontraktion
von νs = 0.3 gewählt. Die Steigkeit der Rissphase ist um einen Faktor 10−4 kleiner als die der
Festphase. Um einen Einuss der Rissphase bei der Verfestigung zu verhindern, wurden gleiche
Verfestigungsmodule Hs = Hc gewählt. Damit verschwindet der plastische Beitrag (Teil III) in
der Evolutionsgleichung (7.25). Eine Verkleinerung des eektiven Risswiderstandes durch die
Erzeugung von Mikroporen in hoch plastizierten Bereichen kann damit nicht untersucht werden.
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Abbildung 7.10.: Rissausbreitungssimulation für a) duktiles und b) sprödes (fy = 200MPa) Material mit
äquivalenten Randbedingungen. Es sind die Mises-Spannung σmises mit etlichen Isolinien, die 0.5 Isoli-
nie der Rissphase (dick) und die Isolinie des initialen Zustandes (gestrichelt) dargestellt. Der gewählte
Zeitschritt tend ist für beide Simulationen gleich gewählt. Für b) entspricht dieser Zeitschritt dem Gleich-
gewichtszustand tend = teq .
Unabhängig von der Wahl der Verfestigungsmodule kann dieser Eekt durch eine zusätzliche
Indikatorfunktion, die von einem kritischenWert der akkumulierten plastischen Dehnung abhängt,
berücksichtigt werden. Ein derartiger Ansatz wurde bereits von Ulmer et al. [125] untersucht.
In Abbildung 7.10 a) und b) sind die Mises-Spannungen σmises für ein sprödes und ein duktiles
Material dargestellt. Beim spröden Material ist die Energiefreisetzungsrate höher als der energeti-
sche Risswiderstand. Entsprechen breitet sich der Riss aus. Beim duktilen Material bildet sich eine
plastische Zone an der Rissspitze, wie in Abbildung 7.10 b) zu sehen ist. Durch diese plastische Zone
werden Spannungsspitzen des Rissspitzenfeldes abgebaut. Die eektive Energiefreisetzungsrate fällt
bis zum kritischen Niveau und es bildet sich ein Gleichgewichtszustand. Dieser Gleichgewichtszu-










charakterisiert. Abbildung 7.10 b) zeigt das System zu demGleichgewichtszeitpunkt t = teq.Während
im spröden Material der Riss unaufhaltsam propagiert, stoppt die plastische Zone den Riss im
duktilen Material.
Eine genauere Darstellung der plastischen Zonen ist in Abbildung 7.11 durch die akkumulierte
plastische Dehnung ε̄pl dargestellt. Eine typische Form der plastischen Zonen, entsprechend dem
Kriterium nach von Mises, ist bei allen Teilbildern zu erkennen. Bei einer höheren Fließgrenze
von fy = 2.2σ0 im Vergleich zu der Simulation, die in Abbildung 7.10 b) zu sehen ist, bildet sich
entsprechend eine schwächer ausgeprägte plastische Zone (vgl. Abbildung 7.11 a) und b)). Aber sogar
diese schwächer ausgeprägte plastische Zone führt zu einem Gleichgewicht. Wird eine kleinere
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Abbildung 7.11.:Akkumulierte plastischeDehnung ε̄pl der Festphasemit der 0.5 Isolinie von φs (dick) und
dem initialen Zustand der Rissphase (gestrichelt). a) und b) plastische Zonen im Gleichgewichtszustand
bei unterschiedlichen Fließgrenzen fy . c) gespreizte Rissspitze und plastische Zone eines propagierenden
Risses.
Fließgrenze fy = 1.47σ0 gewählt, breitet sich der Riss weiter aus und formt eine gespreizte Rissspitze,
wie es in Teilbild c) von Abbildung 7.11 gezeigt ist.
7.4. Zweiphasenmodell für die Beschreibung der Rissausbreitung
mit einem Einzelhindernispotential
Das Einzelmuldenpotential besitzt hervorragende Eigenscha en für die Beschreibung der Riss-
ausbreitung, wie in Abschnitt 7.2.3 besprochen wurde. Zum einen ermöglicht das Potential einen
denierten Widerstand gegen den Rissvorschritt. Zum anderen wird die Rissoberächenenergie
derart abgebildet, dass das Grithsche Kriterium (7.3) erfüllt wird. Allerdings verschwindet die
Ableitung des Potentials an der Stelle φc = 0. Wie auch beim Doppelmuldenpotential führt dies
zu einem weit ausgedehnten Prol der Ordnungsparameter, wie in Abbildungen 7.4 und 7.5 zu
sehen ist. Ein derart breiter Übergangsbereich ist aus numerischer Sicht sehr ungünstig. Aus diesem
Grund wurde das Multimuldenpotential von Nestler et al. [13] für die Beschreibung von Phasen-
umwandlungsprozessen durch das Multihindernispotential (3.5) ersetzt. Das Hindernispotential
erfüllt die notwendigen Eigenscha en für die Beschreibung von Phasenumwandlungsprozessen,
wie in Abschnitt 3.1 beschrieben wurde, und bietet gleichzeitig eine wohl denierte Breite des
Übergangsbereiches (siehe Gl. (3.22)). Des Weiteren kann das Einzelhindernispotential ω1ob(φc)
mit demMultihindernispotential ωob(φs), das für die Modellierung des Festphasenbereiches φs
verwendet wird, gekoppelt werden. Daher wird das folgende Einzelhindernispotential
ω1ob(φc) = kwφc
als Energiepotential für die Modellierung der energetischen Barriere zwischen dem Riss- und dem
Festphasenbereich verwendet. kw ist dabei eine Konstante, die ermittelt werden muss. Ähnliche
Potentiale wurden bereits von Bourdin et al. [126] und Hossain et al. [99] verwendet. Angelehnt an
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das Modell von Miehe et al. [93] (siehe Gl. (7.12)) folgt für das Energiefunktional eines Zweiphasen-
systems mit einer Rissphase φc




ω1ob(φc) + є⋃︀∇φc⋃︀2)dV .
(7.26)
W±(ε(u)) sind die Beiträge der aufgespaltenen Formänderungsenergiedichte (7.11) und k ist eine
zusätzliche Konstante, die ermittelt werden muss.
Für die Ermittlung der unbekannten Konstanten k und kw wird ein eindimensionales System der
Länge 2Lmit einem Phasenübergang bei x = 0 betrachtet, wie es in Abbildung 7.12 dargestellt ist.
Zunächst wird kw derart angepasst, dass die Interfacebreite der Interfacebreite des Multiphasen-
feldmodells, das in Abschnitt 3.1 vorgestellt wurde, gleicht. Nach Gleichung (3.22) ist die Breite
des Übergangsbereiches bei Verwendung des Multihindernispotentials gleich єπ2⇑4. Entsprechend



















Die physikalisch unwahrscheinliche Lösung wurde dabei vernachlässigt. Um das Grithsche
Kriterium zu erfüllen, muss die Bedingung (7.18) erfüllt sein. Diese Bedingung wird nun verwendet,
um die zweite Konstante zu ermitteln
Gc
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das energetische Grithsche Kriterium für den Rissfortschritt von der Seite der Rissoberächen-
energie erfüllt. Hossain et al. [99] nutzen nur eine Regularisierungskonstante k = 3⇑8. Entsprechend
ist der vorgestellte Ansatz bei einer Wahl von kw = 1 äquivalent zu demModell von Hossain et al.
[99]. Für das Prol des Ordnungsparameters folgt





, −l < x < l .
Die Potentiale ω1we(φc) und ω1ob(φc) und die entsprechenden Gleichgewichtsprole werden in
Abbildung 7.12 verglichen. Das Einzelhindernispotential ω1ob(φc) garantiert ein wohl deniertes
Prol mit einer denierten Breite des Übergangsbereiches von 2l .
Analog zur Berechnung in Abschnitt 7.2.3 folgt für die resultierende Kra entlang des Übergangs-

















































Abbildung 7.12.: Vergleich zwischen dem Einmuldenpotential ω1we und dem Einzelhindernispotential
ω1ob (links) und der resultierenden Gleichgewichtsprole von φc mit einer inneren Zelle in der Mitte
eines Gebietes der Länge 2L = 15є (rechts).
Somit ist bei der Verwendung des Einzelhindernispotentials auch in den Bereichen ohne eine lokale
Krümmung ebenfalls eine resultierende Kra entlang des Übergangsbereiches vorhanden. Das
Potential garantiert einen wohl denierten Übergangsbereich von der Breite l = єπ2⇑4 und das
Grithsche Kriterium (7.3) wird abgebildet.
7.4.1. Einuss der Krümmung auf das Grithsche Kriterium
Im letzten Abschnitt wurde ein Zweiphasenmodell für die Beschreibung der Rissausbreitung
vorgestellt und es wurde analytisch gezeigt, dass das Modell im Eindimensionalen das Grithsche
Kriterium (7.3) erfüllt. Im Mehrdimensionalen gibt es allerdings Abweichungen bei der Abbildung
der Rissoberächenenergie [91, 117]. Zur Behebung dieser Abweichungen schlagen Bourdin et al.
[91] und Hossain et al. [99] die Verwendung eines numerischen Risswiderstandes von






vor, der von der Interfacebreite є, den Regularisierungskonstanten k und kw und der physikalischen
Breite einer Zelle ∆x abhängt. Borden et al. [117] verwenden einen Term höherer Ordnung, um die
Abweichungen zu minimieren (siehe Gl. (7.15)).
Ein möglicher Grund dieser Abweichungen ist die lokale Krümmung der Rissphase κc = ∇ ⋅
(∇φc⇑⋃︀∇φc⋃︀) an der Rissspitze. Wie in Abschnitt 3.1.4 gezeigt wurde, entsteht durch die lokale
Krümmung ein zusätzlicher Beitrag in der Bilanz der Kongurationskrä e. Dieser Beitrag ist bei
der Beschreibung von Phasenumwandlungsprozessen absolut notwendig und beschreibt krüm-
mungsgetriebene Bewegungen der Grenzäche. Nach dem Grithschen Kriterium (7.3) ist der
Risswiderstand nur von demmaterialspezischen kritischen GrenzwertGc abhängig. Daher dürfen
krümmungsgetriebene treibende Krä e in der Evolutionsgleichung der Rissphase nicht vorhanden
sein.
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Ausgehend von dem Energiefunktional (7.26) eines Zweiphasensystems mit einer Rissphase φc ist
ein lokaler Gleichgewichtszustand −δℱ c⇑δφc = 0 gegeben durch




Die linke Seite dieser Gleichung gibt die mechanischen treibenden Krä e wider. Die rechte Seite
beinhaltet den Widerstand gegen den Rissfortschritt in einer planaren Grenzäche und den krüm-
mungsabhängigen Beitrag. Für die Berechnung dieses krümmungsabhängigen Beitrags muss ein
Linienintegral durch eine gekrümmte Rissäche in Richtung der Normalen nc ausgewertet werden.
Angelehnt an die Berechnungen in Abschnitt 3.1.4 wird hierzu ein zweidimensionales System mit
einer kreisförmigen Rissäche betrachtet. Die Gleichung (7.30) wird zunächst von beiden Seiten
mit ∂φc⇑∂r multipliziert und anschließend wird das Linienintegral ausgewertet. Mit r = r0 + dr,

































Für eine Näherung erster Ordnung werden die Terme der Ordnung𝒪(1⇑r20) vernachlässigt. Die
Terme der Ordnung𝒪(1⇑r00) verschwinden






da diese der Gleichgewichtsbedingung (7.16) entsprechen. Für die Terme der Ordnung 𝒪(1⇑r0)
ergibt sich
















Dieser Beitrag ist unabhängig von dem verwendeten Potential und den entsprechenden Vorfak-
toren und ergibt sich nur aus der Form der Gradientenenergiedichte ac(φc) ∝ ⋃︀∇φc⋃︀2. Daher
ist ein äquivalenter Beitrag bei allen Rissausbreitungsmodellen, die in Abschnitt 7.2 besprochen
wurden, vorhanden. Für die Elimination der krümmungsabhängigen treibenden Krä e wird der
Beitrag (7.31) verteilt auf den gesamten Übergangsbereich abgezogen. Damit ergibt sich für die





) = 2(φc − 1)W+(ε(u)) +Gck(
kw
є
− є(2∆φc − kκ ⋃︀∇φc⋃︀κc)). (7.32)
Die zusätzlicheKonstante kκ kann zur Feinjustage des resultierendennumerischenRisswiderstandes
verwendet werden. Bei kκ = 1 wird lokal die Information der Krümmung komplett vernachlässigt
und der Beitrag der Ordnung 𝒪(1⇑r0) verschwindet (siehe Gl. (7.31)). Da die Krümmung κc =
∇ ⋅ (∇φc⇑⋃︀∇φc⋃︀) im Eindimensionalen nicht vorhanden ist, werden die Berechnungen, die in den
vorhergehenden Abschnitten 7.2.3 und 7.4 durchgeführt wurden, durch diese Modikation nicht
beeinusst. Phasenumwandlungsmodelle, die die lokale Krümmung explizit verwenden, wurden
bereits von Folch et al. [127], Boettinger et al. [128] oder auch von Sun und Beckermann [129]
vorgestellt.
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Abbildung 7.13.: Validierung des in Abschnitt 7.4 vorgestellten Modells über das Grithsche Kriteri-
um (7.3). Verglichen werden die Resultate unter Verwendung des Einzelhindernis- ω1ob(φc) und Einzel-
muldenpotentials ω1ob(φc) und bei einer Variation von є und der Konstante kκ . Das Simulationssetup
mit den entsprechenden Prolen von φc ist links oben dargestellt. Rechts oben ist die resultierende
von Mises-Spannung σmises für den Fall ω = ω1ob(φc), kκ = 2.3 und є = 5∆x dargestellt. Im unteren
Bereich sind die Energiefreisetzungsraten G, die über das J-Integral (7.5) berechnet wurden, und das
Verhältnis G⇑Gc kurz vor dem Fortschreiten der Rissphase zu sehen. GSI entspricht dabei einem scharfen
Grenzächenresultat.
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7.5. Validierung des Modells in einem Zweiphasensystem
Zur Validierung des vorgestellten Phasenfeldmodells zur Rissausbreitung wurde ein Simulationsse-
tup gemäß Abbildung 7.13 verwendet. Eine Platte mit einem Anriss am unterem y-Rand wird in der
x-Richtung mit der makroskopischen Spannungsrandbedingung σ̄nx = (∫ σ(x)nxdV)⇑V belastet.
Der y-Rand bleibt dabei dehnungsfrei (εy j = 0) und es wir ein EVZ angesetzt. Gesucht wurde der
kritische Risswiderstand Gc kurz vor dem Fortschreiten des Risses. Hierzu wurde Gc schrittweise
bis zum Fortschreiten des Risses verkleinert. Dabei wurde sichergestellt, dass der mechanische
Gleichgewichtszustand ∇ ⋅ σ = 0 stets erfüllt ist.
Es ist deutlich zu erkennen, dass das Prol der Rissphase φ1obc bei der Verwendung des Einzelhinder-
nispotentials ω1ob(φc) einen wohl denierten Bereich einnimmt. Bei einer maximalen Belastung,
die der Belastung kurz vor einem Fortschreiten des Risses entspricht, ändert sich das Prol nur
geringfügig. ImVergleich dazu ist das Rissphasenprol bei der Verwendung des Einzelmuldenpoten-
tials ω1we(φc) über das gesamte Simulationsgebiet ausgedehnt. Bei einer Belastung wird das Prol
stark verzerrt und führt bei zu großen Übergangsbereichen zu unphysikalischen Phänomenen.
Daher wurden nur eine kleine Bandbreite der Ergebnisse ausgewertet.
Beide Potentiale führen zu einer starken Abhängigkeit der Energiefreisetzungsraten von der Inter-
facebreite l bzw. von dem Parameter є. Die Verwendung des Einzelhindernispotentials ω1ob(φc)
in Kombination mit der verwendeten Interpolationsfunktion hc = (1 − φc)2 führt dabei zu einem
linearen Zusammenhang. Dagegen ist die Abhängigkeit der Energiefreisetzungsraten von der Breite
des Übergangsbereiches bei Verwendung des Einzelmuldenpotentials ω1we(φc) undeniert und
viel ausgeprägter.
Auch ein Anstieg des Risswiderstandes mit dem Parameter є ist bei beiden Potentialen zu erkennen,
daher wird die Abhängigkeit G zu є teilweise kompensiert. Bei Verwendung des Einzelhindernis-
potentials ω1ob(φc) führt die Korrektur zu einem nahezu konstanten Zusammenhang zwischen
dem Verhältnis G⇑Gc, das das Grithsche Kriterium (7.3) widerspiegelt, und der Breite des Über-
gangsbereiches. Allerdings wird dabei das Grithsche Kriterium um etwa 10% überschätzt. Dieses
Phänomen wurde bereits von Hossain et al. [99] untersucht. Für eine Korrektur schlugen die
Autoren die Verwendung eines numerischen kritischen Risswiderstandes Gnumc (siehe Gl. (7.29))
vor, der von Bourdin et al. [91] berechnet wurde. Durch diese Korrektur wird G⇑Gc herabgesetzt,
allerdings bleibt die Abhängigkeit von der Breite des Übergangsbereiches bestehen, was in Abbil-
dung 7.13 deutlich erkennbar ist. Des Weiteren wird durch die Verwendung eines numerischen
Risswiderstandes Gnumc die freie Energie des Systems verfälscht.
In Abschnitt 7.4.1 wurde gezeigt, dass die lokale Krümmung einen großen Beitrag zu den treibenden
Krä en liefert. Diese krümmungsgetriebenen treibenden Krä e können mit einer modizierte
Variationsableitung (7.32) des Ergiefunktionals (7.26) und einer geschickten Wahl der Konstante kκ
ganz (kκ = 1) oder teilweise (0 ≤ kκ ≤ 1) entfernt werden. Wie in Abbildung 7.13 gezeigt ist, hat diese
Modikation keinen Einuss auf die Energiefreisetzungsrate G. Werden die krümmungsgetriebe-
nen treibenden Krä e komplett entfernt, so wird das Grithsche Kriterium (7.3) um etwa 35%
unterschätzt. Dies liegt an dem vom Potential ausgehenden Widerstand gegen Phasenumwand-
lung. Beim Einzelhindernispotential ω1ob(φc) fällt dieser Widerstand deutlich geringer aus als
beim Einzelmuldenpotential ω1we(φc) (vgl. Gl. (7.28) und (7.17)). Mit einer geschickten Wahl der
Konstante kκ = 0.23 ist es möglich, das Grithsche Kriterium (7.3) exakt abzubilden. Dabei bleibt
das Verhältnis G⇑Gc nahezu unabhängig von der Breite des Übergangsbereiches. Die Verwendung
135
Kapitel 7 Modellierung der Rissausbreitung mit der Phasenfeldmethode
des Einzelmuldenpotentials ω1we(φc) in Kombination mit kκ > 0 führte zu Instabilitäten, daher
wurden diese Simulationsergebnisse nicht ausgewertet.
7.6. Multiphasenfeldmodell für Rissausbreitung basierend auf der
Grithschen Theorie
Im letzten Abschnitt wurde ein Rissausbreitungsmodell für zwei Phasen vorgestellt. Im Gegensatz
zu einem physikalischen Modellansatz (siehe Abschnitt 7.2.1) bildet das Modell das Grithsche
Kriterium (7.3) sehr gut ab, wie es in Abbildung 7.13 gezeigt ist. In diesem Abschnitt wird dieses
Modell mit demMultiphasenfeldmodell von Nestler et al. [13], das in Abschnitt 3.1 diskutiert wurde,
für Anwendungen in Mehrkornsystemen kombiniert.
In einem System von N Phasen repräsentiert der Ordnungsparameter φc die Rissphase. Die üb-
rigen N − 1 Phasen, die in dem Tupel φs = φ1, .., φα≠c , .., φN−1 gesammelt sind, repräsentieren
die Festphasenregion mit den jeweiligen Körnern. Der energetische Risswiderstand Gc(φs) und
auch die FormänderungsenergiedichteW(φs, ε(u)) sind im Allgemeinen von der lokal vorliegen-
den Fesphasenkonguration φs abhängig. Dies führt zu einem Funktional der freien Energie der
Form
ℱ c(φ, u) = ∫V Gc(φs)k(
1
є






a(φs,∇φs) und ωob(φs) sind dabei die Gradientenenergiedichte und das Energiepotential für den
Festphasenbereich, die bereits in Abschnitt 3.1 diskutiert wurden. In Anwesenheit einer Rissphase
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Der zusätzliche Beitrag im Potential verhindert die nicht physikalische Ausbildung der sogenannten
Drittphasen [13] im Zweiphasenbereich. Dieser Beitrag und die entsprechendeWahl des Parameters
γαβδ wird ausführlich vonHötzer et al. [46] diskutiert. Die Kombination beiderHindernispotentiale,
des Potentials für die Rissphase ω1ob(φc) und des Potentials für den Festphasenbereich ωob(φs)
ist in Abbildung 7.14 für ein Dreiphasensystem dargestellt. Der Drittphasenbeitrag führt zu einer
Erhöhung der Energiebarriere in der Dreiphasenregion. Daher wird dieser Bereich für die Evolution
der Phasen energetisch ungünstig.
Da die Breite des Übergangsbereiches l bei beidenModellen äquivalent ist (siehe Gl. (7.27)), wird in
diesem Modell, im Gegensatz zu dem vorgestellten Ansatz in [102], nur ein Parameter є verwendet.
Wie schon angesprochen, deniert die lokal vorliegendeMikrostruktur den eektiven energetischen
Risswiderstand Gc(φs) und auch die FormänderungsenergiedichteW(φs, ε(u)). Für die Inter-
polation dieser Terme werden die üblichen Interpolationsfunktionen (3.9) verwendet. Allerdings
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Abbildung 7.14.: Vergleich des resultierenden Gesamtpotentials Gckω1ob(φc) + ωob(φs) für ein Dreipha-
sensystem ohne (links) und mit (rechts) dem Drittphasenterm.
muss in diesen Fall die Normierung durch die Summe aller Festphaseninterpolationsfunktionen








wobei die möglichen zweiphasigen Interpolationsfunktionen durch die Gleichung (3.8) deniert








Gαc ist der energetische Risswiderstand der jeweiligen Phase und Wα(ε(u)) = W+
α(ε(u)) +
W−α(ε(u)) ist die entsprechende Formänderungsenergiedichte, wobei die Teilbeiträge durch
die Gleichung (7.11) deniert sind. Werden Simulationen unter Modus-I-Belastung durchgeführt,
so reduziert sich die Formänderungsenergiedichte zu Wα(ε(u)) = W+α(ε(u)). Des Weiteren
wird für die Rissphase die Interpolationsfunktion hc = (1 − φc)2 verwendet. Diese wird in einem
Quasi-Zweiphasenfall angewendet. Daher muss sie nicht gesondert normiert werden.
Die Herleitung der Allen-Cahn-Evolutionsgleichung der Ordnungsparameter wurde ausführlich in
Abschnitt 3.1 besprochen und ist mit Gleichung (3.17) gegeben. Wird die Variationsableitung des
Energiefunktionals (7.33) bezüglich der Rissphase φc durchgeführt, so ergibt sich für diemodizierte










− 2kє(∇ ⋅ (Gc(φs)∇φc) − kκGc(φs)⋃︀φc⋃︀κc).
(7.34)
137
Kapitel 7 Modellierung der Rissausbreitung mit der Phasenfeldmethode
Gemäß des Ansatzes von Miehe et al. [93] wurden bei den mechanischen treibenden Krä en für
die Rissphase die Kompressionsbeiträge nicht berücksichtigt. Entsprechend folgt für die Variations-


















Das Potential Ψα(ζ) (siehe Gl. (4.46) bzw. Gl. (4.59)) repräsentiert dabei die mechanischen trei-
benden Krä e, die von der Phase φα ausgehen. Dieses Potential wurde ausführlich in den Ab-
schnitten 4.3 und 4.5 besprochen. Dieser Ansatz ermöglicht sowohl die Evolution der Rissphase
in einem Festphasenbereich als auch eine Evolution der Festphasen gegeneinander, unabhängig
davon, ob ein Rissphasenanteil lokal vorhanden ist. In der Variationsableitung (7.34) bezüglich
der Rissphase φc ist die Grenzächenenergie der Festphasen γαβ nicht explizit gelistet. Aber die
Evolutionsgleichung der Ordnungsparameter(3.17) berücksichtigt alle Binärinteraktionen zwischen
den treibenden Krä en. Daher wird die Grenzächenenergie der Festphasen γαβ bei der Evolution
der Rissphase φc immer berücksichtigt, sogar wenn die Mobilitäten der Festphasengrenzächen
verschwinden.
Da nur die Variationsableitung bezüglich der Rissphasemodiziert wurde, wurde ein solcher Ansatz
von Ambati et al. [4] als hybrid bezeichnet. Entsprechend den Berechnungen in Abschnitt 4.3.5
ergeben sich für die Spannungen in der Voigtschen Darstellung
σv(φs, φc) = (𝒦(φs)εv + σ̃v(φs))hc(φc). (7.35)
Dabei sind σ̃v(φs) die Eigenspannungen und 𝒦(φs) die eektive Steigkeitsmatrix in einem
polykristallinen Festphasenbereich, die mit den Gleichungen (4.50) und (4.51) deniert sind.
7.7. Rissausbreitung in polykristallinen Materialien
Die Berechnung der Spannungen im polykristallinen Festphasenbereich wurde in Abschnitt 4.4
bzw. 4.6 validiert. Der Spannungsabfall beim Übergang zur Rissphase wurde in Abschnitt 7.3.1
besprochen. Daher wird Gleichung (7.35) für die Spannungsberechnung im polykristallinen Fest-
phasenbereich und in Anwesenheit einer Rissphase nicht gesondert validiert. Von besonderem
Interesse in diesem Abschnitt ist der Einuss eines phasenabhängigen und damit für den gesam-
ten Festphasenbereich anisotropen energetischen Risswiderstand Gc(φs) auf die Ausbreitung des
Risses. Hierzu wird zunächst nur der Risswiderstand Gc(φs) in einem zweiphasigen Festphasenbe-
reich variiert und die Ausbreitungsgeschwindigkeit untersucht. Im Anschluss werden sowohl der
energetische Risswiderstand Gαc als auch die Steigkeitstensoren 𝒞α der einzelnen Phasen variiert
und die Ausbreitung des Risses in einem polykristallinen Material untersucht. Zum Abschluss wird
der Einuss der Grenzächenenergieen der Festphasen auf den resultierenden Risswiderstand und
den resultierenden Risspfad untersucht.
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Abbildung 7.15.: Einuss einer horizontalen Barriere auf die Rissausbreitung: a) Aufbau des Simulations-
gebietes mit zwei Festphasen φ1 und φ2 zum Zeitpunkt t = t0 , b) Evolution der Rissphase φc und c)
Energiefreisetzungsrate G und die Geschwindigkeit der Rissspitze vc bei der Evolution.
7.7.1. Einuss einer horizontalen Grenzäche auf die Rissausbreitung
In einem Simulationsgebiet mit 150 × 150 Zellen sind zwei Phasen im Festphasenbereich φ1 und φ2
gemäß Abbildung 7.15 a) so positioniert, dass sich eine horizontale Korngrenze bildet. Die gewählte
Grenzächenenergie ist γ12 = 0.1G1c und es wurden die Risswiderstände G2c = 1.6G1c verwendet.
In einem EVZ ist die Belastung mit einer Verschiebungsrandbedingung ux = u0 in x-Richtung
angebracht, wobei der Randbereich in y-Richtung dehnungsfrei bleibt. Für die Ordnungsparameter
wurde an allen Rändern eine ussfreie Randbedingung∇φ = 0 verwendet. Beide Festphasen haben
die gleichen Materialparameter von Stahl, mit dem Youngschen Modul ℰ0 = 210GPa und einer
Querkontraktion von ν = 0.3. Daher gibt es keinen Einuss der Korngrenze auf die resultieren-
de Spannung. Um eine Phasenumwandlung zwischen den Festphasen zu vermeiden, wurde die
Mobilität M12 = Mc1⇑100 = Mc2⇑100 gewählt, wobei im initialen Zustand ein voll ausgebildeter
Übergangsbereich sichergestellt wurde.
Die resultierende Energiefreisetzungsrate G wurde über das J-Integral (7.5) berechnet und ist in
Abbildung 7.15 c) mit der Geschwindigkeit der Rissspitze vc dargestellt. Da die Energiefreisetzungs-
rate G größer ist als der energetische Risswiderstand G1c, breitet sich der Riss zunächst aus, bis die
Korngrenze erreicht ist. In der Übergangsregion der Festphasen steigt der Risswiderstand Gc(φs)
kontinuierlich bis zuG2c an. Da die EnergiefreisetzungsrateG nicht ausreicht umG2c zu überwinden,
bleibt der Riss in der Übergangsregion der Festphasen stehen. Dabei hat die Rissphase nahezu
keinen Einuss auf die Position der Festphasen φ1 und φ2 zueinander, wie in den Teilbildern 7.15 b)
zu sehen ist. Dies wurde mit der erwähnten Reduktion der MobilitätM12 und mit einer Wahl der
Drittphasenkonstanten von γc12 = γc21 = Gc(φs) erreicht.
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Abbildung 7.16.: Rissausbreitung in einem polykristallinen Material: a) Mikrostruktur des anfänglichen
Zustandes mit den gewählten Materialparametern. Die hervorgehobenen Materialparameter sind Vielfa-
che von E0 = 210GPa und G0 = 1.6 J⇑m2 . b) von Mises-Spannung σmises im anfänglichen Zustand und
c-d) Evolution der schwarz markierten Rissphase mit den entsprechenden Isolinien von φc .
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7.7.2. Rissausbreitung im polykristallinen System
Im zweiten Simulationsbeispiel wird die Rissausbreitung in einem polykristallinen Material de-
monstriert. Ein Simulationsgebiet mit fünf Festphasen mit unterschiedlichen Youngschen Modulen
ℰα und unterschiedlichen energetischen Risswiderständen Gαc wurde gemäß Abbildung 7.16 a)
vorbereitet. Die gewählten Randbedingungen sind äquivalent zu dem Simulationsbeispiel, das
in Abschnitt 7.7.1 besprochen wurde. Die von Mises-Spannung reektiert die Steigkeitssprünge
zwischen den Festphasen, wie in Abbildung 7.16 b) zu erkennen ist. Im initialen Zustand wurde
zunächst sichergestellt, dass der Übergangsbereich zwischen den Festphasen voll ausgebildet ist.
Anschließend wurde die Mobilität der Festphasengrenzächen um einen Faktor 100 kleiner gewählt
als die Mobilität der Rissächen (Mcα = Mαc = 100Mαβ, α, β ≠ c).
Der Riss wählt sich den energetisch günstigsten Pfad, der von der lokalen Formänderungsenergie-
dichteW(u, φs) und von dem lokalen energetischen Risswiderstand Gc(φs) abhängt. Zusätzlich
wird die lokale Grenzächenenergie γαβ zwischen den Festphasen abgebaut, wenn der Riss die ent-
sprechende Übergangsregion überschreitet. In Abbildung 7.16 a,c-d) ist der resultierende Risspfad
dargestellt. Sowohl eine transkristalline als auch eine interkristalline Ausbreitung des Risses ist
deutlich zu erkennen.
Die Modellierung der Rissausbreitung als ein Phasenumwandlungsprozess führt unvermeidlich
zu einem Materialverlust bei einem Fortschreiten des Risses [56]. Daher sollte die Rissphase so
klein wie möglich gehalten werden. Die Isolinien der Rissphase φc, die zusätzlich in Abbildung 7.16
a,c-d) dargestellt sind, zeigen, dass die innere Region von φc stets bei einer minimalen Breite von
ein bis maximal zwei Zellen bleibt. Dies reduziert den unvermeidlichen Materialverlust auf ein
Minimum.
DesWeiteren zeigen die Isolinien eine Verbreiterung der Rissphase φc in den Tripelpunktbereichen.
Der Grund der Verbreiterung ist der zusätzliche Abbau der Grenzächenenergie γαβ = G0⇑5
zwischen den Festphasen. Der genaue Einuss der Grenzächenenergie auf den Risswiderstand
wird im nächsten Simulationsbeispiel untersucht.
7.7.3. Einuss der Grenzächenenergie auf den eektiven energetischen
Risswiderstand und den resultierenden Risspfad
Im letzten Simulationsbeispiel wurde gezeigt, dass die Grenzächenenergie der Festphasen einen
Einuss auf die Breite der Rissphase φc in den Tripelpunktbereichen hat. Allerdings konnten bei
dem komplexen Simulationsaufbau keine erkennbaren Auswirkungen der Grenzächenenergie
auf die Evolution der inneren Zellen von φc und damit auch auf den resultierenden energetischen
Risswiderstand bestimmt werden. Daher wird für eine genauere Untersuchung des Grenzächen-
energieeinusses auf den resultierenden Risswiderstand ein Simulationsaufbau mit nur einer
Grenzäche gewählt. In einem Simulationsgebiet mit 150 × 150 Zellen werden die zwei Festphasen
φ1 und φ2 gemäß Abbildung 7.17 a) so positioniert, dass eine horizontale Korngrenze entsteht.
Da hier nur der Einuss der Grenzächenenergie γ12 untersucht wird, wurden die energetischen
Risswiederstände G1c und G2c und die Youngschen Module ℰ1 und ℰ2 gleich gewählt. Die gewählten
Randbedingungen sind äquivalent zu dem Simulationsbeispiel, das in Abschnitt 7.7.1 besprochen
wurde. Bei der Grenzächenenergie γ12 = fγG1c wurde der Faktor fγ variiert. Die energetischen Riss-
wiederstände G1c = G2c wurden dabei bei jeder Variation von fγ schrittweise bis zum Fortschreiten
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Abbildung 7.17.: Einuss einer Grenzäche auf den eektiven Risswiderstand: a) Aufbau des Simulations-
gebietes mit zwei Fesphasen φ1 und φ2 im initialen Zustand (t = t0), c) energetische Risswiderstände
G1c = G2c = G
eq
c amGriths-Punkt bei einer Variation der Grenzächenenergie γ12 mitG0c als energetische
Risswiderstände am Griths-Punkt ohne eine Grenzäche und b) entsprechende Prole von φc kurz vor
dem Fortschreiten des Risses.
des Risses verkleinert und beim entstehenden Griths-Punkt ausgewertet. Dabei wurde der Para-
meter für die Vermeidung der Drittphasen jeweils γαβc = G1c gewählt und es wurde sichergestellt,
dass der mechanische Gleichgewichtszustand ∇ ⋅ σ = 0 stets erfüllt ist.
Eine Abhängigkeit des energetischen RisswiderstandesGeqc amGriths-Punkt ist deutlich zu erken-
nen. Der zusätzliche Abbau der Grenzächenenergie γ12 führt zu einer Erhöhung der energetischen
Risswiderstände G1c = G2c = G
eq
c im Gleichgewicht, dargestellt in Abbildung 7.17 c). Zusätzlich ist
ein Einuss der Grenzächenenergie auf das Prol der Rissphase φc zu erkennen. Teilbild b) von
Abbildung 7.17 zeigt, dass der Abbau der Grenzächenenergie zu einer Ausdehnung von φc in
die Grenzäche zwischen den Festphasen führt. Diese Ausdehnung der Rissphase in die Grenz-
äche der Festphasen kann ab einem Verhältnis von γ12 > Gc⇑10 sogar bei sehr hohen Werten




≥ 10, α, β ≠ c
nicht überschritten werden, um die Rissphase stabil zu halten. Die Abhängigkeit des eektiven
Risswiderstandes von den Grenzächenenergien, die in Abbildung 7.17 c) dargestellt ist, muss
dabei berücksichtigt werden. Ist die Grenzächenenergie unter einem Wert von γ12 ≤ Gc⇑100,
so hat diese nahezu keinen Einuss auf den eektiven energetischen Risswiderstand. Höhere
Grenzächenenergien führen zu einen Verkleinerung des eektiven Risswiderstandes und zu einer
Veränderung des Risspfades, wie es in dem nächsten Simulationsbeispiel gezeigt ist.
Eine der wichtigsten Eigenscha en des vorgestelltenModells ist dieMöglichkeit, dieMobilitäten der
Festphasengrenzen als Null zu wählen und trotzdem den Einuss der Grenzächenenergien auf die
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Abbildung 7.18.: Einuss einer schiefen Grenzäche: a) Simulationsgebiet mit zwei Festphasen φ1 und
φ2 und einer Rissphase φc mit entsprechenden Isolinien zum anfänglichen Zeitpunkt, b)-f ) Risspfad
abhängig von der Grenzächenenergie γ12 .
Evolution der Rissphase zu berücksichtigen. Diese Eingenscha wird in diesem Simulationsbeispiel
hervorgehoben. Hierzu wird eine schiefe Grenzäche entlang des Risspfades gemäß Abbildung 7.18
a) gesetzt, gleiche Steigkeiten sowie gleiche Risswiederstände G1c = G2c = Gc für beide Festphasen
φ1 und φ2 gewählt und die Grenzächenenergie γ12 variiert. Die gewählten Randbedingungen sind
äquivalent zum letzten Simulationsbeispiel und es wurde die MobilitätM12 = 0 gewählt, nachdem
sich der Übergangsbereich der Festphasen voll ausgebildet hat.
Wie schon im letzten Simulationsbeispiel gezeigt wurde, hat eine kleine Grenzächenenergie von
γ12 = 0.01Gc keinen Einuss auf den eektiven Risswiderstand. Daher wird der Risspfad auch
nicht beeinusst, was in Abbildung 7.18 a) zu sehen ist. Sogar das Prol von φc wird durch die
Gegenwart der Grenzäche nicht beeinusst, was an den dargestellten Isolinien zu erkennen ist.
Mit steigender Grenzächenenergie wird sowohl das Prol als auch der Risspfad in Richtung
der Grenzäche gezogen. In dem vorliegenden Simulationsaufbau liegt der kritische Wert zur
interkristallinen Rissausbreitung bei etwa γ12 ≈ 0.225Gc, wie in Abbildung 7.18 e) dargestellt ist.
Sogar eine Aufspaltung des Risspfades ist in diesem Simulationsbeispiel zu erkennen. Größere





Die vorliegende Arbeit beschä igt sich mit Fragestellungen der Phasenfeldmodellierung mit mecha-
nischen treibenden Krä en. Folgende drei Kernpunkte stehen besonders im Fokus der Arbeit:
• Erfüllung der mechanischen Sprungbedingungen an den Grenzächen bei der Berechnung
von Spannungen in Multiphasensystemen, obwohl sich die Grenzächen über volumetrische
Bereiche erstrecken.
• Abbildung der mechanischen Kongurationskrä e bei der Formulierung der mechanischen
treibenden Krä e in den volumetrischen Übergangsbereichen zwischen den Phasen.
• Erarbeitung eines Phasenfeldmodells, aufbauend auf den ersten beiden Kernpunkten, zur
Modellierung der Rissausbreitung in Multiphasensystemen.
Die ersten beiden Kernpunkte wurden sowohl unter der Annahme von innitesimalen Defor-
mationen in Kapitel 4 als auch für nite Deformationen in Kapitel 6 bearbeitet. Dabei wurden
zwei komplett unterschiedliche Vorgehensweisen vorgestellt. Beim Modell für innitesimale Defor-
mationen wurde zunächst ein Potential aus kontinuierlichen Variablen deniert. Anschließend
wurden aus diesem Potential die lokalen Homogenisierungsmethoden für Materialparameter und
die treibenden Krä e abgeleitet. Das Modell für nite Deformationen basiert auf einer impliziten
Berechnung der sprungbeha eten Anteile der Spannung und der Deformationsgradienten, die
zu phasenanteiligen Größen führen. Mit der Kenntnis dieser phasenanteiligen Größen wurden
anschließend die homogenisierten Spannungen zur Anwendung in der Impulsbilanz und die
treibenden Krä e zur Grenzächenbewegung abgeleitet. Für beide Methoden wurden ähnliche
Validierungsstudien zur Spannungsberechnung durchgeführt. Dabei wurde im Vergleich zu eta-
blierten theoretischen Vorhersagen gezeigt, dass beide Methoden die scharfe Grenzächenlösung
abbilden und bei kleinen Verformungen zum selben Ergebnis führen. Obwohl beide Methoden mit
diusen Übergangsbereichen zwischen den Phasen arbeiten, wurde bei beiden Methoden gezeigt,
dass die mechanischen Sprungbedingungen erfüllt werden und mechanische Kongurationskrä e
zur Grenzächenbewegung verwendet werden. Einige der Ergebnisse aus Kapitel 4 wurden bereits
in Schneider et al. [11] publiziert. Ein weiterer Artikel mit der vorgestellten Erweiterung des Modells
für Anwendungen in Multiphasensystemen ist kurz vor der Einreichung. Das Modell für nite
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Deformationen ist bis dato nicht publiziert. Unter anderem wurden in Kapitel 6 das Multiphasen-
feldmodell und die formulierten treibenden Krä e in die Eulersche Darstellung transformiert. Die
resultierenden Formulierungen der Evolutionsgleichung der Ordnungsparameter weichen von
denen in der Literatur bekannten [82, 130] ab.
Eine der notwendigen Bestandteile der Berechnung von Spannungen und treibenden Krä en ist die
Berücksichtigung der inelastischen Dehnungs- bzw. Deformationsbeiträge. Beide behandelten Me-
thoden sind so formuliert, dass jegliche Arten von inelastischen Dehnungen bzw. Deformationen
berücksichtigt werden können. Zusätzlich sind in Kapitel 5 zweiMethoden zur Berechnung der plas-
tischen Dehnungen im Phasenfeldkontext unter der Annahme von innitesimalen Verformungen
untersucht worden. Eine derMethodenmit den dazugehörigen Simulationsstudien wurde in Schnei-
der et al. [56] veröentlicht und ermöglicht die Berechnung von eektiven Materialeigenscha en
in polykristallinen Systemen. Die andere Methode erlaubt die Berechnung von phasenanteiligen
plastischen Dehnungen, die zur Formulierung der mechanischen Kongurationskrä e notwendig
sind.
Die übliche Vorgehensweise zur Validierung der treibenden Krä e im Phasenfeldkontext ist die
Bildung eines scharfen Übergangsbereichslimits [131]. Allerdings ist bei der Interpolation von
mechanischen Materialparametern diese Methode nicht aussagekrä ig, denn das scharfe Über-
gangsbereichslimit ist für die harmonische und die lineare Interpolationsmethode äquivalent. Dies
ist direkt in Abbildung 4.1 erkennbar. Wird der Übergangsbereich unendlich klein, dann liegt der
Sprung der Steigkeiten für beide Methoden an der selben Position. Daher wurde in der vorlie-
genden Arbeit eine andere Methode verwendet. Es wurde untersucht, ob ein Integral mit einer
entsprechenden interpolierten Größe über den Übergangsbereich in Richtung der Normalen zur
scharfen Grenzächenlösung konvergiert. Mit diesem Verfahren konnte gezeigt werden, dass die
formulierten treibenden Krä e den mechanischen Kongurationskrä en entsprechen.
Sowohl dasModell für innitesimale Verformungen als auch das für nite Deformationen sind allge-
meingültig und ohne eine Beschränkung auf eine spezielle Anwendung formuliert. Daher sind mög-
liche Anwendungen der Ansätze sehr vielfältig. Für jegliche Art von fest-fest Phasenumwandlungs-
prozessen, bei denen die mechanischen treibenden Krä e eine Rolle spielen, wie sie beispielsweise
bei der Wärmebehandlung von Stählen au reten, nden die vorgestellten Modelle ihre Anwen-
dung. Dazu gehören die martensitische Transformation, die bainitische Transformation sowie der
Rekristallisationsprozess. Die Anwendbarkeit der Modelle für die Abbildung des martensitischen
Phasenumwandlungsprozesses wurde in den Abschnitten 4.7 und 6.5 diskutiert. Im Gegensatz
zu den gängigen Verfahren [67, 68] wurden bei diesen Simulationsbeispielen die mechanischen
Kongurationskrä e anstatt der Dierenz der Formänderungsdichten als mechanische treibende
Krä e verwendet. Werden chemische treibende Krä e [9, 13] mitberücksichtigt, so kann mit den
vorgestellten Modellen auch der bainitische Phasenumwandlungsprozess [132] abgebildet werden.
Über die Wachstumsmechanismen der Bainitnadeln im Austenit wird in der Literatur kontrovers
diskutiert [133]. Bis zum jetzigen Zeitpunkt wurden bei der Abbildung des Rekristallisationsprozes-
ses die mechanischen treibenden Krä e nur empirisch hinzugefügt [134] und die Auswirkungen
der mechanischen Kongurationskrä e auf diesen Prozess noch nicht untersucht.
Der letzte Kernpunkt der vorliegenden Arbeit wurde in Kapitel 7 bearbeitet. Hier wurden die
Möglichkeiten zur Modellierung der Rissausbreitung mit der Phasenfeldmethode auf der mesosko-
pischen Längenskala untersucht und als Ergebnis ein Modell zur Modellierung der Rissausbreitung
inMultiphasensystemen vorgestellt. Zu diesemZweck wurden zwei unterschiedlicheModellierungs-
ansätze in einem Phasenfeldmodell erfolgreich verbunden. Das in den ersten beiden Kernpunkten
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erarbeite Multiphasenfeldmodell zur Beschreibung von Phasenumwandlungsprozessen wurde
mit einem auf der Grithschen¿eorie basierenden Rissausbreitungsmodell gekoppelt. Dadurch
wurde erstmalig die Modellierung der Rissausbreitung in polykristallinen Strukturen unter der
Berücksichtigung des Grithschen Kriteriums und der Grenzächenenergien ermöglicht. Des
Weiteren ermöglicht dieses Modell eine simultane Modellierung der Phasenumwandlungsprozes-
sen und der Rissausbreitung in polykristallinen Strukturen. Einige Bestandteile der Untersuchung
und des resultierenden Modells sind bereits in den referierten Publikationen Schneider et al. [57],
Schneider et al. [56], Schneider et al. [102] und Nestler et al. [103] verarbeitet. Das gesamte Mo-
dell, inklusive der Kopplung mit der Spannungsberechnung und der Berechnung der treibenden
Krä e zwischen den Festphasen aus den ersten beiden Kernpunkten der Arbeit, ist bis dato nicht
veröentlicht.
Neben den vielfältigen Anwendungsmöglichkeiten bei der Untersuchungen der Rissausbreitung in
heterogenen Strukturen hat dieses Modell einen weiteren Vorteil: Der diuse Übergangsbereich
zwischen den Festphasen ermöglicht eine gezielte Modikation des energetischen Risswiderstandes
an den Grenzübergängen, wie es bei Diusivitäten von Ankit et al. [135] durchgeführt wurde. Eine
derartige Modikation des Risswiderstandes ist beispielsweise bei Materialien mit inkohärent-
oder teilkohärent-gebundenen Einschlüssen oder bei Verbundwerkstoen mit Ablöseverhalten der
Verbindungskomponenten notwendig. Die Ablösung von Fasern in Faserverbundwerkstoen ist
hierfür ein Beispiel [136].
Alle vorgestelltenModelle wurden in Rahmen der vorliegendenArbeit in das Pace3D-So warepaket
implementiert. Mit diesem So warepaket wurden alle Simulationsstudien inklusive der Auswertun-
gen dieser Arbeit durchgeführt. Für weitere Untersuchungen mit den vorgestellten Modellen stehen
somit alle Parallelisierungstechniken des So warepakets, welche großskalige Simulationen [134,






In der Voigtschen Notation folgt für die Spannungen und Dehnungen
σv = (σ11, σ22, σ33, σ23, σ13, σ12)
T ,
εv = (ε11, ε22, ε33, 2ε23, 2ε13, 2ε12)
T .
Die Transformation (4.23) wird zu
σvB(ns) = Mvσσv,
εvB(ns) = Mvε εv





n1n1 n2n2 n3n3 2n2n3 2n1n3 2n1n2
t1t1 t2t2 t3t3 2t2t3 2t1t3 2t1t2
s1s1 s2s2 s3s3 2s2s3 2s1s3 2s1s2
t1s1 t2s2 t3s3 t2s3 + t3s2 t1s3 + t3s1 t1s2 + t2s1
n1s1 n2s2 n3s3 n2s3 + n3s2 n1s3 + n3s1 n1s2 + n2s1









n1n1 n2n2 n3n3 n2n3 n1n3 n1n2
t1t1 t2t2 t3t3 t2t3 t1t3 t1t2
s1s1 s2s2 s3s3 s2s3 s1s3 s1s2
2t1s1 2t2s2 2t3s3 t2s3 + t3s2 t1s3 + t3s1 t1s2 + t2s1
2n1s1 2n2s2 2n3s3 n2s3 + n3s2 n1s3 + n3s1 n1s2 + n2s1







Werden die Spannungs- undDehnungskomponenten umgeordnet, wie es in Abschnitt 4.3.1 benötigt
wird, folgt
εB ∶=(εnn , εns , εnt , εtt , εss , εts)T = (εn , εt)T,
σB ∶=(σnn , σns , σnt , σtt , σss , σts)T = (σn , σt)T.
Mit dieser Umsortierung der Komponenten werden auch die Zeilen und Spalten der Transformati-





n1n1 n2n2 n3n3 2n2n3 2n1n3 2n1n2
n1t1 n2t2 n3t3 n2t3 + n3t2 n1t3 + n3t1 n1t2 + n2t1
n1s1 n2s2 n3s3 n2s3 + n3s2 n1s3 + n3s1 n1s2 + n2s1
t1t1 t2t2 t3t3 2t2t3 2t1t3 2t1t2
s1s1 s2s2 s3s3 2s2s3 2s1s3 2s1s2









n1n1 n2n2 n3n3 n2n3 n1n3 n1n2
2n1t1 2n2t2 2n3t3 n2t3 + n3t2 n1t3 + n3t1 n1t2 + n2t1
2n1s1 2n2s2 2n3s3 n2s3 + n3s2 n1s3 + n3s1 n1s2 + n2s1
t1t1 t2t2 t3t3 t2t3 t1t3 t1t2
s1s1 s2s2 s3s3 s2s3 s1s3 s1s2





Damit kann eine Transformation vom kartesischem Koordinatensystem direkt in die benötigte
Form der Spannungen und Dehnungen erfolgen
σB = Mσσv,
εB = Mεεv.
A.2. Berechnung der Koezientenmatrix für das Newtonsche
Verfahren in Abschnitt 6.2.2
In Abschnitt 6.2.2 wird ein Newtonsches Verfahren verwendet, dessen Koezentenmatrix Ĝ(ân)
(siehe Gl. (6.17)) im Folgenden berechnet wird. Die Beiträge von ĝ(ân) sind komponentenweise
gegeben durch
g1αv = F1vi2S1i jn1αj − Fαvi2Sαi jn1αj
= F1vi𝒞1i jkl2E1kln1αj − Fαvi𝒞αi jkl2Eαkln1αj
= F1vi𝒞1i jkl(F1mkF1ml − δkl)n1αj − Fαvi𝒞αi jkl(FαmkFαml − δkl)n1αj .
Dabei sind die aufgeführten Deformationsgradienten und entsprechend die Greenschen Deh-
nungen abhängig von dem Tupel der unbekannten Komponenten von â (siehe Gl. (6.14)). Der
Übersichtlichkeit halber werden im Folgenden die Komponenten des Normalenvektors in der
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Referenzkonguration n1αr als n1αi bezeichnet. Für die Ableitung von g1α(â) nach a1β und damit
























und die Funktion Hαβ ist deniert als
Hαβ(α, β) =
)︀⌉︀⌉︀⌋︀⌉︀⌉︀]︀
hβ(φ) falls α = 1 oder β ≠ α
−∑δ≠α hδ(φ) falls β = α.










Die Beiträge ∂g1α⇑(∂a1β) der Koezentenmatrix Ĝ(ân) sind damit deniert. Mit diesem Beiträgen




























wobei die einzelnen Beiträge ∂g1α⇑∂a1β jeweils 3 × 3 Matrizen repräsentieren.
A.3. Erweiterung des Modells aus Abschnitt 4.3 für Anwendungen
mit niten Deformationen
Die Formulierung des Materialgesetzes im Übergangsbereich ist vom Materialgesetz innerhalb der
einzelnen Phasen abhängig. Bei der Modellierung eines hyperelastischen Materialverhaltens in
Stählen wird verbreitet das St. Venant-Kirchho-Gesetz (2.45) angewendet. Dieses physikalisch
lineare Materialgesetz beschreibt einen linearen Zusammenhang zwischen dem zweiten Piola-
Kirchhoschen Spannungstensor (siehe Gl. (2.17)) und dem Greenschen Verzerrungstensor (2.44)
und wird im Folgenden angesetzt.
Der Greensche Verzerrungstensor ist eine Funktion des rechten Cauchy-Green-Tensors C = FTF .
Unter Berücksichtigung der Hadamardschen Bedingung (2.33) und der Identität ⎜ f g⨆︁ = ⎜ f ⨆︁∐︀g̃︀ +
∐︀ f ̃︀⎜g⨆︁, folgt für den Sprung des rechten Cauchy-Green-Tensors
⎜C⨆︁ = ⎟FT∮︀∐︀F̃︀ + ∐︁FT̃︁⎜F⨆︁ = (nsr ⊗ a)∐︀F̃︀ + ∐︁FT̃︁(a ⊗ nsr)
= nsr ⊗ ∐︁FTã︁ + ∐︁FTã︁⊗ nsr ,
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mit einem beliebigen Vektor a. Damit hat der Sprung des rechten Cauchy-Green-Tensors eine
äquivalente Form zum Sprung der innitesimalen Dehnung (4.19) und wird auf die gleiche Weise,
unter Verwendung der Aufspaltung des Deformationsgradienten (6.6), in seine symmetrischen
Normal- und Tangentialanteile zur singulären Fläche aufgeteilt
C = FTF = (FTnr + F
T













Da der Sprung des Tangentialanteils des Deformationsgradienten verschwindet (siehe Gl. (6.21)),
verschwindet auch der Sprung des tangentialen Anteils des rechten Cauchy-Green-Tensors Ctr .
Ist die Dehnung linear vom Cauchy-Green-Tensor C abhängig, wie es bei der Greenschen Deh-
nung (2.44) der Fall ist, so folgt entsprechend für die kontinuierlichen Anteile der Dehnung
Etr = f (Ctr) = (I − nr ⊗ nr) f (C)(I − nr ⊗ nr) (A.2)
= (I − nr ⊗ nr)E(I − nr ⊗ nr) =∶ ((I − nr ⊗ nr) ◻ (I − nr ⊗ nr))(︀E⌋︀ = 𝒫(︀E⌋︀.
Dabei ist der Operator ◻ mit der Operation (A◻ B)(︀C⌋︀ = ACB deniert und 𝒫 ist ein Tensor
vierter Stufe, der in der Indexnotation
𝒫i jkl = ((I − nr ⊗ nr) ◻ (I − nr ⊗ nr))i jkl = (I − nr ⊗ nr)ik(I − nr ⊗ nr)l j
lautet. Entsprechend wird auch der Normalanteil der Dehnung Enr = (I ◻ I −𝒫)(︀E⌋︀ ∶= 𝒩 (︀E⌋︀
abgespalten und es gilt für die Gesamtdehnung
E =𝒩 (︀E⌋︀ +𝒫(︀E⌋︀ = Enr + Etr . (A.3)
Äquivalent zu der Aufspaltung des Steigkeitstensors in der Voigtschen Darstellung gemäß Glei-
chung (4.26) wird der Steigkeitstensor mithilfe der Projektoren𝒩 und 𝒯 additiv in vier Beiträge
zerlegt
𝒞 =𝒩 ∶ 𝒞 ∶𝒩 +𝒩 ∶ 𝒞 ∶ 𝒫 +𝒫 ∶ 𝒞 ∶𝒩 +𝒫 ∶ 𝒞 ∶ 𝒫 (A.4)
=∶ 𝒞nn + 𝒞nt + 𝒞 tn + 𝒞 tt .
Dabei gilt in der Indexnotation zwischen Tensoren vierter Stufe
(𝒞 ∶ (A◻ B))i jkl = 𝒞i jmn(A◻ B)mnkl = 𝒞i jmnAmkBln .
Ausgehend von einer quadratischen Form der FormänderungsenergiedichteW = E ⋅ 𝒞(︀E⌋︀⇑2 folgt




















nt(︀Etr ⌋︀ + Etr ⋅ 𝒞αtt(︀Etr ⌋︀).
Hierbei wurde die Symmetrie des Steigkeitstensors ausgenutzt. Das hochgestellte α bei den Nor-
malanteilen der Dehnung deutet an, dass es sich dabei um eine diskontinuierliche und damit
phasenabhängige Variable handelt. Diese diskontinuierlichen Dehnungsanteile Eαnr werden durch
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eine Legendre-Transformation substituiert. Mit ∂Wα⇑∂Eαnr = 𝒞
α
nn(︀Eαnr ⌋︀ + 𝒞
α
nt(︀Etr ⌋︀ =𝒩 (︀Sα⌋︀ ∶= Sαnr






nt(︀Etr ⌋︀⌈︀ = 𝒮αnn(︀Snr − 𝒞αnt(︀Etr ⌋︀⌋︀.
(𝒞αnn)
−1 bzw. 𝒮αnn ist eine Pseudoinverse von 𝒞αnn und ist nur in dem𝒩 Projektionsraum deniert.























nn(︀Snr − 𝒞αnt(︀Etr ⌋︀⌋︀ ⋅ 𝒞αnn ∶ 𝒮αnn(︀Snr − 𝒞αnt(︀Etr ⌋︀⌋︀
+𝒮αnn)︀Sαnr − 𝒞
α
nt(︀Etr ⌋︀⌈︀ ⋅ 𝒞αnt(︀Etr ⌋︀ +
1
2
Etr ⋅ 𝒞αtt(︀Etr ⌋︀
− Sαnr ⋅𝒮
α





nn(︀Snr ⌋︀ +𝒮αnn ∶ 𝒞αnt(︀Etr ⌋︀)
+Etr ⋅ (𝒞αtn ∶ 𝒮αnn)︀Sαnr⌈︀ + (𝒞
α
tt − 𝒞αtn ∶ 𝒮αnn ∶ 𝒞αnt)(︀Etr ⌋︀)).
Im Unterschied zur innitesimalen Formulierung ist das Potential Ψ̃α(Sαnr , Eαtr) nicht äquivalent
zu Ψα(F), das in Abschnitt 6.4 für die Formulierung der treibenden Krä e abgeleitet wurde.
Ψ̃α(Sαnr , Eαtr) ist lediglich ein Hilfspotential zur Formulierung der elastischen konstitutiven Glei-
chung im Übergangsbereich der Ordnungsparameter. Ein weiterer Unterschied zur innitesimalen
Formulierung ist, dass Sαnr in Gegensatz zu σn (siehe Gl. (4.24)) im Allgemeinen keine kontinuierli-
che Variable ist, d. h. der Sprung von Sαnr ist ungleich Null. Trotz dieser Diskontinuität, wird im
Folgenden die Annahme getroen, dass Sαnr =∶ S̃nr kontinuierlich ist und S̃nr wird verwendet, um
die diskontinuierlichen Dehnungsanteile zu substituieren.
Das Gesamtpotential im Übergangsbereich ist die lineare Interpolation der Einzelbeiträge Ψ̃α und
Ψ̃β gewichtet mit den entsprechenden Interpolationsfunktionen hα(φ) bzw. hβ(φ)
Ψ̃(S̃nr , Eαtr) = Ψ̃
α(S̃nr , Eαtr)h






(S̃nr ⋅ (𝒯 nn)︀S̃nr⌈︀ + 𝒯 nt(︀Etr ⌋︀) +Etr ⋅ (𝒯 tn)︀S̃nr⌈︀ + 𝒯 tt(︀Etr ⌋︀)).
Dabei sind die einzelnen interpolierten Materialparameter ähnlich zu den Formulierungen innite-
simaler Deformationen (siehe Gl. (4.43)), allerdings als Tensoren vierter Stufe, folgendermaßen
deniert
𝒯 nn ∶=𝒯 αnnhα(φ) + 𝒯
β
nnhβ(φ) = −𝒮αnnhα(φ) −𝒮
β
nnhβ(φ), (A.6)
𝒯 nt ∶=𝒯 αnthα(φ) + 𝒯
β
nth
β(φ) = 𝒮αnn ∶ 𝒞αnthα(φ) +𝒮
β
nn ∶ 𝒞βnthβ(φ),











Mit ∂Ψ̃⇑∂S̃nr = 𝒯 nn)︀S̃nr⌈︀ + 𝒯 nt(︀Etr ⌋︀ = −Enr folgt für die Normalanteile der Spannungen
S̃nr = 𝒯 −1nn(︀−Enr − 𝒯 nt(︀Etr ⌋︀⌋︀.
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Mit 𝒯 −1nn als pseudoinverse Matrix von 𝒯 nn, die nur im𝒩 Projektionsraum deniert ist. Damit
ergibt sich für die inverse Legendre-Transformation des Potentials P̃ nach S̃nr






(𝒯 −1nn(︀−Enr − 𝒯 nt(︀Etr ⌋︀⌋︀ ⋅ (𝒯 nn ∶ 𝒯 −1nn(︀−Enr − 𝒯 nt(︀Etr ⌋︀⌋︀ + 𝒯 nt(︀Etr ⌋︀)
+Etr ⋅ (𝒯 tn ∶ 𝒯 −1nn(︀−Enr − 𝒯 nt(︀Etr ⌋︀⌋︀ + 𝒯 tt(︀Etr ⌋︀))
+ Enr ⋅ 𝒯 −1nn(︀−Enr − 𝒯 nt(︀Etr ⌋︀⌋︀
= 1
2
(Enr ⋅ (−𝒯 −1nn)(︀Enr ⌋︀ + 2Enr ⋅ (−𝒯 −1nn ∶ 𝒯 nt)(︀Etr ⌋︀
+Etr ⋅ (𝒯 tt − 𝒯 tn ∶ 𝒯 −1nn ∶ 𝒯 nt)(︀Etr ⌋︀).
Unter Berücksichtigung der Projektionsvorschri en𝒩 ∶ 𝒩 = 𝒩 und 𝒫 ∶ 𝒫 = 𝒫 folgt für die
Spannungen im Übergangsbereich
S = (𝒩 +𝒫)(︀S⌋︀ = S̃nr + S̃tr =
∂W(Enr , Etr)
∂Enr
+ ∂W(Enr , Etr)
∂Etr
(A.7)
= −𝒯 −1nn(︀Enr ⌋︀ − 𝒯 −1nn ∶ 𝒯 nt(︀Etr ⌋︀ − 𝒯 tn ∶ 𝒯 −1nn(︀Enr ⌋︀ + (𝒯 tt − 𝒯 tn ∶ 𝒯 −1nn ∶ 𝒯 nt)(︀Etr ⌋︀
= (−𝒯 −1nn ∶𝒩 − 𝒯 −1nn ∶ 𝒯 nt ∶ 𝒫 − 𝒯 tn ∶ 𝒯 −1nn ∶𝒩 + (𝒯 tt − 𝒯 tn ∶ 𝒯 −1nn ∶ 𝒯 nt)𝒫)(︀E⌋︀




𝒦(φ) ist der eektive Steigkeitstensor im Übergangsbereich und ist in der Voigtschen Darstel-
lung äquivalent zu dem eektiven Steigkeitstensor, der für innitesimale Deformationen im
Übergangsbereich formuliert wurde (siehe Gl. (4.50) und (4.51)).
A.3.1. Berücksichtigung der inelastischen Dehnungen
Wie schon in Abschnitt 6.2 besprochen, wird als hyperelastische konstitutive Gleichung in der La-
grangeschen Darstellung das St. Venant-Kirchho-Gesetz (2.45) angesetzt. Da jegliche inelastische
Deformation F̃ (siehe Gl. (6.9)) spannungsfrei ist, muss für die Cauchysche Spannung gelten
σ = JelFelSelFTel = JelFel𝒞0(︀Eel⌋︀FTel. (A.8)
Sel ist die Spannung bezogen auf die Zwischenplatzierung, Eel ist die elastische Dehnung und 𝒞0





(Cel − I) =
1
2
(P̃TCP̃ − I) = 1
2
P̃T(C − P̃−TP̃−1)P̃ (A.9)
= P̃T( 1
2
(C − I) − 1
2
(C̃ − I))P̃ = P̃T(E − Ẽ)P̃.
Ẽ ∶= (C̃ − I)⇑2 ist dabei die inelastische Dehnung und C̃ ∶= F̃TF̃ der entsprechender inelastische
rechter Cauchy-Green-Tensor. Unter Anwendung der Gleichung (A.8) und (A.9) folgt für die
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Spannung in der Bezugsplatzierung [142]
S = Jel
J
F−1Fel𝒞0(︀Eel⌋︀FTelF−T = J̃−1P̃𝒞0)︀P̃T(E − Ẽ)P̃⌈︀P̃T (A.10)
= J̃−1(P̃ ⋆ 𝒞0))︀E − Ẽ⌈︀ = 𝒞)︀E − Ẽ⌈︀ = 𝒞(︀E⌋︀ − 𝒞(︀Ẽ⌋︀.
J̃ = J⇑Jel = det(F̃) ist die Determinante des inelastischen Deformationsgradienten und 𝒞 ∶=
J̃−1P̃ ⋆ 𝒞0 ist der durch inelastische Deformationen verformte Steigkeitstensor. Dabei wird mit
P̃ ⋆𝒞0 das Rayleigh-Produkt des inversen inelastischen Deformationsgradienten mit dem ungestör-
ten Steigkeitstensor gekennzeichnet. Mit kartesischen Komponenten gilt für den deformierten
Steigkeitstensor 𝒞i jkl = PimPjnPkoPl p𝒞0mnop⇑J̃. Die Gleichung (A.10) zeigt, dass für das St. Venant-
Kirchho-Gesetz die multiplikative Zerlegung des Deformationsgradienten zu einer additiven
Aufspaltung in die Gesamtspannung 𝒞(︀E⌋︀ und den inelastischen Spannungsbeitrag 𝒞(︀Ẽ⌋︀ führt.




((Eα − Ẽα) ⋅ 𝒞α)︀Eα − Ẽα⌈︀),
mit dem vordeformierten Steigkeitstensor 𝒞α = (P̃α ⋆ 𝒞α0)⇑J̃α . Diese Form der Formänderungs-
energiedichte ist vergleichbar mit der Formänderungsenergiedichte für innitesimale Deformatio-
nen (4.44). Anstatt der innitesimalen elastischen Dehnungen (εα − ε̃α) wird in der Beschreibung
für nite Deformationen der elastischer Beitrag der Greenschen Dehnung (Eα − Ẽα) verwen-
det. Außerdem müssen die möglichen Vordeformationen beim Steigkeitstensor berücksichtigt
werden. Trotz dieser Dierenzen ist die Vorgehensweise für die Berechnung der Formänderungs-
energiedichte und der Spannungen im Übergangsbereich eines Zweiphasensystems analog. Mit der
eingeführten Aufspaltung der Dehnungen und des Steigkeitstensors in Abschnitt 6.2 in Normal-
und Tangentialanteile zum Interface und ∂Wα⇑∂Eαnr = 𝒞
α
nn(︀Eαnr − Ẽαnr ⌋︀ +𝒞
α
nt(︀Etr − Ẽαtr ⌋︀ = S̃nr , folgt
für den diskontinuierlichen Anteil der Dehnung
Eαnr = 𝒮
α
nn)︀S̃nr − 𝒞αnt(︀Etr − Ẽαtr ⌋︀⌈︀ + Ẽ
α
nr .
Damit ergibt sich für das Hilfspotential Ψ̃α (siehe Gl. (A.5)) unter Berücksichtigung der inelasti-
schen Dehnungsbeiträge







(S̃nr ⋅ (−𝒮αnn)︀S̃nr⌈︀ +𝒮αnn ∶ 𝒞αnt)︀Etr − Ẽαtr⌈︀)
+(Etr − Ẽαtr) ⋅ (𝒞
α
tn ∶ 𝒮αnn)︀S̃nr⌈︀ + (𝒞αtt − 𝒞αtn ∶ 𝒮αnn ∶ 𝒞αnt))︀Etr − Ẽαtr⌈︀))
− S̃nr ⋅ Ẽαnr .
Entsprechend ergibt sich für das Gesamtpotential
Ψ̃(S̃nr , Etr) = Ψ̃αhα(φ) + Ψ̃βhβ(φ) (A.11)
= 1
2
(S̃nr ⋅ (𝒯 nn)︀S̃nr⌈︀ + 𝒯 nt(︀Etr ⌋︀) +Etr ⋅ (𝒯 tn)︀S̃nr⌈︀ + 𝒯 tt(︀Etr ⌋︀)
−2S̃nr ⋅ χ̃nr − 2Etr ⋅ χ̃tr + Ẽαtr ⋅ 𝒯
α
tt)︀Ẽαtr⌈︀h








mit dem Eigendehnungsanteil in die Normalrichtung
χ̃nr ∶ = (Ẽαnr + 𝒯
α
nt)︀Ẽαtr⌈︀)h






=𝒩 [︀(Ẽα + 𝒯 αnt)︀Ẽα⌈︀)hα(φ) + (Ẽβ + 𝒯
β
nt)︀Ẽβ⌈︀)hβ(φ)⌉︀
und dem entsprechenden Tangentialbeitrag
χ̃tr ∶= 𝒯 αtt)︀Ẽαtr⌈︀h
α(φ) + 𝒯 βtt[︀Ẽ
β
tr⌉︀h
β(φ) = 𝒯 αtt)︀Ẽα⌈︀hα(φ) + 𝒯
β
tt)︀Ẽβ⌈︀hβ(φ). (A.13)
Dabei sind die einzelnen interpolierten Materialparameter in der Gleichung (A.6) deniert. Mit
∂P̃⇑∂S̃nr = 𝒯 nn)︀S̃nr⌈︀ + 𝒯 nt(︀Etr ⌋︀ − χ̃nr = −Enr folgt für die Normalanteile der Spannungen
S̃nr = 𝒯 −1nn(︀−Enr − 𝒯 nt(︀Etr ⌋︀ + χ̃nr ⌋︀.
Durch die Rücktransformation des Gesamtpotentials (A.11) ergibt die Formänderungsenergie-
dichte im Übergangsbereich eines Zweiphasensystems unter Berücksichtigung der inelastischen
Dehnungen






(Enr ⋅ (−𝒯 −1nn(︀Enr ⌋︀ − 𝒯 −1nn ∶ 𝒯 nt(︀Etr ⌋︀ + 2𝒯 −1nn(︀ χ̃nr ⌋︀)
+Etr ⋅ (−𝒯 tn ∶ 𝒯 −1nn(︀Enr ⌋︀ + (𝒯 tt − 𝒯 tn ∶ 𝒯 −1nn ∶ 𝒯 nt)(︀Etr ⌋︀ + 2𝒯 tn ∶ 𝒯 −1nn(︀ χ̃nr ⌋︀ − 2 χ̃tr)
− χ̃nr ⋅ 𝒯 −1nn(︀ χ̃nr ⌋︀ + Ẽαtr ⋅ 𝒯
α
tt)︀Ẽαtr⌈︀h






Damit ergibt sich für den zweiten Piola-Kirchhoschen Spannungstensor im Übergangsbereich
S = ∂W(Enr , Etr)
∂Enr
+ ∂W(Enr , Etr)
∂Etr
=𝒦(φ)(︀E⌋︀ + (𝒯 −1nn + 𝒯 tn ∶ 𝒯 −1nn)(︀ χ̃nr ⌋︀ − χ̃tr .
Mit dem eektiven Steigkeitstensor𝒦(φ) (siehe Gl. (A.7)) und den interpolierten Dehnungsbei-
trägen (A.12) und (A.13). Es wird nochmals darauf verwiesen, dass diese Methode zur Berechnung
der interpolierten Spannungen im Übergangsbereich nur beschränkt anwendbar ist. Bei der Be-
rechnung wurde die Kontinuität von Snr vorausgesetzt, was im Allgemeinen nicht zutri.
A.4. Methode der komplexen Spannungsfunktionen
Zur Lösung von ebenen Problemen der linearen Elastizitätstheorie existieren eine Vielzahl verschie-
dener Methoden und Techniken. Eine sehr bedeutende Methode ist dieMethode der komplexen
Spannungsfunktionen, die von G. W. Kolosov und seinem Schüler Muskhelishvili [118] für inni-
tesimale Deformation entwickelt wurde. Diese Methode wurde in Abschnitt 7.3.1 verwendet, um
die theoretischen Rissspitzenfelder einer Platte mit einer halbelliptischen Kerbe zu berechnen und
wird im Folgenden vorgestellt. Es werden innitesimale Deformationen vorausgesetzt, daher wird
auf die Unterscheidung zwischen der Lagrangeschen und Eulerschen Darstellung verzichtet.
156
Methode der komplexen Spannungsfunktionen A.4























Unter der Annahme eines isotropen Körpers folgt aus der Gleichung (A.14)
∂2
∂y2
(σxx + νσyy) +
∂2
∂x2




mit ν als Querkontraktion. Die Gleichungen (2.22), (A.15) und zusätzlichen Bedingungen für
den Randbereich eines Körpers müssen von den gesuchten Spannungen erfüllt sein. G. B. Airy




















= ∆2Φ = 0. (A.17)
Sei z = x + iy = re iθ eine komplexe Zahl ausgedrückt in Abhängigkeit von x und y oder von
r =
⌈︂
x2 + y2 und θ = arctan(y⇑x). Eine allgemeine komplexe Funktion mit einem Realteil α und
einem Imaginärteil β ist gegeben durch
f (z) = α(x , y) + iβ(x , y),
wobei α und β Funktionen von x und y sind. f (z) wird als eine holomorphe Funktion angesetzt.










Wird die linke Gleichung nach x und die rechte Gleichung nach y abgeleitet und werden die beiden






= ∆α = 0. (A.18)
Die gleiche Beziehung gilt auch für β. Jede Funktion, die die Laplace-Gleichung (A.18) erfüllt
bezeichnet man als harmonisch. Wenn eine Funktion Φ die Bedingung (A.18) erfüllt, so muss
auch eine Funktion (x2 + y2)Φ = r2Φ die Bedingung (A.18) und damit auch die Bedingung (A.17)
erfüllen. Daher ist der allgemeine Ansatz für die gesuchte Spannungsfunktion
Φ = Re(︀(x − iy)ψ(z) + χ(z)⌋︀ = Re(︀z̄ψ(z) + χ(z)⌋︀, (A.19)
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χ(z) und ψ(z) sind dabei komplexe Potentialfunktionen und z̄ ist die konjugiert komplexe Zahl
zu z. Der Zusammenhang zwischen den komplexen Potentailfunktionen ψ(z) und χ(z) und
den kartesischen Komponenten des Spannungstensors ergibt sich durch Ableitung von Φ gemäß
Gl. (A.16). Es ergeben sich die Kolosovschen Gleichungen
σx + σy = 2 [︀ψ′(z) + ψ′(z)⌉︀ (A.20)
σy − σx + 2iτxy = 2 )︀z̄ψ′′(z) + χ′(z)⌈︀
mit z̄ = x − iy. Und in Polarkoordinaten
σr + σθ = 2 [︀ψ′(z) + ψ′(z)⌉︀ ,




mit z̄ = re−iθ .
A.4.1. Abbildungsfunktion
Ein Gebiet S in der z-Ebene des kartesischen Raumes kann durch eine winkeltreue oder konforme
Abbildung in die ξ-Ebene transformiert werden. Seien z und ξ zwei komplexe Variablen, dann gilt
für die konforme Abbildung
z = ω(ξ). (A.21)
Die Gleichung (A.21) weist also jeden Punkt ξ eindeutig einen Punkt z zu. Nach der konformen
Transformation kann das Problem in dem vereinfachten Gebiet berechnet und durch anschließende
Rücktransformation in den kartesischen Raum rücktransformiert werden.
Bei der Berechnung der Spannungskomponenten müssen die Kolosov-Gleichungen (A.20) modi-
ziert werden. Die Gleichung (A.19) ändert sich zu
Φ(ω(ξ)) = Re [︀ω(ξ)ψ(ω(ξ)) + χ(ω(ξ))⌉︀ .
Entsprechend ändern sich auch die Ableitungen nach x und y mit ξ = x + iy = ρe iθ . Und es ergibt
sich für die modizierten Kolosov-Gleichungen










ω′(ξ)2 ) + χ
′(ξ)}︀
und in Polarkoordinaten











ω′(ξ)2 ) + χ
′(ξ)}︀ .
Nach der Berechnung der Spannungsfunktionen in der ξ-Ebene müssen die Spannungskomponen-
ten mit ω−1(ξ) in die z-Ebene transformiert werden.
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A.4.2. Das Rissspitzenfeld einer Platte mit halbelliptischer Kerbe
Gemäß Muskhelishvili [118] wird die Problemstellung einer unendlich ausgedehnter Platte mit
einer halbelliptischen Kerbe mit Polarkoordinaten transformiert. Hierzu wird z auf ξ durch die
konforme Abbildung
z = ω(ξ) = R (ξ + m
ξ
) (A.23)
abgebildet. Dabei gilt für die Halbachsen der Ellipse
a = R(1 +m), b = R(1 −m).
Das komplizierte Problem einer Platte mit einem elliptischen Riss, das von Inglis [104] nur durch
elliptische Koordinaten bewältigt wurde, wurde durch diese Transformation auf eine Platte mit
einem halbrunden Loch reduziert. Die Randbedingung ändert sich wesentlich, da der Rand der
Ellipse auf einen Halbkreis mit Radius ρ = 1 abgebildet wird. Im Unendlichen ändert sich die
Randbedingung nicht, da konfokale Kegelschnitte des elliptischen Raumes im Unendlichen nahezu
gleich den Kreisen sind. Mit den vereinfachten Randbedingungen erhielt Muskhelishvili [118]





) , χ(ξ) = −σ∞
R(1 +m2)ξ
ξ2 −m .
Nach einer Addition bzw. Subtraktion der beiden Kolosov-Gleichungen (A.22) folgt






















Dies bedeutet, dass man durch eine Aufspaltung der rechten Seite dieser Gleichungen in Real-
und Imaginärteil die Spannungskomponenten berechnen kann. Diese Aufspaltung wurde mit
MATHEMATICA durchgeführt. Mit ξ = ρe iθ ergibt sich für die Spannungskomponenten
σx(ξ) =
σ∞(m2 − ρ4)
(m2 + ρ4 − 2mρ2 cos(2θ))3 (︀−m
4 − ρ4m(3 + 4m + 3m2) − ρ8+
+ ρ2((m2(1 + 4m +m2) + 4m2ρ2 + (1 + 4m +m2)ρ4) cos(2θ))+
+m(−2m2 + ρ2(m − 1)2 − 2ρ4) cos(4θ)⌋︀, (A.24)
σy(ξ) =
σ∞(m2 − ρ4)
(m2 + ρ4 − 2mρ2 cos(2θ))3 (︀m
4 + ρ4m(−3 + 4m − 3m2) + ρ8+
+ ρ2((m2(1 − 4m +m2) + 4m2ρ2 + (1 − 4m +m2)ρ4) cos(2θ))+





(m2 + ρ4 − 2mρ2 cos(2θ))3 (︀m
6 + ρ8 +m4(1 + 4ρ2 − 6ρ4)+
+m2ρ4(ρ4 + 4ρ2 − 6) + 2m(ρ6 − 2ρ8 +m4(ρ2 − 2) +m2(ρ2 + ρ6)) cos(2θ)⌋︀. (A.26)
Damit sind die Spannungskomponenten im Gebiet ⋃︀ξ⋃︀ > 1 vollständig beschrieben. Allerdings
müssen σx , σy und τxy in Abhängigkeit von x und y dargestellt werden. Dazu muss die Umkehr-
funktion der Abbildungsvorschri (A.23) berechnet werden. Spaltet man die Gl. (A.23) nach dem
Real- und Imaginärteil auf, ergibt sich
z = x + iy =R (ρe iθ + m
ρe iθ
)
=R (ρ(cos(θ) + i sin(θ)) + m
ρ
(cos(θ) − i sin(θ)))











Die Umkehrfunktion ist eine Gleichung vierter Ordnung für ρ und eine Gleichung zweiter Ordnung
für θ
ρ8R2 − ρ6r2 + ρ42m(x2 − y2 −mR2) − ρ2m2r2 + R2m4 = 0
cos(θ)44R2m − cos(θ)2(r2 + 4R2m) + x2 = 0
mit r =
⌈︂
x2 + y2. Mit einem geeigneten Verfahren, z. B. dem Newton-Verfahren, können die
Nullstellen bestimmt werden. Allerdings ist die Lösung nicht eindeutig, denn es gibt insgesamt 16
nichttriviale Lösungskombinationen.
Eine alternative Vorgehensweise ist die Monte-Carlo-Suchmethode. Für jede Zelle die durch einen
x- und y-Wert repräsentiert wird, wird mit derMethode iterativ ein ρ- und θ-Wert bestimmt. Dabei
werden folgende Kriterien verwendet
ρn+1 = ρun − N(0, 1)(ρun − ρ ln),
θn+1 = θun − N(0, 1)(θun − θ ln)
N(0, 1) ist eine Zufallszahl zwischen 0 und 1, ρu die obere und ρ l die untere Grenze und entspre-
chend für θ. Nach jedem Iterationsschritt werden die entsprechenden x- und y-Werte berechnet
und die Grenzen folgendermaßen deniert
xn+1 < xn ∩ yn+1 < yn ⇒ ρ ln+1 = ρn+1,
xn+1 > xn ∩ yn+1 > yn ⇒ ρun+1 = ρn+1,
xn+1 > xn ∩ yn+1 < yn ⇒ θun+1 = θn+1,
xn+1 < xn ∩ yn+1 > yn ⇒ θ ln+1 = θn+1.
Ist ⋃︀⋃︀xn+1⋃︀ − ⋃︀xn⋃︀⋃︀ < 0.01 ∩ ⋃︀⋃︀yn+1⋃︀ − ⋃︀yn⋃︀⋃︀ < 0.01 hat man die passenden ρ- und θ-Werte für die Zelle
gefunden. Die Wahl der Startwerte für ρ l und ρu ist unkritisch. ρu kann als der maximal mögliche
160
Methode der komplexen Spannungsfunktionen A.4
und ρ l als der minimal mögliche Wert gewählt werden. Bei den θ-Startwerten wird in einem
Bereich − π4 < θ <
π
4 der passende Wert gesucht. Ist die Suche nicht erfolgreich, so wird der Bereich
verkleinert. Bei jeder Iteration wird dabei ρ l und ρu auf den Startwert gesetzt. Auf diese Weise
ndet man für die rechte Häl e, z ≥ 0, des gewählten Gitters die entsprechenden ρ- und θ-Werte.
Da bei z = 0 für ρ eine Symmetrieebene ist, werden die Werte für die linke Häl e, z < 0, gespiegelt.
Bei den entsprechenden θ-Werten gilt bei der Spiegelung θz≥0 = −θz<0.
Mit der Kenntnis von ρ und θ für jeden Punkt ist man in der Lage, die Spannungskomponenten,
Gl.(A.24), (A.25) und (A.26), abzubilden. Die resultierenden Spannungen des Rissspitzenfeldes
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