M onitoring involves the scheduled, repeated use of a test or tests in an individual over time to make decisions about the management of a disease or condition. It is a central activity in the management of care, taking up a considerable part of the clinical workload and associated cost.
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Background:
The volume of published literature on the evaluation and use of tests for monitoring purposes is sparse. Our aim was to determine the extent to which recommendations for monitoring prostate-specific antigen to detect recurrent prostate cancer consider key factors that should inform rule-based strategies for monitoring.
Methods:
We reviewed the recommendations made in clinical guidelines for the repeated measurement of prostate-specific antigen in men who have received primary treatment for localized prostate cancer. We assessed the guidelines using the Appraisal of Guidelines for Research and Evaluation Framework.
Results:
We identified guidelines and statements of best practice from nine organizations. We saw considerable inconsistency in recommendations for testing for prostate -specific antigen as a form of monitoring. Recommendations on when to test appeared to be almost exclusively determined using standard follow-up schedules rather than any scientific basis. Recommendations on when to take action were primarily based on consensus statements or retrospective case series. Eight of the nine guidelines acknowledged the potential presence of measurement variability, but they did not attempt to account for the effect of such variability on the interpretation of the results of tests for prostate-specific antigen. Many recommendations were made with few or no supporting references; however, a variety of papers were cited across guidelines. Of 48 papers cited, 29.1% (14/48) were reviews; the remaining 70.8% (34/48) of papers cited were primary studies.
gen for the detection of recurrent prostate cancer to determine the extent to which the guidelines consider key factors that should inform rulebased strategies for monitoring. In particular, we as sessed the degree of consistency between guide lines, the explicit consideration of factors important for specifying a strategy for monitoring, and the use of supporting evidence to justify any recommendations.
Methods
Inclusion criteria
We included guidelines that considered a test for prostate-specific antigen for monitoring patients whose localized prostate cancer was treated with either radical prostatectomy or radical radiotherapy. We excluded guidelines that considered only screening or treatment. We did not consider recommendations for measuring prostate-specific antigen after other potentially curative treatments or as part of active surveillance.
Literature searches
We conducted a Boolean search of MEDLINE from January 1999 to July 2009 for the following medical subject headings: ("Prostatic Neoplasms" or "Prostate-Specific Antigen") and "Practice Guideline." We limited our results to publications in English. We also searched the National Library of Guidelines, the Trip database, and the Cochrane Library and checked the reference lists of the papers retrieved for further relevant guidelines. The titles and abstracts of retrieved records were assessed independently for inclusion by Jacqueline Dinnes and Jonathan Deeks, who also resolved discrepancies by consensus.
Data extraction
We extracted all recommendations or statements relating to the use of tests for prostate-specific antigen following treatment with curative intent and noted references to any supporting evidence. We as sessed the methods used to create the guidelines using the Appraisal of Guidelines for Research and Evaluation framework. This framework contains 23 key items organized into six domains. 6 We applied only the seven items included in the domain for "rigour of development" (Box 1; see Appendix 1, available at www .cmaj .ca /lookup /suppl /doi :10 .1503 /cmaj .110600 /-/DC1, for a full description of the criteria). We replaced the fourth item in this domain with one relevant to using tests for monitoring, as opposed to consideration of the benefits and harms of interventions.
We took a generous approach to scoring each of these items. For example, if a systematic search was reported to have been done but was not reported in detail, the guideline would score three out of a possible four points. If a discussion of evidence was provided that appeared to relate to a recommended monitoring schedule, an explicit link with evidence was judged to have been provided without closer examination of the actual evidence cited. We did not judge the acceptability of rationale presented for the frequency of testing or threshold values for results, but we did note whether or not a rationale was presented. A maximum score of four points was attached to each of the seven items, for a maximum total score of 28.
Synthesis
We conducted a narrative synthesis.
Results
We identified guidelines (n = 7) or statements on best practice (n = 2) from nine organizations, [7] [8] [9] [10] [11] [12] [13] [14] [15] four of which were from North America, four from Europe and one from Australia. Nearly all of the guidelines scored poorly on the framework criteria, with scores ranging between 9 and 16 out 2 CMAJ
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Box 1: Framework criteria used to assess the rigour of guideline development*
• Systematic methods of searching were used: Details of the strategy used to search for evidence should be provided, including the search terms used, the sources consulted and the dates of the literature covered.
• Selection criteria are clearly described: Criteria for including or excluding evidence identified by the search should be provided. These criteria should be explicitly described, and the reasons for including or excluding evidence should be clearly stated.
• Formulation of recommendations are clearly described: There should be a description of the methods used to formulate the recommendations and how final decisions were made. Areas of disagreement and methods of resolving disagreement should be specified.
• Recommendations should consider relevant issues for monitoring: † For our study, these issues include the variability in measurements or the need for retesting, the rationale presented for the choice of testing interval and prostate-specific antigen threshold, and the acknowledgement of the uncertainties in the natural history of prostate-specific antigen following radical treatment.
• Explicit link to supporting evidence: There should be an explicit link between the recommendations and the evidence on which they are based. Each recommendation should be linked to a list of references on which it is based.
• Guidelines underwent prepublication external review: A guideline should be reviewed externally before it is published. A description of the method used for the external review should be presented, which may include a list of the reviewers and their affiliations.
• Procedure for updating guidelines is described: Guidelines need to reflect current research. There should be a clear statement about the procedure for updating the guidelines.
of a possible 28 ( Figure 1 ; see Appendix 1 for further details). The sole exception was the set of guidelines issued by the National Institute for Health and Clinical Excellence, which scored 22 points. 12 The highest scoring item of all of the framework criteria was the use of systematic searches. Such searches were reported in most of the guidelines we studied, although they were not often described in detail. Methods for the formulation of recommendations were well described (i.e., a description of the methods used, how final decisions were made and methods for resolving disagreement) in only three of the guidelines. [10] [11] [12] Only one guideline fully considered relevant is sues for monitoring tests; 12 it was also the only one to consistently provide clear links between its recommendations and the underlying evidence base, and it reported the methods used in more detail than most of the other guidelines in our sample. Table 1 shows the lack of consistency among guideline recommendations regarding the frequency of follow-up assessments and threshold values for results; there does not appear to be any clear pattern in recommendations over time.
Eight of the nine guidelines [7] [8] [9] [10] [11] [12] [13] [14] acknowledged that levels of prostate-specific antigen may be affected by technical or biologic variability. In most cases, this information was presented in the introductory sections of the guidelines; only one set of guidelines tempered its recommendations with reference to a single measurement of prostate-specific antigen possibly being unreliable and recommended retesting within two months. 12 Three guidelines acknowledged the potential impact of technical variation, [11] [12] [13] recommending that the same assay be used for each measurement. Four guidelines made some attempt to justify the interval between tests, 7, 10, 12, 15 and three guidelines discussed relevant issues affecting the choice of threshold values. 7, 11, 12 Three guidelines stated that it was not possible to provide a recommendation on the most appropriate definition of biochemical failure. 8, 9, 11 Only three of the nine guidelines commented on the difficulty of using prostate-specific antigen as a monitoring tool owing to the uncertainties in its behaviour following radical treatment for prostate cancer. 9, 11, 12 Two sets of guidelines clearly recognized that not all men with biochemical failure go on to experience clinical failure such that evidence of the former alone may not be sufficient to alter treatment. 11, 12 Many recommendations on the frequency of testing or threshold levels for prostate-specific antigen were made with no or few supporting citations (Table 1) . Only one guideline 10 cited a primary study in support of its recommended intervals for monitoring, and only four of the guidelines 10, 12, 14, 15 showed the level of evidence sup porting their recommendations. The levels of evidence cited ranged from consensus of the "Guideline Development Group" to "wellconducted clinical studies" ( Table 1 ), suggesting that different groups had different views on the quality of the evidence available.
Despite the general lack of citations in individual guideline documents, a wide range of papers were cited across guidelines. A total of 48 papers were cited (Table 2 and Appendix 1); 29.1% (14/48) were reviews, and the remainder were primary studies, almost exclusively retrospective in nature. Of the 34 primary studies, we judged half (17) to have studied the natural history of prostate -specific antigen following treatment and eight to have evaluated the effect of dif ferent definitions of biochemical failure on clinical outcomes. Only two primary studies examining variability in measurements were cited.
Most of the studies were cited by only one or two of the guidelines; those references cited by three or more guidelines are presented in Table 3. Among the most frequently cited studies were two consensus statements 16, 17 and a review of definitions of biochemical failure. 5 The four most frequently cited primary studies had the largest sample sizes of all of the primary studies cited; three of the four studies evaluated different definitions of biochemical failure, [18] [19] [20] and one studied the natural history of disease progression among men with elevated levels of prostatespecific antigen. 21 
Discussion
We found considerable inconsistency among the recommendations made in the different guidelines we studied in terms of using prostatespecific antigen as a monitoring tool, even when the guidelines were published within a few years of each other. Factors considered to be important when specifying a monitoring strategy were given limited attention and were not wellsupported with reference to primary literature.
Recommendations on when to test and what action to take consequent to a given test result were very much considered in isolation from each other. "When to test" appeared to be almost exclusively determined by standard follow-up schedules rather than being based on any scientific evidence. Although most guidelines acknowledged the potential for variation in measurements, they did not attempt to account for the potential effect of such variation on the interpretation of test results. A systematic review of biologic variation in levels of prostate-specific antigen found mean variability of 20%. 22 A calculation of the reference change values suggested that to be 95% sure that a change in total prostate-specific antigen is not due to random variation, the change needs to be about 50% of the previous measurement. 22 This review was not cited by any of the seven guidelines subsequently published.
Recommendations on when to take action were based on consensus statements or retrospective case series with little attention paid to variations in the definition of the threshold, the definition of clinical failure, and the frequency and length of follow-up between studies; each of these factors can affect the accuracy of any given cut-off. Sensitivity and specificity are also known to be affected by differences in the case mix ture between studies. 23 These differences were not acknowledged by any of the identified guidelines; however, a 2005 review of monitoring prostate cancer with prostate -specific antigen found it impossible to recommend any single definition of biochemical failure after treatment for this reason. 24 This review was cited by only one of the nine guidelines, 12 possibly because it was not fully systematic. A relatively systematic method was used to identify studies for inclusion in the review, but most of the studies apparently meeting the inclusion criteria were excluded because of poor design, small patient numbers, insufficient follow-up, space limitations in journals or duplicate publication. The definitions of these criteria and the number of studies excluded for each reason were not clearly documented, therefore the review cannot be considered fully systematic. Given the lack of descriptions of inclusion criteria used in the guidelines, it is difficult to reconcile why an individual study or review was or was not included. Reviews of guidelines in other areas have shown similar findings regarding the presentation of evidence for recommended schedules for monitoring. 25, 26 Reviews of treatment 27 and diagnostic guidelines 28 have identified a similar in -consistency in recommendations between guidelines and variation in the evidence cited, with some referring to a substantial body of evidence and others presenting very little. [29] [30] [31] Several factors are likely to contribute to our findings. First, although monitoring is starting to receive more attention, 32 there is a lack of highquality evidence and clear guidance in terms of what to consider when establishing monitoring strategies. It is therefore perhaps not surprising that relevant evidence has not been used to inform guidelines.
Second, the various pieces of information needed to inform a monitoring strategy are not usually available from a single study. Ideally, one or more monitoring strategies should be evaluated in a randomized controlled trial or some form of prospective comparative study. Where there is high-quality evidence, greater consensus between guideline recommendations and stronger guideline recommendations have been found. 27 Randomized trials of monitoring, however, have their own challenges 33 and are consequently relatively rare. Instead, evidence has to be gathered from various sources. Although the diversity of evidence needed to inform coherent monitoring strategies makes the identification of relevant pieces of evidence a challenge for guideline developers and likely adds to the inconsistency in recommendations between guidelines, guideline developers have a responsibility to highlight recommendations where there is a lack of evidence or the evidence is inconsistent.
Efforts to improve the evidence base for monitoring are ongoing. For example, a Bayesian hierarchical changepoint model has been used to simulate the behaviour of prostate-specific antigen following radiotherapy from primary data; 34 the sensitivity and specificity of different definitions of biochemical failure were then compared, allowing for the control of characteristics that might affect the accuracy of definitions. More pertinently, statistical models using estimates of mean change and variability in a measurement over time to suggest optimal intervals for monitoring are being developed. A review of four case studies 35 found that for each topic (assessing cholesterol levels for secondary prevention of coronary artery disease, 36 long-term monitoring of blood pressure, 3 7 measurement of glycated hemoglobin in type 2 diabetes 38 and monitoring of CD4 cell counts in HIV-1 infection 39 ) the results suggested frequent monitoring. There is clear potential for the extension of this work to monitoring in other settings.
Finally, general failings in the processes used to develop guidelines are likely to contribute substantially to the variations among published documents. In a review of guidelines for hypertension, Campbell and colleagues found a lack of rigour in the methods used to develop them. 29 In our sample, the National Institute for Health and Clinical Excellence and the Australian Cancer Network were the only organizations to cite published handbooks on the development of guidelines, 8, 40 which may explain their higher ratings on the evaluation instrument we used. Guidelines that were clearly based on expert consensus tended to score considerably lower. 13, 15 Savoie and colleagues 28 suggest that the greater the involvement of clinical experts in the development process, the less the recommendations reflect the evidence. It is likely that in the absence of clear methods for assessing monitoring strategies, greater involvement of methodologists on guideline panels would be beneficial.
Strengths and limitations
Our literature search was limited to a single, albeit large, medical database, supplemented with searches of more specialist resources, and records were limited to the English language. However, we have identified key guidelines that provide a good representation of the methods used by well-known agencies. Although other guidelines may be available, they are unlikely to have used alternative methods or to report on evidence that the included guidelines omitted.
Our use of the original Appraisal of Guidelines for Research and Evaluation instrument 39 may be criticized given that it has been 10 years since its publication; however, at the time the framework was chosen, the update to the original instrument 41 and other potentially useful frameworks 42, 43 were not yet available. Nevertheless, our approach to assessing the development and content of the guidelines was systematic and provides a reasonable means of comparing guidelines.
We were not able to comment fully on the state of the underlying literature cited in support of monitoring schedules, as we did not retrieve copies of all primary studies cited. Furthermore, our "generous" approach to associating citations to recommendations may have inadvertently led to citations incorrectly being associated with recommendations. This may have led to some bias in favour of the guidelines, which could only be avoided by a full review of all evidence cited or by direct contact with the guideline's authors to determine which aspect of the recommendations were supported by the citations; neither of these solutions were within the scope of our review.
Our use of only one case study may limit the ability to generalize our results to other topics; however, we have no reason to believe the picture would be any better or worse in other areas.
Indeed, Moschetti and colleagues found similar results for monitoring in cardiovascular disease. 26 Our systematic approach to assessing the development and content of the guidelines provides insight into how strategies for monitoring are developed and reported, and we have presented a general picture of the type of evidence that has been cited. The true picture may be worse, given our attempt to attribute citations to recommendations wherever possible.
Conclusion
Our findings highlight the lack of a scientific or systematic approach to the development of monitoring schedules for prostate-specific antigen as reported in clinical guidelines, due both to inadequacies in the available evidence and its inappropriate use. This approach results in considerable inconsistency among guidelines.
Agencies producing guidelines should be encouraged to adopt systematic approaches to the development of their documents, such as those developed in the UK, 40 Australia 42 and the US, 43 and should take care to explicitly consider each element of a recommended monitoring schedule (interval, threshold and action to be taken on crossing the threshold) and the standard of its evidence base.
