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Abstract. Let {Wi(t), t ∈ R+}, i = 1, 2, be two Wiener processes, and let W3 = {W3(t), t ∈ R2+} be a two-parameter
Brownian sheet, all three processes being mutually independent. We derive upper and lower bounds for the boundary
noncrossing probability Pf = P{W1(t1) +W2(t2) +W3(t) + f(t)  u(t), t ∈ R2+}, where f, u : R2+ → R are two
general measurable functions. We further show that, for large trend functions γf > 0, asymptotically, as γ → ∞, Pγf is
equivalent to Pγf , where f is the projection of f onto some closed convex set of the reproducing kernel Hilbert space of
the ﬁeld W (t) = W1(t1) +W2(t2) +W3(t). It turns out that our approach is also applicable for the additive Brownian
pillow.
MSC: primary 60G70; secondary 60G10
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1 Introduction
Calculation of boundary noncrossing probabilities of Gaussian processes is a topic of interest for both the-
oretical and applied probability; see, e.g., [3, 4, 5, 6, 7, 8, 11, 14, 17, 18, 20, 22] and the references therein.
Numerous applications concerned with the evaluation of boundary noncrossing probabilities relate to mathe-
matical ﬁnance, risk theory, queueing theory, statistics, physics, among many other ﬁelds. Also, calculation of
boundary noncrossing probabilities of random ﬁelds is of interest in various contexts; see, e.g., [10,12,19,21].
In this paper, we are concerned with the investigation of boundary noncrossing probabilities of an additive
Wiener ﬁeld, which is deﬁned as the sum of a standard Brownian sheet and two independent Wiener processes.
The choice of the model is quite natural since both the Wiener process and the Brownian sheet appear naturally
as limiting processes when we consider the schemes in the domain of attraction of the central limit theorem.
One one hand, these processes have continuous trajectories and independent increments, which makes our
model very tractable and ﬂexible. On the other hand, arbitrary functions deﬁned on the positive quadrant can
be decomposed uniquely into three components, two of them representing its behavior on the axes and the
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third component being zero on the axes. Hence, any trend function that we can consider here is suitable for
our model.
DEFINITION 1. A Brownian sheet W˜ = {W˜ (t), t ∈ R2+} is a Gaussian random ﬁeld with zero mean and
covariance function
E
{
W˜ (t)W˜ (s)
}
= (s1 ∧ t1)(s2 ∧ t2).
By the deﬁnition, the Brownian sheet is zero on the axes, and in what follows, we shall consider its continuous
modiﬁcation.
Let Wi = {Wi(t), t ∈ R+}, i = 1, 2, be two Wiener processes, and let W3 = {W3(t), t ∈ R2+} be
a Brownian sheet. For two measurable functions f, u : R2+ → R, we shall investigate the boundary noncross-
ing probability
Pf = f(t) +W (t)  u
(
t
)
, t ∈ R2+,
with an additive Wiener ﬁeld W deﬁned by
W (t) = W1(t1) +W2(t2) +W3(t), t ∈ R2+, (1.1)
where we assume that W1, W2, and W3 are mutually independent. Clearly, the additive Wiener ﬁeld W is
a centered Gaussian random ﬁeld with covariance function
E
{
W (s)W (t)
}
= s1 ∧ t1 + s2 ∧ t2 + (s1 ∧ t1)(s2 ∧ t2), s = (s1, s2), t = (t1, t2). (1.2)
For our study, we shall modify some techniques applied for a Brownian pillow. To be more precise, we
cannot apply the methods proposed for a Brownian pillow in [2, 4, 12] since they are based on the fact that
it vanishes on some rectangle. Therefore, we modify essentially the methods to meet the properties of our
model, and in that context, some additional conditions are introduced in our main result.
As it is commonly the case for random ﬁelds, for an additive Wiener ﬁeld, explicit calculations of boundary
noncrossing probabilities also are not available even for the case where both f, u are constants; see, e.g., [10].
Therefore, in our analysis, we shall derive upper and lower bounds for general measurable functions u and
a function f from the reproducing kernel Hilbert space (RKHS) of W denoted by H2,+.
In order to determine H2,+, we ﬁrst need to recall the corresponding RKHSs of W1, W2, and W3. It is well
known (see, e.g., [1]) that the RKHS of the Wiener process W1, denoted by H1, is characterized as follows:
H1 =
{
h : R+ → R
∣∣∣ h(t) = ∫
[0,t]
h′(s) ds, h′ ∈ L2(R+, λ1)
}
with the inner product 〈h, g〉 = ∫
R+
h′(s)g′(s) ds and the corresponding norm ‖h‖2 = 〈h, h〉. It is also well
known that the RKHS of the Brownian sheet W3, denoted by H2, is characterized as follows:
H2 =
{
h : R2+ → R
∣∣∣ h(t) = ∫
[0,t]
h′′(s) ds, h′′ ∈ L2
(
R
2
+, λ2
)}
with the inner product 〈h, g〉 = ∫
R
2
+
h′′(s)g′′(s) ds and the corresponding norm ‖h‖2 = 〈h, h〉. Here the sym-
bols λ1 and λ2 stand for the Lebesgue measures in the R1+ and R
2
+, respectively. As shown in Lemma A.2
in Appendix, the RKHS corresponding to the covariance function of the additive Wiener ﬁeld W given
by (1.2) is
H2,+ =
{
h : R2+ → R
∣∣∣ h(t) = h1(t1) + h2(t2) + h3(t), where hi ∈ H1, i = 1, 2 and h3 ∈ H2
}
(1.3)
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equipped with the inner product
〈h, g〉 =
∫
R+
h′1(s)g
′
1(s) ds+
∫
R+
h′2(s)g
′
2(s) ds+
∫
R
2
+
h′′(s)g′′(s) ds (1.4)
and the corresponding norm ‖h‖2 = 〈h, h〉. For simplicity, we use the same notation for the norms and inner
products of H1, H2, and H2,+. Note that, in the case where h ∈ H2 ∩ C2(R2), we have that h′′(u, s) =
∂2h(u, s)/∂u∂s, and it is the motivation for the notation h′′.
As in [13], a direct application of Theorem 1′ in [15] shows that for any f ∈ H2,+, we have
|Pf − P0|  1√
2π
‖f‖. (1.5)
Clearly, the above inequality provides a good bound for the approximation rate of Pf by P0 when ‖f‖ is
small. Recall that P0 cannot be calculated explicitly; however, it can be determined with a given accuracy by
simulations. More generally, if we want to compare Pf and Pg for g ∈ H2,+ and g  f , we further obtain
(by [15, Thm. 1′]) that
Φ
(
α− ‖g‖)  Pg  Pf  Φ(α+ ‖f‖), (1.6)
where Φ is the distribution of an N(0, 1) random variable, and α = Φ−1(P0) is a ﬁnite constant. When f  0,
we can always take g = 0. If f(t0) > 0 for some t0 with nonnegative components, then the last inequalities
are useful when ‖f‖ is large. Indeed, for any g  f , g ∈ H2,+ using (1.6), we obtain that
lnPγf  lnΦ
(
α− γ‖g‖)  −(1 + o(1))γ2
2
‖g‖2 as γ → ∞,
and hence,
lnPγf  −
(
1 + o(1)
)γ2
2
‖f‖2, γ → ∞, (1.7)
where f (which exists and is unique) satisﬁes
min
g,f∈H2,+, gf
‖g‖ = ‖f‖ > 0. (1.8)
In Section 2, we identify f with the projection of f on a closed convex set of H2,+, and, moreover, we
show that
lnPγf ∼ lnPγf ∼ −γ
2
2
‖f‖2, γ → ∞. (1.9)
Our results in this paper are of both theoretical and practical interest. Furthermore, our approach can be
applied when dealing, instead of an additive Wiener sheet W , with the linear combinations of W1, W2, and
W3. Additionally, the techniques developed in this contribution are also applicable for evaluations of boundary
noncrossing probabilities of an additive Brownian pillow, i.e., when W1 and W2 are independent Brownian
bridges, and W3 is a Brownian pillow. In the later case, our results are more general than those in [12].
Organization of the paper is as follows. We further continue with preliminaries followed by a section con-
taining the main result. In Appendix, we present three technical lemmas. Lemma A.1 contains Itô’s formula
for the product of two ﬁelds in the plane, one of them being a Brownian sheet, and the other one of bounded
variation. Lemma A.2 states that the RKHS of W is determined uniquely, whereas Lemma A.3 describes the
asymptotic behavior of h′′ for h from the closed convex subset of H2,+ that is used for projection.
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2 Preliminaries
In this paper, bold letters are reserved for vectors, so we shall write, for instance, t = (t1, t2) ∈ R2+, and λ1
and λ2 denote the Lebesgue measures on R+ and R2+, respectively, whereas ds and ds mean integration with
respect to these measures.
2.1 Expansion of one-parameter functions
The results of this subsection were formulated in a different form in, e.g., [2, 12, 14]. However, we shall
introduce some modiﬁcations (rewriting, for instance, V1), which are important for the two-parameter case.
From the derivations below it will become clear how to obtain expansion of multiparameter functions of two
components, one of which is the “analog of the smallest concave majorant,” and the other is a negative function.
Speciﬁcally, when studying the boundary crossing probabilities of the Wiener process with deterministic trend
h ∈ H1, it has been shown (see [3]) that the smallest concave majorant of h solves (1.8) and determines the
large deviation asymptotics of this probability. Moreover, as shown in [14], the smallest concave majorant of
h, which we denote by h, can be written analytically as the unique projection of h onto the closed convex set
V1 = {h ∈ H1 | h′(s) is a nonincreasing function},
i.e., h = PrV1h. Here we write PrAh for the projection of h onto some closed set A also for other Hilbert
spaces considered below. In what follows, for a given real-valued function ϕ, we denote its one-parameter
increments by Δ1sϕ(t) = ϕ(t)− ϕ(s), 0  s  t < ∞. With this notation, we can rewrite V1 as
V1 =
{
h ∈ H1
∣∣ Δ1sh′(t)  0, 0  s  t < ∞}.
Lemma 1. Let V˜1 = {h ∈ H1 | 〈h, f〉  0 for any f ∈ V1} be the polar cone of V1, and let h ∈ H1.
(i) If h ∈ V˜1, then h  0.
(ii) We have 〈PrV1h,Pr˜V1h〉 = 0 and
h = PrV1h+ Pr˜V1h. (2.1)
(iii) If h = h1 + h2, h1 ∈ V1, h2 ∈ V˜1, and 〈h1, h2〉 = 0, then h1 = PrV1h and h2 = Pr˜V1h.
(iv) The unique solution of the minimization problem mingh, g∈H1 ‖g‖ is h = PrV1h.
Proof. Let h ∈ V˜1 and deﬁne A = {s ∈ R+: h(s) > 0}. Fix T > 0 and consider the function v such that
v′(s) =
∫
[s,T ]
h(u)1{u∈A} du1{sT}.
For any 0  s  t < ∞, we have Δ1sv′(t) = −
∫
[s∧T,t∧T ] h(u)1{u∈A} du  0 and
∫
R+
∣∣v′(s)2∣∣ ds = ∫
[0,T ]
( ∫
[s,T ]
h(u)1{u∈A} du
)2
ds  T 2
∫
[0,T ]
h2(u) du
= T 2
∫
[0,T ]
( ∫
[0,u]
h′(s) ds
)2
du  T 4
∫
R+
(
h′(s)
)2
ds < ∞.
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Consequently, v′ ∈ L2(R+, λ1), v(s) =
∫
[0,s] v
′(u) du ∈ H1, and v ∈ V1. Therefore,
0  〈h, v〉 =
∫
R+
h′(s)v′(s) ds =
∫
[0,T ]
h′(s)
∫
[s,T ]
h(u)1{u∈A} du ds
=
∫
[0,T ]
h(u)1{u∈A}
∫
[0,u]
h′(s) ds du =
∫
[0,T ]
h2(u)1{u∈A} du, (2.2)
implying that 1{u∈A} = 0 λ1-a.e. or, in other words, h(u)  0 λ1-a.e. However, h is a continuous function,
and therefore, h(u)  0 for any u.
Statements (ii) and (iii) follow immediately from [14] and are valid for any Hilbert space.
(iv) Write
f = h+ ϕ = h+ ϕ+ h− h = h+ ϕ+ Pr
˜V1
h
and suppose that f ∈ H1 and ϕ  0. Note that for any function g ∈ V1, its derivative g′ is nonincreasing and,
therefore, g′ is nonnegative and limt→∞ g′(t) = 0. Since ϕ  0, it follows that, for any sequence tn → ∞, we
have
lim
n→∞ϕ(tn)h
′(tn)  0,
which implies
〈h, ϕ〉 =
∫
R+
h′(u)ϕ′(u) du = lim
n→∞
∫
[0,tn]
h′(u)ϕ′(u) du
= lim
n→∞
(
ϕ(tn)h
′(tn)−
∫
[0,tn]
ϕ(u) d
(
h′(u)
))
 lim
n→∞
(
−
∫
[0,tn]
ϕ(u) d
(
h′(u)
))
 0. (2.3)
Consequently,
‖f‖2 = ‖h+ ϕ‖2 = ‖h+ ϕ+ Pr
˜V1
h‖2 = ‖h‖2 + 2〈h, ϕ〉+ 2〈h,Pr
˜V1
h〉+ ‖ϕ+ Pr
˜V1
h‖2
= ‖h‖2 + 2〈h, ϕ〉+ ‖ϕ+ Pr
˜V1
h‖2  ‖h‖2,
completing the proof. unionsq
2.2 Expansion of two-parameter functions
For a function ϕ : R2+ → R, we deﬁne
Δsϕ(t) = ϕ(t)− ϕ(s1, t2)− ϕ(t1, s2) + ϕ(s),
Δ1sϕ(t1, s2) = ϕ(t1, s2)− ϕ(s), Δ2sϕ(s1, t2) = ϕ(s1, t2)− ϕ(s).
In our notation, s = (s1, s2)  t = (t1, t2) means that s1  t1 and s2  t2. Deﬁne the closed convex set
V2 =
{
h ∈ H2
∣∣ Δsh′′(t)  0, Δ1sh′′(t1, s2)  0, Δ2sh′′(s1, t2)  0 for any s  t and t ∈ R2+} (2.4)
and let V˜2 be the polar cone of V2, namely
V˜2 =
{
h ∈ H2
∣∣ 〈h, v〉  0 for any v ∈ V2}.
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We further derive an expansion for two-parameter functions. Since the results are very similar to the previous
lemma, we shall prove only those statements that differ in details from Lemma 1.
Lemma 2. (i) If h ∈ V˜2, then h  0.
(ii) For any h ∈ H2, we have 〈PrV2h,Pr˜V2h〉 = 0 and h = PrV2h+ Pr˜V2h.
(iii) If h = h1 + h2, h1 ∈ V2, h2 ∈ V˜2, and 〈h1, h2〉 = 0, then h1 = PrV2h and h2 = Pr˜V2h.
(iv) For any h ∈ H2, the unique solution of the minimization problem mingh, g∈H2 ‖g‖ is h = PrV2h.
Proof. We prove only statement (i). Denote T = (T, T ), T > 0, and consider the function v with
v′′(s) =
∫
[s,T]
h(u)1{u∈A} du1{sT},
where A = {s ∈ R2+ | h(s)  0}. Then, for any 0  s  t,
Δ1sv
′′(t1, s2) = −
∫
[s∧T, (t1∧T,T )]
h(u)1{u∈A} du  0,
Δ1sv
′′(s1, t2) = −
∫
[s∧T, (T,t2∧T )]
h(u)1{u∈A} du  0,
Δ2sv
′′(t) =
∫
[s∧T, t∧T]
h(u)1{u∈A} du  0.
Furthermore,
∫
R
2
+
∣∣v′′(s)2∣∣ ds = ∫
[0,T]
( ∫
[s,T]
h(u)1{u∈A} du
)2
ds  T 4
∫
[0,T]
h2(u) du
= T 4
∫
[0,T]
( ∫
[0,u]
h′′(s) ds
)2
du  T 8
∫
R
2
+
(
h′′(s)
)2
ds < ∞.
Consequently,
v′′ ∈ L2
(
R
2
+, λ2
)
, v(s) =
∫
[0,s]
v′′(u) du ∈ H2,
and thus, v ∈ V2. Similarly to (2.2), we conclude that 1{u∈A} = 0 λ2-a.e. Other details follow as in the proof
of Lemma 1. unionsq
Since we will work with functions f from H2,+, we need to consider the projection of such an f onto
a suitable closed convex set. In the following, we shall write f = f1 + f2 + f3, meaning that f(t) =
f1(t1) + f2(t2) + f3(t), where f1, f2 ∈ H1 and f3 ∈ H2. Note in passing that this decomposition is unique
for any f ∈ H2,+. Deﬁne the closed convex set
V2,+ = {h = h1 + h2 + h3 ∈ H2,+ | h1, h2 ∈ V1, h3 ∈ V2}
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and let V˜2,+ be the polar cone of V2,+ given by
V˜2,+ =
{
h ∈ H2,+
∣∣ 〈h, v〉  0 for any v ∈ V2,+}
with inner product from (1.4). It follows that, for any h = h1 + h2 + h3 ∈ V˜2, we have hi  0, i = 1, 2, and
h3  0. Furthermore, 〈PrV2,+h,Pr˜V2,+h〉 = 0 and
h = PrV2,+h+ Pr˜V2,+h. (2.5)
Similarly to Lemma 2, we also have that if h = f + g with f ∈ V2,+ and g ∈ V˜2,+ such that 〈f, g〉 = 0, then
f = PrV2,+h and g = Pr˜V2,+h. Moreover, the unique solution of (1.8) is
h = PrV2,+h = PrV1h1 + PrV1h2 + PrV2h3. (2.6)
3 Main result
Consider two measurable two-parameter functions f, u : R2+ → R. Suppose that f(0) = 0 and set
f1(t1) := f(t1, 0), f2(t2) := f(0, t2), f3(t) := f(t)− f(t1, 0)− f(0, t2);
then we can write f(t) = f(t1, 0)+f(0, t2)+(f(t)−f(t1, 0)−f(0, t2)). Let fi ∈ H1, i = 1, 2, and f3 ∈ H2.
Recall their representations fi(t) =
∫
[0,t] f
′
i(s) ds, f
′
i ∈ L2(R+, λ1), i = 1, 2, and f3(t) =
∫
[0,t] f
′′
3 (s) ds,
f ′′3 ∈ L2(R2+, λ2). We shall estimate the boundary noncrossing probability
Pf = f(t) +W (t)  u(t), t ∈ R2+.
In the following, we set fi = PrV1fi, i = 1, 2, f3 = PrV2f , and f = PrV2,+f and deﬁne
f13(t) = f1
′(t)− f3′′(t, 0), f23(t) = f2′(t)− f3′′(0, t).
Note that due to the deﬁnition of the set V2 (see (2.4)),
Δsf3
′′(t)  0, Δ1sf3′′(t1, s2)  0, Δ2sf3′′(s1, t2)  0 for any s  t and t ∈ R2+.
In general, the choice of the set V2 is the key point of the whole work because we can easily integrate w.r.t. f3′′
both in each one-parameter direction and in the plane in Riemann–Stieltjes sense. Indeed, f3′′ is decreasing in
each coordinate and is increasing in the two-parameter sense. We state next our main result.
Theorem 1. Let the following conditions hold:
(i) both functions f13(t) and f23(t) are nonincreasing in their arguments;
(ii) the Riemann–Stieltjes integrals
∫
[0,x] u(x, t) dt(f3
′′(x, t)),
∫
[0,x] u(s, x) ds(f3
′′(s, x)),
∫
R+
u(t, 0) df13(t),∫
R+
u(0, t) df23(t), and
∫
R
2
+
u(t) df3
′′(t) exist (as the integrals with respect to monotonic functions);
(iii) lim
t→∞u(t, 0)f13(t) = limt→∞u(0, t)f23(t) = 0, limt1,t2→∞
u(t)f3
′′(t) = 0, (3.1)
lim
x→∞
∫
[0,x]
u(x, t) dt
(
f3
′′(x, t)
)
= lim
x→∞
∫
[0,x]
u(s, x) ds
(
f3
′′(s, x)
)
= 0. (3.2)
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Then we have
Pf  Pf−f exp
(
−
∫
R+
u(t, 0) df13(t)−
∫
R+
u(0, t) df23(t) +
∫
R
2
+
u(t) df3
′′(t)− 1
2
‖f‖2
)
.
Remark 1. Every function f∈ H2,+ starts from zero. Therefore, f cannot be constant, unless f ≡ 0, but this
case is trivial.
Remark 2. Condition (iii) of the theorem means that asymptotically the shifts and their derivatives are negligi-
ble in comparison with the function u. It is a generalization of the corresponding conditions for a Brownian
bridge and Brownian pillow that are deﬁned on compact sets, so that the corresponding condition holds auto-
matically.
Proof of Theorem 1. Denote by P˜ a probability measure that is deﬁned by its Radon–Nikodym derivative
dP
dP˜
=
∏
i=1,2
exp
(
−1
2
‖fi‖2 +
∫
R+
f ′i(t) dW
0
i (t)
)
exp
(
−1
2
‖f3‖2 +
∫
R
2
+
f ′′3 (t) dW
0
3 (t)
)
.
According to the Cameron–Martin–Girsanov theorem, W 0i (t) = Wi(t) +
∫
[0,t] f
′
i(s) ds, i = 1, 2, are indepen-
dent Wiener processes, and W 03 (t) = W3(t) +
∫
[0,t] f
′′
3 (s) ds is a Brownian sheet w.r.t. the measure P˜ and is
independent of W 01 and W
0
2 . Denote 1u(X) = 1{X(t)u(t), t∈R2+} and
W 0(t) = W 01 (t1) +W
0
2 (t2) +W
0
3 (t).
Since ‖f‖2 = ‖f1‖2 + ‖f2‖2 + ‖f3‖2, using (2.5) and (2.6), we obtain
Pf = E
{
1u
( ∑
i=1,2
(
Wi(t) + fi(t)
)
+W3(t) + f3(t)
)}
= E
˜P
(
dP
dP˜
1u
(
W 0(t)
))
= exp
(
−1
2
‖f‖2
)
E
{
exp
(∫
R+
f ′1(t) dW
0
1 (t) +
∫
R+
f ′2(t) dW
0
2 (t) +
∫
R
2
+
f ′′3 (t) dW
0
3 (t)
)
1u
(
W 0(t)
)}
= exp
(
−1
2
‖f‖2
)
E
{∏
i=1,2
exp
(
−1
2
∥∥Pr
˜V1
fi
∥∥2 + ∫
R+
Pr
˜V1
f ′i(t) dW
0
i (t)
)
× exp
(
−1
2
∥∥Pr
˜V2
f3
∥∥2 + ∫
R
2
+
Pr
˜V2
f3
′′(t) dW 02 (t)
)
× exp
(
l
∑
i=1,2
∫
R+
fi
′(t) dW 0i (t) +
∫
R
2
+
f3
′′(t) dW 02 (t)
)
1u
(
W 0(t)
)}
.
Now we only need to rewrite
∑
i=1,2
∫
R+
fi
′(t) dW 0i (t) +
∫
R
2
+
f3
′′(t) dW 03 (t) =
∑
i=1,2
∫
R+
fi
′(t) dW 0i (t) +
∫
R
2
+
f3
′′(t) dW 0(t).
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In order to rewrite
∫
R+
f1
′(t) dW 01 (t), note that, in this integral, dW 01 (t) = d1W 01 (t) = d1(W 0(t, 0)); there-
fore, on the indicator 1u(
∑
i=1,2W
0
i (t) + W
0
3 (t)) = 1u(W
0(t)), under the conditions of the theorem, we
have the relations∫
R+
f1
′(t) dW 01 (t) = limn→∞
∫
[0,n]
f1
′(t) dW 01 (t)
= lim
n→∞
(
f1
′(n)W 0(n, 0) +
∫
[0,n]
W 0(t, 0) d(−f1′)(t)
)
. (3.3)
Similarly, ∫
R+
f2
′(t) dW 02 (t) = limn→∞
(
f2
′(n)W 0(0, n) +
∫
[0,n]
W 0(0, t) d(−f2′)(t)
)
. (3.4)
Further, by Lemma A.1, for n = (n1, n2),∫
R
2
+
f3
′′(t) dW 0(t) = lim
n1,n2→∞
(
f3
′′(n)W 0(n)− f3′′(n1, 0)W 0(n1, 0)− f3′′(0, n2)W 0(0, n2)
+
∫
[0,n]
W 0(t) df3
′′(t) +
∫
[0,n1]
W 0(s, n2) ds
(−f3′′(s, n2))
+
∫
[0,n2]
W 0(n1, t) dt
(−f3′′(n1, t))+ ∫
[0,n1]
W 0(s, 0) ds
(
f3
′′(s, 0)
)
+
∫
[0,n2]
W 0(0, t) dt
(
f3
′′(0, t)
))
. (3.5)
Combining (3.3)–(3.5) and using conditions (i)–(iii) and Lemma A.3, we conclude that all values f3′′(n),
f13(n) = f1
′(n)− f3′′(n, 0), and f23(n) = f2′(n)− f3′′(0, n) are nonnegative, and therefore, we get that, on
the same indicator,
∑
i=1,2
∫
R+
fi
′(t) dW 0i (t) +
∫
R
2
+
f3
′′(t) dW 0(t)
 lim
n1,n2→∞
(
f3
′′(n)u(n) + f13(n1)u(n1, 0) + f23(n2)u(0, n2)
+
∫
[0,n]
u(t) df3
′′(t) +
∫
[0,n]
u(s, n) ds
(−f3′′(s, n))+ ∫
[0,n2]
u(n1, t) dt
(−f3′′(n1, t))
+
∫
[0,n1]
u(s, 0) ds(−f13)(s) +
∫
[0,n2]
u(0, t) dt(−f23)(t)
)

∫
R
2
+
u(t) df3
′′(t) +
∫
R+
u(s, 0) ds(−f13)(s) +
∫
R+
u(0, t) dt(−f23)(t). (3.6)
Further conclusions are similar to those in [2]. unionsq
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If u is bounded, then according to Lemma A.3, condition (i) is satisﬁed. Hence, application of the theorem
to u(s, t) = u > 0, s, t  0, in combination with (1.7), implies the following result.
Corollary 1. If f ∈ H2,+ is such that f(t0) > 0 for some t0 with nonnegative components, then (1.9) holds,
provided that both functions f13(t) and f23(t) are nonincreasing in their arguments.
Remark 3. (a) Our results can be generalized to higher dimensions. We only mention that in the case of
n-parameter functions, we have to deﬁne similarly all the differences Δksf(t), 1  k  n, and the space
Vn =
{
h ∈ H2n
∣∣ (−1)kΔksh(t)  0 for any s  t, 1  k  n}.
(b) The case of linear combinations of Wi can be treated with some obvious modiﬁcations.
(c) Consider the additive Brownian pillow
B(t1, t2) = B1(t1) +B2(t2) +B3(t1, t2), t1, t2 ∈ [0, 1],
which is constructed similarly to the additive Wiener ﬁeld; here B1 and B2 are two independent Brownian
bridges, and B3 is a Brownian pillow independent of B1 and B2. The RKHSs of B, B1, B3 are almost the
same as W , W1, W3 with the only differences that the corresponding functions are deﬁned on [0, 1]2 or [0, 1]
and the functions vanish on the boundaries of these intervals. The closed convex spaces V1, V2, and V3 are
then deﬁned similarly as in Section 2, and thus, all the results above hold for the additive Brownian pillow by
simply changing the conditions for f and u accordingly. Note that, in comparison with [12], we do not need
any restrictions on f . Thus, the results obtained by our approach are more general.
Appendix
Let A ∈ H2 be a two-parameter nonrandom function. If A ∈ V˜2, then A is nonincreasing as a function of any
one-parameter variable and nondecreasing as a function of two variables. Then for the additive Wiener ﬁeld
W = {W (t) = W1(t1) + W2(t2) + W3(t), t ∈ R2+} and for any T = (T, T ), there exist two integrals of
the ﬁrst kind (according to the classiﬁcation from the papers [9, 23] and [24]),
∫
[0,T]A(u) dW (u), which is
a standard integral of a nonrandom function with respect to a Gaussian process or, equivalently, an Itô integral
since, in this case, ∫
[0,T]
A(u) dW (u) =
∫
[0,T]
A(u) dW3(u),
and
∫
[0,T]W (u) dA(u), which is a Riemann–Stieltjes integral. We argue only for the existence of the integral∫
[0,T]A(u) dW (u) because the existence of the integral
∫
[0,T]W (u) dA(u) is evident due to the continuity
of the trajectories of the Wiener ﬁeld. Indeed, such a function A attains its maximal value at 0. Therefore,∫
[0,T]A
2(s) ds  A(0)T 2, which implies that
∫
[0,T]A(u) dW3(u) is correctly deﬁned as an Itô integral.
Moreover, denote the increments
Δ1ik,nX = Δ
1
(T (i−1)/n, T (k−1)/n)X
(
T i
n
,
T (k − 1)
n
)
and
Δ2ik,nX = Δ
1
(T (i−1)/n, T (k−1)/n)X
(
T (i− 1)
n
,
Tk
n
)
,
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where X = A,W . Then there exist two integrals of the second kind∫
[0,T]
diA(u) djW (u), i = 1, 2, j = 3− i,
which are deﬁned as the limits in probability of integral sums, where, for example,∫
[0,T]
d1A(u) d2W (u) = lim
n→∞
∑
1i,kn
Δ1ik,nAΔ
2
ik,nW.
Lemma A.1. Let A ∈ V˜2 be a two-parameter nonrandom function, and let W = {W (t), t ∈ R2+} be an
additive Wiener ﬁeld. Then for any T = (T, T ), we have the following version of the integration-by-parts
formula:∫
[0,T]
A(s) dW (s) = A(T)W (T)−A(T, 0)W (T, 0)−A(0, T )W (0, T )
+
∫
[0,T]
W (s) dA(s) +
∫
[0,T ]
W (s, T ) ds
(−A(s, T ))+ ∫
[0,T ]
W (T, t) dt
(−A(T, t))
+
∫
[0,T ]
W1(s) ds
(
A(s, 0)
)
+
∫
[0,T ]
W2(t) ds
(
A(0, t)
)
.
Proof. The standard one-parameter Itô formula yields∫
[0,T ]
A(s, T ) dsW (s, T ) = A(T)W (T)−A(0, T )W (0, T )−
∫
[0,T ]
W (s, T ) dsA(s, T ).
Using further the generalized two-parameter Itô formula (see, e.g., [16]), we obtain∫
[0,T ]
A(s, T ) dsW (s, T ) =
∫
[0,T ]
A(s, 0) dW1(s) +
∫
[0,T]
A(s) dW (s) +
∫
[0,T]
d1W (t) d2A(t)
and, similarly,∫
[0,T ]
W (T, t) dtA(T, t) =
∫
[0,T ]
W (0, t) dtA(0, t) +
∫
[0,T]
W (s) dA(s) +
∫
[0,T]
d1W (t) d2A(t).
From the last three equalities we immediately get that∫
[0,T]
A(s) dW (s) =
∫
[0,T ]
A(s, T ) dsW (s, T )−
∫
[0,T]
d1W (t) d2A(t)−
∫
[0,T ]
A(s, 0) dW1(s)
=
∫
[0,T ]
A(s, T ) dsW (s, T )−
∫
[0,T ]
W (T, t) dtA(T, t) +
∫
[0,T]
W (s) dA(s)
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+
∫
[0,T ]
W (0, t) dtA(0, t)−
∫
[0,T ]
A(s, 0) dW1(s)
= A(T)W (T)−A(T, 0)W (T, 0)−A(0, T )W (0, T )
+
∫
[0,T]
W (s) dA(s) +
∫
[0,T ]
W (s, T ) ds
(−A(s, T ))+ ∫
[0,T ]
W (T, t) dt
(−A(T, t))
+
∫
[0,T ]
W1(s) ds
(
A(s, 0)
)
+
∫
[0,T ]
W2(t) ds
(
A(0, t)
)
,
completing the proof. unionsq
Lemma A.2. The RKHS of the covariance function of the additive Wiener ﬁeld W coincides with H2,+ given
by (1.3).
Proof. If the function h : R2+ → R admits the representation
h(t) =
∑
i=1,2
hi(ti) + h3(t), (A.1)
where hi ∈ H1, i = 1, 2, and h3 ∈ H2, then the representation (A.1) is unique. This claim follows immediately
if we put ti = 0, i = 1, 2. In view of (1.2), the claim follows by [1, p. 24, Thm. 5]. unionsq
Consider the subspace V1 = {h ∈ H1 | Δ1sh′(t)  0, 0  s  t < ∞}. Clearly, for any h ∈ V1, we have
that h′(t) ↓ 0 as t → ∞. Now we establish a similar fact for the subspace
V2 =
{
h ∈ H2
∣∣ Δsh′′(t)  0, Δ1sh′′(t1, s2)  0, Δ2sh′′(s1, t2)  0 for any s  t and t ∈ R2+}.
Lemma A.3. If h ∈ V2 is such that
∫
R+
(h′′(s, 0))2 ds < ∞ and ∫
R+
(h′′(0, t))2 dt < ∞, then h′′(s, t) ↓ 0 as
s → ∞ for any t ∈ R+, h′′(s, t) ↓ 0 as t → ∞ for any s ∈ R+, and h′′(s, t) ↓ 0 as s, t → ∞.
Proof. Note that it sufﬁces to establish the ﬁrst claim. Since h ∈ V2, we have
∫
R
2
+
(h′′(s, t))2 ds dt < ∞, im-
plying that
∫
R+
(h′′(s, t))2 ds < ∞ for a.e. t. Furthermore, h′′(s, t) is nonincreasing in s; therefore, for such t,
we have h′′(s, t) ↓ 0 as s → ∞, and it follows from the assumption that h′′(s, 0) ↓ 0 as s → ∞. Since it is
nonincreasing in t, we get such a convergence for any t, and the claim follows. unionsq
Acknowledgment. We would like to thank three referees for numerous comments and suggestions that im-
proved our manuscript.
References
1. A. Berlinet and C. Thomas-Agnan, Reproducing Kernel Hilbert Spaces in Probability and Statistics, Kluwer Aca-
demic, Boston, MA, 2004.
2. W. Bischoff and E. Hashorva, A lower bound for boundary crossing probabilities of Brownian bridge/motion with
trend, Stat. Probab. Lett., 74(3):265–271, 2005.
3. W. Bischoff, E. Hashorva, and J. Hüsler, An asymptotic result for non crossing probabilities of Brownian motion
with trend, Commun. Stat., Theory Methods, 36(13–16):2821–2828, 2007.
Boundary noncrossings of additive Wiener ﬁelds 289
4. W. Bischoff, E. Hashorva, J. Hüsler, and F. Miller, Exact asymptotics for boundary crossings of the Brownian bridge
with trend with application to the Kolmogorov test, Ann. Inst. Stat. Math., 55(4):849–864, 2003.
5. W. Bischoff, E. Hashorva, J. Hüsler, and F. Miller, On the power of the Kolmogorov test to detect the trend of
a Brownian bridge with applications to a change-point problem in regression models, Stat. Probab. Lett., 66(2):105–
115, 2004.
6. W. Bischoff, E. Hashorva, J. Hüsler, and F. Miller, Analysis of a change-point regression problem in quality control
by partial sums processes and Kolmogorov type tests, Metrika, 62(1):85–98, 2005.
7. K. Borovkov and A.N. Downes, On boundary crossing probabilities for diffusion processes, Stochastic Processes
Appl., 120(2):105–129, 2010.
8. K. Borovkov and A. Novikov, Explicit bounds for approximation rates of boundary crossing probabilities for the
Wiener process, J. Appl. Probab., 42(1):82–92, 2005.
9. R. Cairoli and John B. Walsh, Stochastic integrals in the plane, Acta Math., 134:111–183, 1975.
10. E. Csáki, D. Khoshnevisan, and Z. Shi, Boundary crossings and the distribution function of the maximum of Brow-
nian sheet, Stochastic Processes Appl., 90(1):1–18, 2000.
11. J. Durbin, The ﬁrst-passage density of the Brownian motion process to a curved boundary, J. Appl. Probab.,
29(2):291–304, 1992.
12. E. Hashorva, Boundary non-crossings of Brownian pillow, J. Theor. Probab., 23(1):193–208, 2010.
13. E. Hashorva, Y. Mishura, and O. Seleznjev, Boundary non-crossing probabilities for fractional Brownian motion
with trend, 2013, arXiv:1309.7624.
14. A. Janssen and H. Ünlü, Regions of alternatives with high and low power for goodness-of-ﬁt tests, J. Stat. Plann.
Inference, 138(8):2526–2543, 2008.
15. W.V. Li and J. Kuelbs, Some shift inequalities for Gaussian measures, in High Dimensional Probability I, Prog.
Probab., Vol. 43, Birkhäuser, Basel, 1998, pp. 233–243.
16. Yu. S. Mishura, A generalized Itô formula for two-parameter martingales. II, Theory Probab. Math. Stat., 32:77–94,
1986.
17. A. Novikov, V. Frishling, and N. Kordzakhia, Approximations of boundary crossing probabilities for a Brownian
motion, J. Appl. Probab., 36(4):1019–1030, 1999.
18. A. Novikov, V. Frishling, and N. Kordzakhia, Time-dependent barrier options and boundary crossing probabilities,
Georgian Math. J., 10(2):325–334, 2003.
19. V.I. Piterbarg, Asymptotic Methods in the Theory of Gaussian Processes and Fields, Transl. Math. Monogr., Vol. 148,
Amer. Math. Soc., Providence, RI, 1996.
20. K. Pötzelberger and L. Wang, Boundary crossing probability for Brownian motion, J. Appl. Probab., 38(1):152–164,
2001.
21. W. Somayasa, The partial sums of the least squares residuals of spatial observations sampled according to a proba-
bility measure, J. Indones. Math. Soc., 19(1):23–40, 2013.
22. L. Wang and K. Pötzelberger, Boundary crossing probability for Brownian motion and general boundaries, J. Appl.
Probab., 34(1):54–65, 1997.
23. E. Wong and M. Zakai, Martingales and stochastic integrals for processes with a multi-dimensional parameter,
Z. Wahrscheinlichkeitstheor. Verw. Gebiete, 29:109–122, 1974.
24. E. Wong and M. Zakai, Weak martingales and stochastic integrals in the plane, Ann. Probab., 4(4):570–586, 1976.
Lith. Math. J., 54(3):277–289, 2014.
