Semistability is the property whereby the solutions of a system converge to stable equilibrium points determined by the initial conditions. Important applications of this notion of stability include lateral aircraft dynamics and the dynamics of chemical reactions. A notion central to semistability theory is that of convergence in which every solution converges to a limit point that may depend upon the initial condition. We give sufficient conditions for convergence and semistability of nonlinear systems. By way of illustration, we apply these results to study the semistability of linear systems and some nonlinear systems.
Introduction
Stability theory and the associated methods of Lyapunov are essential components of modern systems and control theory [9, lo]. There are two notions of stability that are of primary importance, namely, Lyapunov stability and asymptotic stability. Roughly speaking, an equilibrium is Lyapunov stable if initial conditions sufficiently close to the equilibrium guarantee that the trajectory remains arbitrarily close to the equilibrium, while an equilibrium is asymptotically stable if it is Lyapunov stable and the equilibrium is attractive, that is, if the trajectory converges to the equilibrium for sufficiently close initial conditions.
In the present paper we consider an alternative notion of stability called semistability which, in a certain sense, lies between Lyapunov stability and asymptotic stability. For linear systems, semistability was originally defined in [5] and applied to matrix second-order systems in [2] . For mechanical systems, semistability characterizes the motion of a rigid body subject to damping and in the absence of stiffness. Such a damped rigid body converges to rest at a Lyapunov stable equilibrium position that is determined by the initial conditions. For arbitrary linear systems, this behavior is captured by a dynamics matrix each of whose eigenvalues either has negative real part or is equal to zero and, in addition, the zero eigenvalue (if present) is semisimple, that is, has equal algebraic and geometric multiplicity. For linear systems it can be seen that asymptotic stability implies semistability, and semistability implies Lyapunov stability.
There are several applications in which semistability can be seen to be the appropriate notion of stability. Besides the case of a damped rigid body, we can mention the stability of the lateral dynamics of an aircraft in trimmed level flight. For sideslip disturbances affecting the angle between the longitudinal axis and the velocity vector, the vertical tail is designed to influence yaw so as to cause the sideslip angle to converge to zero. However, the heading angle will not generally converge to the pre-disturbance heading angle. The offset in the final equilibrium is a reflection of semistability, which in the literature is referred to as directional In fact, the class of semistable transfer functions subject to impulsive inputs or, equivalently, asymptotically stable transfer functions subject to step inputs, is precisely the class of systems for which the final value theorem is valid. Another application of semistability involves the dynamics of chemical reactions. While periodic or chaotic behavior can occur [12] , it is of interest to determine conditions under which the concentrations converge. In this case the limiting concentrations are not completely determined by the dynamics, but rather depend upon the initial concentrations as well. Hence semistability is the appropriate notion of stability for convergent reactions. Conditions that guarantee the semistability of chemical reactions are given in [7, 81, where semistability is referred to as asymptotic stability within a stoichiometric subspace. The results of the present paper are applied to chemical reaction dynamics in [3] .
In the present paper we extend the notion of semistability to equilibria of nonlinear systems. To do this, our goal is to capture the notion that the trajectory of the system converges on [0, cm) without specifying the equilibrium to which it converges. We call this notion convergence. In Section 3, we give a Lyapunov type sufficient condition for convergence. We further show that under certain conditions, this result is also necessary. Examples are provided to illustrate these results.
In a convergent system, the limit points of the solutions may not be Lyapunov stable. Semistability is the additional requirement that a convergent system also have Lyapunov stable equilibria. More precisely, an equilibrium is semistable if it is Lyapunov stable and every solution in a certain neighborhood of the equilibrium converges to a Lyapunov stable equilibrium, while the system is semistable if it is convergent and all its equilibria are semistable. In Section 3, we give a sufficient condition for the semistability of a system.
In Section 4, we focus on the semistability of linear systems. We use the results of Section 3 to derive a sufficient condition for the semistability of a linear system in terms of the matrix Lyapunov equation. $"([O, 00) ). The orbit of x is bounded if 0" is contained in a compact set. The positive limit set of x is the set 0% of points z E 2) such that there exists a sequence ti -+ 00 satisfying $(ti,%) + z. If Q c V is positively invariant and closed, then it follows that 0% C 0 for all x E 9. Also, limt+, $(t,x) exists if and only if O& contains exactly one point.
Preliminaries
A function V : Q + B is said to be proper relative to An equilibrium point of (1) is a point x E V satisfying f ( z ) = 0 or, equivalently, $ ( t , x ) = x for all t 2 0. An 
Suppose y is absolutely integrable. Then, for every E > 0, there exists T, > 0 such that the second integral in the above equation is less than e for all t > T,. Hence we conclude that limt,, y ( t ) exists. To prove the second part, let a = limt,,
i(t)/llP(t)ll
and note that llall = 1. Let 6 E (0,l) and choose T 6 sufficiently large such that IIa -y ( t ) ( 
Since z E 0" , there exists h 2 0 such that $(h, z ) E Ua. 
Convergence and Semistability
In the remainder of the paper, we assume that 0 C 2)
is a closed set that is positively invariant under (1). 
0
The following result provides a Lyapunov-type test for convergence. Ilf(x)ll 5 -g'(V(x))Wx) (8) almost everywhere on U. Then the system (1) is convergent with respect to Q.
Proof. Let z E Q and denote y = $". Under the hypotheses on V , every bounded solution converges to M .
Thus, there exists T > 0 such that y ( t ) E U for all t 2 T .
for almost every t > T and we have, and such that limt_,bo $(t, z) exists for all x E U and every equilibrium point in U is Lyapunov stable with respect t o Q. The system (1) is said to be semistable with respect t o Q if every equilibrium point in Q is semistable with respect to Q.
The following is a Lyapunov-type result for semistability. The vector fields f r and fe point in the radial and tangential directions, respectively, and thus the parameters a and 0 decide the relative rates at which solutions move in the radial and tangential directions. This can be seen more clearly by rewriting equations (1) and (9) in terms of polar coordinates r = ,/-and 8 = tan-'(y/z) as
It can be easily seen from equations (9) and (10) that the set of equilibria f-'(O) consists of the origin x = 0 and the unit circle S' = {x E R2 : x: + xi = 1). All solutions of (1) starting from nonzero initial conditions y(0) # 0 approach the unit circle. Solutions starting outside the unit circle spiral in clockwise towards the unit circle while solutions starting inside the unit circle spiral out counterclockwise. Consequently, all solutions are bounded.
First assume a 2 / J + 1. In this case, the system is not convergent with respect to Q = R2. This can be seen by using equations (9) and (10) This implies that for a -/ 3 2 1, the solutions of (9) -(10) that converge t o the unit circle spiral around an infinite number of times, thus ruling out convergence. Figure 1 shows the phaseportrait of this system for a = Next, consider the case a -p < 1 and the Lya-
With a slight abuse of notation, we write V ( z ) = $(r -1)2 and compute the derivative of V along the solutions of (9)-(10) as V ( x ) = -r(r+ l ) a l r -lla+', which is seen to take nonpositive values everywhere. Moreover, the set V -' ( O ) consists solely of equilibrium points and is thus invariant. We also compute + 1 -a) . Hence, in both the cases a 5 p and < a < p + 1, Theorem 3.1 implies that the system is convergent with respect to 9 = R2. Figure 2 shows the phase portrait for this system for a = /3 = 1. = &f(z) is defined everywhere on 9 except on the unit circle. Moreover, the vector field U points clockwise outside the unit circle and counterclockwise inside, and hence does not have a continuous extension -to all of 9. However, U can be continuously extended t o C1 and c 2 separately. Thus, Theorem 3.2 implies that for a < /3 + 1, Jooo Ilf(+(t1z))11dt exists for all z E 9, that is, every orbit in 9 has finite length, while, for a 2 /3 + 1, every nontrivial orbit is of infinite length. Figures 1 and 2 also reflect this fact. 
2x1 9, z1 +z2,
(15) where kl and k2 are the reaction rate constants of the respective reactions. Assuming that the dynamics of the reactions are governed by mass action kinetics, the dynamics are modelled by the kinetic equations [3] Hence, by Theorem (3.1), the system (16) -(17 I is convergent with respect to 9. In other words, starting from any arbitrary initial conditions, the concentrations z1 and 2 2 approach steady state values.
Semistability of Linear Systems
In this section, we apply the results of the previous section t o study the semistability of the linear system lxt) = AY(t)l
where A E Rnx" is an n x n real matrix. Equation (18) is a special case of the system considered in Section 1, with 2> = R", f ( 2 ) = Ax and $(t, a:) = eAtx, where eAt is the matrix exponential of At. V ( x -x , ) , which is negative semidefinite about 2,.
Hence it follows that x , is Lyapunov stable. Theorem 3.3 now implies that the system (18) is semistable. 
