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We have recently extended many-body perturbation theory and coupled-cluster theory performed
on top of a Slater determinant breaking rotational symmetry to allow for the restoration of the
angular momentum at any truncation order [T. Duguet, J. Phys. G: Nucl. Part. Phys. 42 (2015)
025107]. Following a similar route, we presently extend Bogoliubov many-body perturbation theory
and Bogoliubov coupled cluster theory performed on top of a Bogoliubov reference state breaking
global gauge symmetry to allow for the restoration of the particle number at any truncation order.
Eventually, formalisms can be merged to handle SU(2) and U(1) symmetries at the same time.
Several further extensions of the newly proposed many-body formalisms can be foreseen in the
mid-term future. The long-term goal relates to the ab initio description of near-degenerate finite
quantum systems with an open-shell character.
I. INTRODUCTION
In Ref. [1], hereafter referred to as Paper I, the mo-
tivations to tackle degenerate (or near-degenerate) finite
quantum systems with an open-shell character via ab ini-
tio methods relying on the concept of symmetry breaking
and restoration were explained at length. Dealing with
singly-open shell atomic nuclei, i.e. nuclei displaying a
good closed-shell character for either protons or neutrons,
requires the breaking and the restoration of U(1) global
gauge symmetry associated with particle number conser-
vation. Breaking the symmetry allows one to lift the
degeneracy of the unperturbed reference state associated
with the Cooper pair instability responsible for nuclear
superfluidity. Extending the treatment to doubly open-
shell nuclei demands to further break and restore SU(2)
symmetry associated with the conservation of angular
momentum1.
Standard single-reference Rayleigh-Schroedinger
many-body perturbation theory (MBPT) [2–6] and
coupled cluster (CC) theory [6, 7] expand the exact
many-body ground-state energy around a reference state
taking the form of a Slater determinant. Consequently,
these methods do respect U(1) global gauge symmetry
all throughout. To allow for the breaking of U(1)
symmetry, one must expand the exact many-body state
around a more general vacuum taking the form of
a Bogoliubov product state [8]. As for perturbation
∗ thomas.duguet@cea.fr
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1 Although it can be beneficial to indeed break and restore both
symmetries, it is possible to limit oneself to breaking and restor-
ing SU(2) symmetry in this case. If breaking U(1) symmetry,
one must do it both for neutrons and protons.
theory, this leads to formulating single-reference Bo-
goliubov many-body perturbation theory (SR-BMBPT)
or its variant based on a simpler Bardeen-Cooper-
Schrieffer reference state [9–11]. In either form, such
a particle-number-breaking many-body perturbation
theory has been scarcely used in the physics literature.
Going beyond perturbation theory, the single-reference
Bogoliubov coupled-cluster (SR-BCC) theory was only
recently formulated and applied [12–14].
While BMBPT and BCC ab initio methods can effi-
ciently access open-shell systems, it remains necessary to
restore U(1) symmetry when dealing with a finite quan-
tum system such as the atomic nucleus. Consequently, it
is the goal of the present paper to generalize BMBPT and
BCC formalisms to allow for the exact restoration of good
neutron (proton) number at any truncation order. This
will lead to the design of particle-number-restored Bo-
goliubov many-body perturbation theory (PNR-BMBPT)2
and particle-number-restored Bogoliubov coupled cluster
(PNR-BCC) theory. This is achieved by adapting the
work done for the SU(2) group in Paper I to the U(1)
group, which effectively requires the entire reformulation
of the formalism on the basis of a Bogoliubov reference
state and making use of Bogoliubov algebra.
The paper is organized as follows. Section II pro-
vides the ingredients necessary to set up the formalism
while Sec. III elaborates on the general principles of the
approach, independently of the actual many-body tech-
nique eventually employed to expand the exact solution
of the Schroedinger equation. In Sec. IV, a general-
2 We will employ a general Rayleigh-Schroedinger scheme that
can be eventually reduced to a Moller-Plesset scheme by using
the Bogoliubov state solution of Hartree-Fock-Bogoliubov equa-
tions [8] as a reference state.
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2ized BMBPT is developed and acts as the foundation
for the generalized BCC approach introduced in Sec. V.
It is shown how generalized energy and norm kernels
at play in the formalism can be computed from natu-
rally terminating BCC expansions. The way to recover
SR-BMBPT and SR-BCC theory on the one hand and
particle-number-projected Hartree-Fock-Bogoliubov the-
ory on the other hand is illustrated. Eventually, the al-
gorithm to be implemented by the owner of a BCC code
to incorporate the particle-number restoration is high-
lighted. The body of the paper is restricted to discussing
the overall scheme, limiting technical details to the min-
imum. Complete analytic results are provided in an ex-
tended set of appendices.
II. BASIC INGREDIENTS
Let us introduce necessary ingredients to make the pa-
per self-contained. Although pedestrian, this section dis-
plays definitions and identities that are crucial to the
building of the formalism later on.
A. Hamiltonian
Let the Hamiltonian H = T + V of the system be of
the form3
H ≡
1
(1!)2
∑
pq
tpqc
†
pcq +
1
(2!)2
∑
pqrs
v¯pqrsc
†
pc
†
qcscr , (1)
where antisymmetric matrix elements of the two-body
interaction are employed and where {cp; c
†
p} denote par-
ticle annihilation and creation operators associated with
an arbitrary basis of the one-body Hilbert space H1.
B. Bogoliubov algebra
The unitary Bogoliubov transformation connects
quasi-particle annihilation and creation operators
{βk;β
†
k} to particle ones through [8]
βk =
∑
p
U∗pk cp + V
∗
pk c
†
p , (2a)
β†k =
∑
p
Upk c
†
p + Vpk cp . (2b)
3 The formalism can be extended to a Hamiltonian containing
three- and higher-body forces without running into any funda-
mental problem. Also, one subtracts the center of mass kinetic
energy to the Hamiltonian in actual calculations of finite nuclei.
As far as the present work is concerned, this simply leads to a re-
definition of one- and two-body matrix elements tpq and v¯pqrs in
the Hamiltonian without changing any aspect of the many-body
formalism that follows.
Both sets of operators obey anticommutation rules
{cp, cq} = 0 ; {βk1 , βk2} = 0 , (3a)
{c†p, c
†
q} = 0 ; {β
†
k1
, β†k2} = 0 , (3b)
{cp, c
†
q} = δpq ; {βk1 , β
†
k2
} = δk1k2 . (3c)
The Bogoliubov product state, which carries even
number-parity as a quantum number, is defined as
|Φ〉 ≡ C
∏
k
βk|0〉 , (4)
and is the vacuum of the quasiparticle operators, i.e.
βk|Φ〉 = 0 for all k. In Eq. (4), C is a complex nor-
malization ensuring that 〈Φ|Φ〉 = 1. As quasiparticle
operators mix particle creation and annihilation opera-
tors (see Eq. (2)), the Bogoliubov vacuum breaks U(1)
symmetry associated with particle number conservation,
i.e. |Φ〉 is not an eigenstate of the particle-number oper-
ator A, except in the limit where it reduces to a Slater
determinant.
The Bogoliubov transformation can be written in ma-
trix form (
β
β†
)
=W †
(
c
c†
)
, (5)
where
W ≡
(
U V ∗
V U∗
)
. (6)
One can further define the skew-symmetric matrix
Z ≡ V ∗[U∗]−1 (7)
in terms of which |Φ〉 can be expressed by virtue of Thou-
less’ theorem [15]. The anticommutation rules obeyed by
the quasi-particle operators relate to the unitarity of W
that leads to four relations
UU † + V ∗V T = 1 , (8a)
V U † + U∗V T = 0 , (8b)
U †U + V †V = 1 , (8c)
V TU + UTV = 0 , (8d)
originating from W †W = 1 and four relations
UV † + V ∗UT = 0 , (8e)
V V † + U∗UT = 1 , (8f)
U †V ∗ + V †U∗ = 0 , (8g)
V TV ∗ + UTU∗ = 1 , (8h)
originating from WW † = 1.
The Bogoliubov state |Φ〉 is fully characterized by the
generalized density matrix [8]
R ≡
(
〈Φ|c†c |Φ〉
〈Φ|Φ〉
〈Φ|c c |Φ〉
〈Φ|Φ〉
〈Φ|c†c†|Φ〉
〈Φ|Φ〉
〈Φ|c c†|Φ〉
〈Φ|Φ〉
)
(9a)
3≡
(
+ρ +κ
−κ¯∗ −σ∗
)
(9b)
=
(
V ∗V T V ∗UT
U∗V T U∗UT
)
, (9c)
where ρ and κ denote the normal one-body density ma-
trix and the anomalous density matrix (or pairing ten-
sor), respectively. Using anticommutation rules of parti-
cle creation and annihilation operators, one demonstrates
that
ρqp = +ρ
∗
pq , (10a)
κqp = −κpq , (10b)
σqp = +ρqp − δqp , (10c)
κ¯qp = +κqp , (10d)
meaning that ρ is hermitian (i.e. ρ† = ρ) while κ is
skew-symmetric (i.e. κT = −κ). Transforming the gen-
eralized density matrix to the quasi-particle basis via
R ≡W †RW leads to
R =
(
〈Φ|β†β |Φ〉
〈Φ|Φ〉
〈Φ|β β |Φ〉
〈Φ|Φ〉
〈Φ|β†β†|Φ〉
〈Φ|Φ〉
〈Φ|β β†|Φ〉
〈Φ|Φ〉
)
(11a)
≡
(
R+− R−−
R++ R−+
)
(11b)
=
(
0 0
0 1
)
, (11c)
where the result, trivially obtained by considering the
action of quasi-particle operators on the vacuum, can also
be recovered starting from Eq. 9 and making use of Eqs. 2
and 8.
C. Normal ordering
A Lagrange term is eventually required to constrain
the particle number to the correct value on average, such
that the grand potential Ω ≡ H−λA is to be used in place
of H , where the particle-number operator A =
∑A
n=1 1
takes the second-quantized form
A =
∑
p
c†pcp . (12)
The present formalism is best formulated in the quasi-
particle basis introduced in Eq. (2) by normal ordering
all operators at play with respect to |Φ〉 via Wick’s the-
orem [16]. Taking Ω as an example, and as extensively
discussed in Ref. [13], its normal-ordered form expressed
in terms of fully antisymmetric matrix elements4 reads
as
Ω ≡ Ω[0] +Ω[2] +Ω[4] (13a)
≡ Ω00 +
[
Ω20 +Ω11 +Ω02
]
+
[
Ω40 +Ω31 +Ω22 +Ω13 +Ω04
]
(13b)
= Ω00 (13c)
+
1
1!
∑
k1k2
Ω11k1k2β
†
k1
βk2 (13d)
+
1
2!
∑
k1k2
{
Ω20k1k2β
†
k1
β†k2 +Ω
02
k1k2βk2βk1
}
(13e)
+
1
(2!)2
∑
k1k2k3k4
Ω22k1k2k3k4β
†
k1
β†k2βk4βk3 (13f)
+
1
3!
∑
k1k2k3k4
{
Ω31k1k2k3k4β
†
k1
β†k2β
†
k3
βk4 +Ω
13
k1k2k3k4β
†
k1
βk4βk3βk2
}
(13g)
+
1
4!
∑
k1k2k3k4
{
Ω40k1k2k3k4β
†
k1
β†k2β
†
k3
β†k4 +Ω
04
k1k2k3k4βk4βk3βk2βk1
}
, (13h)
where
1. Each term Ωij is characterized by its number i (j)
4 Explicit expressions of Ωij
k1...kiki+1...ki+j
in terms of matrix ele-
ments tpq and v¯pqrs and of (U, V ) matrix elements are provided
in Ref. [13].
of quasiparticle creation (annihilation) operators.
Because Ω has been normal-ordered with respect to
|Φ〉, all quasiparticle creation operators (if any) are
located to the left of all quasiparticle annihilation
operators (if any). The class Ω[k] groups all the
4terms Ωij with i+ j = k. The first contribution
Ω[0] = Ω00 =
〈Φ|Ω|Φ〉
〈Φ|Φ〉
(14)
denotes the fully contracted part of Ω and is noth-
ing but a (real) number.
2. The subscripts of the matrix elements
Ωijk1...kiki+1...ki+j are ordered sequentially, in-
dependently of the creation or annihilation
character of the operators the indices refer to.
While quasiparticle creation operators themselves
also follow sequential order, quasiparticle annihila-
tion operators follow inverse sequential order. In
Eq. (13f), for example, the two creation operators
are ordered β†k1β
†
k2
while the two annihilation
operators are ordered βk4βk3 .
3. Matrix elements are fully antisymmetric, i.e.
Ωijk1...kiki+1...ki+j = (−1)
σ(P )ΩijP (k1...ki|ki+1...ki+j) (15)
where σ(P ) refers to the signature of the permuta-
tion P . The notation P (. . . | . . .) denotes a separa-
tion into the i quasiparticle creation operators and
the j quasiparticle annihilation operators such that
permutations are only considered between members
of the same group.
4. As each Ω[k] component is hermitian, matrix ele-
ments exhibit the following behavior under hermi-
tian conjugation
Ω11k1k2 = Ω
11∗
k2k1 , (16a)
Ω20k1k2 = Ω
02∗
k1k2 , (16b)
Ω22k1k2k3k4 = Ω
22∗
k3k4k1k2 , (16c)
Ω31k1k2k3k4 = Ω
13∗
k4k1k2k3 , (16d)
Ω40k1k2k3k4 = Ω
04∗
k1k2k3k4 . (16e)
Similarly to Ω, the normal-ordered form of the particle-
number operator is obtained as5
A ≡ A[0] +A[2] (17a)
≡ A00 +
[
A20 +A11 +A02
]
(17b)
≡ A00 (17c)
+
1
1!
∑
k1k2
A11k1k2β
†
k1
βk2 (17d)
+
1
2!
∑
k1k2
{
A20k1k2β
†
k1
β†k2 +A
02
k1k2βk2βk1
}
(17e)
and allows the extraction of the normal-ordered Hamil-
tonian itself whose various terms take the same form as
those of Ω but with the modifications H [0] = Ω[0]+λA[0]
and H [2] = Ω[2] + λA[2].
5 Explicit expressions of A00, A11
k1k2
, A20
k1k2
and A02
k1k2
are pro-
vided in Ref. [13].
D. Diagrammatic representation of an operator
Normal-ordered operators in the Schroedinger repre-
sentation can be represented diagrammatically. Taking
the grand potential and the particle-number operators as
typical examples, canonical diagrams representing their
normal-ordered contributions Ωij and Aij are displayed
in Figs. 1 and 2, respectively. Focusing on Ω as an ex-
ample, the various diagrams contributing to it must be
understood in the following way.
1. One must associate the factor Ωijk1...kiki+1...ki+j to
the dot vertex, where i denotes the number of
lines traveling out of the vertex and representing
quasiparticle creation operators while j denotes the
number of lines traveling into the vertex and rep-
resenting quasiparticle annihilation operators.
2. A factor 1/[i!j!] must multiply Ωijk1...kiki+1...ki+j
given that the corresponding diagram contain j
equivalent ingoing lines and i equivalent outgoing
lines.
3. In the canonical representation used in Figs. 1
and 2, all oriented lines go up, i.e. lines represent-
ing quasiparticle creation (annihilation) operators
appear above (below) the vertex. Accordingly, in-
dices k1 . . . ki must be assigned consecutively from
the leftmost to the rightmost line above the ver-
tex, while ki+1 . . . ki+j must be similarly assigned
consecutively for lines below the vertex.
4. In the diagrammatic representation at play in the
many-body formalism designed below, it is possible
for a line to propagate downwards6. This can be ob-
tained unambiguously starting from the canonical
representation given in Figs. 1 and 2 at the price
of adding a specific rule. As illustrated in Fig. 3
for the diagram representing Ω22, lines must only
be rotated through the right of the diagram, i.e.
going through the dashed line, while it is forbid-
den to rotate them through the full line. Addition-
ally, a minus sign must be added to the amplitude
Ωijk1...kiki+1...ki+j associated with the canonical di-
agram each time two lines cross as illustrated in
Fig. 3.
E. U(1) group
We consider the abelian compact Lie group U(1) ≡
{S(ϕ), ϕ ∈ [0, 2π]} associated with the global rotation of
6 As explained in Ref. [13], downwards quasi-particle lines do not
occur in SR-BCC theory. This will be recovered in Section V as
a particular case of the present diagrammatics.
5Ω[2] =
Ω[4] =
Ω11 Ω20 Ω02
Ω22 Ω31 Ω13 Ω40 Ω04
+ +
+ + + +
Ω[0] =
Ω00
FIG. 1. Canonical diagrammatic representation of normal-
ordered contributions to the grand potential Ω in the
Schroedinger representation.
A[0] =
A00
A[2] =
A11 A20 A02
+ +
FIG. 2. Canonical diagrammatic representation of the
normal-ordered contributions to the particle-number opera-
tor A in the Schroedinger representation.
k1 k2
k3 k4
+ Ω22k1k2k3k4
=
+ Ω22k1k2k3k4 − Ω
22
k1k2k3k4 + Ω
22
k1k2k3k4
= =
k1 k1 k1k2 k2 k2k3 k3 k3k4 k4 k4
FIG. 3. Rules to apply when departing from the canonical
diagrammatic representation of a normal-ordered operator.
Oriented lines can be rotated through the dashed line but not
through the full line.
an A-body fermion system in gauge space. As U(1) is
considered to be a symmetry group of H , commutation
relations
[H,S(ϕ)] = [A,S(ϕ)] = [Ω, S(ϕ)] = 0 , (18)
hold for any ϕ ∈ [0, 2π].
We utilize the unitary representation of U(1) on Fock
space F given by
S(ϕ) = eiAϕ . (19)
Matrix elements of the irreducible representations (IR-
REPs) of U(1) are
〈ΨAµ |S(ϕ)|Ψ
A′
µ′ 〉 ≡ e
iAϕ δAA′ δµµ′ , (20)
where |ΨAµ 〉 is an eigenstate of A
A|ΨAµ 〉 = A|Ψ
A
µ 〉 , (21)
and, by virtue of Eq. 18, of the Hamiltonian at the same
time
H |ΨAµ 〉 = E
A
µ |Ψ
A
µ 〉 , (22)
where EAµ , with µ = 0, 1, 2 . . ., orders increasing eigenen-
ergies for a fixed A. From the group theory point of view,
A ∈ Z on the right-hand side of Eq. 20. Since A actually
represents the number of fermions in the system, its value
is constrained from the physics point of view to A ∈ N.
Equations 21 and 22 trivially lead to
Ω|ΨAµ 〉 = Ω
A
µ |Ψ
A
µ 〉 , (23)
where ΩAµ ≡ E
A
µ − λA. The volume of the group is
vU(1) ≡
∫ 2pi
0
dϕ = 2π ,
and the orthogonality of IRREPs reads as
1
2
∫ 2pi
0
dϕ e−iAϕ e+iA
′ϕ = δAA′ . (24)
A tensor operator O of rank7 A and a state |ΨAµ 〉 trans-
form under global gauge rotation according to
S(ϕ)OS(ϕ)−1 = eiAϕO , (25a)
S(ϕ) |ΨAµ 〉 = e
iAϕ |ΨAµ 〉 . (25b)
A key feature for the following is that any integrable
function f(ϕ) defined on [0, 2π] can be expanded over the
IRREPs of the U(1) group. This constitutes nothing but
the Fourier decomposition of the function
f(ϕ) ≡
∑
A∈Z
fA eiAϕ , (26)
which defines the set of expansion coefficients {fA}. Last
but not least, the IRREPs fulfill the first-order ordinary
differential equation (ODE)
− i
d
dϕ
eiAϕ = A eiAϕ . (27)
7 A tensor operator of rank A with respect to the U(1) group is
an operator that associates a state of the (N+A)-body Hilbert
space HN+A to a state of the N-body Hilbert space HN, i.e. that
changes the number of particles by A units.
6F. Time-dependent state
The many-body formalism proposed in the present
work is conveniently formulated within an imaginary-
time framework. We thus introduce the evolution op-
erator in imaginary time as8
U(τ) ≡ e−τΩ , (28)
with τ real. A key quantity throughout the present study
is the time-evolved many-body state defined as
|Ψ(τ)〉 ≡ U(τ)|Φ〉
=
∑
A∈N
∑
µ
e−τΩ
A
µ |ΨAµ 〉 〈Ψ
A
µ |Φ〉 , (29)
where we have inserted a completeness relationship on
Fock space under the form
1 =
∑
A∈N
∑
µ
|ΨAµ 〉 〈Ψ
A
µ | . (30)
It is straightforward to demonstrate that |Ψ(τ)〉 satisfies
the time-dependent Schroedinger equation
Ω |Ψ(τ)〉 = −∂τ |Ψ(τ)〉 . (31)
G. Large and infinite time limits
Below, we will be interested in first looking at the large
τ limit of various quantities before eventually taking their
infinite time limit. Although we utilize the same math-
ematical symbol ( lim
τ→∞
) in both cases for simplicity, the
reader must not be confused by the fact that there re-
mains a residual τ dependence in the first case, which
typically disappears by considering ratios before actually
promoting the time to infinity. The large τ limit is es-
sentially defined as τ ≫ ∆E−1, where ∆E is the energy
difference between the ground state and the first excited
state of Ω. Depending on the system, the latter can be
the first excited state in the IRREP of the ground state
or the lowest state of another IRREP.
H. Ground state
Taking the large τ limit provides the ground state of
Ω under the form9
|ΨA00 〉 ≡ limτ→∞
|Ψ(τ)〉 (32a)
8 The time is given in units of MeV−1.
9 The chemical potential λ is fixed such that ΩA00 for the targeted
particle number A0 is the lowest value of all ΩAµ over Fock space,
i.e. it penalizes systems with larger number of particles such that
ΩA00 < Ω
A
µ for all A > A0 while maintaining at the same time
that ΩA00 < Ω
A
µ for all A < A0. This is practically achievable
only if EA0 is strictly convex in the neighborhood of A0, which is
generally but not always true for atomic nuclei.
= e−τΩ
A0
0 |ΨA00 〉 〈Ψ
A0
0 |Φ〉 . (32b)
As will become clear below, the many-body scheme de-
veloped in the present work relies on choosing the Bo-
goliubov product state |Φ〉 as the ground state of an un-
perturbed grand potential Ω0 that breaks U(1) symme-
try. As such, |Φ〉 mixes several IRREPS but is likely to
contain a component belonging to the nucleus of inter-
est given that it is typically chosen to have (close to)
the number A0 of particles in average. Eventually, one
recovers from Eq. 31 that
Ω|ΨA00 〉 = Ω
A0
0 |Ψ
A0
0 〉 , (33)
in the large τ limit.
I. Off-diagonal kernels
We now introduce the off-diagonal, i.e. ϕ-dependent,
time-dependent kernel of an operator10 O through
O(τ, ϕ) ≡ 〈Ψ(τ)|O|Φ(ϕ)〉 , (34)
where |Φ(ϕ)〉 ≡ S(ϕ)|Φ〉 denotes the gauge-rotated Bo-
goliubov state. Doing so for the identity, the Hamilto-
nian, the particle number and the grand potential oper-
ators, we introduce the set of off-diagonal kernels
N(τ, ϕ) ≡ 〈Ψ(τ)|1|Φ(ϕ)〉 , (35a)
H(τ, ϕ) ≡ 〈Ψ(τ)|H |Φ(ϕ)〉 , (35b)
A(τ, ϕ) ≡ 〈Ψ(τ)|A|Φ(ϕ)〉 , (35c)
Ω(τ, ϕ) ≡ 〈Ψ(τ)|Ω|Φ(ϕ)〉 , (35d)
where the first one denotes the off-diagonal norm kernel
and where the latter three are related through Ω(τ, ϕ) =
H(τ, ϕ)− λA(τ, ϕ). Focusing on the grand potential op-
erator as an example, its kernel can be split into various
contributions associated with its normal-ordered compo-
nents, i.e.
Ω(τ, ϕ) ≡ Ω00(τ, ϕ) (36a)
+Ω20(τ, ϕ) + Ω11(τ, ϕ) + Ω02(τ, ϕ) (36b)
+Ω40(τ, ϕ) + Ω31(τ, ϕ) + Ω22(τ, ϕ) (36c)
+Ω13(τ, ϕ) + Ω04(τ, ϕ) , (36d)
having trivially that Ω00(τ, ϕ) = Ω00N(τ, ϕ). Similarly,
the particle-number kernel can be split according to
A(τ, ϕ) ≡ A00(τ, ϕ) (37a)
+A20(τ, ϕ) +A11(τ, ϕ) +A02(τ, ϕ) ,(37b)
with A00(τ, ϕ) = A00N(τ, ϕ).
10 We are currently interested in operators that commute with Ω
and that are scalars under transformations of the U(1) group, i.e.
that are of rank A = 0. Dealing with operators of rank A 6= 0
and with amplitudes between different many-body eigenstates of
Ω requires an extension of the presently developed formalism.
7Finally, use will often be made of the reduced kernel of
an operator O defined through
O(τ, ϕ) ≡
O(τ, ϕ)
N(τ, 0)
, (38)
which leads, for O = 1, to working with intermediate
normalization at ϕ = 0, i.e. to having a norm kernel
that satisfies N (τ, 0) ≡ 1 for all τ .
III. MASTER EQUATIONS
This section presents a set of master equations provid-
ing the basis of the newly proposed many-body formal-
ism, i.e. they constitute exact equations of reference on
top of which actual many-body expansion schemes will
be designed in the remainder of the paper.
A. Fourier expansion of the off-diagonal kernels
Inserting twice Eq. 30 into Eqs. 35 while making use
of Eqs. 21, 22 and 25b, one obtains the Fourier decom-
position of the kernels
N(τ, ϕ) =
∑
A∈N
∑
µ
e−τΩ
A
µ |〈Φ|ΨAµ 〉|
2 eiAϕ , (39a)
H(τ, ϕ) =
∑
A∈N
∑
µ
EAµ e
−τΩAµ |〈Φ|ΨAµ 〉|
2 eiAϕ , (39b)
A(τ, ϕ) =
∑
A∈N
∑
µ
A e−τΩ
A
µ |〈Φ|ΨAµ 〉|
2 eiAϕ , (39c)
Ω(τ, ϕ) =
∑
A∈N
∑
µ
ΩAµ e
−τΩAµ |〈Φ|ΨAµ 〉|
2 eiAϕ , (39d)
where one trivially notices that contributions associated
with A < 0 are zero.
B. Ground-state energy
Defining the large τ limit of a kernel via
O(ϕ) ≡ lim
τ→∞
O(τ, ϕ) , (40)
one obtains
N(ϕ) = e−τΩ
A0
0 |〈Φ|ΨA00 〉|
2 eiA0ϕ , (41a)
H(ϕ) = EA00 e
−τΩ
A0
0 |〈Φ|ΨA00 〉|
2 eiA0ϕ , (41b)
A(ϕ) = A0 e
−τΩ
A0
0 |〈Φ|ΨA00 〉|
2 eiA0ϕ , (41c)
Ω(ϕ) = ΩA00 e
−τΩ
A0
0 |〈Φ|ΨA00 〉|
2 eiA0ϕ , (41d)
where the residual time dependence typically disappears
by eventually employing reduced kernels as defined in
Eq. 38. Expressions 41 relate in the large-time limit off-
diagonal operator kernels of interest to the off-diagonal
norm kernel through eigenvalue-like equations
H(ϕ) = EA00 N(ϕ) , (42a)
A(ϕ) = A0N(ϕ) , (42b)
Ω(ϕ) = ΩA00 N(ϕ) , (42c)
and similarly for reduced kernels. In Eq. 41, the ϕ de-
pendence originally built into the time-dependent ker-
nels reduces to that of the single IRREP A0 of the tar-
get nucleus. Additionally, the expansion coefficient in
the particle-number operator kernel equates the expected
value A0. These characteristic features, trivially valid
for the exact kernels, testify that the selected eigenstate
|ΨA00 〉 of Ω (and H) does carry good particle number A0.
Accordingly, Eq. 42 demonstrates that the straight ra-
tio of the operator kernels to the norm kernel accesses,
at any value of ϕ, the eigenvalues that are in one-to-one
relationship with the physical IRREP.
Let us now consider the case of actual interest where
the kernels are approximated in a way that breaks U(1)
symmetry. In this situation, reduced kernels in the infi-
nite time limit display the typical structure
Napp(ϕ) ≡
∑
A∈Z
NAapp e
iAϕ , (43a)
Happ(ϕ) ≡
∑
A∈Z
EAappN
A
app e
iAϕ , (43b)
Aapp(ϕ) ≡
∑
A∈Z
AAappN
A
app e
iAϕ , (43c)
where the condition Napp(0) =
∑
A∈ZN
A
app = 1 charac-
terizes intermediate normalization at gauge angle ϕ = 0.
In Eq. 43, the remaining sum over A signals the break-
ing of the symmetry induced by the approximation. The
Fourier expansion 43 of the approximate kernels defined
on [0, 2π] exists by virtue of Eq. 26. In the expansion,
the sum over the IRREPS runs a priori through Z. If
the many-body approximation scheme is well behaved
from the physics standpoint, coefficients corresponding
to A < 0 must be zero, which acts as a check that the
formalism is sensible [17, 18].
Except for going back to an exact computation of the
kernels, such that all the expansion coefficients but the
physical one are zero in Eq. 43, taking the straight ratio
Happ(ϕ)/Napp(ϕ) does not provide an approximate en-
ergy that is in one-to-one correspondence with the phys-
ical IRREP A0. This materializes the contamination as-
sociated with the breaking of the symmetry. However,
one can take advantage of the ϕ dependence built into
Napp(ϕ), Happ(ϕ) and Aapp(ϕ) to extract the component
associated with that physical IRREP. Indeed, by virtue
of the orthogonality of the IRREPs (Eq. 24), the approx-
imation to EA00 can be extracted as
EA00 ≈
∫ 2pi
0
dϕ e−iA0ϕHapp(ϕ)∫ 2pi
0 dϕ e
−iA0ϕ Napp(ϕ)
= EA0app . (44)
Following the same line for the particle-number operator
kernel provides a case of particular interest. Indeed, the
integral over the domain of the group not only allows
one to extract the component in one-to-one relationship
8with the physical IRREP but should be such that the
expansion coefficient AA0app thus obtained is actually equal
to the correct result A0, i.e. it should be such that
AA0app =
∫ 2pi
0
dϕ e−iA0ϕAapp(ϕ)∫ 2pi
0 dϕ e
−iA0ϕ Napp(ϕ)
(45)
is indeed equal to A0. This is a necessary condition
to claim that the particle-number symmetry is indeed
restored at any truncation order in the many-body ex-
pansion. We will see in Sec. VD how this key demand
constrains the many-body expansion scheme in a very
specific way.
Whenever |Φ〉 is taken to be a Slater determinant
rather than a Bogoliubov vacuum, the targeted IRREP
A0 is selected a priori at the level of Eq. 39, i.e. the
gauge-angle dependence of all the kernels reduces to the
IRREP eiA0ϕ at any finite time τ . Correspondingly, the
coefficients in the Fourier expansion of the approximate
kernels in Eq. 43 directly provide EA0app and A
A0
app = A0
(after division by the coefficient in the norm kernel). The
integration over the domain of the U(1) group becomes
obviously superfluous in this case as no symmetry was
broken in the first place.
C. Comparison with standard approaches
Applying particle-number breaking BMBPT [9–11] or
BCC theory [12, 13] amounts to expanding the diago-
nal kernels N(0), H(0), A(0) and Ω(0) around the Bo-
goliubov state |Φ〉. These methods can efficiently tackle
systems characterized by a near degeneracy of the un-
perturbed ground state associated with a Cooper pair
infra-red instability. This is done at the price of breaking
global gauge invariance, even though the symmetry is re-
stored by definition in the limit of exact calculations, i.e.
when summing all diagrams. In practice, approximate
kernels obtained via a truncation of the expansion mix
components associated with different IRREPs of U(1)
and thus contain spurious contaminations from the sym-
metry standpoint. The difficulty resides here in the fact
that the kernels at play do not carry any ϕ dependence,
i.e. Eq. 43 reduces in this case to
Napp(0) =
∑
A∈Z
NAapp , (46a)
Happ(0) =
∑
A∈Z
EAappN
A
app , (46b)
Aapp(0) =
∑
A∈Z
AAappN
A
app , (46c)
such that the coefficients associated with the physical
IRREP A0 cannot be extracted via the integral over the
domain of the U(1) group. Accordingly, the key feature
of the generalized approach presently proposed is to uti-
lize off-diagonal kernels incorporating, from the outset,
the effect of the gauge rotation S(ϕ). The associated ϕ
dependence leaves a fingerprint of the artificial symme-
try breaking built into approximate kernels that can be
exploited to extract the physical components of interest
through Eqs. 44 and 45, i.e. to remove the symmetry
contaminants.
D. Accessing neighboring nuclei at once
Now that the benefit of performing the integral over
the domain of the U(1) group has been highlighted for
the lowest state of the target nucleus, let us step back to
Eq. 39 and slightly modify the procedure to access the
lowest eigenenergy EA0 associated with each IRREP, i.e.
to access within the same calculation the ground state
of neighboring nuclei having a non-zero overlap with the
reference state |Φ〉. To do so, we invert the order in which
the limit τ →∞ and the integral over the domain of the
group are performed. We first extract the component of
the time-dependent kernels associated with the specific
Hilbert space HA of interest
NA(τ) ≡
1
2π
∫ 2pi
0
dϕ e−iAϕ N (τ, ϕ)
=
∑
µ
e−τΩ
A
µ |〈Φ|ΨAµ 〉|
2/N(τ, 0) , (47a)
HA(τ) ≡
1
2π
∫ 2pi
0
dϕ e−iAϕH(τ, ϕ)
=
∑
µ
e−τΩ
A
µEAµ |〈Φ|Ψ
A
µ 〉|
2/N(τ, 0) . (47b)
and take the limit τ → ∞ to access the lowest eigenen-
ergy EA0 through
EA0 = limτ→∞
HA(τ)
NA(τ)
. (48)
The above analysis is based on exact kernels respecting
the symmetries and requires the extraction of the IR-
REP of interest prior to taking the large time limit. As
explained above, the large time limit of approximate ker-
nels based on a symmetry breaking reference state still
mixes the IRREPS of U(1). This can be used as an ad-
vantage to actually extract the ground state associated
with various A from the infinite time kernels, i.e. Eq.48
is eventually replaced by Eq. 45 applied to A 6= A0. In
practice, this procedure is limited to values of A whose
components in the infinite time kernels are larger than a
given threshold.
Everything exposed so far is valid independently of the
many-body method employed to expand and truncate the
off-diagonal kernels. The remainder of the paper is de-
voted to the computation of N(τ, ϕ), Ω(τ, ϕ) and A(τ, ϕ)
via an extension of SR-BMBPT and SR-BCC theory.
9IV. PERTURBATION THEORY
Single-reference BCC theory starts from the similarity-
transformed grand potential [13] or could be formulated
from an energy functional [6]. The Baker-Campbell-
Hausdorff identity applied to the similarity-transformed
grand potential on the basis of standard Wick’s theorem
provides the naturally terminating expansion of the re-
duced diagonal grand-potential kernel. Unfortunately,
this property cannot be obtained directly for the off-
diagonal operator kernels presently at play. This is due
to the fact that the off-diagonal Wick theorem [19] we
will rely on to expand off-diagonal matrix elements of
strings of quasi-particle operators does not grant a nor-
mal ordering of the operators themselves. This feature
prevents us from straightforwardly recovering the con-
nected structure of the kernels associated with an under-
lying exponentiated connected cluster operator. Doing
so will require a detour via the perturbative expansion of
the off-diagonal kernels. With off-diagonal BMBPT at
hand, it will be possible to design the off-diagonal BCC
scheme in Sec. V.
A. Unperturbed system
The grand potential is split into an unperturbed part
Ω0 and a residual part Ω1
Ω = Ω0 +Ω1 , (49)
such that
Ω0 ≡ Ω
00 + Ω¯11 (50a)
Ω1 ≡ Ω
20 + Ω˘11 +Ω02
+Ω22 +Ω31 +Ω13 +Ω40 +Ω04 (50b)
where Ω˘11 ≡ Ω11 − Ω¯11. The term Ω¯11 has the same
formal structure as Ω11 and remains to be specified.
For a given number of interacting fermions, the key is
to choose Ω0 with a low-enough symmetry for its ground
state |Φ〉 to be non-degenerate with respect to elementary
excitations. For open-shell superfluid nuclei, this leads to
choosing an operator Ω0 that breaks particle number con-
servation, i.e. while Ω commutes with transformations of
U(1), we are interested in the case where Ω0, and thus
Ω1, do not commute with S(ϕ), i.e.
[Ω0, S(ϕ)] 6= 0 , (51a)
[Ω1, S(ϕ)] 6= 0 . (51b)
In this context, the vacuum |Φ〉 is a Bogoliubov state
that is deformed in gauge space and that is thus not an
eigenstate of A; i.e. it spans several IRREPs of U(1).
The operator Ω0 can be written in diagonal form in
terms of its one quasi-particle eigenstates
Ω0 ≡ Ω
00 +
∑
k
Ekβ
†
kβk , (52)
with Ek > 0 for all k. Eventually, it remains to specify
how the quasi-particle operators {βk;β
†
k} and energies
{Ek} are determined. This corresponds to fixing the Bo-
goliubov transformation W (Eq. 6), and thus |Φ〉, along
with Ω¯11. The traditional choice consists in requiring
that |Φ〉 minimizes Ω00, which amounts to solving so-
called Hartree-Fock-Bogoliubov (HFB) equations [8] to
fix both W and the set of Ek. This corresponds to work-
ing within a Moller-Plesset scheme. While this choice
conveniently leads to canceling Ω20 and Ω02 in Ω while
diagonalizing Ω¯11 = Ω11, we do not impose such a choice
in the present work in order to design the formalism in
its general Rayleigh-Schroedinger form.
Introducing many-body states generated via an even
number of quasi-particle excitations11 of the vacuum
|Φk1k2...〉 ≡ Bk1k2...|Φ〉 , (53)
where
Bk1k2... ≡ β
†
k1
β†k2 . . . , (54)
the unperturbed system is fully characterized by its com-
plete set of eigenstates
Ω0 |Φ〉 = Ω
00 |Φ〉 , (55a)
Ω0 |Φ
k1k2...〉 =
[
Ω00+Ek1+Ek2+. . .
]
|Φk1k2...〉 .(55b)
As mentioned above, the Bogoliubov vacuum |Φ〉 nec-
essarily possesses a closed-shell character with respect
to elementary (quasi-particle) excitations. This means
that there exists a finite energy gap between the vac-
uum state and the lowest two quasi-particle excitations,
i.e. Ek1 + Ek1 ≥ 2∆F > 0 for all (k1, k2), where ∆F is
traditionally characterized as the pairing gap.
B. Rotated reference state
Particle creation and annihilation operators are tensor
operators of rank +1 and −1, respectively. As a result,
they transform under gauge rotation according to
cp¯ ≡ S(ϕ) cp S
−1(ϕ) = e−iϕ cp , (56a)
c†p¯ ≡ S(ϕ) c
†
p S
−1(ϕ) = e+iϕ c†p , (56b)
where Spq(ϕ) ≡ 〈p|S(ϕ)|q〉 = e
iϕδpq is the unitary trans-
formation matrix connecting the rotated particle basis to
the unrotated one. This leads to rotated quasi-particle
operators12
βk¯ ≡ S(ϕ)βk S
−1(ϕ)
11 The present many-body formalism only requires to consider Bo-
goliubov states with a given, i.e. odd or even, number parity.
As such, Bogoliubov states involved necessarily differ from one
another by an even number of quasi-particle excitations.
12 Mixing particle creation and annihilation operators, quasi-
particle operators do not correspond to tensor operator of specific
rank.
10
=
∑
p
U∗pk e
−iϕ cp + V
∗
pk e
+iϕ c†p , (57a)
β†
k¯
≡ S(ϕ)β†k S
−1(ϕ)
=
∑
p
Upk e
+iϕ c†p + Vpk e
−iϕ cp , (57b)
which are used to specify the rotated partner of |Φ〉 under
the form
|Φ(ϕ)〉 ≡ S(ϕ)|Φ〉 (58a)
= C
∏
k¯
βk¯|0〉 . (58b)
By virtue of Thouless’ theorem [15], the rotated state
|Φ(ϕ)〉 is itself a Bogoliubov state associated with the
transformation
Wϕ ≡
(
Uϕ V ϕ∗
V ϕ Uϕ∗
)
(59a)
=
(
e+iϕU e+iϕV ∗
e−iϕV e−iϕU∗
)
, (59b)
that leads to defining the skew-symmetrix matrix
Zϕ ≡ V ϕ∗[Uϕ∗]−1 (60a)
= e2iϕZ . (60b)
State |Φ(ϕ)〉 is the ground-state of the rotated Hamil-
tonian Ω0(ϕ) ≡ S(ϕ)Ω0S−1(ϕ) with the ϕ-independent
eigenvalue Ω00. This feature characterizes the fact that,
while the unperturbed ground-state is non-degenerate
with respect to quasi-particle excitations, there exists
a degeneracy, i.e. a zero mode, in the manifold of its
gauge rotated partners. In other words, breaking U(1)
symmetry commutes the degeneracy of the unperturbed
state with respect to individual excitations into a degen-
eracy with respect to collective rotations in gauge space.
Lifting the latter degeneracy is eventually necessary for
a finite quantum systems and it is the objective of the
present work to do so within the frame of BMBPT and
BCC theory.
C. Unperturbed off-diagonal norm kernel
As proven in Ref. [20], the overlap between |Φ〉 and
|Φ(ϕ)〉 is best expressed as a Pfaffian
〈Φ|Φ(ϕ)〉 = |C|2(−1)N(N+1)/2pf
(
Zϕ −1
1 −Z∗
)
, (61)
with N the (even) dimension of the (truncated) one-body
Hilbert space H1 spanned by the basis {cp; c
†
p}. In case
both states |Φ〉 and |Φ(ϕ)〉 share a common discrete sym-
metry like simplex or time reversal13, the overlap can be
reduced to a determinant [20] without any loss of its sign.
In Sec. VD4, a new alternative to Eq. 61 will be pro-
posed.
13 This will typically be the case when applying the present ap-
proach to even-even nuclei.
D. Unperturbed off-diagonal density matrix
The transformation that links |Φ〉 and |Φ(ϕ)〉 is itself a
Bogoliubov transformation built as the product Wϕ†W
such that
βk1 =
∑
k2
A∗k2k1(ϕ)βk¯2 +B
∗
k2k1(ϕ)β
†
k¯2
, (62a)
β†k1 =
∑
k2
Ak2k1(ϕ)β
†
k¯2
+Bk2k1(ϕ)βk¯2 , (62b)
where
A(ϕ) ≡ Uϕ†U + V ϕ†V , (63a)
B(ϕ) ≡ V ϕTU + UϕTV . (63b)
Having defined this transitional Bogoliubov transfor-
mation, one introduces the off-diagonal generalized den-
sity matrix expressed in the one-body basis as [8]
R(ϕ) ≡
(
〈Φ|c†c |Φ(ϕ)〉
〈Φ|Φ(ϕ)〉
〈Φ|c c |Φ(ϕ)〉
〈Φ|Φ(ϕ)〉
〈Φ|c†c†|Φ(ϕ)〉
〈Φ|Φ(ϕ)〉
〈Φ|c c†|Φ(ϕ)〉
〈Φ|Φ(ϕ)〉
)
(64a)
≡
(
+ρ(ϕ) +κ(ϕ)
−κ¯∗(ϕ) −σ∗(ϕ)
)
(64b)
=
(
V ϕ∗[AT (ϕ)]−1V T V ϕ∗[AT (ϕ)]−1UT
Uϕ∗[AT (ϕ)]−1V T Uϕ∗[AT (ϕ)]−1UT
)
,(64c)
which, after transformation to the quasi-particle basis of
|Φ〉, becomes
R(ϕ) =
(
〈Φ|β†β |Φ(ϕ)〉
〈Φ|Φ(ϕ)〉
〈Φ|β β |Φ(ϕ)〉
〈Φ|Φ(ϕ)〉
〈Φ|β†β†|Φ(ϕ)〉
〈Φ|Φ(ϕ)〉
〈Φ|β β†|Φ(ϕ)〉
〈Φ|Φ(ϕ)〉
)
(65a)
≡
(
R+−(ϕ) R−−(ϕ)
R++(ϕ) R−+(ϕ)
)
(65b)
=
(
0 B†(ϕ)[AT (ϕ)]−1
0 1
)
, (65c)
with
R−−(ϕ) = B†(ϕ)[AT (ϕ)]−1 (66)
= V †(1 − e2iϕ)(1− e2iϕZ∗Z)−1[UT ]−1 .
We note that R(0) = R and that
R−−(ϕ) = −R−−T (ϕ) , (67a)
R−−(0) = 0 . (67b)
E. Unperturbed off-diagonal propagator
Quasi-particle creation and annihilation operators read
in the interaction representation
βk (τ) ≡ e
+τΩ0 βk e
−τΩ0 = e−τEk βk , (68a)
β†k (τ) ≡ e
+τΩ0 β†k e
−τΩ0 = e+τEk β†k . (68b)
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FIG. 4. Diagrammatic representation of the four
unperturbed elementary off-diagonal one-body propagators
Ggg
′(0)(ϕ).
The generalized unperturbed off-diagonal one-body
propagator is introduced as a 2× 2 matrix in Bogoliubov
space
G
0(ϕ) ≡
(
G+−(0)(ϕ) G−−(0)(ϕ)
G++(0)(ϕ) G−+(0)(ϕ)
)
(69)
whose four components are defined through their matrix
elements in the quasi-particle basis {βk;β
†
k} according to
G
+−(0)
k1k2
(τ1, τ2;ϕ) ≡
〈Φ|T[β†k1(τ1)βk2(τ2)]|Φ(ϕ)〉
〈Φ|Φ(ϕ)〉
,(70a)
G
−−(0)
k1k2
(τ1, τ2;ϕ) ≡
〈Φ|T[βk1(τ1)βk2(τ2)]|Φ(ϕ)〉
〈Φ|Φ(ϕ)〉
,(70b)
G
++(0)
k1k2
(τ1, τ2;ϕ) ≡
〈Φ|T[β†k1(τ1)β
†
k2
(τ2)]|Φ(ϕ)〉
〈Φ|Φ(ϕ)〉
, (70c)
G
−+(0)
k1k2
(τ1, τ2;ϕ) ≡
〈Φ|T[βk1(τ1)β
†
k2
(τ2)]|Φ(ϕ)〉
〈Φ|Φ(ϕ)〉
,(70d)
where T denotes the time ordering operator. The dia-
grammatic representation of the four elementary propa-
gators Ggg
′(0)(ϕ), with g ≡ ± and g′ ≡ ±, is provided in
Fig. 4. The above definition of propagators implies the
relations
G
+−(0)
k1k2
(τ1, τ2;ϕ) = −G
+−(0)
k2k1
(τ2, τ1;ϕ) , (71a)
G
−−(0)
k1k2
(τ1, τ2;ϕ) = −G
−−(0)
k2k1
(τ2, τ1;ϕ) , (71b)
G
++(0)
k1k2
(τ1, τ2;ϕ) = −G
++(0)
k2k1
(τ2, τ1;ϕ). (71c)
Combining Eqs. 65, 67 and 68, together with anticom-
mutation rules of quasi-particle creation and annihilation
operators, one obtains that
G
+−(0)
k1k2
(τ1, τ2;ϕ) = −e
−(τ2−τ1)Ek1 θ(τ2 − τ1)δk1k2 , (72a)
G
−−(0)
k1k2
(τ1, τ2;ϕ) = +e
−τ1Ek1 e−τ2Ek2R−−k1k2(ϕ) , (72b)
G
++(0)
k1k2
(τ1, τ2;ϕ) = 0 , (72c)
G
−+(0)
k1k2
(τ1, τ2;ϕ) = +e
−(τ1−τ2)Ek1 θ(τ1 − τ2)δk1k2 , (72d)
where only G−−(0)(ϕ) actually depends on the gauge an-
gle ϕ and is such that G−−(0)(0) = 0.
The equal-time unperturbed propagator deserves spe-
cial attention. Equal-time propagators will solely arise
from contracting two quasi-particle operators belong-
ing to the same normal-ordered operator displaying cre-
ation operators to the left of annihilation ones. In both
G
+−(0)
k1k2
(τ, τ ;ϕ) and G
−+(0)
k1k2
(τ, τ ;ϕ), this necessarily leads
to selecting a contraction associated with R+−(ϕ) that
is identically zero. As a result, a non-zero equal-time
propagator is always of the anomalous type14, i.e.
G
+−(0)
k1k2
(τ, τ ;ϕ) ≡ 0 , (73a)
G
−−(0)
k1k2
(τ, τ ;ϕ) ≡ +e−τ(Ek1+Ek2)R−−k1k2(ϕ) , (73b)
G
++(0)
k1k2
(τ, τ ;ϕ) ≡ 0 , (73c)
G
−+(0)
k1k2
(τ, τ ;ϕ) ≡ 0 , (73d)
such that no equal-time contraction, and thus no con-
traction of an interaction vertex onto itself, can occur in
the diagonal case, i.e. for ϕ = 0.
F. Expansion of the evolution operator
As recalled in App. A, the evolution operator can be
expanded in powers of Ω1 under the form
U(τ) = e−τΩ0 Te−
∫
τ
0
dtΩ1(t) , (74)
where15
Ω1 (τ) ≡ e
τΩ0Ω1e
−τΩ0 , (75)
defines the perturbation in the interaction representa-
tion.
G. Off-diagonal norm kernel
1. Off-diagonal BMBPT expansion
Expressing Ω1 in the eigenbasis of Ω0 and expanding
the exponential in Eq. 74 in power series, one obtains the
perturbative expansion of the off-diagonal norm kernel
14 As a general wording, normal contractions involve one (quasi- )particle creation operator and one (quasi-)particle annihilation
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N(τ, ϕ) = 〈Φ|e−τΩ0 Te−
∫
τ
0
dtΩ1(t)|Φ(ϕ)〉 (76)
= e−τΩ
00
〈Φ|
{
1−
∫ τ
0
dτ1Ω1 (τ1) +
1
2!
∫ τ
0
dτ1dτ2T [Ω1 (τ1)Ω1 (τ2)] + ...
}
|Φ(ϕ)〉
= e−τΩ
00
{ ∞∑
p=0
(−1)p
p!
∑
i1+j1=2,4
...
ip+jp=2,4
∫ τ
0
dτ1 . . . dτp
∑
k1...ki1
ki1+1...ki1+j1
...
l1...lip
lip+1...lip+jp
Ωi1j1k1...ki1ki1+1...ki1+j1
(i1)!(j1)!
. . .
Ω
ipjp
l1...lip lip+1...lip+jp
(ip)!(jp)!
×〈Φ|T
[
β†k1 (τ1) . . . β
†
ki1
(τ1) βki1+j1 (τ1) . . . βki1+1 (τ1) . . . β
†
l1
(τp) . . . β
†
lip
(τp)βlip+jp (τp) . . . βlip+1 (τp)
]
|Φ(ϕ)〉
}
.
where Ω˘11 must be understood in place of Ω11 whenever
necessary.
The off-diagonal matrix elements of products of time-
dependent field operators appearing in Eq. 76 can be ex-
pressed as the sum of all possible systems of products
of elementary contractions G
gg′(0)
k1k2
(τ1, τ2;ϕ) (Eqs. 70-73),
eventually multiplied by the unperturbed norm kernel
〈Φ|Φ(ϕ)〉 (Eq. 61). This derives from a generalized
Wick theorem [19] applicable to matrix elements be-
tween different (non-orthogonal) left and right vacua, i.e.
presently 〈Φ| and |Φ(ϕ)〉, which constitutes a powerful
way to deal exactly with the presence of the rotation
operator S(ϕ) in off-diagonal kernels. Eventually, this
makes possible to representN(τ, ϕ) diagrammatically fol-
lowing techniques [21] usually applied to the diagonal
norm kernel N(τ, 0) [4].
2. Off-diagonal BMBPT diagrammatic rules
Equation 76 for N(τ, ϕ) can be translated into an in-
finite set of vacuum-to-vacuum diagrams. The rules to
build and compute those diagrams are now detailed.
1. A vacuum-to-vacuum, i.e. closed, Feynman dia-
gram of order p consists of p vertices Ωij(τk) con-
nected by fermionic quasi-particle lines, i.e. ele-
mentary propagators Ggg
′(0)(ϕ), forming a set of
closed loops.
2. Each vertex is labeled by a time variable while each
line is labeled by two quasi-particle indices and two
time labels at its ends, the latter being associated
operator whereas anomalous contractions involve two (quasi-
)particle operators of the same type.
15 A time-dependent operator O(τ) should not be confused with
the gauge-angle dependent kernel O(ϕ) (or its time-dependent
partner O(τ, ϕ)). Later on (see Sec. VC1), the notion of trans-
formed, gauge-angle dependent, operator O˜(ϕ) will be introduced
and distinguished by the ”tilde”. It should be confused neither
with the kernel O(ϕ) nor with the operator O(τ).
with the two vertices the line is attached to. Each
vertex contributes a factor Ωijk1...kiki+1...ki+j with
the sign convention detailed in Sec. II D. Each line
contributes a factor G
gg′(0)
k1k2
(τk, τk′ ;ϕ), where g = ±
and g′ = ± characterize the type of elementary
propagator the line corresponds to16.
3. The contributions to N(τ, ϕ) of order p are gen-
erated by drawing all possible vacuum-to-vacuum
diagrams involving p operators Ω1(τk). This is done
by contracting the quasi-particle lines attached to
the vertices in all possible ways, allowing both for
normal and anomalous propagators. Eventually,
the set of diagrams must be limited to topologically
distinct diagrams, i.e. diagrams that cannot be ob-
tained from one another via a mere displacement,
i.e. translation, of the vertices.
4. All quasi-particle labels must be summed over while
all time variables must be integrated over from 0 to
τ .
5. A sign factor (−1)p+nc , where p denotes the or-
der of the diagram and nc denotes the number of
crossing lines in the diagram, must be considered.
The overall sign results from multiplying the lat-
ter factor with the sign associated with each factor
Ωijk1...kiki+1...ki+j as discussed above.
6. Each diagram comes with a numerical prefactor ob-
tained from the following combination
• A factor 1/(ne)! must be considered for each
group of ne equivalent lines. Equivalent lines
16 A normal line can be interpreted as G−+(0)(ϕ) or G+−(0)(ϕ)
depending on the ascendant or descendant reading of the dia-
gram. Similarly, the ordering of quasi-particle and time labels of
a propagator depends on the ascendant or descendant reading of
the diagram. While both ways are allowed, one must consistently
interpret all the lines involved in a given diagram in the same
way, i.e. sticking to an ascendant or descendant way of reading
the diagram all throughout.
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must all begin and end at the same vertices
(or vertex, for anomalous propagators start-
ing and ending at the same vertex), and must
correspond to the same type of contractions,
i.e. they must all correspond to propagators
characterized by the same superscripts g and
g′ in addition to having identical time labels.
• Given the previous rule, an extra factor 1/2
must be considered for each anomalous prop-
agator that starts and ends at the same ver-
tex. The proof of this unusual17 diagram-
matic rule, already used in Ref. [22], is given
in App. B.
• A symmetry factor 1/ns must be considered in
connection with exchanging the time labels of
the vertices in all possible ways. The factor ns
corresponds to the number of ways exchang-
ing the time labels provides a diagram that is
topologically equivalent to the original one.
As each operator Ω1(τ) actually contains eight normal-
ordered operators Ωij(τ), with i+j = 2, 4, and given that
four types of propagators must be considered, one may
be worried about the proliferation of diagrams. Whereas
the number of diagrams to be considered is indeed sig-
nificantly larger than in standard, i.e. diagonal (ϕ = 0),
BMBPT, several ”selection rules” can be identified by
virtue of Eqs. 72 and 73 that limit drastically the num-
ber of non-zero diagrams. Let us detail those additional
rules.
1. As G++(0)(ϕ) is identically zero, non-zero anoma-
lous off-diagonal contractions necessarily involve
two quasi-particle annihilation operators, i.e. the
diagram is identically zero anytime a contrac-
tion between two creation operators is consid-
ered. Whenever a string of operators con-
tain more creation operators than annihila-
tion operators, the result is thus necessar-
ily zero, i.e. for an arbitrary matrix el-
ement 〈Φ|Ωi1j1(τ1)Ωi2j2(τ2) . . .Ωipjp(τp)|Φ(ϕ)〉 to
give non-zero contributions (diagrams), it is
mandatory that na =
∑p
k=1(jk − ik) ≥ 0. Corre-
sponding diagrams must contain exactly na anoma-
lous contractions to provide a non-zero result. Dia-
grams at play in diagonal (ϕ = 0) BMBPT reduce
to those characterized by na = 0 as no anomalous
contraction occurs in this case (i.e. G−−(0)(0) = 0).
2. Normal lines linking two given vertices Ωikjk(τk)
and Ωik′ jk′ (τk′ ) must propagate in the same direc-
tion. Equations 72a and 72d indeed indicate that
two normal lines propagating in opposite directions
17 This rule is ”unusual” only because many-body methods based
on diagrammatic techniques invoking anomalous contractions are
scarce in the physics literature.
induce a factor θ(τk−τk′)θ(τk′−τk) that makes the
diagram to be zero.
3. As Eq. 73 demonstrates, propagators starting and
ending at the same vertex are necessarily of anoma-
lous, i.e. G−−(0)(ϕ), type.
3. Exponentiation of connected diagrams
Diagrams representing the off-diagonal norm kernel are
vacuum-to-vacuum diagrams, i.e. diagrams with no in-
coming or outgoing external lines. In general, a diagram
consists of disconnected parts which are joined neither by
vertices nor by propagators. Consider a diagram Γ(τ, ϕ)
contributing to Eq. 76 and consisting of n1 identical con-
nected parts Γ1(τ, ϕ), of n2 identical connected parts
Γ2(τ, ϕ), and so on. Using for simplicity the same symbol
to designate both the diagram and its contribution, the
whole diagram gives
Γ(τ, ϕ) =
[Γ1(τ, ϕ)]
n1
n1!
[Γ2(τ, ϕ)]
n2
n2!
... (77)
The factor ni! is the symmetry factor due to the exchange
of time labels among the ni identical diagrams Γi(τ, ϕ).
It follows that the sum of all vacuum-to-vacuum dia-
grams is equal to the exponential of the sum of connected
vacuum-to-vacuum diagrams
∑
Γ
Γ(τ, ϕ) =
∑
n1n2...
[Γ1(τ, ϕ)]
n1
n1!
[Γ2(τ, ϕ)]
n2
n2!
...
= eΓ1(τ,ϕ)+Γ2(τ,ϕ)+... . (78)
Consequently, the norm can be written as
N(τ, ϕ) = e−τΩ
00+n(τ,ϕ) 〈Φ|Φ(ϕ)〉 , (79)
where n(τ, ϕ) ≡
∑∞
n=1 n
(n)(τ, ϕ), with n(n)(τ, ϕ) the
sum of all ϕ-dependent connected vacuum-to-vacuum di-
agrams of order n. By virtue of Eqs. 78-79, only con-
nected diagrams have to be eventually considered in prac-
tice.
4. Computing diagrams
The eighteen non-zero first- and second-order con-
nected vacuum-to-vacuum diagrams contributing to
n(τ, ϕ) are displayed in Fig. 5, where they are classified
according to the value of na, i.e. according to the number
of anomalous lines they contain.
Choosing the reference state |Φ〉 to be the solution of
HFB equations amounts to setting Ω˘11 = Ω20 = Ω02 = 0
such that diagrams PN.1, PN.3-PN.5 and PN.11-PN.15
are zero in the Moller-Plesset scheme, i.e. the set re-
duces from eighteen non-zero diagrams to nine non-zero
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na = 0 na = 1 na = 2 na = 3 na = 4
PN.18
τ1
τ2
PN.10
τ1
τ2
PN.17
τ1
τ2
PN.13
τ1
τ2
PN.9
τ1
τ2
PN.16
τ1
τ2
PN.15
τ1
τ2
PN.12
τ1
τ2
PN.8
τ1
τ2
PN.5
τ2
τ1
PN.2
τ1
PN.6
τ1
τ2
PN.3
τ1
τ2
PN.1
τ1
PN.4
τ2
τ1
PN.7
τ1
τ2
PN.11
τ1
τ2
PN.14
τ1
τ2
FIG. 5. First- and second-order connected Feynman dia-
grams contributing to n(τ, ϕ). Vertices referring to Ω11, i.e.
the lower vertex in diagrams PN.4 and PN.15, must actually
be understood as referring to Ω˘11.
+Ω22k1k2k3k4
+Ω04k5k6k7k8
τ1
τ2
k1
k3
k6 k7
k5 k8
k2
k4
FIG. 6. Example of a fully-labeled off-diagonal BMBPT
diagram contributing to n(τ, ϕ), i.e. the second-order diagram
labeled PN.8 in Fig. 5.
diagrams at second order. Finally, n(τ, 0) at play in di-
agonal BMBPT reduces to PN.3 and PN.6 (na = 0) di-
agrams at second order (only PN.6 in the Moller-Plesset
scheme).
While the full analytic expression of each of these dia-
grams is provided in App. C, we presently detail the cal-
culation of one of them for illustration. The second-order
diagram labeled as PN.8 in Fig. 5 is displayed in detail
in Fig. 6. It contains one Ω22 vertex and one Ω04 ver-
tex. The diagram contains two anomalous lines (na = 2),
two vertices and no crossing lines ((−1)p+nc = +1),
two equivalent lines of normal type propagating in the
same direction along with two equivalent anomalous lines
(ne = 4), and a symmetry factor ns = 1 as exchang-
ing the time labels of the two vertices gives topologi-
cally distinct diagrams. Last but not least, the sign con-
vention for the vertices requires to associate the factors
+Ω22k1k2k3k4 and +Ω
04
k5k6k7k8
to the vertices as they appear
on the diagram drawn in Fig. 6. Eventually, diagram
PN.8 reads as
PN.8 = +
(
1
2
)2 ∑
k1k2k3k4
k5k6k7k8
Ω22k1k2k3k4Ω
04
k5k6k7k8
τ∫
0
dτ1dτ2G
+−(0)
k1k5
(τ1, τ2;ϕ)G
+−(0)
k2k6
(τ1, τ2;ϕ)G
−−(0)
k3k8
(τ1, τ2;ϕ)G
−−(0)
k4k7
(τ1, τ2;ϕ)
= +
1
4
∑
k1k2k3k4
k5k6
Ω22k1k2k3k4Ω
04
k1k2k5k6R
−−
k3k6
(ϕ)R−−k4k5(ϕ)
τ∫
0
dτ1dτ2θ(τ2 − τ1)e
−τ2(Ek1+Ek2+Ek5+Ek6 )−τ1(Ek3+Ek4−Ek1−Ek2 )
=+
1
4
∑
k1k2k3k4
k5k6
Ω22k1k2k3k4Ω
04
k1k2k5k6
Ek1 + Ek2 − Ek3 − Ek4
[
1− e−τ(Ek3+Ek4+Ek5+Ek6 )
Ek3 + Ek4 + Ek5 + Ek6
−
1− e−τ(Ek1+Ek2+Ek5+Ek6 )
Ek1 + Ek2 + Ek5 + Ek6
]
R−−k3k6(ϕ)R
−−
k4k5
(ϕ) , (80)
where use was made of the identities provided in App. I. We note that the first line of Eq. 80 was obtained by reading
the diagram from bottom to top, i.e. in a ascendant fashion, in Fig. 6. In the infinite τ limit, the result reduces to
PN.8 = +
1
4
∑
k1k2k3k4
k5k6
Ω22k1k2k3k4Ω
04
k1k2k5k6
(Ek3 + Ek4 + Ek5 + Ek6)(Ek1 + Ek2 + Ek5 + Ek6 )
R−−k3k6(ϕ)R
−−
k4k5
(ϕ) . (81)
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This diagram is zero in diagonal BMBPT as R−−(0) = 0.
5. Dependence on τ and ϕ
The set of connected diagrams contributing to n (τ, ϕ)
can be split according to
n (τ, ϕ) ≡ n (τ ;na = 0) + n (τ, ϕ;na > 0) , (82)
where n (τ ;na = 0) ≡ n (τ, 0) is the sum of connected
vacuum-to-vacuum diagrams containing no anomalous
propagator and arising in standard, i.e. diagonal,
BMBPT. The term n (τ, ϕ;na > 0) gathers all diagrams
containing at least one anomalous propagator and car-
ries the full gauge angle dependence of n (τ, ϕ). As a
consequence of Eq. 82, Eq. 79 becomes
N(τ, ϕ) ≡ N(τ, 0) en(τ,ϕ;na>0) 〈Φ|Φ(ϕ)〉 , (83)
with
N(τ, 0) = e−τΩ
00+n(τ,0) , (84)
and where n (τ, 0;na > 0) = 0.
In view of Eq. 41a, one is interested in the large τ limit
lim
τ→∞
n (τ, 0) ≡ −τ∆ΩA00 + ln |〈Φ|Ψ
A0
0 〉|
2 , (85a)
lim
τ→∞
n (τ, ϕ;na > 0) ≡ n (ϕ;na > 0) . (85b)
Equation 85a relates to the known result applicable to
the logarithm of the diagonal, i.e. ϕ = 0, norm kernel
whose part proportional to τ provides the correction to
the unperturbed ground-state eigenvalue of Ω
∆ΩA00 ≡ Ω
A0
0 − Ω
00
= 〈Φ|Ω1
∞∑
k=1
(
1
Ω00 − Ω0
Ω1
)k−1
|Φ〉c , (86)
given under the form of Goldstone’s formula [2], which
is here computed relative to the superfluid (i.e. Bogoli-
ubov) reference state |Φ〉 breaking global gauge symme-
try. This expansion of ∆ΩA00 based on diagonal BMBPT
does not constitute the solution to the problem of present
interest but is anyway recovered as a byproduct. Re-
lation 85a recalls that, in the large τ limit, the ϕ-
independent part n (τ, 0) gathers a term independent of
τ and a term linear in τ . Contrarily, Eq. 85b states that
the ϕ-dependent counterpart n (τ, ϕ;na > 0) is indepen-
dent of τ in that limit, i.e. it converges to a finite value
when τ goes to infinity. These characteristic behaviors
at large imaginary time can be proven for any arbitrary
order by trivially adapting the proof given in App. B.7
of Paper I.
In Eq. 85a, the contribution that does not depend on τ
provides the overlap between the unrotated unperturbed
state and the correlated ground-state. This overlap is
not equal to 1, which underlines that the expansion of
N(τ, ϕ) does not rely on intermediate normalization at
ϕ = 0. Equation 85b only contains a term independent
of τ because the presence of the operator S(ϕ) in the off-
diagonal norm kernel does not modify ∆ΩA00 but simply
provides the overlap with the ground state selected in the
large τ limit with a dependence on ϕ.
6. Particle-number conserving case
If the reference state |Φ〉 is chosen to be a Slater deter-
minant, i.e. to be an eigenstate of A with eigenvalue A0,
one trivially finds from Eq. 65 that R−−(ϕ) = 0 for all
ϕ. This leads to the fact that n (τ, ϕ;na > 0) = 0 for all
τ and ϕ. At the same time, the unperturbed off-diagonal
norm kernel becomes 〈Φ|Φ(ϕ)〉 = eiA0ϕ such that the
off-diagonal norm kernel reduces to
N(τ, ϕ) ≡ N(τ, 0) eiA0ϕ . (87)
When particle-number symmetry is not broken by the
reference state, the introduction of the rotation operator
S(ϕ) in the definition of the norm kernel simply leads
to an overall phase and the particle-number-conserving
MBPT of N(τ, 0) is trivially recovered. As a matter of
fact, Eq. 87 complies with Eq. 39a as |Φ〉 is orthogonal to
all the eigenstates of Ω characterized by A 6= A0 in this
case.
H. Off-diagonal grand-potential kernel
1. Off-diagonal BMBPT expansion
Proceeding similarly to N(τ, ϕ), and taking the grand
potential as a particular example, one obtains the per-
turbative expansion of an operator kernel according to
Ω(τ, ϕ) = 〈Φ|e−τΩ0 Te−
∫
τ
0
dtΩ1(t)Ω|Φ(ϕ)〉 (88)
= e−τΩ
00
〈Φ|
{
Ω(0)−
∫ τ
0
dτ1T [Ω1 (τ1)Ω(0)] +
1
2!
∫ τ
0
dτ1dτ2T [Ω1 (τ1)Ω1 (τ2)Ω(0)] + ...
}
|Φ(ϕ)〉,
where each term in the matrix element can be fully ex-
panded in the way that was done for the norm kernel
in Eq. 76. The one key difference with the norm kernel
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relates to the presence of the time-independent operator
Ω to which a fixed time t = 0 is attributed in order to
insert it inside the time ordering at no cost.
As for N(τ, ϕ), Ω(τ, ϕ) can be expressed diagrammat-
ically according to
Ω(τ, ϕ) ≡ e−τΩ
00 ∑
i+j=0,2,4
∞∑
n=0
Ωij (n)(τ, ϕ)〈Φ|Φ(ϕ)〉 ,
where Ωij (n)(τ, ϕ) denotes the sum of all vacuum-to-
vacuum diagrams of order n including the operator Ωij
at fixed time t = 0. The convention is that the zero-order
diagram Ωij (0)(τ, ϕ) solely contains the fixed-time oper-
ator Ωij(0), i.e. the latter must not be considered when
counting the order of the diagram to apply the diagram-
matic rules listed in Sec. IVG2.
2. Exponentiation of disconnected diagrams
Any diagram Ωij (n)(τ, ϕ) consists of a part that is
linked to the operator Ωij(0), i.e. that results from con-
tractions involving the creation and annihilation oper-
ators of Ωij(0), and parts that are disconnected. In
the infinite series of diagrams obtained via the off-
diagonal BMBPT expansion of Ωij(τ, ϕ), each vacuum-
to-vacuum diagram linked to Ωij(0) effectively multiplies
the complete set of vacuum-to-vacuum diagrams making
up N(τ, ϕ). Gathering those infinite sets of diagrams
accordingly leads to the remarkable factorization
Ωij(τ, ϕ) ≡ ωij(τ, ϕ)N(τ, ϕ) , (89)
where
ωij(τ, ϕ) ≡
∞∑
n=0
ωij (n)(τ, ϕ) (90a)
sums all connected vacuum-to-vacuum diagrams of order
n linked to Ωij(0).
The fact that the (reduced) kernel O(τ, ϕ) (O(τ, ϕ))
of any normal-ordered operator O factorizes into its
linked/connected part o(τ, ϕ) times the (reduced) norm
kernel N(τ, ϕ) (N (τ, ϕ)) similarly to Eq. 89 is a funda-
mental result that will be exploited extensively in the
remainder of the paper.
3. Computing diagrams
The twenty non-zero connected/linked zero- and first-
order diagrams contributing to ω(τ, ϕ) are displayed in
Fig. 7, where they are classified according to the value
of na, i.e. according to the number of anomalous lines
they contain. Given that all first-order diagrams involve
Ω(τ1) and Ω(0) with the constraint that τ1 > 0, normal
lines not only propagate in the same direction but are
also limited to propagate upward.
na = 0 na = 1 na = 2 na = 3 na = 4
PE.1
0
PE.4
τ1
0
PE.7
τ1
0
PE.2
0
PE.5
τ1
0
PE.8
τ1
0
PE.12
τ1
0
PE.3
0
PE.6
τ1
0
PE.9
τ1
0
PE.10
τ1
0
PE.11
τ1
0
PE.20
τ1
0
PE.13
τ1
0
PE.14
τ1
0
PE.17
τ1
0
PE.19
τ1
0
PE.15
τ1
0
PE.16
τ1
0
PE.18
τ1
0
FIG. 7. Zero- and first-order connected Feynman off-
diagonal BMBPT diagrams contributing to ω(τ, ϕ). All ver-
tices referring to Ω11, i.e. the lower vertex in diagrams PE.5
and PE.16, must be understood as indeed referring to the full
Ω11 = Ω¯11 + Ω˘11.
Choosing the reference state |Φ〉 to be the solution of
HFB equations amounts to setting Ω˘11 = Ω20 = Ω02 = 0
such that diagrams PE.2, PE.4-PE.6, PE.12-PE.15 and
PE.17 are zero in the Moller-Plesset scheme, i.e. the set
reduces from twenty non-zero diagrams to eleven non-
zero diagrams at first order. Finally, ω(τ, 0) at play in
diagonal BMBPT reduces to PE.1, PE.4 and PE.7 (na =
0) diagrams at first order (only PE.1 and PE.7 in the
Moller-Plesset scheme).
While the full analytic expression of the twenty dia-
grams is provided in App. D, we presently detail the cal-
culation of one of them for illustration. The first-order
connected/linked diagram labeled as PE.13 in Fig. 7 and
displayed in details in Fig. 8 contains one Ω02 vertex at
running time τ1 coming from the perturbative expansion
of the evolution operator and one vertex Ω13 at fixed time
0, i.e. this diagram contributes to ω13 (1)(τ, ϕ). The dia-
gram contains two anomalous lines (na = 2), one vertex
and no crossing line ((−1)p+nc = −1), one anomalous line
beginning and ending at the Ω13 vertex, and a symmetry
factor ns = 1 as only one vertex carries a running time
and thus cannot be exchanged with any other. Last but
not least, the sign convention requires to associate the
factors +Ω02k5k6 and +Ω
13
k1k2k3k4
to the vertices as they
appear in Fig 8. Eventually, diagram PE.13 reads as
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+Ω13k1k2k3k4
+Ω02k5k6
0
τ1
k1
k6
k5
k2
k4
k3
FIG. 8. Example of a fully-labeled Feynman off-diagonal
BMBPT diagram contributing to ω(τ, ϕ), i.e. the diagram
labeled PE.13 in Fig. 7.
PE.13 =−
1
2
∑
k1k2k3k4
k5k6
Ω13k1k2k3k4Ω
02
k5k6
τ∫
0
dτ1G
−+(0)
k5k1
(τ1, 0;ϕ)G
−−(0)
k6k4
(τ1, 0;ϕ)G
−−(0)
k3k2
(0, 0;ϕ)
=−
1
2
∑
k1k2k3k4k5
Ω13k1k2k3k4Ω
02
k1k5R
−−
k5k4
(ϕ)R−−k3k2(ϕ)
τ∫
0
dτ1e
−τ1(Ek1+Ek5)
=−
1
2
∑
k1k2k3k4k5
Ω13k1k2k3k4Ω
02
k1k5
Ek1 + Ek5
[
1− e−τ(Ek1+Ek5 )
]
R−−k5k4(ϕ)R
−−
k3k2
(ϕ) , (91)
where use was made of the identities provided in App. I. We note that, at variance with the example worked out in
Sec. IVG4, the first line of Eq. 91 was obtained by reading the diagram from top to bottom, i.e. in a descendant
fashion, in Fig. 8. In the infinite τ limit, this reduces to
PE.13 =−
1
2
∑
k1k2k3k4k5
Ω13k1k2k3k4Ω
02
k1k5
Ek1 + Ek5
R−−k3k2(ϕ)R
−−
k5k4
(ϕ) . (92)
This diagram is zero in diagonal BMBPT as R−−(0) = 0.
4. Large τ limit and ϕ dependence
According to Eq. 41, N(τ, ϕ) and Ω(τ, ϕ) carry the
same dependence on ϕ in the large τ limit, which leads
to the remarkable result that the complete sum ω(ϕ)
of all vacuum-to-vacuum diagrams linked to the fixed-
time operator Ω(0) is actually independent of ϕ in this
limit. This corresponds to the fact that the expansion
does fulfill the symmetry in the exact limit indepen-
dently of whether the expansion is performed around
a particle-number conserving Slater determinant or a
particle-number breaking Bogoliubov state. In the lat-
ter case, however, each individual contribution ω(n)(ϕ)
or any partial sum of diagrams carries a dependence on
ϕ as a fingerprint of the particle-number breaking. To
conclude, while the dependence of n (ϕ;na > 0) on ϕ is
genuine, the dependence of ω(ϕ) is not and must be dealt
with to restore the symmetry.
5. Particle-number conserving case
If the reference state |Φ〉 is chosen to be a Slater deter-
minant, ω(τ, ϕ) is independent of ϕ for all τ at any trun-
cation order. This relates to the fact that R−−(ϕ) = 0
for all ϕ in this case. It is thus a situation where N(τ, ϕ)
and Ω(τ, ϕ) carry the same dependence on ϕ for all τ
independently of the truncation employed. As discussed
in Sec. IVG6, this dependence is trivial and reduces to
the overall phase eiA0ϕ in compliance with Eqs. 39a
and 39d. The expansion of ω(τ, ϕ) is, at any ϕ, nothing
but the standard particle-number conserving MBPT in
this case.
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T †k1k2k3k4(τ1τ2τ3τ4;ϕ)
T †k1k2(τ1τ2;ϕ)
τ1 τ2
k1 k2
k1 k2 k3 k4
τ1 τ4τ2 τ3
FIG. 9. Feynman diagrams representing one- (first line) and
two-body (second line) cluster amplitudes.
V. COUPLED CLUSTER THEORY
Having the off-diagonal BMBPT expansion of Ω(τ, ϕ)
and N(τ, ϕ) at hand, we are now in position to design
their off-diagonal BCC expansion.
A. Off-diagonal grand-potential kernel
We first demonstrate that the perturbative expansion
of the linked/connected kernel ω(τ, ϕ) can be recast in
terms of an exponentiated cluster operator whose expan-
sion naturally terminates.
1. From off-diagonal BMBPT to off-diagonal BCC
We introduce the τ - and ϕ-dependent n-body Bogoli-
ubov cluster operator through
T †n (τ, ϕ) =
1
(2n)!
∑
k1...k2n
τ∫
0
dτ1 . . . dτ2nT
†
k1...k2n
(τ1 . . . τ2n;ϕ)T
[
βk2n(τ2n) . . . βk1(τ1)
]
, (93)
where the Feynman amplitude T †k1...k2n(τ1 . . . τ2n;ϕ) is
antisymmetric under the exchange of (ki, τi) and (kj , τj)
for any (i, j) ∈ {1, . . .2n}2. One- and two-body cluster
amplitudes are represented diagrammatically in Fig. 9.
For historical reasons, the operators introduced in Eq. 93
reduce to the Hermitian conjugate of the traditional clus-
ter operators appearing in diagonal BCC theory [13].
As discussed in Sec. IVH, ω(τ, ϕ) represents the in-
finite set of connected off-diagonal BMBPT diagrams
linked at time zero to the operator Ω. By virtue of their
linked character, diagrams entering ω(τ, ϕ) necessarily
possess the topology of one of the twenty diagrams rep-
resented in Fig. 10 and ordered according to the value of
na. The restriction to these twenty topologies are dic-
tated by the diagrammatic rules detailed in Sec. IVG2
and by the fact that normal lines attached to an operator
at fixed time 0 necessarily propagate upward as already
mentioned.
The first three diagrams displayed in Fig. 10 isolate the
contributions with no lines propagating in time, i.e the
zero-order contributions associated with the matrix ele-
ment of Ω between the reference state |Φ〉 and its rotated
partner |Φ(ϕ)〉. Non-zero contributions of this type are
limited to contributions originating from Ω00, Ω02 and
Ω04.
All diagrams entering ω(τ, ϕ) beyond zero order
are captured by the remaining seventeen topologies.
This leads to defining the one-body cluster amplitude
T †k1k2(τ1τ2;ϕ) as the complete sum of connected off-
diagonal BMBPT diagrams with one line entering at an
arbitrary time τ1 and another line entering at an ar-
bitrary time τ2. In Fig. 10, these two lines contract
with lines arising from the various components Ωij of
Ω at time zero. Covering the remaining topologies re-
quires the introduction of the two-body cluster ampli-
tude T †k1k2k3k4(τ1τ2τ3τ4;ϕ) defined as the complete sum
of connected off-diagonal BMBPT diagrams with four
lines entering at arbitrary times τ1, τ2, τ3 and τ4. In
Fig. 10, these four lines contract with lines arising from
the various components Ωij of Ω at time zero. This
definition trivially extends to higher-body cluster op-
erators. First-order expressions of T †k1k2(τ1τ2;ϕ) and
T †k1k2k3k4(τ1τ2τ3τ4;ϕ) are provided in Sec. VB 1.
Thus, the introduction of cluster operators allows one
to group the complete set of linked/connected vacuum-
to-vacuum diagrams making up ω(τ, ϕ) under the form
ω(τ, ϕ) = 〈Φ|
[
1 + T †1 (τ, ϕ) +
1
2T
† 2
1 (τ, ϕ) + T
†
2 (τ, ϕ)
]
Ω|Φ(ϕ)〉c〈Φ|Φ(ϕ)〉
−1, (94)
which translates into the twenty different terms displayed in Fig. 10 when expanding Ω in terms of its normal-ordered
components Ωij and only retaining the non-zero contributions
ω00(τ, ϕ) = Ω00 , (95a)
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FIG. 10. Off-diagonal Feynman diagrams representing the
twenty BCC contributions to ω(τ, ϕ). Only the time labels
(i.e. not the quasi-particle labels) are indicated next to the
lines/vertices. Refer to Fig. 11 to see a fully-labeled diagram.
ω20(τ, ϕ) = 〈Φ|T †1 (τ, ϕ)Ω
20|Φ(ϕ)〉c〈Φ|Φ(ϕ)〉
−1 , (95b)
ω11(τ, ϕ) = 〈Φ|T †1 (τ, ϕ)Ω
11|Φ(ϕ)〉c〈Φ|Φ(ϕ)〉
−1 , (95c)
ω02(τ, ϕ) = 〈Φ|
[
1 + T †1 (τ, ϕ)
]
Ω02|Φ(ϕ)〉c〈Φ|Φ(ϕ)〉
−1 , (95d)
ω40(τ, ϕ) = 〈Φ|
[
1
2T
† 2
1 (τ, ϕ) + T
†
2 (τ, ϕ)
]
Ω40|Φ(ϕ)〉c〈Φ|Φ(ϕ)〉
−1 , (95e)
ω31(τ, ϕ) = 〈Φ|
[
1
2T
† 2
1 (τ, ϕ) + T
†
2 (τ, ϕ)
]
Ω31|Φ(ϕ)〉c〈Φ|Φ(ϕ)〉
−1 , (95f)
ω22(τ, ϕ) = 〈Φ|
[
T †1 (τ, ϕ) +
1
2T
† 2
1 (τ, ϕ) + T
†
2 (τ, ϕ)
]
Ω22|Φ(ϕ)〉c〈Φ|Φ(ϕ)〉
−1 , (95g)
ω13(τ, ϕ) = 〈Φ|
[
T †1 (τ, ϕ) +
1
2T
† 2
1 (τ, ϕ) + T
†
2 (τ, ϕ)
]
Ω13|Φ(ϕ)〉c〈Φ|Φ(ϕ)〉
−1 , (95h)
ω04(τ, ϕ) = 〈Φ|
[
1 + T †1 (τ, ϕ) +
1
2T
† 2
1 (τ, ϕ) + T
†
2 (τ, ϕ)
]
Ω04|Φ(ϕ)〉c〈Φ|Φ(ϕ)〉
−1 , (95i)
In Eqs. 94 and 95, the subscript c means that (i) cluster
operators must all be linked to Ω through strings of con-
tractions and that (ii) no contraction can occur among
cluster operators or within a given cluster operator. Con-
tracting quasiparticle annihilation operators originating
from different cluster operators (e.g. from T †1 and T
†
2 ) or
within the same cluster operator generate diagrams that
are already contained in a connected cluster of lower rank
and would thus lead to double counting. As off-diagonal
contractions within a given cluster operator are not zero
a priori, the rule that those contractions are to be ex-
cluded when computing contributions to Eq. 94 must
indeed be stated explicitly. The grand potential being
of two-body character, the sum of terms in Eq. 94 does
exhaust exactly the complete set of diagrams generated
through perturbation theory.
The 1/2 factor made explicit in the third term of Eq. 94
can be justified order by order by considering a contri-
bution T
†(n)
1 (τ, ϕ) extracted from an arbitrary diagram
of order n having the topology of, e.g., diagram E5 in
20
Fig. 10. The corresponding contribution to ω(τ, ϕ) of or-
der 2n associated with the third term of Eq. 95 acquires
a factor 1/2 because exchanging at once all time labels
entering the two identical T
†(n)
1 (τ, ϕ) pieces provides an
equivalent contribution. This, combined with the other
diagrammatic rules, will eventually result into the rule
detailed in Sec. VA2 dealing with so-called equivalent
T †m(τ, ϕ) vertices.
Eventually, one can rewrite Eq. 94 under the charac-
teristic form
ω(τ, ϕ) =
〈Φ|eT
†(τ,ϕ)Ω|Φ(ϕ)〉c
〈Φ|Φ(ϕ)〉
, (96a)
T †(τ, ϕ) ≡
∑
n∈N
T †n (τ, ϕ) , (96b)
given that no cluster operator beyond T †1 (τ, ϕ) and
T †2 (τ, ϕ) can actually contribute to ω(τ, ϕ) in view of its
linked/connected character. The fact that Eq. 96a does
indeed reduce to Eq. 94 generalizes to the off-diagonal
grand potential kernel the natural termination of the
BCC expansion displayed by the diagonal one [13]. As
mentioned earlier, the termination and the specific con-
nected structure of the resulting terms are traditionally
obtained for the diagonal kernel from the similarity trans-
formed grand potential Ω¯ ≡ e−TΩeT on the basis of
the Baker-Campbell-Hausdorff identity and of standard
Wick’s theorem [6]. In the present case, the long detour
via perturbation theory applied to off-diagonal kernels
was necessary to obtain the same connected structure as
in the diagonal case, including the necessity to omit con-
tractions within a cluster operator or among two different
cluster operators.
2. Computation of diagrams
We now compute the algebraic BCC contributions to
ω(τ, ϕ). The diagrammatic rules to obtain them are es-
sentially the same as those detailed in Sec. IVG2 for
BMBPT Feynman diagrams. The only modifications are
that
1. One must attribute a factor T †k1...k2n(τ1 . . . τ2n;ϕ) to
any vertex representing an n-body cluster operator
(i.e. its hermitian conjugate). Indices k1 . . . k2n
and τ1 . . . τ2n must be assigned consecutively from
the leftmost to the rightmost line below the vertex.
2. All diagrams are connected, i.e. each contributing
T †n (τ, ϕ) operator is contracted at least once with
Ω. No line may connect two cluster operators while
lines belonging to a given cluster operator cannot
be contracted together.
3. Following the above rule, construct all possible
independent closed diagrams from the building
blocks. Doing so typically limits which parts Ωij
of Ω contribute to a given term.
4. The symmetry factor 1/ns must be replaced by a
factor (ℓm!)
−1 for each set of ℓm equivalent T †m(τ, ϕ)
vertices. Two T †m(τ, ϕ) vertices are equivalent if
they have the same number of quasi-particle lines
nl (nl ≤ 2m) connected to the interaction vertex
via propagators of the same type.
5. The sign of the diagram is obtained by combining
the factor (−1)nc with the sign rule associated with
each factor Ωijk1...kiki+1...ki+j .
The above rules result into the twenty non-zero BCC
diagrams contributing to ω(τ, ϕ) and displayed in Fig. 10
where they are classified according to the value of na, i.e.
according to the number of anomalous lines they contain.
Choosing the reference state |Φ〉 to be the solution of
HFB equations amounts to setting Ω20 = Ω02 = 0 such
that diagrams E.2, E.4 and E.6 are zero in the Moller-
Plesset scheme, i.e. the set reduces from twenty non-zero
diagrams to seventeen non-zero diagrams in this case.
Finally, ω(τ, 0) at play in diagonal BCC reduces to E.1,
E.4, E.7 and E.12 (na = 0) diagrams (only E.1, E.7 and
E.12 in the Moller-Plesset scheme).
While the full analytic expression of each of the twenty
diagrams is provided in App. E, we presently detail the
calculation of one of them for illustration. We calcu-
late diagram E.19 that is displayed in complete detail in
Fig. 11. According to the diagrammatic rules, and read-
ing the diagram in a descendant fashion, its contribution
reads as
E.19 = +
1
2
∑
k1k2k3k4
k5k6
Ω13k1k2k3k4
τ∫
0
dτ1dτ2T
†
k5k6
(τ1τ2;ϕ)G
−+(0)
k5k1
(τ1, 0;ϕ)G
−−(0)
k6k4
(τ2, 0;ϕ)G
−−(0)
k3k2
(0, 0;ϕ)
= +
1
2
∑
k1k2k3k4k5
Ω13k1k2k3k4
τ∫
0
dτ1dτ2T
†
k1k5
(τ1τ2;ϕ)e
−Ek1τ1e−Ek5τ2R−−k5k4(ϕ)R
−−
k3k2
(ϕ) . (97)
Defining a time-integrated one-body cluster amplitude
T †k1k2(τ, ϕ) ≡
τ∫
0
dτ1dτ2T
†
k1k2
(τ1τ2;ϕ)e
−Ek1τ1e−Ek2τ2 ,
(98)
such that
T †1 (τ, ϕ) =
1
2!
∑
k1k2
T †k1k2(τ, ϕ)βk2 βk1 , (99)
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FIG. 11. Example of fully-labeled BCC diagram contributing
to ω(τ, ϕ), i.e. diagram labeled E.19 in Fig. 10.
one can finalize Eq. 97 under the form
E.19 = +
1
2
∑
k1k2k3k4k5
T †k1k5(τ, ϕ)Ω
13
k1k2k3k4R
−−
k5k4
(ϕ)R−−k3k2(ϕ) .
(100)
Further introducing
T †k1k2k3k4(τ, ϕ) ≡
τ∫
0
dτ1dτ2dτ3dτ4T
†
k1k2k3k4
(τ1τ2τ3τ4;ϕ)e
−Ek1τ1e−Ek2τ2e−Ek3τ3e−Ek4τ4 (101a)
T †2 (τ, ϕ) =
1
4!
∑
k1k2k3k4
T †k1k2k3k4(τ, ϕ)βk4 βk3 βk2 βk1 , (101b)
=
=
T
† (1)
k1k2
(τ1τ2;ϕ)
T
† (1)
k1k2k3k4(τ1τ2τ3τ4;ϕ)
τ1
k3
k4
k1 k2
+Ω04k1k2k3k4
τ1
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k1 k4
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+Ω04k1k2k3k4
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k1 k2
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+τ1 τ2
τ1
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k1 k4
k3k2
τ4
τ2 τ3
FIG. 12. Feynman one-body (first line) and two-body
(second line) cluster amplitudes at first order in off-diagonal
BMBPT.
all twenty contributions to ω(τ, ϕ) can be derived.
B. Determining off-diagonal BCC amplitudes
In order to effectively compute the various contribu-
tions to ω(τ, ϕ), one must have the matrix elements of
the ϕ-dependent cluster operators at hand.
1. First-order in off-diagonal BMBPT
The first option consists of determining the cluster
amplitudes via off-diagonal BMBPT. Feynman diagrams
contributing to one- and two-body cluster amplitudes at
first order in off-diagonal BMBPT are displayed in Fig. 12
and give
T
†(1)
k1k2
(τ1τ2;ϕ) = −Ω
02
k1k2δ(τ1 − τ2)−
1
2
∑
k3k4
Ω04k1k2k3k4G
−−(0)
k4k3
(τ1, τ1;ϕ)δ(τ1 − τ2) , (102a)
T
†(1)
k1k2k3k4
(τ1τ2τ3τ4;ϕ) = −Ω
04
k1k2k3k4δ(τ1 − τ2)δ(τ2 − τ3)δ(τ3 − τ4) . (102b)
Inserting these expressions into Eqs. 98 and 101a provides associated Goldstone amplitudes
T
†(1)
k1k2
(τ, ϕ) = −
Ω02k1k2
Ek1 + Ek2
[
1− e−τ(Ek1+Ek2 )
]
−
1
2
∑
k3k4
Ω04k1k2k3k4
Ek1 + Ek2 + Ek3 + Ek4
[
1− e−τ(Ek1+Ek2+Ek3+Ek4 )
]
R−−k4k3(ϕ) , (103a)
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†(1)
k1k2k3k4
(τ, ϕ) = −
Ω04k1k2k3k4
Ek1 + Ek2 + Ek3 + Ek4
[
1− e−τ(Ek1+Ek2+Ek3+Ek4 )
]
, (103b)
T †k1k2k3k4(τ, ϕ)
T †k1k2(τ, ϕ)
k1 k2
k1 k2 k3 k4
FIG. 13. Goldstone diagrams representing one- (first line)
and two-body (second line) cluster amplitudes.
such that T
† (1)
2 (τ, ϕ) does not depend on ϕ. One can
check that T
† (1)
1 (0, ϕ) = T
† (1)
2 (0, ϕ) = 0 as it should be.
2. Off-diagonal BCC amplitude equations
To work within a non-perturbative BCC framework,
one must derive equations of motion for the ϕ-dependent
cluster amplitudes. To do so, we introduce n-tuply ex-
cited off-diagonal norm, grand-potential and particle-
number kernels through
Nk1k2...(τ, ϕ) ≡ 〈Ψ(τ)|1|Φ
k1k2...(ϕ)〉 , (104a)
Ωk1k2...(τ, ϕ) ≡ 〈Ψ(τ)|Ω|Φ
k1k2...(ϕ)〉 , (104b)
Ak1k2...(τ, ϕ) ≡ 〈Ψ(τ)|A|Φ
k1k2...(ϕ)〉 , (104c)
where
|Φk1k2...(ϕ)〉 ≡ Bk1k2...|Φ(ϕ)〉 , (105)
with the operator Bk1k2... defined in Eq. 54. From Eq. 31,
one obtains that
Ωk1k2...(τ, ϕ) = −∂τNk1k2...(τ, ϕ) . (106)
In App. F, we demonstrate in detail how Eq. 106 even-
tually provides the equations of motion satisfied by the
n-body (τ - and ϕ-dependent) cluster amplitudes under
the form
ωk1k2...(τ, ϕ) = −∂τT
†
k1k2...
(τ, ϕ) , (107)
where the n-tuply excited connected grand potential ker-
nel is defined through
ωk1k2...(τ, ϕ) ≡
〈Φ|eT
†(τ,ϕ)Ω|Φk1k2...(ϕ)〉c
〈Φ|Φ(ϕ)〉
, (108)
and whose connected character denotes that (i) cluster
operators are all connected to Ω and that (ii) no con-
traction is to be considered among cluster operators or
within any given cluster operator such that the power
series of the exponential naturally terminates.
As a result of this termination of the exponential,
singly- and doubly-excited off-diagonal connected grand
potential kernels read as
ωk1k2(τ, ϕ) = 〈Φ|
[
1 + T †1 (τ, ϕ) +
1
2
T †21 (τ, ϕ) +
1
3!
T †31 (τ, ϕ)
+T †2 (τ, ϕ) + T
†
1 (τ, ϕ)T
†
2 (τ, ϕ)
]
Ω|Φk1k2(ϕ)〉c〈Φ|Φ(ϕ)〉
−1 , (109a)
ωk1k2k3k4(τ, ϕ) = 〈Φ|
[
1 + T †1 (τ, ϕ) +
1
2
T †21 (τ, ϕ) +
1
3!
T †31 (τ, ϕ) + T
†
2 (τ, ϕ) + T
†
1 (τ, ϕ)T
†
2 (τ, ϕ)
+
1
2
T †22 (τ, ϕ) +
1
4!
T †41 (τ, ϕ) +
1
2
T †21 (τ, ϕ)T
†
2 (τ, ϕ)
]
Ω|Φk1k2k3k4(ϕ)〉c〈Φ|Φ(ϕ)〉
−1 , (109b)
respectively. Note that we refer to singly- and doubly-
excited kernels to connect to the standard CC formalism
as two-quasiparticle (four-quasiparticle) excitations re-
duce in the Slater determinant limit to one (two) particle-
hole excitations.
3. Computation of diagrams
To compute the algebraic contributions to
ωk1...k2n(τ, ϕ), a few diagrammatic rules beyond
those stated in Sec. VA2 to determine ω(τ, ϕ) must be
added
1. Diagrams making up ωk1...k2n(τ, ϕ) are linked with
2n external quasi-particle lines, exiting from below.
External lines must be labeled with quasi-particle
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FIG. 14. Example of a fully-labeled diagram contributing to
ωk1k2(τ, ϕ), i.e. the diagram which results in expression S.25
in Appendix G.
indices k1 . . . k2n coinciding with the left-right or-
dering of the indices observed in the ket defining
the n-tuply excited kernel. Internal lines must be
labeled with different quasi-particle indices.
2. Only internal quasi-particle line indices must be
summed over.
3. All distinct permutations P of labels of inequivalent
external lines must be summed over, including a
parity factor (−1)σ(P ) from the signature of the
permutation. External lines are equivalent if and
only if they connect to the same vertex.
One example diagram contributing to the singly-
excited off-diagonal connected grand potential kernel is
displayed in Fig. 14 with explicit labeling. Following the
diagrammatic rules, its contribution reads as
S.25 = +
1
4
P (α/β)
∑
k1k2k3k4
k5k6k7k8
Ω22k1k2k3k4
τ∫
0
dτ1dτ2dτ3dτ4T
†
k5k6
(τ1τ2;ϕ)T
†
k7k8
(τ3τ4;ϕ)G
−+(0)
k5α
(τ1, 0;ϕ)
×G
−+(0)
k6k1
(τ2, 0;ϕ)G
−−(0)
k4k3
(0, 0;ϕ)G
−+(0)
k7k2
(τ3, 0;ϕ)G
−+(0)
k8β
(τ4, 0;ϕ)
= +
1
4
P (α/β)
∑
k1k2k3k4
Ω22k1k2k3k4
τ∫
0
dτ1dτ2dτ3dτ4T
†
αk1
(τ1τ2;ϕ)T
†
k2β
(τ3τ4;ϕ)e
−Eατ1e−Ek1τ2
× e−Ek2τ3e−Eβτ4R−−k4k3(ϕ)
= +
1
4
P (α/β)
∑
k1k2k3k4
T †αk1(τ, ϕ)T
†
k2β
(τ, ϕ)Ω22k1k2k3k4R
−−
k4k3
(ϕ) , (110)
where P (α/β) ≡ 1 − Pαβ , with Pαβ the operator ex-
changing quasi-particle indices α and β labelling the two
external lines.
Although the operator form of ωk1k2(τ, ϕ) and
ωk1k2k3k4(τ, ϕ) as displayed in Eq. 109 is formally iden-
tical to diagonal (ϕ = 0) BCC expressions [13], their
expanded algebraic expressions are much lengthier. This
translates into the fact that ωk1k2(τ, ϕ) (ωk1k2k3k4(τ, ϕ))
is made out of fifty-seven (seventy-seven) diagrams at
the BCCSD level that reduce to only ten (fourteen) dia-
grams in the diagonal (ϕ = 0) limit. While the explicit
algebraic expressions of the fifty-seven contributions to
ωk1k2(τ, ϕ) are provided in App. G, the contributions
to ωk1k2k3k4(τ, ϕ) are too numerous and lengthy to be
reported here. This is anyway unnecessary given that
a compact form of these expressions containing just as
many terms as in the diagonal (ϕ = 0) limit will be iden-
tified in Sec. VC below. For this reason, we do not pro-
duce the full diagrammatic description of the off-diagonal
amplitude equations at the BCCSD level as well.
In the end, one is only interested in the infinite
imaginary-time limit. In this limit, the scheme becomes
stationary such that the static amplitude equations are
obtained by setting the right-hand side of Eq. 107 to zero,
i.e.
ωk1k2...(ϕ) = 0 , (111)
which naturally extend diagonal BCC amplitude equa-
tions. Coupled Eqs. 111 must be solved iteratively for
each ϕ ∈ [0, 2π], typically employing first-order perturba-
tion theory expressions as an initial guess (see Eq. 103 for
single and double amplitudes). Once ϕ-dependent clus-
ter amplitudes have been obtained, the off-diagonal con-
nected grand-potential kernel ω(τ, ϕ) can be computed
on the basis of the expressions provided in App. E.
C. Compact formulation
As alluded to above, the algebraic expressions of
ω(τ, ϕ), ωk1k2(τ, ϕ) and ωk1k2k3k4(τ, ϕ) (see Apps. E
and G for the first two) are lengthy and translate into
a large number of diagrams. This is not optimal, both
for bookkeeping and from the numerical implementation
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viewpoint. It happens that the generalized BCC expan-
sion of those off-diagonal kernels can eventually be refor-
mulated in terms of a transformed, ϕ-dependent, grand
potential operator such that their algebraic expressions
are not only made much more compact but formally iden-
tical to their diagonal counterpart.
1. Transformed grand-potential operator
We introduce a non-unitary Bogoliubov transforma-
tion that transforms quasi-particle operators defining the
vacuum |Φ〉 into a new set of quasi-particle operators ac-
cording to
(
β˜
β˜†
)
(ϕ) ≡M(ϕ)
(
β
β†
)
M−1(ϕ)
=M†(ϕ)
(
β
β†
)
, (112)
where
M(ϕ) ≡
(
1 0
R−−∗(ϕ) 1
)
, (113)
such that
β˜k1(ϕ) = βk1 +
∑
k2
R−−k2k1(ϕ)β
†
k2
, (114a)
β˜†k1(ϕ) = β
†
k1
. (114b)
Next, we introduce the non-hermitian transformed
grand potential operator Ω˜(ϕ) ≡M(ϕ)ΩM−1(ϕ). Start-
ing from the normal-ordered form of Ω, performing the
non-unitary Bogoliubov transformation, normal-ordering
the resulting Ω˜(ϕ) with respect to |Φ〉 and gathering ap-
propriately the terms thus generated allows one to write
Ω˜(ϕ) under the typical form
Ω˜(ϕ) ≡ Ω˜[0](ϕ) + Ω˜[2](ϕ) + Ω˜[4](ϕ) (115a)
≡ Ω˜00(ϕ) +
[
Ω˜20(ϕ) + Ω˜11(ϕ) + Ω˜02(ϕ)
]
+
[
Ω˜40(ϕ) + Ω˜31(ϕ) + Ω˜22(ϕ) + Ω˜13(ϕ) + Ω˜04(ϕ)
]
(115b)
= Ω˜00(ϕ) (115c)
+
1
1!
∑
k1k2
Ω˜11k1k2(ϕ)β
†
k1
βk2 (115d)
+
1
2!
∑
k1k2
{
Ω˜20k1k2(ϕ)β
†
k1
β†k2 + Ω˜
02
k1k2(ϕ)βk2βk1
}
(115e)
+
1
(2!)2
∑
k1k2k3k4
Ω˜22k1k2k3k4(ϕ)β
†
k1
β†k2βk4βk3 (115f)
+
1
3!
∑
k1k2k3k4
{
Ω˜31k1k2k3k4(ϕ)β
†
k1
β†k2β
†
k3
βk4 + Ω˜
13
k1k2k3k4(ϕ)β
†
k1
βk4βk3βk2
}
(115g)
+
1
4!
∑
k1k2k3k4
{
Ω˜40k1k2k3k4(ϕ)β
†
k1
β†k2β
†
k3
β†k4 + Ω˜
04
k1k2k3k4(ϕ)βk4βk3βk2βk1
}
. (115h)
The expressions of the transformed matrix elements in
terms of the original ones are provided in App. H. As a
testimony of the non-hermitian character of Ω˜(ϕ), itself
the consequence of the non-unitary character of M(ϕ),
matrix elements Ω˜ijk1...kiki+1(ϕ) do not display relation-
ships characterized by Eq. 16. One also notices that
transformation 114 reduces to the identity for ϕ = 0,
i.e. Ω˜(0) = Ω.
2. Compact algebraic expressions
It is tedious but straightforward to demonstrate that
the algebraic expressions of ω(τ, ϕ), ωk1k2(τ, ϕ) and
ωk1k2k3k4(τ, ϕ) obtained through the application of the
off-diagonal Wick theorem are formally identical to diag-
onal (ϕ = 0) BCC formulae [6], as long as one uses the
transformed grand potential Ω˜(ϕ) in place of the original
one Ω on the basis of standard Wick’s theorem, i.e.
ωk1k2...(τ, ϕ) =
〈Φ|eT
†(τ,ϕ)Ω|Φk1k2...(ϕ)〉c
〈Φ|Φ(ϕ)〉
(116a)
= 〈Φ|eT
†(τ,ϕ)Ω˜(ϕ)|Φk1k2...〉c . (116b)
To illustrate the severe shortening of the algebraic ex-
pressions accomplished by employing Eq. 116b instead
of Eq. 116a, let us focus on the energy kernel ω(τ, ϕ)
and refer to Ref. [13] for single- and double-amplitude
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equations. While the lengthy expression associated with
Eq. 116a (App. E) has been derived from twenty differ-
ent diagrams, the compact form associated with Eq. 116b
reads as
ω(τ, ϕ) = Ω˜00(ϕ) (117a)
+
1
2
∑
k1k2
T †k1k2(τ, ϕ) Ω˜
20
k1k2(ϕ) (117b)
+
1
8
∑
k1k2k3k4
T †k1k2(τ, ϕ)T
†
k3k4
(τ, ϕ) Ω˜40k1k2k3k4(ϕ)(117c)
+
1
4!
∑
k1k2k3k4
T †k1k2k3k4(τ, ϕ) Ω˜
40
k1k2k3k4(ϕ) , (117d)
and relates to the four Goldstone, i.e. time-independent,
diagrams displayed in Fig. 15 and involving vertices
Ω˜ij(ϕ) of the transformed grand potential. Those
four Goldstone diagrams, along with the associated
expression 117, are indeed formally identical to the
four na = 0 diagrams at play in diagonal BCC the-
ory [13]. As a matter of fact, one can now entirely
rephrase the generalized BCC formalism applicable to
off-diagonal kernels in terms of a time-independent di-
agrammatic technique that parallels exactly BCC the-
ory, i.e. diagrammatic rules, diagrams and algebraic ex-
pressions are identical except that transformed interac-
tion vertices Ω˜ijk1...kiki+1...ki+j (ϕ) must be used in place of
Ωijk1...kiki+1...ki+j , such that cluster amplitudes acquire an
explicit ϕ dependence.
The result obtained in Eq. 116 is remarkable and con-
stitutes a drastic simplification both from a formal and
a practical standpoint. Regarding the latter, it means
that a previously built single-reference BCC code can be
employed almost straightforwardly. The additional cost,
which is not negligible, consists of building and storing
matrix elements of Ω˜(ϕ) for each ϕ ∈ [0, 2π] according
to App. H. With those transformed matrix elements in
input, the BCC code can be used essentially as it is.
D. Norm kernel
In Sec. IVG, we obtained the perturbative expansion
of N(τ, ϕ) that eventually led to the connected expansion
of lnN(τ, ϕ). In the present section, we wish to identify a
method to compute N(τ, ϕ) non-perturbatively in a way
that is consistent with the BCC expansion of the con-
nected grand potential kernel ω(τ, ϕ). More specifically,
we wish to design a naturally terminating expansion of
lnN(τ, ϕ). It happens that a naturally terminating ex-
pansion does not trivially emerge from the perturbative
expansion of lnN(τ, ϕ) as the corresponding diagrams
are not linked to an operator at a fixed time. We now
explain how this apparent difficulty can be overcome by
following an alternative route from the outset.
Ω˜00(ϕ)
Ω˜20(ϕ)
T †1 (τ, ϕ)
Ω˜40(ϕ)
T †2 (τ, ϕ)
Ω˜40(ϕ)
T †1 (τ, ϕ) T
†
1 (τ, ϕ)
FIG. 15. Goldstone na = 0 BCC diagrams contributing to
ω(τ, ϕ) and involving the transformed grand potential Ω˜(ϕ).
1. Key property
In the case of exact kernels, Eqs. 39a and 39c trivially
lead, for any τ , to∫ 2pi
0
dϕ e−iAϕA(τ, ϕ)∫ 2pi
0 dϕ e
−iAϕ N (τ, ϕ)
= A , (118)
which testifies that the implicit many-body state at play
is indeed an eigenstate of the particle-number operator
with eigenvalue A. Equation 118 stresses the fact that we
know a priori the value that must be obtained through the
integral over the domain of the U(1) group for the coeffi-
cient associated with the physical IRREP in the Fourier
expansion of the particle number operator kernel (once
it is divided by the corresponding expansion coefficient
in the norm kernel). This differs from H or Ω for which
we can only require to extract the expansion coefficient
that is in one-to-one correspondence with the physical
IRREP of interest without knowing the value this coeffi-
cient should take (once it is divided by the corresponding
expansion coefficient in the norm kernel).
Consequently, the key question is: what happens to
Eq. 118 when A(τ, ϕ) and N (τ, ϕ) are approximated?
Or rephrasing the question more appropriately: what
constraint(s) does restoring the symmetry, i.e. fulfilling
Eqs. 118, impose on the truncation scheme used to ap-
proximate the kernels? Addressing this question below
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delivers the proper approach to the reduced norm kernel.
2. Differential equation
We derive a first-order ordinary differential equation
(ODE) fulfilled, at each imaginary time τ , byN (τ, ϕ). To
do so, we employ Eq. 27 to relate N (τ, ϕ) (Eqs. 39a) and
A(τ, ϕ) (Eqs. 39c). Exploiting that the reduced kernel of
the operator A can be factorized according to A(τ, ϕ) =
a(τ, ϕ)N (τ, ϕ), where a(τ, ϕ) denotes the corresponding
linked/connected kernel, we arrive at the first-order ODE
d
dϕ
N (τ, ϕ)− i a(τ, ϕ)N (τ, ϕ) = 0 , (119)
with the initial condition N (τ, 0) = 1 associated with
intermediate normalization at ϕ = 0. Equation 119 pos-
sesses a closed-form solution
N (τ, ϕ) = ei
∫
ϕ
0
dφ a(τ,φ) , (120)
which demonstrates that the logarithm of the
off-diagonal norm kernel can be related to the
linked/connected kernel of A via an integral over
the gauge angle. The linked/connected kernel of A
possesses a naturally terminating BCC expansion
a(τ, ϕ) = a00(τ, ϕ) + a20(τ, ϕ) + a11(τ, ϕ) + a02(τ, ϕ) ,
which is obtained by substituting Ωij with Aij in
Eqs. 95a-95d. Employing the transformed particle-
number operator, the algebraic expression takes the com-
pact form
a(τ, ϕ) = A˜00(ϕ) +
1
2
∑
k1k2
T †k1k2(τ, ϕ) A˜
20
k1k2(ϕ) , (121)
where the formulae for A˜00(ϕ) and A˜20(ϕ) are provided
in App H. The diagrams corresponding to Eq. 121 are
displayed in Fig. 16 for illustration.
In addition to authorizing the computation of N (τ, ϕ)
from a kernel displaying a naturally terminating BCC
expansion, the scheme proposed above ensures that the
particle number is indeed restored at any truncation or-
der in the proposed many-body method. Indeed, a(τ, ϕ)
and N (τ, ϕ) being related through Eq. 119, one has that∫ 2pi
0
dϕ e−iAϕA(τ, ϕ) = −i
∫ 2pi
0
dϕ e−iAϕ
d
dϕ
N (τ, ϕ)
= +i
∫ 2pi
0
dϕ
d
dϕ
e−iAϕN (τ, ϕ)
= A
∫ 2pi
0
dϕ e−iAϕN (τ, ϕ) ,
where an integration by part was performed to go from
the first to the second line. This demonstrates that, if
the reduced norm kernel satisfies Eq. 119, then Eq. 118
is fulfilled independently of the approximation made on
A˜00(ϕ)
A˜20(ϕ)
T †1 (τ, ϕ)
FIG. 16. Goldstone na = 0 BCC diagrams contributing to
a(τ, ϕ) and involving the transformed particle number opera-
tor A˜(ϕ).
a(τ, ϕ), i.e. independently of the order at which the BCC
expansion of linked/connected operator kernels is trun-
cated. Eventually, the fact that N (τ, ϕ) is determined
from the structure of the U(1) group, i.e. from the ker-
nel of A, is very natural in the present context. Once
extracted through Eq. 120 at a given BCC order, the off-
diagonal reduced norm kernel can be consistently used in
the computation of the energy as is discussed in Sec. VI
below.
3. Particle-number conserving case
In case the expansion is performed around a Slater
determinant, one must recover the trivial behavior dis-
played by the norm kernel when global gauge symmetry
is conserved. It is indeed easy to demonstrate that
A˜00(ϕ) = A00 = A0 , (122a)
A˜20k1k2(ϕ) = A
20
k1k2 = 0 , (122b)
in this case, such that a(τ, ϕ) = A0. As a result, Eq. 120
does provide the expected result for the reduced norm
kernel
N (τ, ϕ) = eiA0ϕ , (123)
independently of the truncation employed in the many-
body expansion.
4. Lowest order
Reducing the calculation to lowest order, i.e. at order
n = 0 in off-diagonal BMBPT or or equivalently taking
T †n (τ, ϕ) = 0 for all n in the off-diagonal BCC scheme,
one obtains
a(0)(τ, ϕ) =
〈Φ|A|Φ(ϕ)〉
〈Φ|Φ(ϕ)〉
= −i
d
dϕ
ln〈Φ|Φ(ϕ)〉 , (124)
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and thus recovers from Eq. 120 that
N (0)(τ, ϕ) = ei
∫
ϕ
0
dφa(0)(τ,φ)
= e[ln〈Φ|Φ(φ)〉]
ϕ
0
= 〈Φ|Φ(ϕ)〉 . (125)
Given that at lowest order one has
a(0)(τ, ϕ) = A˜00(ϕ) (126a)
= A00 +
1
2
∑
k1k2
A02k1k2R
−−
k2k1
(ϕ) , (126b)
Eq. 125 provides a way to compute the overlap between
a HFB state and its gauge rotated partner according to
〈Φ|Φ(ϕ)〉 = ei〈Φ|A|Φ〉ϕ e
i
2
∑
k1k2
A02k1k2
∫
ϕ
0
dφR−−
k2k1
(φ)
,
as A00 = 〈Φ|A|Φ〉. The above expression constitutes an
interesting alternative to the Pfaffian formula [20] pro-
vided in Eq. 61 or to even older approaches to the un-
perturbed norm kernel.
VI. ENERGY
A. Particle-number-restored energy
The particle-number-restored energy is computed ac-
cording to Eq. ??, now written as
EA0 =
∫ 2pi
0 dϕ e
−iAϕ h(ϕ) N (ϕ)∫ 2pi
0
dϕ e−iAϕ N (ϕ)
, (127)
where h(ϕ) ≡ ω(ϕ) + λa(ϕ). Expressing the energy in
terms of the reduced norm kernel in Eq. 127 is essential.
Indeed, the fact that N (τ, ϕ) goes to a finite number
in the large τ limit, contrarily to N(τ, ϕ) that goes ex-
ponentially to zero, is mandatory to make the ratio in
Eq. 127 well defined and numerically controllable. The
connected/linked kernels ω(ϕ) and a(ϕ) are to be trun-
cated consistently, i.e. at a given order n in off-diagonal
BMBPT or at a given order in off-diagonal BCC am-
plitudes (including singles, doubles, triples. . . ). The ap-
proximate kernel a(ϕ) is also employed to access N (ϕ)
consistently via Eq. 120 .
If one were to sum all diagrams in the computation of
h(ϕ) and N (ϕ) or were to expand them around a Slater
determinant, the symmetry restoration would become
dispensable by definition. This relates to the fact that
h(ϕ) becomes independent of ϕ whileN (ϕ) becomes triv-
ially proportional to the targeted IRREP eiA0ϕ in these
two cases. As a result, Eq. 127 reduces to
EA0 = h(0) , (128)
for A = A0 and zero otherwise.
The benefit of the method arises when the many-body
expansion is performed around a Bogoliubov state and
is eventually truncated. Indeed, h(ϕ) acquires a depen-
dence on ϕ that signals the breaking of the symmetry
generated by that truncation. The method authorizes
the summation of standard sets of diagrams (i.e. deal-
ing with so-called dynamical correlations) while leaving
the non-perturbative symmetry-restoration process (i.e.
dealing with so-called static correlations) to be achieved
at each truncation order through the integration over the
domain of the group. As a matter of fact, one can rewrite
EA0 = h(0) +
∫ 2pi
0 dϕ e
−iAϕ [h(ϕ)− h(0)] N (ϕ)∫ 2pi
0
dϕ e−iAϕ N (ϕ)
,(129)
such that the effect of the particle-number restoration
itself can be viewed, at any truncation order, as a cor-
rection to the particle-number-breaking BMBPT or BCC
results provided by h(0).
B. Particle-number projected HFB theory
Reducing the calculation to lowest order, i.e. at or-
der n = 0 in off-diagonal BMBPT or or equivalently
taking T †n (τ, ϕ) = 0 for all n in the off-diagonal BCC
scheme, one recovers particle-number projected Hartree-
Fock-Bogoliubov (PNP-HFB) theory [8, 21] (assuming
that the reference state |Φ〉 is obtained from a HFB cal-
culation). The associated kernels read as
h(0)(τ, ϕ) =
〈Φ|H |Φ(ϕ)〉
〈Φ|Φ(ϕ)〉
, (130a)
N (0)(τ, ϕ) = 〈Φ|Φ(ϕ)〉 , (130b)
for all τ , such that the symmetry-restored energy be-
comes
E
A(0)
0 =
∫ 2pi
0
dϕ e−iAϕ 〈Φ|H |Φ(ϕ)〉∫ 2pi
0
dϕ e−iAϕ 〈Φ|Φ(ϕ)〉
=
〈Φ|H |ΘA〉
〈Φ|ΘA〉
=
〈ΘA|H |ΘA〉
〈ΘA|ΘA〉
,
where the (un-normalized) PNP-HFB wave-function
|ΘA〉 ≡ PA|Φ〉 is defined from the projection operator
PA ≡
1
2π
∫ 2pi
0
dϕ e−iAϕ S(ϕ) , (132)
satisfying
PA PA = PA , (133a)
PA† = PA , (133b)[
H,PA
]
=
[
A,PA
]
=
[
Ω, PA
]
= 0 . (133c)
VII. DISCUSSION
Let us provide one last set of comments
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• In the end, off-diagonal BMBPT and BCC schemes
only need to be applied at τ = +∞, i.e. the
imaginary-time formulation becomes superfluous
and one is left with the static version of the many-
body formalisms.
• PNR-BMBPT and PNR-BCC formalisms are of
multi-reference character but reduce in practice
to a set of Nsym single-reference-like off-diagonal
BMBPT and BCC calculations, where Nsym ∼ 10.
The factor of 10 is an estimation based on the dis-
cretization of the integral over the gauge angle in
Eq. 127 typically needed to achieve convergence in
the ground-state computation of even-even nuclei
at the PNP-HFB level. Beyond PNP-HFB, the ap-
propriate value of Nsym will have to be validated
through numerical tests.
• It could be of interest to design an approximation
of the presently proposed many-body formalisms
based on a Lipkin expansion method [23]. This
would permit the extension of this well-performing
approximation to particle-number restoration be-
fore variation beyond PNP-HFB [24].
• The chemical potential λ entering the definition of
Ω must be specified in the calculation. In principle,
it must be such that the exact ground state of the
A0-body system of interest is the eigenstate of Ω
with the lowest eigenergy. In practice, λ is to be
fixed at the single reference level, e.g. when solving
the BCC equations (ϕ = 0) at the chosen level of
many-body truncation, e.g. BCCSD. As a further
simplification, one can envision to fix λ to the value
obtained by solving the simpler HFB equations at
ϕ = 0. It remains to be seen how much the choice
made to fix λ impacts PNR-BMBPT and PNR-
BCC results at various levels of truncation.
• The angular-momentum-restored MBPT and CC
theory [1] based on the three-parameter non-
Abelian SU(2) Lie group has recently undergone
its first numerical implementation [25]. Doing so,
it was identified that the exact fulfillment of the
second-order ODE necessary to extract the norm
kernel associated with an exact restoration of J2 is
compromised when going beyond lowest, i.e. HF,
order. The remedy to this issue requires an ex-
tension of the angular-momentum-restored MBPT
and CC theory formulated in Ref. [1] in order to
compute Jz and J
2 kernels via a ”symmetric”, e.g.
expectation value, rather than a ”projective” for-
mula. This is in fact necessary to match single-
reference CC theory at zero Euler angles where
properties as Jz and J
2 are known to be best ap-
proximated from a ”symmetric” formula, which is
typically achieved via the ΛCC method [6]. It is
thus our goal to formulate such an extension of
angular-momentum-restored MBPT and angular-
momentum-restored MBPT CC theory in the near
future. As for the one-parameter Abelian U(1)
group of present interest, while a similar extension
will most probably be beneficial, it is not as crit-
ical as for SU(2) given that the first-order ODE
(Eq. 119) possesses a closed-form, i.e. exact, solu-
tion (Eq. 120) independently on the approximation
used to compute the ”projective” particle-number
kernel a(ϕ). Thus, one has confidence that PNR-
BMBPT and PNR-BCC calculations can be safely
performed on the basis of the present formulation
while awaiting for their Λ-like extension in which
the particle-number kernel will be evaluated via a
symmetric rather than a projective formula.
VIII. IMPLEMENTATION ALGORITHM
Let us eventually synthesize the steps the owner of a
single-reference BCC code must follow to implement the
particle-number restoration procedure18.
1. Solve, e.g., Hartree-Fock-Bogoliubov equations in
the single-particle basis of interest to obtain the
reference state |Φ〉 (Eq. 4), i.e. to determine the
(U, V ) matrices.
2. Build matrix elements Ωijk1...kiki+1 according to
App. A of Ref. [13].
3. Discretize the interval of integration over the gauge
angle ϕ ∈ [0, 2π].
4. For each angle ϕ
(a) Compute matrix R−−(ϕ) (Eqs. 65-66).
(b) Build transformed matrix elements
Ω˜ijk1...kiki+1(ϕ) (App. H).
(c) Initialize the cluster amplitudes through first-
order perturbation theory; e.g. at the singles
and doubles level, apply Eq. 103 for τ → +∞
to obtain T
†(1)
k1k2
(ϕ) and T
†(1)
k1k2k3k4
(ϕ).
(d) Run the single-reference BCC code using ma-
trix elements Ω˜ijk1...kiki+1(ϕ) and the initial
cluster amplitudes T
†(1)
k1k2
(ϕ) and T
†(1)
k1k2k3k4
(ϕ)
as inputs.
(e) Use the converged amplitudes, e.g. T †1 (ϕ)
and T †2 (ϕ), to compute and store the
linked/connected kernels ω(ϕ) and a(ϕ).
5. Using the values of a(ϕ) stored for discretized val-
ues of the gauge angle, extract the reduced norm
kernel N (ϕ) via Eq. 12019.
18 In order to actually fit with an existing SR-BCC code, one must
proceed to the hermitian conjugation of the quantities and equa-
tions that are referred to.
19 As one is solely interested in the τ → +∞ limit, the time argu-
ment can be simply ignored in Eq. 120.
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6. Calculate the particle-number restored energy ac-
cording to Eq. 127.
Two remarks can be added
• Step 4 can be carried out independently for each
value of the gauge angle and is thus amenable to a
trivial parallelization. Eventually one solely needs
to retrieve and store ω(ϕ) and a(ϕ).
• In practice, the domain of integration in step 5 can
be reduced thanks to symmetries of the reference
state |Φ〉. For instance, the domain can be limited
to ϕ ∈ [0, π] whenever using a reference state |Φ〉
with good number parity.
• If limiting oneself to a perturbative approach, one
simply needs to replace steps 4.c-4.e by the evalua-
tion of ω(ϕ) and a(ϕ) at order n in the off-diagonal
BMBPT scheme.
IX. CONCLUSIONS
Both in Paper I (Ref. [1]) and in the present work,
we have addressed a long-term challenge of ab initio
many-body theory, i.e. extend symmetry-unrestricted
Rayleigh-Schroedinger many-body perturbation theory
and coupled-cluster theory in such a way that a bro-
ken symmetry is exactly restored at any truncation or-
der. The newly proposed symmetry-restored MBPT and
CC formalisms authorize the computation of connected
diagrams associated with dynamical correlations while
consistently incorporating static correlations through the
non-perturbative restoration of the broken symmetry.
These approaches are meant to be valid for any symme-
try that can be (spontaneously) broken by the reference
state and to be applicable to any system independently of
its closed-shell, near degenerate or open-shell character.
In Paper I, we focused on the breaking and the
restoration of SU(2) rotational symmetry associated
with angular momentum conservation. The proposed
scheme provides access to the yrast spectroscopy, i.e.
the lowest energy for each value of the angular mo-
mentum. Standard symmetry-restricted and symmetry-
unrestricted MBPT and CC theories, along with angular-
momentum-projected Hartree-Fock theory, were recov-
ered as particular cases of the newly developed many-
body formalism.
In the present paper, we extend the work to U(1) global
gauge symmetry associated with particle-number conser-
vation. In this case, the symmetry-unrestricted single-
reference many-body methods upon which the extended
formalism builds are Bogoliubov MBPT [9–11] and Bo-
goliubov CC theory [12–14] that can tackle open-shell
nuclei displaying a superfluid character at the price of
breaking particle-number conservation. The presently
proposed formalism overcomes the latter limitation by
allowing the restoration of global gauge invariance associ-
ated with particle-number conservation, which is manda-
tory in a finite quantum system such as the atomic nu-
cleus. Technically speaking, the present work follows the
same steps as for SU(2) but requires the use of Bogoli-
ubov algebra and thus more general diagrammatic tech-
niques. It leads to designing particle-number-restored
Bogoliubov many-body perturbation theory and particle-
number-restored Bogoliubov coupled cluster theory.
As the goal is to resolve the near-degenerate nature
of the ground state, the proposed many-body formalisms
are necessarily of multi-reference character. However, the
multi-reference nature is different from any of the multi-
reference MBPT or CC methods developed in quantum
chemistry [26], i.e. reference states are not obtained from
one another via elementary (i.e. dynamical) excitations
but via highly non-perturbative symmetry transforma-
tions, e.g. rotation in gauge space. Most importantly,
the presently proposed method corresponds to perform-
ing a set of Nsym single-reference-like Bogoliubov MBPT
or Bogoliubov CC calculations, where Nsym corresponds
to the discretization of the integral over the gauge angle
that is typically of the order of 10.
The present work offers a wealth of potential applica-
tions and further extensions appropriate to the ab ini-
tio description of open-shell atomic nuclei. For exam-
ple, mid-mass singly open-shell nuclei are also being ad-
dressed through particle-number-breaking Green’s func-
tion calculations under the form of self-consistent Gorkov
Green’s function theory [22, 27–30]. It is thus of interest
to develop the equivalent to the particle-number-restored
BCC formalism within the framework of self-consistent
Gorkov-Green’s function techniques.
Last but not least, symmetry-restored MBPT and CC
theories provide well-founded, formally exact, references
for the so-far empirical multi-reference nuclear energy
density functional (EDF) method. Multi-reference EDF
calculations are known to be compromised with seri-
ous pathologies when the off-diagonal EDF kernel is not
strictly computed as the matrix element of an effective
Hamilton operator between a product state and its ro-
tated partner [17, 18, 31–34], i.e. when it does not take
the strict form of an (effective) projected Hartree-Fock-
Bogoliubov theory. Starting from the newly proposed
many-body formalisms, one can contemplate the deriva-
tion of safe parametrizations of off-diagonal EDF kernel
that go beyond projected Hartree-Fock-Bogoliubov, most
probably under the form of orbital- and symmetry-angle-
dependent energy functionals [35]. This remains to be
investigated in the future.
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Appendix A: Perturbative expansion of U(τ )
The imaginary-time evolution operator U(τ) can be
expanded in powers of Ω1. Taking τ real, one writes
U(τ) ≡ e−τΩ0 U1(τ) (A1)
where
U1(τ) = e
τΩ0 e−τ(Ω0+Ω1) , (A2)
and thus
∂τU1(τ) = −e
τΩ0 Ω1 e
−τΩ0 U1(τ) . (A3)
The formal solution to the latter equation reads
U1(τ) = Te
−
∫
τ
0
dtΩ1(t) , (A4)
where T is a time-ordering operator and where Ω1(τ)
defines the perturbation in the interaction representation
Ω1(τ) ≡ e
τΩ0 Ω1 e
−τΩ0 . (A5)
Eventually, the full solution reads
U(τ) = e−τΩ0 Te−
∫
τ
0
dτΩ1(τ) . (A6)
Appendix B: Weight of diagrams and anomalous
contractions
We exemplify the diagrammatic rule, i.e. a factor 1/2,
associated with anomalous lines contracted onto a given
vertex. This rule comes in combination with the stan-
dard rule associated with equivalent lines. We presently
consider the simplest case of a string of operators
β†1(τ1)β
†
2(τ1) . . . β
†
i (τ1)βi+1(τ1)βi+2(τ1) . . . βi+j(τ1)
consisting of i quasiparticle creation operators and j
quasiparticle annihilation operators20 belonging to a ver-
tex at time τ1. One can then extend the proof to more
general cases, i.e. cases where part of the operators be-
long to one vertex at time τ1 while the others belong to
another vertex at time τ2. . . Those more general cases are
key as they demonstrate how each anomalous line con-
tracted onto a given vertex requires, once the rule for
20 The order in which the operators are written is important to
know whether contractions arising from the string of operators
are eventually non zero but is irrelevant as far as dealing with
the numbering, which is what concerns us in the present proof.
equivalent lines has been properly taken into account, an
extra factor 1/2 whereas anomalous lines linking two dif-
ferent vertices do not. The proof for more general cases
can be straightforwardly generalized from the present one
and are thus not reproduced here.
For the present scenario, we assume that j > i, but
the derivation from j < i proceeds in a similar way to
the same result. One must keep track of two aspects
of performing contractions: (i) the number of ways a
given set of contractions can be obtained and (ii) the
rule associated with equivalent lines, either anomalous
or normal.
1. Minimal number of anomalous contractions
We begin by evaluating the result when all i quasi-
particle creation operators are members of a normal
contraction with a quasi-particle annihilation operator,
which leaves (j − i) quasi-particle annihilation operators
for anomalous contractions21. Thus, the number of ways
to pair the i+ j operators with minimal anomalous con-
tractions is
j(j−1)(j−2) . . . (j−i+1)(j−i−1)!! =
j!
(j − i)!
(j−i−1)!! ,
(B1)
since the first quasi-particle creation operator can be
paired with any of the j quasi-particle annihilation op-
erators, while the second can be paired with any of the
remaining j−1 operators, etc., until the ith can be paired
with any of the remaining j − i+ 1. The remaining j − i
quasi-particle annihilation operators must contract with
each other. Starting from one, it can be paired with any
of the remaining j− i− 1. At this point, j− i− 2 remain
to contract with each other. Selecting one, j − i− 3 op-
tions are available, and once a contraction has occurred,
j − i − 4 operators remain. This results in the double
factorial (j − i− 1)!!.
Applying the diagrammatic rules, one must associate
a factor to equivalent lines, which here is[
i!
(
j − i
2
)
!
]−1
, (B2)
given that the i normal contractions are all equivalent
while the (j − i)/2 anomalous contractions are also all
equivalent in the present example. In further consider-
ing the factor [i!j!]−1 from the definition of the operator
giving rise to the string of creation and annihilation op-
erators, one is left with a factor
j!
(j − i)!
(j − i− 1)!!
[
i!
(
j − i
2
)
!
]
[i!j!]
−1
=
[(j − i)/2]!
(j − i)!!
(B3)
21 It is easiest to assume i and j are both even, although this is not
necessary in principle.
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to account for. Given that
(2n)!! = 2n(2n− 2)(2n− 4)(2n− 6)....2
= 2n ∗ 2(n− 1) ∗ 2(n− 2) ∗ 2(n− 3).... ∗ 2(1)
= 2n ∗ n! , (B4)
the right-hand side of Eq. B3 can be rewritten as
(1/2)(j−i)/2, which corresponds to a factor 1/2 to be at-
tributed to each of the (j− i)/2 anomalous lines starting
and ending at the operator.
2. Two additional anomalous contractions
When one anomalous contraction occurs between two
quasiparticle creation operators, the permutations possi-
ble from the pairing of operators is
i(i− 1)
2
j(j − 1)(j − 2) . . . (j − i+ 3)(j − i+ 1)!! =
j!
(j − i)!
(j − i− 1)!!
i(i− 1)
2
1
j − i+ 2
, (B5)
where on the left side of the equation, any two of the i
quasiparticle creation operators can be combined in the
anomalous contraction (i.e., pick one from i, then one
from remaining i − 1, and divide by 2 since the order of
selection is irrelevant), the remaining i − 2 quasiparti-
cle creation operators are contracted with quasi-particle
annihilation operators, and the remaining j− i+2 quasi-
particle annihilation operators are contracted amongst
themselves. The factors are obtained analogously to
the prior subsection. The right-hand side of the equa-
tion above is found by separating (j − 1 + 1)!! into
(j−i+1)(j−i−1)!! and multiplying by (j−i+2)/(j−i+2)
to put the expression in a similar form to the prior sub-
section.
The factor accounted for by the rule on equivalent lines
is in this example
(i− 2)!
(
j − i+ 2
2
)
! =
i!
i(i− 1)
(
j − i+ 2
2
)(
j − i
2
)
! .
(B6)
Taking the ratio of the counting factor to the one ob-
tained in the previous case gives
j!
(j−i)! (j − i− 1)!!
i(i−1)
2
1
j−i+2
i!
i(i−1) (
j−i+2
2 )(
j−i
2 )!
j!
(j−i)! (j − i− 1)!! i!(
j−i
2 )!
=
i(i− 1)
2
1
j − i+ 2
(
j − i+ 2
2
)
1
i(i − 1)
=
1
4
, (B7)
which corresponds to a factor 1/2 for each additional
anomalous contraction, since the anomalous contraction
among quasi-particle creation operators has induced an
additional anomalous contraction among quasi-particle
annihilation operators. This again justifies the rule that
can be further extended up to the point where all quasi-
particle creation operators are contracted amongst them-
selves.
Appendix C: n(τ, ϕ) at BMBPT(2)
Applying the diagrammatic rules explicated in
Sec. IVG2 to the 18 first- and second-order off-diagonal
BMBPT diagrams contributing to n(τ, ϕ) and displayed
in Fig. 5 gives
PN.1 = +
1
2
∑
k1k2
Ω02k1k2
Ek1 + Ek2
[
1− e−τ(Ek1+Ek2)
]
R−−k1k2(ϕ)
PN.2 =−
1
8
∑
k1k2k3k4
Ω04k1k2k3k4
Ek1 + Ek2 + Ek3 + Ek4
[
1− e−τ(Ek1+Ek2+Ek3+Ek4)
]
R−−k1k2(ϕ)R
−−
k3k4
(ϕ)
PN.3 = +
1
2
∑
k1k2
Ω02k1k2Ω
20
k1k2
Ek1 + Ek2
[
τ −
1− e−τ(Ek1+Ek2)
Ek1 + Ek2
]
32
PN.4 = +
1
2
∑
k1k2k3
Ω02k1k3Ω
11
k1k2
Ek1 − Ek2
[
1− e−τ(Ek1+Ek3 )
Ek1 + Ek3
−
1− e−τ(Ek2+Ek3 )
Ek2 + Ek3
]
R−−k2k3(ϕ)
PN.5 = +
1
2
∑
k1k2k3k4
Ω02k1k2Ω
02
k3k4
(Ek1 + Ek2 )(Ek3 + Ek4)
[
(1− e−τ(Ek1+Ek2 ))(1− e−τ(Ek3+Ek4 ))
]
R−−k1k4(ϕ)R
−−
k2k3
(ϕ)
PN.6 = +
1
4!
∑
k1k2k3k4
Ω04k1k2k3k4Ω
40
k1k2k3k4
Ek1 + Ek2 + Ek3 + Ek4
[
τ −
1− e−τ(Ek1+Ek2+Ek3+Ek4 )
Ek1 + Ek2 + Ek3 + Ek4
]
PN.7 = +
1
3!
∑
k1k2k3k4
k5
Ω31k1k2k3k4Ω
04
k5k1k2k3
Ek1 + Ek2 + Ek3 − Ek4
[
1− e−τ(Ek4+Ek5)
Ek4 + Ek5
−
1− e−τ(Ek1+Ek2+Ek3+Ek5 )
Ek1 + Ek2 + Ek3 + Ek5
]
R−−k4k5(ϕ)
PN.8 = +
1
4
∑
k1k2k3k4
k5k6
Ω22k1k2k3k4Ω
04
k5k6k1k2
Ek1 + Ek2 − Ek3 − Ek4
[
1− e−τ(Ek3+Ek4+Ek5+Ek6)
Ek3 + Ek4 + Ek5 + Ek6
−
1− e−τ(Ek1+Ek2+Ek5+Ek6 )
Ek1 + Ek2 + Ek5 + Ek6
]
R−−k3k6(ϕ)R
−−
k4k5
(ϕ)
PN.9 = +
1
3!
∑
k1k2k3k4
k5k6k7
Ω13k1k2k3k4Ω
04
k1k5k6k7
Ek1 − Ek2 − Ek3 − Ek4
[
1− e−τ(Ek2+Ek3+Ek4+Ek5+Ek6+Ek7)
Ek2 + Ek3 + Ek4 + Ek5 + Ek6 + Ek7
−
1− e−τ(Ek1+Ek5+Ek6+Ek7 )
Ek1 + Ek5 + Ek6 + Ek7
]
R−−k2k7(ϕ)R
−−
k3k6
(ϕ)R−−k4k5(ϕ)
PN.10 = +
1
4!
∑
k1k2k3k4
k5k6k7k8
Ω04k1k2k3k4Ω
04
k5k6k7k8
(Ek1 + Ek2 + Ek3 + Ek4)(Ek5 + Ek6 + Ek7 + Ek8)
[
1− e−τ(Ek1+Ek2+Ek3+Ek4)
]
×
[
1− e−τ(Ek5+Ek6+Ek7+Ek8 )
]
R−−k1k8(ϕ)R
−−
k2k7
(ϕ)R−−k3k6(ϕ)R
−−
k4k5
(ϕ)
PN.11 = +
1
4
∑
k1k2k3k4
Ω22k1k2k3k4Ω
02
k1k2
Ek1 + Ek2 − Ek3 − Ek4
[
1− e−τ(Ek3+Ek4)
Ek3 + Ek4
−
1− e−τ(Ek1+Ek2 )
Ek1 + Ek2
]
R−−k4k3(ϕ)
PN.12 =−
1
2
∑
k1k2k3k4
k5
Ω13k1k2k3k4Ω
02
k1k5
Ek1 − Ek2 − Ek3 − Ek4
[
1− e−τ(Ek1+Ek5)
Ek1 + Ek5
−
1− e−τ(Ek2+Ek3+Ek4+Ek5 )
Ek2 + Ek3 + Ek4 + Ek5
]
R−−k4k5(ϕ)R
−−
k3k2
(ϕ)
PN.13 = +
1
4
∑
k1k2k3k4
k5k6
Ω02k1k2Ω
04
k3k4k5k6
Ek1 + Ek2
[
1− e−τ(Ek3+Ek4+Ek5+Ek6)
Ek3 + Ek4 + Ek5 + Ek6
−
1− e−τ(Ek1+Ek2+Ek3+Ek4+Ek5+Ek6 )
Ek1 + Ek2 + Ek3 + Ek4 + Ek5 + Ek6
]
R−−k2k3(ϕ)R
−−
k1k4
(ϕ)R−−k6k5(ϕ)
PN.14 = +
1
4
∑
k1k2k3k4
Ω20k1k2Ω
04
k3k4k1k2
Ek1 + Ek2
[
1− e−τ(Ek3+Ek4 )
Ek3 + Ek4
−
1− e−τ(Ek1+Ek2+Ek3+Ek4 )
Ek1 + Ek2 + Ek3 + Ek4
]
R−−k4k3(ϕ)
PN.15 = +
1
2
∑
k1k2k3k4
k5
Ω11k1k2Ω
04
k3k4k1k5
Ek1 − Ek2
[
1− e−τ(Ek2+Ek3+Ek4+Ek5)
Ek2 + Ek3 + Ek4 + Ek5
−
1− e−τ(Ek1+Ek3+Ek4+Ek5 )
Ek1 + Ek3 + Ek4 + Ek5
]
R−−k2k5(ϕ)R
−−
k4k3
(ϕ)
PN.16 = +
1
8
∑
k1k2k3k4
k5k6
Ω22k1k2k3k4Ω
04
k5k6k1k2
Ek1 + Ek2 − Ek3 − Ek4
[
1− e−τ(Ek3+Ek4+Ek5+Ek6)
Ek3 + Ek4 + Ek5 + Ek6
−
1− e−τ(Ek1+Ek2+Ek5+Ek6 )
Ek1 + Ek2 + Ek5 + Ek6
]
R−−k3k4(ϕ)R
−−
k5k6
(ϕ)
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PN.17 = +
1
4
∑
k1k2k3k4
k5k6k7
Ω13k1k2k3k4Ω
04
k1k5k6k7
Ek1 − Ek2 − Ek3 − Ek4
[
1− e−τ(Ek2+Ek3+Ek4+Ek5+Ek6+Ek7)
Ek2 + Ek3 + Ek4 + Ek5 + Ek6 + Ek7
−
1− e−τ(Ek1+Ek5+Ek6+Ek7 )
Ek1 + Ek5 + Ek6 + Ek7
]
R−−k2k7(ϕ)R
−−
k3k4
(ϕ)R−−k5k6(ϕ)
PN.18 = +
1
8
∑
k1k2k3k4
k5k6k7k8
Ω04k1k2k3k4Ω
04
k5k6k7k8
(Ek1 + Ek2 + Ek3 + Ek4)(Ek5 + Ek6 + Ek7 + Ek8)
[
1− e−τ(Ek1+Ek2+Ek3+Ek4)
]
×
[
1− e−τ(Ek5+Ek6+Ek7+Ek8 )
]
R−−k1k8(ϕ)R
−−
k2k7
(ϕ)R−−k3k4(ϕ)R
−−
k5k6
(ϕ) ,
which reduce in the infinite τ limit to
PN.1 = +
1
2
∑
k1k2
Ω02k1k2
Ek1 + Ek2
R−−k1k2(ϕ)
PN.2 =−
1
8
∑
k1k2k3k4
Ω04k1k2k3k4
Ek1 + Ek2 + Ek3 + Ek4
R−−k1k2(ϕ)R
−−
k3k4
(ϕ)
PN.3 = +
1
2
∑
k1k2
Ω02k1k2Ω
20
k1k2
Ek1 + Ek2
[
τ −
1
Ek1 + Ek2
]
PN.4 =−
1
2
∑
k1k2k3
Ω02k1k3Ω
11
k1k2
(Ek1 + Ek2)(Ek2 + Ek3)
R−−k2k3(ϕ)
PN.5 = +
1
2
∑
k1k2k3k4
Ω02k1k2Ω
02
k3k4
(Ek1 + Ek2)(Ek3 + Ek4)
R−−k1k4(ϕ)R
−−
k2k3
(ϕ)
PN.6 = +
1
4!
∑
k1k2k3k4
Ω04k1k2k3k4Ω
40
k1k2k3k4
Ek1 + Ek2 + Ek3 + Ek4
[
τ −
1
Ek1 + Ek2 + Ek3 + Ek4
]
PN.7 = +
1
3!
∑
k1k2k3k4
k5
Ω31k1k2k3k4Ω
04
k5k1k2k3
(Ek4 + Ek5)(Ek1 + Ek2 + Ek3 + Ek5)
R−−k4k5(ϕ)
PN.8 = +
1
4
∑
k1k2k3k4
k5k6
Ω22k1k2k3k4Ω
04
k5k6k1k2
(Ek3 + Ek4 + Ek5 + Ek6)(Ek1 + Ek2 + Ek5 + Ek6)
R−−k3k6(ϕ)R
−−
k4k5
(ϕ)
PN.9 = +
1
3!
∑
k1k2k3k4
k5k6k7
Ω13k1k2k3k4Ω
04
k1k5k6k7
(Ek2 + Ek3 + Ek4 + Ek5 + Ek6 + Ek7)(Ek1 + Ek5 + Ek6 + Ek7)
R−−k2k7(ϕ)R
−−
k3k6
(ϕ)R−−k4k5(ϕ)
PN.10 = +
1
4!
∑
k1k2k3k4
k5k6k7k8
Ω04k1k2k3k4Ω
04
k5k6k7k8
(Ek1 + Ek2 + Ek3 + Ek4)(Ek5 + Ek6 + Ek7 + Ek8)
R−−k1k8(ϕ)R
−−
k2k7
(ϕ)R−−k3k6(ϕ)R
−−
k4k5
(ϕ)
PN.11 = +
1
4
∑
k1k2k3k4
Ω22k1k2k3k4Ω
02
k1k2
(Ek3 + Ek4)(Ek1 + Ek2)
R−−k4k3(ϕ)
PN.12 = +
1
2
∑
k1k2k3k4
k5
Ω13k1k2k3k4Ω
02
k1k5
(Ek1 + Ek5)(Ek2 + Ek3 + Ek4 + Ek5)
R−−k4k5(ϕ)R
−−
k3k2
(ϕ)
PN.13 = +
1
4
∑
k1k2k3k4
k5k6
Ω02k1k2Ω
04
k3k4k5k6
(Ek3 + Ek4 + Ek5 + Ek6)(Ek1 + Ek2 + Ek3 + Ek4 + Ek5 + Ek6)
R−−k2k3(ϕ)R
−−
k1k4
(ϕ)R−−k6k5(ϕ)
PN.14 = +
1
4
∑
k1k2k3k4
Ω20k1k2Ω
04
k3k4k1k2
(Ek3 + Ek4)(Ek1 + Ek2 + Ek3 + Ek4)
R−−k4k3(ϕ)
34
PN.15 = +
1
2
∑
k1k2k3k4
k5
Ω11k1k2Ω
04
k3k4k1k5
(Ek2 + Ek3 + Ek4 + Ek5)(Ek1 + Ek3 + Ek4 + Ek5)
R−−k2k5(ϕ)R
−−
k4k3
(ϕ)
PN.16 = +
1
8
∑
k1k2k3k4
k5k6
Ω22k1k2k3k4Ω
04
k5k6k1k2
(Ek3 + Ek4 + Ek5 + Ek6)(Ek1 + Ek2 + Ek5 + Ek6)
R−−k3k4(ϕ)R
−−
k5k6
(ϕ)
PN.17 = +
1
4
∑
k1k2k3k4
k5k6k7
Ω13k1k2k3k4Ω
04
k1k5k6k7
(Ek2 + Ek3 + Ek4 + Ek5 + Ek6 + Ek7 )(Ek1 + Ek5 + Ek6 + Ek7)
R−−k2k7(ϕ)R
−−
k3k4
(ϕ)R−−k5k6(ϕ)
PN.18 = +
1
8
∑
k1k2k3k4
k5k6k7k8
Ω04k1k2k3k4Ω
04
k5k6k7k8
(Ek1 + Ek2 + Ek3 + Ek4)(Ek5 + Ek6 + Ek7 + Ek8)
R−−k1k8(ϕ)R
−−
k2k7
(ϕ)R−−k3k4(ϕ)R
−−
k5k6
(ϕ) .
Appendix D: ω(τ, ϕ) at BMBPT(1)
Applying diagrammatic rules to the 20 zero- and first-
order off-diagonal BMBPT connected/linked diagrams
contributing to ω(τ, ϕ) and displayed in Fig. 7 gives
PE.1 = + Ω00 ,
PE.2 = +
1
2
∑
k1k2
Ω02k1k2R
−−
k2k1
(ϕ) ,
PE.3 = +
1
8
∑
k1k2k3k4
Ω04k1k2k3k4R
−−
k2k1
(ϕ)R−−k4k3(ϕ) ,
PE.4 =−
1
2
∑
k1k2
Ω02k1k2Ω
20
k1k2
Ek1 + Ek2
[
1− e−τ(Ek1+Ek2 )
]
,
PE.5 =−
∑
k1k2k3
Ω02k1k2Ω
11
k1k3
Ek1 + Ek2
[
1− e−τ(Ek1+Ek2 )
]
R−−k2k3(ϕ) ,
PE.6 =−
1
2
∑
k1k2k3k4
Ω02k1k2Ω
02
k3k4
Ek1 + Ek2
[
1− e−τ(Ek1+Ek2 )
]
R−−k1k4(ϕ)R
−−
k2k3
(ϕ) ,
PE.7 =−
1
4!
∑
k1k2k3k4
Ω04k1k2k3k4Ω
40
k1k2k3k4
Ek1 + Ek2 + Ek3 + Ek4
[
1− e−τ(Ek1+Ek2+Ek3+Ek4 )
]
,
PE.8 =−
1
3!
∑
k1k2k3k4
k5
Ω04k1k2k3k4Ω
31
k1k2k3k5
Ek1 + Ek2 + Ek3 + Ek4
[
1− e−τ(Ek1+Ek2+Ek3+Ek4 )
]
R−−k4k5(ϕ) ,
PE.9 =−
1
4
∑
k1k2k3k4
k5k6
Ω04k1k2k3k4Ω
22
k1k2k5k6
Ek1 + Ek2 + Ek3 + Ek4
[
1− e−τ(Ek1+Ek2+Ek3+Ek4 )
]
R−−k3k6(ϕ)R
−−
k4k5
(ϕ) ,
PE.10 =−
1
3!
∑
k1k2k3k4
k5k6k7
Ω04k1k2k3k4Ω
13
k1k5k6k7
Ek1 + Ek2 + Ek3 + Ek4
[
1− e−τ(Ek1+Ek2+Ek3+Ek4 )
]
R−−k2k8(ϕ)R
−−
k3k6
(ϕ)R−−k4k5(ϕ) ,
PE.11 =−
1
4!
∑
k1k2k3k4
k5k6k7k8
Ω04k1k2k3k4Ω
04
k5k6k7k8
Ek1 + Ek2 + Ek3 + Ek4
[
1− e−τ(Ek1+Ek2+Ek3+Ek4 )
]
R−−k1k8(ϕ)R
−−
k2k7
(ϕ)R−−k3k6(ϕ)R
−−
k4k5
(ϕ) ,
35
PE.12 =−
1
4
∑
k1k2k3k4
Ω02k1k2Ω
22
k1k2k3k4
Ek1 + Ek2
[
1− e−τ(Ek1+Ek2 )
]
R−−k4k3(ϕ) ,
PE.13 =−
1
2
∑
k1k2k3k4
k5
Ω02k1k2Ω
13
k1k3k4k5
Ek1 + Ek2
[
1− e−τ(Ek1+Ek2 )
]
R−−k2k5(ϕ)R
−−
k4k3
(ϕ) ,
PE.14 =−
1
4
∑
k1k2k3k4
k5k6
Ω02k1k2Ω
04
k3k4k5k6
Ek1 + Ek2
[
1− e−τ(Ek1+Ek2 )
]
R−−k1k6(ϕ)R
−−
k2k5
(ϕ)R−−k4k3(ϕ) ,
PE.15 =−
1
4
∑
k1k2k3k4
Ω04k1k2k3k4Ω
20
k1k2
Ek1 + Ek2 + Ek3 + Ek4
[
1− e−τ(Ek1+Ek2+Ek3+Ek4 )
]
R−−k4k3(ϕ) ,
PE.16 =−
1
2
∑
k1k2k3k4
k5
Ω04k1k2k3k4Ω
11
k1k5
Ek1 + Ek2 + Ek3 + Ek4
[
1− e−τ(Ek1+Ek2+Ek3+Ek4 )
]
R−−k2k5(ϕ)R
−−
k4k3
(ϕ) ,
PE.17 =−
1
4
∑
k1k2k3k4
k5k6
Ω04k1k2k3k4Ω
02
k5k6
Ek1 + Ek2 + Ek3 + Ek4
[
1− e−τ(Ek1+Ek2+Ek3+Ek4 )
]
R−−k1k6(ϕ)R
−−
k2k5
(ϕ)R−−k4k3(ϕ) ,
PE.18 =−
1
8
∑
k1k2k3k4
k5k6
Ω04k1k2k3k4Ω
22
k1k2k5k6
Ek1 + Ek2 + Ek3 + Ek4
[
1− e−τ(Ek1+Ek2+Ek3+Ek4 )
]
R−−k3k4(ϕ)R
−−
k5k6
(ϕ) ,
PE.19 =−
1
4
∑
k1k2k3k4
k5k6k7
Ω04k1k2k3k4Ω
13
k1k5k6k7
Ek1 + Ek2 + Ek3 + Ek4
[
1− e−τ(Ek1+Ek2+Ek3+Ek4 )
]
R−−k2k8(ϕ)R
−−
k3k4
(ϕ)R−−k5k6(ϕ) ,
PE.20 =−
1
8
∑
k1k2k3k4
k5k6k7k8
Ω04k1k2k3k4Ω
04
k5k6k7k8
Ek1 + Ek2 + Ek3 + Ek4
[
1− e−τ(Ek1+Ek2+Ek3+Ek4 )
]
R−−k1k8(ϕ)R
−−
k2k7
(ϕ)R−−k3k4(ϕ)R
−−
k5k6
(ϕ) ,
which reduce in the infinite τ limit to
PE.1 = + Ω00 ,
PE.2 = +
1
2
∑
k1k2
Ω02k1k2R
−−
k2k1
(ϕ) ,
PE.3 = +
1
8
∑
k1k2k3k4
Ω04k1k2k3k4R
−−
k2k1
(ϕ)R−−k4k3(ϕ) ,
PE.4 =−
1
2
∑
k1k2
Ω02k1k2Ω
20
k1k2
Ek1 + Ek2
,
PE.5 =−
∑
k1k2k3
Ω02k1k2Ω
11
k1k3
Ek1 + Ek2
R−−k2k3(ϕ) ,
PE.6 =−
1
2
∑
k1k2k3k4
Ω02k1k2Ω
02
k3k4
Ek1 + Ek2
R−−k1k4(ϕ)R
−−
k2k3
(ϕ) ,
PE.7 =−
1
4!
∑
k1k2k3k4
Ω04k1k2k3k4Ω
40
k1k2k3k4
Ek1 + Ek2 + Ek3 + Ek4
,
PE.8 =−
1
3!
∑
k1k2k3k4
k5
Ω04k1k2k3k4Ω
31
k1k2k3k5
Ek1 + Ek2 + Ek3 + Ek4
R−−k4k5(ϕ) ,
PE.9 =−
1
4
∑
k1k2k3k4
k5k6
Ω04k1k2k3k4Ω
22
k1k2k5k6
Ek1 + Ek2 + Ek3 + Ek4
R−−k3k6(ϕ)R
−−
k4k5
(ϕ) ,
36
PE.10 =−
1
3!
∑
k1k2k3k4
k5k6k7
Ω04k1k2k3k4Ω
13
k1k5k6k7
Ek1 + Ek2 + Ek3 + Ek4
R−−k2k8(ϕ)R
−−
k3k6
(ϕ)R−−k4k5(ϕ) ,
PE.11 =−
1
4!
∑
k1k2k3k4
k5k6k7k8
Ω04k1k2k3k4Ω
04
k5k6k7k8
Ek1 + Ek2 + Ek3 + Ek4
R−−k1k8(ϕ)R
−−
k2k7
(ϕ)R−−k3k6(ϕ)R
−−
k4k5
(ϕ) ,
PE.12 =−
1
4
∑
k1k2k3k4
Ω02k1k2Ω
22
k1k2k3k4
Ek1 + Ek2
R−−k4k3(ϕ) ,
PE.13 =−
1
2
∑
k1k2k3k4
k5
Ω02k1k2Ω
13
k1k3k4k5
Ek1 + Ek2
R−−k2k5(ϕ)R
−−
k4k3
(ϕ) ,
PE.14 =−
1
4
∑
k1k2k3k4
k5k6
Ω02k1k2Ω
04
k3k4k5k6
Ek1 + Ek2
R−−k1k6(ϕ)R
−−
k2k5
(ϕ)R−−k4k3(ϕ) ,
PE.15 =−
1
4
∑
k1k2k3k4
Ω04k1k2k3k4Ω
20
k1k2
Ek1 + Ek2 + Ek3 + Ek4
R−−k4k3(ϕ) ,
PE.16 =−
1
2
∑
k1k2k3k4
k5
Ω04k1k2k3k4Ω
11
k1k5
Ek1 + Ek2 + Ek3 + Ek4
R−−k2k5(ϕ)R
−−
k4k3
(ϕ) ,
PE.17 =−
1
4
∑
k1k2k3k4
k5k6
Ω04k1k2k3k4Ω
02
k5k6
Ek1 + Ek2 + Ek3 + Ek4
R−−k1k6(ϕ)R
−−
k2k5
(ϕ)R−−k4k3(ϕ) ,
PE.18 =−
1
8
∑
k1k2k3k4
k5k6
Ω04k1k2k3k4Ω
22
k1k2k5k6
Ek1 + Ek2 + Ek3 + Ek4
R−−k3k4(ϕ)R
−−
k5k6
(ϕ) ,
PE.19 =−
1
4
∑
k1k2k3k4
k5k6k7
Ω04k1k2k3k4Ω
13
k1k5k6k7
Ek1 + Ek2 + Ek3 + Ek4
R−−k2k8(ϕ)R
−−
k3k4
(ϕ)R−−k5k6(ϕ) ,
PE.20 =−
1
8
∑
k1k2k3k4
k5k6k7k8
Ω04k1k2k3k4Ω
04
k5k6k7k8
Ek1 + Ek2 + Ek3 + Ek4
R−−k1k8(ϕ)R
−−
k2k7
(ϕ)R−−k3k4(ϕ)R
−−
k5k6
(ϕ) .
Appendix E: ω(τ, ϕ) from BCC
The algebraic expressions of the twenty off-diagonal
BCC diagrams contributing to ω(τ, ϕ) and displayed in
Fig. 10 are
E.1 = + Ω00 ,
E.2 = +
1
2
∑
k1k2
Ω02k1k2R
−−
k2k1
(ϕ) ,
E.3 = +
1
8
∑
k1k2k3k4
Ω04k1k2k3k4R
−−
k2k1
(ϕ)R−−k4k3(ϕ) ,
E.4 = +
1
2
∑
k1k2
T †k1k2(τ, ϕ)Ω
20
k1k2 ,
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E.5 = +
∑
k1k2k3
T †k1k2(τ, ϕ)Ω
11
k1k3R
−−
k2k3
(ϕ) ,
E.6 = +
1
2
∑
k1k2k3k4
T †k1k2(τ, ϕ)Ω
02
k3k4R
−−
k1k4
(ϕ)R−−k2k3(ϕ) ,
E.7 = +
1
4!
∑
k1k2k3k4
T †k1k2k3k4(τ, ϕ)Ω
40
k1k2k3k4 ,
E.8 = +
1
3!
∑
k1k2k3k4
k5
T †k1k2k3k4(τ, ϕ)Ω
31
k1k2k3k5R
−−
k4k5
(ϕ) ,
E.9 = +
1
4
∑
k1k2k3k4
k5k6
T †k1k2k3k4(τ, ϕ)Ω
22
k1k2k5k6R
−−
k4k5
(ϕ)R−−k3k6(ϕ) ,
E.10 = +
1
3!
∑
k1k2k3k4
k5k6k7
T †k1k2k3k4(τ, ϕ)Ω
13
k1k5k6k7R
−−
k4k5
(ϕ)R−−k3k6(ϕ)R
−−
k2k7
(ϕ) ,
E.11 = +
1
4!
∑
k1k2k3k4
k5k6k7k8
T †k1k2k3k4(τ, ϕ)Ω
04
k5k6k7k8R
−−
k4k5
(ϕ)R−−k3k6(ϕ)R
−−
k2k7
(ϕ)R−−k1k8(ϕ) ,
E.12 = +
1
8
∑
k1k2k3k4
T †k1k2(τ, ϕ)T
†
k3k4
(τ, ϕ)Ω40k1k2k3k4 ,
E.13 = +
1
2
∑
k1k2k3k4
k5
T †k1k2(τ, ϕ)T
†
k3k4
(τ, ϕ)Ω31k1k2k3k5R
−−
k4k5
(ϕ) ,
E.14 = +
1
4
∑
k1k2k3k4
k5k6
T †k1k2(τ, ϕ)T
†
k3k4
(τ, ϕ)Ω22k1k2k5k6R
−−
k4k5
(ϕ)R−−k3k6(ϕ) ,
E.15 = +
1
2
∑
k1k2k3k4
k5k6
T †k1k2(τ, ϕ)T
†
k3k4
(τ, ϕ)Ω22k1k3k5k6R
−−
k2k5
(ϕ)R−−k4k6(ϕ) ,
E.16 = +
1
2
∑
k1k2k3k4
k5k6k7
T †k1k2(τ, ϕ)T
†
k3k4
(τ, ϕ)Ω13k1k5k6k7R
−−
k4k5
(ϕ)R−−k3k6(ϕ)R
−−
k2k7
(ϕ) ,
E.17 = +
1
8
∑
k1k2k3k4
k5k6k7k8
T †k1k2(τ, ϕ)T
†
k3k4
(τ, ϕ)Ω04k5k6k7k8R
−−
k4k5
(ϕ)R−−k3k6(ϕ)R
−−
k2k7
(ϕ)R−−k1k8(ϕ)
E.18 = +
1
4
∑
k1k2k3k4
T †k1k2(τ, ϕ)Ω
22
k1k2k3k4R
−−
k4k3
(ϕ) ,
E.19 = +
1
2
∑
k1k2k3k4
k5
T †k1k2(τ, ϕ)Ω
13
k1k3k4k5R
−−
k2k5
(ϕ)R−−k4k3(ϕ) ,
E.20 = +
1
4
∑
k1k2k3k4
k5k6
T †k1k2(τ, ϕ)Ω
04
k3k4k5k6R
−−
k1k6
(ϕ)R−−k2k5(ϕ)R
−−
k4k3
(ϕ) .
The infinite time limit of these expressions is simply ob-
tained by replacing T †n (τ, ϕ) everywhere by T
†
n (ϕ).
Appendix F: Off-diagonal BCC amplitude equations
Starting from Eq. 106, we derive the equations of mo-
tion (Eqs. 107 and 108) satisfied by matrix elements of
the off-diagonal cluster operators T †n (τ, ϕ). The deriva-
tions below are obtained by adapting to n-tuply ex-
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cited grand-potential and norm kernels the steps taken
in Secs. IVH and VA for the non-excited grand poten-
tial kernel. Being formally similar, those steps are not
detailed here.
1. Grand potential equation
With Bk1k2... = 1, Eq. 106 provides
Ω(τ, ϕ) = −∂τN(τ, ϕ) , (F1)
which expresses the off-diagonal grand-potential kernel as
the (imaginary-)time derivative of the off-diagonal norm
kernel.
2. Single amplitude equation
Considering the operator Bk1k2 = β
†
k1
β†k2 that creates
a two-quasiparticle (i.e. single) excitation, Eq. 106
Ωk1k2(τ, ϕ) = −∂τNk1k2(τ, ϕ) . (F2)
Let us start with Nk1k2(τ, ϕ). Rewriting |Ψ(τ)〉 in
terms of U(τ), expanding the latter through perturbation
theory and applying off-diagonal Wick’s theorem [19],
one obtains the factorization of the singly-excited norm
kernel as
Nk1k2(τ, ϕ) = nk1k2(τ, ϕ)N(τ, ϕ) , (F3)
where
nk1k2(τ, ϕ) ≡
〈Φ|U(τ)Bk1k2 |Φ(ϕ)〉c
〈Φ|Φ(ϕ)〉
(F4)
contains the complete set of BMBPT connected vacuum-
to-vacuum diagrams linked to Bk1k2 . In the next step,
this complete set of diagrams can be rewritten as
nk1k2(τ, ϕ) =
〈Φ|T †1 (τ, ϕ)Bk1k2 |Φ(ϕ)〉c
〈Φ|Φ(ϕ)〉
(F5a)
= T †k1k2(τ, ϕ) (F5b)
=
〈Φ|eT
†(τ,ϕ)Bk1k2 |Φ(ϕ)〉c
〈Φ|Φ(ϕ)〉
, (F5c)
where the rule is that no contraction is to be consid-
ered among cluster operators or within a cluster opera-
tor when expanding the exponential. Off-diagonal con-
tractions within the operator Bk1k2... are zero (Eq. 72c).
Expression F5c can be equated at no cost to Eq. F5a by
virtue of the linked/connected character of the kernel.
Let us now come to Ωk1k2(τ, ϕ). Because of the pres-
ence of two fixed-time operators Bk1k2 and Ω in the ma-
trix elements, perturbation theory leads to the typical
structure
Ωk1k2(τ, ϕ) = ωk1k2(τ, ϕ)N(τ, ϕ) + nk1k2(τ, ϕ)Ω(τ, ϕ) .
(F6)
In Eq. F6 was introduced the kernel
ωk1k2(τ, ϕ) ≡
〈Φ|U(τ)ΩBk1k2 |Φ(ϕ)〉c
〈Φ|Φ(ϕ)〉
(F7a)
=
〈Φ|eT
†(τ,ϕ)ΩBk1k2 |Φ(ϕ)〉c
〈Φ|Φ(ϕ)〉
, (F7b)
where operators in the matrix element are all connected
together by strings of contractions and where no contrac-
tion is to be considered among cluster operators or within
a cluster operator. A crucial remark is here in order. In
Eq. F7b, the only cluster operator that could contract
exclusively with the operators entering Bk1k2 is T
†
1 (τ, ϕ).
However, if it were to happen, the product T †1 (τ, ϕ)Bk1k2
would be disconnected from Ω and from the other al-
lowed T †n (τ, ϕ), which would contradict the fact that the
matrix elements are connected, i.e. such contractions ac-
tually contribute to the second term on the right-hand
side of Eq. F6. Consequently, all allowed cluster opera-
tors are only partially contracted with Bk1k2 and are thus
necessarily contracted with Ω. Eventually, this is the ac-
tual meaning carried by the label c in Eq. F7b. This
result allows us to recover the natural termination of the
expanded exponential at play in standard BCC theory.
Inserting Eqs. F3 and F6 into Eq. F2, utilizing Eq. F5b
and combining the result with Eq. F1 eventually leads to
the single amplitude equation under the practical form
of Eq. 107, i.e.
ωk1k2(τ, ϕ) = −∂τT
†
k1k2
(τ, ϕ) . (F8)
3. Double amplitude equation
Considering the operator Bk1k2k3k4 = β
†
k1
β†k2β
†
k3
β†k4
that creates a four-quasiparticle (i.e. double) excitation,
Eq. 106 provides
Ωk1k2k3k4(τ, ϕ) = −∂τNk1k2k3k4(τ, ϕ) . (F9)
Following the same steps as before, one first obtains
Nk1k2k3k4(τ, ϕ) = nk1k2k3k4(τ, ϕ)N(τ, ϕ) , (F10)
along with
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nk1k2k3k4(τ, ϕ) =
〈Φ|
[
T †2 (τ, ϕ) +
1
2T
† 2
1 (τ, ϕ)
]
Bk1k2k3k4 |Φ(ϕ)〉c
〈Φ|Φ(ϕ)〉
(F11a)
= T †k1k2k3k4(τ, ϕ) + T
†
k1k2
(τ, ϕ) T †k3k4(τ, ϕ)− T
†
k1k3
(τ, ϕ) T †k2k4(τ, ϕ) + T
†
k1k4
(τ, ϕ) T †k2k3(τ, ϕ)(F11b)
=
〈Φ|eT
†(τ,ϕ)Bk1k2k3k4 |Φ(ϕ)〉c
〈Φ|Φ(ϕ)〉
, (F11c)
where the same rules and explanations as before apply.
Coming to Ωk1k2k3k4(τ, ϕ), perturbation theory leads
once again to the typical structure
Ωk1k2k3k4(τ, ϕ) =
〈Φ|U(τ)ΩBk1k2k3k4 |Φ(ϕ)〉c
〈Φ|Φ(ϕ)〉
N(τ, ϕ)
+nk1k2k3k4(τ, ϕ)Ω(τ, ϕ) , (F12)
where operators in the first kernel on the right-hand side
are all connected together by strings of contractions. Fol-
lowing the same steps as before, one proceeds to the iden-
tification of the clusters, which leads to
〈Φ|U(τ)ΩBk1k2k3k4 |Φ(ϕ)〉c
〈Φ|Φ(ϕ)〉
=
〈Φ|eT
†(τ,ϕ)ΩBk1k2k3k4 |Φ(ϕ)〉c
〈Φ|Φ(ϕ)〉
,
(F13)
where no contraction is to be considered among cluster
operators or within a cluster operator.
Again, it is essential to detail the connected structure
of this kernel. At this point, it can only be stated that
the operators at play on the righthand side of Eq. F13
are all connected together through strings of contrac-
tions by virtue of the connected character of the as-
sociated diagrams. A priori, this leaves the possibility
that a cluster operator is solely, and thus entirely, con-
nected to Bk1k2k3k4 , i.e. that it is not connected to Ω.
In the present case, it can at most happen for T †1 (τ, ϕ)
or T †2 (τ, ϕ). Contracting fully T
†
2 (τ, ϕ) with Bk1k2k3k4
leaves no possibility for the latter to further connect to
Ω and contradicts the fact that all the operators are con-
nected together through strings of contractions, i.e. such
a contribution is already included in the second term on
the right-hand side of Eq. F12. As for T †1 (τ, ϕ), the situa-
tion is more subtle. Let us thus consider contributions to
Eq. F13 where T †1 (τ, ϕ) is fully contracted with Bk1k2k3k4 .
This leaves two quasi-particle creation operators originat-
ing from Bk1k2k3k4 , i.e. a single-excitation operator Bj1j2
with j1, j2 to be chosen among the four ki indices to op-
erate further contractions with Ω. For each term with
p ≥ 1 powers of T †1 (τ, ϕ) in the exponential, i.e. terms
proportional to T † p1 (τ, ϕ)/p!, there are p possibilities to
fully contract a T †1 (τ, ϕ) operator with Bk1k2k3k4 , which
leaves T † p−11 (τ, ϕ)/(p−1)! for further contractions. Sum-
ming over all terms stemming from the exponential, one
can eventually re-factorize each time the full contribution
of T †1 (τ, ϕ) to the exponential. Performing the algebraic
manipulations in details, one eventually arrives at
〈Φ|eT
†(τ,ϕ)ΩBk1k2k3k4 |Φ(ϕ)〉c
〈Φ|Φ(ϕ)〉
= ωk1k2k3k4(τ, ϕ) (F14)
+ωk1k2(τ, ϕ) T
†
k3k4
(τ, ϕ)
−ωk1k3(τ, ϕ) T
†
k2k4
(τ, ϕ)
+ωk1k4(τ, ϕ) T
†
k2k3
(τ, ϕ)
+ωk2k3(τ, ϕ) T
†
k1k4
(τ, ϕ)
−ωk2k4(τ, ϕ) T
†
k1k3
(τ, ϕ)
+ωk3k4(τ, ϕ) T
†
k1k2
(τ, ϕ) ,
where ωk1k2k3k4(τ, ϕ) denotes the contributions to the
matrix elements where all cluster operators are neces-
sarily contracted with Ω, which ultimately leads to the
usual termination of the exponential. The last six terms
in Eq. F14 gather all the contributions where a T †1 (τ, ϕ)
was fully contracted to Bk1k2k3k4 .
To eventually obtain the practical form of the double
amplitude equation (Eq. 107), one needs not only to in-
sert Eqs. F11b and F14 into Eq. F9, but one must also
invoke the single amplitude equation (Eq. F8) along with
the norm equation (Eq. F1). In doing so, one finally ar-
rives at the equation of motion for double amplitudes
under the desired form
ωk1k2k3k4(τ, ϕ) = −∂τT
†
k1k2k3k4
(τ, ϕ) . (F15)
4. n-tuple amplitude equation
As for single and double amplitude equations, the
derivation of the n-tuple amplitude equation invokes all
the amplitude equations of lower rank. Reasoning by re-
currence, one can prove Eq. 107 for any n-tuply excited
amplitude.
Appendix G: BCCSD contributions to ωk1k2(τ, ϕ)
The fifty-six off-diagonal BCCSD diagrams contribut-
ing to ωk1k2(τ, ϕ) are given by
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S.1 = +Ω02αβ ,
S.2 = +
1
2
∑
k1k2
Ω04αβk1k2R
−−
k2k1
(ϕ) ,
S.3 = +
1
2
∑
k1k2
T †αβk1k2(τ, ϕ)Ω
20
k1k2 ,
S.4 = +
1
2
P (α/β)
∑
k1k2
T †αk1(τ, ϕ)T
†
k2β
(τ, ϕ)Ω20k1k2 ,
S.5 = +P (α/β)
∑
k1
T †αk1(τ, ϕ)Ω
11
k1β ,
S.6 = +
∑
k1k2k3
T †αβk1k2(τ, ϕ)Ω
11
k1k3R
−−
k2k3
(ϕ) ,
S.7 = −P (α/β)
∑
k1k2k3
T †αk1(τ, ϕ)T
†
k3β
(τ, ϕ)Ω11k3k2R
−−
k1k2
(ϕ) ,
S.8 = +P (α/β)
∑
k1k2
T †αk1 (τ, ϕ)Ω
02
βk2R
−−
k1k2
(ϕ) ,
S.9 = +
1
2
∑
k1k2k3k4
T †αβk1k2(τ, ϕ)Ω
02
k4k3R
−−
k1k3
(ϕ)R−−k2k4(ϕ) ,
S.10 = +
1
2
P (α/β)
∑
k1k2k3k4
T †αk1(τ, ϕ)T
†
k2β
(τ, ϕ)Ω02k4k3R
−−
k1k3
(ϕ)R−−k2k4(ϕ) ,
S.11 = +
1
4
∑
k1k2k3k4
T †αβk1k2(τ, ϕ)T
†
k3k4
(τ, ϕ)Ω40k1k2k3k4 ,
S.12 = +
1
3!
P (α/β)
∑
k1k2k3k4
T †αk1k2k3(τ, ϕ)T
†
k4β
(τ, ϕ)Ω40k1k2k3k4 ,
S.13 = +
1
4
P (α/β)
∑
k1k2k3k4
T †αk1(τ, ϕ)T
†
k2k3
(τ, ϕ)T †k4β(τ, ϕ)Ω
40
k1k2k3k4 ,
S.14 = +
1
6
P (α/β)
∑
k1k2k3
T †αk1k2k3(τ, ϕ)Ω
31
k1k2k3β ,
S.15 = +
1
2
P (α/β)
∑
k1k2k3
T †αk1 (τ, ϕ)T
†
k2k3
(τ, ϕ)Ω31k1k2k3β ,
S.16 = +
1
2
∑
k1k2k3k4k5
T †αβk1k2(τ, ϕ)T
†
k3k4
(τ, ϕ)Ω31k1k2k3k5R
−−
k4k5
(ϕ) ,
S.17 = +
1
2
∑
k1k2k3k4k5
T †αβk1k2(τ, ϕ)T
†
k3k4
(τ, ϕ)Ω31k1k3k4k5R
−−
k2k5
(ϕ) ,
S.18 = +
1
3!
P (α/β)
∑
k1k2k3k4k5
T †αk1k2k3(τ, ϕ)T
†
k4β
(τ, ϕ)Ω31k1k2k3k5R
−−
k4k5
(ϕ) ,
S.19 = +
1
2
P (α/β)
∑
k1k2k3k4k5
T †αk1k2k3(τ, ϕ)T
†
k4β
(τ, ϕ)Ω31k1k3k4k5R
−−
k2k5
(ϕ) ,
S.20 = +
1
2
P (α/β)
∑
k1k2k3k4k5
T †αk1(τ, ϕ)T
†
k2k3
(τ, ϕ)T †k4β(τ, ϕ)Ω
31
k1k2k3k5R
−−
k4k5
(ϕ) ,
S.21 = +
1
2
P (α/β)
∑
k1k2k3k4k5
T †αk1(τ, ϕ)T
†
k2k3
(τ, ϕ)T †k4β(τ, ϕ)Ω
31
k1k3k4k5R
−−
k2k5
(ϕ) ,
S.22 = +
1
2
∑
k1k2
T †k1k2(τ, ϕ)Ω
22
k1k2αβ ,
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S.23 = +
1
4
∑
k1k2k3k4
T †αβk1k2(τ, ϕ)Ω
22
k1k2k3k4R
−−
k4k3
(ϕ) ,
S.24 = +
1
2
P (α/β)
∑
k1k2k3k4
T †αk1k2k3(τ, ϕ)Ω
22
k1k2βk4R
−−
k3k4
(ϕ) ,
S.25 = +
1
4
P (α/β)
∑
k1k2k3k4
T †αk1(τ, ϕ)T
†
k2β
(τ, ϕ)Ω22k1k2k3k4R
−−
k4k3
(ϕ) ,
S.26 = +P (α/β)
∑
k1k2k3k4
T †αk1(τ, ϕ)T
†
k2k3
(τ, ϕ)Ω22k1k2βk4R
−−
k3k4
(ϕ) ,
S.27 = +
1
2
P (α/β)
∑
k1k2k3k4
T †αk1(τ, ϕ)T
†
k2k3
(τ, ϕ)Ω22k2k3βk4R
−−
k1k4
(ϕ) ,
S.28 = +
1
4
∑
k1k2k3k4
k5k6
T †αβk1k2(τ, ϕ)T
†
k3k4
(τ, ϕ)Ω22k1k2k5k6R
−−
k3k6
(ϕ)R−−k4k5(ϕ) ,
S.29 = +
1
4
∑
k1k2k3k4
k5k6
T †αβk1k2(τ, ϕ)T
†
k3k4
(τ, ϕ)Ω22k3k4k5k6R
−−
k1k6
(ϕ)R−−k2k5(ϕ) ,
S.30 = +
∑
k1k2k3k4
k5k6
T †αβk1k2(τ, ϕ)T
†
k3k4
(τ, ϕ)Ω22k1k4k5k6R
−−
k2k6
(ϕ)R−−k3k5(ϕ) ,
S.31 = +
1
2
P (α/β)
∑
k1k2k3k4
k5k6
T †αk1k2k3(τ, ϕ)T
†
k4β
(τ, ϕ)Ω22k1k2k5k6R
−−
k3k6
(ϕ)R−−k4k5(ϕ) ,
S.32 = +
1
2
P (α/β)
∑
k1k2k3k4
k5k6
T †αk1k2k3(τ, ϕ)T
†
k4β
(τ, ϕ)Ω22k1k4k5k6R
−−
k2k6
(ϕ)R−−k3k5(ϕ) ,
S.33 = +P (α/β)
∑
k1k2k3k4
k5k6
T †αk1(τ, ϕ)T
†
k2k3
(τ, ϕ)T †k4β(τ, ϕ)Ω
22
k1k2k5k6R
−−
k3k6
(ϕ)R−−k4k5(ϕ) ,
S.34 = +
1
4
P (α/β)
∑
k1k2k3k4
k5k6
T †αk1(τ, ϕ)T
†
k2k3
(τ, ϕ)T †k4β(τ, ϕ)Ω
22
k1k4k5k6R
−−
k2k6
(ϕ)R−−k3k5(ϕ) ,
S.35 = +
1
4
P (α/β)
∑
k1k2k3k4
k5k6
T †αk1(τ, ϕ)T
†
k2k3
(τ, ϕ)T †k4β(τ, ϕ)Ω
22
k2k3k5k6R
−−
k1k6
(ϕ)R−−k4k5(ϕ) ,
S.36 = +
1
2
P (α/β)
∑
k1k2k3
T †αk1 (τ, ϕ)Ω
13
k1βk2k3R
−−
k3k2
(ϕ) ,
S.37 = +
∑
k1k2k3
T †k1k2(τ, ϕ)Ω
13
k1αβk3R
−−
k2k3
(ϕ) ,
S.38 = +
1
2
∑
k1k2k3k4k5
T †αβk1k2(τ, ϕ)Ω
13
k1k3k4k5R
−−
k2k5
(ϕ)R−−k4k3(ϕ) ,
S.39 = +
1
2
P (α/β)
∑
k1k2k3k4k5
T †αk1k2k3(τ, ϕ)Ω
13
k1βk4k5R
−−
k2k5
(ϕ)R−−k3k4(ϕ) ,
S.40 = +
1
2
P (α/β)
∑
k1k2k3k4k5
T †αk1(τ, ϕ)T
†
k2β
(τ, ϕ)Ω13k1k3k4k5R
−−
k2k5
(ϕ)R−−k4k3(ϕ) ,
S.41 = +
1
2
P (α/β)
∑
k1k2k3k4k5
T †αk1(τ, ϕ)T
†
k2k3
(τ, ϕ)Ω13k1βk4k5R
−−
k2k5
(ϕ)R−−k3k4(ϕ) ,
S.42 = −P (α/β)
∑
k1k2k3k4k5
T †αk1 (τ, ϕ)T
†
k2k3
(τ, ϕ)Ω13k2βk4k5R
−−
k1k5
(ϕ)R−−k3k4(ϕ) ,
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S.43 = +
1
2
∑
k1k2k3k4
k5k6k7
T †αβk1k2(τ, ϕ)T
†
k3k4
(τ, ϕ)Ω13k1k5k6k7R
−−
k2k7
(ϕ)R−−k3k6(ϕ)R
−−
k4k5
(ϕ) ,
S.44 = +
1
2
∑
k1k2k3k4
k5k6k7
T †αβk1k2(τ, ϕ)T
†
k3k4
(τ, ϕ)Ω13k3k5k6k7R
−−
k1k7
(ϕ)R−−k2k6(ϕ)R
−−
k4k5
(ϕ) ,
S.45 = +
1
2
P (α/β)
∑
k1k2k3k4
k5k6k7
T †αk1k2k3(τ, ϕ)T
†
k4β
(τ, ϕ)Ω13k1k5k6k7R
−−
k2k7
(ϕ)R−−k3k6(ϕ)R
−−
k4k5
(ϕ) ,
S.46 = −
1
3!
P (α/β)
∑
k1k2k3k4
k5k6k7
T †αk1k2k3(τ, ϕ)T
†
k4β
(τ, ϕ)Ω13k4k5k6k7R
−−
k2k7
(ϕ)R−−k3k6(ϕ)R
−−
k4k5
(ϕ) ,
S.47 = +
1
2
P (α/β)
∑
k1k2k3k4
k5k6k7
T †αk1(τ, ϕ)T
†
k2k3
(τ, ϕ)T †k4β(τ, ϕ)Ω
13
k1k5k6k7R
−−
k2k7
(ϕ)R−−k3k6(ϕ)R
−−
k4k5
(ϕ) ,
S.48 = +
1
2
P (α/β)
∑
k1k2k3k4
k5k6k7
T †αk1(τ, ϕ)T
†
k2k3
(τ, ϕ)T †k4β(τ, ϕ)Ω
13
k3k5k6k7R
−−
k1k7
(ϕ)R−−k2k6(ϕ)R
−−
k4k5
(ϕ) ,
S.49 = +
1
2
P (α/β)
∑
k1k2k3k4
T †αk1(τ, ϕ)Ω
04
βk2k3k4R
−−
k1k4
(ϕ)R−−k3k2(ϕ) ,
S.50 = +
1
2
∑
k1k2k3k4
T †k1k2(τ, ϕ)Ω
04
αβk3k4R
−−
k1k4
(ϕ)R−−k2k3(ϕ) ,
S.51 = +
1
4
∑
k1k2k3k4
k5k6
T †αβk1k2(τ, ϕ)Ω
04
k3k4k5k6R
−−
k1k6
(ϕ)R−−k2k5(ϕ)R
−−
k4k3
(ϕ) ,
S.52 = +
1
3!
P (α/β)
∑
k1k2k3k4
k5k6
T †αk1k2k3(τ, ϕ)Ω
04
βk4k5k6R
−−
k1k6
R−−k2k5(ϕ)R
−−
k3k4
(ϕ) ,
S.53 = +
1
4
P (α/β)
∑
k1k2k3k4
k5k6
T †αk1(τ, ϕ)T
†
k2β
(τ, ϕ)Ω04k3k4k5k6R
−−
k1k6
(ϕ)R−−k2k5(ϕ)R
−−
k4k3
(ϕ) ,
S.54 = +
1
2
P (α/β)
∑
k1k2k3k4
k5k6
T †αk1(τ, ϕ)T
†
k2k3
(τ, ϕ)Ω04βk4k5k6R
−−
k1k6
(ϕ)R−−k2k5(ϕ)R
−−
k3k4
(ϕ) ,
S.55 = +
1
4
∑
k1k2k3k4
k5k6k7k8
T †αβk1k2(τ, ϕ)T
†
k3k4
(τ, ϕ)Ω04k5k6k7k8R
−−
k1k8
(ϕ)R−−k2k7(ϕ)R
−−
k3k6
(ϕ)R−−k4k5(ϕ) ,
S.56 = +
1
3!
P (α/β)
∑
k1k2k3k4
k5k6k7k8
T †αk1k2k3(τ, ϕ)T
†
k4β
(τ, ϕ)Ω04k5k6k7k8R
−−
k1k8
(ϕ)R−−k2k7(ϕ)R
−−
k3k6
(ϕ)R−−k4k5(ϕ) ,
S.57 = +
1
4
P (α/β)
∑
k1k2k3k4
k5k6k7k8
T †αk1(τ, ϕ)T
†
k2k3
(τ, ϕ)T †k4β(τ, ϕ)Ω
04
k5k6k7k8R
−−
k1k8
(ϕ)R−−k2k7(ϕ)R
−−
k3k6
(ϕ)R−−k4k5(ϕ) .
The infinite time limit of these expressions is simply ob-
tained by replacing T †n (τ, ϕ) everywhere by T
†
n (ϕ).
Appendix H: Matrix elements of Ω˜(ϕ) and A˜(ϕ)
The matrix elements of the various normal-ordered
contributions to the transformed grand potential Ω˜(ϕ)
are expressed in terms of those of Ω through
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Ω˜00(ϕ) ≡ Ω˜00(00)(ϕ) + Ω˜00(02)(ϕ) + Ω˜00(04)(ϕ)
= Ω00 +
1
2
∑
k1k2
Ω02k1k2R
−−
k2k1
(ϕ) +
1
8
∑
k1k2k3k4
Ω04k1k2k3k4R
−−
k4k3
(ϕ)R−−k2k1(ϕ) ,
Ω˜11k1k2(ϕ) ≡ Ω˜
11(11)
k1k2
(ϕ) + Ω˜
11(02)
k1k2
(ϕ) + Ω˜
11(13)
k1k2
(ϕ) + Ω˜
11(04)
k1k2
(ϕ)
= Ω11k1k2 +
∑
k3
Ω02k2k3R
−−
k1k3
(ϕ) +
1
2
∑
k3k4
Ω13k1k2k3k4R
−−
k4k3
(ϕ) +
1
2
∑
k3k4k5
Ω04k2k3k4k5R
−−
k1k5
(ϕ)R−−k4k3(ϕ) ,
Ω˜20k1k2(ϕ) ≡ Ω˜
20(20)
k1k2
(ϕ) + Ω˜
20(11)
k1k2
(ϕ) + Ω˜
20(02)
k1k2
(ϕ) + Ω˜
20(22)
k1k2
(ϕ) + Ω˜
20(13)
k1k2
(ϕ) + Ω˜
20(04)
k1k2
(ϕ)
= Ω20k1k2 +
∑
k3
[
Ω11k1k3R
−−
k2k3
(ϕ)− Ω11k2k3R
−−
k1k3
(ϕ)
]
+
∑
k3k4
Ω02k4k3R
−−
k1k3
(ϕ)R−−k2k4(ϕ)
+
1
2
∑
k3k4
Ω22k1k2k3k4R
−−
k4k3
(ϕ) +
1
2
∑
k3k4k5
[
Ω13k1k3k4k5R
−−
k2k5
(ϕ)R−−k4k3(ϕ)− Ω
13
k2k3k4k5R
−−
k1k5
(ϕ)R−−k4k3(ϕ)
]
+
1
2
∑
k3k4k5k6
Ω04k3k4k5k6R
−−
k1k6
(ϕ)R−−k2k5(ϕ)R
−−
k4k3
(ϕ) ,
Ω˜02k1k2(ϕ) ≡ Ω˜
02(02)
k1k2
(ϕ) + Ω˜
02(04)
k1k2
(ϕ)
= Ω02k1k2 +
1
2
∑
k3k4
Ω04k1k2k3k4R
−−
k4k3
(ϕ) ,
Ω˜22k1k2k3k4(ϕ) ≡ Ω˜
22(22)
k1k2k3k4
(ϕ) + Ω˜
22(13)
k1k2k3k4
(ϕ) + Ω˜
22(04)
k1k2k3k4
(ϕ)
= Ω22k1k2k3k4 +
∑
k5
[
Ω13k1k3k4k5R
−−
k2k5
(ϕ)− Ω13k2k3k4k5R
−−
k1k5
(ϕ)
]
+
∑
k5k6
Ω04k3k4k5k6R
−−
k1k6
(ϕ)R−−k2k5(ϕ) ,
Ω˜31k1k2k3k4(ϕ) ≡ Ω˜
31(31)
k1k2k3k4
(ϕ) + Ω˜
31(22)
k1k2k3k4
(ϕ) + Ω˜
31(13)
k1k2k3k4
(ϕ) + Ω˜
31(04)
k1k2k3k4
(ϕ)
= Ω31k1k2k3k4 +
∑
k5
[
Ω22k2k3k4k5R
−−
k1k5
(ϕ) + Ω22k1k2k4k5R
−−
k3k5
(ϕ)− Ω22k1k3k4k5R
−−
k2k5
(ϕ)
]
+
∑
k5k6
[
Ω13k1k4k5k6R
−−
k2k6
(ϕ)R−−k3k5(ϕ) + Ω
13
k3k4k5k6R
−−
k1k6
(ϕ)R−−k2k5(ϕ)− Ω
13
k2k4k5k6R
−−
k1k6
(ϕ)R−−k3k5(ϕ)
]
+
∑
k5k6k7
Ω04k4k5k6k7R
−−
k1k7
(ϕ)R−−k2k6(ϕ)R
−−
k3k5
(ϕ) ,
Ω˜13k1k2k3k4(ϕ) ≡ Ω˜
13(13)
k1k2k3k4
(ϕ) + Ω˜
13(04)
k1k2k3k4
(ϕ)
= Ω13k1k2k3k4 +
∑
k5
Ω04k2k3k4k5R
−−
k1k5
(ϕ) ,
Ω˜40k1k2k3k4(ϕ) ≡ Ω˜
40(40)
k1k2k3k4
(ϕ) + Ω˜
40(31)
k1k2k3k4
(ϕ) + Ω˜
40(22)
k1k2k3k4
(ϕ) + Ω˜
40(13)
k1k2k3k4
(ϕ) + Ω˜
40(04)
k1k2k3k4
(ϕ)
= Ω40k1k2k3k4 +
∑
k5
[
Ω31k1k2k3k5R
−−
k4k5
(ϕ)− Ω31k2k3k4k5R
−−
k1k5
(ϕ)− Ω31k1k2k4k5R
−−
k3k5
(ϕ) + Ω31k1k3k4k5R
−−
k2k5
(ϕ)
]
+
∑
k5k6
[
Ω22k1k4k5k6R
−−
k2k6
(ϕ)R−−k3k5(ϕ) + Ω
22
k4k3k5k6R
−−
k2k6
(ϕ)R−−k1k5(ϕ)− Ω
22
k4k2k5k6R
−−
k3k6
(ϕ)R−−k1k5(ϕ)
+ Ω22k1k2k5k6R
−−
k3k6
(ϕ)R−−k4k5(ϕ) + Ω
22
k2k3k5k6R
−−
k1k6
(ϕ)R−−k4k5(ϕ)− Ω
22
k1k3k5k6R
−−
k2k6
(ϕ)R−−k4k5(ϕ)
]
+
∑
k5k6k7
[
Ω13k3k5k6k7R
−−
k1k7
(ϕ)R−−k2k6(ϕ)R
−−
k4k5
(ϕ) − Ω13k2k5k6k7R
−−
k1k7
(ϕ)R−−k3k6(ϕ)R
−−
k4k5
(ϕ)
+ Ω13k1k5k6k7R
−−
k2k7
(ϕ)R−−k3k6(ϕ)R
−−
k4k5
(ϕ)− Ω13k4k5k6k7R
−−
k2k7
(ϕ)R−−k3k6(ϕ)R
−−
k1k5
(ϕ)
]
+
∑
k5k6k7k8
Ω04k5k6k7k8R
−−
k1k8
(ϕ)R−−k2k7(ϕ)R
−−
k3k6
(ϕ)R−−k4k5(ϕ) ,
Ω˜04k1k2k3k4(ϕ) ≡ Ω˜
04(04)
k1k2k3k4
(ϕ)
= Ω04k1k2k3k4 .
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Similarly for A
A˜00(ϕ) ≡ A˜00(00)(ϕ) + A˜00(02)(ϕ)
= A00 +
1
2
∑
k1k2
A02k1k2R
−−
k2k1
(ϕ) ,
A˜11k1k2(ϕ) ≡ A˜
11(11)
k1k2
(ϕ) + A˜
11(02)
k1k2
(ϕ)
= A11k1k2 +
∑
k3
A02k2k3R
−−
k1k3
(ϕ) ,
A˜20k1k2(ϕ) ≡ A˜
20(20)
k1k2
(ϕ) + A˜
20(11)
k1k2
(ϕ) + A˜
20(02)
k1k2
(ϕ)
= A20k1k2 +
∑
k3
[
A11k1k3R
−−
k2k3
(ϕ) −A11k2k3R
−−
k1k3
(ϕ)
]
+
∑
k3k4
A02k4k3R
−−
k1k3
(ϕ)R−−k2k4(ϕ) ,
A˜02k1k2(ϕ) ≡ A˜
02(02)
k1k2
(ϕ)
= A02k1k2 .
Appendix I: Useful identities
∫ τ
0
dτ1 e
aτ1 =
1
a
(
eτa − 1
)
, (I1a)∫ τ
0
dτ1dτ2 θ (τ1 − τ2) e
a(τ1−τ2) =
∫ τ
0
dτ1 e
aτ1
∫ τ1
0
dτ2 e
−aτ2 = −
τ
a
+
1
a2
(
eτa − 1
)
, (I1b)∫ τ
0
dτ1dτ2 θ (τ1 − τ2) e
aτ1+bτ2 =
∫ τ
0
dτ1 e
aτ1
∫ τ1
0
dτ2 e
bτ2 =
1
b (a+ b)
(
eτ(a+b) − 1
)
−
1
ab
(
eτa − 1
)
. (I1c)
Given that such integrals only appear in the theory with
a < 0 and a+ b < 0, one obtains
lim
τ→∞
∫ τ
0
dτ eaτ = −
1
a
, (I2a)
lim
τ→∞
∫ τ
0
dτ1dτ2 θ (τ1 − τ2) e
a(τ1−τ2) = −
τ
a
−
1
a2
,(I2b)
lim
τ→∞
∫ τ
0
dτ1dτ2 θ (τ1 − τ2) e
aτ1+bτ2 =
1
a(a+ b)
,(I2c)
where the first and third result are necessarily positive.
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