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Abstract: Four-dimensional renormalized (FDR) integrals play an increasingly impor-
tant role in perturbative loop calculations. Thanks to them, loop computations can be
performed directly in four dimensions and with no ultraviolet (UV) counterterms. In this
paper I prove that integration-by-parts (IBP) identities can be used to find relations among
multi-loop FDR integrals. Since algorithms based on IBP are widely applied beyond one
loop, this result represents a decisive step forward towards the use of FDR in multi-loop
calculations.
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1. Introduction
When computing loop corrections in a quantum field theory (QFT) described by a La-
grangian L, UV infinities appear that have to be dealt with in a mathematically consistent
way. The customary approach [1] accomplishes this in two steps. First, the UV divergent
loop integrals are regularized [2]. Then, the dependence on the regulator is eliminated
by re-absorbing it – order by order in the perturbative expansion – in the parameters of
L [3–5].
In [6] it has been shown that it is possible to define the loop integration avoiding, from
the very beginning, the occurrence of UV divergences. This new type of integration, called
FDR, 1 does not depend on any UV cutoff and coincides with the usual integration in the
case of UV convergent integrals. Moreover, it preserves the algebraic manipulations of the
integrands and their shift invariance properties needed to prove the Ward-Slavnov-Taylor
identities of the QFT at hand. In this way, all symmetries of L, including gauge invariance,
are preserved and the QFT gets renormalized by simply interpreting the loop integrals as
FDR ones.2 The main advantage of FDR is that loop calculations can be carried out
directly in the physical four-dimensional space and without re-absorbing UV infinities in
the Lagrangian. As a consequence, Feynman diagrams containing counterterms are absent.
In [7–9] the FDR strategy has been successfully applied to compute several processes at
the one- and two-loop accuracy in renormalizable QFTs.3
1Acronym of Four Dimensional Regularization/Renormalization.
2A finite renormalization is only necessary to link the parameters of L to physical observables.
3For a physical interpretation of FDR and its possible use in non-renormalizable QFTs see [10].
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The complexity of the multi-loop calculations is such that algorithms are needed to
reduce the problem to a small set of loop integrals, called master integrals (MI). In di-
mensional regularization (DR) one of the most powerful techniques is the use of relations
among different integrals deduced via IBP identities [11, 12]. For a given set of integrals
to be solved, one picks an integral and generates an IBP identity, which solves for the
most difficult integral, and so on [13]. Thus, in a typical case, 104 − 106 integrals can be
expressed in terms of O(10 − 100) MIs [14]. As for the actual computation of the MIs,
IBP relations also serve as a starting point to write down linear systems of first-order dif-
ferential equations in the kinematic invariants, that can be used for the determination of
their analytic expressions [15–20]. Furthermore, methods exist to cast these systems in a
canonical form in which all the analytical properties are explicitly exposed and the solution
can be determined algebraically [21–23].
Due to the algebra-preserving properties of their definition, FDR loop integrals can be
reduced to MIs via algebraic procedures at the integrand level. For instance, the Passarino-
Veltman [24] or OPP [25] algorithms, both based on tensor reduction, hold in FDR. While
tensor reduction is sufficient at one-loop –where the set of MIs is known – more sophisti-
cated methods are needed, as discussed, to identify and compute the MIs at two-loops and
beyond. Thus, it is crucial to establish whether procedures based on IBP identities can be
formulated in the context of FDR.
In this paper, I prove that four-dimensional IBP identities do hold under the FDR in-
tegral sign. Therefore, algorithms that make use of integration-by-parts techniques to com-
pute multi-loop amplitudes are allowed in FDR. Moreover, owing to the four-dimensionality
of FDR, simpler formulations are expected compared with IBP procedures relying on DR.
The paper is organized as follows. In Sec. 2 the definition of FDR integration is
reviewed. Section 3 describes the origin of the IBP relations. Section 4 illustrates the use
of IBP in the context of FDR and Appendix A collects two explicit examples.
2. The FDR integration
In FDR the UV subtraction is encoded in the definition of the loop integration by means of a
twofold procedure. First the +i0 propagator prescription is identified with a mass µ2, such
that +i0 = −µ2.4 Secondly, the UV divergent terms are subtracted at the integrand level.5
This definition produces finite and regulator independent loop integrals that maintain the
mathematical features needed to preserve the original symmetries of the QFT. In this
Section I illustrate FDR and its main properties with the help of simple examples.
Consider the one-loop integrand
1
(q¯2 −M2)2
(2.1)
4An imaginary part compatible with the +i0 prescription is given to µ2 itself. Furthermore, unlike in
DR, the limit µ→ 0 is taken outside integration.
5FDR integration and normal integration coincide in UV convergent integrals because no integrand has
to be subtracted in this case.
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with
q¯2 ≡ q2 − µ2. (2.2)
The corresponding FDR integral is defined as∫
[d4q]
1
(q¯2 −M2)2
≡ lim
µ→0
∫
R
d4q
(
1
(q¯2 −M2)2
−
[
1
q¯4
])
= lim
µ→0
∫
d4q
(
M2
q¯4(q¯2 −M2)
+
M2
q¯2(q¯2 −M2)2
)
, (2.3)
where the subtracted term is conventionally written between square brackets and
∫
R
de-
notes the use of an arbitrary UV regulator R. R is needed because the two integrands in
the first line of Eq. (2.3) are separately UV divergent, although their difference is not. The
UV dependence can be explicitly canceled by using partial fractioning
1
q¯2 −M2
=
1
q¯2
+
M2
q¯2(q¯2 −M2)
, (2.4)
that gives the second line of Eq. (2.3), in which R can be dropped6.
The rule to construct the subtraction integrands – such as
[
1
q¯4
]
– is that they are
allowed to depend on µ2 but not on physical scales. In practice, they are automatically
generated by expanding the original integrands by means of Eq. (2.4). E.g.
1
(q¯2 −M2)2
=
[
1
q¯4
]
+
M2
q¯4(q¯2 −M2)
+
M2
q¯2(q¯2 −M2)2
(2.5)
directly produces Eq. (2.3).
Notice that µ2 serves as a temporary infrared (IR) regulator. Indeed, although the
original integral is free of IR singularities, subtracting
[
1
q¯4
]
creates a lnµ2 that forbids one
to directly set µ to zero in Eq. (2.3). However, µ can be traded for an arbitrary scale µR
7
by observing that the IR logarithm originates from the q2 ∼ 0 integration region of
lim
µ→0
∫
R
d4q
[
1
q¯4
]
. (2.6)
Therefore, its coefficient is independent of R,8 so that Eq. (2.3) can be re-defined, in a
regulator independent way, by sidestepping the subtraction of ln µ
2
µ2
R
, where µR separates
6Thus, FDR integrals do not depend on any specific UV regulator.
7Interpreted as the renormalization scale.
8As an example, when evaluated in n = 4 + ǫ dimensions, Eq. (2.6) reads
lim
µ→0
µ
−ǫ
R
∫
d
n
q
[
1
q¯4
]
= iπ2 lim
µ→0
(
∆− ln
µ2
µ2
R
)
+O(ǫ), (2.7)
where
∆ = −
2
ǫ
− γE − ln π, (2.8)
while the use of a hard cutoff ΛUV gives
lim
µ→0
∫
ΛUV
d
4
q
[
1
q¯4
]
= −iπ2 lim
µ→0
(
1 + ln
µ2
µ2
R
+ ln
µ2R
Λ2
UV
)
, (2.9)
with ΛUV →∞.
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lnµ2 from the rest. As a consequence, limµ→0 can now be taken and Eq. (2.3) develops a
dependence on µR.
9
Tensors are defined likewise. For instance∫
[d4q]
qαqβ
(q¯2 −M2)3
≡ lim
µ→0
∫
R
d4q
(
qαqβ
(q¯2 −M2)3
−
[
qαqβ
q¯6
])
= lim
µ→0
∫
d4q qαqβ
(
M2
q¯6(q¯2 −M2)
+
M2
q¯4(q¯2 −M2)2
+
M2
q¯2(q¯2 −M2)3
)
.
(2.12)
Special care is necessary when Feynman rules generate integration momenta squared
q2i in the numerator. Indeed, gauge cancellations must be kept in this case between q
2
i and
the denominators of the loop functions. This is achieved by replacing q2i with q¯
2
i , defined
in Eq. (2.2), and performing the same subtraction in the integrals10 containing µ2 as if
µ2 = qαi q
β
i . For instance, one defines, in analogy with Eq. (2.12),∫
[d4q]
µ2
(q¯2 −M2)3
≡ lim
µ→0
∫
R
d4q
(
µ2
(q¯2 −M2)3
−
[
µ2
q¯6
])
=
iπ2
2
= lim
µ→0
µ2
∫
d4q
(
M2
q¯6(q¯2 −M2)
+
M2
q¯4(q¯2 −M2)2
+
M2
q¯2(q¯2 −M2)3
)
,
(2.13)
which preserves the simplification
∫
[d4q]
q¯2 −M2
(q¯2 −M2)3
= lim
µ→0
∫
R
d4q
(
q¯2 −M2
(q¯2 −M2)3
−
[
q¯2
q¯6
])
=
∫
[d4q]
1
(q¯2 −M2)2
. (2.14)
A second fundamental property of FDR integrals is shift invariance. For instance,∫
[d4q]
1
(q¯2 −M2)2
=
∫
[d4q]
1
((q + p)2 −M2 − µ2)2
(2.15)
is immediately manifest if DR is used as an R regulator in Eq. (2.3).11
9Explicitly, if ln µ
2
µ2
R
in Eq. (2.7) is not subtracted, one obtains
∫
[d4q]
1
(q¯2 −M2)2
= iπ2 lim
µ→0
(
∆− ln
M2 + µ2
µ2
R
−∆
)
= −iπ2 ln
M2
µ2
R
, (2.10)
that coincides with the results one derives from Eq. (2.9)
∫
[d4q]
1
(q¯2 −M2)2
= −iπ2 lim
µ→0
(
1 + ln
M2 + µ2
Λ2
UV
− 1− ln
µ2R
Λ2
UV
)
= −iπ2 ln
M2
µ2
R
. (2.11)
10Integrals involving powers of µ2 are called extra integrals.
11See appendix A of [9] for more details on shift invariance.
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FDR integration can be defined at any loop order. Partial fraction identities may be
used to split an ℓ-loop integrand J(q1, . . . , qℓ) into its UV divergent part plus terms which
are integrable in four dimensions
J(q1, . . . , qℓ) = [JINF(q1, . . . , qℓ)] + JF(q1, . . . , qℓ), (2.16)
where [JINF(q1, . . . , qℓ)] collects all the subtracted integrands. In the multi-loop case, legal
subtraction terms are also factorizable combinations of lower order divergent integrands
times finite ones. For instance, a two-loop subtracted integrand can have the form[
qα
1
qβ
1
q¯6
1
]
1
(q¯2
2
−M2)3
. (2.17)
Thus, the FDR integral over J(q1, . . . , qℓ) reads∫
[d4q1] · · · [d
4qℓ]J(q1, . . . , qℓ) = lim
µ→0
∫
d4q1 · · · d
4qℓJF(q1, . . . , qℓ), (2.18)
where, as discussed in the one-loop example, the replacement µ→ µR is understood when-
ever powers of lnµ2 appear. Finally, the generalizations of Eqs. (2.14) and (2.15) read
∫
[d4q1] . . . [d
4qℓ]
q¯2i −m
2
i
(q¯2i −m
2
i )
m . . .
=
∫
[d4q1] . . . [d
4qℓ]
1
(q¯2i −m
2
i )
m−1 . . .
(2.19)
and ∫
[d4q1] . . . [d
4qℓ]J(q1, . . . , qℓ) =
∫
[d4q1] . . . [d
4qℓ]J(q1 + p1, . . . , qℓ + pℓ), (2.20)
respectively.
The fact that the previous two Equations do not contain any reference to [JINF] implies
that subtracted integrands never play a role. Indeed Eqs. (2.19) and (2.20) state that
manipulations in FDR integrands are allowed as if they were integrands of convergent
integrals and that gauge cancellations automatically occur. For instance, by using qαqβ →
gαβ
4
q2 and q2 = (q¯2 −M2) +M2 + µ2, the tensor reduction of Eq. (2.12) reads
∫
[d4q]
qαqβ
(q¯2 −M2)3
=
gαβ
4
(∫
[d4q]
1
(q¯2 −M2)2
+M2
∫
[d4q]
1
(q¯2 −M2)3
+
∫
[d4q]
µ2
(q¯2 −M2)3
)
, (2.21)
where the gauge symmetry preserving constant is generated by the last term.
3. Integration by parts
In this Section, I recall the origin of the IBP identities [11, 12] among integrals defined in
DR. This serves as a basis for the extension discussed in Sec. 4.
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The validity of the IBP relations in DR relies on the following two properties:
• Integration is the inverse process of differentiation;
• Surface terms never contribute if the integrals are evaluated in n dimensions.
(3.1)
Thus, one can write
0 = µ−ℓǫ
R
∫
dnq1 · · · d
nqℓ
∂
∂qαi
vα
Dν1
1
· · ·Dνmm
, (3.2)
where D1 · · ·Dm are loop propagators, νi are generic powers and v
α is a vector made of
loop and/or external momenta. Acting with ∂
∂qαi
generates a sum of s integrands
∂
∂qαi
vα
Dν1
1
· · ·Dνmm
=
s∑
r=1
Jr(n, q1, . . . , qℓ), (3.3)
where the n among the arguments of Jr denotes a possible dependence on the space-time
dimensionality
n =
∂qαi
∂qαi
. (3.4)
Integrating Eq. (3.3) gives a relation among the s integrals over the Jr
s∑
r=1
µ−ℓǫ
R
∫
dnq1 · · · d
nqℓJr(n, q1, . . . , qℓ) = 0. (3.5)
A one-loop example is given by
0 = µ−ǫ
R
∫
dnq
∂
∂qα
qα
D0D1
, (3.6)
with D0 = q
2 −m2
0
and D1 = (q + p)
2 −m2
1
. Taking the derivative produces the identity
µ−ǫ
R
∫
dnq
{
n
D0D1
− 2
q2
D2
0
D1
− 2
q2 + (q · p)
D0D21
}
= 0. (3.7)
As a two-loop case consider
0 = µ−2ǫ
R
∫
dnq1d
nq2
∂
∂qα
1
qα
1
qβ
1
qγ
1
D3
1
D2D12
, (3.8)
with Di = q
2
i −m
2
i and q12 = q1 + q2. Differentiating with respect to q
α
1
gives
µ−2ǫ
R
∫
dnq1d
nq2 q
β
1
qγ
1
{
2 + n
D3
1
D2D12
− 6
q2
1
D4
1
D2D12
− 2
(q1 · q12)
D3
1
D2D212
}
= 0. (3.9)
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4. IBP identities in FDR
FDR integration does not fulfill, in an explicit way, the two conditions in Eq. (3.1). In fact,
it is four-dimensional and not defined as the inverse of differentiation. In spite of this, IBP
identities hold in FDR. More explicitly, let
∂
∂qαi
Jα(q1, . . . , qℓ) (4.1)
be the derivative with respect to the ith loop momentum of the integrand of an FDR ℓ-loop
function. Acting with ∂
∂qαi
on Jα gives, in analogy with Eq. (3.3), a sum of s integrands Jr
∂
∂qαi
Jα(q1, . . . , qℓ) =
s∑
r=1
Jr(4, q1, . . . , qℓ), (4.2)
where
4 =
∂qαi
∂qαi
. (4.3)
In this Section I prove that
0 =
∫
[d4q1] · · · [d
4qℓ]
∂
∂qαi
Jα(q1, . . . , ql) =
s∑
r=1
∫
[d4q1] · · · [d
4qℓ]Jr(4, q1, . . . , qℓ), (4.4)
which demonstrates that four-dimensional IBP identities can be used in FDR integrals.
The proof of Eq. (4.4) is as follows. According to Eq. (2.16)∫
[d4q1] · · · [d
4qℓ]
∂
∂qαi
Jα(q1, . . . , ql) (4.5)
is defined by splitting
∂
∂qαi
Jα(q1, . . . , qℓ) =
∂
∂qαi
(
[JαINF(q1, . . . , qℓ)] + J
α
F (q1, . . . , qℓ)
)
(4.6)
in such a way that
∂
∂qαi
JαF (q1, . . . , qℓ) (4.7)
is integrable in four dimensions. Then∫
[d4q1] · · · [d
4qℓ]
∂
∂qαi
Jα(q1, . . . , ql) ≡ lim
µ→0
∫
d4q1 · · · d
4qℓ
∂
∂qαi
JαF (q1, . . . , ql) = 0, (4.8)
where the r.h.s. vanishes because it is the integral of a total derivative. In addition,
Eq. (4.6) allows one to rewrite
lim
µ→0
∫
d4q1 · · · d
4qℓ
∂
∂qαi
JαF (q1, . . . , ql)
= lim
µ→0
µ−ℓǫ
R
∫
dnq1 · · · d
nqℓ
(
∂
∂qαi
Jα(q1, . . . , qℓ)−
∂
∂qαi
[JαINF(q1, . . . , qℓ)]
)
, (4.9)
– 7 –
where the two separately UV divergent integrals in the r.h.s. are computed in DR. The
action of the derivative on Jα gives
∫
dnq1 · · · d
nqℓ
∂
∂qαi
Jα(q1, . . . , qℓ) =
∫
dnq1 · · · d
nqℓ
s∑
r=1
Jr(n, q1, . . . , qℓ), (4.10)
which differs from Eq. (4.2) in that
n =
∂qαi
∂qαi
. (4.11)
On the other hand, acting with ∂
∂qαi
on [Jα
INF
] generates, in general, s′ terms
∫
dnq1 · · · d
nqℓ
∂
∂qαi
[JαINF(q1, . . . , qℓ)] =
∫
dnq1 · · · d
nqℓ
s′∑
r=1
Kr(n, q1, . . . , qℓ). (4.12)
However, owing to Eq. (4.6), the r.h.s. of Eq. (4.12) has to match, term by term, the INF
part of Eq. (4.10), so that it is possible to recast it as follows
∫
dnq1 · · · d
nqℓ
s′∑
r=1
Kr(n, q1, . . . , qℓ) =
∫
dnq1 · · · d
nqℓ
s∑
r=1
[Jr,INF(n, q1, . . . , qℓ)] . (4.13)
Therefore
lim
µ→0
∫
d4q1 · · · d
4qℓ
∂
∂qαi
JαF (q1, . . . , ql)
= lim
µ→0
µ−ℓǫ
R
∫
dnq1 · · · d
nqℓ
s∑
r=1
(
Jr(n, q1, . . . , qℓ)− [Jr,INF(n, q1, . . . , qℓ)]
)
. (4.14)
The r.h.s. of Eq. (4.14) is nothing but the sum of the s FDR integrals over the Jr integrands,
and – since the difference is UV convergent – one can set n = 4. Thus Eq. (4.4) follows
from Eqs. (4.8) and (4.14).
Notice that, as in the case of Eqs. (2.19) and (2.20), no reference is made, in Eq. (4.4),
to the explicit form of [Jα
INF
] or Jα
F
. One directly differentiates Jα with respect to qαi , as
in Eq. (4.2). For instance, the FDR counterparts of Eqs. (3.7) and (3.9) read
∫
[d4q]
∂
∂qα
qα
D¯0D¯1
=
∫
[d4q]
{
4
D¯0D¯1
− 2
q2
D¯2
0
D¯1
− 2
q2 + (q · p)
D¯0D¯21
}
= 0 (4.15)
and ∫
[d4q1][d
4q2]
∂
∂qα
1
qα
1
qβ
1
qγ
1
D¯3
1
D¯2D¯12
=
∫
[d4q1][d
4q2] q
β
1
qγ
1
{
6
D¯3
1
D¯2D¯12
−
6q2
1
D¯4
1
D¯2D¯12
− 2
(q1 · q12)
D¯3
1
D¯2D¯212
}
= 0, (4.16)
respectively, where D¯i = Di − µ
2.
– 8 –
A crucial difference from DR is that loop momenta squared do not directly cancel
denominators. For example, extra integrals [such as the one given in Eq. (2.13)] are created
when the identity q2 = D¯0 +m
2
0
+ µ2 is used to scalarize Eq. (4.15). These extra terms
play the role of the ǫ/ǫ constant generated by the presence of n = 4 + ǫ in Eq. (3.7).
The advantage of Eq. (4.15) versus Eq. (3.7) is that all integrals contributing to the IBP
identity appear on the same footing, without expanding in ǫ. This is why simpler IBP
based algorithms are expected in FDR.
Although the proof of Eq. (4.4) given here is completely general, it is instructive to
elucidate it further with a couple of examples. With this aim, the explicit derivation of
Eqs. (4.15) and (4.16) is presented in Appendix A.
5. Conclusions
Eq. (4.4) is the main result of this paper. It states that four-dimensional IBP identities can
be exploited to establish relations among multi-loop FDR integrals. Owing to the fact that
IBP based techniques are extensively employed to identify and determine MIs in higher-
order QFT calculations, this outcome paves the way for the use of FDR in multi-loop
computations.
Since FDR loop calculus is carried out in four dimensions and without an explicit use
of UV counterterms, a reduction in complexity is envisaged compared with IBP algorithms
based on DR. This last aspect will be investigated more in detail in future publications.
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A. Two examples
In this appendix, I derive Eqs. (4.15) and (4.16) along the lines of the general proof given
in Sec 4.
Partial fractioning generates the identity
qα
D¯0D¯1
=
[
qα
q¯4
]
+ qα
(
M2 − p2 − 2(q · p)
q¯4D¯1
+
M2
q¯2D¯0D¯1
)
. (A.1)
Differentiating the second term with respect to qα produces a function of q integrable in
four dimensions. Thus
0 = lim
µ→0
∫
d4q
∂
∂qα
{
qα
(
M2 − p2 − 2(q · p)
q¯4D¯1
+
M2
q¯2D¯0D¯1
)}
= lim
µ→0
µ−ǫ
R
∫
dnq
∂
∂qα
{
qα
D¯0D¯1
−
[
qα
q¯4
]}
. (A.2)
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But ∂
∂qα
qα
D¯0D¯1
in n dimensions is given by the integrand in Eq. (3.7), with Di → D¯i, and
∂
∂qα
qα
q¯4
=
n
q¯4
− 4
q2
q¯6
, (A.3)
from which Eq. (4.15) follows
0 = lim
µ→0
µ−ǫ
R
∫
dnq
{
n
(
1
D¯0D¯1
−
[
1
q¯4
])
− 2q2
(
1
D¯2
0
D¯1
−
[
1
q¯6
])
−2q2
(
1
D¯0D¯21
−
[
1
q¯6
])
− 2
(q · p)
D¯0D¯21
}
=
∫
[d4q]
{
4
D¯0D¯1
− 2
q2
D¯2
0
D¯1
− 2
q2 + (q · p)
D¯0D¯
2
1
}
. (A.4)
As for Eq. (4.16), the needed identity is
qα
1
qβ
1
qγ
1
D¯3
1
D¯2D¯12
= qα1 q
β
1
qγ
1
{[
1
q¯6
1
q¯2
2
q¯2
12
]
+
(
m2
1
D¯3
1
q¯2
1
+
m2
1
D¯2
1
q¯4
1
+
m2
1
D¯1q¯61
)[
1
q¯4
2
]}
+ Jαβγ
F
, (A.5)
where
Jαβγ
F
= qα1 q
β
1
qγ
1
{
1
D¯3
1
q¯2
2
D¯12
(
m2
2
D¯2
+
m2
12
q¯2
12
)
−
(
m2
1
D¯3
1
q¯2
1
+
m2
1
D¯2
1
q¯4
1
+
m2
1
D¯1q¯61
)
q2
1
+ 2(q1 · q2)
q¯4
2
q¯2
12
}
(A.6)
is such that the four dimensional two-loop integral over ∂
∂qα
1
Jαβγ
F
is convergent. The deriva-
tive with respect to qα
1
of the l.h.s. of Eq. (A.5) can be read from the integrand in Eq. (3.9).
Furthermore
∂
∂qα
1
qα
1
qβ
1
qγ
1
q¯6
1
q¯2
2
q¯2
12
= qβ
1
qγ
1
{
2 + n
q¯6
1
q¯2
2
q¯2
12
− 6
q2
1
q¯8
1
q¯2
2
q¯2
12
− 2
(q1 · q12)
q¯6
1
q¯2
2
q¯4
12
}
, (A.7)
and
∂
∂qα
1
qα1 q
β
1
qγ
1
(
m2
1
D¯3
1
q¯2
1
+
m2
1
D¯2
1
q¯4
1
+
m2
1
D¯1q¯61
)
= qβ
1
qγ
1
{
(2 + n)
(
m2
1
D¯3
1
q¯2
1
+
m2
1
D¯2
1
q¯4
1
+
m2
1
D¯1q¯61
)
−6q21
(
m2
1
D¯4
1
q¯2
1
+
m2
1
D¯3
1
q¯4
1
+
m2
1
D¯2
1
q¯6
1
+
m2
1
D¯1q¯81
)}
.
(A.8)
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Therefore,
0 = lim
µ→0
∫
d4q1d
4q2
∂
∂qα
1
Jαβγ
F
= (2 + n) lim
µ→0
µ−2ǫ
R
∫
dnq1
∫
dnq2 q
β
1
qγ
1
{
1
D¯3
1
D¯2D¯12
−
[
1
q¯6
1
q¯2
2
q¯2
12
]
−
(
m2
1
D¯3
1
q¯2
1
+
m2
1
D¯2
1
q¯4
1
+
m2
1
D¯1q¯61
)[
1
q¯4
2
]}
−6 lim
µ→0
µ−2ǫ
R
∫
dnq1
∫
dnq2 q
β
1
qγ
1
q21
{
1
D¯4
1
D¯2D¯12
−
[
1
q¯8
1
q¯2
2
q¯2
12
]
−
(
m2
1
D¯4
1
q¯2
1
+
m2
1
D¯3
1
q¯4
1
+
m2
1
D¯2
1
q¯6
1
+
m2
1
D¯1q¯
8
1
)[
1
q¯4
2
]}
−2 lim
µ→0
µ−2ǫ
R
∫
dnq1
∫
dnq2 q
β
1
qγ
1
(q1 · q12)
{
1
D¯3
1
D¯2D¯212
−
[
1
q¯6
1
q¯2
2
q¯4
12
]}
=
∫
[d4q1][d
4q2] q
β
1
qγ
1
{
6
D¯3
1
D¯2D¯12
−
6q2
1
D¯4
1
D¯2D¯12
− 2
(q1 · q12)
D¯3
1
D¯2D¯
2
12
}
. (A.9)
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