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software distribution system for distributing and integrating third-party OSS with various Unix 1. Introduction operating systems. Similar to existing studies of community-based OSS development [7] , debugging is Software maintenance constitutes a significant a core activity in the Gentoo community's software factor (between 50 and 80 percent) in the total lifedevelopment process, too. The community is therefore cycle costs of software systems [1] . Research suggests well suited for studying the practice of debugging that software developers spend much of the integrated systems. maintenance effort simply trying to understand the The shift of focus towards debugging practice software [2] . Current research is based on the premise requires that we draw upon research on practice. In this that source code is the primary data source for study we therefore draw upon research on practice and understanding the software during debugging. Models problems in organization science. This research shows of software errors proposed in the software engineering that in real-world practice problems do not present literature are based on the premise that software themselves to practitioners as given [8] . Rather, failures can be traced back to faults in the source code problems have to be constructed from the materials of [3] .
problematic situations that are puzzling, troubling, and However, with increased attention on systems uncertain. The process of constructing well-defined integration these are problematic premises. In problems out of problem situations is often called component-based development [4] , Web services and sensemaking [9] . We will use sensemaking as a service-oriented architecture, along with information theoretical lens for exploring the practice of debugging and enterprise systems integration [5] [8] finds that the daily work of behavior [3] . Araki et al. [10] these hypotheses. Zeller [3] proposes a similar model.
Confused by ambiguity people engage in
These models may be summarized as a stepwise sensemaking [9] . The basic premise of sensemaking is process from a well-defined problem to its solution (as that a person or a group's collective experiences of a illustrated in Figure 1 ). Users submit problem reports when they have run to report problems. As such, debugging plays a central out of resources locally to resolve a problem. New role as a quality assurance mechanism in Gentoo. The problem reports are submitted through a standardized debugging process (illustrated in Figure 2 ) is managed
Web-based form. The form defines a number of fields through an installation of the Bugzilla defect tracking to describe the problem, including a short description system [18] . While Bugzilla is the name of a product, of the failure situation, the operating system and unless otherwise noted we will use the term Bugzilla hardware platform of the failing Gentoo system, the about Gentoo's installation of this system for the ease component where the problem has occurred, the of reference.
package's version number, as well a longer description Figure 2 Overview of the debugging process of the problem situation including steps to reproduce, which software packages are affected, the User reproducibility of the problem, any error messages | _~Rodt bUi lyL|| generated when the software fails, as well as a standardized systems information of the user's system generated by running a Gentoo-specific tool. [7] .
formally distribute problem reports among themselves.
Users submit the majority of problem reports in the Resolving a problem report does not necessarily Gentoo community. The Bug vranglers is the name of mean that the problem itself is resolved. This is one of the change control board responsible for assigning the ways defect reports are resolved. The other ways newly submitted problem reports to the relevant herd.
are to mark the report as a duplicate, to mark it with the A herd is a team of Gentoo developers responsible for flag NEEDINFO meaning that the user has to provide a collection of third-party packages. added to the Gentoo distribution system's repository, while old and unsupported versions of packages are being removed. Yet, how up-to-date every package on it. Rather, the problem is to understand what the a Gentoo systems is, varies greatly. This is the fourth problem is. By interacting with the customer and the dimension of variety in operating environments among faulty machine, the service technician creates a setting Gentoo systems: system evolution.
where the faulty behavior makes sense and can be Although the number of combinations of packages resolved. on a single Gentoo system is finite, package
As the variety of operating environments often configurations and the effects of system evolution makes it difficult for the Gentoo developers to often makes it practically impossible to replicate the reproduce reported problems, we find the Gentoo system configuration required to reproduce the developers and users collectively working together to problem. The situation debugging Gentoo is therefore make sense of reported problems. They typically use similar to Araki Debugging plays a key quality assurance Exhibit 3 illustrates how Gentoo developers and mechanism in Gentoo. Installation scripts are released users collectively work together to make sense of with only a minimum of quality assurance; with the reported problems. 17 days pass from the date the expectation that problems related to way software is problem is reported until it is resolved illustrating that integrated on Gentoo systems will be reported. Exhibit collective debugging can be a longitudinal process.
3 illustrates how debugging can be a longitudinal, The exhibit illustrates a typical exchange, where the although low-intensity activity. Although a lowdeveloper asks the user to generate new data about the intensity activity, Exhibit 4 shows the sheer number of failing Gentoo system. This often entails the user problem reports submitted to Bugzilla on a weekly running one or more diagnosis tools, producing output basis exceeds the number of problem reports the texts that are attached to the failure report. As Gentoo developers are able to close. The exhibit is illustrated by Exhibit 1, developers often use IRC for based on Bugzilla statistics published by the Gentoo discussing problem reports in detail. There is a mailing developers in the Gentoo Weekly Newsletter [21] . The list that is used for this, too. The user is often asked developer count is generated from the Gentoo several times to generate new information, in a cyclic developer list [22] . process between users producing data and developers interpreting the available data [12] . Exhibit Figure 1, Exhibit 3 well. Yet, despite a steady increase in the number of illustrates that the process of making sense of the Gentoo developers, the workload of debugging exceeds problem is not decoupled from the process of the capacity of the Gentoo developers as the increasing describing the problem. To make sense, the Gentoo number of open problem reports show. There is developers and the user must act by engaging with the therefore a need for the Gentoo developers to prioritize problem. This may seem like a process of trial-andamong problem reports. error, but from a sensemaking perspective action
The problem report provides a field for rating a precedes understanding [9] . By collectively engaging problem's severity. However, an understanding of with the problem, the Gentoo developers and user problems often is retrospective (Section 5.2). create materials from which they may construct the Knowing the severity of a problem is therefore also problem. As such, the debugging process observed in retrospective, and prioritizing is therefore problematic the Gentoo community is more a process of creating without starting to make sense of the reported problem.
the problem retrospectively, rather than being driven In this situation, the Gentoo developers have to by a process of formulating hypotheses and rejecting or balance between several interests. On the one hand, verifying them. It is therefore a process driven by they have to prioritize problem reports that may plausibility rather than accuracy [9] . Failed efforts to potentially affect the many Gentoo systems. That solve problems feed back into the debugging process reported problems are reproducible imply that the with new materials to set the problem anew, or with problem may affect many systems. Prioritizing requests for new information from the user. 
