A very common practice during the parameter estimation of adsorption isotherms, including the well-known Langmuir and Freundlich isotherms, consists in manipulating the isotherm equation to obtain a linear equation and estimate the model parameters using a linear least squares method. This procedure is also usually used for estimating the thermodynamic adsorption parameters, despite the fact that personal computers and software are available for prompt implementation of non-linear solutions of the original parameterestimation problem. For this reason, the main purpose of this work is to show that the use of linear least-squares methods for estimating adsorption isotherm parameters leads to some serious drawbacks, which can be readily avoided through proper use of non-linear procedures and posterior statistical analyses of the parameter-estimation results, enhancing the quality of the obtained results.
Statistical Analysis of Linear and Non-linear Regression for the Estimation of Adsorption Isotherm Parameters

INTRODUCTION
Adsorption processes are widely applied in the industrial field for purification of process streams, including the removal of pollutants from wastewaters (Demirbas 2008) , drying of natural and cracked gases, purification of aromatics and gases (Yang 1997) , among many other applications. The commonest adsorbents used industrially are activated carbon, silica gel, alumina and zeolites (Do 1998) . Despite the widespread use of adsorption processes in real plant sites, adsorption processes comprise a complex network of physical and chemical phenomena, including mass transfer of chemical species from fluid phase to adsorbent particles, intra-particle diffusion and the kinetics of adsorption at adsorbent sites.
In spite of the complexity of the involved phenomena, the determination of the isotherm model and respective model parameters normally constitutes the first (and very important) step of the adsorption study. The isotherm equation defines the equilibrium conditions of the adsorption process at a specified temperature, describing how the concentrations in the fluid and solid phases are correlated to each other.
Several isotherm equations can be found in the literature (Foo and Hameed 2010) . While some are based on adsorption kinetics, others are based on thermodynamic equilibrium, and some are empirical. The commonest isotherms used for analyses of adsorption problems are the Langmuir *Author to whom all correspondence should be addressed. E-mail: schwaab@smail.ufsm.br (M. Schwaab). and Freundlich isotherms. As these isotherm equations are non-linear with respect to the respective model parameters, the solution of the parameter-estimation problem must necessarily involve the use of an iterative numerical optimization procedure (Kumar and Sivanesan 2005a, b; Ho 2006) .
To avoid the iterative parameter-estimation procedure, a common practice consists in manipulating the adsorption isotherm equations to obtain linear relationships in the parameters, allowing for use of traditional linear least-squares procedures. However, the linearization of the model equations can modify the statistical interpretation of experimental error distributions, invalidating the implicit least-squares assumptions of constant error variance and normal fluctuation of measurement errors (Kinniburgh 1986; Longhinotti et al. 1998; Allen et al. 2003; Parimal et al. 2010) . Despite these drawbacks, linear transformations of adsorption isotherms are very common and traditional [i.e. "that is the way it is done" (McCuen and Surbeck 2008) ]. Nevertheless, available desktop computers and numerical methods allow for fast and reliable solution of the original non-linear regression problem, without any need to transform the original equations into simpler linear regression problems.
Some published studies compare the performances of linear and non-linear regressions of adsorption isotherms (Kumar and Sivanesan 2005a, b, 2006a; Kumar 2006; Bolster and Hornberger 2007; Parimal et al. 2010) . The general consensus is that non-linear regression can usually provide better results, although this is not clearly stated. Normally, the non-linear regression procedure can provide better fits and can be performed for different models with the same set of adjustable variables, allowing for more direct comparison of distinct model fits.
Manipulation of model equations is also carried out frequently when the thermodynamic parameters of adsorption are estimated. In this case, the common practice consists in estimating the parameters of the Langmuir isotherm at different temperatures (usually three temperatures) and using a logarithmic transformation of the van't Hoff equation for estimation of the enthalpy and entropy of adsorption with help of standard linear least-squares procedures (Kumar and Sivanesan 2005b; Yao et al. 2010; Albadarin et al. 2012) . As already described, this is not necessary and can lead to significant modification of the statistical significance of the estimation problem.
Based on the previous points, the main objective of the present work is to compare linear and non-linear regression procedures to show unequivocally that the obtained results are more robust, reliable and allow for better model fits when non-linear procedures are used. In the comparison between linear and non-linear regression procedures presented in some published works, one aspect that is commonly not considered is the comparison of the precision of the parameterestimated values. However, linear procedures modify the statistical interpretation of experimental error distributions and lead to erroneous computation of the parameter variances (that is a measure of parameter precision). Consequently, besides the evaluation of the parameter-estimated values, a proper evaluation of the parameter variances computed with linear and non-linear procedures is of fundamental importance. Furthermore, the use of linear and non-linear regression procedures in the estimation of the thermodynamic parameters of adsorption was also evaluated. In this work, a simultaneously non-linear procedure for parameter estimation is presented, in which the van't Hoff equation is inserted into the Langmuir isotherm equation and maximum monolayer capacity and thermodynamic parameters are simultaneously estimated using all experimental data available at different temperatures. The results presented here show that this procedure leads to more reliable estimated parameter values and confidence intervals. As will be shown in the following sections, parameter estimates present higher confidence levels when non-linear procedures are applied.
LINEAR AND NON-LINEAR REGRESSION
Regression or parameter-estimation procedures consist in fitting an appropriate mathematical model to some set of experimental data through minimization of some objective function. Traditionally, the objective function is the least-squares function, and the procedure is called linear or non-linear least squares, depending on the linear or non-linear model characteristic function. The main difference between linear and non-linear regressions is the fact that linear regression admits an analytical solution, whereas non-linear regression requires the use of an iterative numerical optimization method to minimize the least-squares function.
To clarify the assumptions associated with the least-squares function, a rigorous maximum likelihood principle is used as a starting point. This principle assumes that the model parameter values must be the ones that maximize the probability of obtaining the experimental values through the mathematical model (Bard 1974; Schwaab and Pinto 2007a) . Consequently, a probability-density function (PDF) must be selected to describe the deviations between experimental data and model prediction values. The normal probability function is usually assumed to describe the distribution of measurement fluctuations, although experimental fluctuations can definitely follow other PDFs (Bard 1974). Equation (1) describes the multidimensional normal distribution function associated with N experimental observations, where y e and y m are N-dimensional vectors of experimental and model values and V y is the co-variance matrix of experimental deviations, presented in equation (2).
(1)
(2)
The diagonal elements of V y are the variances associated with each measurement and the offdiagonal elements are the co-variances between each pair of measurements. It is also assumed that the model responses y m can be explicitly (or numerically) calculated as a function of model parameter values θ and independent (or controlled) variable values x. The independent variables are assumed to be free of error in the following paragraphs. The PDF defined in equation (1) must be maximized through manipulation of the model parameter values. Because the matrix V y is independent on the model parameter values, maximization of the PDF defined in equation (1) is equivalent to the minimization of equation (3), which is known as the generalized least-squares function.
(3)
It is important to observe that, when the experiments are performed independently, the covariances in equation (2) 
Finally, if variances are the same in all experimental conditions, minimization of equation (4) is equivalent to minimization of equation (5); that is, the least-squares function (5) At this point, it is important to list the assumptions that support equation (5). These assumptions are as follows:
(a) Experimental deviations follow the normal distribution; (b) Independent variables are free of error; (c) Co-variances are null and experimental observations are independent; (d) Variances are equal in all experimental conditions (the system is homoscedastic).
Consequently, from the statistical point of view, the use of the least-squares function can only be justified when these four assumptions are assumed to be true. Assumption (a) is usually adopted for the reasons discussed at the beginning of this section and also because of the difficulties associated with the proper determination of the real PDF, which usually demands a very high number of experiments. Assumption (b) is usually good, as independent variables are often controlled very rigorously, although this should not be regarded as a good assumption before careful analysis of the experimental procedures. Assumption (c) is valid when the experiments are performed independently, although measurement correlation can be very high in real multiresponse experimental problems (Larentis et al. 2003) . Assumption (d) is usually bad and valid only in small regions of the experimental variable space.
One of the reasons that explain the frequent use of linear models (or non-linear models rewritten in linear forms) is the availability of analytical solutions for the parameter-estimation problem, when equations (3-5) are used as objective functions. In this case, for a single-response model that is linear in respect to its parameters, the following equation can be applied:
where x i is the NX × 1 vector of independent experimental conditions at experiment i; θ is the NP × 1 vector of model parameter values and f is a 1 × NP vector of variable effects, which describe how the variable response depends on the vector of independent experimental conditions and is expressed as follows:
To obtain the analytical solution of the parameter-estimation problem, equation (6) can be rewritten as follows: (8) where X is a matrix that contains at line i the transpose of x i , and F is a matrix of variable effects, which is defined as follows:
If equation (8) is inserted into equation (3), the solution of the parameter-estimation problem can be obtained as follows: (10) where the 'hat' indicates the set of estimated parameter values. Equation (10) can be simplified when the co-variance matrix V y is diagonal and when the measurement variances are constant (11) Linear models also allow for the analytical definition of the co-variance matrix of parameter estimates V θ θ and the co-variance matrix of model predictions σ 2 y , as follows:
The co-variance matrix of parameter estimates V θ θ allows for definition of the statistical significance of the parameter estimates, because its diagonal terms represent the variances of the parameter estimates, whereas the off-diagonal values represent the co-variances between pairs of parameter estimates. In equation (13), the first term on the right-hand side corresponds to the model component of the prediction variance, where as σ 2 y represents the experimental measurement variance. It must be observed that x in equation (13) does not necessarily contain a set of experimental conditions used for parameter estimation and that V θ θ depends only on the experimental conditions in X.
In linear regressions performed for the analysis of adsorption equilibrium, the linear model is usually written in the following form:
The scenario changes when one is dealing with non-linear models, as general analytical solutions for the parameter-estimation problem are usually not available and one must rely on a numerical procedure to solve the optimization problem proposed in equations (3-5). Fortunately, however, several robust commercial and free computer packages are available nowadays for solving the proposed non-linear estimation problem. Besides, well-known numerical procedures can also be implemented with the help of standard programming environments, if one is interested in developing a new code. Finally, one must also consider that the number of parameters in typical adsorption problems is small (normally from 2 to 5), allowing for fast and robust implementation of non-linear estimation procedures.
Although analytical solutions are not available for computation of the co-variance matrix of parameter estimates and the co-variance matrix of model predictions, approximate solutions can be obtained when one assumes that the parameter uncertainties are sufficiently small and that the model can be linearized in the following form:
where b is a 1 × NP vector of derivatives (sensitivities) in the following form:
It must be observed that vector b is similar to vector f, so that matrix B can be defined as follows: 
although B (and, therefore, V θ ) depends not only on X, but also on the parameter estimates and model responses.
One important aspect is related to the computation of the experimental variances σ 2 y . Although σ 2 y should be determined through replication, replicates are almost never performed in most experimental studies due to experimental limitations and because of the usual belief that replication is unnecessary and constitutes a time-consuming step. Nevertheless, Larentis et al. (2003) showed that the proper calculation of the experimental co-variance matrix yields mechanistic information about the kinetic behaviour of the analyzed system. Given the lack of replicates, it is commonly assumed that the experimental variances are constant and can be computed as the variance of model predictions in the following form:
The use of equation (22) can only be justified if one assumes that the model is perfect and that experimental values should fluctuate around the unknown model responses. Therefore, as models are not perfect, different models lead to different experimental variances, constituting a statistical absurd, as experimental variances do not depend on the model performances at all. Equation (22) also assumes implicitly that experimental measurements are independent, the co-variance matrix of experimental deviations is diagonal and that all diagonal elements are equal. As a consequence (23a)
The statistical significance of the parameter estimates can be evaluated through computation of the confidence intervals of the estimated parameter values, according to the following equation:
where follows the cumulative Student's t distribution with N-NP degrees of freedom and with confidence level of 1 -(α/2) and v θ i is the ith diagonal element of the co-variance matrix of parameter estimates, that is, the variance of the parameter θ i .
The use of different objective functions is also discussed in the literature (Boulinguiez et al. 2008; Gimbert et al. 2008; Kumar et al. 2008; Foo and Hameed 2010) . According to the maximum
likelihood principle, the definition of the objective function depends on the definition of the PDF that represents the experimental fluctuations. However, as a high number of replicates are necessary for definition of the PDF, the common practice consists in assuming that experimental fluctuations follow the normal probability function, as discussed at the beginning of this section. It is very important to observe that equations (10-13) and (17-21) change when the objective function used for estimation of model parameters is changed. The chi-square (χ 2 ) distribution is used very frequently for analysis of the final model performance (Ho 2004) . The χ 2 has been usually defined as follows: (25) However, according to the standard statistical literature (Box et al. 2005) , the proper definition of the chi-square should be stated as 'the sum of squares of υ independent unit normal deviates has a chi-square distribution with υ degrees of freedom'. It must be observed that the objective function defined in equation (4) represents the sum of the squares of normal distributed variables with zero mean and standard deviation of 1; consequently, this leads to a chi-square distribution. Equation (25) assumes implicitly that experimental variances are equal to the model responses, which cannot be supported on firm experimental or theoretical grounds. Therefore, equation (25) should not be interpreted as the definition of a variable that follows the chi-square distribution. Equation (25) defines a variable that follows the chi-square distribution approximately only when y represents a frequency (Box et al. 2005) , which is not the case in adsorption equilibrium problems.
EQUILIBRIUM ISOTHERMS
In the previous section, linear and non-linear regression procedures have been briefly explained, to make the underlying assumptions and involved computations clear. In this section, some usual adsorption equilibrium isotherms are presented. Langmuir, Freundlich and Redlich-Peterson isotherms are analyzed here, as these are the commonest isotherms used and applied in most works that deal with linear and non-linear regressions of adsorption isotherms (Kumar and Sivanesan 2005a, b, 2006a; Kumar 2006; Bolster and Hornberger 2007; Parimal et al. 2010) . These isotherms relate the quantity of adsorbed material per adsorbent mass q e with the equilibrium concentration C e in the fluid (gas or liquid) phase.
Langmuir Isotherm
The Langmuir isotherm is based on the equilibrium between adsorption and desorption kinetics and was proposed originally by Langmuir (1918) . It considers that the adsorbent surface is homogeneous; that is, the adsorption energy is constant over all surface sites and does not depend on the surface coverage. Besides, adsorption on surface is localized; that is, chemical species are adsorbed at definite, localized sites and each site can accommodate only one adsorbent species (Yang 1997; Do 1998) . The Langmuir isotherm presents a behaviour that agrees well with the Henry equation for dilute systems, providing a linear equilibrium relationship, and presents a maximum adsorbed value as the fluid concentration increases, defined as the monolayer coverage. The resulting isotherm equation, presented in equation (26), has two parameters that must be estimated from experimental adsorption equilibrium data.
(26)
The first parameter in the Langmuir isotherm, q m , is the maximum adsorption capacity of the monolayer. Because this parameter is closely related with the superficial area of the adsorbent and the affinity of the adsorbent sites with the adsorbate, its value is not a function of temperature, but can be a function of the pH of the system, as it modifies the affinity between the adsorbent and the adsorbate (Do 1998). The second parameter of Langmuir isotherm is the equilibrium parameter K L , which takes into account the kinetic equilibrium between adsorption and desorption. As it is an equilibrium parameter, its temperature dependence is described through the van't Hoff equation, as shown in equation (27), where ∆H and ∆S are the adsorption enthalpy and adsorption entropy.
(27)
The literature usually presents four linear forms of the Langmuir isotherm (Kumar and Sivanesan 2005a; Bolster and Hornberger 2007; Parimal et al. 2010) , although it is possible to write down at least six distinct linear forms, as presented in Table 1 . It can be observed that the linear model pairs, i.e. Langmuir 1 and 2; Langmuir 3 and 4; and Langmuir 5 and 6 are similar to each other, because these pairs are obtained by interchanging the independent and dependent terms of the linearized Langmuir isotherms. As linear regressions normally assume that the independent variable is free of error, variable interchanging leads to different regression results. At this point it is important to provide some comments about the use of linear forms of the Langmuir isotherm. Langmuir 1 and 2 forms consider the reciprocal of the q e and C e variables for regression, leading to regression problems that are dominated by low q e and C e values, commonly measured with lower precision. Besides, if the variances of q e and C e can be assumed constant in the analyzed experimental range, the same cannot be assumed for the reciprocal of these variables. This particular observation can be readily extended for the other linear forms of the Langmuir isotherm. It must also be observed that forms Langmuir 3 and 4 use the variable q e for definition of both independent and dependent variables, which may lead to inconsistent definition of measurement fluctuations. Similarly, forms Langmuir 5 and 6 use variable C e for definition of both independent and dependent variables. This characteristic feature of the model formulation can artificially create a high correlation between the independent and dependent variables and, consequently, a high correlation of the model predictions with the experimental data. Not surprisingly, the plot of C e /q e versus C e usually leads to very good model fits to the experimental data and is usually selected as the best linear form of the Langmuir isotherm (Longhinotti et al. 1998; El Qada et al. 2008; Parimal et al. 2010) .
Some works published in the literature show that using the ratio between independent and dependent variables for regression introduces a spurious correlation between the variables, which is a mathematical artefact without any real statistical meaning (Kronmal 1993; Berges 1997; El-Khaiary 2008) . In particular, Mezaki et al. (1973) showed that the switch of the dependent variable by the independent variable (i.e. the switch of y by x) violates the underlying assumptions of the least-squares method and leads to worse parameter estimates. Despite the many criticisms raised by these authors, the linear forms of the Langmuir isotherm have been used by many to investigate the equilibrium in adsorption problems.
With respect to the parameter values and their uncertainties, it must be observed that the estimated parameters are θ 1 and θ 2 . The parameters q m and K L and their variances must be calculated from the estimated values, variances of θ 1 and θ 2 and the co-variance between θ 1 and θ 2 , as shown in Table 2 .
Linear regression is also used very often for estimation of the thermodynamic parameters (28) Linearization of equation (27) changes the error structure of the regression problem, as variable K L is the dependent variable in this problem. As a matter of fact, K L is not a measured variable, but rather an estimated parameter, so that its variance should be calculated with equation (12) or (20), assuming that the parameter estimates follow the normal probability distribution. One can argue that, even if it is assumed that the experimental variables are distributed normally, the probability distribution of the estimated parameters does not necessarily follow the normal distribution (Schwaab and Pinto 2007b) . Sundberg (1998) discussed the importance of the logarithmic transformation in the case of estimating parameters for a first-order reaction. However, in the adsorption case, it must be observed that the definition of the error structure of K L is not simple, as this parameter can be computed from six different linear regression problems, as presented in Table 1 . It must also be noted that the thermodynamic parameters are usually obtained through application of two successive linear regression steps: the first with regard to the
estimation of K L at different temperatures, and the second with regard to the estimation of the thermodynamic parameters. However, the main drawback for estimation of the thermodynamic parameters is related to the fact that only three or four distinct values of K L , obtained at three or four different temperatures (with different values of q m ), are used for model regression. Therefore, both thermodynamic parameters are estimated with only one or two degrees of freedom, which can be regarded as very low. Consequently, if one is interested in calculating the confidence intervals of these parameters, large confidence intervals will be obtained and very low confidence will be attributed to these parameters.
A possible solution for this problem is the simultaneous estimation of the thermodynamic parameters and the q m parameter, by inserting equation (27) into the non-linear form of the Langmuir isotherm (29) Consequently, all available experimental data are used, increasing the degrees of freedom and increasing the confidence in the estimated parameters. Besides, only one q m estimated parameter value will be obtained for the whole temperature range. Applications of this simultaneous estimation procedure were not found in the literature and will be presented in the following sections. 
Freundlich Isotherm
The Freundlich isotherm was the first adsorption equilibrium equation proposed in the literature (Freundlich 1906) . Although it is usually regarded as an empirical equation that describes adsorption in heterogeneous surfaces, a theoretical development can be obtained (Do 1998) . It is important to observe that this isotherm does not lead to the Henry's law for dilute concentrations and does not predict the existence of a maximum adsorbed value, as the concentration in the fluid phase increases. Therefore, it is very different from the Langmuir isotherm. The Freundlich isotherm is defined in equation (30) and the linear form, obtained through a logarithmic transformation, is presented in equation (31).
The parameters of the Freundlich isotherm are K F and 1/n. The parameter 1/n is positive and smaller than 1. The temperature dependence of the parameters K F and 1/n is not fully established and some works in the literature (Do 1998) state that there is a relationship between the values of K F and 1/n. However, some care must be taken to observe whether this relationship is merely an effect caused by correlation between the estimated parameter values .
In the linear form, the parameter estimates of the Freundlich isotherm are θ 1 equal to ln(K F ) and θ 2 equal to 1/n. Consequently, the variance of parameter K F is equal to exp(θ 1 )σ 2 θ 1 and the variance of parameter 1/n is equal to the variance of the estimated parameter θ 2 . The logarithmic transformation of the measured data changes the statistical structure of the measurement error and can lead to different results in the linear and non-linear regressions, as discussed previously and in the literature (Sundberg 1998; Schwaab and Pinto 2007b) .
Redlich-Peterson Isotherm
This isotherm was proposed originally to provide better fits than the Langmuir and Freundlich isotherms (Redlich and Peterson 1959) . It comprises a three-parameter empirical equation that similar to the Langmuir isotherm, but with the equilibrium concentration in the denominator raised to a 'g' parameter, which is positive and smaller than 1, as presented in equation (32). It must be observed that the Redlich-Peterson isotherm is in accordance with the Henry equation for dilute systems, but does not present a maximum adsorption capacity as the fluid concentration increases.
(32) It also can be easily observed that the Redlich-Peterson isotherm reduces to the Langmuir isotherm when the parameter g is equal to 1. Besides, when the term BC g e in the denominator is much higher than 1, the behaviour of the Redlich-Peterson isotherm is similar to the Freundlich isotherm. The temperature dependences of the parameters A, B and g are not well defined, but when parameter g is equal to 1, the parameters A and B are equivalent to the product q m K L and K L , and equation (27) can be used to describe the temperature dependence of these parameters. Despite the fact that there is no algebraic transformation that can provide a linearized form of the equation, many works in the literature propose the use of the following transformation:
Linear least squares is then applied to provide a fit to the curve ln[A(C e /q e )−1] versus (C e ). It must be noted that the dependent variable is dependent on a parameter value A, which must be estimated with the other two parameters. Some works propose the use of a sequential procedure, where an initial value of A is defined, providing initial estimates for B and g. New values of A are then defined to optimize some fitting measure, such as the coefficient of determination R 2 calculated with respect to the q e values (Kumar and Sivanesan 2006a; Ho et al. 2005) , which is as follows:
The use of similar sequential procedures should be avoided, given the drawbacks discussed in the following text. Initially, it must be observed that the three parameters are not estimated simultaneously and, even more seriously, two parameters, B and g, are estimated through the leastsquares regression, using the transformed variable In[A(C e /q e )−1]. Therefore, it seems obvious that there must be a very strong correlation between the parameters B and g with the parameter A. Besides, the procedure defined in 'Linear and Non-Linear Regression' section for computing the parameter uncertainties cannot be applied directly in this case, because this sequential procedure involves two different objective functions and two distinct regression problems. It must also be observed that the parameter g should be constrained to the range [0, 1], and it is not easy to insert this constraint into this sequential parameter-estimation procedure. It must also be clear that the whole sequential procedure constitutes a non-linear regression problem, making even more difficult to justify the use of linear procedures in this particular case. Finally, the remaining problems associated with the use of variable ratios and improper definition of independent and dependent variables, discussed for the linearized forms of the Langmuir isotherm, also apply in this case.
RESULTS AND DISCUSSION
To evaluate the performances of linear and non-linear regression procedures, experimental adsorption equilibrium data available in the literature were used. Linear and non-linear regressions were performed with help of a hybrid estimation method that combines the particle swarm optimization method (Kennedy and Eberhart 1995) with a Gauss-Newton procedure in a software package called ESTIMA (Noronha et al. 1993) , as described by Schwaab and co-workers . The confidence intervals for all estimated parameter values were computed with a confidence level equal to 95%.
Adsorption of Methylene Blue onto Activated Carbon
The adsorption equilibrium data of methylene blue onto activated carbon were obtained in the literature (Kumar and Sivanesan 2006b) , in which detailed descriptions of the adopted 446 Table 3 . It can be observed in Table 3 the lower bound of the confidence interval for parameter q m obtained with the non-linear Langmuir was equal to 375.76. However, the upper bounds of the confidence intervals for parameter q m obtained with linear forms Langmuir 1 and 3 are lower than 375.76; that is, the parameter q m obtained with these two linear forms are statistically different from the value estimated with the non-linear Langmuir (for the Langmuir 2 form, q m is almost statistically different with a 95% confidence level). Considering the parameter K L , the upper bound of the confidence interval obtained with the non-linear Langmuir is equal to 53.82, which is lower than the lower bound of the confidence intervals of the K L parameter estimated with linear forms Langmuir 1, 2 and 3. Consequently, it can be assumed that these three linear forms of the Langmuir model provide different results when compared with the non-linear form of the Langmuir model. By contrast, the linear forms Langmuir 4, 5 and 6 provide statistically equivalent parameter estimates, when compared with the values obtained with the non-linear form of the Langmuir model.
In Table 4 the parameter-estimation results obtained with the non-linear and linear forms of the Freundlich model are presented. Despite the relative differences in the estimated parameter values (observe that K L estimated with the linear Freundlich is approximately 33% lower than the value estimated with the non-linear Freundlich), the values are equivalent from a statistical point of view, as the confidence intervals are partly covered. Figure 1 presents the model fits to the available experimental data. Two model fits are presented in each plot. The full line represents the model fits obtained when all experimental data are used. The dashed line represents the model fits obtained with the exclusion of one experimental point, shown with a full circle. This experimental point presents the lowest values of q e and C e . The exclusion of this experimental point was performed to show how the model fits and parameter estimates are sensitive to the possible existence of outliers (or influential points) in the data set and how regression is controlled by the smallest values. It can be observed that the fits of linear Langmuir forms 1-4 are affected by the removed point. In Tables 5 and 6 , the new parameter estimates obtained without this point are presented and it can be seen that the parameter estimates of linear models Langmuir 1-3 are now statistically equivalent to the other linear forms and the non-linear Langmuir, although statistically different from the ones obtained with the complete data set, as presented in Table 3 . It is not desirable that a model fit can be so sensitive to a single experimental point, as observed. This certainly illustrates how deleterious the non-linear transformation of the actual experimental points can be to the regression problem. The fits obtained for linear forms Langmuir 5 and 6 were practically insensitive to exclusion of the outlier, as one can observe in Tables 3 and 5. In addition, for the linear forms Langmuir 5 and 6, the experimental data are well adjusted by the straight line (also observed through the high R 2 values for Langmuir forms 5 and 6 presented in Table 3 ), which is a consequence of the variable ratio 448 used and, according to the literature (Kronmal 1993; Berges 1997; El-Khaiary 2008) , to the false correlation introduced between the variables, even when the actual fits are not very good.
Consequently, selection of best model fits based on R 2 must be performed with attention, as false correlation can mask the real results. When the non-linear Langmuir is considered, the exclusion of one experimental point presented very low effects in the model fit [which is so low that the new fit was not presented in Figure 1(h) ] and in the estimated parameter values. This result clearly shows the robustness of the non-linear form of the Langmuir model when compared with the linear forms. Kumar and Sivanesam (2006b) analyzed the estimation of Langmuir isotherm parameters with partial and incomplete data sets, but this study focused on the exclusion of several points, including points of different parts of the isotherm. However, the statistical significance of the tests was not provided (such as confidence interval of parameter estimates) to show if the estimated parameter values were really different. Besides, attention was not given to the small values that control the regressions of the linearized forms of the Langmuir isotherm.
As a matter of fact, the excluded point cannot be regarded as an outlier (or influential point) at all, as the non-linear fit is able to reproduce this point very well and is not sensitive to its removal. This point is apparently an outlier, particularly in Figures 1(a-d) , due the distortion caused by the use of the reciprocal of the variables q e and C e , which amplifies very low experimental deviations.
Considering the Freundlich isotherm, again there is no statistical difference between the parameters obtained with the non-linear and linear forms of the Freundlich model, as observed in Figure 1(g) . In addition, comparing the estimated parameter values obtained with the complete data set (Table 4 ) and the values obtained after exclusion of one experimental point (Table 6) , the estimated parameter values for the Freundlich model can be regarded as statistically equivalent. Consequently, considering the parameter estimates, it can be concluded that the logarithmic transformation of model and experimental data did not significantly affect the estimation of the Freundlich isotherm parameters, although it is known and discussed in the literature (Sundberg 1998; Schwaab and Pinto 2007b ) that the logarithmic transformation can modify the error structure and the final regression results.
However, when the variances of the estimated parameters are considered, a different scenario is observed. Because the experimental data consists of 20 points, an F-ratio test with 95% of confidence level (and 18 degrees of freedom for both numerator and denominator) will provide a critical value equal to 2.22; that is, a variance that is more than 2.22 times greater than other can be regarded as statistically different. It can be observed in Tables 4 and 6 that the variances of parameter K F obtained with the non-linear and linear forms of the Freundlich model are significantly different from each other and, consequently, the logarithmic transformation of data and isotherm model lead to different results, showing the effect of the logarithmic transformation on the error structure of the parameter variances.
Similar analyses for the Langmuir models show that the q m and K L variances obtained with linear forms Langmuir 5 and 6 are equivalent to the ones obtained with the non-linear Langmuir, whereas the variances obtained with models Langmuir 1-4 are significantly different from the values obtained with the non-linear Langmuir. After exclusion of one experimental point, only the parameter variances of models Langmuir 1 and 2 remain significantly different from the values obtained with the non-linear Langmuir, but values very close to the critical ratio value of 2.22 were obtained, showing that the parameter variances are also affected significantly by the exclusion of one experimental point during regressions performed with the linear forms of the Langmuir model. By contrast, parameter variances obtained with the non-linear Langmuir were not significantly changed after exclusion of one experimental point.
To show the drawbacks of using the 'pseudo-linear' form of the Redlich-Peterson isotherm, the complete experimental data set of methylene blue adsorption onto activated carbon was used. First, the full non-linear regression was performed with the constraint that parameter g must be lower or equal than 1. Second, using the 'pseudo-linear' form presented in equation (33), a sequential procedure was performed, where A parameter values were given and parameters B and g were estimated with the usual linear least-squares procedure. Given the values of A, B and g, the model response q e was computed and the R 2 value was calculated in accordance with equation (34). This procedure was repeated with different values of parameter A, until finding a maximum value of R 2 . The obtained results are presented in Table 7 . The results presented in Table 7 clearly show that the 'pseudo-linear' regression leads to completely wrong results. In addition, the 'pseudo-linear' regression involves a sequential procedure that is much more complicated to implement than the full non-linear regression. Consequently, there are no rational and practical reasons to support the use of this 'pseudo-linear' regression and, certainly, the use of non-linear regression for the Redlich-Peterson isotherm is the better choice.
Adsorption of Ethylbenzene onto Zeolite Y
In this second example, the adsorption equilibrium of ethylbenzene onto zeolite Y at 40 °C is studied, as reported by Neves (1995) -these data are presented in Table A1 . Table 8 presents   the parameter estimates obtained with the non-linear and six linear forms of the Langmuir  isotherm, whereas Table 9 presents the results obtained for the non-linear and linear forms of the Freundlich isotherm.
It can be observed that the estimated parameter values for the non-linear Langmuir and six linear forms of the Langmuir isotherm are statistically equivalent, as all confidence intervals are overlapping. However, discrepancies can be observed when the variances of the estimated parameters are considered, especially for linear forms Langmuir 5 and 6. Initially, the variance of the parameter q m , estimated with linear models Langmuir 5 and 6, is approximately 10 times lower than the variance obtained with the non-linear Langmuir. As the experimental data set consists of 14 points, an F-ratio test with 95% of confidence level (and 12 degrees of freedom for both numerator and denominator) will provide a critical value equal to 2.69; that is, a variance that is larger than 2.69 times another variance can be regarded as statistically different. Consequently, variances of q m obtained with linear models Langmuir 5 and 6 are statistically smaller than the value obtained with the non-linear Langmuir. Similarly, variances obtained with models Langmuir 1 and 2 are statistically higher than q m variance from the non-linear Langmuir. With respect to parameter K L , a high discrepancy is observed for variances estimated with models Langmuir 5 and 6. It can be observed that variance of K L obtained with model Langmuir 5 is almost 5000 times greater than the value obtained with non-linear Langmuir, whereas K L variance obtained with model Langmuir 6 is approximately 2500 times greater than the value obtained with the non-linear Langmuir. These results clearly show the poor quality of the parameter estimates obtained with models Langmuir 5 and 6 in this case. Besides, a high value of R 2 can be observed for these two models, as a clear effect of the false correlation is introduced by the use of variable ratios and by the presence of the same variable on both sides of the linear equation. Consequently, an apparently good fit hides a regression procedure that provides parameter estimates with very poor quality.
In this example, the estimated parameter values and the parameter variances for the non-linear and Linear forms of the Freundlich model can be regarded as statistically equivalent, according data presented in Table 9 .
In Figure 2 , the six linear forms of the Langmuir isotherm, the non-linear Langmuir and the linear and non-linear forms of the Freundlich isotherm are presented. Again, an influential point seems to be present, and the regressions were also performed with the exclusion of this experimental point. Tables 10 and 11 show the regression results obtained after exclusion of this experimental point.
Comparing the confidence intervals of parameter K L in Tables 8 and 10 , it can be observed that after exclusion of a single experimental point, the linear forms Langmuir 1-3 lead to significantly lower values of the estimated K L values (for Langmuir 4 form this difference was almost significant). It also can be seen in Table 9 that K L values estimated with the non-linear Langmuir and linear Langmuir 1-4 forms were close to each other, but those values obtained with Langmuir 5 and 6 forms were much higher. Discrepancies observed in Table 8 with respect to the variances of the parameter estimates are still present in the results presented in Table 10 ; that is, estimated parameter variances obtained with linear forms Langmuir 5 and 6 are much higher than the values obtained with the non-linear form of the Langmuir isotherm. Furthermore, linear forms Langmuir 5 and 6 still present a very high value of R 2 , as a result of the use of the variable ratio and the presence of the same variable on both sides of the linear equation.
The results obtained with the non-linear and linear forms of the Freundlich isotherm after exclusion of one experimental point are equivalent to the ones obtained with the complete data, as one can observe in Tables 9 and 11. In addition, in Figure 2 form of the Freundlich isotherm was not significantly affected by the exclusion of one experimental point.
Estimation of Thermodynamic Parameters
To evaluate the regression methodologies for estimation of adsorption thermodynamic parameters, the adsorption equilibrium data set of ethylbenzene onto zeolite Y at 40, 60 and 80°C , obtained by Neves (1995) , was used. The experimental data are presented in Table A1 . Initially, both q m and K L parameters were estimated at 60 and 80 °C, using the same procedure discussed in the previous section for adsorption at 40 °C. These results are presented in Table 12 . It can be observed that the estimated values for parameter q m changed, which is not supported by the Langmuir theory. Besides, it is interesting to notice that q m presented the higher estimated value at 60 °C, discarding the hypothesis that q m can present any monotonic dependence on temperature. As a matter of fact, the q m variation is probably due to the unavoidable experimental fluctuations during data acquisition. The second step consisted in estimating the thermodynamic parameters using the van't Hoff equation in a linear form, as described in equation (28). The logarithmic of the three K L values estimated at each temperature with the non-linear Langmuir and each of the six linear forms of the Langmuir isotherm, as presented in Table 12 , was fitted against the reciprocal of the absolute temperature, and the entropy and enthalpy of adsorption were estimated, the results of which are presented in Table 13 . Regressions were performed with only one degree of freedom.
It can be observed that the parameters estimated with the linear forms of the Langmuir isotherm are not statistically significant, as all confidence intervals for ∆S include the null value and, with exception of Langmuir 4, the confidence intervals for ∆H also include the null value. The large confidence intervals that linear forms of the Langmuir isotherm present in Table 13 are due to the very low degree of freedom in these regressions. According to equation (24), the value of the t variable for a 95% confidence interval [1 -(α/2) = 0.975] and 1 degree of freedom is equal to 12.71; that is, the relatively high standard deviation, obtained when the linear forms of the 454 T. A. Osmari et al./Adsorption Science & Technology Vol. 31 No. 5 2013 -59,299.3 11,809.4 -209,351.9 to 90,753.3 -126.33 35.58 -578.37 to 325.70 Langmuir isotherm was used, is multiplied by 12.71 to obtain the confidence interval of the thermodynamic parameters. When the K L values were provided by the non-linear Langmuir, the thermodynamic parameters presented very low standard deviation and, despite the high value of the Student's t distribution, these parameters could be regarded as statistically significant.
To compare the results provided by the linear form of the van't Hoff equation with the ones obtained for the non-linear form of this equation, the three K L parameters estimated through the non-linear form of the Langmuir isotherm were fitted against the absolute temperature values using equation (27). A full non-linear procedure that utilizes simultaneously all experimental data obtained at the three temperatures was also used, consisting in the regression of q e against the C e and temperature values, according to equation (29), in which the parameters q m , ∆S and ∆H are estimated simultaneously.
Comparing the results obtained with equation (27), presented in Table 14 , with the results obtained in equation (28) (non-linear Langmuir results in Table 13 ), it can be observed that very close results were obtained, indicating that the logarithmic transformation of K L values does not significantly change the regression results. However, the simultaneous use of all experimental data and equation (29) for estimation of q m values and the thermodynamic parameters provided different results, particularly when the parameter standard deviations are considered. It must be observed that the standard deviations are relatively high and similar to the values obtained when K L values are provided by the linear forms of the Langmuir isotherm. However, in this case, as all data were used simultaneously (consisting in 40 experimental points), the degrees of freedom was equal to 37 and the value of the t variable for a 95% confidence interval is equal to 2.03, much lower than the value of 12.71 when only one degree of freedom was considered.
One question that arises is why the regression with the K L values provided by the non-linear form of the Langmuir isotherm leads to thermodynamic parameters with very low standard deviation. The answer for this question is related to the estimation of different q m values at each temperature value, that is, part of the error content of the thermodynamic parameters was transferred to the q m parameter when different values of q m were estimated.
In Figure 3 , the simultaneous regression of the isotherms in the three temperatures is presented. The value of q m estimated simultaneously with the thermodynamic parameters is equal to 1.227 and its 95% confidence interval is in the range [1.200, 1.254]. It must be observed that only the q m estimate obtained at 40 °C is inside this confidence interval, when the experimental data were analyzed separately. Consequently, the precision of the thermodynamic parameters obtained by equation (27) was prejudiced by the quality of the q m parameter values, as clearly shown in Figure 3 , in which high 3 -37,843.5 to -20,344.0 -37.17 12.95 -63.40 to -10.93 dispersion can be observed at high C e values, the region that provides good estimates for the q m parameter. Finally, it is important to say that a low parameter uncertainty is always preferable, but this does not necessarily mean that a good result has been achieved. A good regression procedure must provide the correct estimated parameter values and the correct standard deviation values.
CONCLUSIONS
Linear and non-linear regressions of the adsorption isotherms were evaluated for the Langmuir, Freundlich and Redlich-Peterson models. It was shown that it is possible to write down six linear forms of the Langmuir isotherm, but that the use of these linear forms leads to worse results when compared with the full non-linear regression, in terms of both the estimated parameter values and the parameter variances. It was also shown that the use of variable ratios and models with the same variable appearing on both sides of the equation can introduce false correlations and poor statistical analysis of obtained regression results. The non-linear regression of the Langmuir isotherm was shown to be much more robust than the other cases analyzed, as the results are not affected significantly by exclusion of one experimental point. By contrast, the linear forms of the Langmuir isotherm can lead to parameter estimates that are significantly affected by a single experimental point. This is related to the use of the reciprocal of the variables, which magnifies small deviations and distort the regression results.
In the case of the Freundlich isotherm, linear and non-linear regressions always provided similar results when the estimated values of the parameters were considered. However, significantly different parameter variances were obtained, showing that linear regression disturbs the error structure of the variables and affects the computation of the parameter variances.
In the case of the Redlich-Peterson isotherm, the 'pseudo-linear' form of this isotherm is normally performed through a sequential procedure that leads to a more complicated procedure and to worse results, when compared with the full non-linear regression.
It was shown that the estimation of the thermodynamic parameters through the popular linear methods and using K L values obtained though linear regression of the Langmuir isotherm leads to estimation of not significant thermodynamic parameters. A more consistent procedure was proposed, in which all available experimental data are used simultaneously, providing the estimation of the same q m values for all temperatures and increasing the number of the degrees of freedom, providing results with improved statistical significance.
Finally, it is important to notice that there are no rational and practical reasons to support the use of the linear regression in the field of adsorption, as several computational packages are available to provide proper numerical solutions for the non-linear regression problem, providing much more consistent and reliable results. 456 T. A. Osmari et al./Adsorption Science & Technology Vol. 31 No. 5 2013 
