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Introduction
“Art is never finished, only abandoned.”
Leonardo da Vinci
This thesis is based on our recent research contributions to the theory of complex
Hadamard matrices [129], [130], [131], [132], [134]. Some earlier results are also touched
upon such as [71], [102], [103], as well as several new results which will be the subject
of forthcoming publications.
Complex Hadamard matrices form an important family of orthogonal arrays with
the additional unimodularity constraint imposed on their entries. These matrices obey
the algebraic identity HH∗ = nIn where ∗ stands for the Hermitian transpose, and In
is the identity matrix of order n. It is easy to see that after proper scaling the Fourier
matrices are well-known examples of complex Hadamard matrices.
Complex Hadamard matrices appear frequently in various branches of mathematics,
including linear algebra [55], coding and operator theory [60], [115] and harmonic anal-
ysis [84], [140]. They play an important rôle in quantum optics, high-energy physics,
and they are one of the key ingredients to quantum teleportation and dense coding
schemes [144] and mutually unbiased bases (MUBs) [47].
The intended purpose of this work is to provide the reader with a comprehen-
sive, state-of-the art presentation of the theory of complex Hadamard matrices, or at
least report on the very recent advances. This manuscript consists of three chapters,
each describing one of three distinct faces of this field whose treatment require various
mathematical tools ranging from combinatorics, functional analysis to symbolic com-
putation. Although we firmly believe that these beautiful objects are interesting on
their own and worth investigating from a purely mathematical perspective we make
considerable efforts to highlight some of their applications we aware of. Industrial ap-
plications can be found in the textbooks [1] and [67] which are warmly recommended
to the interested reader.
This thesis has three main ingredients: known results from the existing literature;
our contribution to the literature; and new results which are subject to a series of
forthcoming publications. Each of these constitute about one third of this manuscript.
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We are certain that this dissertation is just the starting point of a long-term journey
and in order to keep us (and hopefully others) entertained along the way we pose over
30 research problems worth investigating in the future.
In the subsequent sections we outline, chapter by chapter, the contents of this thesis
highlighting our main contributions.
Complex Hadamard matrices of composite orders
In Chapter 1 we lay down the foundations of this work by recalling the relevant notions
and results from the existing literature. Original interest was in real Hadamard ma-
trices [61] whose existence is still a mystery. The Hadamard conjecture states that for
every positive integer m there is a real Hadamard matrix of order 4m. This century-
old problem is currently far out of reach, despite continuous efforts. It is natural to
investigate the problem in more generality and study complex Hadamard matrices
of order n which are formed by some qth roots of unity. These matrices are called
Butson-Hadamard matrices and are denoted by BH(n, q). Researchers are interested
in these more general objects because they can lead to real Hadamard matrices [28]
and hopefully one day to the solution of the Hadamard Conjecture.
One of the fundamental differences between real and complex Hadamard matrices is
that while studying and classifying real Hadamard matrices is a discrete problem which
can be handled by deep algebraic methods and sophisticated computer programs, in
the complex case various infinite, parametric families appear (i.e. matrices with certain
degree of freedom). Therefore the complex case is not finite any longer and one cannot
hope for a finite list of complex Hadamard matrices.
We investigate the parametrization properties of BH(n, q) matrices focusing on the
cases q = 4 and 6. We give a comprehensive classification of BH(n, 4) matrices up
to order n = 8 and highlight some key facts regarding orders n = 10 and 12 from a
joint work with Pekka Lampio and Patric Östergård [92]. In particular, we mention
the following two results.
Theorem A. For 4 ≤ n ≤ 12 all BH(n, 4) matrices belong to some infinite, affine
parametric family of complex Hadamard matrices.
On the other hand, there are 14×14 matrices which cannot be parametrized at all.
This is a fundamental difference from the real case.
Theorem B. There exist isolated BH(14, 4) matrices.
The new result regarding BH(n, 6) matrices were obtained during a visit to Robert
Craigen. We have obtained the following
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Theorem C. For every prime p there exists a BH(p2, 6) matrix.
To distinguish essentially different complex Hadamard matrices from each other we
have introduced a powerful new invariant, the fingerprint [132].
As an application of Butson-Hadamard matrices we give a further look at Fuglede’s
conjecture [54] and obtain new, previously unknown counterexamples.
Towards the classification of 6× 6 Hadamard matrices
It is natural to ask what a “typical” complex Hadamard matrix of order n looks like,
and a satisfying answer to this question can be given provided we have at our disposal a
complete characterization of Hadamard matrices of order n. These types of problems,
however, are notoriously difficult even for small n.
There is a complete classification of real Hadamard matrices up to order n = 28,
and recent advances indicate that there is every reason to believe that at least an
enumeration of the millions of matrices of order 32 and 36 is possible as well [81]. In
contrast, a complete classification of complex Hadamard matrices is only available up
to order n = 5. It is easy to see that the (rescaled) Fourier matrices are the unique
examples in orders n ≤ 3. The case n = 4 is still elementary, and it was shown by
Craigen that all complex Hadamard matrices of order 4 belong to an infinite, continuous
one-parameter family [34]. In order 5 we have uniqueness again, a result which already
is absolutely non-trivial. In particular, Lovász was the first who showed [101] that the
Fourier matrix is the only circulant complex Hadamard matrix of order 5, and a decade
later Haagerup managed to prove the uniqueness of the Fourier matrix by discovering
an algebraic identity (see formula (2.16)) relating the matrix entries in a surprising
way [60].
In order 6 various one [6], [44], [103] and [149]; two [77], [129]; and three-parameter
families [76] have been constructed recently and it was conjectured that these are part
of a more general, four-parameter family of complex Hadamard matrices [8]. This
conjecture is supported by overwhelming numerical evidence [125], however so far only
a fairly small subset of it was described by closed analytic formulae, including an
isolated matrix S(0)6 and a three-parameter family of matrices K
(3)
6 . One of the main
reasons why the complex case is so difficult is the presence of infinite parametric families
and the lack of understanding of vanishing sums of order k for k ≥ 5. In Chapter 2
we make substantial progress towards the classification of 6 × 6 complex Hadamard
matrices by giving a construction with four degrees of freedom. We believe that our
construction captures the typical features of complex Hadamard matrices of order 6.
The main result is essentially the following
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Theorem D. There is a four-parameter family of 6× 6 complex Hadamard matrices.
The reason why the 6 × 6 case received significant attention in the past couple
of years is the fact that complex Hadamard matrices are closely related to mutually
unbiased bases. Recall that two orthonormal bases of Cn, B1 and B2 are unbiased if for
every e ∈ B1, f ∈ B2 we have |〈e, f〉|2 = 1/n. A family of orthonormal bases is said to
be (pairwise) mutually unbiased if every two of them are unbiased. The famous MUB-6
problem asks for the maximal number of mutually unbiased bases in C6. On the one
hand this number is at least 3, as there exists various infinite families of triplets of
MUBs in this order [71], [129], [149]. In particular, by utilizing an elegant construction
of Zauner [149] we obtain the following
Theorem E. There is a two-parameter family of triplet of MUBs in C6.
On the other hand it is well-known that the number of pairwise mutually unbiased
bases cannot be larger than 7 (see the references of [8]) in C6. In fact, it is conjectured
that a triplet is the best one can come up with in dimension 6 [149]. The connection
between MUBs and Hadamard matrices of order 6 has been exploited in our joint work
[71] very recently, where a discretization scheme was offered to attack the problem and
it was proved by means of computers, however, in a mathematically rigorous way, that
the members of the two-parameter Fourier family F (2)6 (a, b) and its transpose cannot
belong to a configuration of 7 MUBs containing the standard basis in dimension 6.
One reasonable hope to finally settle the MUB-6 problem is to give a complete char-
acterization of complex Hadamard matrices of order 6 and apply the same technique
to them.
During Chapter 2 we propose a general framework towards the complete classifi-
cation of complex Hadamard matrices of order 6. In particular, by characterizing the
orthogonal triplets of rows in complex Hadamard matrices we generalize an observa-
tion of Haagerup [60] to obtain a new algebraic identity relating the matrix entries
in an unexpected way. This is an essentially new tool to study complex Hadamard
matrices of small orders, and one of the main achievements of this chapter. We apply
this result to obtain complex Hadamard matrices, moreover we conjecture that the
construction we present here reflects the true nature of complex Hadamard matrices
of order 6. It has the following three features: Firstly, it is general in contrast with
the earlier attempts where always some additional extra structure was imposed on the
matrices including self-adjointness [6], symmetry [103], circulant block structure [129]
or H2-reducibility [75]. Secondly, it has 4 degrees of freedom and thirdly all the entries
of the obtained matrices can be described by algebraic functions of roots of various
sextic polynomials. This suggests on the one hand the existence of a four-parameter
family of complex Hadamard matrices of order 6 and reminds us on the other hand
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of the fact that the desired algebraical description where the entries are expressed by
closed analytic formulae might not be possible at all. However, from the applicational
point of view, and in particular, to utilize the computer-aided attack of [71] to the
MUB-6 problem we anyway only need these matrices numerically.
Finally, to illustrate the applications of MUBs we exhibit equiangular lines in real
spaces. Our results slightly improve on a recent construction of de Caen [39].
Theorem F. For each n = 3 · 22t−1 + 1, with t any positive integer, there exists an
equiangular set of 2
9
(n− 1)(n+ 2) lines in Rn.
As a consequence we obtain a new general quadratic lower bound on the number
of real equiangular lines (see Corollary 2.4.40).
Complex Hadamard matrices of prime orders
The final chapter is devoted to the discussion of complex Hadamard matrices of prime
orders. Constructing complex Hadamard matrices of prime orders requires consider-
able efforts. One of the reasons for this is that design theory fundamentally relies on
“plug-in” methods and block constructions resulting in objects of composite orders.
Furthermore it is known that the Fourier matrices of prime orders are isolated thus we
do not have natural examples of parametric families of complex Hadamard matrices
in the prime order case. Throughout Chapter 3 we recall Petrescu’s construction [113]
and obtain new interesting examples of BH(n, q) matrices. On the one hand we settle
the existence of BH(19, 6) matrices which is listed as unresolved in [27], on the other
hand we obtain some non-existence results.
Theorem G. There exists a BH(19, 6) matrix.
We list several new examples of BH(n, q) matrices in Appendix A. Among these
there is a BH(13, 30) matrix leading to a four-parameter family of complex Hadamard
matrices of order 13.
In the subsequent sections we investigate circulant complex Hadamard matrices.
Following the influential paper [11] we construct new examples of index 4 type circulant
complex Hadamard matrices of prime orders. In particular, we prove the following
Theorem H. For every prime p ≡ 1 (mod 8) there is a new, previously unknown
complex Hadamard matrix of simple index 4.
These matrices come from an object which is the analogue of the well-known Paley
matrix, but instead of describing the quadratic residues in Zp it encodes the quartic
residues. In general the entries of these matrices are rather complicated. We believe
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that some further improvements on our work will eventually lead to the full classifi-
cation of all cyclic p-roots of simple index 4 when p ≡ 1 (mod 8) is prime. The case
p = 17 is worked out in details in Appendix B.
Finally we investigate the problem of finding all complex Hadamard matrices with
circulant core and solve it for n ≤ 7 yielding a new, previously unknown complex
Hadamard matrix of order 7. To deal with this problem we utilize the full machinery
of the theory of Gröbner bases [20] and we use it to investigate some special classes of
higher order matrices as well. This computer experiment turned out to be fruitful as
we have discovered two infinite classes of complex Hadamard matrices as follows:
Theorem I. For every prime p ≡ 1 (mod 8) there are two new, previously unknown
examples of complex Hadamard matrices of order p+ 1, having a circulant core.
The underlying object behind both of these matrices are, again, the quartic residues
in Zp. These results are rather technical and they are contained in Appendix C.
We conclude the thesis by investigating complex Hadamard matrices with few dif-
ferent entries, and we utilize them to construct new examples of equiangular tight
frames [12].
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Chapter 1
Complex Hadamard matrices of
composite orders
The purpose of this introductory chapter is to describe the basic terminology and the
fundamental properties of complex Hadamard matrices. We shall give various exam-
ples of infinite, parametric families as well as examples of isolated complex Hadamard
matrices in the sequel. Hadamard matrices, composed from roots of unity shall be
investigated in details. Our intentions were to include relevant structural results from
the existing very recent literature giving this chapter a survey flavour. The reader in-
terested in classical results concerning real and generalized Hadamard matrices should
consult Agaian’s [1] or Horadam’s book [67], or read the PhD thesis of Seberry [143]
or Craigen [32]. Our contribution to this chapter is based on the papers [102], [132],
[134] and the preprint [92]. Additionally, we briefly mention the important achieve-
ments from [133] and [135]. The new results in Sections 1.4.2 and 1.4.3 are subject to
a possible forthcoming publication.
We begin our journey with investigating the existence of complex Hadamard ma-
trices.
1.1 Existence of complex Hadamard matrices
Throughout this thesis we denote by N, Z, Q, R, C and T the natural, integral, rational,
real, complex and complex unimodular numbers, respectively. We assume that 0 ∈ N.
We denote the matrices by capital letters, e.g. I or In is the identity matrix of order
n. We usually drop the subscript if it is irrelevant our clear from context. For a given
matrix A we denote by A,AT and A∗ its entrywise conjugate, transpose and hermitean
adjoint, respectively. The space of all n× n complex matrices is denoted byMn (C).
Our dissertation is entirely devoted to investigate the existence and the structure
of the following concept.
2 1 COMPLEX HADAMARD MATRICES OF COMPOSITE ORDERS
Definition 1.1.1. A complex Hadamard matrix H is an n × n matrix with complex
entries of modulus 1 such that HH∗ = nI.
Therefore a complex Hadamard matrix is essentially a unitary matrix with unimod-
ular entries. Of course, we obtain a unitary matrix after proper normalization. As we
shall see, it is easy to exhibit a complex Hadamard matrix in every order n but first
let us fix some notations once and for all.
Definition 1.1.2. Throughout this thesis we denote by <[z] and =[z] the real and
imaginary part of a complex number z, respectively. We denote by i the principal
fourth root of unity, that is i2 = −1 with the convention that =[i] = 1. Finally, let us
denote by ω the principal cubic root of unity, namely
ω = cos
(
2pi
3
)
+ i sin
(
2pi
3
)
= −1
2
+ i
√
3
2
.
With these notations at our hand, we can offer our very first
Lemma 1.1.3. For every n ≥ 1 there exists a complex Hadamard matrix of order n.
Proof. Indeed, as the Fourier matrix
[Fn]i,j = e
2pii(i−1)(j−1)/n, i, j = 1, . . . , n (1.1)
is a well-known example of complex Hadamard matrices.
Note that throughout this manuscript the term “Fourier matrix” is used to describe
the complex Hadamard matrix Fn under (1.1), and not the unitary matrix 1√nFn. We
offer the following
Example 1.1.4. The following are complex Hadamard matrices of orders n = 1, 2 and
3, respectively:
F1 =
[
1
]
, F2 =
[
1 1
1 −1
]
, F3 =

1 1 1
1 ω ω2
1 ω2 ω
 .
One immediately observes that the matrices displayed in the preceding example all
have a bordering row and column of numbers 1. This is a general feature of complex
Hadamard matrices, up to the following equivalence.
Definition 1.1.5. The complex Hadamard matricesH andK are called (permutation–
phasing) equivalent, if there are permutation matrices P1 and P2 and unitary diagonal
matrices D1 and D2 such that P1D1HD2P2 = K. This relation is denoted by H ∼ K.
If two Hadamard matrices are not equivalent then we say that they are inequivalent.
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Definition 1.1.5 exploits the fact that the rearrangement of the rows and columns or
the shift of the phase in any row or column of a complex Hadamard matrix maintains
its fundamental properties: both the unitary and unimodular conditions still hold after
these transformations. We recall the following
Definition 1.1.6. A complex Hadamard matrix H of order n is dephased if the first
row and column of it consists of entirely of numbers 1. The lower right (n−1)× (n−1)
submatrix is called the core of H.
A dephased real Hadamard matrix is usually called normalized. It is immediate,
that the following is true.
Lemma 1.1.7. Every complex Hadamard matrix is equivalent to a dephased one.
Henceforth it is enough to consider dephased complex Hadamard matrices. There
are other “trivial” ways to obtain new complex Hadamard matrices from what is already
at our hands. In particular, we have the following
Lemma 1.1.8. If H is a complex Hadamard matrix, then so is H∗, H and HT .
Proof. Let H be a complex Hadamard matrix. Then conjugate the identity HH∗ = nI
in order to see that H is a complex Hadamard matrix as well. It is also clear that H is
invertible and H−1 = H∗/n. Hence, it follows that H∗H = nI, which shows that both
H∗ and, after conjugating again, HT are complex Hadamard matrices.
Another natural approach to construct new matrices from old is to lift given objects
to higher orders via the Kronecker product. We use the following concept repeatedly
in our manuscript.
Definition 1.1.9. Let H be an n× n, K be an m×m matrix. Then their Kronecker
product H ⊗K is an nm × nm matrix with its (i, j)th block being given by [H]i,jK,
i, j = 1, . . . , n.
The following is immediate.
Lemma 1.1.10. If H and K are complex Hadamard matrices then so is H ⊗K.
Proof. Clearly H ⊗K is unimodular, moreover
(H ⊗K)(H ⊗K)∗ = HH∗ ⊗KK∗ = nIn ⊗mIm,
which can be identified with nmInm.
In 1867 Sylvester constructed real Hadamard matrices of orders n = 2k for every
k ≥ 1 via Lemma 1.1.10, starting from the Fourier matrix F2 [127]. For comparison,
we give an additional
4 1 COMPLEX HADAMARD MATRICES OF COMPOSITE ORDERS
Example 1.1.11.
H4 = F2 ⊗ F2 =

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 , F4 =

1 1 1 1
1 i −1 −i
1 −1 1 −1
1 −i −1 i
 .
It is not immediately clear that the matrices H4 and F4 are inequivalent. Later
we shall see several invariants easily detecting inequivalence in this, and various other
cases. Here we offer the general treatment of the Kronecker product of Fourier matrices.
Theorem 1.1.12 (Tadej, [137]). Let F = Fn1⊗Fn2⊗· · ·⊗Fnr be a Kronecker product
of Fourier matrices. Then F is equivalent to Fm1 ⊗ Fm2 ⊗ · · · ⊗ Fms if and only if the
sequence (m1,m2, . . . ,ms) is obtained from the sequence (n1, n2, . . . , nr) using a series
of operations from the list below:
1. permuting a sequence;
2. replacing a subsequence na, nb by nc = nanb if na and nb are relatively prime;
3. replacing a sequence element nc by a subsequence na, nb, if nc = nanb and na, nb
are relatively prime.
It follows from Theorem 1.1.12 that the matrices displayed in Example 1.1.11 are
inequivalent. Therefore we already have a handful of examples of complex Hadamard
matrices coming from purely the Fourier matrices at our disposal. Another source of
examples are the real Hadamard matrices. It is natural to ask the following
Problem 1.1.13. Decide for which orders n exists a real Hadamard matrix.
It is immediate from Lemma 1.1.7 that the order of such a matrix must be 1 or
even. However, a little more careful analysis reveals the following
Lemma 1.1.14. If a real Hadamard matrix of order n exists, then n = 1, 2 or n ≡ 0
(mod 4).
It is widely believed that this is the only obstruction. In particular, we have the
following long-standing
Conjecture 1.1.15 (The Hadamard conjecture, [111]). If n ≡ 0 (mod 4) then there
is a real Hadamard matrix.
The truth of Conjecture 1.1.15 has been verified for orders n ≤ 664; order n = 428
has been constructed only very recently in [80]. There are 13 open cases below n = 2000
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for which the existence is undecided [45], all of them are of the form n = 4p where
p ≡ 3 (mod 4) is prime.
From Lemma 1.1.14 it follows that there is no real Hadamard matrix of orders 5, 6
or 7. For order 8 we have a unique (up to equivalence) example given by F2⊗F2⊗F2,
while constructing a matrix of order 12 requires some additional terminology (see also
the intriguing Example 1.4.40).
Definition 1.1.16. We say that an n × n matrix C is circulant, induced by its first
row x = (x0, x1, . . . , xn−1), if Ci,j = xj−i where the indices are taken modulo n. We
usually denote such a matrix by C = Circ(x). Similarly, we denote by D = Diag(x) a
diagonal matrix of order n with main diagonal x.
Throughout this thesis we denote by Zp the ring of integers modulo p. Similarly,
Z∗p stands for the multiplicative group of the nonzero elements of Zp. Now in order to
construct a matrix of order 12, we recall the following fundamental
Theorem 1.1.17 (Paley construction, [111]). Let p be a prime number, p ≡ 3 (mod 4),
and consider a vector x such that x0 = 0 and xi = 1 if i is a quadratic residue in Z∗p,
otherwise xi = −1. Let us define the Paley matrix P := Circ(x). Then, the matrix
C := P − I, bordered by a row and column of numbers 1 is a real Hadamard matrix of
order p+ 1.
The Paley construction can be generalized to prime power orders as well using finite
fields. In particular, for every prime p and k ≥ 1 there are real Hadamard matrices
of order n = pk + 1 or n = 2(pk + 1), depending on whether we have pk ≡ 3 (mod 4)
or pk ≡ 1 (mod 4), respectively. It is worthwhile noting that Theorem 1.1.17 leads to
real Hadamard matrices with circulant core. We will return to these objects later in
Appendix C.
A Hadamard matrix of order 20 was constructed by Hadamard in 1893 [61], and
it took a century to have a complete classification of real Hadamard matrices of order
at most 28 [126], while the enumeration of Hadamard matrices of order 32 begun just
very recently, yielding over 13 million inequivalent matrices [81].
Let us try to understand how good we are doing in terms of Conjecture 1.1.15. In
order to measure this, let us denote by S(x) the number of n ≤ x for which a Hadamard
matrix of order n exists. Now the Hadamard conjecture states that S(x) is about x/4,
and hence the set of Hadamard orders has density 1/4. As yet, it is not even known
if this set has positive density, as taking into account all major known construction
methods, one obtains only the following
Theorem 1.1.18 (de Launey–Gordon, [42]). For all ε > 0 there is a natural number
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xε such that for all x > xε
S(x) ≥ x
log x
exp
(
(C + ε) (log log log x)2
)
,
for C = 0.8178 . . ..
However, from another point of view we are doing quite well, as Seberry proved that
for every odd m and for every large enough t = t(m), there is a real Hadamard matrix
of order n = 2tm [123]. This was subsequently improved by Craigen [36]; currently the
best known asymptotic result of this flavour is the following
Theorem 1.1.19 (see [27]). A Hadamard matrix of order 2tm for odd m exists for all
t ≥ 6
⌊
log2
m−1
2
16
⌋
+ 2.
In particular, for every odd m there are only finitely many numbers t such that the
existence of a real Hadamard matrix of order 2tm is undecided.
A different approach is to try to guarantee a large number of pairwise orthogonal
rows of {±1} entries in a given order n. Let us denote by r(n) the largest number r
such that there are r pairwise orthogonal {±1} rows of length n. Then the following
is true.
Theorem 1.1.20 (de Launey–Gordon, [41]). Let ε > 0. If the Extended Riemann
Hypothesis is true, then for every sufficiently large n ≡ 0 (mod 4)
r(n) ≥ n
2
− n 1722+ε.
Thus, for n large enough we have about one half of a real Hadamard matrix of order
n. It seems, however, that despite continuous efforts from researchers from a broad
area, proving the truth of the Hadamard conjecture remains elusive, and fundamental
new ideas are required for further progress.
1.2 Parametrizing complex Hadamard matrices
In this section we introduce the concept of parametrization, a powerful method obtain-
ing new complex Hadamard matrices from old. The parametrization can be thought
as a continuous analogue of the switching operation [110], a well-known technique in
design-theory. These ideas were used by Craigen [34], Diţă [44], Haagerup [60] and
Nicoară [107] (among others), who exhibited various parametric families in the last
decade. It should be noted that Hadamard himself, who investigated 4 × 4 matrices
with maximum determinant, exhibited essentially the following
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Example 1.2.1 (cf. [34], [61]). For every unimodular number a the matrix
F
(1)
4 (a) =

1 1 1 1
1 ia −1 −ia
1 −1 1 −1
1 −ia −1 ia

is complex Hadamard, forming a one-parameter family of complex Hadamard matrices,
stemming from the starting point matrix F4 = F
(1)
4 (1).
The preceding example describes a family of complex Hadamard matrices as it
incorporates various inequivalent matrices through the indeterminate a. In particular,
for a = 1 we have the Fourier matrix F4 = F
(1)
4 (1), while for a = i we get the
real Hadamard matrix H4 = F2 ⊗ F2, which are inequivalent. We can look at this
phenomenon from a different point of view. One might start with the single matrix
F4, and then try to find a way to introduce some degree of freedom into it, say, by
introducing the parameter a as in Example 1.2.1 in order to exhibit new, previously
unknown matrices, which are inequivalent from the starting point one. This approach,
as we shall see in Section 1.4.3 where we discuss spectral sets and tiles in abelian
groups, can lead to some very exciting discoveries.
Compare Example 1.2.1 with the following
Example 1.2.2. Consider the Fourier matrix F3 and multiply its second row by a
unimodular number a, and multiply its third column by a unimodular number b to
obtain the following
H
(2)
3 (a, b) =

1 1 b
a ωa ω2ab
1 ω2 ωb
 .
We immediately see that for any unimodular choice of a and b the following equivalence
holds
Diag(1, a, 1)H
(2)
3 (a, b)Diag(1, 1, b) = F3.
Therefore the seemingly two degrees of freedom does not give us even a single new
matrix, being inequivalent from the starting-point matrix F3.
The “trivial” parametrization coming from the multiplication by unitary diagonal
matrices should be excluded, as it never leads to anything interesting. For this reason
we will consider only families of dephased complex Hadamard matrices. Note here that
for any complex Hadamard matrix H there is only a finite number of dephased complex
Hadamard matrices K being equivalent to it (see Remark 1.3.3). This means, loosely
speaking, that if we have a k-parameter family of dephased complex Hadamard ma-
trices then it genuinely leads to a k-parameter family of inequivalent matrices. Before
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formalizing these concepts mathematically rigorously, let us recall that ◦ denotes the
entry-wise (or Hadamard) product of matrices. Furthermore, let us denote by EXP(.)
the entry-wise exponential function acting on matrices. We recall the following
Definition 1.2.3 (Tadej–Życzkowski, [138]). An affine Hadamard family H(V ) stem-
ming from a starting-point dephased n × n complex Hadamard matrix H, associated
with a subspace V of the space of all real n × n matrices with zeros in the first row
and column is the set of matrices {H ◦ EXP(iR) : R ∈ V }. We say that H(V ) is a
dim(V )-parameter affine family.
Now let us see how to obtain interesting affine families in composite orders. We
have the following fundamental
Theorem 1.2.4 (Hosoya–Suzuki, [68]). Let M1,M2, . . . ,Mv be k × k, N1, N2, . . . , Nk
be v × v complex Hadamard matrices. Then the generalized tensor product matrix,
denoted by (M1,M2, . . . ,Mv) ⊗ (N1, N2, . . . , Nk), whose (i, j)th block is given by the
matrix Diag([M1]i,j, [M2]i,j, . . . , [Mv]i,j)Nj is a complex Hadamard matrix of order vk.
Corollary 1.2.5 (Diţă’s construction, [44]). Let M be a k × k and N1, N2, . . . , Nk be
v× v dephased complex Hadamard matrices with m and n1, n2, . . . , nk free parameters,
respectively. Then the block matrix M ⊗ (N1, N2, . . . , Nk) with its (i, j)th block given by
[M ]i,jNj is a complex Hadamard matrix of order vk with m+
∑k
i=1 ni + (k− 1)(v− 1)
free parameters.
Definition 1.2.6 (see [102]). We say that a complex Hadamard matrix is of Diţă-type,
if it is equivalent to a matrix arising with Corollary 1.2.5.
We offer the following
Example 1.2.7. Let k = 4, v = 2. Set the 4 × 4 matrices to M1 = F (1)4 (a) and
M2 = F
(1)
4 (b) while the 2×2 matrices to N1 = F2, N2 = Diag(1, c)F2, N3 = Diag(1, d)F2
and N4 = Diag(1, e)F2. Then the Hosoya–Suzuki construction leads to
H
(5)
8 (a, b, c, d, e) =

1 1 1 1 1 1 1 1
1 −1 c −c d −d e −e
1 1 1 1 −1 −1 −1 −1
1 −1 c −c −d d −e e
1 1 −1 −1 a a −a −a
1 −1 −c c bd −bd −be be
1 1 −1 −1 −a −a a a
1 −1 −c c −bd bd be −be

.
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Note that we obtained a five-parameter family whereas Diţă’s construction with M1 =
M2 would give us a matrix with 1 +
∑4
i=1 0 + (2 − 1)(4 − 1) = 4 parameters only.
However, we can set k = 2 and v = 4 andM1 = M2 = M3 = M4 = F2 andN1 = F
(1)
4 (a),
N2 = Diag(1, b, c, d)F
(1)
4 (e) to obtain a five-parameter family via Diţă’s method as well.
Remark 1.2.8. Diţă-type complex Hadamard matrices can be recognized algorithmi-
cally [102]. See also [24] for some other useful concepts. 
Not every parametric family is affine, and the treatment of non-affine families is
somewhat more technical. Fortunately, as long as they are given explicitly we can
detect easily how many degrees of freedom they have.
Definition 1.2.9. Let H : Rm → Cn2 be a smooth function such that the domain of H
is an open neighbourhood of (0, 0, . . . , 0). Assume that H(x1, x2, . . . , xm) is a dephased
complex Hadamard matrix for all choices of (x1, x2, . . . , xm) in the domain of H. We
say that H(x1, x2, . . . , xm) is a k-parameter family of complex Hadamard matrices,
stemming from H(0, 0, . . . , 0), if the rank of the Jacobian matrix JH(x1, x2, . . . , xm) is
constant k on the domain of H. Note that here we have identifiedMn(C) with Cn2 .
It is clear that affine families are a special case of this more general concept. The
reader might wish to jump ahead to Section 2.2.2 to see an example of a non-affine
family.
If we are given a complex Hadamard matrix H we would like to know whether any
smooth family is stemming from it. This is hard to decide in general, but we can give
an upper bound on the dimension of any such potential family simply by differentiating
the orthogonality relations between the rows. This leads to the following concept:
Definition 1.2.10 (Tadej–Życzkowski, [138]). The defect d(H) of an n × n complex
Hadamard matrix H reads d(H) = m−2n+1 where m is the dimension of the solution
space of the real linear system with respect to the matrix variable R ∈ Rn×n:
n∑
k=1
Hi,kHj,k(Ri,k −Rj,k) = 0, 1 ≤ i < j ≤ n. (1.2)
Let us note here that the defect is well-defined in the following sense.
Lemma 1.2.11 (Tadej–Życzkowski, [139]). The defect is invariant under the usual
equivalence. Moreover d (H) = d
(
H
)
= d
(
HT
)
= d (H∗).
We have the following fundamental
Proposition 1.2.12 (Tadej–Życzkowski, [138]). Let H be a complex Hadamard matrix.
Then d (H) gives an upper bound on the dimension of a smooth manifold of complex
Hadamard matrices, stemming from H.
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It is easy to see that if a phasing matrix R satisfies (1.2) then the matrix K :=
H ◦ EXP(iR) is complex Hadamard to first order (i.e. we get a complex Hadamard
matrix numerically if R is very close to the zero matrix), [47].
Example 1.2.13. For the real Hadamard matrix H4 = F2⊗F2 we have d(H4) = 3. In
contrast, Example 1.2.1 describes a one-parameter family only. Later we shall see that
this cannot be improved (see Proposition 2.1.3), and hence the defect can be strictly
larger than the dimension of any smooth manifold, stemming from H4.
The defect of the Fourier matrices is known explicitly, and is given by the following
Proposition 1.2.14 (Słomczyński’s formula, [139]). Let n = pα11 p
α2
2 · · · pαrr ≥ 2 be
a natural number with the factorization into distinct prime numbers pi, i = 1, . . . , r.
Then
d(Fn) = n
r∏
i=1
(
1 + αi − αi
pi
− 2
)
+ 1. (1.3)
While Theorem 1.2.4 provides access to parametric families of complex Hadamard
matrices, it does not reveal how to introduce parameters into a given matrix. This
question was investigated for the Fourier matrices in [139], where an explicit construc-
tion was given to introduce pk−1 (k(p− 1)− p) + 1 affine parameters into Fpk thus
demonstrating that the absolute upper bound in (1.3) is sharp.
In what follows we describe various parametrization schemes.
There is a fairly general method, called “linear variation of phases” [138] allowing
one to find affine parametric families stemming from complex Hadamard matrices with
certain additional symmetries; however the method becomes computationally expensive
for higher order matrices, or for those lacking the required symmetries. Nevertheless
the maximal affine families, stemming from the Fourier matrices has been obtained this
way [139], and the method can also be used to introduce additional degree of freedom
into existing parametric families [102].
We investigated real Hadamard matrices in [135], where the following simple way
to introduce free parameters into complex Hadamard matrices of even orders n ≥ 4
was mentioned.
Lemma 1.2.15. Let H be a dephased complex Hadamard matrix of even order n ≥ 4
and suppose that there exists a pair of rows in H, say u and v, such that for every
i = 1, 2, . . . , n u2i = v
2
i . Then for all such i for which ui + vi = 0 replace ui with αui
and vi with αvi where α is a unimodular complex number to obtain a one-parameter
family of complex Hadamard matrices H(α).
Proof. Indeed, H(α) is unimodular and it is easy to see that the assumptions guarantee
that the columns of it are pairwise orthogonal. Note that one might need to dephase
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the matrix in order to obtain an affine family, but this operation does not remove the
parameters from it as n ≥ 4.
Let us denote by 〈., .〉 the standard inner product in Cn with the usual convention
that it is linear in the first, and conjugate-linear in the second variable. Additionally,
let us denote by 1n the all-1 vector of length n. The following is a more robust method
obtaining parametric families.
Theorem 1.2.16 (see [92]). Let H be a dephased complex Hadamard matrix with the
following block structure
H =

1 1 1 1p 1q
1 a b x y
1 b a x −y
(1r)T zT zT A B
(1s)T wT −wT C D

,
where a and b are arbitrary unimodular numbers. Then, after replacing the vectors
y with αy and w with αw we obtain a one-parameter family of complex Hadamard
matrices H(α). If, in addition, b = a then we can replace w one more time with αβw
to obtain a two-parameter family of complex Hadamard matrices H(α, β).
Proof. We need to show that the rows of H(α, β) are pairwise orthogonal. It is imme-
diate that
〈y, 1q〉 = 0,
and hence the first three rows of H(α, β) are pairwise orthogonal. Similarly, it is easily
seen that the rest of the rows (beyond the first three) are pairwise orthogonal within
themselves. Additionally, the first row is trivially orthogonal to all further rows, as
wi cancels out from the orthogonality equations for i = 1, . . . , s. Therefore it remains
to be seen that the second and third rows of H(α, β) are orthogonal to all additional
one. We show first that they are orthogonal to rows which are type [1, zi, zi, Ai, Bi],
i = 1, . . . , r. In the original matrix H (i.e. prior to parametrizing) we have
1 + zi(a+ b) + 〈Ai, x〉+ 〈Bi, y〉 = 0, (1.4)
1 + zi(a+ b) + 〈Ai, x〉 − 〈Bi, y〉 = 0, (1.5)
and hence 〈Bi, y〉 = 0 for every i = 1, . . . , r. It follows that after parametrization
equations (1.4)-(1.5) remain valid. We proceed by proving that rows which are type
[1, wi,−wi, Ci, Di], i = 1, . . . , s, after parametrization, are orthogonal to the second
and third row of H(α, β). Again, in the original matrix H we have
1 + wia− wib+ 〈Ci, x〉+ 〈Di, y〉 = 0, (1.6)
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1− wia+ wib+ 〈Ci, x〉 − 〈Di, y〉 = 0, (1.7)
and hence 〈Ci, x〉 = −1 for every i = 1, . . . , s. It follows, that (1.6)-(1.7) are valid,
provided that
wia− wib+ 〈Di, y〉 = 0, (1.8)
and therefore (1.6)-(1.7) remains true, after parametrization. If, in addition, b = a,
then 〈Di, y〉 = 0 for every i = 1, . . . , s and hence (1.8) holds, independently of the
scalar factor in w.
Remark 1.2.17. If a and b are as in Theorem 1.2.16, then it is easy to see that the
expression 2<[ab] is an integral number and therefore b ∈ ±a · {1, ω, ω2, i}. It follows
that the parametrizing scheme described is “natural” for complex Hadamard matrices
with fourth and sixth roots of unity. 
Remark 1.2.18. Theorem 1.2.16 describes a local property of the complex Hadamard
matrix H. Its conditions can be fairly easily checked, even by hand, and the method
can be implemented as a computer program to construct infinite families automatically.
This has been done in [92], where complex Hadamard matrices, composed of fourth
roots of unity were investigated. 
Nicoară in a series of papers [107], [108] considered commuting squares of matrix
algebras [115], and using operator theory obtained two interesting parametrization
schemes. His results also offered a conceptual proof of the existence of certain sporadic
examples of parametric families of complex Hadamard matrices. Before turning to his
results let us introduce some notations first. We denote by CIn and Dn the algebra
of the scalar and diagonal matrices, respectively. Further we write exp(A) for the
matrix exponential of A. Note that this is different from the entrywise exponential
function EXP(.) we used earlier. Additionally, the symbol \ denotes the set-theoretical
exclusion, while [A,B] := AB−BA denotes the commutator of the matrices A and B.
Theorem 1.2.19 (Nicoară, [107]). Let H be a complex Hadamard matrix of order
n, and assume that A ∈ Dn \ CIn, B ∈ H∗DnH \ CIn are self-adjoint, commuting
matrices (i.e. [A,B] = AB − BA = 0). Then, for any t ∈ R, U(t) = exp(itAB)
is a one-parameter family of unitary matrices, such that K(1)n (t) = HU(t) is a one-
parameter family of complex Hadamard matrices.
Example 1.2.20. Let H = F2 ⊗ F2, A = Diag(0, 0, 1, 1), B = H∗AH/4. Then A and
B are self-adjoint, commuting matrices. Therefore the conditions of Theorem 1.2.19
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are met, and as a result
U(t) =

1 0 0 0
0 1 0 0
0 0 1+e
it
2
1−eit
2
0 0 1−e
it
2
1+eit
2
 , such that K(1)4 (t) = HU(t) =

1 1 1 1
1 1 −1 −1
1 −1 eit −eit
1 −1 −eit eit

is a one-parameter family of complex Hadamard matrices.
Theorem 1.2.21 (Nicoară, [107]). Let H be a complex Hadamard matrix of order n,
and assume that A1, A2 ∈ Dn \CIn, B1, B2 ∈ H∗DnH \CIn are orthogonal projections
such that [A1, B1] = [A2, B2]. Then, for any a ∈ T, U(a) = In + (a − 1)A1B1 + (a −
1)A2B2 is a one-parameter family of unitary matrices, such that K
(1)
n (a) = HU∗(a) is
a one-parameter family of complex Hadamard matrices.
Example 1.2.22. Let H = F2 ⊗ F2 ⊗ F2, A1 = Diag(0, 0, 1, 0, 1, 0, 0, 0), while A2 =
Diag(0, 0, 0, 1, 0, 1, 0, 0), B1 = H∗A1H/8, B2 = H∗A2H/8. It is clear that the matrices
A1, A2, B1, B2 are self-adjoint projections, moreover A1A2 = B1B2 = 0, [A1, B1] =
[A2, B2], and hence the conditions of Theorem 1.2.21 are met resulting in the one-
parameter family of complex Hadamard matrices:
K
(1)
8 (a) =

1 1 1 1 1 1 1 1
1 −1 1 −1 1 −1 1 −1
1 1 a 1 −a −1 −1 −1
1 −1 1 −a −1 a −1 1
1 1 −a −1 a 1 −1 −1
1 −1 −1 a 1 −a −1 1
1 1 −1 −1 −1 −1 1 1
1 −1 −1 1 −1 1 1 −1

.
Now we discuss some of the consequences of these results. From Lemma 1.2.15 it
follows that every real Hadamard matrix of order n ≥ 4 admits an n/2− 1-parameter
affine orbit. Actually, we have shown a little more in [135]:
Proposition 1.2.23 (see [135]). Every real Hadamard matrix of order n ≥ 12 admits
an n/2 + 1-parameter affine orbit.
However, if there are real Hadamard matrices of orders n1 and n2, then one can do
way better in orders n1n2 via Diţă’s construction, improving the coefficient from 1/2
to 1 as follows:
Corollary 1.2.24. Let H and K be real Hadamard matrices of order n1 and n2. Then
there is a family of complex Hadamard matrices of order n1n2, with (n1 − 1)(n2 − 1)
affine parameters, stemming from a real Diţă-type Hadamard matrix.
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In light of this, it is natural to pose the following
Problem 1.2.25. Improve on Proposition 1.2.23.
Remark 1.2.26. The parametrization highlighted in Proposition 1.2.23 (essentially) in-
troduces parameters into distinct pairs of rows of a real Hadamard matrix via Lemma
1.2.15. If one could introduce parameters into the rows and columns of the matrix si-
multaneously, then one might reach the desired improvement and obtain similar results
as described in Corollary 1.2.24. 
Finally, it is natural to ask if real Hadamard matrices can be obtained from para-
metric families of complex Hadamard matrices. For example, one might wonder if
a real Hadamard matrix of order 668 can be obtained from the Fourier matrix F668,
which is parametrized via Diţă’s construction. Unfortunately, real Hadamard matrices
of order 4p are not of Diţă-type and therefore they cannot be obtained this way [135].
It is, however, unclear whether some clever parametrization scheme would yield such
a matrix. We explicitly ask the following “baby case” of this
Problem 1.2.27. Investigate if the Fourier matrix F12 can be parametrized in a way
such that its orbit contains the real Hadamard matrix H12.
A positive, constructive resolution of Problem 1.2.27 might lead to the construction
of new, previously intractable real Hadamard matrices of higher orders.
It would be nice to connect Theorem 1.2.16 to Theorems 1.2.19 and 1.2.21 and
check if it is meaningful in the more general operator algebraic context. We have the
following
Problem 1.2.28. Investigate if Lemma 1.2.15 and Theorem 1.2.16 can be reformulated
in an operator algebraic fashion similarly to Theorems 1.2.19 and 1.2.21.
There are complex Hadamard matrices which cannot be parametrized at all. The
relevant concept is what follows.
Definition 1.2.29 (Tadej–Życzkowski, [139]). A complex Hadamard matrixH of order
n is isolated, if around a small neighborhood of H all complex Hadamard matrices K
are equivalent to it.
One might wonder why we allow other (yet equivalent) Hadamard matrices to exist
around a neighborhood of H. The reason is quite simple: every complex Hadamard
matrix can be transformed continuously to some other via multiplication by unitary
diagonal matrices, which however is uninteresting as it never leads to new, inequivalent
matrices (see Example 1.2.2). It turns out, that the defect provides a useful criterion
detecting isolated matrices. In particular, from Proposition 1.2.12 it follows that no
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smooth families can be obtained from a matrix whose defect is zero. This, however
does not say anything about the existence of non-smooth families (e.g. a sequence of
inequivalent matrices converging to H). The following stronger result excludes this
possibility.
Proposition 1.2.30 (Tadej–Życzkowski, [139]). Suppose that the defect of a complex
Hadamard matrix H of order n is zero. Then H is isolated amongst all n× n complex
Hadamard matrices.
Nicoară found an equivalent criterion (see [139]) what he calls the “span condition”
[107]. Here we recall his result in a form relevant to us. We denote by [A,B] the linear
span of the commutator of the matrix algebras A,B ⊂Mn(C), namely
[A,B] = span{AB −BA : A ∈ A, B ∈ B}.
Proposition 1.2.31 (Span condition, [107]). If H is a complex Hadamard matrix of
order n such that the dimension of the vector space [Dn, H∗DnH] is n2 − 2n + 1 then
H is isolated among all complex Hadamard matrices of order n (up to equivalence).
It is easy to see that the matrices F1 and F2 satisfy the span condition (or equiva-
lently, their defect is 0), thus from Proposition 1.2.23 it follows immediately that
Corollary 1.2.32. A real Hadamard matrix is isolated if and only if it is equivalent
to F1 or F2.
For results pertaining the defect of unitary matrices see e.g. [74], [136], [139].
1.3 Equivalence of complex Hadamard matrices
The existence of parametric families of complex Hadamard matrices in a given order n
implies the existence of infinitely many inequivalent matrices [34]. This can be readily
seen through the following invariant, introduced by Haagerup [60]:
Definition 1.3.1. The Haagerup-set of a complex Hadamard matrix H of order n is
the set
Λ(H) :=
{
hijhklhilhkj : i, j, k, l = 1, . . . , n
}
.
The following is immediate.
Lemma 1.3.2. The Haagerup-set is invariant under the usual equivalence.
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Remark 1.3.3. Informally speaking, if two Hadamard matrices H and K have “essen-
tially different” set of entries, they cannot be equivalent. In particular, it follows from
the Haagerup invariant that for any complex Hadamard matrix H there is only a finite
number of dephased complex Hadamard matrices K being equivalent to it. Indeed,
any entry of K must be an element of Λ(H). 
We illustrate an application of this this invariant in the following
Lemma 1.3.4. The matrices F2 ⊗ F2 and F4 are inequivalent (cf. Example 1.1.11).
Proof. Indeed, as Λ(F2⊗F2) = {±1}, and in particular, it does not contain the fourth
root of unity i, whereas Λ(F4) = {±1,±i}.
However, it is known that there are 5 inequivalent real Hadamard matrices of order
16 [62], all of which sharing the same Haagerup set, therefore they cannot be distin-
guished by this concept. There are a number of invariants introduced to detect the
inequivalence of real Hadamard matrices, including the 4-profile [29] or the Smith Nor-
mal Form [104], however they cannot be translated directly to the complex case due
to fundamental or practical reasons. We have introduced a new invariant in [132] to
improve on this situation.
Definition 1.3.5 (see [132]). The fingerprint of a complex Hadamard matrix H of
order n is the following ordered set
Φ(H) := {{(vi(d),mi(d)) : i ∈ I(d)}d : d = 2, . . . , bn/2c} ,
where for every 2 ≤ d ≤ bn/2c I(d) is an index set, and vi(d) andmi(d) are the possible
values of the moduli of the d× d minors and its multiplicities, respectively.
We give here a quick
Example 1.3.6. The fingerprint of the 8×8 real Hadamard matrix H := F2⊗F2⊗F2
reads
Φ(H) = {{(0, 336), (2, 448)}2, {(0, 1344), (4, 1792)}3, {(0, 1428), (8, 3136), (16, 336)}4},
meaning that there are 336 2× 2 minors of value 0 and 448 minors of absolute value 2
in H, etc.
We remark here that the distribution of the absolute values of the minors of size
greater than bn/2c are not considered in the fingerprint because in unitary matrices
any minor and its cofactor share the same absolute value [132]. This harmless obser-
vation lead to a surprising disproval of a natural conjecture of Koukovinos et al. on the
distribution of minors of real Hadamard matrices [83].
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Compared to the Haagerup-set which considers 2× 2 submatrices only, the finger-
print aims to capture some of the global properties of a complex Hadamard matrix.
One of the limitations of the fingerprint is its computational complexity, however in
practice one is free to use some subset of Φ, say the distribution of minors up to order
3 or just the number of 4 × 4 vanishing minors, etc., providing limited but hopefully
enough information already. Another weak point of the concept is that it cannot dis-
tinguish a matrix from its transpose, conjugate or adjoint. Separating a matrix from its
transpose, however, tends to be more important in the real case where the underlying
design is studied. We point out a natural way to distinguish a complex Hadamard
matrix from its transpose in the following
Definition 1.3.7. The rectangular rank profile of a complex Hadamard matrix H is
the following ordered set
R(H) = {{(ri(j, k),mi(j, k)) : i ∈ I(j, k)}j×k : 2 ≤ j, k ≤ n− 2}},
where for every 2 ≤ j, k ≤ n − 2 I(j, k) is an index set, and ri(j, k) and mi(j, k) are
the possible values of the rank of the j × k submatrices of the matrix H and their
multiplicities, respectively.
Lemma 1.3.8. The rectangular rank profile is invariant, up to equivalence.
Proof. The rank of a rectangular matrix can be calculated by considering the size
of its largest nonsingular minor, which however is preserved during the equivalence
operations.
Example 1.3.9. The rectangular rank profile of the matrices F2 ⊗ F2 and F4 (see
Example 1.1.11) read:
R(F2 ⊗ F2) = {{(1, 12), (2, 24)}2×2}, and R(F4) = {{(1, 4), (2, 32)}2×2},
respectively, meaning that in the matrix F2⊗F2 the number of 2× 2 submatrices with
rank 1 and 2 are 12 and 24, respectively, while in F4 the number of 2× 2 submatrices
with rank 1 is 4 only.
We tend to believe that in a “typical” complex Hadamard matrix there are no
vanishing minors at all, and as a result their rectangular rank profile is trivial. Never-
theless, when we consider highly structured matrices, such as real Hadamard matrices,
it can be a valuable asset at our disposal. We shall see further applications of these
invariants in the subsequent sections.
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1.4 Butson-type complex Hadamard matrices
This section is dedicated to investigate the existence and structure of the following
concept.
Definition 1.4.1. We say that a complex Hadamard matrix H of order n is of Butson-
type, if H is composed from some qth roots of unity. We denote this class of matrices
by BH(n, q).
We advise the reader that the notation varies from author to author, some of them
permuting the argument toBH(q, n), or dropping the letterB resulting in the notations
H(n, q) and H(q, n), respectively.
We primarily focus on BH(n, 4) and BH(n, 6) matrices in this section, as the cases
q = 4 and q = 6 are the two simplest generalization of the real Hadamard matrices,
i.e. when q = 2, namely they correspond to the prime-power and composite case,
respectively. Clearly, Lemma 1.1.7 applies to BH(n, q) matrices as well, resulting in
the following concept.
Definition 1.4.2. We say that a k-term sum x1 + x2 + . . .+ xk is a vanishing sum of
order k if its value is 0.
Now in order to find a pair of orthogonal rows of a BH(n, q) matrix one needs to
exhibit a vanishing sum of order n, composed from qth root of unity. It is natural
to ask when this is possible. The following resolution of this problem is a necessary
condition on the existence of BH(n, q) matrices
Theorem 1.4.3 (Lam–Leung, [91]). For every q = pα11 p
α2
2 · · · pαrr there is a vanishing
sum of order n, composed from qth roots of unity if and only if n is a natural linear
combination of the numbers pi, i.e. n ∈ Np1 + Np2 + . . .+ Npr.
For a more general treatment of this question see [30].
Theorem 1.4.3 above, however, does not say anything about the existence of orthog-
onal triplets of rows in complex Hadamard matrices. For example, for numbers n ≡ 2
(mod 4) one easily constructs a vanishing sum of order n composed from the numbers
±1, however, it follows from (the ideas behind) Lemma 1.1.14 that it is impossible to
exhibit orthogonal triplets of real rows in this case.
Let us denote by
(
p
q
)
the Legendre symbol. We collect some well-known necessary
conditions and the subsequent nonexistence results in the following
Theorem 1.4.4 (see [21], [146]). For a BH(n, q) matrix the following hold.
1. If p is prime and there is a BH(n, pa), then n = pt for some positive integer t.
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2. If p is prime, there exists a BH(2jpk, p) for all 0 ≤ j ≤ k.
3. Suppose p ≡ 3 (mod 4) is prime, n = pbr2s is odd, s is square-free with (s, p) = 1,
and there exists a prime q|s with quadratic character value
(
q
p
)
= −1. Then there
is no BH(n, pa) and no BH(n, 2pa).
Butson’s basic construction yields a BH(2p, p) matrix for prime p; it is known that
there are BH(12, 3) [93] and BH(28, 7) matrices [105]. It is natural to ask the following
Problem 1.4.5. Decide for which primes p are there BH(4p, p) matrices.
Setting p = 3, n = q = s = 5 in Part 3 above we arrive to the following
Corollary 1.4.6. There is no BH(5, 6) matrix.
Observe that we cannot apply Theorem 1.4.3 directly, as n = 2 + 3, and indeed, it
is easy to exhibit a pair of orthogonal rows from sixth roots of unity. We shall recall a
direct argument for Corollary 1.4.6, but first let us see the following
Lemma 1.4.7. For a complex Hadamard matrix H of order n we have | det(H)| = nn/2.
Proof. Indeed, as the determinant is multiplicative, we have
nn = det(nIn) = det(HH
∗) = | det(H)|2.
It is easy to see that complex Hadamard matrices have the largest determinant
amongst all matrices whose entries are at most 1 in absolute value [1].
The following is attributed to de Launey (see [67]).
Proof of Corollary 1.4.6. We use Lemma 1.4.7 and try to reach a contradiction. Sup-
pose to the contrary, that there is a BH(5, 6) matrix H. Then observe that its deter-
minant is a sum of sixth roots of unity and hence there are integral numbers A and B,
such that det(H) = A+Bω. Therefore we find that
55 = | det(H)|2 = |A+Bω|2 = A2 +B2 + AB(ω + ω2) = A2 +B2 − AB,
the right hand side, however, cannot be 2 modulo 3, a contradiction.
For a class of BH(n, q) matrices some further non-existence results shall be obtained
in Section 3.2. Finally we emphasize that BH(n, q) matrices can be quickly recognized.
Lemma 1.4.8. Suppose that a complex Hadamard matrix H is equivalent to a BH(n, q)
matrix. Then the dephased form of H must be composed of purely complex qth roots of
unity.
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Proof. Indeed, if the dephased form of H would contain an entry which is not a root of
unity, then the Haagerup invariant set would contain this entry as well. However, the
Haagerup set of BH(n, q) matrices can contain some subset of the qth roots of unity
only.
It follows that checking the number of inequivalent BH(n, q) matrices in dephased
parametric families is a finite process. We shall repeatedly use this fact in the next
subsection.
Definition 1.4.9. The automorphism group of a BH(n, q) matrix H is the group of
pairs of monomial matrices (P,Q), such that H = PHQ; a monomial matrix is an
n × n matrix having a single nonzero entry in each row and column, these nonzero
entries being complex qth roots of unity.
Note that the automorphism group depends on the choice of q, i.e. on the ambient
space in which the BH(n, q) matrix is considered.
1.4.1 A course on BH(n, 4) matrices
BH(n, 4) matrices are probably the most natural examples of complex Hadamard ma-
trices. In fact, in various earlier literature the term “complex Hadamard matrix” was
used to refer to them exclusively, and the term “unit Hadamard” was proposed for the
more general objects we are concerned with [34]. There are a vast number of papers
available on BH(n, 4) matrices both in the mathematics and in the engineering litera-
ture, as they have many industrial applications, most notably in communications and
coding theory [63] through complex Golay sequences [37]. For further applications we
refer the reader to the manuals [1] and [67].
In this brief section we investigate BH(n, 4) matrices of small orders, and give a
full classification of them up to order 8. We believe that this result is already known,
but we were unable to find any relevant reference in this respect. Nevertheless, the
presentation of these matrices in terms of infinite, affine families is indeed new, which
is our contribution to this section.
The following is immediate from Theorem 1.4.3.
Lemma 1.4.10. If a BH(n, 4) matrix exists then n = 1 or n is even.
Similarly to the real case, it seems that this trivial restriction is the only one, as we
have the following long-standing
Conjecture 1.4.11 (Seberry, cf. [27]). For every even n there is a BH(n, 4) matrix.
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It turns out that Conjecture 1.4.11 implies the Hadamard conjecture thus the ex-
istence of BH(n, 4) matrices is deeply entwined with the existence of real Hadamard
matrices (see [67]). We have the following folklore
Lemma 1.4.12. If a BH(n, 4) matrix exists then so does a BH(2n, 2), that is a real
Hadamard matrix of twice the size.
Proof. We can lift the starting point BH(n, 4) matrix via the function ϕB(.) which
assigns to the entries ±1 and ±i the 2× 2 real Hadamard matrices
ϕB(±1) = ±
[
1 1
1 −1
]
, ϕB(±i) = ±
[
−1 1
1 1
]
,
where the ± signs on the left and right hand side of the maps agree.
Example 1.4.13. We can lift the BH(2, 4) matrix Diag(1, i)F2Diag(1, i) as follows:
[
1 i
i 1
]
;

1 1 −1 1
1 −1 1 1
−1 1 1 1
1 1 1 −1
 .
Let us stop for a moment and observe that both matrices featuring in the example
above are equivalent to a circulant one. It is natural then to try to obtain circulant
BH(n, 4) and BH(n, 2) matrices. However, we have the following discouraging
Conjecture 1.4.14 (Ryser, [118]). There is no circulant real Hadamard matrix for
n > 4.
The fact that Conjecture 1.4.14 is still open shows how little understanding we have
about real Hadamard matrices. For the BH(n, 4) case we recall from [4] the following
Example 1.4.15 (Arasu et al. [4]). The circulant matrices, induced by the first rows
(1, i); (1,−i, 1, i); (1, 1, i, 1, 1,−1, i,−1); (1, 1, i,−i, i, 1, 1, i,−1, 1,−i,−i,−i, 1,−1, i)
are BH(n, 4) matrices for order n = 2, 4, 8 and 16, respectively.
Conjecture 1.4.16. There is no circulant BH(n, 4) matrix for n > 16.
The following is a strong evidence, supporting the truth of Conjecture 1.4.16:
Theorem 1.4.17 (Arasu et al. [4], cf. [121]). Let P be any finite set of primes. Then
there are only finitely many circulant BH(n, 4) matrices of order n, where all prime
divisors of n are in P .
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So it seems that “nice” circulant complex Hadamard matrices are rare. This is not
quite the case if one allows higher roots of unity or not necessarily root of unity entries
to appear in the matrix. We will return to circulant matrices in Section 3.3.
It turns out, however, that BH(n, 4) matrices with circulant core exist for infinitely
many orders n. The following is the complex counterpart of Theorem 1.1.17.
Theorem 1.4.18 (see e.g. [67]). Let p be a prime number, p ≡ 1 (mod 4), and consider
a vector x such that x0 = 0 and xi = 1 if i is a quadratic residue in Z∗p, otherwise
xi = −1. Let us define the Paley matrix P := Circ(x). Then, the matrix C := iP − I,
bordered by a row and column of numbers 1 is a BH(p+ 1, 4) matrix.
Now we turn to the parametrization of BH(n, 4) matrices, and investigate whether
we have an analogue, more-or-less trivial way to introduce affine parameters into them
similarly to the real case (see Lemma 1.2.15) for large enough n. It is immediate, that
Lemma 1.2.15 applies as long as a BH(n, 4) matrix features two purely real rows or
columns. Not every BH(n, 4) matrix has this type of structure though, as Theorem
1.4.18 clearly shows; nevertheless members of that particular class can be parametrized,
as was shown in our Master’s thesis [133]. The following easily comes from Theorem
1.2.16.
Corollary 1.4.19. Suppose that H is a dephased BH(n, 4) matrix such that its core
has main diagonal −1 and all other entries are ±i. Then H admits an at least one-
parameter affine orbit.
The reader might wish to jump ahead to Example 2.2.2 to see the one-parameter
matrix D(1)6 (c) as an illustration. So far we have accounted all BH(n, 4) matrices up
to order 6. Indeed, it is rather easy to see that they are equivalent to F1, F2, either
F2 ⊗ F2 or F4, and D(1)6 (1), respectively. The following is a short summary.
Lemma 1.4.20. The number of inequivalent BH(n, 4) matrices reads 1, 1, 2, 1 for n =
1, 2, 4, 6. The matrices of orders 1 and 2 are isolated, whereas the matrices of orders
4 and 6 are part of an infinite, one-parameter affine family of complex Hadamard
matrices.
To further investigate the parametrizing capabilities of BH(n, 4) matrices, we have
fully classified BH(8, 4) matrices. The results are quoted from [134] as follows.
Theorem 1.4.21 (see [134]). There are 15 BH(8, 4) matrices, up to equivalence. All
these matrices are members of 3, partially overlapping family of complex Hadamard
matrices. All these matrices can be distinguished by the number of 4 × 4 vanishing
minors they contain up to transposition, conjugation and adjoint.
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Proof. The proof is a straightforward exhaustive computer search.
We remark here that the proof is “straightforward” because the size of the problem
is rather moderate. However, as the parameters n and q are increased, the classifi-
cation problem of BH(n, q) matrices becomes computationally challenging. For some
advanced techniques we refer the reader to [78] and [93].
It seems that all major features are shared by the matrices H, H∗, H and HT ,
therefore we have introduced the following
Definition 1.4.22 (see [92]). The complex Hadamard matrices H and K are called
ACT-equivalent, if H is equivalent to at least one of K, K∗, K or KT .
The acronym ACT stands for adjoint, conjugation and transpose in alphabetical
order. To utilize this concept, we state the following
Proposition 1.4.23. There are 10 BH(8, 4) matrices, up to ACT-equivalence. All
these matrices can be distinguished by the number of 4×4 vanishing minors they contain.
In what follows we describe the three parametric families mentioned in Theorem
1.4.21. Our first example is essentially the Fourier family F (5)8 , reported first in [138].
F
(5)
8 (a, b, c, d, e) =

1 1 1 1 1 1 1 1
1 a b c −1 −a −b −c
1 d −1 −d 1 d −1 −d
1 e −b −ace −1 −e b ace
1 −1 1 −1 1 −1 1 −1
1 −a b −c −1 a −b c
1 −d −1 d 1 −d −1 d
1 −e −b ace −1 e b −ace

.
As F (5)8 (a, b, c, d, e) features two rows and columns with entries±1 it is an infinite family
of jacket matrices (see [98]). Note that F (5)8 (aτ, bτ 2, cτ 3, dτ 2, eτ 3) where τ = e2pii/8 is an
eighth root of unity coincides with the matrix listed in [138], and hence is of Diţă-type.
The matrix corresponding to F (5)8 (−1/t2, i,−i/t2,−i,−i/t2) is equivalent to an infinite
family of circulant matrices (see Theorem 3.3.4), containing in particular Horadam’s
matrix K4(i) (see [67, p. 88]).
After evaluating the matrix F (5)8 (a, b, c, d, e) at the 45 = 1024 possible quintuples
(see Lemma 1.4.8), we obtain the following
Proposition 1.4.24. The family F (5)8 (a, b, c, d, e) contains 8 inequivalent BH(8, 4)
matrices: the symmetric matrices F (5)8 (1, 1, 1, 1, 1), F
(5)
8 (1, i, i, i, i), F
(5)
8 (i, 1, i, 1, i) and
F
(5)
8 (1, 1, i, 1, i); and further the matrices F
(5)
8 (1, 1, 1, 1, i), F
(5)
8 (1, 1, i, i, i), and their
transpose.
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In [102] another family of 8 × 8 complex Hadamard matrices were obtained from
translational tiles in abelian groups (see Section 1.4.3):
S
(4)
8 (a, b, c, d) =

1 1 1 1 1 1 1 1
1 d −d −d −1 cd −cd d
1 ad bd −bd 1 −1 −1 −ad
1 a −b b −1 −cd cd −a
1 −1 −bd bd 1 c −c −1
1 −d b −b −1 d d −d
1 −ad −1 −1 1 −c c ad
1 −a d d −1 −d −d a

. (1.9)
It was shown that the matrix S(4)8 (i, i, i, 1) is not of Diţă-type, and as the set of Diţă-
type matrices is closed it follows that a small neighborhood around it avoids the family
F
(5)
8 (a, b, c, d, e) completely. The matrix corresponding to S
(4)
8 (1, 1, i, i) is equivalent to
the “jacket conference matrix” J8 [98]. By evaluating the matrix S
(4)
8 (a, b, c, d) at the
fourth roots of unity we find the following
Proposition 1.4.25. The family S(4)8 (a, b, c, d) and its transpose contain 8 inequiv-
alent BH(8, 4) matrices: the real Hadamard matrix S(4)8 (1, 1, 1, 1) and S
(4)
8 (1, 1, i, i),
which are equivalent to a symmetric matrix, and further the matrices S(4)8 (1, 1, 1, i),
S
(4)
8 (1, i, 1, i), S
(4)
8 (1, 1, i, 1), and their transpose.
By analyzing the fingerprint of the obtained matrices, one can see that the fol-
lowing equivalences hold: S(4)8 (1, 1, 1, 1) ∼ F (5)8 (1, 1, 1, 1, 1) and
(
S
(4)
8 (1, 1, i, 1)
)T
∼
F
(5)
8 (1, 1, 1, 1, i), and therefore a further family is required to describe all of the 15
BH(8, 4) matrices.
Remark 1.4.26. The family S(4)8 (a, b, c, d) is a maximal affine family (in the sense of
[138]) and hence it cannot be part of larger, say, five-parameter affine family of complex
Hadamard matrices. 
The following matrix was constructed from MUBs of order 4 (see Section 2.4) by
Diţă very recently in [43]:
D
(5)
8B(a, b, c, d, e) =

1 1 1 1 1 1 1 1
1 a −a d −d −a a −1
1 b bce −d d −bce −b −1
1 c −e −1 −1 e −c 1
1 −c e −1 −1 −e c 1
1 −b −bce −d d bce b −1
1 −a a d −d a −a −1
1 −1 −1 1 1 −1 −1 1

.
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We will see shortly that the family D(5)8B(a, b, c, d, e) is essentially different from the
families F (5)8 (a, b, c, d, e) and S
(4)
8 (a, b, c, d), as it accounts for most of the BH(8, 4)
matrices. We remark here that the family
(
D
(5)
8B(a, b, c, 1, c)
)T
is equivalent to the
three-parameter family P8 reported in [14]. We have the following
Proposition 1.4.27. The family D(5)8B(a, b, c, d, e) together with its transpose contain
11 inequivalent BH(8, 4) matrices, namely the real Hadamard matrix D(5)8B(1, 1, 1, 1, 1),
D
(5)
8B(1, 1, i, 1, 1) and the matrix D
(5)
8B(1, i, i, 1, i), which are all equivalent to symmetric
matrices, and further D(5)8B(1, 1, 1, 1, i), D
(5)
8B(1, 1, 1, i, i), D
(5)
8B(1, 1, i, i, 1), D
(5)
8B(1, i, i, i, i),
and their transpose.
In particular, the matrix D(5)8B(1, 1, i, i, 1) is not a member of any of the families
F
(5)
8 (a, b, c, d, e), S
(4)
8 (a, b, c, d) or
(
S
(4)
8 (a, b, c, d)
)T
.
Remark 1.4.28. It is possible to separate the matrices F (5)8 (1, 1, 1, 1, i), F
(5)
8 (1, 1, i, i, i),
S
(4)
8 (1, 1, 1, i), S
(4)
8 (1, i, 1, i) and D
(5)
8B(1, 1, i, i, 1) from their transpose by considering
their rectangular rank profile. 
The summary concerning BH(8, 4) matrices is available in Table 1.1 for which the
legend is as follows: column ACT describes if a matrix is equivalent to its adjoint,
Table 1.1: Summary of the BH(8, 4) matrices, up to ACT-equivalence
No. Family Coordinates ACT HBS Auto Defect Orbit Z4 Invariant
1 F8 (1, 1, 1, 1, 1) YYY YYY 43008 21 5 3 1428
2 F8 (1, i, i, i, i) YYY YYY 1024 9 5 2 852
3 F8 (i, 1, i, 1, i) YYY NYY 2048 13 5 2 1204
4 F8 (1, 1, 1, 1, i) NYN NYN 1536 15 5 3 948
5 F8 (1, 1, i, i, i) NYN NYN 512 7 5 2 836
6 F8 (1, 1, i, 1, i) YYY YYY 256 11 5 3 596
7 S8 (1, 1, i, i) YYY YYY 768 11 4 4 504
8 S8 (1, 1, 1, i) NYN NYN 192 5 4 3 360
9 S8 (1, i, 1, i) NYN NYN 256 9 4 3 652
10 D8B (1, 1, i, i, 1) NYN NYN 256 9 5 3 348
conjugate or transpose; column HBS indicates if a matrix is equivalent to a Hermi-
tian matrix, contains a 4 × 4 subhadamard matrix (i.e. comes from a trivial doubling
construction) or equivalent to a symmetric matrix; column “Auto” describes the order
of the automorphism group; while column “Orbit” describes the number of degree of
freedom of the family from which the matrix is obtained via the respective values of
the “Coordinates” column; the final column describes the number of 4 × 4 vanishing
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minors in a matrix. The concept of the Zq-rank (which is the subject of column Z4 in
Table 1.1) is explained in the following
Definition 1.4.29. The Zq-rank of an integral matrix L of order n if the smallest
positive integer r, such that there are integral matrices S and T of orders n × r and
r × n, respectively, such that ST ≡ L (mod q).
Definition 1.4.30. The Zq-rank of a BH(n, q) matrix H is the Zq-rank of the cor-
responding (0, . . . , q − 1)-matrix L which can be obtained from H by exchanging the
qth roots of unity e2piit/q with t in it for every t = 0, . . . , q − 1.
We shall convince the reader later in Section 1.4.3 that some BH(n, q) matrices
with small Zq-rank has some interesting applications in harmonic analysis [140].
It does not seem obvious how to calculate the Z4-rank of a matrix efficiently, as
Z4 is not a field (cf. [27] for the prime case). A modular Gaussian elimination gives
an upper bound to the Zq-rank, but it is unclear if and when this bound is sharp.
Therefore to be on the safe side we have conducted a brute-force search by utilizing
the following easy
Lemma 1.4.31. Suppose that the Z4-rank of an integral matrix L is r. Then there are
r rows of L forming an r × n matrix T for which there is an integral matrix S such
that ST ≡ L (mod 4).
Proof. By Definition 1.4.29 there are integral matrices S and T of orders n × r and
r × n such that ST ≡ L (mod 4). Our goal is to modify the decomposition S and T
by eventually showing that T , after proper modifications, consists of some of the rows
of L. First observe that one can suppose that there is a number 1 in every column
of S. Indeed: if there is no number 1 present in a column, but there is a number 3,
then one can multiply that column and the corresponding row of T by 3 to leave the
product matrix ST unchanged. If there are neither numbers 1 nor 3 in a column, then
one can change every 2 to 1 and then multiply the corresponding row of T by 2 to
leave the product matrix ST unchanged. Let us denote the ith row of S and T by αi,
i = 1, . . . , n and vi, i = 1, . . . , r, respectively.
Now consider a row of S, say αj, of which the first coordinate is 1. It follows that the
jth row of L, Lj, can be written in the form αjT ≡ Lj (mod 4), and as the coefficient
of the vector v1 is 1, one can express v1 in terms of Lj and v2, . . . , vr. Now it follows
trivially that we can use the row Lj instead of v1 in T by appropriately changing S.
In particular, the jth row of S can be set to [1, 0, . . . , 0]. Now the whole argument can
be repeated, mutatis mutandis until r rows of L are featured in T .
So it seemed that all BH(n, 4) matrices admit an affine orbit for 4 ≤ n ≤ 8, yet a
general parametrization scheme remained to be found. In order to find more examples
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of BH(n, 4) matrices the author jointly with Pekka Lampio and Patric Östergård
proved the following result in [92]:
Theorem 1.4.32 (see [92]). Every BH(n, 4) matrix for n = 10, 12 admit an affine
orbit.
This further supports the idea that all BH(n, 4) matrices can be parametrized in
some “magical” way, perhaps through Theorem 1.2.16. As it is an ongoing work we
do not give any further details regarding Theorem 1.4.32, its sole purpose is to give
contrast to the following rather surprising
Theorem 1.4.33 (see [92]). There are isolated BH(14, 4) matrices.
Example 1.4.34 (Lampio). The following is an isolated BH(14, 4) matrix:
L
(0)
14A =

1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 −1 −1 1 −i −1 −1 i −i −1 i 1
1 1 i i i −i 1 −i −1 −i −1 1 −1 −1
1 1 i −i −i −i −1 i i −1 1 i −i −1
1 1 −i 1 −1 i −1 −i 1 1 i −1 −1 −1
1 i −1 −i −1 −1 −i i 1 −i −1 1 i 1
1 i −i i 1 −1 −1 −i −i −1 −i i 1 i
1 −1 1 1 −1 i i i −1 −i −i −i 1 −1
1 −1 1 −i i −1 1 −1 −i i i i −i −i
1 −1 i −1 1 1 −1 −1 1 1 −1 −i −i i
1 −1 −1 1 i −i −1 1 −1 i 1 −i −1 1
1 −1 −i −1 −i 1 i −i i −1 i 1 i −i
1 −i −1 i 1 i 1 i 1 −1 −i −1 −1 −i
1 −i −1 −1 −i −1 1 1 −1 1 i −1 1 i

.
Proof of Theorem 1.4.33. The matrix L(0)14A, described in Example 1.4.34 above, has
defect 0 and hence the statement follows from Proposition 1.2.30.
Therefore Lemma 1.2.15 does not have a complex analogue working for all BH(n, 4)
matrices. It is natural though to ask the following
Problem 1.4.35. Identify some large class of BH(n, 4) matrices admitting an infinite,
affine orbit.
Once it is realized that there are isolated BH(n, 4) matrices one would like to
understand how common they are. Isolated matrices are unique objects which cannot
be obtained from parametric families due to their rigid structure. Therefore we pose
the following
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Problem 1.4.36. Find additional isolated BH(n, q) matrices for n ≤ 14.
A related, equally important problem besides the classification of BH(n, 4) matrices
is finding new construction methods yielding BH(n, 4) matrices in those orders where
the existence of these objects is unresolved. It seems (see [67]) that the smallest
outstanding order is n = 70; we pose this here as a relevant
Problem 1.4.37. Construct a BH(70, 4) matrix.
1.4.2 A course on BH(n, 6) matrices
In this section we briefly describe the simplest case of BH(n, q) matrices when q is
composite, i.e. when q = 6. There is a renewed interest in the existence of BH(n, 6)
matrices, in part because of the following seminal result due to Compton, Craigen and
de Launey. Recall that we have denoted by ω the principal cubic root of unity (see
Definition 1.1.2).
Theorem 1.4.38 (see [28]). Let H be a BH(n, 6) matrix with no ±1 entries. Then
ϕ(H) is a real Hadamard matrix of order 4n, where the map ϕ : Q (ω) → M4 (Q),
given by
ϕ(a+ bω + cω2) :=

2a− b− c b− c b− c b− c
c− b 2a− b− c b− c c− b
c− b c− b 2a− b− c b− c
c− b b− c c− b 2a− b− c
 ,
acts entrywise on the matrix H.
We recall the following
Definition 1.4.39 (see [28]). A BH(n, 6) matrix with no ±1 entries is called an unreal
BH(n, 6) matrix.
Example 1.4.40. The 3 × 3 unreal circulant complex Hadamard matrix, equivalent
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to F3, induces the (unique) real Hadamard matrix of order 12 as follows

ω ω2 ω2
ω2 ω ω2
ω2 ω2 ω
;

−1 1 1 1 −1 −1 −1 −1 −1 −1 −1 −1
−1 −1 1 −1 1 −1 −1 1 1 −1 −1 1
−1 −1 −1 1 1 1 −1 −1 1 1 −1 −1
−1 1 −1 −1 1 −1 1 −1 1 −1 1 −1
−1 −1 −1 −1 −1 1 1 1 −1 −1 −1 −1
1 −1 −1 1 −1 −1 1 −1 1 −1 −1 1
1 1 −1 −1 −1 −1 −1 1 1 1 −1 −1
1 −1 1 −1 −1 1 −1 −1 1 −1 1 −1
−1 −1 −1 −1 −1 −1 −1 −1 −1 1 1 1
1 −1 −1 1 1 −1 −1 1 −1 −1 1 −1
1 1 −1 −1 1 1 −1 −1 −1 −1 −1 1
1 −1 1 −1 1 −1 1 −1 −1 1 −1 −1

.
Theorem 1.4.38 establishes a strong connection between the existence of real and a
class of BH(n, 6) matrices. However, by Corollary 1.4.6 there is no BH(5, 6) matrix
and therefore it is impossible to obtain a real Hadamard matrix of order 20 with this
method. Another implication of Corollary 1.4.6 is that one does not have direct access
to BH(25, 6) matrices via the Kronecker product. In what follows we use a related
approach to construct such a matrix.
We plug some unknown, unimodular matrices X, Y and Z of order 5 into the 5× 5
Paley matrix in place of its entries {0, 1,−1} to obtain
W25 :=

X Y Z Z Y
Y X Y Z Z
Z Y X Y Z
Z Z Y X Y
Y Z Z Y X

, (1.10)
and try to solve the arising orthogonality equations. As the underlying matrix is
circulant, we have only three equations to deal with, namely
XX∗ + 2Y Y ∗ + ZZ∗ = 25I5, (1.11)
XY ∗ + Y X∗ + ZY ∗ + Y Z∗ + ZZ∗ = 0, (1.12)
XZ∗ + ZX∗ + Y Z∗ + ZY ∗ + Y Y ∗ = 0. (1.13)
It remains to find some feasible matrices X, Y and Z, composed from sixth roots of
unity. It is straightforward to attack the problem with a computer search, however, to
shrink the size of the search space considerably we impose the simplifying assumption
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that all X, Y and Z are circulant. In this way we have found the following solution to
the system of equations (1.11)-(1.13):
X =

1 −ω2 −ω2 −ω2 −ω2
−ω2 1 −ω2 −ω2 −ω2
−ω2 −ω2 1 −ω2 −ω2
−ω2 −ω2 −ω2 1 −ω2
−ω2 −ω2 −ω2 −ω2 1

, Y =

−ω −ω ω ω −ω
−ω −ω −ω ω ω
ω −ω −ω −ω ω
ω ω −ω −ω −ω
−ω ω ω −ω −ω

,
Z =

−ω ω −ω −ω ω
ω −ω ω −ω −ω
−ω ω −ω ω −ω
−ω −ω ω −ω ω
ω −ω −ω ω −ω

.
Next we describe our construction method in a more sophisticated way by using the
Kronecker product. Let P be the Paley matrix of order p and decompose it into
(0, 1)-matrices S and N such that P = S − N . The matrices S and N are circulant,
hence they commute and their first rows are the indicator vector of the squares and
nonsquares modulo p. Based on the example we have found of order 25 we expect that
H = I ⊗ (I − ω2(J − I))− ωS ⊗ (P + I) + ωN ⊗ (P − I)
is a BH(p2, 6) matrix. Note that it is unimodular, as required. Let us simplify H as
follows
H = I ⊗ I − ω2I ⊗ J + ω2I ⊗ I − ω(S −N)⊗ P − ω(S +N)⊗ I
= −ωP ⊗ P − ω(J − I)⊗ I − ω2I ⊗ J − ωI ⊗ I
= −ωP ⊗ P − ωJ ⊗ I − ω2I ⊗ J.
Now multiply H by −ω2 to obtain
K = P ⊗ P + J ⊗ I + ωI ⊗ J
and check if K is complex Hadamard. We have
KK∗ = PP T ⊗ PP T + pJ ⊗ I + ω2J ⊗ J + ωJ ⊗ J + pI ⊗ J
= (pI − J)⊗ (pI − J) + pJ ⊗ I + pI ⊗ J − J ⊗ J = p2I ⊗ I.
This construction is a joint work with Professor Robert Craigen and will be included
in a forthcoming publication in the near future. We summarize it in the following
Theorem 1.4.41. Let p be a prime number and P be the Paley-matrix of order p.
Then the matrix H = P ⊗ P + J ⊗ I + ωI ⊗ J is a BH(p2, 6) matrix.
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A construction, similar in spirit, can be found in the early literature (cf. [7], [142])
resulting in various real orthogonal matrices.
Corollary 1.4.42. For every natural numbers n and k there is a BH(n2k, 6) matrix.
Proof. Use the binary expansion of 2k and the Kronecker product of square matrices
from Theorem 1.4.41.
Now we construct some sporadic examples of bicirculant BH(n, 6) matrices.
Example 1.4.43. Let
A = ω2I + ωP,
B = ωI − ω2N − ωS,
where P = S − N is the Paley-matrix of order 11, such that S and N are the (0, 1)-
characteristic matrices of the squares and nonsquares modulo 11. Then, we find that
AA∗ = 12I − J − i
√
3P, (1.14)
BB∗ = 10I + J + i
√
3P, (1.15)
and it follows that AA∗ +BB∗ = 22I. In particular the bicirculant matrix
W22 :=
[
A B
B∗ −A∗
]
is an unreal BH(22, 6) matrix.
Remark 1.4.44. It is intriguing that the blocks A and B have already a nice structure
as described by (1.14)-(1.15) and one begins to wonder if a similar construction might
work in higher orders as well. However, experiments show that a similar phenomenon,
where the product matrices AA∗ and BB∗ are already a linear combination of I, J and
P only occurs in dimension 7 and 11. 
In the next two examples we utilize quartic residues.
Example 1.4.45. Let J = I+Q+S+N , where Q,S and N are the (0, 1)-characteristic
matrices of the quartic residues; quadratic, but not quartic residues; and the quadratic
nonresidues modulo 17, respectively. Then set
A = I +Q− ω2S + ωN,
B = I −Q− ωS − ω2N.
One readily checks (by computer, if one wishes) that AA∗+BB∗ = 34I. Therefore the
bicirculant matrix
W34 :=
[
A B
B∗ −A∗
]
is a BH(34, 6) matrix.
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Similarly, one has
Example 1.4.46. Consider the generator g = 2 of Z∗29 and let J = I + Q + S +
N1 +N2, where Q,S, and N1 +N2 = N are the (0, 1)-characteristic matrices of quartic
residues; quadratic, but not quartic residues; and the quadratic nonresidues modulo
29, respectively. Additionally, let the first row of N1 be the characteristic vector of
those elements x ∈ Z∗29 such that x = g4i+1 for some i. Then set
A = ωI + ωQ+ ω2S + ω2N1 − ω2N2,
B = ω2I − ωQ+ ωS − ωN1 + ωN2.
One readily checks (by computer, if one wishes) that AA∗+BB∗ = 58I. Therefore the
bicirculant matrix
W58 :=
[
A B
B∗ −A∗
]
is an unreal BH(58, 6) matrix.
Table 1.2 summarizes the existence of BH(n, 6) matrices of small even orders (con-
sult Table 3.1 for odd orders). These ad-hoc constructions of bicirculant BH(n, 6)
Table 1.2: Existence of BH(n, 6) matrices for n ≤ 62, n ≡ 2 (mod 4)
n Existence Remark n Existence Remark
2 F2 34 W34 Example 1.4.45
6 S6 Example 2.2.1 38 F2 ⊗W19 Example 3.2.10
10 W ′ See [28] 42 F2 ⊗ F3 ⊗ P7 Example 3.2.2
14 F2 ⊗ P7 Example 3.2.2 46 ? 46 = 2 · 23
18 F2 ⊗ F3 ⊗ F3 50 F2 ⊗W25 Theorem 1.4.41
22 W22 Example 1.4.43 54 F2 ⊗ F3 ⊗ F3 ⊗ F3
26 F2 ⊗X13 See [28] 58 W58 Example 1.4.46
30 F3 ⊗W ′ See [28] 62 ? 62 = 2 · 31
matrices support a conjecture we formulated in our Master’s thesis (see [133, p. 74]):
Conjecture 1.4.47. For every prime p there is a BH(2p, 6) matrix.
We shall revisit Butson-type complex Hadamard matrices once again in Section 3.2.
1.4.3 An application of Butson matrices: Tiles and spectral
sets
A rather surprising application of complex Hadamard matrices has been found recently
by Tao [140]. To understand his achievement we need to introduce the concept of
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translational tiling and spectral sets. We remark that everything what is stated here has
far reaching generalizations in harmonic analysis, and there are analogous statements
available in locally compact abelian groups, but highlighting those connections are
beyond the scope of this thesis. Instead, we recall only the most elementary concepts
relevant to us, and to the theory of BH(n, q) matrices. We refer the interested reader
to the survey article [86] and to the recent literature, including the papers [50], [69]
and [94].
Definition 1.4.48. We say that a subset T of Zdq tiles Zdq by translation when there
exists a subset Λ ⊂ Zdq such that every g ∈ Zdq has a unique representation
g = t+ λ, t ∈ T, λ ∈ Λ. (1.16)
The sets T and Λ are called tiling complements of each other.
Example 1.4.49. Let q = 3, d = 2, and T = {(0, 0), (1, 1), (2, 1)} ⊂ Z23. Then T tiles
Z23 with the tiling complement Λ = {(0, 0), (0, 1), (0, 2)}.
There is an elegant characterization of the tiling property by means of harmonic
analysis, but instead of recalling it we offer the following obvious condition which is
enough for our purposes. We denote by |S| the cardinality of the set S.
Lemma 1.4.50. If T tiles Zdq by translation then |T | divides |Zdq | = qd.
Proof. Indeed, as by the tiling property (1.16) we have trivially
∣∣Zdq∣∣ = |T | · |Λ|.
To introduce spectral sets we need some notation first. Let us identify the elements
of Zdq with column vectors, each coordinate being in the range {0, 1, . . . , q − 1}. Thus,
a set S ⊂ Zdq with n elements can be identified with a d × n matrix, the columns of
which are the elements of S. We denote this matrix also by S. The dual group Ẑdq
can be identified with row vectors, whose coordinates are, again, in {0, 1, . . . , q − 1}.
Recall that we have denoted by EXP(L) the entrywise exponential of the matrix L.
Definition 1.4.51. We say that an n-element subset S ⊂ Zdq is a spectral set when
there is an n-element subset Q ⊂ Ẑdq such that the matrix
EXP
(
2pii
q
QS
)
is a complex Hadamard, i.e. a BH(n, q) matrix. We say that Q is the spectrum of S
and that the two sets form a spectral pair.
Example 1.4.52. The whole group Zq is spectral, and its spectrum is the whole dual
group Ẑq (i.e. we have n = q), giving rise to the Fourier matrix Fn = EXP
(
2pii
q
ẐqZq
)
.
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While tiling seems to be a rather intuitive, geometric concept, spectral sets are
more difficult to understand. The following connection between them, which is natural
if one sees the underlying harmonic analytic concepts, was proposed (originally in Rd)
in 1974:
Conjecture 1.4.53 (Fuglede, [54]). A subset S ⊂ Zdq is spectral, if and only if it tiles
Zdq.
It turns out that via the tiling-spectral correspondence “trivial” tiling constructions
indeed have a spectral analogue leading to families of Diţă-type complex Hadamard
matrices [102]. However, a non-standard tiling construction of Szabó [128] was used
in [102] to produce previously unknown families of complex Hadamard matrices in
dimensions 8, 12 and 16 (see the matrix S(4)8 (a, b, c, d) in (1.9)).
Several positive partial results were obtained regarding some special cases of Fu-
glede’s conjecture (see [69], [94]), before Tao exhibited a non-tiling spectral set in Z63,
which then he slightly modified to obtain a counterexample in Z53 as well.
Example 1.4.54 (Tao, [140]). Let d = 6, n = 6, q = 3, S = I6, and
Q =

0 0 0 0 0 0
0 0 1 2 2 1
0 1 0 1 2 2
0 2 1 0 1 2
0 2 2 1 0 1
0 1 2 2 1 0

.
Then the matrix EXP
(
2pii
3
QS
)
is a BH(6, 3) matrix, and hence S is spectral in Z63
with spectrum Q. However, S cannot tile Z63 by Lemma 1.4.50.
Tao’s arguments also implied that Fuglede’s conjecture fails in Rd in any dimension
higher than 5 and subsequent counterexamples were found refuting both directions for
d ≥ 3, see [49] and [84]. In fact, much of the technical difficulties arise in transferring
the counterexamples from the finite group setting to Rd. However, for the purposes of
this thesis we simply stay in the finite setting, where the complex Hadamard matrices
play their essential rôle.
We recall the following improvement over Tao’s result.
Example 1.4.55 (Kolountzakis–Matolcsi, [84]). Let d = 3, n = 6, q = 8 and
S =

0 2 4 1 5 6
0 6 3 4 2 7
0 6 7 2 4 3
 , and QT =

0 0 1 0 0 7
0 1 0 1 0 1
0 1 0 0 1 1
 , (1.17)
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where we have given QT instead of Q for typographical reasons. We have
QS ≡

0 0 0 0 0 0
0 4 2 6 6 2
0 2 4 1 5 6
0 6 3 4 2 7
0 6 7 2 4 3
0 2 6 5 1 4

(mod 8), (1.18)
and it is easy to see that EXP
(
2pii
8
QS
)
is a BH(6, 8) matrix. It follows that the set
S ⊂ Z38 is spectral, but does not tile Z38 by Lemma 1.4.50, as 6 does not divide 83.
It seemed that these small dimensional counterexamples (i.e. d = 6, 3) surfaced
because one has access to “sporadic”, small dimensional BH(n, q) matrices with small
Zq-rank for q = 3, or q = 8. Of course, by considering larger sets, and hence, larger
Butson Hadamard matrices it seems more and more difficult to control the Zq-rank,
and therefore one does not really expect to find further BH(n, q) matrices satisfying
the divisibility conditions required to the failure of Lemma 1.4.50. Rather surprisingly,
however, we have discovered an infinite sequence of counterexamples with Zq-rank 3,
which is our contribution to this section. We have the following
Theorem 1.4.56. If H is a BH(n, q) matrix with Zq-rank r, then for every integral
number m ≥ 1 there is a Diţă-type BH(mn,mq) matrix with Zmq-rank at most r.
Let us denote by C1 the matrix in which the first column is pure 1 and all other
entries are 0. Similarly, let us denote by R1 the matrix in which the first row is pure 1
and all other entries are 0. The size of the matrices shall be clear from context.
Proof. Let Q and S be n× r and r × n (0, . . . , q − 1)-matrices, respectively, such that
EXP
(
2pii
q
QS
)
= H. Then define the block matrix
L =

Q
Q+ qC1
...
Q+ (m− 1)qC1
 ·
[
mS mS +R1 . . . mS + (m− 1)R1
]
.
Hence, the (i, j)th block of L reads
(Q+ (i− 1)qC1) (mS + (j − 1)R1) ≡ mQS + (j − 1)QR1 + (i− 1)(j − 1)qJ
modulo mq. Now it is clear that the matrix K = EXP
(
2pii
mq
L
)
is exactly the Diţă-type
matrix
K = Fm ⊗
(
H, . . . ,Diag
(
Qj−11,1 , . . . , Q
j−1
n,1
)
H, . . . ,Diag
(
Qm−11,1 , . . . , Q
m−1
n,1
)
H
)
coming from Corollary 1.2.5, where Fm is the Fourier matrix of order m.
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Remark 1.4.57. Note that Theorem 1.4.56 does not describe the Kronecker product
construction. 
We offer a simple
Example 1.4.58. Let n = m = q = 2, H = F2. Then
S =
[
0 1
]
, Q =
[
0
1
]
.
We have
L =

0
1
2
3
 ·
[
0 2 1 3
]
≡

0 0 0 0
0 2 1 3
0 0 2 2
0 2 3 1
 (mod 4),
giving rise to F4 = EXP
(
2pii
4
L
)
, which is not equivalent to F2 ⊗ F2.
If one has some additional structure on the initial matrix H, one can prove a
somewhat stronger result. We state the case m = 2 relevant to us.
Corollary 1.4.59. Let q be even. Suppose that H = EXP
(
2pii
q
L
)
is a BH(n, q) matrix
with Zq-rank r such that there is a decomposition QS ≡ L (mod q) where every entry
in the first row of S is even. Then there is a BH(2n, q) matrix with Zq-rank r.
Proof. Indeed, the matrix[
Q
Q+ (q/2)C1
]
·
[
S S +R1
]
=
[
QS QS +QR1
QS + q/2C1S QS +QR1 + (q/2)C1S + q/2J
]
≡
[
QS QS +QR1
QS QS +QR1 + q/2J
]
(mod q) will do the job. Note that resulting matrix contains L as a submatrix and
therefore its Zq-rank cannot fall below r.
Corollary 1.4.60. There is a BH(12, 8) matrix with Z8-rank 3.
Proof. Observe that in the second row of the matrix QS in (1.18) all coordinates are
even, therefore it is natural to check if S in (1.17) can be replaced with some S ′ featuring
the second row of L. This is exactly the case. We have
S ′ =

0 4 2 6 6 2
0 2 4 1 5 6
0 6 3 4 2 7
 , (Q′)T =

0 1 0 0 1 1
0 0 1 0 0 7
0 0 0 1 7 0
 ,
so an application of Corollary 1.4.59 yields the result.
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Once we have established the existence of a BH(12, 8) matrix with Z8-rank 3 it
was natural to look for a matrix possessing the special structure required by Corollary
1.4.59. We found the following by investigating various Diţă-type complex Hadamard
matrices of order 12.
Example 1.4.61. The matrix EXP
(
2pii
8
QS
)
is a BH(12, 8) matrix with Z8-rank 3,
where
S =

0 2 4 2 6 6 0 2 4 2 6 6
0 4 2 6 7 3 1 5 3 7 0 4
0 5 6 1 4 2 0 5 6 1 4 2
 ,
QT =

0 0 1 1 0 1 2 2 3 3 2 3
0 1 0 3 0 0 4 5 4 7 4 4
0 0 0 0 1 3 4 4 4 4 5 7
 .
Note that the first row of S consists of even numbers.
Combining Corollary 1.4.59 and Example 1.4.61 we arrive at the following
Corollary 1.4.62. There is a BH(24, 8) matrix with Z8-rank 3.
The other direction of Fuglede’s conjecture could not be treated directly by Tao’s
ideas, but using a tricky duality argument Kolountzakis and Matolcsi exhibited a non-
spectral tile in Z63 thus disproving this part of Conjecture 1.4.53 too [85]. It would
be very interesting to find additional BH(n, q) matrices with small Zq-rank hopefully
leading to the disproval of Fuglede’s conjecture in dimension 2 as well. We formulate
this as a
Problem 1.4.63. Find a BH(n, q) matrix with Zq-rank 2, such that n does not divide
q2, or prove that no such a matrix exists.
Despite the negative results in dimensions d ≥ 3, Fuglede’s conjecture might be
true for d = 1. For some interesting number-theoretic consequences consult the paper
[31] and its references.
Problem 1.4.64. Settle both directions of Fuglede’s conjecture in d ≤ 2 dimensions.

Chapter 2
Towards the classification of 6× 6
complex Hadamard matrices
This chapter is devoted to the classification of complex Hadamard matrices of small
orders. During the 1990s the classification up to order 5 has been completed [34], [60]
and recently various constructions of 6×6 complex Hadamard matrices appeared in the
literature [6], [10], [44]. However, the full classification of complex Hadamard matrices
of order 5 required non-trivial ideas already, and the 6×6 case seemed, despite various
efforts from the mathematics and physics community, far out of reach.
Complex Hadamard matrices of order n are related to Mutually Unbiased Bases
(MUBs), a geometric configuration of vectors in Cn; an object which has wide range of
applications in quantum information theory due to a celebrated result of Werner [144].
Informally speaking, the basic step towards understanding MUBs requires understand-
ing complex Hadamard matrices and once a full classification of complex Hadamard
matrices is available (in a given order) significant advances are expected on the theory
of MUBs as well (see [17]). We shall investigate them in details in Section 2.4.
This chapter is based on the papers [71], [103], [129] and [131]. The main result
is a construction, capturing the structure of a “typical” complex Hadamard matrix of
order 6. Moreover, we conjecture that the construction in fact describes all, previously
unknown matrices of this order. This method, however, is by no means a comprehensive
and irredundant classification of complex Hadamard matrices of order 6 and further
and deeper understanding of these objects is needed in order to achieve this.
2.1 Classification up to order 5
In this section we go through the description of all complex Hadamard matrices up to
order 5. Recall from Lemma 1.1.7 that every complex Hadamard matrix is equivalent
to a dephased one, and hence we can suppose that the first row and column of the
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matrices we describe here is composed of numbers 1. Therefore one is interested in
finding those unimodular row vectors whose coordinates add up to 0. We begin with a
characterization of vanishing sums of order k for k ≤ 4.
Lemma 2.1.1. Suppose that x, y, u and v are complex unimodular numbers. Then
(a) x+ y = 0 implies y = −x;
(b) x+ y + u = 0 implies y = εx, u = ε2x such that 1 + ε+ ε2 = 0.
(c) x+ y + u+ v = 0 implies x ∈ {−y,−u,−v}.
Proof. Indeed, this is easily seen through geometry.
Lemmata 1.1.7 and 2.1.1 allow us to give a full classification of complex Hadamard
matrices up to orders 4.
Lemma 2.1.2. For orders n = 1, 2, 3 all complex Hadamard matrices are equivalent
to the Fourier matrix Fn.
However, at order 4 we have already seen a non-trivial, one-parameter family (see
Example 1.2.1). That particular construction is the only possibility we have.
Proposition 2.1.3 (Craigen, [34]). All complex Hadamard matrices of order 4 are
members of the one-parameter Fourier family, described in Example 1.2.1, such that
a = eit, t ∈ [0, pi/2).
All these results are elementary, and we invite the reader to verify the statements.
However, classification of 5×5 complex Hadamard matrices turned out to be extremely
difficult. One of the main reasons of this difficulty is the lack of understanding vanishing
sums of order 5. Also it might be possible that we have a vanishing sum of order 5
which cannot be extended with a further one being orthogonal to it. By Corollary 1.4.6
we know that there are no BH(5, 6) matrices, and it is fairly easy to see that there are
no triplets of pairwise orthogonal rows of length 5, composed from 6th roots of unity.
Yet, we have the following intriguing
Example 2.1.4. The following is a triplet of orthogonal rows in order 5, composed
from 12th roots of unity: 
1 1 1 1 1
1 ω ω2 i −i
1 −iω2 −iω −i −1
 .
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In light of the example above, one cannot but wonder if, by utilizing qth roots
of unity for some large q, nontrivial complex Hadamard matrices of order 5 can be
obtained. The next result gives a necessary condition on the structure of orthogonal
triplets of rows in complex Hadamard matrices.
Lemma 2.1.5 (Haagerup’s trick, [60]). Let (1, 1, 1, 1, 1), (1, a, b, s1, s2) and (1, c, d,
s3, s4) be pairwise orthogonal rows of a complex Hadamard matrix of order 5. Then
(1 + a+ b)(1 + c+ d)(1 + ca+ db) ∈ R.
This identity establishes a non-trivial algebraic relation in-between four entries of
the 5× 5 matrix, or, in other words, eliminates 4 out of the 8 unknown variables. This
leads, after further non-trivial arguments, to the following
Theorem 2.1.6 (Haagerup, [60]). All complex Hadamard matrices of order 5 are equiv-
alent to the Fourier matrix F5.
We remark here that Lemma 2.1.5 applies for other orders as well (cf. Corollary
2.3.7). Haagerup’s trick turned out to be powerful enough to deal with the full clas-
sification of the inverse-orthogonal matrices of order 5 as well [109]; it also has been
successfully utilized in higher orders resulting in new examples of complex Hadamard
matrices of order 6 [6], [103].
2.2 The evolution of Hadamard matrices of order 6
To fully appreciate our achievements described in this chapter we first recall all previ-
ous attempts which contributed towards the deeper understanding of the structure of
complex Hadamard matrices of order 6.
2.2.1 Well-known matrices and their orbit
The most natural source of complex Hadamard matrices is the class of BH(n, q) ma-
trices (see Definition 1.4.1). The case q = 2 is well-known to be vacuus for n = 6 but
the next possible value already gives us the following
Example 2.2.1 (Butson, [21]).
S
(0)
6 =

1 1 1 1 1 1
1 1 ω ω2 ω2 ω
1 ω 1 ω ω2 ω2
1 ω2 ω 1 ω ω2
1 ω2 ω2 ω 1 ω
1 ω ω2 ω2 ω 1

.
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The BH(6, 3) matrix S(0)6 is isolated amongst all complex Hadamard matrices of
order 6 (see Definition 1.2.29). It can be obtained from Butson’s doubling construction
[21] and was utilized by Tao [140] to disprove Fuglede’s conjecture (see Section 1.4.3).
It is also a sporadic example of 2-transitive complex Hadamard matrices [105].
The next example comes from the conference matrix construction, described in
Theorem 1.4.18. However, it was only realized very recently that this particular matrix
admits an affine orbit.
Example 2.2.2 (Diţă, [44]).
D
(1)
6 (c) =

1 1 1 1 1 1
1 −1 i −ci −i ci
1 i −1 ci −i −ci
1 −ci ci −1 i −i
1 −i −i i −1 i
1 ci −ci −i i −1

.
The matrix D6 = D
(1)
6 (1) plays a central rôle in various constructions. We highlight
some key facts as follows.
Remark 2.2.3. The free parameter c can be introduced into the matrix D6 through
Theorem 1.2.16. 
Remark 2.2.4. The matrices S(0)6 and D
(1)
6 (1) are deeply entwined, as they both come
from a general construction of complex Hadamard matrices with circulant core (see
Lemma C.1.6). Also, they are the only 6× 6 dephased symmetric complex Hadamard
matrices with real diagonal, [103]. 
Remark 2.2.5. The BH(6, 8) matrix D(1)6 (e2pii/8) is equivalent to the matrix found by
Kolountzakis and Matolcsi, described in Example 1.4.55. 
Next we introduce the two-parameter Fourier families known already by Hadamard
[61] as noted in [33] and rediscovered independently by Haagerup [60]. Their existence
also follows from Diţă’s general construction (see [138]).
Example 2.2.6.
F
(2)
6 (a, b) =

1 1 1 1 1 1
1 ω ω2 a aω aω2
1 ω2 ω b bω2 bω
1 1 1 −1 −1 −1
1 ω ω2 −a −aω −aω2
1 ω2 ω −b −bω2 −bω

.
Note that the families F (2)6 (a, b) and F
(2)
6 (a, b)
T are inequivalent.
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It is easy to see (for example, via Haagerup’s invariant) that for generic values of
the parameters a, b and c the families F (2)6 (a, b), F
(2)
6 (a, b)
T and D(1)6 (c) are inequivalent
matrices.
Our next example is the Björck–Fröberg cyclic 6-root matrix [10].
Example 2.2.7 (Björck–Fröberg, [10]).
C6 =

1 id −d −i −d id
id 1 id −d −i −d
−d id 1 id −d −i
−i −d id 1 id −d
−d −i −d id 1 id
id −d −i −d id 1

,
where d is Björck’s “magical” number:1
d =
1−√3
2
+ i
√
2
√
3
2
.
We will return to the problem of the classification of circulant complex Hadamard
matrices in Section 3.3.
It is natural to ask how well are we doing in terms of the classification of 6× 6
complex Hadamard matrices. It turns out that randomly chosen members of the fami-
lies above, as well as the matrix C6 has defect 4 and hence all these matrices might be
part of a larger, four-parameter family of complex Hadamard matrices, except for the
single isolated point S(0)6 . This observation led to the following
Conjecture 2.2.8 (Bengtsson et al., [8]). There is a four-parameter family of complex
Hadamard matrices of order 6.
Numerical experiments confirm the truth of this conjecture in a neighborhood
around the Fourier matrix F6 [125]. In the next couple of subsections we shall re-
call further families with one, two and three parameters from the existing literature.
2.2.2 The self-adjoint family
So far we have listed “trivial” examples of complex Hadamard matrices. They are trivial
for two reasons: first, the starting point matrices F (2)6 (1, 1), D
(1)
6 (1) and the matrices
S
(0)
6 and C6 can be found by a straightforward computer search. One simply knows in
advance (or at least have an intelligent guess) what to look for. On the other hand,
they are trivial because their orbit is affine. The first non-trivial, that is: non-affine
1As Bengtsson et al. refer to it in [8].
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family of complex Hadamard matrices of order 6 was discovered by Beauchamp and
Nicoară in 2006 [6], whose efforts were motivated by various operator algebraic reasons
(see e.g. [56] and [72]). Their result amounts to a full classification of all self-adjoint
complex Hadamard matrices of order 6.
Example 2.2.9 (Beauchamp–Nicoară, [6]).
B
(1)
6 (θ) =

1 1 1 1 1 1
1 −1 −x −y y x
1 −x 1 y z −xyz
1 −y y −1 −xyz xyz
1 y z −xyz 1 −x
1 x −xyz xyz −x −1

,
where
x =
1 + 2y + y2 ±√2√1 + 2y + 2y3 + y4
1 + 2y − y2 , z =
1 + 2y − y2
y(−1 + 2y + y2) ,
and y = eiθ such that
θ ∈
[
−pi,− arccos
((√
3− 1
)
/2
)]
∪
[
arccos
((√
3− 1
)
/2
)
, pi
]
. (2.1)
Note that this family is non-affine, and it is a priori unclear whether its entries are
unimodular. In particular, the unimodularity of x forces the restriction (2.1) on the
phase of y.
The main reason why this particular family can be described by relatively simple
algebraic formulae is the fact that the entry −1 appears in its core multiple times.
Indeed, the presence of these entries imply that many of the vanishing sums of order
6 within this matrix trivially simplify to 6-term sums composed of a vanishing sum of
order 4 and a vanishing sum of order 2, which we understand through Lemma 2.1.1.
We remark here that self-adjoint matrices are relatively rare, as the following folk-
lore spectral analysis shows.
Lemma 2.2.10. Let H be a self-adjoint complex Hadamard matrix of order n. Then
either n is square or n is even and Tr(H) = 0.
Proof. Consider a self-adjoint complex Hadamard matrix H of order n and suppose
that the number 1 appears exactly k times in its main diagonal. Clearly, as H is self-
adjoint its eigenvalues are ±√n with multiplicities s and n− s, respectively. Then, we
have
Tr(H) = s
√
n− (n− s)√n = k − (n− k),
from which the assertion follows.
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2.2.3 A symmetric family
Once it was realized that some preliminary assumptions on the structure of the matrix
gives such a huge reduction in complexity Máté Matolcsi and the author managed to
exhibit a new, previously unknown family of symmetric matrices [103].
Example 2.2.11 (see [103]).
M
(1)
6 (x) =

1 1 1 1 1 1
1 −1 x x −x −x
1 x a b c d
1 x b a d c
1 −x c d e f
1 −x d c f e

,
where
a =
x2 − 2x− 1
4
+ i
(x2 − 2x− 1)√16− |x2 − 2x− 1|2
4|x2 − 2x− 1| ,
b =
x2 − 2x− 1
4
− i(x
2 − 2x− 1)√16− |x2 − 2x− 1|2
4|x2 − 2x− 1| ,
c = −x
2 + 1
4
+ i
(x2 + 1)
√
16− |x2 + 1|2
4|x2 + 1| ,
d = −x
2 + 1
4
− i(x
2 + 1)
√
16− |x2 + 1|2
4|x2 + 1| ,
e =
x2 + 2x− 1
4
+ i
(x2 + 2x− 1)√16− |x2 + 2x− 1|2
4|x2 + 2x− 1| ,
f =
x2 + 2x− 1
4
− i(x
2 + 2x− 1)√16− |x2 + 2x− 1|2
4|x2 + 2x− 1| ,
and x 6= ±i is any unimodular complex number.
The family M (1)6 (x) was discovered by a careful analysis of dephased symmetric
complex Hadamard matrices with real diagonal. We note that it connects the Fourier
families F (2)6 (a, b) with the family D
(1)
6 (c). Clearly the familyM
(1)
6 (x) does not describe
all symmetric complex Hadamard matrices of order 6 as it misses the isolated matrix
S
(0)
6 . It is rather disappointing that a comprehensive characterization of all 6 × 6
symmetric complex Hadamard matrices is still unavailable. We pose this as a
Problem 2.2.12. Classify all symmetric 6× 6 complex Hadamard matrices.
2.2.4 Bicirculant matrices
The first non-trivial two-dimensional family was constructed by the author during sum-
mer 2008 [129]. It was found by assuming that the matrix has a bicirculant structure,
as follows.
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Example 2.2.13 (see [129]). Let
H =
[
A B
B∗ −A∗
]
,
where A and B are 3× 3 circulant matrices:
A =

1 a b
b 1 a
a b 1
 , B =

1 c d
d 1 c
c d 1
 ,
where the assumption that A and B have real diagonal 1 can be made due to equiva-
lence. After dephasing the matrix H and change of variables we get
X
(2)
6 (α) ≡ X(2)6 (x, y, u, v) =

1 1 1 1 1 1
1 x2y xy2 xy
uv
uxy vxy
1 x
y
x2y x
u
x
v
uvx
1 uvx uxy −1 −uxy −uvx
1 x
u
vxy −x
u
−1 −vxy
1 x
v
xy
uv
−xy
uv
−x
v
−1

,
where α := x + y + xy. It turns out, that in order to fill the matrix X(2)6 (α) in with
unimodular entries one should restrict α to come from the fundamental domain D
characterized by the property D(α) ≤ 0 and D(−α) ≤ 0 where the function D reads
D(α) := |α|4 + 18|α|2 − 8<[α3]− 27.
We remark here that D is an umbrella-shaped region coming from the intersection of
two hypocycloids. For such numbers α one can solve the cubic equation
fα(x) := x
3 − αx2 + αx− 1 (2.2)
to obtain its roots r1, r2 and r3 and set x = r1, y = r2. One should solve the equation
f−α(u) as well to obtain its roots q1, q2 and q3, and similarly, set u = q1, v = q2. For
α ∈ intD the roots of (2.2) are distinct and of modulus 1. In general for α ∈ intD one
has 6·6 = 36 choices for the ordered quadruple (x, y, u, v). However, an easy automated
calculation shows that all these matrices will be equivalent to either X(2)6 (r1, r2, q1, q2)
or its transpose.
We remark here that the family X(2)6 (α) unified and extended some of the eariler
families introduced. In particular, for |α| = 1 we get the family D(1)6 (c), while on the
boundary of D we find the self-adjoint family B(1)6 (θ). The reader should consult [129]
for the details. We shall utilize the family X(2)6 (α) once again in Section 2.4.
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2.2.5 Karlsson’s observation
The next two-parameter family was discovered by Karlsson [77], who extended the
family M (1)6 (x) (see Example 2.2.11) with an additional degree of freedom as follows.
Example 2.2.14 (Karlsson, [77]).
K
(2)
6 (x1, x2) =

1 1 1 1 1 1
1 −1 z1 −z1 z1 −z1
1 z2 −f1 −z2f2 −f 3 −z2f 4
1 −z2 −z1f 2 z1z2f 1 −z1f4 z1z2f3
1 z2 −f 3 −z2f 4 −f1 −z2f2
1 −z2 −z1f4 z1z2f3 −z1f 2 z1z2f 1

,
where z1 = eix1 , z2 = eix2 , f1 = f(x1, x2), f2 = f(x1,−x2), f3 = f(−x1,−x2) and
f4 = f(−x1, x2), where
f(x1, x2) = e
i(x1+x2)/2
×
(
cos
(
x1 − x2
2
)
− i sin
(
x1 + x2
2
))(
1
2
+ i
√
1
1 + sin(x1) sin(x2)
− 1
4
)
.
Karlsson also pointed out that all 9 2×2 blocks are complex Hadamard. This discovery
of his later lead to breakthrough results, which we shall discuss in more details soon.
Karlsson’s matrix contains the Diţă-family at the four limit points (x1, x2) →
(±pi/2,±pi/2) (the one-parameter comes from the direction of approach); K(2)6 (x1, 0)
coincides with a one-parameter subfamily of the Fourier family F (2)6 (a, b), similarly, the
family K(2)6 (0, x2) coincides with a one-parameter subfamily of the transposed Fourier
family F (2)6 (a, b)T , and additionally for x1 = x2 =: x it coincides with the family
M
(1)
6 (x), up to equivalence. Therefore Karlsson’s matrix provides a bridge in-between
previously known families.
2.2.6 H2-reducible complex Hadamard matrices
In a subsequent paper [75] Karlsson fully described the following important class of
6× 6 complex Hadamard matrices.
Definition 2.2.15 (Karlsson, [75]). We say that a 6× 6 complex Hadamard matrix is
H2-reducible, if it is equivalent to a matrix in which all 9 2×2 submatrices are complex
Hadamard.
It turns out, that the H2-reducible matrices can be described by a single, three-
parameter family K(3)6 (θ, ϕ, z1) in a very elegant way. Let us mention here the following
breakthrough
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Theorem 2.2.16 (Karlsson, [75], [76]). Let H be a dephased complex Hadamard matrix
of order 6. Then the following are equivalent:
(a) H belongs to the three-parameter family K(3)6 (θ, ϕ, z1);
(b) H is H2-reducible;
(c) The core of H contains a −1;
(d) Some row or column of H contains a vanishing sum of order 2;
(e) Some row or column of H contains a vanishing sum of order 4.
This is a very powerful theorem as Part (c) and (d) allow us to quickly recognize if
a matrix belongs to the family K(3)6 , and we shall heavily use these conditions later. As
the family K(3)6 forms a three-parameter subset, the matrices it contains are atypical,
hence we often use the adjective “degenerate” in connection with it (see Conjecture
2.3.33).
As we can see from Part (c) of Theorem 2.2.16 Karlsson’s family contains all previ-
ously discovered matrices, except from the isolated matrix S(0)6 , giving them an elegant
and comprehensive presentation.
Let us recall Karlsson’s three-parameter family as follows.
Example 2.2.17 (Karlsson, [76]).
K
(3)
6 (θ, ϕ, z1) =

F2 Z1 Z2
Z3
1
2
Z3AZ1
1
2
Z3BZ2
Z4
1
2
Z4BZ1
1
2
Z4AZ2
 , A =
[
A11 A12
A12 −A11
]
,
where
A11 = −1
2
+ i
√
3
2
(
cos θ + e−iϕ sin θ
)
, A12 = −1
2
+ i
√
3
2
(− cos θ + eiϕ sin θ)
and B = −F2 − A for any θ ∈ [0, pi) and ϕ ∈ [0, pi). In the matrices
Zi =
[
1 1
zi −zi
]
for i = 1, 2 and their transpose (for i = 3, 4) the elements zi are related through the
Möbius transformations as follows:
z23 =MA(z21), z23 =MB(z22), z24 =MA(z22), z24 =MB(z21),
where
M(z) = αz − β
βz − α,
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such that αA = A212, βA = A211 and αB = B212, βB = B211. In general, any of the
parameters zi can be chosen freely, say z1 in which case
z22 =M−1A (MB(z21)) =M−1B (MA(z21)), z23 =MA(z21), z24 =MB(z1)2.
Any sign combination of the entries zi will lead to equivalent matrices.
Remark 2.2.18. A similar structure theorem was suggested by Craigen, who asked if
every real Hadamard matrix of order n > 1 can be partitioned into a canonical form
in which all of the n2/4 2× 2 matrices are of rank 2. Robert Lecnik confirmed this up
to order 28 by a computer search.2 
2.3 A four-parameter family
Karlsson’s results are very impressive, however they do not shed any light on the exis-
tence of a four-parameter family, as the introduction of any additional parameter into
the matrix K(3)6 (θ, ϕ, z1) would immediately destroy its underlying H2-reducible prop-
erty. Hence it is absolutely unclear how to generalize further Karlsson’s construction,
and it seems that one should come up with essentially new ideas to achieve this. In
what follows we are going to describe one reasonable way to attack Conjecture 2.2.8.
In the next subsection we collect a handful of ideas leading to a construction with four
degrees of freedom, which is one of the main contributions of this manuscript. The
results are to appear in [131].
2.3.1 The main ingredients
After seeing Karlsson’s results we became extremely motivated to construct a four-
parameter family, but in order to achieve this, some essentially new tools were needed.
The breakthrough came when we managed to improve on Haagerup’s result (cf. Lemma
2.1.5). Let us introduce the following crucial
Definition 2.3.1 (Haagerup polynomial, [131]). The Haagerup polynomial H asso-
ciated with the rows (1, 1, 1, 1, 1, 1), (1, a, b, e, ∗, ∗) and (1, c, d, f, ∗, ∗) of a complex
Hadamard matrix of order 6 reads
H(a, b, c, d, e, f) := (1 + a+ b+ e)(1 + c+ d+ f)(1 + ca+ db+ fe).
The next result is our improvement upon Lemma 2.1.5.
2Private communication from R. Craigen; consult [35] for further details.
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Theorem 2.3.2 (see [131]). Suppose that we have the partial rows (1, a, b, e, ∗, ∗) and
(1, c, d, f, ∗, ∗), composed from unimodular entries. Then one can specify some unimod-
ular numbers s1, s2, s3 and s4 in place of the unknown numbers ∗ to make these rows
together with (1, 1, 1, 1, 1, 1) mutually orthogonal if and only if
H(a, b, c, d, e, f) = 4− |1 + a+ b+ e|2 − |1 + c+ d+ f |2 − |1 + ca+ db+ fe|2 (2.3)
and
|1 + a+ b+ e| ≤ 2. (2.4)
Before proceeding to the Proof of Theorem 2.3.2 we shall need two easy results first.
Lemma 2.3.3. Suppose that we have a partial row (1, a, b, e, ∗, ∗) composed from uni-
modular entries. Then one can specify some unimodular numbers s1 and s2 in place
of the unknown numbers ∗ to make this row orthogonal to (1, 1, 1, 1, 1, 1) if and only if
|1 + a+ b+ e| ≤ 2.
Proof. We need to have 1 + a+ b+ e+ s1 + s2 = 0 to ensure orthogonality, from which
it follows that |1 + a + b + e| = |s1 + s2| ≤ 2. It is easily seen through geometry that
in this case we can define the unimodular numbers required.
The missing coordinates featuring in Lemma 2.3.3, s1 and s2, can be obtained
algebraically through the well-known
Lemma 2.3.4 (Decomposition formula, [103]). Suppose that the rows (1, 1, 1, 1, 1, 1)
and (1, a, b, e, s1, s2) containing unimodular entries are orthogonal. Let us denote by
Σ := 1 + a+ b+ e, and suppose that 0 < |Σ| ≤ 2. Then
s1,2 = −Σ
2
± i Σ|Σ|
√
1− |Σ|
2
4
; (2.5)
otherwise, if Σ = 0, then s1 is independent from a, b, e but s2 = −s1.
Proof. If Σ = 0 then the result is trivial. Otherwise s1 and s2 are the (unique) uni-
modular numbers with s1 + s2 = −Σ, required by orthogonality.
Observe that in (2.5) we would divide by zero in case Σ = 0. This, however, can
never happen when we investigate complex Hadamard matrices which are not H2-
reducible, as seen by Part (e) of Theorem 2.2.16. Therefore it follows that once we
have four entries in a row or column of a matrix which lies outside the family K(3)6 the
Decomposition formula readily derives the unique remaining two values through (2.5).
Now we can turn to the
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Proof of Theorem 2.3.2. First we start by proving that (2.3) holds. To do this, we
utilize Haagerup’s idea [60] as follows: by pairwise orthogonality, we find that
1 + a+ b+ e = −s1 − s2,
1 + c+ d+ f = −s3 − s4,
1 + ca+ db+ fe = −s3s1 − s4s2.
The first equation above ensures that (2.4) holds. Further, the product of these equa-
tions read
H = −(s1 + s2)(s3 + s4)(s3s1 + s4s2) = −(s1s3 + s2s4 + s1s4 + s2s3)(s3s1 + s4s2)
= −|s1s3 + s2s4|2 − (s1s4 + s2s3)(s3s1 + s4s2) = −|s1s3 + s2s4|2 − 2<(s1s2 + s3s4).
To conclude the proof, we need to show that
2<(s1s2 + s3s4) = |1 + a+ b+ e|2 + |1 + c+ d+ f |2 − 4
holds, however this follows directly from the Decomposition formula.
To see the converse direction, we need to show that (2.3) essentially encodes orthog-
onality. Let us use the notations Σ := 1+a+b+e, ∆ := 1+c+d+f , Ψ := 1+ca+db+fe.
With this notation we have |Σ| ≤ 2 from (2.4) while condition (2.3) boils down to
H = Σ∆Ψ = 4− |Σ|2 − |∆|2 − |Ψ|2. (2.6)
If, in addition, |∆| ≤ 2 holds, then by the Decomposition formula we can find s1, s2,
s3 and s4 to ensure orthogonality to row (1, 1, 1, 1, 1, 1). Now observe, that the mutual
orthogonality of rows (1, a, b, e, s1, s2) and (1, c, d, f, s3, s4) reads
Ψ + s3s1 + s4s2 = 0. (2.7)
Suppose first that we have the trivial case Σ = ∆ = 0. Then, by the Decomposition
formula we have s2 = −s1 and s4 = −s3, and (2.6) implies that |Ψ| = 2. Therefore,
if we set the unimodular number s3 := −Ψs1/2 the orthogonality equation (2.7) is
fulfilled.
Suppose secondly, that we have ∆ = 0, but Σ 6= 0. Then we have s4 = −s3, and
from (2.6) it follows that
|Ψ| =
√
4− |Σ|2. (2.8)
Now we use the Decomposition formula to find the values of s1 and s2 and the orthog-
onality equation (2.7) becomes
Ψ + s3
(
−2i Σ|Σ|
√
1− |Σ|
2
4
)
= 0. (2.9)
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This holds, independently of s3, if |Σ| = 2, as by (2.8) Ψ = 0 follows. Otherwise, set
the unimodular number
s3 := −i ΣΨ|Σ||Ψ|
to ensure the orthogonality through (2.9). The case Σ = 0, ∆ 6= 0 can be treated
similarly by noting that |∆| ≤ 2 follows from (2.6).
Finally, let us suppose that Σ 6= 0 and ∆ 6= 0. Now observe that in this case the
value of Ψ needed for formula (2.7) can be calculated through (2.6). The other ingre-
dient, namely the value of s3s1 + s4s2 can be established through the Decomposition
formula, once we derive the required bound |∆| ≤ 2. Depending on the value of H, we
treat several cases differently.
CASE 1: Suppose that −|Ψ|2 ≤ H. This implies, via (2.6), that |Σ|2 + |∆|2 ≤ 4,
and in particular |∆| ≤ 2 follows. Next we calculate |Ψ| from (2.6).
Suppose first that H ≥ 0. Hence, after taking absolute values, (2.6) becomes
|Ψ|2 + |Σ||∆||Ψ|+ |Σ|2 + |∆|2 − 4 = 0,
and the only non-negative root is
|Ψ| = −|Σ||∆|+
√
(4− |Σ|2)(4− |∆|2)
2
. (2.10)
Now suppose that −|Ψ|2 ≤ H < 0. Hence, after taking absolute values, (2.6)
becomes
|Ψ|2 − |Σ||∆||Ψ|+ |Σ|2 + |∆|2 − 4 = 0, (2.11)
and we find that its only non-negative root under the assumption |Σ|2 + |∆|2 ≤ 4 reads
|Ψ| = |Σ||∆|+
√
(4− |Σ|2)(4− |∆|2)
2
. (2.12)
CASE 2: Suppose now that H < −|Ψ|2. This implies that |Σ|2 + |∆|2 > 4, and we
do not have a priori the bound |∆| ≤ 2. Nevertheless, we derive equation (2.11) again,
and we find that the values of |Ψ| can be any of
|Ψ|1,2 = |Σ||∆| ±
√
(4− |Σ|2)(4− |∆|2)
2
, (2.13)
provided that the roots are real, namely we have either |Σ| > 2 and |∆| > 2 or |Σ| ≤ 2
and |∆| ≤ 2. The first case, however, contradicts the crucial condition (2.4).
Once we have established the bound |∆| ≤ 2 and the value(s) of |Ψ| has been found,
we are free to use the Decomposition formula to obtain the values of s1, s2, s3 and s4.
Clearly, we can set s1 with the + sign, while s2 with the − sign as in formula (2.5), up
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to equivalence. However, we do not know a priori how to distribute the signs amongst
s3 and s4, and to simplify the notations we define
s3 = −∆
2
± i ∆|∆|
√
1− |∆|
2
4
, s4 = −∆
2
∓ i ∆|∆|
√
1− |∆|
2
4
. (2.14)
In particular, by using (2.6) and (2.14) we find that the orthogonality equation (2.7)
becomes
4− |Σ|2 − |∆|2 − |Ψ|2
Σ∆
+
Σ∆
2
± 2 Σ∆|Σ||∆|
√
1− |Σ|
2
4
√
1− |∆|
2
4
= 0, (2.15)
where the ± sign agrees with the definition of s3. To conclude the theorem plug in all
of the possible values of |Ψ| as described in (2.10), (2.12), (2.13) into (2.15) to verify
that for some sign choice it holds identically.
Remark 2.3.5. Both of the two possible signs described by formula (2.13) can be real-
ized, as the following two examples demonstrate:
1 1 1 1 1 1
1 −ω2 ω −1 ω2 −ω
1 −ω ω2 −1 ω −ω2
 ,

1 1 1 1 1 1
1 −ω2 ω −1 ω2 −ω
1 −ω2 ω2 −ω ω −1
 .
In particular, there are two different orthogonal triplet of rows of order 6, composed
from sixth roots of unity, such that |Σ| = |∆| = √3 in both cases, however, in one of
the cases |Ψ| = 1 while |Ψ| = 2 in the other. 
It is natural to ask if condition (2.3) implies the inequality (2.4) automatically.
While we tend to believe that this is so, proving such a statement would require a
more sophisticated understanding of the geometry of orthogonal vectors of modulus 1.
We pose this as a relevant
Problem 2.3.6. Investigate if condition (2.3) implies the inequality (2.4) automatically
in Theorem 2.3.2.
We have already seen the following statement formulated for 5 × 5 matrices (cf.
Lemma 2.1.5). We state it again tailored especially for the 6× 6 case.
Corollary 2.3.7 (Haagerup’s trick, [60]). Suppose that (1, 1, 1, 1, 1, 1), (1, a, b, e, s1, s2)
and (1, c, d, f, s3, s4) are three pairwise orthogonal rows of a complex Hadamard matrix
of order 6. Then
H(a, b, c, d, e, f) ∈ R. (2.16)
As we have pointed out earlier, Haagerup used the property (2.16) to give a complete
characterization of complex Hadamard matrices of order 5, or equivalently, describe
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the orthogonal maximal abelian ∗-subalgebras of the 5 × 5 matrices [60]. Since then
it was used in [6] and [103] to construct new, previously unknown complex Hadamard
matrices of order 6 as well. However, to guarantee the mutual orthogonality of three
rows the necessary condition (2.16) should be replaced by the more informative identity
(2.3). Nevertheless, (2.16) will play an essential rôle in our construction too. These
type of identities are extremely useful as they feature less variables than the standard
orthogonality equations considerably simplifying the calculations required.
Thus, we have given an algebraic characterization of the orthogonality of triplets of
rows in complex Hadamard matrices of order 6. This, however, still give us six degrees
of freedom instead of the desired 4, and it is not entirely trivial how to get rid of two
of the six parameters.
The other essential tool of our construction is motivated by the following well-known
theorem in functional analysis (see [112]). We recall that an operator A is said to be a
contraction, if its operator norm satisfies ‖A‖ ≤ 1.
Theorem 2.3.8 (Unitary dilation). Every contraction A has a unitary dilation.
Proof. Indeed, let us define the so-called defect operator
DA := (I − A∗A) 12 ,
which is positive where the square root is defined via the continuous functional calculus.
Then, the desired unitary matrix reads
U =
[
A DA∗
DA −A∗
]
.
Now we combine the previous two ideas as follows. We start with a submatrix
E(a, b, c, d) :=

1 1 1
1 a b
1 c d
 (2.17)
and attempt to embed it into a complex Hadamard matrix of order 6
G
(4)
6 (a, b, c, d) :=

1 1 1 1 1 1
1 a b e s1 s2
1 c d f s3 s4
1 g h ∗ ∗ ∗
1 t1 t3 ∗ ∗ ∗
1 t2 t4 ∗ ∗ ∗

≡
[
E B
C D
]
(2.18)
with 3 × 3 blocks E,B,C and D in two steps, as follows. First we construct the
submatrices B and C featuring unimodular entries to obtain three orthogonal rows
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and columns of G6. Secondly we find the unique lower right submatrix D to get a
unitary matrix. Should the entries of this matrix become unimodular, we have found a
complex Hadamard matrix. We conjecture that the submatrix E can be chosen, up to
equivalence, in a way that there will be only finitely many candidates for the blocks B
and C and therefore we can ultimately decide throughout a finite, case-by-case analysis
whether the submatrix E can be embedded into a complex Hadamard matrix. The
resulting matrix G6 can be thought as the “Hadamard dilation” of the operator E.
Now we turn to the details of our construction.
2.3.2 Further preliminary results
In this section we present various other results necessary to the construction of the
family G(4)6 , outlined previously.
Solving the system of equations (2.3)–(2.16) is the key step to obtain the subma-
trices B and C of G6, and once we have three orthogonal rows and columns we readily
fill out the remaining lower right submatrix D. This is explained by the following two
lemmata, the first of which being a special case of a more general matrix inversion
Lemma 2.3.9. If U and V are n× n matrices then
(In + UV )
−1 = In − U (In + V U)−1 V
provided that one of the matrices In + UV or In + V U is nonsingular.
Proof. By symmetry, we can suppose that the matrix In + V U is nonsingular. Then,
we have
(In + UV )(In − U(In + V U)−1V ) = In + UV − U(In + V U)(In + V U)−1V = In.
Lemma 2.3.10. Suppose that we have a 6× 6 partial complex Hadamard matrix con-
sisting of three orthogonal rows and columns, containing no vanishing 3 × 3 minor.
Then there is a unique way to construct a 6× 6 unitary matrix containing these rows
and columns as a submatrix.
Proof. Let U be a 6× 6 matrix with 3× 3 blocks A,B,C and D, as the following:
U =
[
A B
C D
]
.
By the orthogonality of the first three rows and columns and using the fact that the
entries are unimodular, we have
AA∗ +BB∗ = 6I3 (2.19)
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A∗A+ C∗C = 6I3 (2.20)
To ensure orthogonality in-between the first three and the last three rows we need to
have AC∗ +BD∗ = 0. As B is nonsingular by our assumptions we can define
D := −CA∗(B−1)∗. (2.21)
Now we need to show that the last three rows are mutually orthogonal as well. Indeed,
by using (2.21) and (2.19) we have
CC∗ +DD∗ = C
(
I3 + A
∗(BB∗)−1A
)
C∗ = C
(
I3 + A
∗ (6I3 − AA∗)−1A
)
C∗,
which, by Lemma 2.3.9 and (2.20) equals to
C
(
I3 +
1
6
A∗
(
I3 − 1
6
AA∗
)−1
A
)
C∗ = C
(
I3 − 1
6
A∗A
)−1
C∗ = 6C (C∗C)−1C∗ = 6I3.
We do not state that the obtained unitary matrix U is Hadamard, which is not true
in general. Recall that our goal is to embed the submatrix E into the matrix G6 (see
(2.17)-(2.18)). We have the following trivial
Lemma 2.3.11. Suppose that a submatrix E can be embedded into a complex Hadamard
matrix G6 of order 6 in which the upper right submatrix B is invertible. Then for some
unimodular submatrix C for which the first three columns of G6 are orthogonal the
lower right submatrix D = −CE∗(B−1)∗ is unimodular.
Proof. Indeed, this is exactly what embedding means.
In particular, if the submatrices B and C are chosen carefully, the unimodular
property of D follows for free.
Corollary 2.3.12. Start from a submatrix E and suppose that there are only finitely
many invertible candidate matrices B ∈ SOLB and C ∈ SOLC such that the first
three rows and columns of the matrix G6 are orthogonal. Then E can be embedded into
a complex Hadamard matrix of order 6 if and only if there is some B ∈ SOLB and
C ∈ SOLC such that the matrix D = −CE∗(B−1)∗ is unimodular.
Note that due to the finiteness condition in Corollary 2.3.12 once we have all (and
only finitely many) candidate matrices B and C we can decide algorithmically whether
the submatrix E can be embedded into a complex Hadamard matrix.
The next step is to characterize 6× 6 complex Hadamard matrices with vanishing
3× 3 minors. To do this we need two auxiliary results first.
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Lemma 2.3.13. Suppose that in a dephased 6 × 6 complex Hadamard matrix there
exists a noninitial row (or column) containing three identical entries x. Then x = ±1
and this row (or column) reads (1, 1, 1,−1,−1,−1), up to permutations.
Proof. Suppose to the contrary, that there are three nonreal numbers x in a row (col-
umn). Then the sum of these numbers x together with the leading 1 read |1 + 3x|2 =
10 + 6<[x] > 4, and hence, by Lemma 2.3.3 this row (column) cannot be orthogonal
to the first row (column), a contradiction. To ensure orthogonality to the first row
(column) we should specify the remaining three entries to −x and hence the last part
of the statement follows.
Now by combining Lemma 2.3.13 with Theorem 2.2.16 we arrive at the following
Corollary 2.3.14. Suppose that in a dephased 6 × 6 complex Hadamard matrix H
there exists a noninitial row (or column) containing three identical entries. Then H
belongs to the family K(3)6 .
Now we can state the desired structural result.
Proposition 2.3.15. Suppose that a 6×6 complex Hadamard matrix H has a vanishing
3× 3 minor. Then H belongs to the family K(3)6 .
Proof. Suppose that H has a vanishing 3 × 3 minor, say the upper left submatrix
E(a, b, c, d), as in formula (2.17). Such an assumption can be made, up to equivalence.
As det(E) = b + c − a − d + ad − bc = 0, we find that if any of the indeterminates
a, b, c, d is equal to 1 then E contains a noninitial row (or column) containing three 1s,
and therefore by Corollary 2.3.14 we conclude that this matrix belongs to the family
K
(3)
6 . Otherwise, we can suppose that none of a, b, c, d is equal to 1 and hence we find
that d = (a + bc − b − c)/(a − 1), which should be of modulus one. To ensure this,
solve the equation dd− 1 = 0 to find that either b = a or c = a should hold, but then
we have either d = c or d = b as well. In particular, we find that E has two identical
columns (or rows). Therefore E can be transformed, by appropriate multiplication of
the rows (or columns) by unimodular numbers, into a matrix E ′ which has two column
(or row) of entries 1, and a reference to Corollary 2.3.14 concludes the lemma.
Therefore to investigate those matrices which lie outside the family K(3)6 we can
safely use Lemma 2.3.10 and in particular the inversion formula (2.21).
It turns out, that the isolated matrix S(0)6 (see Example 2.2.1) requires a special
treatment as well. It is featured in the following
Lemma 2.3.16. Suppose that in a 6× 6 dephased complex Hadamard matrix H there
is a noninitial row or column composed of cubic roots of unity. Then H is either
equivalent to S(0)6 or belongs to the family K
(3)
6 .
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Recall that we have denoted by ω the principal cubic root of unity.
Proof. We can assume that the core ofH does not contain a −1, otherwise, by Theorem
2.2.16, we are done. Let us suppose that H contains a full row of cubic entries, and its
second and third row reads (1, 1, ω, ω, ω2, ω2) and (1, a, b, c, d, e), respectively. Then, by
considering the orthogonality equations in-between the first three rows of H, we easily
obtain that 1+a−bω−cω = 0 implying (as a 6= −1) that b = ω2 or c = ω2. Now notice
that this means that in any further row of H one of the third or fourth entries must
be ω2. However, this implies that both the third and fourth column of H is composed
of purely cubic entries. Similarly, one can deduce the equation 1 + a− dω2 − eω2 = 0
and apply the same argument mutatis mutandis to the fifth and sixth columns of H as
well. To conclude observe that from the aforementioned it follows that the matrix H is
composed entirely of cubic roots of unity and hence it is equivalent to S(0)6 as desired.
The case when H contains a full column of cubic entries is analogous.
Now we turn to the presetting of the submatrix E(a, b, c, d) (see (2.17)). In order to
avoid the case when the system of equations (2.3)–(2.16) is linearly dependent we need
to exclude various input quadruples (a, b, c, d). However, it shall turn out that we are
free to do such restrictions, up to equivalence. To simplify the forthcoming terminology
let us define the following two-variable function mapping T2 to C as follows:
E(x, y) := x+ y + x2 + y2 + xy2 + x2y.
We say that y is an elliptical pair of x, if E(x, y) = 0. Observe that for a given x 6= −1
the sum of its elliptical pairs read y1 + y2 = −(1 + x2)/(1 + x). The following is a
strictly technical
Proposition 2.3.17 (Canonical transformation). Suppose that we have a complex
Hadamard matrix H inequivalent from S(0)6 and any of the members of the family K
(3)
6 .
Then H has a 3 × 3 submatrix E(a, b, c, d) as in formula (2.17), up to equivalence,
satisfying
(b− 1)(c− 1)(b− d2)(c− d2)(b− c)(bc− d)E(b, d)E(c, d) 6= 0. (2.22)
Proof. The strategy of the proof is the following: first we pick a “central element” d
from the core of the matrix and then we show that b and c can be set satisfying (2.22).
Recall, that by Lemma 2.3.16 there is no noninitial row or column composed from
cubic roots of unity in the matrix.
First let us assume that there is a number 1 in the core somewhere; set d = 1, and
choose a non-cubic c from its row. Note that there cannot be a further noninitial 1 in
the row or column of d by Corollary 2.3.14. Now observe that as the elliptical pairs
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of 1 are ω and ω2, we can choose a suitable b from the column of d unless all entries
there are members of the set {ω, ω2, c, c}. Note that ω together with ω2 cannot be in
the column of d at the same time, and from this it is easily seen that we can define the
value of b to satisfy (2.22) unless the column of d is one of the following four cases, up to
permutations: (1, 1, ω, c, c, c), (1, 1, ω, c, c, c), (1, 1, ω2, c, c, c), (1, 1, ω2, c, c, c). However,
by normalization and by orthogonality, the sum of the entries in this column should
add up to 0, and we find in all cases that the unimodular solution to c is a cubic root
of unity, contradicting the choice of c. Therefore one of the entries in the column of d
is different from ω, ω2, c, c which will be chosen as b.
Secondly, let us suppose, that the number 1 is not present in the core. In particular,
all entries in the core are different rowwise and columnwise.
Pick an arbitrary number d from the core of the matrix, and let us denote by c1 and
c2 its the elliptical pairs (maybe c1 = c2, or they are undefined). Now we have several
cases depending on the appearance of these values in the row and column containing
d.
CASE 1: c1 and c2 present in both the row and column containing d. Hence, in this
row and column there are the entries 1, d, c1 and c2 already and the remaining two,
α and β, are uniquely determined by the Decomposition formula. Note that α 6= d2,
as otherwise we would have β = −(2d + d2 + d3)/(1 + d) (as the sum of all entries in
a noninitial row add up to 0, and the sum of the elliptical pairs is known), which is
unimodular if and only if d = ±i or d = ω or d = ω2. In the first case we have β = ∓i
and we are dealing with a member of the family K(3)6 . The second and third case imply
that we have a full row and a full column of cubics, a contradiction. If β 6= d/α then
by picking c = α from the row we can set b = β in the column. Otherwise, in case we
have β = d/α, then reset the central element d to the number α which is in the same
row as d. Now observe that after this exchange we should meet the requirements of
Case 1 again (otherwise we are done here), and hence the elliptical pairs of α, α1 and
α2, should present in the row and column of α, which therefore contain exactly the
same entries. However α1,2 6= d, as otherwise orthogonality, together with the condition
E(α, d) = 0 would imply d = ±1, a contradiction; α1,2 6= d/α, as otherwise d = ω or
d = ω2 would follow from the same argument implying that the row containing α has
a noninitial 1, a contradiction. Therefore, the only option left is that α1,2 = c1,2. But
then we can set c = d 6= α2 and b = d/α 6= α2, and we are done.
CASE 2: c1 and c2 present in (to say) the row containing d, but only one of these
values (say c1) is present in the column of d. Let us denote by α and β the two further
entries in this row which, again, are different from d2. In the column of d there are
already the numbers 1, d and c1, and observe that the remaining triplet of entries
cannot be (d2, α, β) as this would imply d2 = c2, contradicting our case-assumption.
60 2 TOWARDS THE CLASSIFICATION OF 6× 6 HADAMARD MATRICES
Therefore one of the three unspecified entries γ is different from d2, α and β. Now if
γ 6= d/α then set c = α, b = γ otherwise set c = β, b = γ. We are done.
CASE 3: Only the value c1 is in (to say) the row containing d and in the column
of d as well. This is a tricky case, as it might happen that the undetermined triplet in
both the dth row and column is precisely (d2, α, d/α), and therefore we cannot ensure
condition (2.22). However, from the orthogonality equation 1+d+d2+c1+α+d/α = 0
and from its conjugate we can eliminate the variable c1 in order to obtain the equation
(1 + α)(d + α)(c1 − d) = 0 leading us either to the family K(3)6 or to c1 = d. In the
latter case, however, we can calculate the values of d and α explicitly by invoking the
elliptical condition E(c1, d) = 0. In particular, we find that the values of d and α are
given by some of the unimodular roots of the following polynomials 1+2d+2d3+d4 = 0
and 1 + 4α − 2α2 − 8α3 − 8α4 − 8α5 − 2α6 + 4α7 + α8 = 0. Now reset the “central”
entry d to α, and observe that the elliptical pairs of α are not present in its row, and
therefore the conditions of this subcase are no longer met. Otherwise we can suppose
that the undetermined triplet in the column of d is not (d2, α, d/α). Set c = α 6= d2.
Pick γ from the column which is different from d2, α, d/α, set b = γ and we are done.
CASE 4: Only the value c1 is in (to say) the row containing d and in the column of d
there is the other elliptical value c2 6= c1. We can suppose that two of the undetermined
entries in the row of d satisfy α 6= d2 and β 6= d2 and set c = α. Now if in the column
the undefined triplet is precisely (α, d/α, d2), then observe that the same triplet cannot
appear in the row, as otherwise c1 = c2 would follow. Therefore we can reset c to a
value different from α, d/α, d2, and set b = α. Otherwise there is an entry in the column
which can be set to b, we are done.
CASE 5: In the column of d there are no elliptical values at all. Pick any c = α 6= d2
from the row of d which is different from both c1 and c2. As in the column of d there
are four unspecified entries, one of them, say γ will be different from d2, α and d/α.
Set b = γ. We are done.
However, not every submatrix E can be embedded into a complex Hadamard matrix
of order 6 as we shall see shortly. Let us denote by ‖.‖2 both the Euclidean norm on C6
and the induced operator norm on the space of 6× 6 matrices. We have the following
necessary condition.
Lemma 2.3.18. Suppose that A is a 3× 3 submatrix of a complex Hadamard matrix
H of order 6. Then A/
√
6 is a contraction.
Proof. Clearly, we can assume that this submatrix A is the upper left of the matrix H,
which we will write in block form, as follows:
H =
[
A B
C D
]
.
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Now suppose, to the contrary that there is some vector s, such that ‖As‖2 >
√
6 ‖s‖2
and consider the block vector s′ := (s, 0)T ∈ C6. We have
‖Hs′‖2 =
∥∥(As,Cs)T∥∥
2
≥ ∥∥(As, 0)T∥∥
2
= ‖As‖2 >
√
6 ‖s‖2 =
√
6 ‖s′‖2 = ‖Hs′‖2 ,
where in the last step we used that the matrix H/
√
6 is unitary.
Corollary 2.3.19. Suppose that the submatrix E can be embedded into a complex
Hadamard matrix of order 6. Then every eigenvalue λ of the matrix E∗E satisfies
λ ≤ 6.
Corollary 2.3.19 is a useful criterion to show that a given matrix E cannot be
embedded into a complex Hadamard matrix, however, it is unclear how to utilize it for
our purposes. In particular, we do not know how to characterize those 3× 3 matrices
which satisfy its conditions. Also it is natural to ask whether the presence of a large
eigenvalue is the only obstruction forbidding the submatrix E to be embedded. The
answer to this question might depend on the dimension, as it is easily seen that while
every 2× 2 matrix can be embedded into a complex Hadamard matrix of order 4, only
a handful of very special 2 × 2 matrices can be embedded into a complex Hadamard
matrix of order 5 due to the finiteness result of Haagerup [60]; compare Example 1.2.1
with Theorem 2.1.6.
A related, yet seemingly weaker restriction is offered by Lindsey’s
Lemma 2.3.20 (Lindsey, [48]). Suppose that an s× t matrix A appears as a submatrix
within an n× n complex Hadamard matrix H. Then∣∣∣∣∣
s∑
i=1
t∑
j=1
Aij
∣∣∣∣∣ ≤ √stn.
Proof. We can suppose, up to equivalence, that A is in the first s rows and first t
columns of H. Let us denote by u and v the vectors (1s, 0n−s) and (1t, 0n−t)T , respec-
tively. Then we find, after an application of the Cauchy–Schwarz inequality, that∣∣∣∣∣
s∑
i=1
t∑
j=1
Aij
∣∣∣∣∣ = |〈u,Hv〉| ≤ ‖u‖2 ‖Hv‖2 ≤ ‖u‖2 ‖v‖2 ‖H‖2 = √stn,
where we have used that the norm of H reads ‖H‖2 =
√
λmax (H∗H) =
√
λmax (nIn),
where λmax(.) denotes the largest eigenvalue.
Now we are ready to present a new family of complex Hadamard matrices. The
next section gives an overview of the results.
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2.3.3 The construction: A high-level perspective
Here we describe the generic family G(4)6 from a high-level perspective. In particular,
we outline the main steps only, and do not discuss some degenerate cases which might
come up during the construction. We shall investigate the process in details later in
Section 2.3.5. The main result of this chapter is the following
Construction 2.3.21 (The Dilation Algorithm). Do the following step by step to
obtain complex Hadamard matrices of order 6.
#1: INPUT: the quadruple (a, b, c, d), forming the upper left 3×3 submatrix E(a, b, c, d)
as in formula (2.17).
#2: Use Haagerup’s trick to the first three rows of G(4)6 (see (2.18)) to obtain a
quadratic equation to f :
F1 + F2f + F3f 2 = 0, (2.23)
where the coefficients F1, F2 and F3 depend on the parameters a, b, c, d and the
indeterminate e, and derive the following linearization formula from it:
f 2 = −F1F3 −
F2
F3f. (2.24)
#3: Use Theorem 2.3.2 to obtain another quadratic equation to f :
G1 + G2f + G3f 2 = 0, (2.25)
where, again, the coefficients G1, G2 and G3 depend on the parameters a, b, c, d
and the indeterminate e. Plug the linearization formula (2.24) into (2.25) and
rearrange to obtain the companion value of e, f = F (e), where
F (e) := −F3G1 −F1G3F3G2 −F2G3 . (2.26)
#4: As |f | = 1 should hold, calculate the sextic polynomial Pa,b,c,d(e) coming from
the equation F (e)F (e)− 1 = 0 and solve it for e.
#5: Amongst the roots of Pa,b,c,d(e) find all unimodular triplets (e, s1, s2) satisfying
e + s1 + s2 = −1 − a − b, calculate the companion values f = F (e), s3 = F (s1)
and s4 = F (s2) through formula (2.26) and store all sextuples (e, s1, s2, f, s3, s4)
in a solution set called SOLB.
#6: Repeat Steps #2-#5 to the transposed matrix (i.e. to the first three columns),
mutatis mutandis to obtain the solution set SOLC .
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#7: For every pair of sextuples from SOLB and SOLC construct the submatrices B
and C, check if the first three rows and columns of G(4)6 are mutually orthogonal
and finally use Lemma 2.3.10 to compute the lower right submatrix D through
formula (2.21).
#8: OUTPUT:all unimodular matrices found in Step #7.
Construction 2.3.21 gives the essence of the new family discovered, and in Section
2.3.5 we shall give it a mathematically rigorous, low-level look. Before doing so, we
invite the reader to join us to a rapid course in symbolic computation.
2.3.4 A primer on Gröbner basis techniques
Solving polynomial systems is of fundamental interest in mathematics. However, unless
we are facing with very simple academic problems in two or three variables, we cannot
solve these systems by hand in a reasonable time, and therefore in real-life situations
we heavily rely on computers. In 1965 Buchberger in his PhD thesis introduced the
concept of Gröbner basis, and proposed an algorithm for deciding ideal membership,
which is widely used today [20].
Here we give an informal introduction to Gröbner basis and illustrate some of the
standard tricks of symbolic computation which shall come handy during the subsequent
sections. The interested reader is referred to Lazard’s bulletin which we consider as
the perfect starting point to the subject [96].
During this thesis we shall encounter polynomial systems F = {f1, f2, . . . , fn} in
m variables x1, x2, . . . , xm and our goal is to find all common solutions, i.e. all m-
tuples y = (y1, y2, . . . , ym) for which f1(y) = f2(y) = . . . = fn(y) = 0. If there are
infinitely many solutions, then some of the solution vectors y shall depend on some
free parameters. By computing a Gröbner basis for F we essentially create a new
system G = {g1, g2, . . . , gk} such that the polynomial ideals, generated by F and G are
the same, yet G has some further useful properties. The resulting Gröbner basis and its
“complexity” greatly depends on the monomial ordering used. We shall simply use the
most informative, yet the most computational expensive pure lexicographic ordering.
For example, if F generates a zero dimensional ideal, i.e. the system F has finitely
many solutions only, then a pure lexicographic Gröbner basis G will be (essentially)
a triangular system where gi = gi(x1, x2, . . . , xi), i = 1, 2, . . . ,m. As a result, all
solutions y = (y1, y2, . . . , ym) can be extracted by solving the univariate polynomial
g1(x1) first, and then iteratively g2(y1, x2), etc. up to gm(y1, y2, . . . , ym−1, xm), where
g1(y1) = g2(y1, y2) = . . . = gm(y1, y2, . . . , ym) = 0.
Our primary goal is to construct new examples of complex Hadamard matrices by
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means of computer algebra, and hence we are interested in the unimodular solutions
of F only. Unfortunately, due to the lack of the notion of complex conjugation one
cannot formalize the unimodular conditions |xi|2 − 1 = 0, i = 1, . . . ,m as polynomials
and include them into F . This means that in general we need to separate the uni-
modular solutions from the large number of complex solutions by hand. It is possible
to slightly improve on this situation by observing that the conjugate of unimodular
numbers is their reciprocal, and hence the conjugate of a multivariate polynomial f
with real coefficients, depending on the unimodular indeterminates x1, x2, . . . , xm is
just the rational function h = f(1/x1, 1/x2, . . . , 1/xm), where both the numerator and
the denominator of h, denoted by s and t, are polynomials. As we are interested in the
common solutions of these systems we can include s into F , but should exclude those
solutions by hand which would result in t = 0. One can circumvent this inconvenience
by introducing a new, “dummy” variable u, and include ut− 1 to F as well. Clearly in
this way we could encode that t is nonvanishing.
In summary, instead of solving F = {f1, f2, . . . , fn} in the variables x1, x2, . . . , xm
we rather consider F ′ = {f1, s1, f2, s2, . . . , fn, sn, ut1t2 · · · tn − 1} in the variables u, x1,
x2, . . . , xm, where fi(1/x1, 1/x2, . . . , 1/xm) = si(x1, x2, . . . , xm)/ti(x1, x2, . . . , xm), i =
1, 2, . . . , n. Experiments confirm that the solution set of F ′ is considerably smaller than
the solution set of F .
The reader might have some doubts why is it useful to include the conjugate of
the polynomials as well into the systems we consider. To illustrate these ideas more
transparently, we offer him or her the opportunity to study the following
Example 2.3.22. Here we solve the polynomial system F1 = {f1}, containing a single
polynomial f1 = x+y+y2, where x, y ∈ T by means of Gröbner basis. Of course, as we
are dealing with a single polynomial calculating a Gröbner basis results in the trivial
system G1 = {x+ y+ y2}, as expected. However, we can improve on this by including
the conjugate of f1 (or rather, the numerator of its conjugate) as well, by considering
h1(x, y) = f1(1/x, 1/y) =
1
x
+
1
y
+
1
y2
=
x+ xy + y2
xy2
=:
s1(x, y)
t1(x, y)
and the corresponding system F2 = {f1, f2}, where f2 = s1. Calculating a Gröbner
basis for F2 shall result in G2 = {g1, g2} = {y + y2 + y3, x + y + y2} which is a
triangular system. By considering g1 we find that y1 = 0, y2 = ω, y3 = ω2, and then,
by considering g2 we find that (x1, y1) = (0, 0), (x2, y2) = (1, ω) and (x3, y3) = (1, ω2),
where ω is the complex cubic root of unity. As we would like to avoid the solutions
where either of the variables is 0, we include f3 = uxy − 1 into F2 (strictly speaking,
f3 = ut1 − 1 = uxy2 − 1 should have been included, but it is always a good idea to
keep the degree of the polynomials to the absolute minimum, and hence we just ignore
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the extra power of y) and consider F3 = {f1, f2, f3} in the variables u, x, y ∈ T. We
find that G3 = {1 + y + y2, x− 1, 1 + u+ y} and by solving this triangular system we
find that (x1, y1, u1) = (1, ω, ω2) and (x2, y2, u2) = (1, ω2, ω).
After realizing that considering the conjugate equations as well is certainly a re-
warding idea, the reader is ready to advance to the next section where the Dilation
Algorithm is discussed in details. During our construction we have used various Gröb-
ner bases techniques [20] similar in spirit to [10], [52] and [58], and performed the
required calculations with the aid of MAPLE and Mathematica. The reader is advised
to use a computer algebra system of his or her choice for bookkeeping purposes.
2.3.5 The construction in details
Here we investigate the steps of Construction 2.3.21 in details. During the construction
we shall reject all those matrices which turn out to be equivalent to S(0)6 or belong to
the family K(3)6 .
STEP #1: Choose a quadruple (a, b, c, d) in compliance with the Canonical Trans-
formation described by Proposition 2.3.17 as the INPUT, and form the submatrix E.
Check if it meets the requirements of Corollary 2.3.19; if so, then proceed, otherwise
conclude that it cannot be embedded into a complex Hadamard matrix of order 6. Ex-
perimental results show that the four parameters can be chosen independently of each
other and lead to a complex Hadamard matrix with positive probability. This means,
heuristically, that we indeed get a four-parameter family. Proving such a statement
rigorously would require explicit formulas for the matrix entries, which is out of reach
due to the appearance of sextic polynomials (see (2.32)).
STEP #2: Consider the equation
abcdef (H(a, b, c, d, e, f)−H(1/a, 1/b, 1/c, 1/d, 1/e, 1/f)) = 0,
and collect the variable f in order to obtain the polynomial (2.23) whose coefficients
read
F1 = cd(a2b+ ab2 + bc+ b2c+ ad+ a2d)e− cd(a+ b+ ac+ abc+ bd+ abd)e2;
F2 = −ab(bc+ bc2 + ad+ c2d+ ad2 + cd2) + (abc+ bc2 + abd+ bc2d+ ad2 + acd2)e2+
(a2bc− b2c+ bc2 − ab2c2 − a2d+ ab2d− ac2d+ b2c2d+ ad2 − a2bd2 + a2cd2 − bcd2)e;
and F3 = −(abcde)2F1. To obtain formula (2.24) we need to see that F3 6= 0. First
we show that F3, as a polynomial of e, is not identically 0. Indeed, suppose otherwise,
which means that the following system of equations (where the first two are the coef-
ficients of e and e2 in F1, and the last two are the conjugates of the first two, up to
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some irrelevant constant factors)
a2b+ ab2 + bc+ b2c+ ad+ a2d ≡ 0,
a+ b+ ac+ abc+ bd+ abd ≡ 0,
b2c+ ab2c+ a2d+ a2bd+ acd+ bcd ≡ 0,
abc+ a2bc+ abd+ ab2d+ a2bcd+ ab2cd ≡ 0,
(2.27)
are fulfilled. We compute a Gröbner basis and find that the polynomial
bcd(1 + c2)(c− d)(1 + d2)(c2 + d2)(1 + d+ d2) (2.28)
is a member of the ideal, generated by (2.27). One can consider each of the factors
of (2.28) one by one, and substitute them back into the original equations (2.27) to
find that there is either a vanishing sum of order 2 in E or a = b = 1 and therefore
the whole family is a member of K(3)6 , or we have E = F3 or E = F ∗3 (the Fourier
matrix or its adjoint) but these matrices have b = c which however is not allowed by
the Canonical transformation. Thus we have shown that if F3 ≡ 0 then we are dealing
with the family K(3)6 and therefore we do not proceed any further with our algorithm.
It might happen that F3 6≡ 0 but there is a unimodular e making it vanish, which
cannot be anything else, but
e0 :=
a2b+ a2d+ ab2 + ad+ b2c+ bc
abc+ abd+ ac+ a+ bd+ b
=
ab(c+ ac+ d+ bd+ acd+ bcd)
a2bd+ a2d+ ab2c+ acd+ b2c+ bcd
. (2.29)
Nevertheless, in one of the pairs (e, f), (s1, s3) and (s2, s4) the first coordinate must
be different from e0 above, otherwise we would have e = s1 = s2, and therefore by
Lemma 2.3.13 e = s1 = s2 = −1, resulting in some member of the family K(3)6 by
Corollary 2.3.14. We may therefore suppose, up to equivalence, that e 6= e0 and
conclude that F3 6= 0.
STEP #3: Multiply (2.3) by abcdef in order to get (2.25) whose coefficients read
G1 = cd(2ab+ a2b+ ab2 + bc+ 2abc+ b2c+ ad+ a2d+ 2abd)e+ 2cd(ab+ bc+ ad)e2;
G2 = 2abcd(1 + a+ b) +(abc+ bc2 + abd+ 2acd+ 2bcd+ 2abcd+ bc2d+ ad2 + acd2)e2
+ (2abc+ a2bc+ 2ab2c+ bc2 + 2abc2 + 2b2c2 + 2abd+ 2a2bd+ ab2d
+ 2acd+ 2a2cd+ 2bcd+ 12abcd+ 2a2bcd+ 2b2cd+ 2ab2cd+ 2bc2d
+ 2abc2d+ b2c2d+ ad2 + 2a2d2 + 2abd2 + 2acd2 + a2cd2 + 2abcd2)e;
G3 = ab(c+ ac+ 2bc+ d+ 2ad+ bd+ 2cd+ acd+ bcd) + 2ab(c+ d+ cd)e.
Clearly, one cannot expect to recover a unique f from e in general, as formula (2.26)
might suggest. Indeed, there are complex Hadamard matrices in which s1 = e, but
s3 6= f . The reason for this phenomenon is that formulas (2.23) and (2.25) might be
linearly dependent. After plugging (2.24) into (2.25) we obtain the expression
F3G1 −F1G3 + (F3G2 −F2G3) f = 0,
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where we claim that the left hand side is not identically 0. To see this, assume that
F3G1 −F1G3 ≡ F3G2 −F2G3 ≡ 0. (2.30)
Then, we consider the equations (2.30) and their conjugate as polynomials of e, and
using computer algebra we eliminate the variable a from their coefficients to find that
b2c(b− 1)(b− c)(bc− d)(1 + c+ d)(b− d2)E(c, d) = 0
must hold, if (2.30) holds. Therefore we have either c+d = −1 or one of the degenerate
cases described in the Canonical transformation. The case c+ d = −1 implies that the
set {c, d} consists of nontrivial cubic roots only. By directly solving the correspond-
ing equations, we find that the quadruples (1, 1, ω, ω2), (ω2, ω, ω, ω2) and (1, 1, ω2, ω),
(ω, ω2, ω2, ω) can make both polynomials vanish, but these cases were excluded by the
Canonical transformation.
We have thus shown that F3G1−F1G3 and F3G2−F2G3 are not identically zero at
the same time. It is, however, possible that
F3G1 −F1G3 = F3G2 −F2G3 = 0 (2.31)
for some numbers |e1| = 1, e1 6= e0, meaning that we do not have another condition
on f and therefore formula (2.26) does not hold. However, having these numbers e1 at
our disposal we can check if they meet (2.4) and then we can recover the two possible
values of f from (2.24). Note that condition (2.31) together with our assumption that
F3 6= 0 imply that (2.25) holds as well. We check if the numbers f are unimodular
and once we have the candidate pairs (e1, f1) and (e1, f2) for a given e1, we readily
calculate the remaining pairs (s1, s3) and (s2, s4) through the Decomposition formula.
We disregard those cases in which s1 + s2 = 0 or s3 + s4 = 0 hold as they would lead
to matrices belonging to K(3)6 , and store all the remaining sextuples (e, s1, s2, f, s3, s4)
in the solution set SOLB.
Next we suppose that e 6= e1, e 6= e0, derive formula (2.26) for F (e) and proceed to
Step #4.
STEP #4: Now we need to ensure that f is of modulus one. To do this, we calculate
the fundamental polynomial
Pa,b,c,d(e) ≡ a4b4c3d3e3
(|F3G1 −F1G3|2 − |F3G2 −F2G3|2) . (2.32)
After some calculations, it will be apparent that P has the following remarkable struc-
ture:
P ≡ a8b8c6d6P+2a8b8c6d6P (1+a+b)e+a8b8c6d6Qe2+Re3+Qe4+2P (1+a+b)e5+Pe6
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where the coefficients P,Q and R depend on the quadruple (a, b, c, d) only. If P ≡ 0
then the construction fails. Otherwise we find all unimodular roots of P(e) satisfying
e 6= e0 and e 6= e1. Note that the unimodular numbers e1 (defined after (2.31)) are roots
automatically. We shall discuss the issue of unimodularity later in Theorem 2.3.30.
STEP #5: If the number e0 defined in (2.29) is not of modulus one, then the rôle of the
pairs (e, f), (s1, s3) and (s2, s4) is symmetric, and from all of the roots of P of modulus
one (which are different from the numbers e1) we select all possible triplets (e, s1, s2)
satisfying e+ s1 + s2 = −1− a− b, which is needed to ensure orthogonality of the first
two rows. Note that this fulfills the second requirement (2.4) of Theorem 2.3.2. From
(2.26) we compute the unique companion values f = F (e), s3 = F (s1) and s4 = F (s2).
Otherwise, should the number on the right hand side of (2.29) be of modulus one,
then for every root e (6= e0, e1) of P we check if condition (2.4) holds, calculate the
unique companion value f = F (e), and finally we use the Decomposition formula to
determine the pairs (s1, s3) and (s2, s4). Again, we disregard the cases when s1+s2 = 0
or s3 + s4 = 0.
At the end of this step we add all obtained sextuples (e, s1, s2, f, s3, s4) to the
solution set SOLB. Typically two distinct sextuples are found.
STEP #6: In this step one constructs the first three columns along the lines of Steps
#2-#5 described above and obtain the set SOLC in a similar way.
STEP #7: For every solution from SOLB and SOLC we build up the candidate matri-
ces B and C and disregard those cases in which the block B is singular. Note that as
we have fulfilled both requirements of Theorem 2.3.2 the first three rows and columns
of G(4)6 are orthogonal. Therefore we can use Lemma 2.3.10 to obtain the missing lower
right submatrix D and check if it is composed of unimodular entries. Recall that by
Proposition 2.3.15 we have disregarded members of the family K(3)6 only.
STEP #8: Finally, we OUTPUT all unimodular matrices found during the process. We
remark here that by Corollary 2.3.12 if no unimodular matrices were found then the
submatrix E cannot be embedded into any complex Hadamard matrix of order 6 which
is different from S(0)6 and lies outside the degenerate familyK
(3)
6 . If unimodular matrices
are found, then typically we find two matrices, as the solution set SOLB and SOLC
contains two suitable sextuples each, however, experimental results show that for each
sextuple in SOLB there is a unique one in SOLC making D unimodular as required.
We have finished the discussion of Construction 2.3.21. The results are summarized
in the following
Theorem 2.3.23 (see [131]). Start from a submatrix E as in (2.17) and suppose that
there are only finitely many invertible candidate submatrices B and C such that the
first three rows and columns of the matrix G6 (see (2.18)) are orthogonal. Then all
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complex Hadamard matrices containing E as a submatrix, which are inequivalent from
S
(0)
6 and do not belong to the family K
(3)
6 , can be obtained, up to equivalence, through
Construction 2.3.21.
The interested reader might want to see an example of generic Hadamard matrices
which can be described by closed analytic formulae, that is for which the fundamental
polynomials Pa,b,c,d and Pa,c,b,d are both solvable. We sketch how to obtain such a
matrix in the following
Example 2.3.24. Let a be a unimodular complex number such that its real part is
the unique real solution of 4<[a]3 − 2<[a] + 1 = 0, and its imaginary part is positive.
Further set c = (−a3 + a2 + a+ 1)/(a4 + a3 + a2− a) and consider the input submatrix
E(a, a, c, a). These initial settings imply that one of the roots of Pa,a,c,a will be a and
then two additional one can be obtained through the Decomposition formula, while the
remaining cubic polynomial can be solved by radicals. From this, and from the delicate
structure of this specially tailored matrix it follows that F (a) = a (see (2.26)) will be
a root of Pa,c,a,a and, again, two additional roots can be found easily. Clearly, the
complex Hadamard matrices we obtain are inequivalent from S(0)6 and do not belong
to the family K(3)6 . This latter fact can be checked through Part (c) of Theorem 2.2.16.
We spare the reader the details.
Problem 2.3.25. Find a textbook example of generic complex Hadamard matrices,
i.e. one with as “simple” entries as just possible.
Now we briefly discuss the results.
Remark 2.3.26. One might simplify some of the lengthy case by case analyses of Steps
#2-#3 of the construction above by including the equation
uabcd(a+ 1)(b+ 1)(c+ 1)(d+ 1)(a+ b)(a+ c)(b+ d)(c+ d)− 1 = 0,
featuring a “dummy” variable u into the system of equations (2.27) and (2.30), respec-
tively. This would ensure that abcd 6= 0 and a vanishing sum of order 2 does not appear
in the submatrix E (cf. Example 2.3.22). The presence of this extra variable, however,
significantly increases the complexity of the problems and consequently prolongs the
time and memory consumption of the required calculations. 
Remark 2.3.27. When P ≡ 0 then the main difficulty we are facing is that we have in-
finitely many candidate submatrices B. In this case we have the trivial restriction (2.4)
on e, while the companion value f coming from (2.26) is unimodular unconditionally.
Although in principle we can find three orthogonal rows through the Decomposition
formula for every suitable e, we do not know which one to favor in order to obtain a
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unimodular submatrix D via formula (2.21). Also, it might happen that the polyno-
mial Pa,c,b,d, coming from considering the first three columns of G(4)6 during Step #6,
shall vanish as well, bringing another free parameter into the game and making things
even more complicated. In contrast, if both Pa,b,c,d 6≡ 0 and Pa,c,b,d 6≡ 0, then we have
finitely many choices for the submatrices B and C and we can use Corollary 2.3.12 to
conclude the construction. 
Remark 2.3.28. The polynomial P formally can vanish when we have F3G1 − F1G3 ≡
F3G2 − F2G3 ≡ 0, however this is excluded by the Canonical Transformation and is
explained in details in Step #3. It might vanish for some other, non-trivial quadruples
as well making the whole construction process fail. In theory, the common roots of the
coefficients of P can be calculated by means of Gröbner bases, but as these coefficients
are rather complicated obtaining such a basis turned out to be a task beyond our ca-
pabilities. Nevertheless, we conjecture that the case P ≡ 0 can be excluded completely
in a similar fashion as we disregarded various quadruples during the Canonical Trans-
formation. This would mean that all complex Hadamard matrices of order 6, except
for S(0)6 and K
(3)
6 , can be recovered from Construction 2.3.21. 
So far we have completely avoided the issue of unimodularity. It turns out that
there are tools available guaranteeing that all six roots of the fundamental polynomial
are unimodular. We recall the following
Definition 2.3.29. A complex polynomial f(x) = a0 + a1x+ . . .+ amxm of degree m
is called self-inversive if am−k = εak for every k = 0, . . . ,m, where |ε| = 1.
We observe that the polynomial Pa,b,c,d(e)/(a4b4c3d3) is self-inversive (with ε = 1).
In particular, its middle coefficient R/(a4b4c3d3) is real. A classical theorem of Cohn
[26] gives a characterization of polynomials having exclusively unimodular roots (see
also [90] for an elegant sufficient condition).
Theorem 2.3.30 (Cohn, [26]). All roots of the polynomial f(x) = a0+a1x+. . .+amxm
of degree m are unimodular if and only if
(a) f is self-inversive; and
(b) all roots r of the derivative f ′ satisfy |r| ≤ 1.
Therefore self-inversive polynomials are the relevant objects to study. Cohn’s the-
orem is powerful enough to guarantee that the fundamental polynomials P has exclu-
sively unimodular roots around a small neighborhood of a fixed quadruple (a, b, c, d).
In particular, from Example 2.3.24 we have the following
Corollary 2.3.31. There is a four-parameter family of unitary matrices of order 6,
such that the first three rows and columns of the matrices are unimodular.
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Yet, it is unclear how to ensure the unimodularity of the lower right submatrix D of
the matrix G(4)6 automatically, i.e. without checking it by hand in a particular example.
Remark 2.3.32. We outline an alternate way to obtain the lower right submatrix D,
instead of using formula (2.21). Once the first three rows and columns of the matrix
G
(4)
6 has been obtained, we have several new 3×3 submatrices, from which the Dilation
algorithm can be “restarted” again in order to obtain some of the missing entries of
G
(4)
6 . The advantage of this method is that by Cohn’s theorem the unimodularity of
the entries can be guaranteed, the pitfall is that by this method we cannot control the
mutual orthogonality of more than three rows at the same time. 
It is reasonable to think that every complex Hadamard matrix of order 6 has some
3 × 3 submatrix E leading to nonvanishing fundamental polynomials. In particular,
we do not expect any complex Hadamard matrices of order 6 (except maybe S(0)6 and
K
(3)
6 ) which cannot be recovered from Construction 2.3.21. Therefore we formulate the
following
Conjecture 2.3.33. The list of complex Hadamard matrices of order 6 is as fol-
lows: the isolated matrix S(0)6 , the three-parameter degenerate family K
(3)
6 and the
four-parameter generic family G(4)6 as described above.
It would be nice to understand the structure of G(4)6 more thoroughly and express
the entries of these matrices by some well-chosen trigonometric functions in a similar
fashion as K(3)6 is described, however, as we have encountered rather delicate sextic
polynomials already the appearance of compact and elegant formulas is somewhat un-
expected. Also, it is natural to ask which matrices satisfy the conditions of Corollary
2.3.19. An algebraic characterization of these matrices might lead to a deeper under-
standing of the generic family G(4)6 and hopefully to the desired full classification of
complex Hadamard matrices of order 6.
Problem 2.3.34. Classify all embeddable matrices E.
The results presented here might be further improved in the future, when faster
computation of Gröbner basis shall be available; either by utilizing a large-scale com-
puting cluster to handle the equations, or by using improved algorithms.
Problem 2.3.35. Characterize the cases when the fundamental polynomial Pa,b,c,d(e)
(2.32) vanishes (e.g. by means of computing a Gröbner basis with respect to the pure
lexicographic monomial order).
Problem 2.3.36. Give a full characterization of 6× 6 complex Hadamard matrices.
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2.4 MUBs, MASAs and complex Hadamard matrices
In this section we give some applications of complex Hadamard matrices.
2.4.1 Connections to operator algebras
The following is a fundamental concept in the theory of operator algebras, see e.g. [6],
[60] and [114].
Definition 2.4.1. We say that an algebra A ⊂ Mn (C) is a maximal abelian ∗-
subalgebra (or MASA) if it is commutative, closed under the adjoint operation and
maximal with respect to the inclusion.
Example 2.4.2. For every n the algebra of diagonal matrices Dn is a MASA inMn(C).
In fact, it is easy to see that essentially this is the only example.
Lemma 2.4.3. Let A be a MASA in Mn(C). Then there exists a unitary matrix U
such that U∗AU = Dn.
Proof. All elements of A are pairwise commuting normal operators and hence they can
be simultaneously diagonalized.
Definition 2.4.4. The MASAs A and B are called orthogonal if the orthogonal com-
plements A	CI and B	CI are orthogonal with respect to the Hilbert–Schmidt inner
product inMn(C).
We denote the Hilbert–Schmidt inner product of the matrices A,B ∈ Mn(C) by
〈A,B〉HS = Tr(A∗B). The following question arises naturally
Problem 2.4.5. Decide the largest number of pairwise orthogonal MASAs inMn(C).
We recall the following upper bound as follows.
Lemma 2.4.6. There are at most n+ 1 pairwise orthogonal MASAs inMn(C).
Proof. Let A1,A2, . . . ,Am be pairwise orthogonal MASAs in Mn(C). Each of the
subspacesAi	CI are of dimension n−1, and hence, by orthogonality,m(n−1)+1 ≤ n2
from which the result follows.
We have the following characterization of orthogonal MASAs.
Lemma 2.4.7. Suppose that Dn and U∗DnU is a pair of orthogonal MASAs inMn(C).
Then
√
nU is a complex Hadamard matrix.
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Proof. Let us fix some 1 ≤ i, j ≤ n and consider the matrices Dj ∈ Dn and U∗DiU ∈
U∗DnU , where Di is the diagonal matrix with its (i, i)th entry being 1 and all other
entries being 0. Then, by orthogonality, we have〈
Dj − 1
n
I, U∗DiU − 1
n
I
〉
HS
= Tr
[(
Dj − 1
n
I
)∗(
U∗DiU − 1
n
I
)]
= 0,
from which Tr(DjU∗DiU) = |Ui,j|2 = 1/n follows.
Corollary 2.4.8. Let Dn, 1nH∗2DnH2, . . . , 1nH∗mDnHm be a collection of m pairwise or-
thogonal MASAs in Mn(C). Then Hi, as well as 1√nHiH∗j are complex Hadamard
matrices for every 2 ≤ i < j ≤ m.
Example 2.4.9. Let n = 2 and consider inM2(C) the following MASAs:
D2 =
{[
1 0
0 1
]
,
[
1 0
0 −1
]}
, C2 = U∗D2U =
{[
1 0
0 1
]
,
[
0 1
1 0
]}
, and
B2 = V ∗D2V =
{[
1 0
0 1
]
,
[
0 i
−i 0
]
,
}
, U =
1√
2
[
1 1
1 −1
]
, V =
1√
2
[
1 i
1 −i
]
.
Here D2 and C2 are the algebra of the diagonal and circulant matrices, respectively and
U is the matrix describing the usual discrete Fourier transform.
Finally, we mention the following neat result highlighting a gap in the maximum
number of pairwise orthogonal MASAs.
Theorem 2.4.10 (Weiner, [145]). The maximal number of pairwise orthogonal MASAs
inMn(C) is either n+ 1 or at most n− 1.
In other words, if n pairwise orthogonal MASAs are constructed in Mn(C), an
additional one can be obtained as well. We shall use these results coming from operator
theory in the subsequent sections.
2.4.2 The problem of Mutually Unbiased Bases in Cn
We begin with recalling the following concept arising in quantum information theory
naturally.
Definition 2.4.11. Two orthonormal bases of Cn, B1 and B2 are called mutually
unbiased if for every e ∈ B1 and f ∈ B2 we have | 〈e, f〉 | = 1/
√
n. A collection of
orthonormal bases B1,B2, . . . ,Bm are called (pairwise) mutually unbiased if every two
of them are mutually unbiased.
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We refer to mutually unbiased bases as MUBs, and identify them with unitary ma-
trices B1, B2, . . . , Bm of order n, whose row vectors amount to the basis vectors. It
is immediate that if we fix B1 = I, which we can do without loss of generality, then
all further matrices Bi, i = 2, . . . ,m are complex Hadamard, up to a scaling factor of
1/
√
n. Thus understanding MUBs requires understanding complex Hadamard matri-
ces. Conversely, any construction of MUBs gives a construction of complex Hadamard
matrices. The standard reference to the subject is [47].
Observe that MUBs has the following remarkable property (cf. Corollary 2.4.8).
Lemma 2.4.12. Let {I, 1√
n
H2, . . . ,
1√
n
Hm} be a collection of m MUBs in Cn. Then
Hi, as well as 1√nHiH
∗
j are complex Hadamard matrices for every 2 ≤ i < j ≤ m.
Therefore MASAs and MUBs are exactly the same concept, coming from different
areas of mathematics.
Example 2.4.13. Let n = 2, and consider the following unitary matrices:
B1 =
[
1 0
0 1
]
, B2 =
1√
2
[
1 1
1 −1
]
, B3 =
1√
2
[
1 i
1 −i
]
.
It is easy to see that {B1, B2, B3} form a triplet of MUBs in C2. In particular, the
product matrix
√
2B2B
∗
3 =
1√
2
[
1− i 1 + i
1 + i 1− i
]
is a complex Hadamard matrix.
The following question arises naturally.
Problem 2.4.14. Decide the maximal number of MUBs in Cn.
In what follows we collect some well-known facts on MUBs. The first result easily
comes from Lemma 2.4.6.
Corollary 2.4.15. There are at most n + 1 MUBs in Cn and at most n/2 + 1 real
MUBs in Rn, respectively.
Theorem 2.4.16 (see e.g. [70], [148]). For every prime power pk there is a complete
set of MUBs consisting of pk + 1 bases in Cpk .
For a discussion of the equivalence of various MUB constructions see [55] and [73].
The non prime power case remains elusive, nevertheless it is easy to obtain a lower
bound on the number of MUBs here as follows.
Lemma 2.4.17. Let us suppose that there is k1 and k2 MUBs in Cn1 and Cn2, respec-
tively. Then there is at least min{k1, k2} MUBs in Cn1n2.
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Proof. Let m := min{k1, k2} and consider m MUBs in Cn1 : {In1 , 1√n1H2, . . . , 1√n1Hm};
and similarly, m MUBs in Cn2 : {In2 , 1√n2K2, . . . , 1√n2Km}. Then the following set
{In1 ⊗ In2 , 1√n1n2H2⊗K2, . . . , 1√n1n2Hm⊗Km} is a collection of m MUBs in Cn1n2 .
As the smallest prime-power factor of a composite number is at least 2, it follows
that
Corollary 2.4.18. For every n > 1 there is a triplet of MUBs in Cn.
Currently this is the best known general lower bound.
Finally, we mention here the following result connecting MUBs to latin squares.
Theorem 2.4.19 (Wocjan–Beth, [147]). For square orders n = s2 there are at least
N(s) + 2 MUBs, where N(s) is the number of mutually orthogonal latin squares of
order s.
Theorem 2.4.19 results in 6 MUBs in dimension n = 262 whereas from Lemma
2.4.17 only 5 MUBs can be obtained.
In what follows we briefly mention an elegant construction of Zauner, yielding infi-
nite families of triplets of MUBs, coming from bicirculant complex Hadamard matrices.
Theorem 2.4.20 (Zauner’s construction, [149]). If T is a complex Hadamard matrix
of order 2m with m×m circulant blocks, then there exist complex Hadamard matrices
Z1 and Z2 of order 2m such that T = 1√2mZ1Z
∗
2 . In particular, {I2m, 1√2mZ1, 1√2mZ2}
forms a triplet of MUBs in C2m.
Zauner’s construction is based on the following remarkable representation of 2× 2
unitary matrices, as well on a clever use of the Fourier matrices which are well-known to
diagonalize circulant matrices. The details can be found in [149] (or in [71] in English).
Lemma 2.4.21 (Zauner, [149]). Suppose that M is a 2×2 unitary matrix. Then there
are complex unimodular numbers u, v, x and y, such that
M =
1
2
[
u+ v y(u− v)
(u− v)/x y(u+ v)/x
]
.
Zauner applied his result to the following one-parameter family of bicirculant ma-
trices which is equivalent to the family D(1)6 (c) (cf. Example 2.2.2):
1 ic ic 1 c −c
ic 1 ic −c 1 c
ic ic 1 c −c 1
1 −c c −1 ic ic
c 1 −c ic −1 ic
−c c 1 ic ic −1

,
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and exhibited an infinite family of MUB triplets in C6. We can improve on this result
with our two-parameter bicirculant family X(2)6 (α) as follows.
Corollary 2.4.22 (see [129]). There is a two-parameter family of triplet of MUBs in
C6, emerging from the family X(2)6 (α) (see Example 2.2.13) via Zauner’s construction.
Remark 2.4.23. One might wonder if further interesting results can be obtained from
the consideration of four-circulant complex Hadamard matrices. The four-circulant
property requires that n = 4m, however in such orders one can construct quartets of
MUBs via Lemma 2.4.17 easily, and it seems that investigating and controlling the
properties of such a quartet requires a rather delicate analysis. 
Nevertheless, we pose this as a
Problem 2.4.24. Investigate a possible “four-circulant” construction of quartet of
MUBs in orders n = 4m which resembles to Zauner’s construction (Theorem 2.4.20).
For additional results on MUBs consult [57].
Several authors considered the question of the existence of real MUBs. Clearly
they can exist only in orders 4m, moreover a triplet of real MUBs can be found only
in square orders, as regular Hadamard matrices are required. Despite these strong
restrictions the following result demonstrates that the general upper bound given by
Corollary 2.4.15 can be met.
Theorem 2.4.25 (Cameron–Seidel, [22]). For each n = 22i with i any positive integer,
there are n/2 + 1 real MUBs in Rn.
For further reading on real MUBs we refer the reader to [66], [97].
2.4.3 Towards the solution of the MUB-6 problem
As we have mentioned earlier in the non prime power case the maximal number of
MUBs is unknown. Even the simplest case n = 6 is undecided, and we have the
following long-standing
Conjecture 2.4.26 (Zauner, [149]). There are no more than three MUBs in C6.
Extensive numerical searches confirm the truth of this conjecture, see e.g. [15], [16]
and [116], as well as a systematic search for quartet of MUBs, coming from Butson-type
complex Hadamard matrices [8]. However, none of these methods are conclusive.
One possible approach to the solution of the MUB problem in dimension d = 6
has been proposed in our recent paper [71]. The main idea is a combination of a
discretization and a computer-aided attack which we illustrate here as follows. We start
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with the hypothesis that there are four unitary matrices in C6 forming a set of MUBs
{I, 1√
6
H2,
1√
6
H3,
1√
6
H4} and try to reach a contradiction. Clearly, if such a set of four
MUBs exist, then there is a collection of “approximate MUBs” {I, 1√
6
H ′2,
1√
6
H ′3,
1√
6
H ′4}
as well, where the matrices H ′i, 2 ≤ i ≤ 4 come from a finite set (very roughly speaking
they are composed of some pth roots of unity for some large p) and they satisfy the
unitary and unbiasedness conditions up to some controllable error. If we find that no
such set containing four “approximate MUBs” exists then we conclude that there is no
four MUBs either. This is the core argument of the paper. This idea turned out to be
powerful enough to deal with the generalized Fourier family F (2)6 (a, b). In particular,
the following has been shown by means of an exhaustive computer search:
Theorem 2.4.27 (see [71]). None of the pairs {I, 1√
6
F
(2)
6 (a, b)} can be extended to a
MUB-quartet {I, 1√
6
F
(2)
6 (a, b),
1√
6
H3,
1√
6
H4}.
However, this approach is currently infeasible for the general problem due to the
large number of possible candidate matrices 1√
6
H ′2. One realistic way to overcome this
difficulty is to gain some insight into the structure of the MUB pairs {I, 1√
6
H2}, or
equivalently, to understand complex Hadamard matrices of order 6. In particular, a
complete characterization of complex Hadamard matrices of order 6 would hopefully
reduce the number of candidate matrices considerably. Based on the full characteriza-
tion of complex Hadamard matrices of orders up to 5 a complete characterization of
MUBs in Cd has been obtained for d ≤ 5 very recently [17].
2.4.4 MUBs and equiangular lines in Cn
The purpose of this brief section is to relate MUBs and hence complex Hadamard
matrices to equiangular sets of lines. A construction is given yielding large set of
equiangular lines in real spaces, slightly improving on a recent construction of de Caen
[39].
Definition 2.4.28. A set of lines in Cn, spanned by the unit vectors v1, v2, . . . , vr is
equiangular if there exists a constant c such that | 〈vi, vj〉 | = c for every 1 ≤ i < j ≤ r.
Remark 2.4.29. The term “equiangular vectors” usually refers to a configuration in
which the condition | 〈vi, vj〉 | = c in Definition 2.4.28 is replaced by the stronger one
〈vi, vj〉 = c. 
It is easy to obtain upper bound on the number of equiangular lines. The following
is well-known.
Lemma 2.4.30. There are at most n2 equiangular lines in Cn, and at most n(n+1)/2
equiangular lines in Rn, respectively.
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Proof (sketch). If the lines are represented by the unit vectors v1, v2, . . . , vm, then the
self-adjoint (resp. symmetric) rank-1 matrices v∗1v1, v∗2v2, . . . , v∗mvm shall be linearly
independent elements of the real vector space of the self-adjoint (resp. symmetric)
matrices of order n. Therefore m cannot be larger than the dimension of these vector
spaces from which the required bounds follow.
The following, however, is a long-standing open
Problem 2.4.31. Determine the maximum number of equiangular lines in Cn and Rn,
respectively.
Example 2.4.32. The following is a collection of four equiangular lines in C2, along
with the corresponding Gram matrix:
L =
1√
3

√
3 0
1
√
2
1
√
2ω
1
√
2ω2
 , LL∗ = 1√3

√
3 1 1 1
1
√
3 −i i
1 i
√
3 −i
1 −i i √3
 .
In this section we are primarily concerned with real equiangular lines. For a handful
of small dimensional examples see [141].
Example 2.4.33. Six diagonals of the icosahedron form equiangular lines in R3 as
follows:
L =
1√
10

0
√
5 +
√
5
√
5−√5
0
√
5 +
√
5 −
√
5−√5√
5−√5 0
√
5 +
√
5
−
√
5−√5 0
√
5 +
√
5√
5 +
√
5
√
5−√5 0√
5 +
√
5 −
√
5−√5 0

.
Remark 2.4.34. Examples 2.4.32 and 2.4.33 demonstrate that the upper bounds given
by Lemma 2.4.30 can be met.
It is easy to construct equiangular lines from Hadamard matrices (cf. Theorem
3.4.11).
Lemma 2.4.35. Let H be a symmetric, real Hadamard matrix with constant diagonal
1 of order n2. Then there is an equiangular set of n2 lines in Rn(n−1)/2.
Proof. The eigenvalues of H are ±n with multiplicity n(n± 1)/2, respectively. Hence
G := (−H+nI)/(n−1) is a positive semidefinite matrix of rank n(n−1)/2. Therefore
G is the Gram matrix of the desired configuration.
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The first constructive quadratic lower bound on the number of real equiangular
lines was obtained by de Caen, who proved the following
Theorem 2.4.36 (de Caen, [39]). For each n = 3·22t−1−1, with t any positive integer,
there exists an equiangular set of 2
9
(n+ 1)2 lines in Rn.
It is clear that a collection of equiangular lines in Rn can also be thought of as
an equiangular configuration in Rn+1. This observation together with de Caen’s result
leads easily to the following general quadratic lower bound on the number of real
equiangular lines.
Corollary 2.4.37. For every n ≥ 1 there exists an equiangular set of 1
72
(n+ 2)2 lines
in Rn.
We remark that de Caen constructed the Gram matrix of the system, i.e. he exhib-
ited a positive semidefinite matrix of order 2
9
(n + 1)2 with rank n = 3 · 22t−1 − 1. We
present here a related result leading to a slight improvement upon Corollary 2.4.37.
Theorem 2.4.38. For each n = 3 · 22t−1 + 1, with t any positive integer, there exists
an equiangular set of 2
9
(n− 1)(n+ 2) lines in Rn.
Proof. Let t be a positive integer, set n = 3·22t−1+1 and use Theorem 2.4.25 to exhibit
a collection of 22t−1 + 1 real MUBs in R22t . Now rescale all these vectors with a weight
A, and extend each of them with 22t−1 + 1 additional coordinates set to 0 (i.e. embed
the vectors into Rn in the natural way). Now for every i = 1, . . . , 22t−1 + 1 consider
the vectors from the ith basis, and set their ith new coordinate to B. With the choice
A =
√
2t
2t + 1
, B =
1√
2t + 1
we obtain 22t(22t−1 + 1) = 2
9
(n − 1)(n + 2) equiangular lines in Rn having a common
angle (in absolute value) of arccos (1/(2t + 1)).
Example 2.4.39. Let t = 1, set n = 7 and consider the collection of 3 real MUBs in
R4 as follows:

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , 12

1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1
 , 12

1 −1 −1 −1
1 −1 1 1
1 1 −1 1
1 1 1 −1

 .
From these ingredients we build up the array L, which we display here in transposed
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layout for typographical reasons as follows:
LT =
1√
6

2 0 0 0 1 1 1 1 1 1 1 1
0 2 0 0 1 1 −1 −1 −1 −1 1 1
0 0 2 0 1 −1 1 −1 −1 1 −1 1
0 0 0 2 1 −1 −1 1 −1 1 1 −1√
2
√
2
√
2
√
2 0 0 0 0 0 0 0 0
0 0 0 0
√
2
√
2
√
2
√
2 0 0 0 0
0 0 0 0 0 0 0 0
√
2
√
2
√
2
√
2

.
The column vectors of LT give us the desired configuration of 2
9
(7 − 1)(7 + 2) = 12
equiangular lines in R7.
Contrary to de Caen’s approach, we obtained the lines directly, and it is straight-
forward from their structure how to exhibit large set of equiangular lines in smaller
dimensions as well. For example, by simply neglecting the last row and the last four
columns of the matrix LT above, one immediately gets 8 equiangular lines in R6, etc.
A detailed analysis of this idea led to the following improvement upon Corollary 2.4.37.
Corollary 2.4.40. For every n ≥ 1 there exists an equiangular set of 8
1089
n(4n + 33)
lines in Rn.
Proof. For n ≤ 25 we have 8n(4n + 33)/1089 ≤ n, and hence any orthonormal basis
fulfills the claim. Therefore we can suppose that n ≥ 26. Let t ≥ 2 be the unique
integral number such that that d = 3 · 22t−1 + 1 < n ≤ 3 · 22t+1 + 1. If n ≤ 4t+1 + 22t−3,
then use Theorem 2.4.38 to obtain 22t (22t−1 + 1) equiangular lines in Rd and embed
them into Rn in the natural way. Otherwise, if 4t+1+22t−3+1 ≤ n ≤ 3·22t+1+1 then use
m = n−4t+1 ≥ 22t−3+1 MUBs of order 4t+1, and construct along the lines of Theorem
2.4.38 4t+1m ≥ 4t+1 (22t−3 + 1) equiangular lines in Rn. One can conclude by fitting a
quadratic polynomial to the set of points {(4t+1+22t−3, 22t (22t−1 + 1)) : t ≥ 2} ⊂ R×R,
and noting that the number of known equiangular lines in dimension n′ = 4t+1+2t−3+1
is larger than the claimed lower bound 8n′(4n′ + 33)/1089.
Our idea can be reformulated in the complex settings as well, but the results are
nowhere near close to the following
Theorem 2.4.41 (see e.g. [55]). There is a configuration of n2 − n + 1 equiangular
lines in Cn when n− 1 is a prime power.
We shall revisit complex equiangular lines from a different perspective once again
in Section 3.5.
Chapter 3
Complex Hadamard matrices of prime
orders
Throughout this chapter we investigate the existence of complex Hadamard matrices
of prime orders. Constructing infinite families of complex Hadamard matrices of prime
orders is currently out of reach, apart from some sporadic examples of relatively small
order. There are three major construction methods yielding some examples of complex
Hadamard matrices of prime orders: Petrescu’s construction leading to infinite fami-
lies [113]; the general theory of circulant complex Hadamard matrices [10], [11]; and
combinatorial constructions coming from design theory [24], [25] and [132]. In what
follows we investigate these approaches in details. As a supplement, we extend this list
with a fourth method by considering complex Hadamard matrices with circulant core
in Appendix C.
In Section 3.2 we give a further look at Petrescu’s construction and we utilize his
method to obtain a BH(19, 6); in addition to this we exhibit a four-parameter family of
complex Hadamard matrices of order 13 thus considerably extending the list of known
complex Hadamard matrices of this order. In Section 3.3 we recall circulant complex
Hadamard matrices of index k type and for every prime p ≡ 1 (mod 8) we construct two
new, previously unknown examples of circulant complex Hadamard matrices of order
p. As a related result we give a full classification of cyclic 17-roots of simple index
4 in Appendix B. In Appendix C we investigate the existence of complex Hadamard
matrices with circulant core and exhibit new examples of complex Hadamard matrices
of order 7 and 11. We conclude this chapter with highlighting some connections between
complex Hadamard matrices and equiangular tight frames.
Our contributions to this chapter are the relevant results from [130] and [132],
while the additional new results presented here are subject to a series of forthcoming
publications.
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3.1 Preliminaries
We begin with the following finiteness result (cf. Theorem 1.2.4).
Theorem 3.1.1 (Petrescu, [113]). For every prime p the Fourier matrix Fp is isolated
amongst all p× p complex Hadamard matrices.
Nicoară gave a new and independent proof of this theorem [107]. One of the conse-
quences of Theorem 3.1.1 is that there is no “cheap” way to obtain infinite, parametric
families of complex Hadamard matrices stemming from Fp in a similar spirit to Diţă’s
construction (cf. Corollary 1.2.5). In fact, once it was asked by Enflo (see [60] and
the review article [120]), whether all complex Hadamard matrices of prime orders are
isolated, which was refuted by a clever construction of Petrescu [113]. In particular,
he proved the following
Theorem 3.1.2 (Petrescu [113]). For prime p = 7, 13, 19 and 31 there are infinite,
parametric families of complex Hadamard matrices of order p.
Note that all mentioned orders are of the form p = 6s+1. However, we do not have
any understanding of the case p = 6s+ 5 (apart from the finiteness result of Haagerup
concerning 5× 5 matrices). In particular, the following is already an open
Problem 3.1.3. Decide if there are infinitely many inequivalent complex Hadamard
matrices of order 11.
It requires considerable efforts to exhibit complex Hadamard matrices of order 11
(but see [19] for a couple of explicit examples as well as Example C.2.11), and it seems
even more difficult to construct an infinite family.
3.2 Petrescu’s construction revisited
In this section we recall the main ideas of Petrescu’s construction, but we advise the
reader in advance that here we are only scratching the surface of what he has actually
obtained in his PhD thesis [113]. We combine his ideas with an intelligent computer
search to obtain a BH(19, 6) matrix the existence of which was listed undecided in
[27]. The details are as follows.
Definition 3.2.1. We say that a complex Hadamard matrix H of order 3s + 1 is of
Petrescu-type, if it has the following block form
H :=

X Y T
Y X T
T ∗ T ∗ D
 , (3.1)
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where the matrices X and Y are of order s, D is of order s + 1 and finally T consists
of s noninitial rows of a dephased complex Hadamard matrix of order s+ 1.
It seems somewhat surprising already that one can embed four copies of an essen-
tially complete complex Hadamard matrix into the array H, whose size are roughly
n/3 each. However, Petrescu illustrated that if T and D are chosen carefully enough,
namely if they possess some further structural properties (e.g. circulant blocks, etc.),
then not only some complex Hadamard matrices, but parametric families of complex
Hadamard matrices can be obtained. After recalling that ω denotes the principal cubic
root of unity, we offer the following
Example 3.2.2 (Petrescu, [113]). The array
P
(1)
7 (a) =

1 aω2 ω −aω2 ω ω2 1
aω2 1 −aω2 ω ω2 ω 1
ω −aω2 1 aω2 ω ω2 1
−aω2 ω aω2 1 ω2 ω 1
ω2 ω ω2 ω −ω2 1 1
ω ω2 ω ω2 1 −ω2 1
1 1 1 1 1 1 −ω2

(3.2)
is a one-parameter family of Petrescu-type complex Hadamard matrices. The matrix
P7 = P
(1)
7 (1) is equivalent to Brock’s example [18].
However, from Petrescu’s analysis it follows that in practice it is very difficult to
meet the requirements of the parametrization property, and a general method, working
for all primes p ≡ 1 (mod 6) is yet to be discovered. We investigate Petrescu-type
BH(n, q) matrices for small n and q, and seek for various parametric families of complex
Hadamard matrices. The underlying structure of these matrices heavily restricts the
search space and makes an intelligent computer search feasible even in those orders,
where a straightforward brute force attack would be far out of reach.
We assume throughout this section, without any further comment, that the embed-
ded (partial) complex Hadamard matrix T satisfies the following properties:
TT ∗ = (s+ 1)Is, (3.3)
T ∗T = (s+ 1)Is+1 − Js+1, (3.4)
TJ = 0, (3.5)
where J denotes the all 1 matrix, whose size should be clear from context.
Remark 3.2.3. We remark here that the arrangement of the four T blocks in the border
of H forces the structure in the upper left corner; that is, the presence of two blocks
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of X and Y is not a further simplifying assumption, but an easy consequence of the
imposed structure. We omit the corresponding calculations. 
From the orthogonality relations the following can be deduced.
Lemma 3.2.4. Under the assumptions on T the array H is complex Hadamard if and
only if X, Y and D are unimodular matrices, moreover
(X + Y )(X + Y )∗ = (s− 1)Is, (3.6)
(X − Y )(X − Y )∗ = (3s+ 1)Is, (3.7)
DD∗ = D∗D = (s− 1)Is+1 + 2Js+1, (3.8)
(X + Y )T + TD∗ = 0. (3.9)
Proof. The first two equations are equivalent to the sum and difference of
XX∗ + Y Y ∗ = 2sIs, (3.10)
XY ∗ + Y X∗ = −(s+ 1)Is; (3.11)
equation (3.9) is one of the orthogonality conditions; while (3.8) follows from the fact
that H∗ is Hadamard as well.
In particular, by (3.8) the operator D is normal. Note also its following property.
Lemma 3.2.5. Let H be a Petrescu-type complex Hadamard matrix of order 3s + 1.
Then
|detD|2 = (s− 1)s(3s+ 1). (3.12)
In particular, D is invertible for s > 1.
Proof. We use the folklore fact that det(aIn+ bJn) = an+nan−1b. Therefore the result
follows from (3.8).
Following Petrescu’s ideas we attempt to reconstruct H via Lemma 3.2.4.
Lemma 3.2.6 (Petrescu, [113]). Suppose that (3.8) holds. Then (3.9) holds if and
only if
X + Y = − 1
s+ 1
TD∗T ∗ (3.13)
and
JD = DJ. (3.14)
The proof is somewhat technical, yet we include it for the reader’s convenience,
because the original work of Petrescu [113] is not easily accessible. We denote by KerA
and ImA the kernel and the range of the operator A, respectively. Recall that the
orthogonal complement of KerA, which we denote by (KerA)⊥, is ImA.
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Proof. Suppose that (3.13) and (3.14) holds. Write
(X + Y )T + TD∗ = − 1
s+ 1
TD∗T ∗T + TD∗ = − 1
s+ 1
TD∗((s+ 1)I − J) + TD∗
=
1
s+ 1
TD∗J =
1
s+ 1
TJD∗ = 0.
To see the other direction, first multiply (3.9) by T ∗ to the right to get (3.13). Now
substitute (3.13) back into (3.9) to get
TD∗J = 0
as before, and multiply it by T ∗ and rearrange to get
1
q + 1
D∗J =
1
(q + 1)2
JD∗J. (3.15)
Now let us introduce the notation P := 1
q+1
J , and observe that P = P 2 = P ∗ is a
self-adjoint projection. After taking adjoints in (3.15) we obtain
PD = PDP. (3.16)
Our aim is to show that PD = DP holds, and hence (3.14) as well. Let x ∈ KerP .
Then, by (3.16), Dx ∈ KerP as well, and therefore PDx = DPx = 0.
Now suppose that x ∈ (KerP )⊥ = ImP . It follows that Dx ∈ ImP as well, as Dx
is orthogonal to any vector y belonging to KerP . To see this, observe that by Lemma
3.2.5 D is invertible, and hence it is enough to show that Dx is orthogonal to any Dy.
Indeed:
〈Dx,Dy〉 = 〈D∗Dx, y〉 = 〈((s− 1)I + 2J)x, y〉 = 〈((3s+ 1)I − 2((s+ 1)I − J))x, y〉
= (3s+ 1) 〈x, y〉 − 2 〈T ∗TPx, y〉 = 0,
where we have used (3.8), the identity Px = x, (3.5) and the fact that x and y are
orthogonal. It follows that PDx = DPx = Dx and we are done.
Corollary 3.2.7. The system of equations (3.8), (3.13), (3.14) imply (3.6).
3.2.1 Constructing a BH(19, 6) matrix
Now we describe the construction of the anticipated BH(19, 6) matrix as follows. We
begin by constructing a matrix D satisfying (3.8). Of course, there is absolutely no
guarantee that an initial matrix D can be extended to a BH(19, 6) matrix H, and in
order to avoid considering multiple instances of essentially the same matrices D we
reduce them by a number of equivalence operations. In particular, D can be replaced
by λPDP T where λ is unimodular and P is any permutation matrix, by considering
Diag
(
λIs, λIs, λP
)
HDiag
(
Is, Is, P
T
)
instead of the initial array H if it is necessary.
The following is a further useful
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Lemma 3.2.8. Let H be a Petrescu-type complex Hadamard matrix of order n. Then
JD = DJ = cJ,
where |c| = √n.
Proof. Multiply (3.8) by J from the left and right simultaneously, then use (3.14).
Once D has been specified the second step is to obtain the complex Hadamard
matrix T . We do this intelligently through (3.13) by constructing T row by row. We
check, using the partial matrix Tr, consisting of r row vectors, if the resulting matrix
− 1
s+ 1
TrD
∗T ∗r
can be decomposed as a sum of two matrices Xr and Yr, containing sixth roots of unity.
The final step is to ensure (3.7), which, again, can be checked row-by-row by utilizing
the partial matrices Xr and Yr. After implementing a more-or-less naive algorithm in
Mathematica we obtained a solution, virtually in seconds.
Theorem 3.2.9. There exists a BH(19, 6) matrix.
Example 3.2.10. The matrix
W19 = EXP
(
2pii
6
L
)
, (3.17)
where
L =

3 0 1 1 0 0 5 4 3 5 3 2 1 1 3 5 4 3 0
0 0 1 3 3 1 4 2 4 5 1 5 1 4 3 3 1 5 0
0 0 1 4 2 4 2 4 3 2 4 1 3 3 1 4 5 1 0
1 2 4 2 1 2 4 4 2 4 5 0 3 5 1 1 3 4 0
2 5 4 3 2 0 4 2 0 1 4 2 4 1 5 3 1 3 0
0 3 5 4 5 0 4 5 3 1 3 4 5 3 4 1 3 1 0
5 4 3 5 3 2 3 0 1 1 0 0 1 1 3 5 4 3 0
4 2 4 5 1 5 0 0 1 3 3 1 1 4 3 3 1 5 0
2 4 3 2 4 1 0 0 1 4 2 4 3 3 1 4 5 1 0
4 4 2 4 5 0 1 2 4 2 1 2 3 5 1 1 3 4 0
4 2 0 1 4 2 2 5 4 3 2 0 4 1 5 3 1 3 0
4 5 3 1 3 4 0 3 5 4 5 0 5 3 4 1 3 1 0
5 5 3 3 2 1 5 5 3 3 2 1 0 0 0 0 1 1 3
5 2 3 1 5 3 5 2 3 1 5 3 0 0 1 3 0 1 0
3 3 5 5 1 2 3 3 5 5 1 2 1 3 0 0 0 1 0
1 3 2 5 3 5 1 3 2 5 3 5 0 1 0 1 0 4 1
2 5 1 3 5 3 2 5 1 3 5 3 1 0 4 1 1 0 0
3 1 5 2 3 5 3 1 5 2 3 5 1 0 1 0 4 0 1
0 0 0 0 0 0 0 0 0 0 0 0 4 1 1 0 1 0 0

.
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is a BH(19, 6) matrix.
It is natural to ask if the matrix W19 admits an affine orbit, similarly to P
(1)
7 (a)
(see Example 3.2.2), but we were unable to calculate its defect due to the presence of
irrational entries. Thus the following remained an unresolved
Problem 3.2.11. Decide if there is a Petrescu-type BH(19, 6) leading to an infinite,
parametric family of complex Hadamard matrices.
Further Petrescu-type BH(n, q) matrices can be found in Appendix A; among them
there is a four-parameter family of complex Hadamard matrices of order 13, which is
the largest known family in this order.
3.2.2 Some non-existence results
There are three obvious necessary conditions restricting the existence of Petrescu-type
BH(n, q) matrices: first, it is very well be possible that a BH(n, q) matrices cannot
exist at all due to some number theoretic reasons; secondly we might not have access
to a submatrix T with the required properties; and lastly the submatrix D might not
exist. Throughout this section we investigate the roots of these obstructions. We begin
with recalling the relevant case of Part 3 of Theorem 1.4.4.
Theorem 3.2.12 (Winterhof, [146]). Let n be odd. If the squarefree part of n is
divisible by a prime p ≡ 5 (mod 6) then there is no BH(n, 6) matrix.
Winterhof’s result is far more general than stated here, but this is enough for our
purposes. The proof of this theorem relies on algebraic number theory, and exploits the
fact that the square of the determinant of BH(n, 6) matrices must have a representation
of the form A2 + 3B2. We shall use repeatedly the following number theoretic
Lemma 3.2.13. Let A and B be integral numbers such that A2+3B2 = n. Then every
prime divisor p of the squarefree part of n is either p = 3 or p ≡ 1 (mod 6).
Proof. It is well-known that every prime number p ≡ 1 (mod 6) has the representation
p = x2 + 3y2 with x and y being integers (see Theorem 5 in [124, Chapter IX]), as
well as 3 = 02 + 3 · 12 and any square number q2 = q2 + 3 · 02. If two numbers,
n1 and n2, have this form, say ni = x2i + 3y2i , i = 1, 2, then so does their product
n1n2 = (x1x2 + 3y1y2)
2 + 3(x1y2 − x2y1)2. Hence all of these numbers have the desired
representation. Next we prove that the other numbers cannot have this form. Let us
suppose that
A2 + 3B2 = q2r, (3.18)
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where r is squarefree. We can assume that A, B and r are relatively prime, otherwise
we can divide A, B and q by their greatest common divisor.
If r is even, then both A and B are odd, and as a result the left hand side of (3.18)
is divisible by 4, but not by 8, a contradiction.
If p > 3 and p|r, then A2 ≡ −3B2 (mod p), and as A and B are nonzero modulo
p it follows that −3 is a quadratic residue. Then, should we have p ≡ 5 (mod 6), we
would find that (−3
p
)
= (−1) p−12
(
3
p
)
= (−1)p−1
(p
3
)
=
(
2
3
)
= −1,
a contradiction.
Now we turn to the
Proof of Theorem 3.2.12. The determinant of a BH(n, 6) matrix is an integral linear
combination of 1 and ω, and hence, by referring to Lemma 1.4.7 we have
|A+Bω| = nn/2,
which, after squaring and by a multiplication of 4 becomes
(2A−B)2 + 3B2 = 4nn,
and hence Lemma 3.2.13 applies. In particular, the squarefree part of 4nn, which is
easily seen to be the same as the squarefree part of n (as n is odd) cannot have a prime
divisor p ≡ 5 (mod 6).
Obviously, to obtain a Petrescu-type BH(3s+1, q) matrix, one needs a BH(s+1, q)
matrix in place of T as a main ingredient. This, again, is heavily constrained by
Theorem 3.2.12 above. We state the following trivial
Lemma 3.2.14. If there is no BH(s + 1, q) matrix, then there is no Petrescu-type
BH(3s+ 1, q) matrix either.
Another restriction comes from the submatrix D via Lemma 3.2.5.
Theorem 3.2.15. If the squarefree part of (3s + 1)(s − 1)s is even or divisible by a
prime p ≡ 5 (mod 6) then there is no Petrescu-type BH(3s+ 1, 6) matrix.
Proof. From Lemma 3.2.5 we see that the determinant of D, which is an integral linear
combination of 1 and ω, after taking absolute value, squaring and multiplying by 4
reads
(2A−B)2 + 3B2 = 4(3s+ 1)(s− 1)s = 4|detD|2,
hence we can apply Lemma 3.2.13.
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Remark 3.2.16. One might wonder if a similar restriction can be stated via Lemma
3.2.8 by exploiting the fact that s + 1 sextic roots of unity are needed adding up to√
3s+ 1 in absolute value, from which one can conclude that the number 3s+ 1 alone
should met the conditions of Lemma 3.2.13. This property, however is already captured
by Theorem 3.2.15. Similarly, by considering the determinant of the matrices X ± Y
via (3.6) and (3.7) we do not get any further restriction. 
Table 3.1: Existence of BH(n, 6) matrices for n ≤ 39, n odd.
n Existence Petr.-type Remark n Existence Petr.-type Remark
1 F1 Yes 21 F3 ⊗ P7 - See (3.2)
3 F3 - 23 - -
5 - - 25 W25 ? See (1.10)
7 P7 Yes See (3.2) 27 F3 ⊗ F3 ⊗ F3 -
9 F3 ⊗ F3 - 29 - -
11 - - 31 ? No
13 X13 No See [28] 33 - -
15 - - 35 - -
17 - - 37 ? ?
19 W19 Yes See (3.17) 39 F3 ⊗X13 - See [28]
Table 3.1 summarizes the existence of BH(n, 6) matrices of small orders (cf. Table
1.2). One can see that n = 37 is the next interesting odd order where a Petrescu-type
matrix might exists. Order 25 might be possible, but a BH(25, 6) matrix already exists
by Theorem 1.4.41, while order 31 is not possible due to the lack of BH(11, 6) matrices
(see Lemma 3.2.14).
To conclude, Petrescu’s array seems to be a reasonable way to construct interesting
matrices of prime orders. It would be nice to find additional examples of BH(n, 6)
matrices coming from this construction.
Problem 3.2.17. Decide if a Petrescu-type BH(37, 6) matrix exist.
Remark 3.2.18. Unfortunately, Petrescu’s construction cannot yield new examples of
real Hadamard matrices as either 3s+ 1 or s+ 1 is not divisible by 4. 
It is worthwhile noting that the method might lead to new examples of BH(n, 4)
matrices. Unfortunately, however, Petrescu-type BH(70, 4) matrices do not exist due
to restrictions on the submatrix D and hence the smallest open case of BH(n, 4)
matrices cannot be constructed this way. Petrescu’s construction might yield new
examples of (generalized) weighing matrices as well [88]. The following is an intriguing
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Example 3.2.19. The following is a three-parameter family of Petrescu-type weighing
matrices of order 10.
W
(3)
10 (a, b, c) =

0 a b 1 −a −b 1 1 −1 −1
a 0 ba −a 1 −ba 1 −1 c −c
b ab 0 −b −ab 1 1 −1 −c c
1 −a −b 0 a b 1 1 −1 −1
−a 1 −ba a 0 ba 1 −1 c −c
−b −ab 1 b ab 0 1 −1 −c c
1 1 1 1 1 1 0 1 1 1
1 −1 −1 1 −1 −1 1 0 1 1
−1 c −c −1 c −c 1 1 0 1
−1 −c c −1 −c c 1 1 1 0

.
Additionally, as W (3)10 (a, b, c) is a self-adjoint family, we find that
H
(3)
10 (a, b, c) := W
(3)
10 (a, b, c) + iI10
is a three-parameter family of complex Hadamard matrices, stemming from aBH(10, 4)
matrix. The family is equivalent to D(3)10 (a, b, c) from [135].
We conclude this section with the following fundamental open
Problem 3.2.20. Investigate if there is a construction, analogous to Petrescu’s method
resulting in infinite families of complex Hadamard matrices of orders 6s+ 5.
3.3 Circulant complex Hadamard matrices
Another source of complex Hadamard matrices of prime orders is the pool of circulant
complex Hadamard matrices. These objects were heavily investigated during the early
1990s by the pioneering work of Björck [9] (see also [10], [40] and [106]). Let us
consider a circulant complex Hadamard matrix of order n whose first row is given by
x = (x0, x1, . . . , xn−1). For convenience, let us fix x0 = 1 (which we can do up to
equivalence). Then, by orthogonality, we have
x0 = 1,
x1
x0
+
x2
x1
+ . . .+
x0
xn−1
= 0,
x2
x0
+
x3
x1
+ . . .+
x1
xn−1
= 0,
...
xn−1
x0
+
x0
x1
+ . . .+
xn−2
xn−1
= 0.
(3.19)
We have the following well-known
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Example 3.3.1. For n ≥ 2 let (α, β) ∈ Z∗n × Zn and consider the vector x(α,β) with
coordinates
x
(α,β)
i =
exp
(
2pii
n
(
αi2
2
+ βi
))
, i ∈ Zn, n even,
exp
(
2pii
n
(
αi(i−1)
2
+ βi
))
, i ∈ Zn, n odd.
(3.20)
These solutions of (3.19) are called the classical solutions leading to the Fourier ma-
trices.
It is easy to see that if x is a unimodular solution of (3.19) then the Fourier-
transformed vector x̂ is unimodular as well:
|xi| = |x̂i| = 1, i ∈ Zn, (3.21)
as
|x̂k|2 = 1
n
n−1∑
i=0
n−1∑
j=0
e
2pii
n
(k−1)(i−j)xixj =
1
n
n−1∑
i=0
e
2pii
n
(k−1)i
n−1∑
j=0
xi+j
xj
= 1.
In 1983 Enflo asked [120] whether the vectors
cx(α,β), (c, α, β) ∈ T× Z∗p × Zp,
given by (3.20) are the only solutions to the bi-unimodular problem (3.21) for prime
p. It turns out, that this is only true for p = 2, 3 and 5, as starting from p ≥ 7 there
are non-classical solutions to the problem, yielding non-classical circulant complex
Hadamard matrices which are inequivalent from the Fourier matrix [9], [40], [106].
Motivated by Enflo’s question, Björck reformulated (3.19) in [9] by passing to the
quotients zi := xi+1/xi, i = 0, 1, . . . , n− 1, where the indices are taken modulo n and
found that the system of equations (3.19) boils down to
z0 + z1 + . . .+ zn−1 = 0,
z0z1 + z1z2 + . . .+ zn−1z0 = 0,
...
z0z1 . . . zn−2 + z1z2 . . . zn−1 + . . .+ zn−1z0 . . . zn−3 = 0,
z0z1 . . . zn−1 = 1.
(3.22)
A solution of (3.22), z = (z0, z1, . . . , zn−1), is called a cyclic n-root. Clearly, by the last
equation zi 6= 0, and hence any unimodular cyclic n-root z can be transformed to a
solution x of (3.19), namely
x = (1, z0, z0z1, . . . , z0z1z2 . . . zn−2). (3.23)
The vector x is called a cyclic n-root on the x-level. Let us recall some recent advances.
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Theorem 3.3.2 (Haagerup, [59]). For every prime p there are exactly
(
2p−2
p−1
)
solutions
to the cyclic p-root problem, counted with multiplicity. In particular, there are at most(
2p−2
p−1
)
circulant complex Hadamard matrices with diagonal 1 of order p.
Remark 3.3.3. The multiplicity of an isolated zero is an analytic property; the pre-
cise definition can be found in [59] (which actually refers to the monograph [2]). In
triangular systems 
f1(x1) = 0,
f2(x1, x2) = 0,
...
fn(x1, x2, . . . , xn) = 0,
with finitely many solutions only (i.e. if all solutions are isolated) the multiplicity of a
zero y = (y1, . . . , yn) is exactly
∏n
i=1mi, where mi is the multiplicity of the univariate
polynomial fi(y1, . . . , yi−1, xi) for every i = 1, . . . , n. For a proof see [150]. 
In contrast, square multiple n always gives rise to an infinite family of solutions.
Theorem 3.3.4 (Backelin, [5]). If m2 divides n, then there is an at least (m − 1)-
dimensional family of solutions to the cyclic n-root problem, namely
z = (z0, z1, . . . , zm−1, αz0, αz1, . . . , αzm−1, . . . , αn/m−1z0, . . . , αn/m−1zm−1),
where z0, z1, . . . , zm−2 are free parameters, z0z1 . . . zm−1 = 1 and α is any primitive
n/m-th root of unity.
The proof can be seen by substituting back to (3.22). We omit the (lengthy) details.
Example 3.3.5. Let n = 12, 22|12 so we expect to find a one-parameter family of
circulant complex Hadamard matrices of order 12. Let α = −ω2, the primitive sixth
root of unity, and consider the one-parameter family of cyclic 12-roots
z(a) = (a, a,−ω2a,−ω2a, ωa, ωa,−a,−a, ω2a, ω2a,−ωa,−ωa).
It is readily verified that z(a) is a solution to (3.22) for any unimodular number a, and
hence induces a circulant complex Hadamard matrix via (3.23) as
C
(1)
12 (a) = Circ(1, a, 1,−ω2a, ω, ω2a, 1,−a, 1, ω2a, ω,−ω2a).
It is easily seen, after dephasing the matrix C(1)12 (a), that the one degree of freedom
does not vanish, and therefore C(1)12 (a) is a one-parameter family of circulant complex
Hadamard matrices, as expected. It follows, that the triplet {I12, F12, C(1)12 (a)} is a
one-parameter family of triplet of MUBs in C12 (see Section 2.4).
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Finally, let us recall the following
Theorem 3.3.6 (Faugère, [51], [52]). All cyclic n-roots are known up to order n ≤ 10.
We advise the reader that these solutions are rather complicated. Further, all cyclic
11-roots are known numerically [38] while starting from order 12 only partial results
are known [119]. The cyclic n-root problem turned out to be a challenging problem in
symbolic computation, mostly because of its large number of solutions and in practice
it is used for various benchmarking purposes. As the problem of fully classifying
cyclic n-roots and circulant complex Hadamard matrices seems far out of reach, one is
interested in special, more structural solutions giving access to examples in infinitely
many orders.
Following Björck and Haagerup [9], [60] now we recall the concept of cyclic p-roots
of simple index k as follows. Let p be a prime and let k ∈ N be a number that divides
p− 1. The group Z∗p has a unique subgroup G0 of index k, namely the subgroup of the
kth residues as follows:
G0 = {xk, x ∈ Z∗p}.
Moreover, if g ∈ Z∗p is a generator of Z∗p then the k − 1 nontrivial cosets of G0 in Z∗p
are given by
Gi = g
iG0, 1 ≤ i ≤ k − 1. (3.24)
Note that it follows that g ∈ G1. Following the notation of [11], a cyclic p-root z has
simple index k if the corresponding cyclic p-root on the x-level (3.23) is of the following
form: xi = ck, if i ∈ Gk, 1 ≤ i ≤ p− 1; andx0 = 1, (3.25)
where (c0, c1, . . . , ck−1) ∈ (C∗)k. These special cyclic p-roots were introduced by Björck
in [9], who fully classified the case k = 2 through the following useful reformulation of
the problem.
Proposition 3.3.7 (Björck, [9]). If x = (x0, x1, . . . , xp−1) has the form (3.25), then the
equations (3.19) can be reduced to the following k rational equations in c0, c1, . . . , ck−1:
ca +
1
ca+m
+
k−1∑
i,j=0
nij
ca+j
ca+i
= 0, 0 ≤ a ≤ k − 1, (3.26)
where all indices are calculated modulo k. In (3.26) the number m is determined by
p − 1 ∈ Gm and nij denote the transition numbers of order k, namely, the number of
b ∈ Gi for which b+ 1 ∈ Gj, 0 ≤ i, j ≤ k − 1, with respect to the generator g of Z∗p.
We remark that the system of equations (3.26) is independent of the choice of g up
to relabelling the variables. Curiously enough, the number of solutions is known.
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Theorem 3.3.8 (Haagerup, [59]). For every k ∈ N and for every prime number p
for which k divides p − 1 the number of solutions (c0, c1, . . . , ck−1) ∈ (C∗)k to (3.26)
counted with multiplicity is equal to
(
2k
k
)
.
Throughout this chapter we are interested in the unimodular cyclic n-roots only,
i.e. the ones that correspond to complex Hadamard matrices.
3.3.1 Cyclic p-roots of simple index 2
The following are the index 2 type cyclic complex Hadamard matrices.
Theorem 3.3.9 (Björck, [9]). Let p ≡ 3 (mod 4) be a prime and consider the de-
composition J = I + S + N where S and N are (0, 1) circulant matrices whose first
rows are the characteristic vector of the quadratic residues and nonresidues modulo p,
respectively. Then the matrix H := I + S + αN is complex Hadamard, where
α = −p− 1
p+ 1
± i 2
√
p
p+ 1
.
Similarly, we have
Theorem 3.3.10 (Björck, [9]). Let p ≡ 1 (mod 4) be a prime and consider the de-
composition J = I + S + N where S and N are (0, 1) circulant matrices whose first
row are the characteristic vector of the quadratic residues and nonresidues modulo p,
respectively. Then the matrices H := I + αS + αN and H are complex Hadamard,
where
α =
−1±√p
p− 1 + i
√
p2 − 3p± 2√p
p− 1 ,
where the ± signs agree.
For p ≥ 7 Theorem 3.3.9 and Theorem 3.3.10 give rise to nonclassical circulant
complex Hadamard matrices. These results were subsequently rediscovered in [106]
and [40].
Remark 3.3.11. Theorems 3.3.9 and 3.3.10 essentially exploit the fact that the under-
lying objects, namely the Hadamard design (when p ≡ 3 (mod 4)) and the core of a
conference matrix (when p ≡ 1 (mod 4)), have very rich combinatorial structure. We
have generalized these constructions for non-prime orders as well [132] (cf. Theorems
3.4.5 and 3.4.18, respectively). 
3.3.2 Cyclic p-roots of simple index 3
In a recent paper Björck and Haagerup continued investigating the cyclic n-root prob-
lem by giving a full algebraic classification of all cyclic p-roots of index 3 [11]. We recall
their result in the following
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Theorem 3.3.12 (Björck–Haagerup, [11]). For every prime p ≡ 1 (mod 6) all cyclic
p-roots of index 3 can be described by closed analytic formulae.
The resulting formulas they obtained are highly non trivial, and here we recall the
unimodular solutions as follows.
Theorem 3.3.13 (Björck–Haagerup, [11]). For every prime p ≡ 1 (mod 6) and for
k = 3 there are exactly 12 unimodular solutions of the system of equations (3.26), given
by (c(j)0 , c
(j)
1 , c
(j)
2 ), j = 1, 2 and their cyclic permutation and their conjugate, where
c
(j)
i = α
(j) + β(j) cos
(
θ − 2pi
3
i
)
+ γ(j) sin
(
θ − 2pi
3
i
)
, i = 0, 1, 2, j = 1, 2,
where
θ =
1
3
arccos
(
A
√
p
2p
)
,
and
α(1) =
pA− 2p− 2A
2(p2 − 3p− A) + i
3
√
3
√
p
√
p− 4B
2(p2 − 3p− A) ,
β(1) = −
√
p(p− 4)(A+ 2)
2(p2 − 3p− A) − i
3
√
3
√
p− 4(p− 2)B
2(p2 − 3p− A) ,
γ(1) = −3
√
3
√
p(p− 4)B
2(p2 − 3p− A) + i
√
p− 4(pA− 2p− 2A)
2(p2 − 3p− A) ,
and
α(2) = − u
2 − uv − 4
2(u2 + uv + 2)
+ i
u
√
4 + u− v√4− u+ v
2(u2 + uv + 2)
,
β(2) =
u(A+ 2)
u2 + uv + 2
+ i
(u2 + uv + 4)
√
4 + u− v√4− u+ v
4(u2 + uv + 2)
,
γ(2) =
3
√
3uB
u2 + uv + 2
+ i
(u2 − uv − 4)√u+ v + 4√u+ v − 4
4(u2 + uv + 2)
,
where u = √p, v = √p+ 4A+ 16 and A ≡ 1 (mod 3), B > 0 comes from the Gaussian
decomposition 4p = 27A2 +B2. Additionally, the generator g of Z∗p should be chosen in
a way that the nontrivial cosets (see (3.24)) G1 and G2 are defined to meet n01 < n02
with respect to g.
We offer the following enlightening
Example 3.3.14. Let p = 7. Then the Gaussian decomposition 4p = A2+27B2 implies
A = B = 1. Let us choose a generator of Z∗7 as g = 2. Then we find that G0 = {1, 6},
G1 = {2, 5} and G2 = {3, 4}, but as the transition numbers read n01 = 1, n02 = 0 we
should interchange the rôle of G1 and G2 (or equivalently, choose another generator, say
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g = 3). Therefore, we define the first row of the index 3 circulant complex Hadamard
matrix H as follows: x = (1, c0, c2, c1, c1, c2, c0), where
c
(j)
i = α
(j) + β(j) cos
(
θ − 2pi
3
i
)
+ γ(j) sin
(
θ − 2pi
3
i
)
, i = 0, 1, 2, j = 1, 2,
where
θ =
1
3
arccos
(√
7
14
)
,
and
α(1) = −1
6
+ i
√
7
6
, β(1) = −
√
7
6
− 5
6
i, γ(1) = −
√
21
6
− i
√
3
6
,
and
α(2) =
6−√21
6
+ i
√
−63 + 14√21
6
, β(2) =
7
√
3− 3√7
12
+ i
√
−18 + 26√21
12
,
γ(2) =
7−√21
4
− i
√
−54 + 14√21
4
.
We remark that for j = 1 the first set of solutions gives (w4, w, w2) yielding the Fourier
matrix F (0)7 = Circ(1, w4, w2, w, w, w2, w4) where w = e2pii/7 is the principal 7th root of
unity; in contrast, the numbers (c(2)0 , c
(2)
1 , c
(2)
2 ) arising from the second set of solutions
have the following minimal polynomial:
c12 − 12c11 + 24c10 + 4c9 − 9c8 + 27c7 − 21c6 + 27c5 − 9c4 + 4c3 + 24c2 − 12c+ 1.
3.3.3 Cyclic p-roots of simple index 4
In this section we consider cyclic p-roots of simple index 4 focusing especially on the
case p ≡ 1 (mod 8). In this case −1 is a quartic residue and therefore the system of
equations (3.26) is “symmetric” in the sense that m = 0. We exhibit a new, previously
unknown family of circulant complex Hadamard matrices, and outline a general method
obtaining all cyclic p-roots of simplex index 4 for any given p ≡ 1 (mod 8). We give
detailed results for p = 17 in Appendix B.
We have already seen in the simple index 3 case that some number theoretic prop-
erties of the prime p played important rôle in the determination of the cyclotomic
numbers. Here we have an analogous phenomenon.
Theorem 3.3.15 (Katre–Rajwade, [79]). Let p ≡ 1 (mod 8) be a prime and let g be
a generator of Z∗p. Define s ≡ 1 (mod 4) uniquely by p = s2 + t2, and then the sign of
t uniquely by t ≡ sg3(p−1)/4 (mod p). Then the transition numbers of order 4 for Zp,
with respect to the generator g, are given by
n00 =
p− 11− 6s
16
,
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n01 = n10 = n33 =
p− 3 + 2s+ 4t
16
,
n02 = n20 = n22 =
p− 3 + 2s
16
,
n03 = n30 = n11 =
p− 3 + 2s− 4t
16
,
n12 = n21 = n13 = n31 = n23 = n32 =
p+ 1− 2s
16
.
Remark 3.3.16. We can choose a generator g of Z∗p in a way that
n01 > n03, (3.27)
or equivalently, t > 0 in the decomposition of p. This can be always achieved by passing
to a new generator (if it is necessary) g′ := g4i+3 for some i where 4i + 3 is relative
prime to p − 1. As g ∈ G1 and g′ ∈ G3 this will interchange G1 and G3 and thus we
have arrived at (3.27). 
Some relations amongst the numbers nij are easy to see, for example, for p ≡ 1
(mod 8) −1 is a quartic residue, and therefore nij = nji, i, j = 0, 1, 2, 3. Further,
3∑
j=0
nij = ]{(Gi \ {p− 1})},
and therefore
3∑
j=0
n0j =
p− 1
4
− 1,
3∑
j=0
n1j =
3∑
j=0
n2j =
3∑
j=0
n3j =
p− 1
4
.
There are further nontrivial relations in-between these numbers and some ideas how
to obtain them are highlighted in [11]. Now by Proposition 3.3.7 the cyclic p-roots
of simple index 4 on the x-level can be described by the solutions (c0, c1, c2, c3) of the
following four equations:
c0 +
1
c0
= −p− 5
4
− n01
(
c0
c1
+
c1
c0
)
− n02
(
c0
c2
+
c2
c0
)
− n03
(
c0
c3
+
c3
c0
)
− n12
(
c1
c2
+
c2
c1
+
c1
c3
+
c3
c1
+
c2
c3
+
c3
c2
)
,
(3.28)
c1 +
1
c1
= −p− 5
4
− n01
(
c1
c2
+
c2
c1
)
− n02
(
c1
c3
+
c3
c1
)
− n03
(
c1
c0
+
c0
c1
)
− n12
(
c2
c3
+
c3
c2
+
c2
c0
+
c0
c2
+
c3
c0
+
c0
c3
)
,
(3.29)
c2 +
1
c2
= −p− 5
4
− n01
(
c2
c3
+
c3
c2
)
− n02
(
c2
c0
+
c0
c2
)
− n03
(
c2
c1
+
c1
c2
)
− n12
(
c3
c0
+
c0
c3
+
c3
c1
+
c1
c3
+
c0
c1
+
c1
c0
)
,
(3.30)
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c3 +
1
c3
=− p− 5
4
− n01
(
c3
c0
+
c0
c3
)
− n02
(
c3
c1
+
c1
c3
)
− n03
(
c3
c2
+
c2
c3
)
− n12
(
c0
c1
+
c1
c0
+
c0
c2
+
c2
c0
+
c1
c2
+
c2
c1
)
,
(3.31)
with n01, n02, n03 and n12 being given by Theorem 3.3.15.
Remark 3.3.17. It is easy to see that if (c0, c1, c2, c3) is a solution to the above system of
equations, then so are (c0, c1, c2, c3), (1/c0, 1/c1, 1/c2, 1/c3) and (1/c0, 1/c1, 1/c2, 1/c3)
as well as any cyclic permutation of these four. 
One can solve this system of equations by a straightforward application of the
theory of Gröbner basis. There are two arising problems with this method, however.
The first is that one encounters high degree (i.e. larger than 8) irreducible palindromic
polynomials and it is unclear how to solve them by radicals. The second problem
is that it is unclear how to describe the resulting Gröbner basis by explicit formulas
depending on the prime p.
Currently we cannot solve this problem in full generality but we extract some so-
lutions “by hand” in order to find the splitting field of the polynomials forming a pure
lexicographic Gröbner basis of the system of equations (3.28)-(3.31). In particular, we
solve the case (c0, c1, c2, c3) = (a, b, a, b), where a and b are unimodular, which is our
main contribution to this section.
Theorem 3.3.18. Let p be a prime number, p ≡ 1 (mod 8), p = s2 + t2 such that
s ≡ 1 (mod 4) and t > 0. Then there are two symmetric circulant complex Hadamard
matrices of order p of simple index 4, corresponding to the two values of ζ± =
2(−1±√p)
p−1 ,
where (c0, c1, c2, c3) = (a, b, a, b), or any cyclic permutation of it, where
a =
ζ±
2
+
√
A+B
√
p−
√
C +D
√
p+ i
√
1−
(
ζ±
2
+
√
A+B
√
p−
√
C +D
√
p
)2
,
(3.32)
b =
ζ±
2
−
√
A+B
√
p+
√
C +D
√
p+ i
√
1−
(
ζ±
2
−
√
A−B√p+
√
C +D
√
p
)2
,
(3.33)
where
A =
2p(p− 2s+ 1)
t2(p− 1)2 , B = ±
2(p(s− 2) + s)
t2(p− 1)2 (3.34)
C =
p (p (t2 + 2)− 4s− 3t2 + 2)
t2(p− 1)2 , D = ±
2 (p(s− 2) + s+ t2)
t2(p− 1)2 , (3.35)
such that the ± signs in B and D agree with the sign in ζ±.
Remark 3.3.19. Note that a and b under (3.32) and (3.33) are well-defined, as
t2(p− 1)2(A+B√p) = 2(−1±√p)2√p(√p± s) > 0, and
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t2(p− 1)2(C +D√p) = (−1±√p)2√p (t2 (√p± 2) + 2 (√p± s)) > 0,
where the ± sign agrees with the sign in ζ±. 
Proof. We consider the system of equations (3.28)-(3.31) coming from Proposition 3.3.7
and impose the simplifying assumption c2 = c0 and c3 = c1 and relabel the variables
a := c0 and b := c1 to avoid the excessive usage of the subscripts. As we are inter-
ested in constructing complex Hadamard matrices, we further assume that a and b are
unimodular, and in particular a + 1/a = a + a = 2<[a]. Therefore we find that the
problem of solving the four equations (3.28)-(3.31) boils down to solving
2<[a] + p+ 2s− 3
4
<[a]2 + p− 2s+ 1
4
<[b]2 + p+ 2t− 1
4
<[a/b] + p− 2t− 1
4
<[ab] = 1,
(3.36)
2<[b] + p+ 2s− 3
4
<[b]2 + p− 2s+ 1
4
<[a]2 + p+ 2t− 1
4
<[ab] + p− 2t− 1
4
<[a/b] = 1.
(3.37)
Sum up and multiply by 2 (3.36)-(3.37), then expand <[ab] and <[a/b] to obtain
(p− 1)(<[a] + <[b])2 + 4(<[a] + <[b])− 4 = 0.
In particular, we have arrived at a formula involving ζ±:
<[a] + <[b] = 2(−1±
√
p)
p− 1 = ζ±.
Now let us substitute <[b] = ζ± −<[a] into (3.37) to get
4t=[a]=[b] = 2 (ζ± − 2<[a]) (2 + ζ±(s− 1)) . (3.38)
Square both sides and eliminate =[a]2 ≡ 1−<[a]2, rearrange to get
16t2<[a]4 − 32t2ζ±<[a]3 + 16
(
ζ2±
(
t2 − (s− 1)2)+ 4ζ±(1− s)− 2t2 − 4)<[a]2
+8
(
ζ3±
(
ps− p+ 2s2 − 5s+ 3)+ 2ζ2±(p+ 6s− 7) + 4ζ± (t2 − s+ 5)− 8)<[a]
+16t2
(
1− ζ2±
)− (ζ2±(p+ 2s− 3) + 8ζ± − 4)2 = 0
(3.39)
Now it is easy to see that for a fixed ζ± the four roots of (3.39) are exactly the numbers
<[a]1,2,3,4 = ζ±
2
±
√
A+B
√
p±
√
C +D
√
p, (3.40)
by factoring out 16t2(<[a]−<[a]1)(<[a]−<[a]2)(<[a]−<[a]3)(<[a]−<[a]4) and reducing
modulo the identity p = s2 + t2 in order to obtain (3.39).
We proceed by showing that for ζ± fixed either of the sign choice (+,−) or (−,+)
in (3.40) implies that |<[a]| ≤ 1. Note that
C +D
√
p− (A+B√p) =
√
p(p
√
p− 3√p± 2)
(p− 1)2 ≥ 0 (3.41)
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for all relevant primes p, where the sign choice agrees with the sign choice of ζ±.
We begin by investigating the sign choice (+,−). The case <[a] ≤ 1 is trivial by
(3.41). To see the other bound rearrange to obtain, again, by (3.41)
0 ≤
√
C +D
√
p−
√
A+B
√
p ≤ 1 + ζ±
2
.
Now square in order to get, after a considerable amount of calculations,
2(−1±√p)2(2p− 2t2 ±√p(2s− t2))
t2(p− 1)2 ≤ 2
√
AC +BDp+ (AD +BC)
√
p,
which becomes, after squaring again
(−1±√p)4(2p− 2t2 ±√p(2s− t2))2
t4(p− 1)4 ≤
2(−1±√p)4p(√p± s)(√p(2 + t2)± 2(s+ t2))
t4(p− 1)4
which holds if and only if
0 ≤ (2±√p)2t2(√p± s)2.
The sign choice (−,+) follows along similar lines. The case −1 ≤ <[a] is again trivial,
while the other direction leads to equation
0 ≤
√
C +D
√
p−
√
A+B
√
p ≤ 1− ζ±
2
.
After squaring and rearrangement we get
2(−1±√p)2√p(2√p± (2s+ t2))
t2(p− 1)2 ≤ 2
√
AC +BDp+ (AD +BC)
√
p,
which, after an additional squaring amounts to
(−1±√p)4p(2√p± (2s+ t2))2
t4(p− 1)4 ≤
2(−1±√p)4p(√p± s)(√p(2 + t2)± 2(s+ t2))
t4(p− 1)4 .
Rearrange and reduce modulo s2 + t2 = p to finally obtain
0 ≤ t2(2p± 2√ps− t2) = t2(s±√p)2.
To conclude, observe that the sign of =[b] is determined by the sign of ζ±−2<[a], as the
second factor of (3.38) is positive, and hence b is uniquely determined by a. It is easy
to see that the solutions coming from any of the four possible values of a (for a fixed ζ±)
are exactly the four cyclic permutations of the initial solution (c0, c1, c2, c3) = (a, b, a, b),
where a and b are given by (3.32) and (3.33).
Remark 3.3.20. The reader might amuse him or herself by proving that the two-two
other roots corresponding to the sign choice (+,+) and (−,−) in (3.40) will not lead
to unimodular solutions. We do not include the details of this fruitless calculation. 
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We do offer, however, the following enlightening
Example 3.3.21. Let p = 17. Choose a generator g = 3 of Z∗17. Then we find that
(s, t) = (1, 4), t > 0 as required by (3.27), so we keep this generator and proceed. The
four sets, G0, G1, G2 and G3 are defined as Gi := {g4j+i : j = 0, . . . , 16}. We obtain
G0 = {1, 4, 13, 16}, G1 = {3, 5, 12, 14}, G2 = {2, 8, 9, 15} and G3 = {6, 7, 10, 11}. Then
for ζ+ = 18(−1 +
√
17) we find that (A,B,C,D) = 1
128
(17,−1, 17, 0) and we define
<[c0] := −1 +
√
17
16
+
√
17
128
− 1
128
√
17−
√
17
128
, =[c0] :=
√
1−<[c0]2,
<[c1] := −1 +
√
17
16
−
√
17
128
− 1
128
√
17 +
√
17
128
, =[c1] :=
√
1−<[c1]2,
c2 = c0, c3 = c1.
Then H = Circ(1, c0, c2, c1, c0, c1, c3, c3, c2, c2, c3, c3, c1, c0, c1, c2, c0) is a circulant com-
plex Hadamard matrix.
Similarly, for ζ− = 18(−1−
√
17) we find that (A,B,C,D) = 1
128
(17, 1, 17, 0) and we
define
<[c0] := −1−
√
17
16
+
√
17
128
+
1
128
√
17−
√
17
128
, =[c0] :=
√
1−<[c0]2,
<[c1] := −1−
√
17
16
−
√
17
128
+
1
128
√
17 +
√
17
128
, =[c1] :=
√
1−<[c1]2,
c2 = c0, c3 = c1.
Then H = Circ(1, c0, c2, c1, c0, c1, c3, c3, c2, c2, c3, c3, c1, c0, c1, c2, c0) is a circulant com-
plex Hadamard matrix. The two matrices are inequivalent, as they have different
fingerprint.
A further useful contribution of Theorem 3.3.18 is that it reveals a field extension
where additional cyclic p-roots of simple index 4 live. The following is an intriguing
Corollary 3.3.22. All cyclic 17-roots of simple index 4 can be described by closed
analytic formulae.
Proof. Non-trivial use of computer algebra. Consult Appendix B for the details.
The case p ≡ 5 (mod 8) seems more difficult as we lose the symmetry in equation
(3.26) of Proposition 3.3.7 as −1 is not a quartic residue any longer. Despite the result
highlighted in Corollary 3.3.22 the simple index 4 case remains open in general.
Problem 3.3.23. Give a detailed algebraic classification of all cyclic p-roots of simple
index 4.
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Finally, it is natural to ask if there are real circulant complex Hadamard matrices
(cf. Conjecture 1.4.14). We offer the following possible attack to Ryser’s conjecture.
Problem 3.3.24. Investigate if there are real cyclic n-roots by studying (3.19) and its
possible real solutions.
Having investigated circulant complex Hadamard matrices it is also natural to study
complex Hadamard matrices with circulant core. This topic is the subject of Ap-
pendix C, where we present some additional constructions along with some sporadic
examples of complex Hadamard matrices. Some of the results are similar in spirit (cf.
Propositions C.1.8 and C.1.9 with Theorem 3.3.18), while others are rather technical
(see Theorem C.2.6), and rely heavily on computer algebra. The main result of the
supplement is the discovery of a new complex Hadamard matrix of order 7, which we
summarize in the following
Example 3.3.25. Let
α =
40169
3
+
50
√
1993741
3
cos
(
1
3
arccos
(
2731019453
√
1993741
19937412
)
− 4pi
3
)
, (3.42)
h(u) = 2054570000u6 + 4109140000u5 +
(
16α2 + 9768064α− 5227993936)u4
+
(
1956α2 + 64132324α− 12170223176)u3 + (11393α2 + 427075897α
+1676016222)u2 +
(
4644α2 + 2280446676α + 8524444776
)
u
− 17074α2 + 3269963754α + 2727593304.
(3.43)
The six real roots of h(u), r1 < r2 < r3 < r4 < r5 < r6, describe twice the real
part of six unimodular numbers zi = ri/2 + i
√
1− r2i /4, i = 1, 2, . . . , 6. In particular,
Circ([z1, z3, z2, z4, z5, z6]), bordered by a row and column of numbers 1 is a new example
of complex Hadamard matrices of order 7, which we call Q7. We remark here that the
entries of Q7 can be expressed by radicals (see Proposition C.2.10).
3.4 Hadamard matrices with few different entries
In the preceding section we found examples of complex Hadamard matrices containing
only a “few” different entries. This restriction on the matrices allowed us to solve the
otherwise extremely complicated orthogonality equations resulting in analytic examples
of complex Hadamard matrices. It is natural to investigate this problem in more
generality. As a trivial warm-up result we note that the Fourier matrix F1 is the only
complex Hadamard matrix in which all entries are equal.
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3.4.1 Two different entries
Real Hadamard matrices contain two different entries only, and it is natural to ask
what other complex Hadamard matrices have this property. Clearly, if H is such a
matrix, then so is aH for all unimodular numbers a, and therefore we can suppose, up
to equivalence, that one of the two entries in H is 1.
Example 3.4.1. The following are complex Hadamard matrices with two different
entries. Note that they are not scalar multiples of the real Hadamard matrix F2.[
1 i
i 1
]
,
[
1 −i
−i 1
]
,
[
i 1
1 i
]
,
[
−i 1
1 −i
]
.
We have a given a non-trivial construction of complex Hadamard matrices with two
different entries in [132] (cf. [133]) by design theoretical means.
Definition 3.4.2. A 2-(v, k, λ) design is a v×v (0, 1)-matrix X such that XJ = JX =
kJ and XXT = (k − λ)I + λJ . We say that a 2-(4m − 1, 2m − 1,m − 1) design is a
Hadamard design.
Remark 3.4.3. If X is a Hadamard design, then 2X −J is the core of a real Hadamard
matrix. Conversely, if H is a dephased real Hadamard matrix, then its core becomes a
Hadamard design after replacing its −1 entries with 0. 
Remark 3.4.4. If X is 2-(v, k, λ) design, then J −X is 2-(v, v − k, v − 2k + λ) design.
We say that X and J −X are the complement of each other. 
Theorem 3.4.5 (see [132], [133]). Let X be a Hadamard design, and replace every
number 0 in it with the complex unimodular number
a = −1 + 1
2m
± i
√
4m− 1
2m
. (3.44)
Then the obtained matrix is a complex Hadamard matrix with two different entries.
Remark 3.4.6. We readily see that if H = X+a(J−X) is a complex Hadamard matrix,
coming from Theorem 3.4.5, then aH = (J −X) + a(J − (J −X)). Hence the same
construction works when X is the complement of a Hadamard design. 
Example 3.4.7. By considering the 2-(7, 3, 1) Hadamard design X, one can obtain a
complex Hadamard matrix H of order 7, with two different entries as follows:
X =

0 1 0 1 0 1 0
1 0 0 1 1 0 0
0 0 1 1 0 0 1
1 1 1 0 0 0 0
0 1 0 0 1 0 1
1 0 0 0 0 1 1
0 0 1 0 1 1 0

; H =

a 1 a 1 a 1 a
1 a a 1 1 a a
a a 1 1 a a 1
1 1 1 a a a a
a 1 a a 1 a 1
1 a a a a 1 1
a a 1 a 1 1 a

, a = −3
4
+ i
√
7
4
.
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Note that the matrix H is equivalent to a circulant one (cf. Theorem 3.3.9).
Chan and Godsil investigated inverse-orthogonal (or type-II) matrices with two
different entries. From their analysis it follows that the aforementioned examples are
the only possibilities.
Theorem 3.4.8 (Chan–Godsil, [25]). Let X be a (0, 1)-matrix. Then H = X+a(J−X)
is a complex Hadamard matrix if and only if
(a) H is a real Hadamard matrix; or
(b) H is one of the 2× 2 complex Hadamard matrices from Example 3.4.1; or
(c) X or J −X is a Hadamard design and hence H comes from Theorem 3.4.5.
Therefore complex Hadamard matrices with two different entries are scalar multi-
ples of these examples. Note that for every prime p ≡ 3 (mod 4) Part (c) leads to
complex Hadamard matrices of order p (cf. Theorem 1.1.17).
3.4.2 Three different entries
A full classification of complex Hadamard matrices with three different entries is cur-
rently not available, and as far as we can tell is far out of reach. In what follows we
enlist several constructions yielding various examples, but it is unknown whether our
list is exhaustive.
The principal examples are, of course, the BH(n, 3) matrices (see Definition 1.4.1).
From Part 1 of Theorem 1.4.4 it follows that they can exist only if n ≡ 0 (mod 3). We
mention here two constructions, coming from real Hadamard matrices.
Contrary to the two-entry case, there is no restriction on the entries here in general.
The following was pointed out by R. Craigen:1
Lemma 3.4.9. Let H be a normalized real Hadamard matrix of order n ≥ 2. Then,
after multiplying the first row of H by a nonreal unimodular complex number a one
obtains a complex Hadamard matrix with three different entries.
Of course, we do not get new examples of complex Hadamard matrices this way as
all these matrices are equivalent to the underlying real Hadamard matrix.
Example 3.4.10. Let a 6= ±1. Then the following is a complex Hadamard matrix
with three different entries:
H =

a a a a
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1
 .
1Private communication.
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It turns out, however, that in square orders one can obtain inequivalent matrices
as well. We recall the following powerful construction.
Theorem 3.4.11 (see e.g. [66]). For every positive integer n there is a self-adjoint
complex Hadamard matrix of order n2 with constant diagonal.
Proof. Let H be any complex Hadamard matrix of order n, and let us denote its rows
by h1, h2, . . . , hn. Consider the following block matrix, where the (i, j)th entry of K is
the rank-1 block h∗jhi:
K =

h∗1h1 . . h
∗
nh1
. . . .
. . . .
h∗1hn . . h
∗
nhn
 . (3.45)
We show that K is Hadamard. Indeed: consider its ith row. We have
n∑
k=1
(h∗khi)(h
∗
ihk) =
n∑
k=1
h∗k(hih
∗
i )hk = n
n∑
k=1
h∗khk = n
2In. (3.46)
Also, for rows i 6= j recalling that the rows of H are complex orthogonal
n∑
k=1
(h∗khi)(h
∗
jhk) =
n∑
k=1
h∗k(hih
∗
j)hk = On, (3.47)
where On stands for the all 0 matrix of order n. Clearly, K is self-adjoint by construc-
tion, and its diagonal is constant 1.
This construction naturally leads to parametric families of complex Hadamard ma-
trices.
Proposition 3.4.12 (see [132]). Suppose that H is a dephased complex Hadamard
matrix of order n with m free parameters. Then there is a complex Hadamard matrix
of order n2 with m+ (n− 1)2 free parameters, moreover there is a self-adjoint complex
Hadamard matrix with constant diagonal featuring m+(n−1)(n−2)/2 free parameters.
Proof. Indeed, as one is free to replace the blocks of K h∗jhi in (3.45) with xi,jh∗jhi
for 2 ≤ i, j ≤ n in Theorem 3.4.11, as this operation does not affect the validity of
equations (3.46) and (3.47). Moreover, if the unimodular variables xi,j are chosen in
a way that xi,i = 1 and xi,j = xj,i for every 2 ≤ i, j ≤ n, then the resulting matrix
is a self-adjoint complex Hadamard matrix with constant diagonal, as required. Note
that the first m variables are featured in the first n rows of K, and therefore they are
independent from the rest.
Corollary 3.4.13. If a real Hadamard matrix of order n exists, then so does a one-
parameter family of complex Hadamard matrices with three different entries of order
n2.
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Proof. Consider a normalized real Hadamard matrix H of order n, and use Theorem
3.4.11 to obtain a normalized real Hadamard matrix of order n2. Now observe that its
upper left n× n submatrix is J , and hence replacing it with aJ , a 6= ±1 will result in
a one-parameter family of complex Hadamard matrices with three different entries, up
to equivalence.
Note that after dephasing the matrix the one-parameter remains in it, which how-
ever will contain four different entries: {1,−1, a,−a}.
Example 3.4.14. Let n = 2, and consider the real Hadamard matrix F2 from which
we obtain the 4× 4 real Hadamard matrix via Theorem 3.4.11 and the corresponding
parametric family it induces:
[
1 1
1 −1
]
;

1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1
;

a a 1 1
a a −1 −1
1 −1 1 −1
1 −1 −1 1
 .
Recall that C is a conference matrix of order n if Ci,i = 0, i = 1, 2, . . . , n and all
off-diagonal entries are ±1, such that CCT = (n− 1)I. We use symmetric conference
matrices and show three additional methods resulting in complex Hadamard matrices
with three different entries. The first is a folklore construction (cf. Theorem 1.4.18).
Lemma 3.4.15. Let C be a symmetric conference matrix of order n. Then H = C±iI
is a complex Hadamard matrix with three different entries.
Proof. Clearly H is unimodular, and
HH∗ = (C ± iI)(CT ∓ iI) = CCT ± i(CT − C) + I = nI.
We give the following variation of this result.
Proposition 3.4.16. Let C be a normalized, symmetric conference matrix of order
n ≥ 6. Then consider the matrix C + I, and replace in its core the off diagonal entries
(1,−1) with (a, a), respectively, where
a = − 2
n− 2 ± i
√
n(n− 4)
n− 2 .
The resulting matrix is a complex Hadamard matrix with three different entries {1, a, a}.
Proof. Consider the complex Hadamard matrix H, arising from the construction. Both
of the numbers a and a appear (n − 2)/2 times in every noninitial rows of H, and
hence the first row is orthogonal to all subsequent one. It remains to be seen that the
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noninitial rows are pairwise orthogonal. Consider the underlying conference matrix
C. Clearly any two noninitial rows of it are permutation equivalent to either of the
following 2× n matrices:[ ]
0 1 1 1 −1 −1
1 0 1 −1 1 −1
n1 n2 n3 n4
,
[ ]
0 −1 1 1 −1 −1
−1 0 1 −1 1 −1
n5 n6 n7 n8
,
where the column labels n1, n5, n2, n6, n3, n7 and n4, n8 are nonnegative integral num-
bers describing how many columns of type (1, 1)T , (1,−1)T , (−1, 1)T and (−1,−1)T are
present in the matrices, respectively. From the orthogonality of C it is elementary to
deduce that
n1 = n2 = n3 = n4 =
n− 2
4
, n5 =
n+ 2
4
, n6 = n7 =
n− 2
4
, n8 =
n− 6
4
and as a result the orthogonality conditions between the noninitial rows of H read
1 + a+ a+
n− 6
4
+
n− 2
4
(
a2 + a2
)
+
n− 2
4
= 0,
1 + a+ a+
n− 2
4
+
n− 2
4
(
a2 + a2
)
+
n− 6
4
= 0.
These two conditions are the same, which hold identically by the choice of a.
Remark 3.4.17. By setting n = 6 in Proposition 3.4.16 we obtain the BH(6, 3) matrix
S
(0)
6 (see Example 2.2.1). 
Another construction from [132] is the following.
Theorem 3.4.18 (see [132], [133]). Let C be a normalized, symmetric conference
matrix of order n ≥ 6. Discard the first row and column of C and replace in the
remaining matrix the numbers (0, 1,−1) with (1, a, a), respectively, where
a =
−1±A
√
n− 1
n− 2 ±B i
√
n2 − 5n+ 4±A 2
√
n− 1
n− 2 ,
where ±A is the sign of
√
n− 1 and ±B is the sign of the nested radical, respectively.
The resulting matrix is a complex Hadamard matrix of order n− 1 with three different
entries {1, a, a}.
Remark 3.4.19. By setting n = 6 in Theorem 3.4.18 we obtain the Fourier matrix F5.
For n = 10 we get a BH(9, 3) matrix along with an additional example. In general the
construction describes at least two inequivalent complex Hadamard matrices. 
The constructions given by Theorems 3.4.5 and 3.4.18 contain Theorems 3.3.9 and
3.3.10 as special cases, and hence they describe various complex Hadamard matrices
of prime orders. It would be particularly interesting to find analogous constructions in
the simple index 3 and 4 cases as well.
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Problem 3.4.20. Generalize the simple index 3 and simple index 4 type complex
Hadamard matrices for non-prime orders as well.
Finally, we remark here that Chan has given an algebraic description of those
complex Hadamard matrices H = I + aX + b(J − I −X), where X is the adjacency
matrix of a strongly regular graph very recently [24], and hence obtained complex
Hadamard matrices with at most three different entries. It would be very interesting
to see if the following more general problem can be treated by purely algebraic methods
as well.
Problem 3.4.21. Give a complete characterization of complex Hadamard matrices
with three different entries.
3.5 Application: Equiangular tight frames
In this section we give another application of complex Hadamard matrices and relate
them to complex equiangular tight frames. The concepts are similar to what was
discussed in Section 2.4.4 but in contrast here we are interested in equiangular lines
having a prescribed angle. The main objects we are concerned with is described in the
following
Definition 3.5.1. Let H be a complex Hilbert space, and let F = {fi}i∈I ⊂ H be a
subset. We call F a frame for H provided that there are two constants C,D > 0 such
that the inequality
C ‖x‖2 ≤
∑
i∈I
|〈x, fi〉|2 ≤ D ‖x‖2
holds for every x ∈ H. When C = D = 1 then the frame is called normalized, tight
(also called a Parseval frame).
Real and complex equiangular tight frames have been heavily investigated recently
(see e.g. [12], [23], [46], [53] and [117]) as they have applications in coding [65] and
quantum information theory [122]. Here we shall discuss only Parseval frames for the
k dimensional complex Hilbert space, equipped with the usual inner product. We use
the term (n, k) frame to refer to a Parseval frame consisting of n vectors in Ck. Every
such Parseval frame induces an isometric embedding of Ck into Cn with the map
V : Ck → Cn, (V x)j = 〈x, fj〉 , for all 1 ≤ j ≤ n
which is called the analysis operator of the frame. As V is linear, we can identify it
with an n × k matrix and the frame vectors {f1, . . . , fn} are the respective columns
of V ∗. A standard argument shows [65] that an (n, k) frame is determined up to a
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natural unitary equivalence by its Gram matrix V V ∗, which is a self-adjoint projection
of rank k, moreover, if the frame is uniform and equiangular (i.e. ‖fi‖2 and |〈fi, fj〉|
are constants for all 1 ≤ i ≤ n and for all i 6= j, 1 ≤ i, j ≤ n, respectively), it follows
that the Gram matrix of the frame reads
V V ∗ =
k
n
In +
√
k(n− k)
n2(n− 1)Q,
where Q is a self-adjoint matrix with vanishing diagonal and unimodular off-diagonal
entries. We refer to such frames as equiangular tight frames. The matrix Q is called the
Seidel matrix [99], signature matrix (or a generalized conference matrix, [25]) associated
with the (n, k) frame. Recall from Lemma 2.4.30 that n ≤ k2. The following provides
an elegant characterization of complex equiangular frames (see [99] and [100] for the
real case).
Theorem 3.5.2 (Holmes–Paulsen, [65]). Let Q be a self-adjoint n × n matrix with
Qii = 0 and |Qij| = 1 for all i 6= j. Then the following are equivalent:
(a) Q is the signature matrix of an equiangular (n, k) frame for some k;
(b) Q2 = (n− 1)I + µQ for some necessarily real µ; and
(c) Q has exactly two eigenvalues.
Note that the value k above depends on n and µ only. In particular (see [12]), we
have
k =
n
2
− µn
2
√
4(n− 1) + µ2 . (3.48)
It follows that if Q is a signature matrix of an (n, k) frame, then −Q is a signature
matrix of an (n, n− k) frame. Let us recall here a quick
Example 3.5.3 (Bodmann et al. [13]). The matrix
Q9 =

0 1 1 1 1 1 1 1 1
1 0 1 ω ω ω ω2 ω2 ω2
1 1 0 ω2 ω2 ω2 ω ω ω
1 ω2 ω 0 ω ω2 1 ω ω2
1 ω2 ω ω2 0 ω ω ω2 1
1 ω2 ω ω ω2 0 ω2 1 ω
1 ω ω2 1 ω2 ω 0 ω2 ω
1 ω ω2 ω2 ω 1 ω 0 ω2
1 ω ω2 ω 1 ω2 ω2 ω 0

, (3.49)
where ω is the principal cubic root of unity, is a 9 × 9 nontrivial cube root signature
matrix of an equiangular (9, 6)-frame.
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The matrix Q9 was the original object which raised our interest in frame theory.
One can observe immediately, that the matrix Q9 is “almost” a complex Hadamard
matrix: indeed, H = Q9 + I is complex Hadamard. The following result explains this
phenomenon.
Theorem 3.5.4 (see [130], cf. [24]). Let Q be a self-adjoint n× n matrix with Qii = 0
and |Qij| = 1 for all i 6= j. Then the following are equivalent:
(a) Q2 = (n− 1)I + µQ for some necessarily real −2 ≤ µ ≤ 2; and
(b) H := Q+ λI is a complex Hadamard matrix for λ = −µ/2± i
√
1− |µ|2 /4.
Proof. Suppose that we have a signature matrix Q satisfying (a). Then, as the number
λ defined in (b) is unimodular we find that H = Q + λI is a unimodular matrix,
moreover we have
HH∗ = (Q+ λI)(Q∗ + λI) = nI + µQ+ 2<[λ]Q = nI,
as required. Conversely, let us suppose that we have a complex Hadamard matrix H
with constant diagonal λ, such that the matrix Q := H − λI is self-adjoint. Then, we
find that
Q2 = QQ∗ = (H−λI)(H∗−λI) = (n+1)I−λ(Q+λI)∗−λ(Q+λI) = (n−1)I−2<[λ]Q,
and, as λ is unimodular, the statement (a) follows.
In [12] nth root signature matrices were investigated extensively where the following
result was obtained.
Theorem 3.5.5 (Bodmann–Elwood, [12]). For every n ≥ 2 there is a self-adjoint
complex Hadamard matrix of order n2 with constant diagonal composed of nth roots of
unity. Consequently there is a nontrivial nth root signature matrix corresponding to an
equiangular (n2, n(n+ 1)/2) frame.
Bodmann and Elwood used a direct, elementary argument concluding that the
Fourier matrices of order n can be lifted to order n2 yielding the result. This, however,
still left unanswered an earlier question from [13], namely whether or not an equiangular
(36, 21) frame, whose signature matrix is composed from cubic root of unity exists.
Our observation is that Theorem 3.5.5 follows from Theorem 3.4.11 rather easily and
in particular various Butson-Hadamard matrices (see Definition 1.4.1) can be used
instead of the Fourier matrices resulting in signature matrices, composed from roots of
unity.
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Corollary 3.5.6. For every prime p there is a nontrivial pth root signature matrix of
order 4ap2b for all 0 ≤ a ≤ b corresponding to an equiangular (4ap2b, 2apb(2apb + 1)/2)
frame.
Proof. Combine Part 2 of Theorem 1.4.4 with Theorem 3.4.11.
Setting p = 3 and a = b = 1 in Corollary 3.5.6 above, we immediately get an answer
to one of the questions raised in [13].
Corollary 3.5.7. There is a nontrivial cube root signature matrix of order 36 leading
to an equiangular (36, 21) frame.
In the corollary above we used the matrix S(0)6 (see Example 2.2.1).
The case |µ| = 2 in Part (b) of Theorem 3.5.4 corresponds to self-adjoint complex
Hadamard matrices with constant diagonal which, however, can exist in square orders
only (see Lemma 2.2.10).
Next we give examples of frames in which the corresponding complex Hadamard
matrices are not self-adjoint. In particular, |µ| 6= 2. We recall that a 2-(4m− 1, 2m−
1,m− 1) Hadamard-design A is skew if A+ AT + I = J . We have the following
Proposition 3.5.8. Suppose that we have a skew Hadamard design U of order n. Then
there exists a complex Hadamard matrix H of order n with diagonal entries λ, such
that the matrix Q := H − λI is self-adjoint.
Proof. Use Theorem 3.4.5 to exhibit a complex Hadamard matrix K = U + aUT + aI
where a is the unimodular complex number defined in (3.44). Now multiply this matrix
with the unimodular number
√
a to obtain the matrix H =
√
aK =
√
aU +
√
aUT +√
aI.
It is well-known that the Paley-type Hadamard designs of prime orders, described
by Theorem 1.1.17 are skew, moreover it is conjectured that skew Hadamard designs
exist for every order n = 4m − 1 [89]. Therefore we have infinitely many equiangular
tight frames coming from Proposition 3.5.8. In particular, we have the following
Corollary 3.5.9 (Renes, [117]). Suppose that we have a skew Hadamard design of
order n ≥ 3. Then there are equiangular (n, (n− 1)/2) and (n, (n+ 1)/2) frames.
Hence, if the conjecture regarding the existence of skew Hadamard matrices is true,
then we have equiangular tight frames with parameters (2k − (−1)k, k) for every k.
An interesting question is to ask if it is possible to construct (k2, k) equiangular
frames from complex Hadamard matrices. These type of frames are equivalent to SIC-
POVMs [82], [122], and have many interesting applications in quantum information
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theory. Unfortunately, equation (3.48) leads to µ =
√
k + 1(k − 2) which, combined
with the bound |µ| ≤ 2, implies that k = 2 or 3. The case k = 2 easily leads to the
signature matrix described in Example 2.4.32, while the case k = 3 implies that µ = 2
which corresponds to, for example, the one-parameter signature matrix −Q9(a), where
Q9(a)+I is the family of complex Hadamard matrices coming from Proposition 3.4.12,
applied to the starting-point complex Hadamard matrix Q9 + I (see formula (3.49)).
So far the ideas mentioned in this section considered the Gram matrix of the con-
figurations. However, in all known construction methods of (k2, k) equiangular tight
frames the frame vectors are obtained directly via the following way. We start with a
so-called fiducial vector φ ∈ Ck and a group G of k × k matrices. The group is fixed,
and the idea is to choose φ so that {Mφ : M ∈ G} spans a set of equiangular lines.
We illustrate this approach throughout the following remarkable
Example 3.5.10 (Hoggar, [64]). Let X, Y and Z be the Pauli matrices, namely
X =
[
0 1
1 0
]
, Z =
[
1 0
0 −1
]
, Y = iXZ =
[
0 −i
i 0
]
,
and let G = {I,X, Y, Z}⊗3 and
φ =
√
3
12
[
0, 0, τ, τ , τ,−τ, 0,
√
2
]T
,
where τ = (1 + i)/
√
2 is the principal eighth root of unity. Then V ∗ = {Aφ : A ∈ G}
is an equiangular (64, 8) frame. Moreover, the Gram matrix of the configuration reads
V V ∗ =
1
8
I +
1
24
Q,
where the signature matrix Q is composed of fourth roots of unity.
One cannot but wonder what combinatorial objects correspond to the signature
matrices of (k2, k) equiangular tight frames for k ≥ 4.
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Appendix A
Petrescu-type Hadamard matrices
Here we list a handful of Petrescu-type BH(n, q) matrices. Recall that ω = e2pii/3.
A.1 Some small dimensional examples
Example A.1.1. F2 ⊗ F2 is the only real, Petrescu-type Hadamard matrix:
P
(1)
4 (a) =

a −a −1 1
−a a −1 1
−1 −1 1 1
1 1 1 1
 .
Example A.1.2. The following is four-parameter family of complex Hadamard ma-
trices, stemming from a BH(13, 30) matrix (cf. [19]). We have P (4)13A(a, b, c, d) =
ω a b c −1 −a −b −c w w2 w3 w4 1
d2ω
a
ω − bde
a
− cdω
ae
−d2ω
a
−1 bde
a
cdω
ae
w2 w4 w w3 1
ω
b
− aω
bde
−1 cω
bde
−ω
b
aω
bde
ω − cω
bde
w3 w w4 w2 1
ω
c
−ae
cd
be
cd
−1 −ω
c
ae
cd
− be
cd
ω w4 w3 w2 w 1
−1 −a −b −c ω a b c w w2 w3 w4 1
−d2ω
a
−1 bde
a
cdω
ae
d2ω
a
ω − bde
a
− cdω
ae
w2 w4 w w3 1
−ω
b
aω
bde
ω − cω
bde
ω
b
− aω
bde
−1 cω
bde
w3 w w4 w2 1
−ω
c
ae
cd
− be
cd
ω ω
c
−ae
cd
be
cd
−1 w4 w3 w2 w 1
w4 w3 w2 w w4 w3 w2 w 1 ω2 ω2 ω2 ω2
w3 w w4 w2 w3 w w4 w2 ω2 1 ω2 ω2 ω2
w2 w4 w w3 w2 w4 w w3 ω2 ω2 1 ω2 ω2
w w2 w3 w4 w w2 w3 w4 ω2 ω2 ω2 1 ω2
1 1 1 1 1 1 1 1 ω2 ω2 ω2 ω2 1

,
where w = e2pii/5 and <[eω] = −<[d]/2. The parameters a, b and c were introduced via
Theorem 1.2.16 resulting in the largest known family of order 13.
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Example A.1.3. The following is a BH(16, 4) matrix of Petrescu-type:
1 1 i 1 1 −1 −i −1 −1 −1 1 −1 −1 −i i 1
i −1 −1 −i −i −i −i −i i i i i −i −1 −i 1
1 1 −1 1 −1 1 −1 1 −1 1 −1 1 i −i −1 1
i 1 −i −1 i −i −1 i i −1 −1 −i −1 i 1 1
1 −1 −i −i i −1 1 i −1 1 −i −1 1 i −1 1
−1 −i −1 −1 −1 1 1 i 1 1 1 −1 −1 −i i 1
−i −i −i i i i −1 −1 −i −i i i −i −1 −i 1
1 −1 1 −1 1 1 1 −1 1 −1 −1 1 i −i −1 1
−i −1 i i −1 i 1 −i −1 i −1 −i −1 i 1 1
−1 1 i −1 1 1 −1 −i −i i −i −1 1 i −1 1
1 −i −1 −1 i 1 −i −1 −1 i 1 1 1 1 1 −1
−1 −i 1 i −1 −1 −i 1 i −1 1 1 1 1 −1 1
−1 i −i −1 1 −1 i −i −1 1 1 1 i −i 1 1
i −1 i −i −i i −1 i −i −i i −i 1 1 1 1
−i i −1 1 −1 −i i −1 1 −1 −i i 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 −i i 1 1

.
Example A.1.4. Our last example is a BH(16, 6) matrix, which can be obtained by
considering H = EXP
(
2pii
6
L
)
, where
L =

0 0 0 0 0 3 0 3 3 3 0 2 2 4 4 0
0 0 0 2 4 0 3 3 5 1 0 4 4 2 2 0
0 0 3 4 2 3 3 3 1 5 3 0 3 0 3 0
0 2 4 2 3 3 5 1 5 3 3 2 5 4 1 0
0 4 2 3 4 3 1 5 3 1 3 4 1 2 5 0
3 0 3 3 3 0 0 0 0 0 0 2 2 4 4 0
0 3 3 5 1 0 0 0 2 4 0 4 4 2 2 0
3 3 3 1 5 0 0 3 4 2 3 0 3 0 3 0
3 5 1 5 3 0 2 4 2 3 3 2 5 4 1 0
3 1 5 3 1 0 4 2 3 4 3 4 1 2 5 0
0 0 3 3 3 0 0 3 3 3 0 0 0 0 0 3
4 2 0 4 2 4 2 0 4 2 0 0 0 0 3 0
4 2 3 1 5 4 2 3 1 5 0 0 0 3 0 0
2 4 0 2 4 2 4 0 2 4 0 0 3 0 0 0
2 4 3 5 1 2 4 3 5 1 0 3 0 0 0 0
0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0

.
Appendix B
All cyclic 17-roots of simple index 4
Throughout this section we give a concise guide to cyclic 17-roots of simple index 4.
In particular, we solve case p = 17 and k = 4 of (3.26) with Gröbner basis techniques
and discover new examples of complex Hadamard matrices of order 17.
B.1 The polynomial describing the solutions
After calculating a pure lexicographic Gröbner basis we found that the solutions of
(3.26) for p = 17, k = 4, i.e. the cyclic 17-roots of simple index 4 on the x-level can be
obtained by considering the roots of the following polynomial of degree 70:
C17(x) =
(
x2 + 15x+ 1
) (
4x4 + x3 + 7x2 + x+ 4
)
× (4x8 + 2x7 − 41x6 − 3x5 + 59x4 − 3x3 − 41x2 + 2x+ 4)
× (4x8 + 2x7 − 7x6 − 3x5 − 9x4 − 3x3 − 7x2 + 2x+ 4)
× (4x16 − 64x15 + 344x14 − 744x13 + 1364x12 + 4288x11 − 6048x10 + 1772x9
+21577x8 + 1772x7 − 6048x6 + 4288x5 + 1364x4 − 744x3 + 344x2 − 64x+ 4)
× (8788x32 − 143312x31 − 6737120x30 + 66098104x29 + 317898992x28
− 1844667456x27 − 5388129896x26 + 4288299156x25 + 16518934433x24
+ 9515028816x23 + 6237511690x22 + 5188763380x21 − 7207401x20
− 9833239192x19 − 6468787876x18 − 4434709436x17 − 10393530091x16
− 4434709436x15 − 6468787876x14 − 9833239192x13 − 7207401x12
+ 5188763380x11 + 6237511690x10 + 9515028816x9 + 16518934433x8
+ 4288299156x7 − 5388129896x6 − 1844667456x5 + 317898992x4
+66098104x3 − 6737120x2 − 143312x+ 8788) .
Our goal is to find, among the roots of C17(x), all quadruples (c0, c1, c2, c3) ∈ (C∗)4
which solve (3.26). It turns out that in almost all cases if one of the values c0, c1, c2
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or c3 is a root of a given factor of C17(x) then all additional one is a root of the same
factor. As a result the problem naturally can be divided into subcases by considering
these factors separately. In order to do this, let us denote by V1(x), V2(x), . . . , V6(x)
the six factors of C17(x) in the same order as they appear above, respectively.
In what follows we account all 70 solutions of the problem (see Theorem 3.3.8) and
show how to describe them by radicals. The general strategy is to exploit the symmetry
of (3.26) and introduce the new variables
hi := ci +
1
ci
, i = 0, 1, 2, 3. (B.1)
This standard trick effectively halves the degrees of the polynomials Vi(x), i = 1, 2, . . . , 6
whose solutions are hopefully more easily accessible by radicals. The following is the
way to recover the values of ci once the values of hi, i = 0, . . . , 3 are determined.
Lemma B.1.1 (Lifting formula). Suppose that x+ 1
x
= a+ ib, where a, b ∈ R. Then
x1,2 =

a
2
± i
√
4− a2
2
, if b = 0, |a| ≤ 2;
a
2
±
√
a2 − 4
2
, if b = 0, |a| > 2;
i
(
b
2
±
√
b2 + 4
2
)
, if b 6= 0, a = 0;
a
2
± 1
4
√
2a2 − 2b2 − 8 + 2
√
4a2b2 + (a2 − b2 − 4)2
+ i
(
b
2
± 1
4
sgn(ab)
√
−2a2 + 2b2 + 8 + 2
√
4a2b2 + (a2 − b2 − 4)2
),otherwise,
such that the ± signs in the last part agree and sgn(ab) is the sign of ab. Note that
x1x2 = 1 and hence x2 = 1/x1.
We remark that if x is complex unimodular then the first case applies. With
the notations above let us introduce the lifting operator, mapping complex numbers
z = a+ ib, a, b ∈ R to x1:
L(a+ ib) = x1.
By using this shorthand notation we can avoid the excessive usage of the square roots.
B.2 Analysing the solutions
Now we analyse each of the factors Vi, i = 1, . . . , 6 and count and classify the solutions
they induce.
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B.2.1 Solutions coming from V1(x)
First we suppose that one of c0, c1, c2 or c3 is a root of V1(x). It turns out that in this
case c0 = c1 = c2 = c3 and we obtain the “ε-solutions” (in the sense of [9]):
(c0, c1, c2, c3) =
(
−15 +√221
2
,
−15 +√221
2
,
−15 +√221
2
,
−15 +√221
2
)
, (B.2)
and its reciprocal (1/c0, 1/c1, 1/c2, 1/c3). These two real solutions are invariant up to
cyclic permutations and conjugation.
B.2.2 Solutions coming from V2(x)
Next we suppose that one of c0, c1, c2 or c3 is a root of V2(x). It turns out that this case
corresponds to the cyclic 17-roots of simple index 2, yielding the well-known solutions
(c0, c1, c2, c3) = (c, c, c, c), (B.3)
described by Theorem 3.3.10, where
c = −1±
√
17
16
+ i
√
238± 2√17
16
,
where the ± signs agree. These two solutions are unimodular; two additional one can
be obtained by complex conjugation.
B.2.3 Solutions coming from V3(x)V4(x)
Starting from the factor V3(x) the degree of these polynomials are larger than 4 and
hence there is no straightforward way to obtain the solutions by radicals (but see [95]).
Therefore we use the substitution (B.1) (or more precisely Lemma C.2.2), applied to
the factor V3(x)V4(x) to obtain, e.g.
h0(±A,±B) = −1±A 5
√
17
8
±B
√
34±A 2
√
17
8
,
h1(±A,±B) = −1±A 3
√
17
8
±B
√
34±A 2
√
17
8
,
where the signs ±A and ±B describe the sign of
√
17 and the sign of the nested radical,
respectively. We remark here that in general this case corresponds to an irreducible
polynomial over Q of degree 16; it could have been factored in this case into the product
V3(x)V4(x) because in the canonical decomposition 17 = s2 + t2 we have s = 1 and as
a result D = 0 in (3.35).
The 16 solutions, in which c2 = 1/c0, c3 = 1/c1 are:
(c0, c1, c2, c3) = (L(h0(+,+)),L(h1(+,−)), 1/L(h0(+,+)), 1/L(h1(+,−))), (B.4)
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(c0, c1, c2, c3) = (L(h0(−,−)), 1/L(h1(−,+)), 1/L(h0(−,−)),L(h1(−,+))), (B.5)
(c0, c1, c2, c3) = (L(h0(+,−)), 1/L(h1(+,+)), 1/L(h0(+,−)),L(h1(+,+))), (B.6)
(c0, c1, c2, c3) = (L(h0(−,+)),L(h1(−,−)), 1/L(h0(−,+)), 1/L(h1(−,−))) (B.7)
and their cyclic permutations. The first two set of solutions are unimodular and coin-
cide with the solutions coming from Theorem 3.3.18 (cf. Example 3.3.21), whereas the
last two are real.
B.2.4 Solutions coming from V5(x)
After factoring the transformed polynomial TV5(u), coming from Lemma C.2.2, in the
field extension Q
(
i,
√
17
)
we find that four values of h0 can be obtained from
h0(±A,±B) =
2±A
√
34 + 18
√
17
4
±B
√
34±A 4
√
17
√
17 + 2
√
289 + 136
√
17±A 68
√
17
√
17
4
±A i
×
−
√
−34 + 18√17
4
∓B
√
−34∓A 4
√
17
√
17 + 2
√
289 + 136
√
17±A 68
√
17
√
17
4
 .
With this notation the solution read
(c0, c1, c2, c3) = (L(h0(+,+)), 1/L(h0(−,−)),L(h0(+,−)),L(h0(−,+))) , (B.8)
and its conjugate, reciprocal, conjugate-reciprocal and the cyclic permutations of these
four. In total 16 complex (non real, non unimodular) solutions are found.
B.2.5 Solutions coming from V6(x)
As V6(x) is of degree 36 we, again, investigate the roots of the transformed polynomial
TV6(u). Unfortunately it turns out that the roots are cannot be described by nested
square roots any longer, as cubic roots appear during the solution of some degree 4
polynomials. Therefore instead of describing the values of h0, h1, h2 and h3 we rather
describe the degree four polynomials, encoding the essentially different solutions (i.e.
the unordered set {h0, h1, h2, h3}) coming from the factor V6(x). The aforementioned
polynomials can be obtained via their coefficients which however can be expressed by
the elementary symmetric polynomials of hi, i = 0, 1, 2, 3, coming from (B.1). Let us
use the following notations:
σ1 = h0 + h1 + h2 + h3,
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σ2 = h0h1 + h0h2 + h0h3 + h1h2 + h1h3 + h2h3,
σ3 = h0h1h2 + h0h1h3 + h0h2h3 + h1h2h3,
σ4 = h0h1h2h3.
Then, by calculating various Gröbner bases, we find that the following hold:
13σ41 − 212σ31 − 17584σ21 − 512σ1 + 1024 = 0,
169σ42 − 96328σ32 + 8248259σ22 + 64168790σ2 + 119444818 = 0,
2197σ43 − 1603714σ33 + 232154357σ23 − 48071520σ3 − 857293956 = 0,
8788σ44 + 47418572σ
3
4 + 31284060733σ
2
4 − 68872842666σ4 + 34518025937 = 0.
Now we build up, by trial and error, four polynomials I(i)4 (x), i = 0, 1, 2, 3, each
describing a set {h(i)0 , h(i)1 , h(i)2 , h(i)3 } corresponding to a solution coming from V6(x). We
have
I(i)4 (x) = x4 − σ(i)1 x3 + σ(i)2 x2 − σ(i)3 x+ σ(i)4 , i = 0, 1, 2, 3,
where
σ
(1)
1 = σ1(+,−), σ(1)2 = σ2(+,−), σ(1)3 = σ3(+,−), σ(1)4 = σ4(+,+),
σ
(2)
1 = σ1(−,+), σ(2)2 = σ2(−,−), σ(2)3 = σ3(−,−), σ(2)4 = σ4(−,+),
σ
(3)
1 = σ1(−,−), σ(3)2 = σ2(−,+), σ(3)3 = σ3(−,+), σ(3)4 = σ4(−,−),
σ
(4)
1 = σ1(+,+), σ
(4)
2 = σ2(+,+), σ
(4)
3 = σ3(+,+), σ
(4)
4 = σ4(+,−),
where
σ1(±A,±B) = 53±A 59
√
17
13
±B
√
63546±A 6358
√
17
13
,
σ2(±A,±B) = 48164±A 7130
√
17
338
±B
√
3307173846±A 705523222
√
17
338
,
σ3(±A,±B) = 801857±A 89585
√
17
4394
±B 4
√
48275292054±A 8767889417
√
17
4394
,
σ4(±A,±B) =
−11854643±A 2053159
√
17
8788
±B 2
√
53118166790942±A 12183750689646
√
17
8788
,
where ±A and ±B describe the sign of
√
17 and the sign of the nested radical, respec-
tively. Once the four roots of I(i)4 (x) are found we can lift them via Lemma B.1.1 to
obtain the values of (c0, c1, c2, c3) up to their order and reciprocal. Now if the four real
roots of I(i)4 (x), denoted by r(i)j , i, j = 1, 2, 3, 4 satisfy r(i)1 < r(i)2 < r(i)3 < r(i)4 , then we
find that the values of c0, c1, c2 and c3 in the correct order are
(c0, c1, c2, c3) =
(
L
(
r
(1)
1
)
,L
(
r
(1)
3
)
,L
(
r
(1)
4
)
, 1/L
(
r
(1)
2
))
, (B.9)
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(c0, c1, c2, c3) =
(
L
(
r
(2)
1
)
,L
(
r
(2)
2
)
,L
(
r
(2)
4
)
, 1/L
(
r
(2)
3
))
, (B.10)
(c0, c1, c2, c3) =
(
L
(
r
(3)
1
)
,L
(
r
(3)
2
)
,L
(
r
(3)
3
)
, 1/L
(
r
(3)
4
))
, (B.11)
(c0, c1, c2, c3) =
(
L
(
r
(4)
1
)
, 1/L
(
r
(4)
2
)
, 1/L
(
r
(4)
3
)
, 1/L
(
r
(4)
4
))
, (B.12)
and their reciprocal and their cyclic permutations. The first two set of solutions are
complex unimodular whereas the last two are real. In particular, we obtain two new,
previously unknown complex Hadamard matrices of order 17.
B.3 Concluding remarks
We summarize the results of this section in the following
Theorem B.3.1. The set of equations (3.26) has exactly 70 solutions in C4 for p = 17
and k = 4 as follows:
1. The real ε-solution (B.2) and its reciprocal;
2. Two unimodular simple index 2 type solutions (B.3) and their reciprocal;
3. The simple index 4 type solutions:
(a) Two unimodular (B.4)-(B.5) and two real solutions (B.6)-(B.7), and their
cyclic permutations;
(b) Two unimodular (B.9)-(B.10) and two real solutions (B.11)-(B.12), their
cyclic permutations and reciprocal;
(c) A complex solution (B.8), its cyclic permutations, conjugate, reciprocal and
conjugate-reciprocal.
Among these there are 26 real; 28 complex unimodular; and 16 addititional solutions.
Each of the solutions can be described by radicals.
It remains an open problem to describe the solutions coming from V6(x) in an
elegant way by radicals. To solve the simple index 4 case in full generality one needs
to find a way to control the cyclic order of the roots which we avoided as we could
compare our analytic formulas with precalculated numerical solutions.
Appendix C
Complex Hadamard matrices with
circulant core
In Section 3.3 we have seen that there are various general constructions yielding cir-
culant complex Hadamard matrices of prime orders. It is natural to consider complex
Hadamard matrices with circulant core as well. Through this section we work out an
analogous theory to the circulant case with appropriate modifications, and give a full
classification of complex Hadamard matrices with circulant core up to order 7. This
classification results in the discovery of a new 7 × 7 complex Hadamard matrix (see
Example 3.3.25). We exhibit two additional examples of order 11 and for every prime
p ≡ 1 (mod 8) new examples of order p+ 1.
C.1 The general theory
Let us consider a dephased complex Hadamard matrix of order n + 1 with circulant
core, the first row of which is given by x = (x0, x1, . . . , xn−1). Then, by orthogonality,
we have 
x0 = − 1
1 + x1
x0
+ x1
x0
x2
x1
+ . . .+ x1
x0
x2
x1
· · · xn−1
xn−2
,
x1
x0
+
x2
x1
+ . . .+
x0
xn−1
= −1,
x2
x0
+
x3
x1
+ . . .+
x1
xn−1
= −1,
...
xn−1
x0
+
x0
x1
+ . . .+
xn−2
xn−1
= −1.
(C.1)
Note that the first equation is just a useful reformulation of the trivial condition coming
from orthogonality to the first row:
x0 = −1− x1 − . . .− xn−1,
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and therefore it follows that x0 is uniquely determined by the quotients xi+1/xi, where
i = 0, . . . , n − 1. Note also that it can be further simplified if one assumes that the
variables xi are unimodular.
We offer the following well-known solution to the problem (C.1) when the size of
the matrix n+ 1 is prime.
Example C.1.1. Let g be a generator of the multiplicative group Z∗p. Then the vector
x(g), with coordinates
x
(g)
i = exp
(
2pii
p
gi
)
, i = 0, . . . , p− 2
will give us the core of a BH(p, p) matrix (see Definition 1.4.1).
Other well-known solutions yielding complex Hadamard matrices of order n + 1
with circulant core come from the Paley matrix when the order of the core is prime
(see Theorems 1.1.17 and 1.4.18).
Next we work out a general framework to study these objects in every order n
by slightly modifying the cyclic n-root problem. Let us introduce the quotients zi :=
xi+1/xi for i = 0, 1, . . . , n−1, where indices are taken modulo n. We have the following
Theorem C.1.2. Any unimodular solution x of (C.1) gives rise to a unimodular
solution z of the following system of equations
z0 + z1 + . . .+ zn−1 = −1,
z0z1 + z1z2 + . . .+ zn−1z0 = −1,
...
z0z1 · · · zn−2 + z1z2 · · · zn−1 + . . .+ zn−1z0 · · · zn−3 = −1,
z0z1 · · · zn−1 = 1,
(C.2)
and vice versa: any unimodular solution z of (C.2) can be lifted to a unimodular
solution x of (C.1).
Note that the first equation of (C.1) does not appear amongst the equations (C.2).
In particular, if all the quotients zi are unimodular, then so is x0.
Proof. The first direction is immediate: any unimodular solution x of (C.1) corresponds
to a unimodular solution of (C.2) after passing to the quotients zi := xi+1/xi. To see
the other direction, suppose that we have a unimodular solution z of (C.2), and let us
construct the corresponding solution x of (C.1). For simplicity, let us introduce the
following new quantity
S := z0 + z0z1 + z0z1z2 + . . .+ z0z1 · · · zn−1. (C.3)
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Now observe that if we sum up the first n − 1 equations plus n times the last one of
(C.2) we get
S
(
1 +
1
z0
+
1
z0z1
+ . . .+
1
z0z1 · · · zn−2
)
= 1, (C.4)
however, note that the second factor of (C.4) can be rewritten by the last equation of
(C.2) and as a result we have
SS = |S|2 = 1.
From a given unimodular solution z one can reconstruct x up to an unknown phase,
say x0, giving x = x0(1, z0, z0z1, . . . , z0z1 · · · zn−2). However, the first coordinate of x,
which is x0, is constrained by the first equation of (C.1). In particular, we need to have
x0 = − 1
S
= −S.
To conclude, we found that the solution on the x-level coming from z reads
x = −S (1, z0, z0z1, . . . , z0z1 · . . . · zn−2) ,
where S is given by (C.3). Clearly, the identification x↔ z is one-to-one.
We have the following natural
Problem C.1.3. For a given n ∈ N classify all solutions of (C.2). In particular,
classify all complex Hadamard matrices of order n possessing a circulant core.
We shall return to Problem C.1.3 in Section C.2.
C.1.1 Circulant core of index k type
Here we introduce complex Hadamard matrices with index k type circulant core in a
completely analogous way as simple index k type circulant complex Hadamard matrices
were defined in Section 3.3. Note that the matrices we obtain here are not of prime
order, but have a prime order core instead.
Let p be a prime and let k ∈ N a number that divides p − 1. Consider G0, the
unique subgroup of Z∗p of index k and its nontrivial cosets G1, . . . , Gk−1. We say that
a solution z of (C.2) has index k, if the corresponding solution on the x level (C.1) is
constant on the cosets Gj, j = 0, . . . , k − 1, namelyxi = cj, if i ∈ Gj, 1 ≤ i ≤ p− 1; andx0 = −p− 1
k
(c0 + c1 + . . .+ ck−1)− 1,
(C.5)
where (c0, c1, . . . , ck−1) ∈ (C∗)k. The following is the relevant analogue of Proposi-
tion 3.3.7.
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Proposition C.1.4. If x = (x0, x1, . . . , xp−1) has the form (C.5), then the equations
(C.1) can be reduced to the following k rational equations in c0, c1, . . . , ck−1:
1 +
ca
x0
+
x0
ca+m
+
k−1∑
i,j=0
nij
ca+j
ca+i
= 0, 0 ≤ a ≤ k − 1, (C.6)
where all indices are calculated modulo k. In (C.6) the number m is determined by
p − 1 ∈ Gm and nij denote the transition numbers of order k, namely, the number of
b ∈ Gi for which b+ 1 ∈ Gj, 0 ≤ i, j ≤ k − 1, with respect to the generator g of Z∗p.
Again, the system of equations (C.6) is independent of the choice of g up to rela-
belling the variables. Here we are interested in the unimodular solutions only, i.e. the
ones that correspond to complex Hadamard matrices.
The following two results describe complex Hadamard matrices with index 2 type
circulant core coming from Proposition C.1.4. The first one is the analogue of Theorem
3.3.9 (cf. Theorem 1.1.17).
Lemma C.1.5. Let p ≥ 7 be a prime, p ≡ 3 (mod 4), and suppose that H is a
complex Hadamard matrix of order p + 1 with circulant core of index 2 type. Then H
is equivalent to the real Paley-Hadamard matrix.
The second result is the analogue of Theorem 3.3.10 (cf. Theorem 1.4.18).
Lemma C.1.6. Let p be a prime, p ≡ 1 (mod 4), and suppose that H is a complex
Hadamard matrix of order p + 1 with circulant core of index 2 type. Then (c0, c1) =
(a, a), where
a = ±i; or a = − 2
p− 1 ± i
√
(p− 1)2 − 4
p− 1 .
Remark C.1.7. For p = 5 we get the well-known complex Hadamard matrices D(1)6 (1)
and S(0)6 (see Examples 2.2.2 and 2.2.1), respectively. The BH(p + 1, 4) matrices are
well-known examples of complex Hadamard matrices (see Theorem 1.4.18) while the
other set of examples are just a special case of Proposition 3.4.16. 
We did not find any examples of complex Hadamard matrices with index 3 type
circulant core, however we can harvest some additional fruits from the theory of index
4 type circulant matrices as follows. Interestingly both constructions yield complex
Hadamard matrices with real diagonal.
Proposition C.1.8. Let p be a prime number, p ≡ 1 (mod 8), p = s2 + t2 such that
s ≡ 1 (mod 4) and t > 0. Then there is a complex Hadamard matrix H of order p+ 1
with circulant core of index 4 type, where (c0, c1, c2, c3) = (a,−a, a,−a), or any cyclic
permutation of it, where
a =
1−√1 + t2
t
+ i
√
−2 + 2√1 + t2
t
.
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Proposition C.1.9. Let p be a prime number, p ≡ 1 (mod 8), p = s2 + t2 such that
s ≡ 1 (mod 4) and t > 0. Then there is a complex Hadamard matrix H of order
p+ 1 with circulant core of index 4 type, where (c0, c1, c2, c3) = (a, b, a, b), or any cyclic
permutation of it, where
a = − 2
p− 1 +
√
A−
√
B + i
√
1−
(
2
p− 1 −
√
A−
√
B
)2
, (C.7)
b = − 2
p− 1 −
√
A−
√
B − i
√
1−
(
2
p− 1 +
√
A−
√
B
)2
, (C.8)
where
A =
t2 (p2 + 2(s− 2)2 + 1) + 2(s− 1)4
t2(p− 1)2 ,
B =
4 (t2(p+ (s− 2)2 + 2) + (s− 1)4)
t4(p− 1)4
× (t2 (t2 (2s2 + t2 − 1)+ ((s+ 1)2 + 2) (s− 1)2)+ (s− 1)4) .
Remark C.1.10. Formulas (C.7)-(C.8) are well defined, as clearly A > 0, B > 0 and
(p− 1)4(A2 −B) = (p+ 1)2(p− 3)2 > 0
for all relevant primes p. 
The proof of Propositions C.1.8 and C.1.9 is completely analogous to the proof of
Theorem 3.3.18, the only difference being that we rely on Proposition C.1.4 instead of
Proposition 3.3.7.
C.2 Classification up to order 7
In what follows we launch a brute-force attack against Problem C.1.3 via Gröbner basis
techniques and classify all complex Hadamard matrices with circulant core up to order
7. We report new complex Hadamard matrices of order 7 and 11 which are the main
contribution of this section.
We shall encounter various self-inversive polynomials with real coefficients (see Def-
inition 2.3.29) during the sequel and therefore we recall the following
Definition C.2.1. A complex polynomial f(x) = a0 + a1x + . . . + adxd of degree d
with real coefficients is called palindromic if ad−k = ak for every k = 0, . . . , d.
If f(x) is a palindromic polynomial of even degree d, then it is a standard trick to
consider f(x)/xd/2 instead which can be rewritten as a polynomial of degree d/2 in the
new variable u = x+ 1/x. This operation is investigated in the following
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Lemma C.2.2 (cf. [87]). Let f(x) be a palindromic polynomial of even degree d. Then
f(x) has a unimodular root x0 if and only if the transformed polynomial
Tf (u) ≡ f
(
u+
√
u2 − 4
2
)
·
(
u−√u2 − 4
2
)d/2
has a real root |u0| ≤ 2.
Proof. Suppose that f(x) has a unimodular root x0. Then u0 := x0 + 1x0 = x0 + x0 =
2<[x0] and hence u0 is real root of Tf (u) such that |u0| ≤ 2. To see the converse
direction, suppose that the polynomial Tf (u) has a real root u0 such that |u0| ≤ 2.
Then the numbers x0 defined via the roots of the quadratic equation x2 − u0x+ 1 = 0
are easily seen to be unimodular roots of f(x).
Lemma C.2.2 gives a characterization of unimodularity via an inequality whose
validity can be more easily checked than the unimodularity condition itself. However,
it is not entirely obvious how to separate the real roots from those who have some
negligible (but still nonzero) imaginary part.
We shall apply repeatedly the following useful “averaging”
Lemma C.2.3. Let n,m be positive integers, S ⊂ {0, 1, . . . , n − 1} and consider the
system of m+ 1 complex equations in n+ 1 variables (u, x0, x1, . . . , xn−1) ∈ Cn+1 :
f1(x0, x1, . . . , xn−1) = 0,
f2(x0, x1, . . . , xn−1) = 0,
...
fm(x0, x1, . . . , xn−1) = 0,
u
∏
i∈S
xi = 1.
(C.9)
Let us define the projected solution set with respect to the index set S by
US := {u ∈ T : (u, x0, x1, . . . , xn−1) is a solution of (C.9) for some x0, x1, . . . , xn−1}.
If US is empty, then the system of equations does not have any unimodular solution.
Proof. The Lemma is trivial. If (u, x0, x1, . . . , xn−1) ∈ Tn+1 is a unimodular solution
of (C.9), then u ∈ US.
Lemma C.2.3 exploits the fact that by looking at the possible values of the products
of some of the variables xi (indexed by the set S), or equivalently, the values of the
“dummy” variable u only, one can conclude immediately that (C.9) has no unimodular
solutions. Also, calculating the possible values of u might be computationally cheaper
than calculating the individual values of x0, x1, . . . , xn−1 directly.
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Based on the full classification of complex Hadamard matrices up to order 5 the
following is easy to see (and in fact can be calculated by hand):
Lemma C.2.4. The complex Hadamard matrices with circulant core of orders 2 ≤
n+ 1 ≤ 5 are equivalent to F2, F3, F2 ⊗ F2 and F5.
Note that the Fourier matrix F4 is not equivalent to a complex Hadamard matrix
with circulant core. The next result, however, is an entirely not obvious
Proposition C.2.5. The complex Hadamard matrices with circulant core of order
n+ 1 = 6 are equivalent to S(0)6 or D
(1)
6 (1) (see Examples 2.2.1 and 2.2.2, respectively).
Proof. By calculating a pure lexicographic Gröbner basis for the system of equations
(C.1), which we extended with an additional equation
ux0x1x2x3x4 − 1 = 0 (C.10)
to avoid zero solutions, as usual, we found that there are finitely many solutions only.
In particular, the polynomial, whose roots describe all possible values of the variable
x0 (and due to cyclic symmetry account for all possible values of any of the variables
xi, i = 0, 1, . . . , 4) reads
X5(x) = (x− 1)(x+ 1)
(
x2 + 1
) (
x2 − 14x+ 1) (x2 + x+ 1) (x2 + 4x+ 1) (x10 + 2x9
+15x8 + 108x7 + 420x6 + 672x5 + 420x4 + 108x3 + 15x2 + 2x+ 1
)
.
Now it is easy to recover the (known) solutions S(0)6 and D
(1)
6 (1) as they correspond
to the factors (x − 1)(x2 + x + 1) and (x + 1)(x2 + 1), respectively. The factor (x2 −
14x+ 1)(x2 + 4x+ 1) does not have any unimodular roots. It remains to show that the
degree 10 factor, which we denote by g(x), does not lead to any unimodular solutions
(x0, x1, x2, x3, x4) ∈ T5. By using Lemma C.2.2 we see that g(x) has unimodular roots,
so the question is whether a unimodular root of it can be extended to a unimodular
solution (i.e. if we can find additional unimodular numbers x1, . . . , x4, satisfying (C.1)).
Now we use Lemma C.2.3 by adding g(x0) to the initial system of equations (C.1)
accompanied again by (C.10), and by calculating a Gröbner basis we find that the
polynomial
u2 + 322u+ 1 (C.11)
is a member of the ideal, generated by the aforementioned polynomials. From this we
see that as (C.11) does not have any unimodular roots the projected solution set US,
with respect to the index set S = {0, 1, 2, 3, 4} is empty. Therefore the factor g(x),
although has some unimodular roots, does not lead to unimodular solutions.
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So it turns out that all complex Hadamard matrices with circulant core up to order
6 are well-known. This is not the case for order 7, as we have discovered a new,
previously unknown complex Hadamard matrix, Q7. The following is true.
Theorem C.2.6. The complex Hadamard matrices with circulant core of order n+1 =
7 are equivalent to one of F7, P7 := P
(1)
7 (1), P ∗7 (see Example 3.2.2), Q7 or Q∗7 (see
Example 3.3.25).
Remark C.2.7. The list above might be redundant as it is unknown whether or not the
matrices Q7 and Q∗7 are equivalent. 
Proof. Similarly to the n + 1 = 6 case we managed to compute a pure lexicographic
Gröbner basis for the system of equations (C.1), which we extended with
ux0x1x2x3x4x5 = 1 (C.12)
as usual. Again, we found that there are finitely many solutions only and the polyno-
mial X6(x), describing all possible roots of the system of equations (C.1) is of degree
69. It is easy to recover the solutions corresponding to the known matrices F7 and P7
and additionally eliminate the factors without any unimodular roots. We are left with
two polynomials, dividing X6(x), namely
g7A(x) = 2x
6 + 2x5 + 2x4 − 5x3 + 2x2 + 2x+ 2, and
g7B(x) = 16x
36 + 96x35 + 3584x34 + 54800x33 + 516276x32 + 3534368x31 + . . . ,
of degree 6 and 36, respectively, having unimodular roots. The polynomial g7A(x)
does not lead to any unimodular solutions, which can be seen in a similar way as we
have excluded the degree 10 factor of order 6 during the proof of Proposition C.2.5.
In particular, we should add g7A(x0) along with the dummy equations (C.12) and
vx0x1x2x3 − 1 = 0 to (C.1) and compute a Gröbner basis to find that the polynomial
v6 + v5 − 6v4 − 13v3 − 6v2 + v + 1 (C.13)
is member of the ideal, generated by the aforementioned polynomials. By an application
of Lemma C.2.2 we see that (C.13) does not have any unimodular roots and hence by
Lemma C.2.3 (with S = {0, 1, 2, 3}) there are no unimodular solutions in this case
either.
It remains to deal with the degree 36 factor g7B(x). We start by transforming it
through Lemma C.2.2 to obtain
Tg7B(u) = 16u
18 + 96u17 + 3296u16 + 53168u15 + 461092u14 + 2723792u13 + . . . (C.14)
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By evaluating Tg7B(u) at various rational points within the interval [−3, 3], one can
detect at least 6 real roots within the interval [−2, 2]. Therefore g7B(x) has at least
12 distinct unimodular roots. By calculating various Gröbner basis with respect to
various monomial ordering, one can see that if any of x0, x1, . . . , x5 comes from g7B(x),
then the values of all additional variables are roots of g7B(x) as well. Therefore, after
solving (e.g. numerically) one of the obtained Gröbner basis containing g7B(x0), we see
that the unimodular solutions are being given by
(x0, x1, x2, x3, x4, x5) ≈ (−0.843295 + 0.537451i,−0.627425 + 0.778677i,
−0.68299− 0.730428i, 0.0470571 + 0.998892i,
0.342548− 0.9395i, 0.764105− 0.645092i),
its reversed form, i.e. (x5, x4, x3, x2, x1, x0), the conjugate of both and the cyclic permu-
tations of all four, featuring the unimodular roots we detected through Tg7B(u). Hence,
they correspond to a complex Hadamard matrix and its adjoint which we call Q7.
Finally one should see that the matrices F7, P7, P ∗7 , Q7 and Q∗7 are inequivalent. It
is trivial to distinguish the BH(7, 7) and BH(7, 6) matrices via Haagerup’s invariant,
while the inequivalence of P7 and P ∗7 can be checked directly with a computer search.
Lemma 1.4.8 guarantees that Q7 cannot be a Butson-Hadamard matrix as in its de-
phased form there are entries which are not roots of unity. Finally, Q7 and QT7 are
trivially equivalent, but we do not know if the same holds for Q7 and Q∗7.
We are left with the following unsolved
Problem C.2.8. Investigate if the matrices Q7 and Q∗7 are equivalent.
More generally, we need to find new methods to distinguish a complex Hadamard
matrix from its adjoint, conjugate and transpose in an efficient way.
Problem C.2.9. Find new criteria distinguishing a complex Hadamard matrix from
its adjoint, conjugate and transpose, respectively.
There is some interest in describing roots of polynomial systems by radicals. A
notable example is the problem of the existence of d2 equiangular lines in Cd (see Section
2.4.4), where exact solutions are known only for d ≤ 16 and for d ∈ {19, 24, 35, 48}.
These examples along with their closed analytic descriptions were found by various
symmetry considerations and clever use of Gröbner-basis techniques, see e.g. [3], [122]
and the references therein.
It seems that Landau and Miller [95] found a polynomial time algorithm to construct
the splitting field of a polynomial whose roots can be described by radicals. Both their
method and our elementary (but rather technical) considerations are far beyond the
scope of this thesis, and we just mention the following without any further comment.
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Proposition C.2.10. The matrix Q7 can be described by radicals
Proof. Let α as in (3.42) and observe that α3−40169α2+122486812α+124134308 = 0
and hence α can be described by radicals. Define further
r =
1
2
√
−1394249317α2 + 4934112167907α + 5004997560582
3595497500
+ 2,
and β = 343
√
7
(
r + i
√
1− r2). Then the degree 18 polynomial Tg7B(u) (C.14) can be
factored in the field extension Q (α) into a product of polynomials of degree 6 and 12,
where the degree 6 factor h(u) encodes (twice) the real part of the entries of Q7 (see
(3.43)). Additionally, h(u) can be factored in the field extension Q (α, β), and hence
all of its roots can be described by radicals, as stated.
We were unable to proceed any further and classify higher order complex Hadamard
matrices with circulant core due to insufficient computing power. However, in higher
orders one might try conducting various numerical experiments in order to discover
at least some examples of complex Hadamard matrices. One reasonable approach is
attempting to minimize the function
F (x0, . . . , x(n−1)2) =
∥∥H(x0, . . . , x(n−1)2)H∗(x0, . . . , x(n−1)2)− nI∥∥ ,
where H is a dephased matrix of order n with an otherwise unspecified core. These
type of searches are (in general) inconclusive due to the large number of variables,
because the minima values found are not necessarily capture the global minimum of
the function. However, if one significantly reduces the number of variables (as in the
case when circulant matrices or Hadamard matrices with circulant core are considered)
then there might be some hope to extract some interesting examples.
Such a numerical method was used in [6] and in our Master’s thesis [133], where new
examples of complex Hadamard matrices were obtained. In particular, we exhibited
a 9 × 9 complex Hadamard matrix Q9 with circulant core, whose core was induced
by a vector x = (a, b, c, d, a, b, c, d). The entries a, b, c and d are rather complicated,
nevertheless they can be described by closed analytic formulae. Here we report on
new examples of order 11 which were, again, first discovered by the numerical method
indicated above, and then their existence was confirmed by Gröbner basis techniques.
Example C.2.11. Here we describe two symmetric complex Hadamard matrices of or-
der 11 with circulant core. The core is induced by the vector x = (a, b, b, c, c, a, c, c, b, b),
where the values of a, b and c can be obtained as follows. Let
γ =
1
3
√
396 + 18
3
√
8468 + 12
√
12309 + 3
3
√
1829088− 2592
√
12309,
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and let a1, a2 6= a1 and their conjugate be the four roots of the polynomial
1008a4−(336γ−1344)a3−(γ5−132γ3 − 56γ2 + 1088γ+1232) a2−(336γ−1344)a+1008.
It is easy to see (either by transforming the polynomial via Lemma C.2.2 or by an
application of Theorem 2.3.30) that both a1 and a2 are unimodular. Further, let
b+ c = − 1
48
(
30a7 + 53a6 − 83a5 − 56a4 + 117a3 − 176a2 + 103a+ 59) .
From this last equation b and c can be obtained via the Decomposition formula (see
Lemma 2.3.4). For a fixed value of a the order of b and c is irrelevant, as both choices
lead to a complex Hadamard matrix or its conjugate. It is unknown whether or not
these matrices are equivalent. However, the two essentially different matrices, arising
from a1 and a2, have different fingerprints, and as a result they correspond to inequiv-
alent complex Hadamard matrices of order 11. We call these matrices Q11A and Q11B,
respectively.
Despite the efforts of this chapter the existence of complex Hadamard matrices with
circulant core remains an open problem in general. We conclude with the following
Problem C.2.12. For every n ≥ 1 construct a complex Hadamard matrix with circu-
lant core of order n, or show that no such a matrix exists.
