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Abstract
In the present work, the implications of ion irradiation on the magnetostatic and
dynamic properties of soft magnetic Py/Ta (Py = Permalloy: Ni80Fe20) single and
multilayer films have been investigated with the main objective of finding a way to
determine their saturation magnetization. Both polar magneto-optical Kerr effect
(MOKE) and vector network analyzer ferromagnetic resonance (VNA-FMR) mea-
surements have proven to be suitable methods to determine µ0MS, circumventing
the problem of the unknown effective magnetic volume that causes conventional tech-
niques such as SQUID or VSM to fail. Provided there is no perpendicular anisotropy
contribution in the samples, the saturation magnetization can be determined even
in the case of strong interfacial mixing due to an inherently high number of Py/Ta
interfaces and/or ion irradiation with high fluences.
Another integral part of this work has been to construct a VNA-FMR spectrometer
capable of performing both azimuthal and polar angle-dependent measurements using
a magnet strong enough to saturate samples containing iron. Starting from scratch,
this comprised numerous steps such as developing a suitable coplanar waveguide
design, and writing the control, evaluation, and fitting software.
With both increasing ion fluence and number of Py/Ta interfaces, a decrease of
saturation magnetization has been observed. In the case of the 10×Py samples,
an immediate decrease of µ0MS already sets in at small ion fluences. However, for
the 1×Py and 5×Py samples, the saturation magnetization remains constant up
to a certain ion fluence, but then starts to rapidly decrease. Ne ion irradiation
causes a mixing and broadening of the interfaces. Thus, the Py/Ta stacks undergo a
transition from being polycrystalline to amorphous at a critical fluence depending
on the number of interfaces. The saturation magnetization is found to vanish at
a Ta concentration of about 10–15 at.% in the Py layers. The samples possess a
small uniaxial anisotropy, which remains virtually unaffected by the ion fluence, but
slightly reduces with an increasing number of Py/Ta interfaces.
In addition to magnetostatics, the dynamic properties of the samples have been
investigated as well. The Gilbert damping parameter α increases with both increasing
number of Py/Ta interfaces and higher ion fluences, with the former having a stronger
influence. The inhomogeneous linewidth broadening ∆B0 increases as well with
increasing number of Py/Ta interfaces, but slightly decreases for higher ion fluences.

Kurzfassung
In dieser Dissertation ist der Einfluss von Ionenbestrahlung auf die magnetostatischen
und dynamischen Eigenschaften von weichmagnetischen Py/Ta-Einzel- und Multila-
gen (Py = Permalloy: Ni80Fe20) untersucht worden, wobei das Hauptziel gewesen
ist, eine Methode zur Bestimmung der Sa¨ttigungsmagnetisierung zu finden. Sowohl
polare magneto-optische Kerr-Effektmessungen (MOKE) als auch ferromagnetische
Resonanzmessungen mittels eines Vektornetzwerkanalysators (VNA-FMR) haben sich
als geeignet erwiesen, um µ0MS zu bestimmen, wobei das Problem des unbekannten
effektiven magnetischen Volumens umgangen wird, welches bei der Verwendung von
Techniken wie SQUID oder VSM auftreten wu¨rde. Unter der Voraussetzung, dass
die Proben keinen senkrechten magnetischen Anisotropiebeitrag besitzen, kann die
Sa¨ttigungsmagnetisierung selbst im Fall starker Grenzfla¨chendurchmischung infolge
einer großen Anzahl an Py/Ta-Grenzfla¨chen und/oder Ionenbestrahlung mit hohen
Fluenzen bestimmt werden.
Ein weiterer wesentlicher Bestandteil dieser Arbeit ist die Konstruktion eines VNA-
FMR-Spektrometers gewesen, welches vollautomatisiert ist, polare und azimutale
Winkelabha¨ngigkeiten messen kann und einen Magneten besitzt, der Proben, die
Eisen beinhalten, sa¨ttigen kann. Von Grund auf beginnend umfasste dies zahlreiche
Schritte wie z. B. die Entwicklung eines geeigneten koplanaren Wellenleiterdesigns
sowie das Schreiben von Steuerungs-, Auswertungs- und Fitprogrammen.
Mit steigender Fluenz und Zahl an Py/Ta-Grenzfla¨chen ist eine Abnahme der
Sa¨ttigungsmagnetisierung beobachtet worden. Im Fall der 10×Py-Proben findet
diese bereits bei kleinen Fluenzen statt. Im Gegensatz dazu bleibt µ0MS der 1×Py-
und 5×Py-Proben bis zu einer bestimmten Fluenz konstant, bevor sie sich dann
umso schneller verringert. Die Bestrahlung mit Ne-Ionen verursacht eine Durchmi-
schung und Verbreiterung der Grenzfla¨chen. Infolgedessen erfahren die Py/Ta-
Proben bei einer kritischen Fluenz, die von der Zahl der Grenzfla¨chen abha¨ngig ist,
einen Phasenu¨bergang von polykristallin zu amorph. Die Sa¨ttigungsmagnetisierung
verschwindet ab einer Ta-Konzentration von etwa 10–15 Atom-% in den Py-Schichten.
Die Proben besitzen eine kleine uniaxiale Anisotropie, die praktisch unbeeinflusst
von der Fluenz ist, sich jedoch mit steigender Zahl an Py/Ta-Grenzfla¨chen leicht
verringert.
Neben den statischen sind auch die dynamischen magnetischen Eigenschaften der
Proben untersucht worden. Der Gilbert-Da¨mpfungsparameter α erho¨ht sich sowohl
mit steigender Zahl an Py/Ta-Grenzfla¨chen als auch mit ho¨heren Fluenzen, wobei
Erstere einen gro¨ßeren Einfluss hat. Die inhomogene Linienverbreiterung ∆B0 nimmt
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1 Introduction and Motivation
The first historical mention of magnetism dates back to about 800 BC, when Greek
philosopher Thales of Miletus reflected upon the wondrous property of magnetite,
the magnetic iron ore Fe3O4 and famed lodestone, to attract other pieces of the same
material and iron [1]. The name magnet may refer to the district of Magnesia in
the southeast of Thessaly, Greece where it is believed that the first lodestone was
mined. Lodestone was also known in China at that time, where it was called “love
stone”. The very first magnetic device, the compass (see Fig. 1.1), was invented
by the Chinese most likely during the Qin dynasty (221–206 BC) who used it for
navigation by the 12th century [2].
Fig. 1.1: A primitive, ancient compass from China consisting of a spoon-shaped magnetic
object with a smooth bottom, set on a polished copper surface. When pushed,
it rotated freely and usually came to rest with the handle pointing to the South.
It was likely used first to orient buildings and later to navigate.
Since then, the technological importance of magnetic materials has grown to such a
great extent, that they have become an indispensable part of our daily life. Magnetic
materials are used ubiquitously nowadays in fields as diverse as, e.g., electrical energy
transport, high-power electro-motors and generators, telecommunication systems,
navigation equipment, aviation and space operations, micromechanical automation,
medicine, magnetocaloric refrigeration, and high density magnetic recording.
Particularly the latter has made tremendous progress over the past two decades
and is one of few areas, in which ground-breaking, fundamental discoveries and
inventions are commercially used within shortest time. Among the examples are the
exploitation of the giant magnetoresistance (GMR) effect [3,4] in hard disk drives as
well as magnetic tunnel junctions (MTJs) [5–7] for magnetic random access memory
(MRAM) [8].
2 1 Introduction and Motivation
The effect used for magnetic storage of binary information is the magnetic
anisotropy, which is connected to an energy barrier between two opposite orienta-
tions of the magnetization representing “0” and “1”. This energy, called magnetic
anisotropy energy, is given by the product KuV , where Ku is the anisotropy con-
stant and V the volume of a group of grains of the recording media storing one bit.
High anisotropy media are required in order to further decrease the volume of the
grains and thus to increase the areal density, but also to prevent thermally excited
magnetization reversals. However, as the switching field Hc is proportional to Ku
and inversely proportional to the saturation magnetization MS, a high value of Ku
implies higher writing fields [9]. Therefore, possibilities to engineer or tailor the
magnetic anisotropy down to the nanoscale are essential.
With the introduction of and the increasing demand for ultrafast magnetic devices
such as MRAM, the investigation of magnetic damping processes has also significantly
gained scientific interest. In order to optimize precessional magnetization switching,
a systematic control of the magnetic damping parameter is of utmost importance.
The magnetic properties of ultrathin metallic films and multilayers, as they are used
in spin valves, MTJs, and recording media, often depend strongly on their surface
and interface structure. Moreover, chemical composition, crystallinity, grain sizes
and their distribution govern the magnetic behavior. All these structural properties
can be modified by light-ion irradiation in an energy range of 5–150 keV [10].
In 1998, Chappert et al. [11] first reported on the modification of magnetic
properties in magnetic thin films and multilayers by means of ion irradiation. Since
then, this technique has been applied to a wide range of materials covering soft
and hard magnetic systems as well as amorphous, crystalline, or epitaxial films.
However, the underlying physical mechanisms are always a local energy deposition,
vacancy creation, or change in the atomic composition. Examples of ion-induced
modifications include magnetic anisotropies [12,13], magnetic damping [14], exchange
bias, interlayer exchange coupling [15–18], and phase-transitions [19].
Typically, the entire sample is irradiated and thus its integral magnetic properties
are modified. However, it is also possible to only irradiate specific areas by using
lithographically produced masks, which allows to pattern magnetic properties on
various length scales. In this way, thin film structures exhibiting magnetic properties
neither present in non-implanted nor in homogeneously implanted films can be
realized [13,20]. For reviews on magnetic patterning by means of ion irradiation and
implantation, see Refs. [10, 21].
Many of the magnetic properties modified by ion irradiation can be investigated
by ferromagnetic resonance (FMR), a technique particularly suited for the high-
frequency characterization of magnetic thin films and multilayers. From the angular,
the frequency, and the temperature dependence of the resonance field and the
linewidth, not only anisotropies and damping properties, but also interlayer exchange
coupling as well as numerous other material parameters can be extracted [22]. In
addition to the uniform mode, FMR also allows to study fundamental magnetic
excitations such as spin waves.
In recent years, a modern version of FMR, the so-called vector network analyzer
ferromagnetic resonance (VNA-FMR), has evolved, which quickly gained popularity.
3In contrast to conventional FMR, this novel technique employs a high-bandwidth
coplanar waveguide (CPW) to generate the magnetic excitation field instead of a
microwave cavity limited to a fixed resonance frequency. This allows for measurements
not only in field-swept mode as in conventional FMR, but also in frequency-swept
mode across a frequency range of typically several tens of GHz. The latter is
particularly advantageous for investigating samples whose magnetic domain state
should be conserved. Furthermore, broadband measurements of the resonance
linewidth are imperative to separate intrinsic from extrinsic damping contributions
[23]. Another interesting aspect of VNA-FMR is the possibility to investigate arrays
of micron-sized elements such as dots, rings, or ellipses, which can be directly
patterned on the CPW [24–32].
The aims of this Ph.D. thesis were to build such a broadband VNA-FMR spec-
trometer, which included its mechanical and electrical construction, elaborating the
CPW design as well as writing control and evaluation software, and to investigate
the magnetostatic and dynamic properties of ion irradiated NiFe/Ta thin film and
multilayer systems.
The present Ph.D. thesis is organized as follows:
Chapter 2 provides the necessary theoretical background for the understanding
of ferromagnetic resonance measurements. It starts with the interactions and the
corresponding energies in ferromagnets. In the following, various types of the
equation of motion of the magnetization are introduced, from which the resonance
conditions and the dynamic susceptibility, the quantity measured with FMR, are
derived. Moreover, magnetic excitations will be treated and finally, magnetic damping
processes are discussed.
Chapter 3 is devoted to some fundamental aspects of microwave engineering.
Apart from the theory of electromagnetic propagation and the characteristic quantities
for its description, the two types of transmission lines used within this thesis are
discussed. Furthermore, the concept of network analysis is introduced and the mode
of operation of a VNA is explained.
In Chapter 4 the mainly employed experimental technique, VNA-FMR, is pre-
sented. The chapter begins with a comparison of conventional FMR and VNA-FMR.
In the following, an extensive description of the two VNA-FMR spectrometers built
within this thesis is given.
Chapter 5 is dedicated to the data evaluation and describes all the necessary
steps for the conversion of the measured two-port S-parameters into the dynamic
magnetic susceptibility. Furthermore, alternative evaluation methods are briefly
discussed and a comparison of their accuracy is given.
In Chapter 6 the implications of ion irradiation on the magnetic properties of
NiFe/Ta single and multilayers are discussed. It is shown that ion irradiation affects
the magnetic properties in the same way as splitting up the single NiFe layer into
several NiFe multilayers separated by Ta spacers and thus increasing the number
of NiFe/Ta interfaces. With both increasing number of interfaces and increasing
ion fluence, a decrease of saturation magnetization and an increase of damping
is observed. Moreover, it is shown that it is possible to determine the saturation
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magnetization of these samples from polar magneto-optical Kerr effect (MOKE) and
VNA-FMR measurements, which is inaccessible by conventional magnetometry.
The thesis closes with a summary and an outlook on future experiments is given.
2 Theory of Magnetostatics and
Dynamics in Ferromagnets
This chapter provides the necessary theoretical background for the understanding
of ferromagnetic resonance measurements. It starts with the interactions and the
corresponding energies in ferromagnets. In the following, various types of the
equation of motion of the magnetization are introduced, from which the resonance
conditions and the dynamic susceptibility, the quantity measured with FMR, are
derived. Moreover, magnetic excitations will be treated and finally, magnetic damping
processes are discussed.
2.1 Magnetic Interactions
Ferromagnets are materials in which elementary, permanent magnetic moments
below a critical temperature, the Curie temperature TC , spontaneously align. The
interactions giving rise to this spontaneous alignment, namely the exchange, spin-
orbit, and dipolar interactions will be discussed in this section.
2.1.1 Exchange Interaction
The exchange interaction is the result of the interplay between the Coulomb energy
and the Pauli exclusion principle. The latter states that two fermions cannot occupy
the same quantum state simultaneously, i.e., have an identical set of quantum
numbers. For a two-electron system this is accomplished by an antisymmetric form
of its total wave function. As a consequence, the Coulomb energy of two electrons
differs for a parallel or antiparallel alignment of their spins si and sj , with the former
case having a lower energy. In the Heisenberg model, the corresponding exchange




Jij si · sj = −2
N∑
i<j
Jij si · sj, (2.1)
where Jij is the exchange integral. In the case of Jij > 0, the energy minimum is
attained by a parallel alignment of the spins which corresponds to ferromagnetic
ordering. For Jij < 0 an antiparallel alignment of the spins is energetically favorable
leading to antiferromagnetic ordering. In general, Jij is negative, which is why there
are only few elemental ferromagnets near room temperature, namely Ni, Fe, Co, and
Gd.
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Since the exchange integral depends on the degree of overlap between the single-
electron wave functions, Jij generally decreases very rapidly with the separation of
the spins si and sj. Therefore, only nearest-neighbor terms are considered in the
summation of Eq. (2.1). Despite being rather short-range, the exchange interaction
is the largest magnetic interaction with a magnitude in the order of 10−2 eV. As a
consequence, it is the origin of the long-range, spontaneous magnetic ordering and
accounts for the alignment of the permanent magnetic moments below a critical
temperature. As the exchange integral is independent of the relative alignment of the
electrons, the exchange energy is isotropic and leads to a homogeneous magnetization
of the material.
2.1.2 Spin-Orbit Interaction
Each electron i in a given atom possesses an orbital angular momentum li and a spin
angular momentum si, which in turn give rise to an orbital magnetic moment µl and
a spin magnetic moment µs. By means of Coulomb energy and exchange interaction
the spins of individual electrons couple to a resultant spin S =
∑
i si and their
individual orbital momenta to a resultant orbital momentum L =
∑
i li. The role of
the spin-orbit interaction is to couple L and S to a new total angular momentum
J = L+ S which becomes a conserved quantity. This so-called Russell–Saunders or
L–S coupling scheme leads to an energetic splitting of the electron states which for
hydrogen-like atoms is given by [33]




L · S, (2.2)
where Z is the atomic number and L and S are in units of ~. The magnitude of the
energy splitting due to the spin-orbit interaction is of the order of 10−5 to 10−3 eV
and is thus considerably weaker than the exchange energy.
If the orbital of an electron is not spherically symmetric, the energy of the state
will depend on the orientation of the angular magnetic moments with respect to the
crystal lattice. For an orbital moment that prefers to lie along a specific bonding
or crystallographic axis, the energy given by Eq. (2.2) then corresponds to the
difference between the favored (L ‖ S) and unfavored (L ⊥ S) spin directions. This
orientation-dependent energy, which reflects the same symmetry as the crystal, is
called magneto-crystalline anisotropy (MCA) and is the very result of the spin-orbit
coupling. Moreover, spin-orbit coupling represents a path for energy transfer between
the spin and lattice system, which is essential for intrinsic magnetic damping.
2.1.3 Magnetic Dipolar Interaction
The long-range magnetic dipolar interaction describes the direct interaction between
a magnetic dipole µi and the magnetic field Hj generated by another dipole µj . The
2.2 Energetics of a Ferromagnet 7









µi · µj − 3
r2ij
(µi · rij)(µj · rij)
]
. (2.3)
This expression indicates that the energy is lowest when the moment is aligned with
the magnetic field. As it decreases with r3, the magnetic dipolar interaction is the
weakest of all three magnetic interactions with typical values of the order of 10−6
to 10−5 eV for two neighboring atomic moments. The importance of the magnetic
dipolar interaction lies mainly in the possibility to align the magnetization of a
ferromagnet along its energetically unfavored hard axis by overcoming the spin-orbit
coupling, which determines the MCA. In addition, the magnetic dipolar interaction
leads to effects such as spin waves and demagnetizing field.
2.2 Energetics of a Ferromagnet
The alignment of the magnetization in a ferromagnet is determined by its striving
towards the state with the lowest energy. For a static magnetization distribution
to be at equilibrium, the torque exerted on M by the effective magnetic field Heff
must vanish everywhere:
M ×Heff = 0. (2.4)
Heff is comprised of the applied external and demagnetizing fields as well as fields
originating from exchange interaction and anisotropy. The effective magnetic field,
which is derived from the variation of the total energy density tot = Etot/V in
a ferromagnetic volume element V with respect to the normalized magnetization
m(r) = M(r)/MS, is given by





In the following, the several contributions to the total energy Etot of a magnetic
system, namely the magnetic anisotropy energy Eani, the demagnetizing energy Edem,
the exchange energy Eex, and the Zeeman energy Ezee will be discussed with emphasis
on the first two.
2.2.1 Exchange Energy
An equivalent form of the exchange energy given by Eq. (2.1) can be derived from
the continuum approximation. Instead of considering the individual spins of the
atoms, this approach describes the local average of the spin magnetic moments
by the magnetization M(r). Assuming that the magnitude of the magnetization,
the saturation magnetization MS, remains constant, a normalized magnetization
m(r) = M(r)/MS with |m| = 1 is introduced. The exchange energy is then given




(∇m)2 dV = A
∫ [














are the components of the normalized magnetization m(r) along the three crys-
tallographic/coordinate axes. A, the exchange constant, is a macroscopic measure
for the coupling stiffness of the spin system. It is a material constant, is generally





where a is the lattice constant and n is the number of sites per unit cell. Literature
values for the exchange stiffness constant of the ferromagnets Ni, Fe, and Co are
ANi = 0.8 × 10−11 J/m [35], AFe = 2.0 × 10−11 J/m [36], and ACo = 3.0 × 10−11
J/m [37], respectively.
2.2.2 Zeeman Energy
The interaction of the magnetization M with a uniform or spatially varying external




M ·Hext dV. (2.9)
In analogy with the exchange energy, this energy is minimized by a parallel alignment
of the magnetization in the direction of the external magnetic field.
2.2.3 Magnetic Anisotropy Energy
As mentioned in the first section of this chapter, the spin-orbit coupling gives
rise to the magneto-crystalline anisotropy, which describes the preference of the
magnetization M to lie along one or several major crystallographic axes. The energy
required to rotate M from an easy axis to a hard axis, which correspond to a
minimum and maximum of energy, respectively, is called magnetic anisotropy energy
Eani.
Uniaxial anisotropy can result from stress, from epitaxial growth of thin films, or
from an anisotropic crystal structure such as in hcp Co, and is characterized by the
presence of a single easy or hard axis. Since the uniaxial anisotropy energy EKu must
not be affected by reversing M along the anisotropy axis, it must be a function of
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K2i‖ sin2i ϑ, (2.10)
where K2i‖ are the anisotropy constants of unit [J/m3]. Rarely more than the first
two significant terms have to be considered, since on the one hand the magnitude of
the anisotropy constants generally strongly decreases with higher order and on the
other hand thermal fluctuations of the spins tends to average out these contributions.
This simplifies Eq. (2.10) to
EKu = K2‖ sin2 ϑ+K4‖ sin4 ϑ, (2.11)
where K0‖ has been omitted as it is independent of the orientation of M and thus
has no meaning for the anisotropy. Large positive values of K2‖ lead to an easy
axis perpendicular to the surface, whereas large negative values of K2‖ give rise to
an easy plane perpendicular to the anisotropy axis. For intermediate values, i.e.,
under the condition 0 > K2‖/K4‖ > −2, the magnetization preferably aligns along a
cone around the anisotropy axis. Uniaxial anisotropies can be very strong, reaching
up to several 107 J/m3 for rare-earth transition metals [34]. Literature values for
Co at room temperature [38] are K2‖ = 4.1× 105 J/m3 and K4‖ = 1.5× 105 J/m3,
indicating a preference for magnetization along the z axis. It is often convenient to
express the anisotropy energy in terms of the magnetization components as defined
by Eq. (2.7), which then gives
EKu = K2‖(1−m2z) +K4‖(1−m4z). (2.12)
The effect of the magnetic anisotropy can be modeled by introducing an effective
anisotropy field HKu, since the presence of a magnetic field also causes an orientation-
dependent energy. Using Eq. (2.5) and only taking into account the lowest-order





Hku corresponds to the external magnetic field needed to rotate the magnetization
from the easy to the hard axis. Therefore, the same expression can be obtained by
equating Eq. (2.9) and (2.12).
In cubic magnetic materials such as fcc Ni or bcc Fe, the anisotropy energy must be
invariant under the interchange of any two axes due to the symmetry of the crystal.
In terms of the components of the normalized magnetization, the two lowest-order
contributions to the corresponding cubic anisotropy energy EKc can be expressed as



















Using the trigonometric functions of spherical coordinates, Eq. (2.14) can then be
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written as
EKc = (Kc1 +Kc2 sin
2 ϑ) cos4 ϑ sin2 φ cos2 φ+Kc1 sin
2 ϑ cos2 ϑ. (2.15)
At room temperature, Kc1 = 4.8 × 104 J/m3 and Kc2 = −1.0 × 104 J/m3 for Fe,
whereas Kc1 = −4.5× 103 J/m3 and Kc2 = −2.3× 103 J/m3 for Ni [38]. For Kc1 > 0
the 〈100〉 axes, i.e. the cube edges, are the easy axes of magnetization. In the case of
Kc1 < 0, the 〈111〉 axes, i.e., the body diagonals, are the easy axes of magnetization.
Apart from the volume anisotropies described above, there is another anisotropic
energy term, which only occurs in very thin films and multilayers of these, the so-
called surface anisotropy energy. Owing to missing bonds, an incompletely quenched
orbital moment, and a reduced symmetry, the magnetic anisotropy at the surface
of a ferromagnet substantially differs from the bulk. In the case of a structurally










where t is the thickness of the film. Depending on the sign of Ks1, a magnetization
perpendicular to the surface (Ks1 < 0) or in the plane of the surface (Ks1 > 0) is
favored. The order of magnitude of Ks (10
−4 to 10−3 J/m3) is often much larger
than the values obtained from multiplying regular anisotropy constants with the
thickness of a single atomic layers [34].
2.2.4 Demagnetizing Energy
The long-range magnetic dipolar interaction is the source of another magnetic
anisotropy called shape anisotropy, which is typically much smaller than the magneto-
crystalline anisotropy. It leads to a non-local energy contribution, which is connected
to the magnetic field generated by a magnetic sample itself. By combining the
Maxwell equation
∇ ·B = 0 (2.17)
with the relation
B = µ0(H +M) (2.18)
to
∇ ·H = −∇ ·M , (2.19)
it can be seen that the divergence of the magnetization M generates a magnetic
field H. Inside the magnetic material, this field is called demagnetizing field Hd
because it is oriented opposite to M . Outside the material, this field reflects the





Hd ·M dV, (2.20)
is always positive as Hd is opposed to M .
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Hd
Fig. 2.1: (a) In magnetic films with a thickness of several nanometers the easy magnetiza-
tion direction is typically in-plane due to the dominance of the magneto-static or
shape anisotropy. Since the surface charges located on the left and right edges of
the sample are far apart, the demagnetizing field Hd in this configuration can
be neglected. (b) In multilayer systems, consisting of alternating magnetic and
nonmagnetic layers of subnanometer thickness, such as Co and Au, the easy axis
may be out-of-plane due to the dominance of the spin–orbit derived magneto-
crystalline anisotropy. In this case, magnetic charges at the top and bottom film
surfaces generate a strong demagnetizing field Hd inside the magnetic material
oriented opposite to the magnetization M .
Since the demagnetizing field depends on the shape of the magnetic sample as
well as the symmetry of the crystal and is generally not homogeneous over the
whole sample, its calculation is mostly difficult. However, in the case of a uniformly
magnetized ellipsoid it can be expressed as
Hd = −
↔
N M , (2.21)
where
↔
N is the dimensionless demagnetizing tensor. When orienting the coordinate
system along the principal axes of the ellipsoid,
↔




Nx 0 00 Ny 0
0 0 Nz
 . (2.22)
Its non-zero elements Nx, Ny, and Nz with Nx +Ny +Nz = 1 are the demagnetizing
factors. They are dependent on the ratios of the axes of the ellipsoid a, b, and c and
can be calculated numerically or analytically.
The particular case of an infinitely extended thin film, which represents a good
approximation of an oblate, i.e., disc-shaped, ellipsoid, is illustrated in Fig. 2.1. With
the z axis pointing perpendicular to the film plane, the demagnetizing factors are
Nx = Ny = 0 and Nz = 1. For in-plane magnetization (Fig. 2.1a), the magnitude of
the demagnetizing field Hd is nearly zero due to the infinitely separated boundaries.
However, for out-of-plane magnetization (Fig. 2.1b), the magnetic poles at the
surfaces lead to a maximum demagnetizing field
Hd = −MS (mz · ez). (2.23)
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and has the form of a uniaxial anisotropy energy. The minimization of the demagne-
tizing or stray field energy is also the driving factor for the formation of magnetic
domains.
2.3 Magnetization Dynamics
The key difference between magnetostatics and dynamic magnetic phenomena is
the timescale on which stimulus and response of a magnetic system occur. Under
the influence of quasi-static magnetic fields, the magnetization always seems to be
in equilibrium, since dynamic processes take place on the nanosecond timescale or
even faster. However, when applying short magnetic pulses or alternating magnetic
fields, the magnetization configuration is disturbed from its equilibrium. Particularly
interesting is the process called ferromagnetic resonance (FMR), in which the magne-
tization is resonantly excited by rf or microwave fields, whose frequency matches the
resonance frequency of the magnetic system. In combination with a static magnetic
field applied perpendicular to the excitation field, this leads to a precessional motion
of the magnetization. The energy required to sustain the precession is absorbed
from the microwave radiation. The underlying physical concepts and the theoreti-
cal description of FMR as well as the dynamic response of the magnetization are
illustrated in this section.
2.3.1 Equation of Motion
The equation of motion of the magnetization can best be derived from a semiclassical
treatment. In this case, the motion of an electron in an atomic orbital under the
influence of a magnetic field can be considered as a small current loop with a magnetic
moment
m = IAn, (2.25)
where n is the unit vector perpendicular to the area A enclosed by the loop and I
is the current in the loop. The magnetic moment is connected to the total angular
momentum by
m = γJ , (2.26)






g is called Lande´ g factor and has the value of approximately 2 for pure spin and
1 for pure angular momenta. For mixtures of L and S, it takes on other values
2.3 Magnetization Dynamics 13
(a) Heff
M




M   (M   H )eff





M   Heff
Fig. 2.2: (a) Undamped precession of the magnetization M around the effective magnetic
field Heff . (b) When introducing Gilbert-type damping, the magnetization
follows a spiral trajectory to its equilibrium position where it becomes aligned
with Heff . (c) Bloch-Bloembergen damping with two independent dissipation
processes characterized by the relaxation times T1 and T2.
representing the projection of m along the direction of J . Since the rate of change
of the total angular momentum dJ/dt is proportional to the torque m×Beff , the
equation of motion for a single magnetic moment can be written as
dm
dt
= γµ0m×Heff , (2.28)
where the relation Beff = µ0Heff has been used. The effective magnetic field Heff is
introduced in order to account for exchange, anisotropy, and dipolar fields acting on
the magnetic moment in addition to the external field Hext. Since a magnetic system
typically consists of a large number of atoms, whose magnetic moments are coupled
via exchange interaction, the sum over all magnetic moments in the volume can be
expressed by the magnetization M . This leads to the classical equation of motion
dM
dt
= −γµ0M ×Heff , (2.29)
which describes the precession of the magnetization M around the direction of the
effective magnetic field Heff , as shown in Fig. 2.2a. Assuming the magnetic field to
be time-independent, multiplying Eq. (2.29) successively by M and Heff leads to
d
dt
[M ]2 = 0,
d
dt
[M ·Heff ] = 0. (2.30)
Eq. (2.30) states that the modulus of the magnetization remains unchanged during
motion and that the angle between M and Heff remains constant as a function of
time. According to Eq. (2.29), once the magnetization is misaligned, it is never able
to reach the lowest energy configuration with M parallel to Heff . However, this does
not correspond to the experimental observation showing that the magnetization aligns
after finite time in the direction of the effective field, i.e., M reaches its equilibrium
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position. Therefore, an additional damping torque, which is perpendicular to the
precessional torque and perpendicular to M , has to be added to the right-hand side
of Eq. (2.29). One possible choice introduced by Landau and Lifshitz in 1935 [39] is
a term proportional to −M × (M ×Heff):
dM
dt
= −γµ0M ×Heff − λ
M2S
M × (M ×Heff). (2.31)
The prefactor of the damping term contains the phenomenologically introduced
damping constant λ, which corresponds to the inverse of the relaxation time τ .
Equation (2.31) is known as the Landau-Lifshitz (LL) equation.
An alternative form of Eq. (2.31), referred to as the Landau-Lifshitz-Gilbert (LLG)
equation, has been proposed by Gilbert in 1955 [40]:
dM
dt







It consists of the same precessional term as the LL equation, but contains a modified
dissipation term. The latter models a viscous damping, which is proportional to the
time derivative of the magnetization and introduces the Gilbert damping parameter
G. In modern literature, it is most common to indicate the dimensionless damping
parameter α = G/γMS. The effect of damping is illustrated in Fig. 2.2b. The
motion of the magnetization follows a spiral trajectory until it becomes aligned with
the effective magnetic field at which point both the precessional and the damping
torque acting on M vanish. As in the case of the LL equation, the magnitude of
the magnetization remains constant. If both λ and α are small so that the direction
of dM/dt is only slightly perturbed by the presence of the damping term, the
Landau-Lifshitz and Gilbert forms are mathematically equivalent. However, when
large damping is considered, profound differences arise between the two forms [41,42].
The LL equation results in
dM
dt
→∞ for λ→∞, (2.33)
whereas the LLG equation yields
dM
dt
→ 0 for α→∞. (2.34)
As the behavior described by the LL equation is physically implausible, this form
of the equation of motion is only valid in the case of small damping. In contrast,
the LLG equation reflects the proper physics for both small and large damping and
should therefore be used preferably. Moreover, it is mathematically more convenient
with respect to the separation of longitudinal and transversal components of the
magnetization M as it will be shown in the following subsection.
A third form to describe the damped motion of the magnetization has been
proposed by Bloch and Bloembergen (BB) in 1946 [43,44] and was originally used
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for nuclear magnetic resonance. The corresponding BB equation is given by
dM
dt




ey − Mz −MS
T1
ez, (2.35)
where the equilibrium direction of the magnetization is aligned with the z-axis. In-
stead of a single damping parameter, two independent relaxation times are introduced,
which characterize two different dissipation paths. One of the damping mechanisms
affecting the magnetization component Mz along the effective field direction is due
to spin-flip transitions. It is characterized by the so-called longitudinal or spin-lattice
relaxation time T1. The second damping mechanism arises from the interactions
between different magnetic moments, in particular the loss of their phase coherence
as they precess around Heff . This spin de-phasing mechanism affects the compo-
nents Mx and My and is described by the transverse or spin-spin relaxation time
T2. A more detailed description of both damping processes will be given in Section
2.3.5. For T2  T1, which is generally the case, the relaxation in the x-y-plane is
independent of the relaxation along the z-axis. The change of the Zeeman energy
given by Eq. (2.9) is only caused by the change of Mz, but not by the decay of Mx
and My. Consequently, the magnitude of M changes with time and the trajectory of
M follows an inward spiral towards Heff , as sketched in Fig. 2.2c. Only if T1 ≤ T2,
the magnitude of the magnetization is conserved and the Landau-Lifshitz relaxation
occurs.
2.3.2 Dynamic Susceptibility
In this subsection, an expression for the dynamic susceptibility is derived, which
describes the dynamic magnetic response of a ferromagnet to small time-varying rf
or microwave fields associated with typical magnetic resonance experiments. For
this purpose, the LLG equation (2.32) is analytically solved under the following
assumptions which reflect the situation in the FMR measurements carried out
throughout this thesis:
 The sample is an infinitely extended magnetic thin-film located in the x-y-plane.
Its demagnetizing factors thus correspond to Nx = Ny = 0 and Nz = 1.
 The sample is assumed to have a uniaxial magnetocrystalline anisotropy with
an easy-axis in x-direction, where the anisotropy field Huni MS.
 A uniform magnetic field Hext applied along the x-axis leads to a homogeneous
magnetization M in the same direction.
 A small alternating rf excitation field hrf(t)  Hext pointing along the y-
direction, i.e., perpendicular to Hext, gives rise to a uniform small-amplitude
precession of the magnetization M in the y-z-plane.
The last point allows to separate the magnetization into a static part and small
time-dependent components as
M = MSm ≈MSex +my(t)ey +mz(t)ez, (2.36)
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where my,mz  MS are the precessing rf components of the magnetization. The
effective magnetic field acting on the sample also includes the small excitation field
hrf and is given by
Heff = (Hext +Huni)ex + hrf(t)ey −mz(t)ez. (2.37)
Inserting Eq. (2.36) and (2.37) into the LLG equation (2.32) yields

















= −γµ0(MShrf −my(Hext +Huni)) + αdmy
dt
. (2.40)
The next step consists of linearizing the aforementioned three equations, i.e., only
terms linear in hrf , my and mz are considered. If the time dependence of hrf(t) and
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where the following convenient abbreviations are used
ωH = γµ0(Hext +Huni), (2.42)
ωM = γµ0MS. (2.43)
The Polder susceptibility tensor
↔















As the damping constant α is generally of the order of 10−3 – 10−2, only terms linear
in α are considered and 1 + α2 ≈ 1 is used to simplify the calculation. The complex
element χyy of the susceptibility tensor, which relates the rf excitation field hrf and
the magnetization component my, is then given by
χyy = χ
′
yy − iχ′′yy =
ωM(ωH + ωM + iωα)
[ω2res − ω2] + iαω(2ωH + ωM)
, (2.45)
where the resonance frequency ωres is defined by
ω2res = ωH(ωH + ωM). (2.46)
This expression is a special case of the Kittel equation [46], which gives the resonance
condition of a ferromagnetic sample in the case of small damping. Eq. (2.45) can be

























Fig. 2.3: Real (black line) and imaginary (red line) part of the complex rf susceptibility
χyy calculated using the following parameters: γ = 184.8 GHz/T, µ0MS = 1 T,
µ0(Hext +Huni) = 0.04 T, and α = 0.01.
split in a real and an imaginary part by multiplying both the numerator and the




res − ω2) + α2ω2(2ωH + ωM)2





res − ω2) + (ωH + ωM)(2ωH + ωM)]
(ω2res − ω2)2 + α2ω2(2ωH + ωM)2
. (2.48)
A calculated example of the susceptibility χyy is shown in Fig. 2.3. The real part
χ′yy, representing the dispersion, is antisymmetric around ωres and has a zero crossing
at this frequency. The imaginary part χ′′yy reflects the absorption of the energy
provided by the excitation field hrf . χ
′′
yy has a Lorentzian line shape and reaches a







In the low-frequency limit, the imaginary part of χyy approaches zero, whereas its










which represents the well-known static susceptibility.
The frequency linewidth ∆ω, defined as the full width at half maximum (FWHM)
of the imaginary part of the susceptibility, is given by
∆ω = α(2ωH + ωM). (2.51)
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From the direct proportionality to the damping constant α it can be seen, that higher
damping manifests itself in an increased linewidth. Eq. (2.51) is valid for frequency-
swept techniques such as VNA-FMR which will be discussed in subsection 4.2.
Alternatively, ∆ω can be obtained from the difference of the frequencies at which
the real part of the susceptibility is maximum and minimum and is then referred
to as peak-to-peak linewidth ∆ωpp. This method is often more convenient, since
determining the frequencies of the two extrema is generally easier than fitting Eq.
(2.48).
However, it is much more common to discuss the (FWHM) field linewidth ∆H,
obtained from field-swept techniques such as conventional FMR (see subsection 4.1),







Although ∆ω and ∆H are not directly comparable, it is possible to convert one type
of linewidth into the other one [48].
2.3.3 Smit and Beljers Formulation
In the previous subsection, the ferromagnetic resonance frequency ωres was derived
from the solution of the LLG equation of motion. An alternative approach allowing
to directly derive the resonance frequency from the sample’s total energy density tot
has been formulated by Smit and Beljers [49]. This ansatz, which was also found
independently by Suhl [50] and Gilbert [40], is especially useful in the case of complex
anisotropies and for investigating the angular dependence of the resonance frequency.
For the derivation of the resonance equation, the damping term in Eq. (2.29) is
neglected and spherical coordinates (see Fig. 2.4) will be used, whose unit vectors
are given by
eρ =
sin θ cosφsin θ sinφ
cos θ
 , eθ =
cos θ cosφcos θ sinφ
− sin θ




Assuming that MS = const., the magnetization can then be written as
M = MSm = MS(mxex +myey +mzez) (2.54)
= MS(sin θ cosφ ex + sin θ sinφ ey + cos θ ez) (2.55)
= MSeρ. (2.56)
With this expression Eq. (2.29) becomes
− sinφφ˙ sin θ + cosφ cos θθ˙ = −γµ0(Hz sinφ sin θ −Hy cos θ), (2.57)
cosφφ˙ sin θ + sinφ cos θθ˙ = γµ0(Hx cos θ −Hz sin θ cosφ), (2.58)
θ˙ = γµ0(Hy cosφ−Hx sinφ). (2.59)















Fig. 2.4: Spherical coordinate system.
Inserting Eq. (2.59), which is the equation of motion for the polar angle θ, into
Eq. (2.57) yields
φ˙ sin θ = −γµ0(Hx cosφ cos θ +Hy sinφ cos θ −Hz sin θ), (2.60)
θ˙ = γµ0(−Hx sinφ+Hy cosφ). (2.61)
The right hand side of both equations contains the components of the effective
magnetic field Heff along the unit vectors eθ and eφ, respectively. With this,
Eq. (2.60) and Eq. (2.61) simplify to
φ˙ sin θ = −γµ0Hθ, (2.62)
θ˙ = γµ0Hφ. (2.63)












from which the equilibrium angles θ0 and φ0 of the magnetization can be determined.
The equilibrium condition also means that M is parallel to Heff resulting in the latter
only having a component in direction of M at equilibrium. Writing the differential
operator in Eq. (2.5) in spherical coordinates, the effective magnetic field can be
expressed as






















= HMeM +Hθeθ +Hφeφ (2.66)
In non-equilibrium, i.e., when M deviates from its equilibrium position by small
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angle deflections, which are given by
θ(t) = θ0 + δθ(t), δθ  θ0, (2.67)
φ(t) = φ0 + δφ(t), δφ φ0, (2.68)
the conditions in Eq. (2.64) do not longer hold. The total energy density can then
be expanded around the equilibrium to
θ = θθδθ + θφδφ, (2.69)
φ = φθδθ + φφδφ, (2.70)
where ij are the second partial derivatives of tot with respect to i and j at equilibrium.
Combining the equation of motion (2.63) with Eq. (2.65) for the effective field Heff
leads to the following set of linear differential equations describing small oscillations












= θθδθ + θφδφ. (2.72)
With a time dependence of the form δθ(t), δφ(t) ∝ exp(iωt), the homogeneous system







δθ + φφδφ, (2.73)







It has nontrivial periodic solutions if the determinant vanishes, which yields the
















Eq. (2.75) is called Smit and Beljers resonance equation and is the standard method
to determine the precessional frequency. It shows that in a FMR measurement, the
curvature of the surface of the total energy, given by the second derivatives, is probed.
In contrast to the derivation of ωres in the previous subsection, this method only
requires that an expression for the total energy density tot of the system as well as
the equilibrium positions of M are known. This allows for easily including any type
of anisotropy or other contribution to the total energy density.
Although the general form of the resonance equation (2.75) is mathematically
correct, it is physically not quite satisfying since it cannot be solved for θ = 0,
i.e., when M is oriented perpendicular to the sample plane. This problem can be
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(a) Uniform precession mode (k = 0)
M
my
(b) Spin wave (k ≠ 0)
M
my
λ = 2pi/k 
ϕ
θ
Fig. 2.5: Illustration of (a) the uniform precession mode with wave vector k = 0 and (b) a
finite wavelength spin wave mode with k. θ is the polar tilting angle of M away
from equilibrium and ϕ is the azimuthal phase angle of the transverse dynamic
moment m.
circumvented by using the extended equation provided by Baselgia et al. [51], which




























In FMR experiments only modes are excited for which the total momentum is
zero, i.e., the wave vector k = 0, and which do not transfer any momentum. For
a zero wave vector mode with modulus k = 0 (λ = ∞), amplitude, phase, and
frequency are constant throughout the entire sample. Correspondingly, this mode,
illustrated in Fig. 2.5a, is called uniform mode. However, thermal activation, non-
uniform excitation fields, and defects in the sample give rise to another type of
magnetic excitation. In this case, standing spin waves can be excited, which are finite
wavelength modes with modulus k 6= 0 (λ <∞). Spin waves, or magnons, are the
fundamental excitations of a magnetic system and provide the basis to describe the
spatial and temporal evolution of the magnetization. A typical spin wave is depicted
in Fig. 2.5b. Here, θ is the polar tilting angle of M away from equilibrium and ϕ is
the azimuthal phase angle of the transverse dynamic magnetization m. Contrary to
the uniform mode with spatially constant amplitude and phase, standing spin waves
are characterized by a spatially varying amplitude θ(r) and a spatially constant












Fig. 2.6: Schematic representation of relaxation processes after Fletcher-LeCraw-
Spencer [53]. Spin-spin processes redistribute the energy between the different
modes of the magnetic system, whereas spin-lattice processes transfer energy to
the lattice. The involved relaxation processes are:
1/Tud two-magnon 1/Tdl see 1/Tul
1/Tul magnon-phonon, eddy currents, . . . 1/Tdt three-magnon
1/Tut three-magnon, four-magnon 1/Ttl magnon-phonon
phase ϕ(r). Consequently, these modes contain contributions of different order
from exchange and dipolar energies and can therefore be classified into exchange- or
dipolar-dominated depending on their wavelength [52]. For short wavelengths the
spin wave properties are dominated by exchange interaction and the corresponding
excitations are called exchange spin wave or simply spin wave. For long wavelengths
the exchange interaction becomes negligible and the magnetic dipolar interaction
dominates. In this case, the corresponding excitations are referred to as dipolar spin
waves or magnetostatic waves.
2.3.5 Magnetization Damping
In Chapter 2.3, the equation of motion was extended by a damping term in order to
account for the relaxation of the precessional motion of the magnetization. However,
Gilbert-like damping, as described by a single phenomenological damping constant
α, is only one among a variety of dissipation processes.
Some of the processes involved in the relaxation of the precession are shown in
Fig. 2.6. First, the uniform precession mode excited by an rf or microwave field is
considered. This mode can directly transfer its energy to the lattice by scattering of
phonons at the spin system, by scattering with conduction electrons, or by modulation
of the dipolar interaction due to lattice vibrations. These processes can be well
described by the spin-lattice relaxation term of the BB equation (2.35), but also
with the LLG equation (2.32).
A second relaxation path involves intermediate states, in which the uniform
precession mode with k = 0 is scattered to a degenerated spin wave mode (k 6= 0
magnon) in a process referred to as two-magnon scattering. This process as well
as the scattering among non-uniform modes by three- and four-magnon processes
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redistribute the energy between the different modes of the magnetic system. Since
the magnitude of the magnetization M is not conserved in these processes, the LLG
equation is unsuitable for their description. Instead, the spin-spin relaxation term of
the Bloch-Bloembergen ansatz can be used. In the end, also the degenerated and
thermal magnons release their energy to the lattice.
In the following, two examples of damping processes will be outlined: Eddy
currents, an intrinsic unavoidable contribution, and two-magnon scattering as an
extrinsic contribution arising from structural inhomogeneities in the sample as well
as defects.
Eddy Currents
In metallic thin films the magnetic damping can be influenced by eddy currents.
These are characterized by the skin depth δ, that is defined as the distance below
the surface of a conductor at which the amplitude of an electromagnetic wave or






where σ is the electrical conductivity and µr = µ/µ0 = 1 + χ is the relative magnetic
permeability.
The classical skin depth for nonmagnetic conductors can be derived from the
frequency-independent static susceptibility χstatic, given by Eq. (2.50), such that
µr = 1+χstatic. However, this simplification is only valid for frequencies below 1 GHz.
The FMR skin depth is calculated using the dynamic susceptibility χyy = χ
′
yy − iχ′′yy
as defined by Eqs. (2.47) and (2.48), which results in µr and δ to be complex numbers.
For typical transition metals, the classical skin depth at 10 GHz is in the order
of 1 µm [54]. However, near the ferromagnetic resonance frequency, the relative
permeability drastically increases, which in turn reduces the skin depth.
The damping contribution from eddy currents decreases rapidly with the film
thickness d, as it is proportional to d2 [47]. For instance, for Fe films below 25 nm
and NiFe films below 100 nm, the role of eddy currents is negligible. In the case
of thick films with d > δ ≈ 100 nm at FMR, the linewidth broadening by eddy
currents is proportional to
√
σA, where A is the exchange constant. This expression
describes the so-called exchange-conductivity mechanism, introduced by Ament and
Rado [55], which leads to a finite linewidth even in the absence of intrinsic damping.
As an example, for an Fe film of 200 nm thickness, an increase in FMR linewidth
by a factor of 7 compared to the intrinsic Gilbert damping contribution has been
observed [47].
Two-Magnon Scattering
Two-magnon scattering was proposed several decades ago as an extrinsic contribution
to the FMR linewidth in the ferromagnetic insulator yttrium iron garnet (YIG) [56,57].
In recent years, this linewidth broadening mechanism was, especially in the field
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of ultrathin magnetic films, the subject of extensive research both experimentally
[23,58–67] and theoretically [64,68–70].
In the two-magnon scattering process, the uniform precession mode (k = 0) relaxes
by scattering into nonuniform modes (k 6= 0), which are degenerate in frequency.
However, this type of relaxation is just a mode conversion, as the number of magnons
excited in the system remains unchanged. The longitudinal component of the rf
magnetization is not changed, whereas its transverse component decreases since
the final state magnon has a finite wave vector. Thus, two-magnon scattering is
a dephasing process, which contributes to the transverse relaxation time T2. In
contrast, the longitudinal relaxation time T1, related to the relaxation of the k 6= 0
magnons to the lattice, is left unaffected. For this reason, two-magnon scattering is
best described by the BB equation (2.35), but not by the LLG equation.
Arias and Mills [69] have developed a detailed theory of two-magnon scattering
in in-plane magnetized ultrathin films, which is assumed to be activated by surface
defects such as island and/or pits in the shape of platelets. These defects lead to
Zeeman and dipolar perturbations giving rise to spin waves. Finite wave vector
modes, that are degenerate with the FMR mode, exist for |φk‖| < φC , where φk‖ is the
angle between the direction of propagation of the spin wave and the magnetization,
and φC = sin
−1√H0/(H0 + µ0Meff). If the external in-plane dc magnetic field
H0 is decreased to zero, the critical angle φC vanishes, and no spin wave modes
are degenerate with the FMR mode. Consequently, as the resonance frequency
approaches zero, two-magnon scattering shuts off.
Another interesting situation occurs if an out-of-plane component of H0 is present
as discussed by Erickson and Mills [68]. When the magnetization is subsequently
tipped out-of-plane, finite wave vector modes are degenerate with the FMR mode
only as long as η < 45◦, where η is the angle between the magnetization and the film
surface. For larger values of η, the contribution of two-magnon scattering disappears.
This is an important criterion allowing to test its applicability in the interpretation
of extrinsic damping as the FMR linewidth in perpendicular configuration, ∆H⊥,
should be smaller than the one in parallel configuration, ∆H‖, i.e., two-magnon
scattering is switched off.
The damping contribution of two-magnon scattering is not Gilbert-like, i.e., the
field linewidth ∆H is not proportional to the resonance frequency, but shows a
frequency dependence resembling a root function. However, as pointed out by Lenz
et al. [23], if the linewidth is only investigated across a limited frequency range,
it can be wrongly fitted with a linear frequency dependence and a constant zero-
frequency linewidth, which usually accounts for sample inhomogeneities. Therefore, it
is imperative to investigate the linewidth over a broad frequency range and to perform
angle-dependent measurements in order to have clear evidence for the presence of
two-magnon scattering.
3 Basics of Microwave Engineering
In this chapter, an overview on some basic aspects and concepts of microwave
engineering is given, which are necessary to understand the physics and technology
behind the measurement principle of VNA-FMR used in this thesis.
3.1 Theory of Transmission Lines
A transmission line is a medium transmitting electrical signals, such as acoustic
waves or electromagnetic waves, as well as electrical power between one point to
another. Types of transmission lines include wires, coaxial cables, dielectric slabs,
striplines, optical fibers, electric power lines, and waveguides. In the following, the
telegrapher’s equations, a pair of linear differential equations describing the temporal
and spatial propagation of voltage and current on an electrical transmission line, will
be derived. This can be realized by two different approaches: Maxwell’s equations or
basic circuit theory, with the latter one being more practical for the present purpose.
In addition, the physical quantities necessary for the characterization of transmission
lines will be introduced.
3.1.1 The Telegrapher’s Equations
The simplest type of transmission line is shown in Fig. 3.1a. It consists of two parallel
wires of small length ∆z that are insulated from each other. The infinitesimally
short segment ∆z can be modeled as a lumped-element circuit, depicted in Fig. 3.1b,
consisting of the series resistance R, the series inductance L, the shunt conductance
G, and the shunt capacitance C. These four quantities are defined per unit length
and are called the primary transmission line constants. The series resistance R
represents the resistance due the finite conductivity of the conductors, and the shunt
conductance G is due to dielectric loss in the material between the conductors. The
series inductance L arises due to the total self-inductance of the two conductors, and
the shunt capacitance C appears due to the close proximity of the two conductors.
The series impedance Z is then given by Z = R+ jωL, and the shunt admittance Y
is given by Y = G+ jωC.
Applying Kirchhoff’s voltage law and current law to the circuit in Fig. 3.1b gives
V (z, t)−R∆zI(z, t)− L∆z∂I(z, t)
∂t
− V (z + ∆z, t) = 0, (3.1)
I(z, t)−G∆zV (z + ∆z, t)− C∆z∂V (z + ∆z, t)
∂t
− I(z + ∆z, t) = 0. (3.2)

















Fig. 3.1: A transmission line (a) and its equivalent circuit (b), consisting of the series
resistance R, the series inductance L, the shunt conductance G, and the shunt
capacitance C. (Adapted from Ref. [71].)
Dividing Eqs. (3.1) and (3.2) by ∆z and taking the limit ∆z → 0 gives the following
pair of coupled linear differential equations:
∂V (z, t)
∂t





= −GV (z, t)− C∂V (z, t)
∂t
. (3.4)
Assuming a sinusoidal time depedence which can be written in complex notation as
V (z, t) = Re[V (z)ejωt], (3.5)
I(z, t) = Re[I(z)ejωt], (3.6)




= −(R + jωL)I(z), (3.7)
dI(z)
dz
= −(G+ jωC)V (z). (3.8)
Equations (3.7) and (3.8) are differentiated with respect to z and combined, so that
d2V (z)
dz2








(R + jωL)(G+ jωC) =
√
ZY (3.11)
is the propagation constant, which is a function of frequency. The general solutions
for voltage and current can be written as
V (z) = V +0 e
−γz + V −0 e
γz, (3.12)
I(z) = I+0 e
−γz + I−0 e
γz, (3.13)
and are linear combinations of waves traveling along the transmission line in opposite
directions. The e−jz term represents wave propagation in the +z direction (incident
wave), and the ejz term represents wave propagation in the −z direction (reflected




0 , and I
−
0 are arbitrary integration constants that can be determined
from boundary conditions.
3.1.2 Characteristic Impedance
Differentiating Eq. (3.12) one gets
dV (z)
dz
= −γV +0 e−γz + γV −0 eγz. (3.14)
From Eqs. (3.7) and (3.14) one obtains
−(R + jωL)I(z) = −γV +0 e−γz + γV −0 eγz,



















is the characteristic impedance of the transmission line. Comparing Eqs. (3.13) and
(3.15), it can be seen that Z0 is related to the amplitudes of voltage and current at










Like the characteristic impedance Z0, the propagation constant γ, introduced in
Eq. (3.11), is a complex quantity. It is defined per unit length and can be written as
γ = α + jβ, (3.18)
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where α is the attenuation constant and β is the phase constant. Z0, α, and β are
also called secondary constants of a transmission line. Using Eqs. (3.12) and (3.18),
one of the general solutions of the wave equation can be expressed as
V (z, t) = V +0 e
−αzej(ωt−βz) + V −0 e
αzej(ωt+βz). (3.19)
The wave amplitude is progressively reduced because of the factor e±αz, whereas the
term ej(ωt±βz) leads to a phase change per unit length of propagation.
3.2 Propagation Modes of Electromagnetic Waves
On transmission lines and waveguides, different types and modes of wave propagation
exist. Transmission lines consisting of at least two conductors, e.g., coaxial lines,
support transverse electromagnetic (TEM) waves. TEM waves are characterized by
their electric and magnetic fields being perpendicular to the direction of propagation
and by the lack of longitudinal field components (Ez = Hz = 0). TEM waves
are non-dispersive and have a uniquely defined current, voltage, and characteristic
impedance. Waveguides, often consisting of only a single conductor, support trans-
verse electric (TE) and transverse magnetic (TM) modes of propagation. TE waves
are characterized by Ez = 0 and Hz 6= 0, whereas TM waves are characterized by
Hz = 0 and Ez 6= 0. In contrast to TEM waves, TE and TM waves are dispersive
and do not have a uniquely defined voltage and current. Thus, their characteristic
impedance may be defined in different ways.
TE and TM waves can occur in modes of different order which, except for the
fundamental mode, exhibit a cutoff phenomenon since their phase constant β is both
a function of frequency and the geometry of the line or guide. At a given frequency
f , only modes with f > fc will propagate. At frequencies below the cutoff frequency
fc of a given mode, the propagation constant is purely imaginary, leading to a rapid
exponential decay of all field components [71]. Such modes are referred to as cutoff or
evanescent modes. The mode with the lowest cutoff frequency is called the dominant









k2 − β2 is the cutoff wavenumber. If more than one mode is propagating,
the transmission line or waveguide is said to be overmoded.
3.3 Types of Transmission Lines
In this section, the two types of transmission lines used in the VNA-FMR setups are
discussed in detail: the coaxial line and the coplanar waveguide.
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Fig. 3.2: (a) Components and (b) TEM mode field pattern of a coaxial cable.
3.3.1 Coaxial Line
A coaxial line is an electrical cable consisting of an inner conductor surrounded by a
tubular insulating or dielectric material, all of which are surrounded by a conductive
layer, and finally covered with a thin insulating layer on the outside. The term coaxial
comes from the inner conductor and the outer shield sharing the same geometric
axis. A schematic representation of a coaxial cable is shown in Fig. 3.2a.
The center conductor is responsible for the signal transmission and is typically
made of pure copper, copper- or silver-plated iron, or aluminum. The insulator
surrounding the inner conductor physically holds it in the center of the cable. The
dielectric may be solid plastic, foam plastic, or air with spacers supporting the
inner wire. Common choices are foamed polyethylene (FPE), polytetrafluoroethylene
(PTFE), polyethylene (PE), polypropylene (PP), and polyvinyl chloride (PVC). The
outer conductor, or shield, typically consists of braided copper wire which allows the
cable to be flexibly bended, protects the signal from electromagnetic interference,
and restricts the electromagnetic field to the space between the two conductors.
The field pattern of the TEM mode is displayed in Fig. 3.2b. The electric field is
oriented radially, whereas the magnetic field runs in concentric circles between the
two conductors. To prevent the outer conductor itself from radiating, it is connected
to ground. For optimum shielding performance, it is nowadays more common to put
an additional thin aluminum foil shield between insulator and wire braid. Other
shield designs, e.g., solid metal tubes, lead to better performance, but sacrifice
flexibility as those cables cannot take sharp bends. The insulating outer jacket is
generally made out of flexible PVC and protects the entire cable against dust, water,
and corrosion.
For applications up to few GHz, the primary propagation mode carrying most of
the microwave power is TEM. At even higher frequencies, non-TEM modes start
to propagate. The cutoff frequencies of these higher-order modes depend on the
diameters of the two conductors. For example, the cutoff frequency of the TE11







The electrical properties of a coaxial line are determined by the radii r1 and r2
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of the dielectric. The characteristic





























where Rs is the surface resistance of the inner and outer conductor. Using Eq. (3.16),





























µ0/0, the so-called impedance of free space, with its
numerical value of 376.7 Ω, one gets








The most common impedances are Z0 = 50 Ω and Z0 = 75 Ω, although other
impedances are available for specific applications. 50 Ω coaxial cables are widely
used for broadband telecommunication applications, whereas 75 Ω coaxial cables are
mostly employed for transmitting radio or cable television signals.
The impedances of an air dielectric coaxial cable (r = µr = 1) for maximum
power transmission, highest breakdown voltage, and minimum attenuation have
been determined to be 30 Ω, 60 Ω, and 76.7 Ω, respectively [72]. Thus, a 50 Ω
characteristic impedance represents a compromise between maximum power capacity
and minimum attenuation.





















A coplanar waveguide (CPW), proposed by C. P. Wen in 1969 [73], is a type of planar
transmission line mainly used in microwave integrated circuits (MICs) as well as
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Fig. 3.3: Geometry and field pattern of a coplanar waveguide.
in monolithic microwave integrated circuits (MMICs). The unique feature of this
transmission line is its uniplanar construction, which means that all of the conductors
are on the same side of the substrate. This attribute simplifies manufacturing
and allows fast and inexpensive characterization using on-wafer techniques up to
frequencies of several tens of GHz [74].
A CPW consists of a dielectric substrate of thickness h and relative permittivity
r with three metallic conductors of thickness d on the top surface. The center
conductor, or signal line, of width w is separated by narrow gaps of width s from two
ground planes on either side. In this respect, a CPW can be thought of as a slotline
with a third conductor centered in the slot region. The geometry and field pattern
of a coplanar waveguide are shown in Fig. 3.3. Modifications of this conventional
CPW design include, e.g., a conductor backed or grounded CPW (GCPW), with
an additional ground plane at the bottom surface of the dielectric substrate, or an
asymmetric CPW with ground planes of different width.
The center conductor carries a current I, whereas the two ground planes each
carry a current of −I/2. Therefore, the generated magnetic fields are oriented in
opposite directions. At the center of a conductor the magnetic field is transversal
in-plane, whereas near the conductor edges it is perpendicular to the air-dielectric
interface. In the air regions the magnetic field lines curve and return to the slot at
half-wavelength intervals. Consequently, a wave propagating along the CPW has an
elliptically polarized magnetic field. In addition, electric fields are created, which
perpendicularly intersect the magnetic field lines and extend across the slot. A CPW
has one half of its electromagnetic field lines in the dielectric substrate and the other
half in the air above the conductors. For this reason, the wave propagation mode
in a CPW is not a pure TEM mode since the phase velocities of the waves in the
dielectric region and the air region differ from each other. However, in most practical
applications, the dielectric substrate is electrically very thin (h λ) resulting in the
longitudinal field component being considerably smaller than the transversal ones,
so that the propagation mode is quasi-TEM with low dispersion [75].
As CPW-type transmission lines possess three separate conductors, they will
support two independent quasi-TEM modes. For symmetric CPWs, these modes are
called even or CPW mode and odd or coupled slotline mode [76]. In general, either
of these two modes can propagate along the CPW independently if they are excited,
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and they are coupled to each other at discontinuities. In the case where an even
mode is excited, the electrical fields in the two gaps are oriented in same direction,
whereas for an odd mode excitation, they are oriented in the opposite direction [71].
In most practical applications, a supporting metal plane on the substrate backside
exists which is formed, for instance, by the chuck of a wafer-prober station. This
geometry is equivalent to a GCPW and exhibits an additional fundamental mode,
the parallel-plate line (PPL) mode [77]. Without mode suppression techniques, all of
these three dominant modes which have no cutoff frequencies, as well as higher-order
modes may be excited, resulting in a deterioration of the broadband performance due
to overmoding and leakage. Leakage occurs when the phase velocity of the parasitic
PPL mode is slower than the phase velocity of the CPW mode [78]. To maintain
only the desired CPW mode of propagation, the CPW can be equipped with air
bridges connecting its two upper ground planes, microwave absorbers, or low height
side walls which together with the conductor backing constitute a structure termed
channelized coplanar waveguide (CCPW) [74]. However, effectiveness and feasibility
of these solutions are often limited. An alternative approach often found in practice
is to connect the top ground planes to the bottom ground plane of the GCPW by
means of metal-filled holes called vias [74]. The vias act as lateral microwave walls
similar to the side walls of the CCPW and eliminate the excitation of the PPL
mode as this one is closely related to the voltage difference between the top and
bottom ground planes. The cutoff frequencies of higher-order modes can be raised by
reducing the spacing of the via rows [79]. Moreover, the high-frequency performance
of the vias is determined by their number, diameter, and spacing, which should be
optimized by E-M simulation software.
The dimensions of the center conductor, the gap to the ground planes, as well
as the thickness and permittivity of the dielectric substrate determine the effective
dielectric constant, characteristic impedance, and the propagation constant of the
CPW. As for the coaxial line, Z0 and vp can be calculated using L and C. According









where f(s, w, h) is a complicated function of complete elliptical integrals depending
on the geometry of the CPW, and eff is the effective permittivity of the CPW. eff
can be interpreted as the dielectric constant of a homogeneous medium replacing
the dielectric substrate of the CPW and its surrounding air. Since the field lines
are not contained entirely in the dielectric, but also extend in the air, the effective
permittivity satisfies the relation
1 < eff < r.
In practice, the substrate thickness h is much bigger than the conductor width w
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which is equal to the average of the dielectric constant of the substrate and that of











f(s, w, h) ' 30pi Ω√
eff
f(s, w, h), (3.33)
where
√
µ0/0 is approximated by 120pi. For a given thickness h and relative
permittivity r of the substrate, the characteristic impedance Z0 of the CPW is
determined by the ratio of s/(s+ 2w). Thus, it is possible to scale the size of the
CPW while keeping the impedance constant, e.g., at 50 Ω.














where k0 = 2pi/λ is the wavenumber in free space. The attenuation constant α, which
can be split into contributions arising from the conductor (αc) and the dielectric (αd)
depends mainly on the geometry of the CPW. In general, losses decrease with both
increasing center conductor width w and substrate thickness h.
3.4 Network Analysis
3.4.1 Two-Port Networks
A network, in the context of electronics, is an interconnection of electrical devices such
as resistors, inductors, capacitors, transistors, filters, mixers, amplifiers, transmission
lines, voltage sources, current sources, and switches. Network analysis is the process
of finding the voltages across and the currents through every component in the
network.
For this purpose, devices and networks are generally represented as black boxes. A
pair of terminals providing access to a component is called port if the port condition
is fulfilled: the current entering one terminal is equal to the current leaving the other.
In this thesis, it is exclusively dealt with devices which have two pairs of terminals
both meeting the port condition, so-called two-port networks. Fig. 3.4 shows such a
two-port network.
3.4.2 Scattering Parameters
To describe a linear device or network, various types of alternative parameter sets
are available. In the low-frequency domain, one can choose from impedance para-








Fig. 3.4: Black-box representation of a two-port device under test (DUT).
meters (Z-parameters), admittance parameters (Y-parameters), hybrid parameters
(H-parameters), inverse hybrid parameters (G-parameters), and ABCD-parameters.
These are usually expressed in matrix notation, and establish relations between the
total voltages and currents at the ports. However, at rf or microwave frequencies,
their application is inappropriate for several reasons. First, above frequencies of 300
MHz, the phase of voltage or current changes significantly over the physical extent of
a component because the wavelength becomes comparable to the device dimensions.
Second, ideal open (Z =∞) and short (Z = 0) circuits required for the measurement
cannot be realized at rf frequencies. Moreover, undesired antenna effects have to be
considered.
Consequently, another approach is applied, which is based on complex power
waves at 50 Ω terminations: the scattering parameter, or S-parameter, approach.
Impedances of 50 Ω cannot only be realized much easier than open or short circuit
terminations, but also represent a good compromise between both extremes. Most rf
and microwave hardware is currently designed and specified for 50 Ω operation [81].
S-parameters are complex, frequency-dependent quantities that can be measured
conveniently using state-of-the-art network analyzers which will be discussed in detail
in section 3.5. Fig. 3.5 shows a two-port network with incident and reflected power
waves at each port, as well as the corresponding signal flow graph, which provides a
graphical illustration of the network behavior. According to Ref. [82], the incident






Vi − Z∗i Ii
2
√|Re(Zi)| , (3.37)
where Vi and Ii are the voltage and current flowing into port i, and Zi is the
reference impedance at port i (the asterisk denotes the complex conjugate). For
most measurements, it is convenient to assume that there is only a single positive
real impedance at all ports, Z0 = 50 Ω, which simplifies the definition of the incident






















Fig. 3.5: Relation between the S-parameters and the complex power waves ai and bi of a
two-port network.
The unit of the waves ai and bi is
√
W . Therefore, the incident and reflected power
at any port i is given by |ai|2 and |bi|2, respectively.
The relationship between the reflected waves bi, the incident waves aj, and the




Sijaj (i = 1, . . . , N). (3.40)
Therefore, the reflected waves at any port can be described as a linear combination
of the incident waves at all ports. Using a matrix representation, this set of N linear






















, the scattering matrix,
is a N × N matrix consisting of N2 scattering parameters. Each S-parameter is
defined as the ratio of the outgoing wave bi at port i to the incident wave aj at port
j under the condition that any other port k 6= j is terminated into a non-reflecting





ak=0 for k 6=j
(i, j = 1, . . . , N). (3.42)
Thus, Sii is the reflection coefficient at port i, and Sij is the transmission coefficient
from port j to port i when all ports other than the port of the input signal are
terminated into matched loads, respectively.
A full set of S-parameters completely characterizes any linear device under test
(DUT). A one-port network is hence described by only one S-parameter, a two-port
network by four S-parameters, and a three-port network by nine S-parameters.
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Using Eq. (3.40), a two-port network is described by the two linear equations
b1 = S11a1 + S12a2 (3.43)
b2 = S21a1 + S22a2, (3.44)













The respective scattering matrix consists of four elements: the input and output
reflection coefficients S11 and S22, as well as the forward and reverse transmission
coefficients S12 and S21.
Networks can have the following characteristics which can be used to simplify their
analysis [71]:
 A device or network is said to be reciprocal if interchanging a pair of input
and output ports does not change the respective transmission properties. In



















. In general, a network will be
reciprocal if it consists entirely of linear passive components such as resistors,
capacitors, or inductors. Non-reciprocal networks contain active components
such as transistors, or magnetically biased ferrites or plasmas.
 A network is termed symmetrical if input and output ports can be inter-
changed without altering the voltages or currents at each port. Therefore, for
symmetrical networks Sii = Sjj.
 For a lossless network, the total incident power is equal to the total reflected
power, or














 A network is said to be lossy if the total reflected power is less than the total
incident power. The difference is the power dissipated in the network. In this
case,
∑ |bi|2 <∑ |ai|2 and [I]− [S] [S]H ≥ 0.
3.4.3 Scattering Transmission Parameters
The Z-, Y-, and S-parameter representations can be used to characterize networks
with an arbitrary number of ports, whereas G-, H-, and ABCD-parameters are limited
to two ports. In practice, however, many networks consist of cascaded two-port
networks in which the output waves of one network are identical to the input waves of
the next. In this case, it is convenient to define a 2× 2 transmission matrix for each
two-port network. The transmission matrix of all cascaded two-port networks can
then be found by multiplying the transmission matrices of each individual two-port
network.















Fig. 3.6: Cascade connection of two two-port networks.
For describing rf or microwave networks, scattering transfer parameters, or T-
parameters, are used which, like scattering parameters, are defined in terms of













The difference is that T-parameters relate the waves at Port 1 to the waves at
Port 2 whereas S-parameters relate the reflected waves to the incident waves. In this
respect, T-parameters fill the same role as ABCD-parameters which are used for the
description of networks operating at low-to-moderate frequencies.
In the cascade connection of two two-port networks shown in Fig. 3.6, the first





























As it can be seen, the power waves at the output port of the first network are
identical to the ones at the input port of the second network which allows to



















are the T-matrices of the individual networks. This procedure
can be extended to any number of cascaded two-port networks. The order of
multiplication of the T-matrices must be the same as the order in which the networks
are arranged, since matrix multiplication is, in general, not commutative.
T-parameters are not that easy to measure like S-parameters which can be directly
obtained from network analyzers. However, T-parameters can be easily converted
































Tab. 3.1 shows the matrices of two selected circuit components, which will be
needed later for data evaluation.
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Tab. 3.1: S- and T-matrices of selected circuit components [84].
Component S-matrix T-matrix
Transmission line of














































A network can be represented by any of the six parameter sets described in this
section. However, sometimes the representation by means of another parameter set
can be useful. Tables for the conversion from any two-port parameter set to another
one can be found in [83,85].
3.5 Vector Network Analyzer
3.5.1 Introduction
Network analyzers are most commonly used in communications and electrical engi-
neering to characterize single rf and microwave devices or even entire networks of
those in terms of scattering parameters. Since the typical operational frequencies of
such devices lie in the GHz range and are identical to the ones in which magnetization
dynamics occurs, network analyzers are perfectly suited devices for its investigation.
Various types of network analyzers exist which are quite different in their mea-
surement capabilities. Scalar network analyzers (SNAs), for instance, are the least
expensive ones, but also provide the least information by only being able to measure
amplitudes. In contrast, vector network network analyzers (VNAs) have the added
capability to detect the phase of a signal which is very important as both kinds
of information are required to fully characterize a device or network. Moreover,
the availability of the phase information unlocks many new features for complex
measurements such as Smith charts, group delay, and time domain. Vector error
correction, which improves measurement accuracy by removing the effects of inherent
measurement-system errors, also requires phase information to build an effective
error model. Furthermore, the measurement of the phase enables the calculation of
both real and imaginary part of the dynamic susceptibility χ.
3.5.2 Principle of Operation
In this thesis, an Agilent PNA E8364B two-port VNA with a frequency range of 10
MHz to 50 GHz has been used. Its principle architecture is schematically shown in
Fig. 3.7.
The network analyzer’s built-in hf source [synthesized voltage-controlled oscillator
(VCO)] generates a sinusoidally swept, stepped, or continuous-wave signal with a





























Fig. 3.7: Fundamental architecture of a VNA as used for a measurement of S21 and S11.
frequency f between 10 MHz and 50 GHz. The maximum leveled source output power
depends on the chosen frequency range and lies between +5 dBm and −10 dBm.
This signal then passes through a two-way solid-state switch splitter which fulfills
two functions. First, it switches between the Port 1 and Port 2 measurement paths,
automatically enabling alternate forward and reverse measurements. Thereby an
internal termination for the measurement port that is inactive is provided. Second,
it splits the hf signal into a test port signal and a reference signal. The test port
signal goes into the through-line arm of a directional coupler, and from there out
through one the test ports to the DUT. The coupled arm of the directional couplers
carries the signal reflected from or transmitted through the DUT to the receiver A
or B, respectively. The reference signal is routed directly to the appropriate receiver
R1 or R2.
For detecting and processing signals, the VNA uses a tuned receiver approach
in which an additional, local yttrium-iron-garnet (YIG) oscillator (LO) is phase
locked to the reference signal f . In a first step, the first LO signal is mixed with
the reference, transmitted, and reflected hf signals to a first intermediate frequency
(IF) signal in the single-digit MHz range. The first IF signal is filtered using a band
pass filter, which narrows the receiver bandwidth and greatly improves sensitivity
and dynamic range. Moreover, if applicable, it is amplified in order to increase the
signal-to-noise ratio (SNR). In a second step taking place in the receiver modules A,
B, R1, and R2, the first IF signal is mixed with the second LO signals to produce a
constant second IF signal at 41.667 kHz. Finally, analog-to-digital converters (ADC)
and digital signal processing (DSP) are applied to extract magnitude and phase
information from the IF signals. More details about the architecture of a VNA can
be found in [86,87].
The measurement speed of the VNA is mainly determined by the number of data
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points as well as the IF bandwidth and only depends to a smaller extend on the
chosen frequency range. For instance, a complete frequency sweep from 10 MHz to
30 GHz at an IF bandwidth of 35 kHz using 3201 points takes approximately 96 ms,
which corresponds to 30 µs/point. If using the averaging function to increase the
(SNR), this time has to be multiplied by the number of averaging cycles.
3.5.3 Calibration and Error Correction
Every measurement made with a VNA typically includes three different types of
errors: systematic errors, random errors, and drift errors [88].
Systematic errors are caused by hardware imperfections in the VNA and test
equipment. Assuming that these errors are time invariant and repeatable, they can
be characterized through calibration and mathematically removed during the mea-
surement process. Example of systematic errors are not perfectly directive couplers,
signal leakage due to finite insulation, and parasitic reflections at discontinuities.
Random errors are unpredictable, vary as a function of time, and can thus not
be removed by calibration. The main contributions to random errors stem from
instrument noise (e.g., the IF noise floor) as well as switch and connector repeatability.
Noise errors can often be reduced by increasing source power, narrowing the IF
bandwidth, or by averaging over multiple sweeps. Furthermore, it is advantageous
to use a torque wrench for tightening coaxial connectors and adapters in order to
achieve repeatability and to extend connector life. Some torque wrench designs
encompass a break-over feature which prevents over-torquing of a coupled junction.
Drift errors occur when a test system’s performance changes after a calibration
has been performed. They are primarily caused by temperature variation and can
be removed by recalibration. The rate of drift determines how frequently additional
calibrations are needed. However, by constructing a test environment with stable
ambient temperature, drift errors can usually be minimized.
For performing a calibration, the VNA is connected to a calibration kit consisting
of a set of standards such as short, open, load, and thru. These provide the reference
for vector error correction as each of them has a precisely known definition stored
in the VNA that includes electrical delay, impedance, and loss. The VNA then
measures all the standards and compares the results with their ideal models. From
this data, the error terms of the chosen error model are calculated which are finally
used to remove the effects of systematic errors from subsequent measurements. The
signal flow graph of a possible two-port network error model is shown in Fig. 3.8. It
assumes that the four scattering parameters can be determined by a reflection and
a transmission measurement, respectively, in both forward (S11m, S21m) and reverse
(S12m, S22m) direction. For each of the two signal propagation directions, six error





















Port 1                                     Port 2
Fig. 3.8: Two-port error correction model.
terms occur according to the model which have the following meaning [88]:
ES, ES′ = Forward/Reverse Source Mismatch
EL, EL′ = Forward/Reverse Load Mismatch
EX, EX′ = Forward/Reverse Crosstalk
ED, ED′ = Forward/Reverse Directivity
ERT, ERT′ = Forward/Reverse Reflection Tracking
ETT, ETT′ = Forward/Reverse Transmission Tracking.
Since a total of 12 unknown error terms are taken into account, this model is also
called 12-term error model. When performing measurements using the calibration,
each actual S-parameter, which is a function of all four measured S-parameters Sijm

























































































































At the point where the calibration standards are connected, a reference or cal-
ibration plane is created. However, lots of measurement setups do not allow to
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connect a DUT directly to the test ports of the VNA, but require additional test
fixtures, adapters, or interconnecting cables. For the highest measurement accuracy,
the reference planes should be located where the DUT is connected in order to
remove the errors associated with the test setup. If this is not possible, the measured
S-parameters do not only include the response of the DUT, but that of part of the
test setup as well. Since only the DUT characteristics are of interest, a de-embedding
process has to be performed which mathematically removes the test fixture contri-
bution to the overall measurement [89]. More details about this step can be found
in section 5.1.3. This approach does not allow for real-time feedback because the
measured data needs to be captured and post-processed in order to remove the effects
of the test fixture. If real-time de-embedded measurements are required, the process
of de-embedding two-port networks can be performed directly on the VNA making
use of its vector error correction capabilities.
As the number of DUT ports increases, the required number of calibration mea-
surements also increases. When using mechanical calibration standards, this leads to
a significantly higher probability of bad connections and bad calibrations. Moreover,
test port cable repeatability and stability errors are amplified. For this reason, an
electronic calibration kit (ECal) has been used in this thesis which is an all-in-one
solution requiring only two connections in the case of a two-port network. The various
impedance states, typically four, in the ECal modules are switched with PIN-diode
or FET switches, so the calibration standards never wear out. The characteristics
of these impedance states are stored in the ECal module and can be read by the
VNA or a PC controller to perform a calibration. The provided accuracy is excellent,
with results generally better than SOLT (Short-Open-Load-Thru) calibration, but
somewhat less than a properly performed TRL (Thru-Reflect-Line) calibration [90].
4 The Experimental VNA-FMR
Setups
In this chapter, the VNA-FMR technique and its experimental realization are
presented. In order to underline the advantages of VNA-FMR, the chapter begins
with a comparison of conventional FMR and VNA-FMR. In the following, an extensive
description of the two VNA-FMR spectrometers built within this thesis is given.
4.1 Conventional Ferromagnetic Resonance
One of the most established and most commonly used techniques to study magnetiza-
tion dynamics is conventional ferromagnetic resonance (FMR). Microwave radiation
with a fixed frequency in the range of 1–80 GHz generated by a Klystron or a Gunn
diode is coupled into a resonant cavity with a magnetic sample mounted inside.
Depending on the used frequency band, different types of cavities such as rectangular
or cylindrical resonators are employed. Within the cavity, the sample can be brought
into several positions in order to realize different pumping geometries. By sweeping
the external magnetic field generated by an electromagnet, the sample can be driven
through ferromagnetic resonance at which the absorption of microwave power by the
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is directly proportional to the imaginary part χ
′′
of the dynamic magnetic suscep-
tibility. In order to enhance the SNR, the external magnetic field is additionally
modulated with amplitudes of up to B = 0.2 mT at frequencies of 100–200 Hz which
allows for lock-in detection.
Due to its very high SNR of 90 and sensitivity of 1013 µB [91] arising from the high
quality factors of the employed resonators, conventional FMR is excellently suited
to study spin waves in bulk magnetic material as well as extended thin films with
single-domain configurations. The disadvantage of this technique is its limitation
to a fixed frequency by the cavity. However, this problem can be solved by using a
vector network analyzer and a coplanar waveguide as discussed in the next section.
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4.2 Vector Network Analyzer Ferromagnetic
Resonance
A novel approach to investigate magnetization dynamics at high frequencies is vector
network analyzer ferromagnetic resonance (VNA-FMR). In contrast to conventional
FMR, it offers the possibility to sweep the frequency of the oscillating magnetic
field that excites the precession of the magnetization at a constant external bias
field. In this way, the magnetization state is conserved, which is beneficial for the
investigation of magnetic samples with complex domain configuration or effects such
as exchange bias. For this purpose, a high-bandwidth CPW is employed instead of a
microwave cavity with a fixed resonance frequency. The VNA, which acts as both
source and detector of the sinusoidal rf signal, sweeps the frequency of the outgoing
signal across a specified frequency range. If the excitation frequency matches the
resonance frequency of the sample at a given bias field, microwave power is absorbed
in order to maintain the precessional motion of the magnetization. Moreover, the
phase of the signal is shifted by pi at resonance leading to a destructive interference
with the incident signal. Together with the attenuation in the cables connecting
VNA and CPW, this leads to a decrease of the amplitude of the transmitted signals.
With a VNA-FMR spectrometer, it is of course also possible to measure the dynamic
response of a sample by sweeping the external field through resonance at a fixed
excitation frequency, just as for conventional FMR.
In order to increase the SNR of the VNA-FMR technique, a reference measurement
is performed. By applying an in-plane magnetic field perpendicular to the CPW,
the magnetization of the sample is pinned parallel to the excitation field. As a
consequence, the precession of the magnetization is suppressed. Subsequently, the
reference data is subtracted from the measurement at an applied bias field.
4.3 Construction and Components of the VNA-FMR
Spectrometers
Within this thesis, two VNA-FMR spectrometers have been built. The one shown
in Fig. 4.1a, VNA-FMR Setup 1, was set up first and was rather simply designed,
mainly served to get hands-on experience with this new technique and to produce
first scientific results. It used a pair of Helmholtz coils to generate an external
in-plane magnetic bias field with Bmax = 0.08 T, which in turn limited the maximum
usable frequency to 15 GHz. Angle-dependent measurements were not possible with
this spectrometer.
However, these drawbacks were overcome with the construction of a second,
much more sophisticated VNA-FMR Setup 2, depicted in Fig. 4.1b. It utilizes an
electromagnet, which can generate magnetic fields up to B = 2.2 T, is capable of
polar and azimuthal angle-dependent measurements, and is fully automated. In the
following, the several components of both setups will be discussed in detail.
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Fig. 4.1: The two VNA-FMR spectrometers constructed within this thesis: (a) Setup 1
and (b) Setup 2.
4.3.1 Magnet Systems
To generate the external magnetic bias fields for the VNA-FMR setups, two different
approaches have been used.
For VNA-FMR Setup 1, a pair of Helmholtz coils connected in series was employed.
Their maximum generated magnetic field was limited by the voltage available from
the power supply (Kepco BOP 10-100MG) to approximately B = 0.08 T. Because of
ohmic losses in the coils, the power supply was operated in current control mode,
which automatically adjusts the voltage to maintain a given current value. Moreover,
water cooling was required to remove the heat generated by the ohmic losses that
would otherwise heat up the surrounding parts of the setup and would lead to a
decrease of the available current.
For VNA-FMR Setup 2, a commercial electromagnet (Bruker B-E 25v) capable of
generating much higher fields was chosen. Its main component is a H-yoke magnet
consisting of magnetically soft steel of low C-, P-, and S-content. The air gap is
continuously adjustable and the pole pieces can be locked in any position, thus
allowing for rapid and simple air gap variation. Three cooling discs are mounted on
two soft iron cylinders which in turn are fitted into the two yoke arms, resulting in
two coil chambers for the energizing coils. Heat generated in the energizing coils is
removed through a cooling system requiring only normal tap water. The energizing
coils are protected from overheating by thermal relays, which automatically turn off
the power supply if the temperature exceeds a certain limit. The two coils attached
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Fig. 4.2: (a) CPW located in the 40 mm gap between the two tapered pole caps. To the
right pole cap, a transversal hall probe is attached. (b) Cross-section view of
VNA-FMR Setup 2 with the pneumatic cylinder (right), the reference magnets
and the CPW holder (center), and the azimuthal sample holder (left).
to each of the poles are taken separately to the outside, where they can be connected
for either series or parallel operation. The magnet is fixed on a trunnion mount
enabling rotation about the field axis. The yoke position is set to 45◦ representing
the best compromise between air gap accessibility, space consumption, and mounting
of additional parts for the VNA-FMR setup. The other main component of the
electromagnet is the bipolar power supply (BSMPS BIP 200/60 4Q) offering 4-
quadrant operation, and delivering maximum voltages of ±200 V and a maximum
current of 60 A. Its control unit (B-EC1) is equipped with a 20 bit ADC/DAC as
well as various interfaces and allows for either field- or current-controlled operation.
The field control unit (B-HHz) covering a range of ±2.2 T with a resolution of 10 µT
is connected to a digital teslameter (Projekt Elektronik Berlin FM 3000-BB-10). Its
transversal probe is attached to the center of the magnet’s right pole cap and has an
accuracy of 0.01 % or better. The actual field value is read out in real time and is
shown on the display of the power supply controller.
The maximum field at I = 60 A without pole caps at 10 mm air gap amounts
to B = 2.2 T, which is enough to saturate Fe. However, since this gap width is
too small to house a CPW including connectors and cables, tapered pole caps of
100 mm diameter are used in addition, which allow to increase the gap to 40 mm
while reaching the same field value (see Fig. 4.2a).
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To perform reference measurements, a pair of NdFeB permanent magnets is
employed in both VNA-FMR setups, respectively. The magnets are spaced a couple
of centimeters apart and their stray fields of approximately 100 mT are used to pin
the magnetization of the samples parallel to the microwave excitation field. In the
case of VNA-FMR Setup 1, the magnets are put manually above the CPW with the
sample located in their center. For VNA-FMR Setup 2, the reference magnets are
automatically moved by a pneumatic cylinder from their idle position to a cut-out
on the backside of the swiveling CPW holder (see Fig. 4.2b).
4.3.2 Coplanar Waveguides
The most crucial part of a VNA-FMR spectrometer is probably the CPW. Its
importance does not only lie in providing the excitation field for the precessional
motion of the magnetization, but it determines the usable frequency range and the
SNR as well.
Upon designing a CPW, multiple aspects (geometrical, electrical, mechanical,
physical) have to be considered in order to get the optimum result for a given
purpose. First, the CPW should have a characteristic impedance of Z0 = 50 Ω in
order to ensure maximum power transfer and to prevent losses due to undesirable
reflections. Second, the width of the center conductor has to be small enough to
provide a sufficiently high excitation field amplitude. Third, based on the desired
mechanical stability, a suitable substrate thickness has to be chosen. Deciding upon
the substrate material itself, its physical properties such as relative permittivity, loss
tangent, and thermal conductivity have to be taken into account. Finally, the CPW
layout should comply with the design rules of the manufacturer.
The CPWs employed within this thesis have been designed, simulated, and op-
timized by a rf engineering company according to the desired specifications and
have been manufactured using state-of-the-art technologies. In principle, it would
have been possible to perform the design process by oneself. But as electromagnetic
simulation software is expensive, complex, and requires a certain level of training
and experience to produce accurate and reliable results, it was decided to better
have this done by professionals.
The types of transmission lines used in both VNA-FMR setups are grounded
coplanar waveguides (GCPWs), which are shown in Fig. 4.3. Both of them have
dimensions of 50 mm × 30 mm and are made from alumina (Al2O3 99.5%) with a
thickness of 0.254 mm (Type 1) and 0.381 mm (Type 2), respectively. The length of
the CPWs represents a trade-off between end launch connectors and rf cable ends
being preferably positioned far away from the regions of highest magnetic fields and
losses due to increasing center conductor length. Their width is limited by the 40 mm
gap between the pole caps and is set to provide 5 mm space on either side for the
rotation of the electromagnet and the Hall probe attached to the right pole cap.
The metallization on either side of the CPWs consists of 50 nm of TiW followed by
3 µm of Au. The latter is chosen to be greater than the skin depth in order to keep
attenuation due to conduction loss small. Thereby, gold was given the preference
over copper since it is not prone to corrosion. The width w of the center conductor
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Fig. 4.3: Top and bottom view of the CPWs employed in (a) VNA-FMR Setup 1 and (b)
VNA-FMR Setup 2.
amounts to 100 µm and 200 µm for CPW Type 1 and Type 2, respectively. The
big holes at either end of the center conductor allow for inserting 2.4 mm female or
male end launch connectors (Southwest Microwave, Model Numbers 1492-01A-5 and
1492-02A-5). The small holes in both structures are metal-filled vias.
The center conductor of CPW Type 1 runs straight from one end to the other,
whereas for CPW Type 2 it is U-shaped. The latter is due to the fact that the
40 mm gap between the pole caps of the electromagnet is not only to narrow to
horizontally accommodate two end launch connectors, but also offers not enough
space to connect microwave cables and not to bend them beyond their minimum
bending radius. Furthermore, it is not possible to drill two holes into the pole caps
and the H-yoke to provide a cable feed-through. For these reasons, the center strip
starts and ends at the upper edge of the CPW, which allows to attach the two
end launch connectors in a vertical position and offers best accessibility within the
electromagnet. The transition from the two vertical center conductor sections to
the short horizontal one is realized by wide bends, which finally gives rise to the U
shape. Another point in which both types of CPW differ from each other is that the
width of the center conductor and the gaps to ground are not constant throughout
the entire CPW Type 2, but reduce in the short straight section where the sample
is located. The purpose of this variable geometry is to decrease losses connected
with the rather long center conductor (about 90.8 mm). Therefore, the feed lines are
designed for a low stray field, whereas the section for the DUT has a three times
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larger stray field in air. Both geometries are optimized for a nonreflecting transition
and the near fields close above the substrate. A point that has to been addressed
as well in the context of optimum performance is the rf launch section [79]. Since
the metal pins of the end launch connectors introduce an additional capacitance,
the width of the center strip was narrowed in order to compensate for this. This
method is called tapering and involves adjusting the length of the launch taper and
the final dimension at the edge of the substrate, all of which is best done by using
electromagnetic (EM) simulation software.
As described in section 3.3.2, the current traveling along the CPW generates a
transverse magnetic field above the conductors and a perpendicular field near their
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For CPW Type 1 with a center conductor width of 100 µm and a microwave input
power of 0 dBm (= 1 mW), which corresponds to a current of I = 4.5 mA, the
amplitudes are calculated to h‖ ≈ 28 µT in the middle of the center conductor 1 µm
above the metalization and to h⊥ ≈ 16 µT in the middle of the gap between center
conductor and ground planes. The real values are lower since the current density
across the CPW is nonuniform and the signal attenuation in the microwave cables
has not been taken into account. A more precise estimation, such as in Refs. [91,93],
requires a simulation using EM software. However, these amplitudes are small enough
to ensure that the excitation only leads to small cone angles of the precessional
motion and that data analysis in the linear regime of the LLG equation is justified.
The S-parameters of CPW Type 1 for a frequency range of 10 MHz to 15 GHz are
shown in Fig. 4.4 and 4.5. According to Tab. 3.1, it is expected that the transmission
parameters S21 and S12 are equal to e
−γlCPW and the reflection parameters S11 and
S22 are both zero. As the CPW is a reciprocal device, S21 and S12 coincide and their
logarithmic magnitudes decrease from 0 dB at 10 MHz to −3.5 dB at 15 GHz, which
is attributed to losses due to the rather long center conductor. For the phase, a
continuous decrease with increasing frequency is observed. As it will be shown in
section 5.1.4, magnitude and phase of the transmission parameters Sij are related to
the real and imaginary part of the propagation constant γ as follows:
Re(γ) = α = − ln(|Sij|)
lCPW
, (4.4)
Im(γ) = β = −arg(Sij)
lCPW
. (4.5)
By fitting the slope of the phase of S21, the phase velocity is calculated to
vP ≈ 114000 km/s. From Eqs. (3.32) and (3.35), the relative permeability of





































Fig. 4.4: Magnitude (a) and phase (b) of the transmission parameters S21 and S12 of
CPW Type 1 in the frequency range of 10 MHz to 15 GHz.


















Fig. 4.5: Magnitude of the reflection parameters S11 and S12 of CPW Type 1 in the
frequency range of 10 MHz to 15 GHz.
the substrate is determined to r = 12.9, which is larger than the value of r = 9.9
given by the manufacturer.
The reflection parameters S11 and S22 differ somewhat from each other which is
most likely caused by finite calibration errors. Their amplitudes are always below
−10 dB and thus, S11 and S22 can be considered as zero in good approximation.
At frequencies which are integer multiples of approximately 1.36 GHz, a strong
decrease of their amplitudes can be observed, which is slightly more pronounced
for S22. The same feature is also visible in a different way as oscillations in the
transmission parameters. Using the phase velocity of the CPW, the corresponding
wavelength is determined to λ = 8.4 cm. Since the S-parameters of another CPW
Type 1 with a length of lCPW = 8 cm show a similar behavior and lead to the
same wavelength, dimensional resonances, which would occur at frequencies whose
wavelength is an integer multiple of the CPW length, can be ruled out. Instead, it
is supposed that the reflections are caused by an impedance mismatch between the
CPW and the rest of the microwave equipment. This mismatch is probably caused by
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manufacturing tolerances, which can amount up to 10 %. From microscopic images,
the center conductor width w and the gap to the grounds have been determined to be
100 µm and 70 µm, respectively. This yields a characteristic impedance of Z0 = 54 Ω
which explains the observed reflections. Another contribution to these resonances
might stem from a non-optimized rf launch section [79]. However, despite this issue,
the CPWs have been used without any problems for measurements up to 15 GHz,
whereby this value was determined by the maximum magnetic field generated by the
two Helmholtz coils.
The S-parameters of CPW Type 2 are quite similar to the ones of Type 1. Although
there is no frequency limit on the part of the electromagnet, its practical use was
limited to frequencies in the range of 20–25 GHz. The reason for this is that above
these frequencies, the transmission characteristics of the CPW gets significantly
noisier and drastically deteriorates. On the one hand, this is caused by the difficulties
in making a calibration at such high frequencies. On the other hand, it is supposed
that antenna effects contribute as well since the total length of the center conductor
is almost 91 mm.
The CPW employed in VNA-FMR Setup 2 is attached to a plastic mounting that
vertically extends into the magnet. It can be swiveled out of the magnet by up to
90◦ and locked in any position in order to make adjustments. The mounting also
provides guidance for the microwave cables and is equipped with an end switch to
ensure the CPW is exactly aligned vertically for measurements. The mounting itself
is connected to a frame made from aluminum profiles. For enhanced mechanical
stability, the latter are connected to the wall located behind the electromagnet.
In VNA-FMR Setup 1, a rod with milling grooves is used to house the CPW and
microwave cables. The rod is connected by two short aluminum profiles to an optical
table such that the CPW is located right in the middle between the two Helmholtz
coils.
4.3.3 Sample Holders for Angle-Dependent Measurements
The unique feature of VNA-FMR Setup 2 is its capability to perform both polar
and azimuthal angle-dependent measurements, which allows for a much more precise
investigation of magnetic anisotropies.
Polar measurements can be realized by either vertically rotating CPW and sample
inside the magnet or by rotating the magnetic around them since exciting rf field
and external bias field always have to be perpendicular. Despite of the heavy weight
of the magnet, the second option has been pursued which was not only easier to
implement from the engineering point of view, but also prevents unfavorable twisting
and bending of the microwave cables as it would have occurred in option one. For
this purpose, a gearbox with a transmission ratio of 10 to 1 is used that easily rotates
the magnet by 100◦ clockwise and counterclockwise, respectively, with a resolution
of 1◦. At +100◦ and −100◦, two end switches are located which when reached stop
further rotation of the magnet. At 0◦, a photoelectric barrier is installed that is used
to determine the reference position of the electromagnet. To quickly read off the
actual position of the electromagnet, an indicator and a degree disk are attached to
52 4 The Experimental VNA-FMR Setups
(a)                                           (b)
Fig. 4.6: Front (a) and rear (b) view of the sample holder for polar measurements.
Fig. 4.7: Sample holder for azimuthal measurements.
its frame.
The sample holder for polar measurements, depicted in Fig. 4.6, is mounted at
the bottom of the CPW holder. It uses a stamp to which the sample is attached by
double-sided adhesive tape. The stamp can be brought into an upper position 5 mm
away from the CPW and into a lower one in which the sample is in contact with it.
For azimuthal measurements, during which the sample is rotated in-plane, the
magnet is positioned at 0◦ and another sample holder, shown in Fig. 4.7, is used.
This one consists of a plastic rod with a removable head that can be rotated around
its axis by a linear motor, all of which are mounted onto a sliding carriage powered
by a second linear motor. The rod can make an arbitrary number of revolutions with
4.3 Construction and Components of the VNA-FMR Spectrometers 53
Fig. 4.8: Screenshot of the control software of VNA-FMR Setup 2 for frequency-swept
mode of operation.
an accuracy of better than 1◦. The removable head of the rod is made of two pieces
connected by three nonmagnetic beryllium springs that should prevent scratching
and damaging the CPW. Like for the polar sample holder, double-sided adhesive tape
is used to mount a sample to the head of the rod. A switch on the right-hand side
of the sliding carriage allows to manually move it back and forth, which is required
for bringing the sample in contact with the CPW. On the left-hand side two end
switches are located, which stop the motion of the sliding carriage when it reaches
its idle position or comes to close to the CPW, respectively. The entire azimuthal
sample holder is mounted onto the yoke of the magnet, can be flipped in and out of
the magnet, and can be locked in any position.
4.3.4 Automation and Control Software
The two VNA-FMR setups built in this thesis have been automated in order to make
the measurement process as fast and convenient as possible. For this purpose, an
automation software using LabVIEW has been written that controls three different
setups: VNA-FMR Setup 1 and 2 as well as a wafer-prober setup. In addition, the
software allows to check or modify the settings of all individual components and to
operate them manually.
The control window of VNA-FMR Setup 2 is depicted in Fig. 4.8. The upper
panel allows to select the operation and field control mode as well as the type of
angle-dependent measurement. In the panel below, the frequency, field, and angle
range and their corresponding step size can be specified. In the lower panel, the
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sample name and number as well as the directory in which the data will be saved
can be entered. Moreover, the number of sweep points and averaging cycles can be
chosen and it can be selected from a list of calibration sets. Furthermore, there is
the option to measure the S-parameters of the empty CPW, which is necessary each
time a new calibration has been made. The panel in the upper right corner provides
information about the status of the VNA and displays the actual values of the polar
and azimuthal angles, the magnetic field, and the position of the azimuthal sample
holder.
Polar measurements start with a reference measurement unless it is desired to
measure the empty CPW which will then be performed first. This is followed by a
reference run of the magnet around its 0◦ position and the rotation of the magnet
to the starting angle. After setting the magnetic field to its specified value, the
S-parameters are measured and the magnet moves one step further. After the
measurement has finished, the magnetic field is set back to zero, the magnet rotates
back to its original position, and the data is copied from the VNA to the control PC.
The first step of an azimuthal measurement is to bring sample and CPW in
contact. This is done by manually rotating the sample into the 0◦ position and then
approaching the CPW using the switch for the linear motor on the right-hand side
of the sliding carriage. The software memorizes the position at which the contact
is made for the rest of the measurement and always moves the sample 5 mm away
from the CPW to rotate it one step further. Since the sample changes its position
relative to the CPW with every new angle, it is necessary to perform a reference
measurement each time.
5 Data Evaluation: From
S-Parameters to Magnetic
Susceptibility
This chapter deals with the evaluation of the raw data acquired by two-port VNA-
FMR measurements. First, the method used in this thesis to convert the S-parameters
into the dynamic magnetic susceptibility will be described in detail. Second, other
data evaluation methods will be briefly introduced. Finally, the accuracy of all these
methods will be addressed.
5.1 Full Two-Port Data Evaluation
The evaluation method used in this thesis has recently been developed by Bilzer
et al. [84], but is principally based on works published already several decades
ago [94–96]. It is a transmission/reflection method in which the sample is put on
top of the CPW, or generally speaking, inserted into a segment of a transmission
line. From the S-parameters of the CPW segment loaded with the sample, the
relative permeability, relative permittivity, and finally the dynamic susceptibility of
the sample can be determined. In the following, the different evaluation steps will
be outlined.
5.1.1 Raw Data: S-Parameter
Fig. 5.1 shows the typical measurement configuration. The CPW, equipped with
two 2.4 mm end launch connectors, is connected to rf cables at the calibration
reference planes R1 and R2, and loaded with a sample of length lS, unknown relative
permittivity r, and unknown relative permeability µr. The reference planes R1 and
R2 are determined by the points at which the E-Cal kit has been connected to the rf
cables. The CPW is designed to have a characteristic impedance of Z0 = 50 Ω in







In the unloaded regions, the propagation constant is γ0 = ω
√
µ00, while in the
















Fig. 5.1: CPW loaded with a magnetic sample of length lS .
At the boundaries between the regions I and II, and the regions II and III, there will
be reflections due to the impedance mismatch. The reflection coefficient (Γ or −Γ,





Combining the above three equations allows to extract the relative permeability and












These two equations are part of the Nicolson–Ross–Weir (NRW) algorithm [94,95],
the most commonly used method to calculate permeability and permittivity. It can be
seen that µr and r only depend on Γ and γ, quantities which can be determined from
the S-parameters measured with the VNA. In order to get an analytical expression
for the S-parameters, the two-port network consisting of the CPW loaded with
the sample is split into the following five segments, each representing an individual
two-port network:
 Region I of the CPW with length l1 between the left 2.4 mm connector and
the left edge of the sample
 Impedance change from Z0 to Z at the left edge of the sample
 Region II of the CPW loaded with a sample of length lS
 Impedance change from Z back to Z0 at the right edge of the sample
 Region III of the CPW with length l2 between the right edge of the sample
and the right 2.4 mm connector.
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The T-matrices of every section are given in Tab. 3.1. As described in Sec. 3.4.3,
the T-matrix of the entire network is found by multiplying the T-matrices of every


































Converting the T-matrix into an S-matrix using Eq. (3.49) gives the desired descrip-

























are the reference plane transformations, and
T = e−γlS (5.10)
is the transmission coefficient.
5.1.2 Correction of Sample Position
From Eq. (5.7), it can be seen that the two-port network is reciprocal as its trans-
mission parameters S12 and S21 are equal. Thus, it is sufficient for further evaluation
to only use one of both transmission parameters, S21. However, the reflection pa-
rameters S11 and S22 are generally different which is caused by the sample not being
exactly aligned in the center of the CPW (l1 6= l2), leading to different reference plane
transformations R1 and R2. This can be corrected mathematically by calculating





1− T 2Γ2 . (5.11)
S11/22 and S21 now have the same reference plane transformations R1R2 = e
−γ0(l1+l2).
This term contains the sum of the two unloaded regions of the CPW which is equal
to the length of the CPW minus the sample length: l1 + l2 = lCPW − lS. In this way,
a possible misalignment of the sample can be corrected.
58 5 Data Evaluation: From S-Parameters to Magnetic Susceptibility
(a)
f (GHz)























Fig. 5.2: Comparison of the measured (a) and the de-embedded (b) transmission parame-
ters S21 and S
D
21 of a 20 nm thick Py film at an applied field of 40 mT. After the
de-embedding process, the resonance at f = 4.98 GHz becomes clearly visible.
5.1.3 De-embedding
As described in Sec. 3.5.3, the VNA is calibrated at the coaxial interface representing
the reference plane. Thus, the measured S-parameters are those of CPW and sample
together. Since only the sample properties are of interest, the CPW’s rf characteristics
have to be removed from the measured results. This can be done by performing a
de-embedding process which shifts the reference planes from the edges of the CPW
(R1 and R2) to the edges of the sample (D1 and D2). The de-embedding procedure is
done mathematically by multiplying S21 and S11/22 with the inverse of R1R2. For this
purpose, the propagation constant γ0 has to be determined, which can be obtained
from measuring the transmission parameter SCPW21 of the CPW without any sample.
In this case, the CPW represents nothing but a impedance matched transmission line
of length lCPW. According to Tab. 3.1, the transmission parameter S
CPW
21 is given by
SCPW21 = e
−γ0lCPW = R1R2e−γ0lS , (5.12)
from which the inverse of R1R2 can be calculated as
(R1R2)















1− T 2Γ2 , (5.15)
which are now independent of the lengths l1 and l2. A comparison of the measured
and the de-embedded transmission parameter S21 and S
D
21 of a 20 nm thick Py film
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at an applied field of 40 mT is shown in Fig. 5.2.
5.1.4 Extraction of Reflection Coefficient and Propagation
Constant
According to the NRW algorithm [94,95], the reflection coefficient Γ is given by
Γ = K ±
√







The appropriate sign in front the root in Eq. (5.16) is chosen such that |Γ| ≤ 1. The







1− (SD11/22 + SD21)Γ
. (5.18)
Using Eq. (5.10), the propagation constant γ can then be calculated as
Re(γ) = − ln(|T |)
lS
, (5.19)
Im(γ) = −arg(T )
lS
. (5.20)
The real part of γ is unique and single valued, whereas the imaginary part of γ is
multivalued since adding integer multiples of 2pi does not change the phase of the
transmission coefficient T . This problem of the phase ambiguity can be solved using
either the group delay method [95] or the phase-unwrapping method [97]. In this
thesis, the latter one is employed which consists of two steps: determination of the
initial phase, and subsequent removal of discontinuities marked by phase jumps of
2pi. This procedure is implemented in the evaluation software which automatically
selects the correct additive constant of 2pin for the logarithm of the complex quantity
T , such that arg(T ) continuously decreases with increasing frequency. For the sake
of completeness, it should be noted that there is a similar way to determine Γ and γ
using trigonometric functions [96].
5.1.5 Calculation of Permittivity and Permeability
Besides the phase ambiguity discussed above, the NRW algorithm leads to spurious
peaks in r and µr for low-loss samples at frequencies corresponding to an integer
multiple of the half wavelength inside the sample. In this case, the reflection
parameters S11 and S22 become very small and their phase uncertainty is rather large,
leading to algebraically unstable equations. Possible solutions to eliminate these
instabilities are reducing the sample length to less than half of the wavelength or
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Fig. 5.3: (a) Effective permeability µeff of a Py/Ru/Co trilayer for an applied in-plane
field of 40 mT as well as for the corresponding reference measurement and (b)
their difference, which is proportional to the dynamic susceptibility χ.
using an iterative procedure to determine r and µr [98]. However, the practicability
of both methods is limited as the former detriments the accuracy and the latter
requires an correct estimate of r and µr prior to starting the actual calculation of
these quantities.
A much more convenient method has been proposed by Boughriet et al. [99] which
is not only non-iterative and independent of the sample length, but can also be used
for various types of transmission lines including CPWs. It uses the same equations as
the NRW algorithm to derive K,Γ, T , and γ, but introduces an effective permittivity
eff and an effective permeability µeff . It is shown that calculating the electromagnetic
parameters from equations with terms including Γ, like (5.4) and (5.5), gives rise
to inaccuracy peaks. However, calculating eff or µeff from an expression exclusively
consisting of a term with the propagation constants leads to a complete suppression
of the spurious peaks. These results have been combined in the general equation









where the exponent n is a positive or negative real number. It is found that the
amplitudes of the inaccuracy peaks decrease as n approaches the value of one, and






The general equation (5.21) includes the Stuchly method [100] (n = −1), the NRW
method [94,95] (n = 0), and Eq. (5.22) [99] (n = 1). The derivation of Eq. (5.21) is
based on the assumption that the effective permittivity eff is not a complex number,
but only a constant. This condition holds as the calculation of r of the investigated
samples using Eq. (5.4) showed that both its real and imaginary part are practically
constant over the measured frequency range, and that Re r  Im r ' 0. The real
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Fig. 5.4: Influence of the sample length lS on the dynamic susceptibility χ.
and imaginary part of the effective permeability µeff for a Py/Ru/Co trilayer at an
applied in-plane field of 40 mT as calculated from Eq. (5.22) are shown in Fig. 5.3a.
The effective permeability µeff is composed of the relative permeability µr of the
sample and relative permeability of the surrounding materials which is equal to one
as these are nonmagnetic. Since µeff is a linear function of the relative permeability
µr, the rf susceptibility χ of the sample is given by
χ = µr − 1 ∝ µeff − µrefeff , (5.23)
where µeff has been calculated from measurements with a magnetic field applied
along the CPW, and µrefeff belongs to the reference measurement at which a field
applied parallel to the exciting microwave field suppresses the resonance. Fig. 5.3b
shows an example of the real and imaginary part of the dynamic susceptibility χ as
calculated from Eq. (5.23).
The two quantities that can be directly derived from χ are the ferromagnetic
resonance frequency fres and the frequency linewidth ∆f . Fitting fres as a function
of the applied magnetic field Hext, the effective magnetization, the anisotropy fields
and the g-factor of the sample can be determined. From the frequency linewidth
∆f , information about the damping processes can be obtained.
Upon evaluating the data from angular measurements, it has to be considered
that the length on which the sample is in contact with the CPW depends on the
azimuthal angle unless a circular sample is used. All samples investigated either
had a quadratic or rectangular shape, i.e., at ϕ = 0◦ the contact length with the
CPW is minimum and equal to lS, whereas for ϕ = 45
◦ it is maximum. It was
checked whether it is necessary to calculate the appropriate contact length for every
angle or if it is sufficient to just use the sample length lS, and the result is shown in
Fig. 5.4. For this purpose, the susceptibility of a quadratic sample with lS = 10 mm
for an azimuthal angle of ϕ = 45◦ has been calculated. It can be seen that the only
difference which results from using either lS = 14 mm, which is the correct value,
or lS = 10 mm is a change in the amplitude of χ. However, fres and ∆f remain
unaffected, which is why one value of lS can be used for all calculations.
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5.2 Evaluation Software
The aforementioned full two-port data evaluation method has been implemented into
a Matlab program, which also includes a fitting routine for extracting the resonance
frequency and linewidth.
A screenshot of the conversion program is depicted in Fig. 5.5a. In the upper
half the data input dialog is located, which allows to select the raw data and the
corresponding reference files and to set CPW and sample length. If the option
“graphical output” is chosen, a pseudocolor plot of the frequency vs. field dependence,
displayed in the lower left corner, is created, which offers the possibility to evaluate
a measurement at first glance. The panel on the right-hand side provides various
options of the pseudocolor plot such as axes settings and color scheme.
A screenshot of the fitting program is shown in Fig. 5.5b. On the left-hand side of
the window options for the raw data input are located. These include the selection
of a directory containing the converted S-parameters, various sorting criteria such
as “field/current”, and the possibility to subtract files from each other. Moreover,
it can be chosen whether the real or imaginary part of the dynamic susceptibility
χ should be plotted in the graph at the bottom and be fitted. Furthermore, the
displayed frequency range as well as the minimum and maximum cutoff frequencies
(indicated by red and green vertical lines, respectively) for the fitting routine can
be specified. The fitted curve (purple) is shown together with the fit parameters on
the right-hand side of the window. In order to achieve best results, the type of fit
function and weighting options can be selected. In addition, each fit parameter can
be accessed and modified manually which allows for fine-tuning.
5.3 Other Evaluation Methods
Apart from the full two-port data evaluation presented in the previous section, several
other methods to process the raw data can be found in literature. In the following,
some of these methods will be briefly outlined.
5.3.1 Methods only using S21
Kalarickal et al. [48] presented a model to analyze two-port VNA-FMR data neglecting
reflections. Based on Ref. [96], an uncalibrated microwave permeability parameter
U(f) = ±i ln[S21−H(f)/S21−ref(f)]
ln[S21−ref(f)]
(5.24)
is calculated from the complex transmission parameter S21 of the measurements at
an applied magnetic field and of the reference measurement. The sign is chosen
such that Im[U(f)] is negative in the vicinity of the FMR peak. It is emphasized
that Re[U(f)] and Im[U(f)] are related, but do not correspond strictly to the loss
and dispersion profile that would be expected from FMR theory. A combination
of additional offsets and distortions occurring in U(f) is the result of the neglected
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Fig. 5.5: Screenshots of the VNA-FMR data evaluation software written with Matlab for
(a) the conversion from S-parameters into dynamic magnetic susceptibility and
(b) fitting the data with Lorentzians.
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reflections and the proximity of the reference field to the fields applied during the
measurements. Fitting U(f) to a modified susceptibility response function, the
resonance frequency f and the frequency linewidth ∆f are obtained.
Kuanr et al. [101] only used the magnitude of the measured transmission parameter
S12 to derive ∆f . However, it is pointed out that the linewidth of the peaks seen in
S12 is not necessarily directly related to the linewidth obtained from the permeability
as the generation of spin waves with k 6= 0 can substantially influence the absorption
of energy [102].
5.3.2 Methods only using S11
Another frequently used approach is based on measuring the single reflection param-
eter S11 in a one-port geometry [91,103–107]. Among the advantages of a one-port
setup in comparison to a two-port geometry are a less time-consuming calibration,
faster measurements, and a higher SNR in certain cases. On the down side, the
calibration is less efficient and the data evaluation is more complex than in the case
of using transmission parameters only. Most implementations of a one-port geometry
employ a short-circuited CPW, but it is also possible to use an open-circuited setup.
A detailed treatment of the latter can be found in [84].
5.4 Accuracy of the Different Evaluation Methods
A detailed comparison of the accuracy of the evaluation methods presented in this
chapter can be found in Ref. [84]. Assuming that the full two-port data evaluation
method offers the highest accuracy as it is the only one taking into account both
reflection and transmission, it was taken as reference. The ferromagnetic resonance
frequencies fres determined by the different methods were found to differ by less than
1 %. However, in the case of the frequency linewidths ∆f , the relative error with
respect to the full two-port data evaluation amounts up to 10 %. In general, the
relative errors decrease with increasing applied magnetic field Hext, and the method
only using the magnitude of S21 showed the largest relative error.
6 Magnetostatics and Dynamics of
Ion Irradiated Py/Ta Multilayers
As mentioned in the introduction, ion irradiation of ferromagnetic films, multilayers,
and nanostructures is a popular and relatively simple method to tailor their magnetic
properties and structural composition in a post-deposition process. However, some
properties like the effective magnetic volume after irradiation of a sample might be
unknown or inaccessible by conventional techniques such as cross-section transmission
electron microscopy (TEM) due to vanishing chemical contrast.
Another problem arises for elements which tend to intermix. Transition metals
like Ta are widely used as seed and cap layers in spintronic devices like GMR
sensors or MTJs because Ta is chemically stable. Moreover, it helps to tune the
precessional motion of the magnetization after a switching event [108]. In this context
the structural and magnetic properties of various kinds of Py/Ta structures (Py
= Permalloy: Ni80Fe20) have been already investigated [109–115]. For example it
was shown experimentally [112, 114] and verified theoretically [112, 113, 116] that
Ta leads to magnetically dead layers of 0.6–1.2 nm thickness just by intermixing
due to self-diffusion. Already 12 % of Ta intermixing are sufficient to suppress the
entire magnetic moment of the Ni atoms in Py [112]. These dead layers make it
difficult to determine the correct magnetic volume, which is needed to obtain the
saturation magnetization from the magnetic moment measured, e.g., by SQUID
magnetometry. This is especially true for multilayer samples, which typically have
a large number of interfaces and therefore a strongly reduced effective magnetic
volume. Therefore, the influence of ion irradiation on the saturation magnetization
could only be investigated qualitatively up to now [117,118].
In order to study the effects of interfacial mixing and to find a way to qualita-
tively determine the saturation magnetization of ion irradiated samples, a series of
Py/Ta thin films and multilayers has been investigated. Since Py does not exhibit
a perpendicular anisotropy, polar MOKE and VNA-FMR measurements can be
used to directly measure the saturation magnetization, circumventing the problem
of the unknown effective magnetic volume, which would arise using conventional,
magnetic-moment-based magnetometry. The saturation magnetization is not evalu-
ated from calibrated MOKE measurements nor from its proportionality to the FMR
amplitude, as these methods are cumbersome and error-prone. Instead, µ0MS is
directly determined from the magnetic anisotropy energy. In addition, the magnetic
damping parameter αeff has been evaluated and the ion fluence for which magnetism
vanishes has been determined.
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 4 nm Py
Py
Ta
 20 nm Py
 1 nm Ta
 2 nm Py
 0.5 nm Ta
Ta(a) (b) (c)
Fig. 6.1: The Py/Ta stacks: (a) 1×Py, (b) 5×Py, and (c) 10×Py.
6.1 Sample Preparation and Composition
The Py/Ta thin films and multilayers used in this study were deposited on a Si/SiO2
substrate using dc magnetron sputtering in a multi-source high vacuum system (base
pressure below 2×10−7 mbar) at an Ar pressure of 7.5×10−4 mbar. Three sample sets
were investigated, which are referred to as 1×Py, 5×Py, and 10×Py. The nominal
overall thickness of Py and Ta in all samples was 20 nm and 38 nm, respectively,
which was then divided into multilayers according to Fig. 6.1. The 1×Py series
consists of a 35 nm thick Ta seed layer, followed by a single Py layer of 20 nm
thickness and a 3 nm thick protective Ta cap layer. For the 5×Py samples the Py
is divided into five layers of 4 nm Py, each separated by 1 nm thick Ta film. The
10×Py contains ten Py layers of 2 nm thickness, which are separated by 0.5 nm thick
Ta layers. For both multilayer systems, the seed layer thickness was chosen such
that the total thickness of Ta including the 3 nm protective cap layer and the spacer
layers also corresponds to 38 nm. After sputtering all but the reference samples were
irradiated at room temperature with Ne ions of 40 keV and fluences in the range of
5×1013 to 5×1016 Ne/cm2. According to srim simulations [119] the mean projected
range of the Ne ions in the 1×Py, 5×Py, and 10×Py systems corresponds to 33.8 nm,
34.3 nm, and 34.4 nm, respectively (straggle: 23.0 nm), i.e., the Ne ions penetrate
the entire stacks and lead to an intermixing of all Py/Ta interfaces.
6.2 Structural Investigation and Simulation of the
Interfacial Mixing
The structural characterization of the as-deposited and selected ion irradiated samples
has been performed by cross-sectional transmission electron microscopy (TEM) using
a Philips CM300 microscope. In Fig. 6.2a a bright-field image of the unirradiated
1×Py sample is shown. The Si/SiO2 substrate, the Ta seed layer, the Py layer,
and the Ta cap layer can be clearly distinguished due to the mass contrast and
the well-defined interfaces. Even in the case of the unirradiated 10×Py sample,
displayed in Fig. 6.2b, with its subnanometer thick Ta spacer layers this is still
possible. Moreover, it is found that the actual thickness of the Py and Ta layers in
all investigated samples (also the 5×Py, which is not shown) differs from its nominal
value and is generally smaller than this. The reason for this deviation might be a
not perfectly calibrated sputtering system or samples taken from the edge of the
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Fig. 6.2: Cross-sectional TEM images of the unirradiated 1×Py sample (a) and 10×Py
sample (b) as well as (c) the 5×Py sample irradiated with a fluence of 3×1014 Ne
ions/cm2. The Py/Ta interfaces can be clearly distinguished. However, it can be
seen, that the actual thickness of the Py and Ta layers in the samples is smaller
than its nominal value.
sputtered Si wafer. The overall Py thickness in the unirradiated samples, which is
later needed for calculating the saturation magnetization MS, as determined from
the TEM images amounts to 17 nm, 16.0 nm, and 16.5 nm for the 1×Py, 5×Py, and
10×Py, respectively.
As mentioned in the introduction, Ta tends to intermix with Py thus reducing the
magnetic moment at the interface. Since intermixing occurs only on a length scale
of roughly 1 nm, it is in principle still possible to determine the active magnetic
volume of a multilayer by subtracting the estimated amount of dead layers. However,
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errors could be significant. It is known, that whenever ion irradiation is used the
intermixing effect is strongly enhanced. This is shown in Fig. 6.2c using the example
of the 5×Py sample irradiated with a fluence of 3×1014 Ne ions/cm2. The individual
Py and Ta layers can still be distinguished, but their interfaces have become blurred.
The reason for this is an increase of the Ta concentration in the Py layers close to
the interfaces, which in turn increases the thickness of the magnetically dead layers.
In addition to the TEM investigations, the result of irradiating the Py/Ta samples
with Ne ions has been simulated using the tridyn code [120]. In Fig. 6.3, the depth
profile of the relative concentration of the individual elements in the Py/Ta samples
before and after irradiation with selected fluences is depicted. For the simulations,
the Py has been replaced by its constituents Ni and Fe and only Si was used as
substrate due the limited number of elements available in the employed tridyn
code.
Starting from sharp interfaces at which the intermixing begins, the Ta concentration
in the Py layers increases towards their center. The thinner the Py layers and the
higher the number of interfaces, respectively, the stronger this effect. It is clear
that no valid assumption for the active magnetic volume can be made in such cases.
For regions of the Py layers in which the Ta concentration exceeds 10 % [121], an
amorphization of the crystalline alloy takes place [122–124]. This case is shown in
the lower panels of each sample system in Fig. 6.3. The corresponding fluence at
which amorphization occurs depends on the number of interfaces and amounts to
5×1016 Ne/cm2 for the 1×Py samples, 0.5×1016 Ne/cm2 for the 5×Py samples, and
0.1×1016 Ne/cm2 for the 10×Py samples, respectively. The three sample systems
then only differ with respect to the gradient of the Ta concentration at the interfaces
to the compound of Ni, Fe, and Ta, which is largest for the 10×Py. In addition to the
interface mixing, sputtering effects occur reducing the overall thickness of the Py/Ta
stacks. Whereas for the multilayers samples the thickness of the Ta cap layer only
reduces by about 1 nm, it is completely sputtered away in the case of the 1×Py due
to the high ion fluence. Furthermore, even 4 nm of the Py layer itself have vanished.
6.3 Static Magnetic Characterization
The static magnetic properties of the samples have been investigated by means
of longitudinal magneto-optical Kerr effect (MOKE). The easy axis magnetization
reversal curves of selected 1×Py samples, depicted in Fig. 6.4a, show the typical
behavior of a soft-magnetic material as it is expected for Py. It can be seen that
with increasing ion fluence the magnitude of the Kerr rotation and thus the magnetic
moment of the samples is subsequently reduced. The same is true for the uniaxial
anisotropy field of the samples, which can be determined from the corresponding hard
axis hysteresis loops shown in Fig. 6.4b. However, the coercivity of the samples, which
is very small, remains virtually unchanged. The magnetic anisotropy was further
investigated by measurements of the full angular dependence of the magnetization
reversal behavior. The remanence of the hysteresis loops of the 1×Py samples is
shown in Fig. 6.4c. For all samples a clear two-fold symmetry, which reflects a
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Fig. 6.3: tridyn [120] simulations of the depth profiles of the relative atomic concen-
trations in the (a) 1×Py, (b) 5×Py, and (c) 10×Py samples before and after
irradiation with different fluences.
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Fig. 6.4: Easy axis and hard axis hysteresis loops as well as full angular dependence of the
remanent magnetization of selected 1×Py samples (a,b,c) and the unirradiated
1×Py, 5×Py, and 10×Py samples (d,e,f).
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Fig. 6.5: Squared frequency dependence of the resonance field of (a) selected 1×Py samples
and (b) the unirradiated Py/Ta samples measured along the easy axis.
uniaxial anisotropy and remains unaffected by ion irradiation, is observed.
The influence of the number of interfaces on the static magnetic properties of the
samples is quite similar to the one of ion irradiation. From the easy axis and hard axis
hysteresis loops of the unirradiated 1×Py, 5×Py, and 10×Py, depicted in Fig. 6.4d
and Fig. 6.4e, respectively, it can be seen that with increasing number of interfaces
both the magnetic moment and the uniaxial anisotropy field decrease. Moreover, the
angular dependence of the remanent magnetization, plotted in Fig. 6.4f, also shows
a two-fold symmetry. Only the decrease of coercivity is in contrast to the effects of
ion irradiation. However, its values are almost zero in any case.
6.4 Dynamic Magnetic Characterization
The magnetization dynamics of the samples has been investigated by VNA-FMR as
well. In Fig. 6.5a, the square of the resonance frequency f 2res of the 1×Py samples as
a function of the magnetic field Bext applied along the easy axis is plotted. Whereas
there is virtually no difference between the unirradiated sample and the samples
irradiated with fluences up to 1×1015 Ne/cm2, a significant decrease of the resonance
frequency f can be observed for fluences of 2.5×1015 Ne/cm2 and higher. The
discontinuities are due to a disturbing resonance coming from the experimental setup.
Fig. 6.5b depicts the case for the three unirradiated samples. Here, the resonance
frequency strongly decreases with an increasing number of Py/Ta interfaces. Both
effects were expected due to the creation of dead layers leading to a reduction of the
effective ferromagnetic film thickness close to the interfaces [21,112–114,116].
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Fig. 6.6: (a) Polar and (b) azimuthal angular dependence of the resonance field of the
1×Py sample irradiated with 1×1015 ions/cm2 measured at X-band. The red
solid lines are fits.
In general, only the effective magnetization
µ0Meff = µ0MS − 2K2⊥
MS
, (6.2)
but not µ0MS itself, can be determined from MOKE and FMR measurements.
However, if the samples do not exhibit a perpendicular anisotropy, i.e., 2K2⊥/MS ≈ 0,
µ0Meff can be replaced with µ0MS and is entirely determined by the shape anisotropy
field. In the present case, this would allow to determine the saturation magnetization
simply from the slope of the resonance frequency without having to know the
magnetically active volume. In order to verify that there is really no perpendicular
anisotropy contribution, angle-dependent X-band FMR measurements have been
performed. The polar and azimuthal angular dependence of the resonance field for
the 1×Py sample irradiated with a fluence of 1×1015 Ne/cm2 are shown in Fig. 6.6a
and Fig. 6.6b, respectively. The solid lines are fits using the resonance equation as
described elsewhere [125]. µ0Meff amounts to 1.016 T. A uniaxial in-plane anisotropy
field of K2‖/MS=0.65 mT, but no fourfold or perpendicular anisotropy contribution
is found. In the case of the multilayers, only a single resonance line is observed,
which means that these behave like a strongly coupled, effective single film.
Determination of the Saturation Magnetization
Using Eq. (6.1), the uniaxial in-plane anisotropy field K2‖/MS and the saturation
magnetization µ0MS have been fitted from the VNA-FMR data. For this analysis, a
g-factor for Py of g = 2.10 (Ref. [126]) was assumed for all samples as exact values for
the irradiated samples are unknown. However, increasing g by 0.01 would decrease
µ0MS by 1 % only. The results are given in Tab. 6.1.
Complementary, µ0MS is also determined from MOKE measurements. In Fig. 6.7a
magnetization reversal curves of selected 1×Py samples measured in polar geometry
are shown. Since the loops do not show any hysteresis, the samples do not possess
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Fig. 6.7: (a) Magnetization reversal curves of selected 1×Py samples measured in polar
MOKE geometry. (b) Saturation magnetization µ0MS determined by FMR,
polar MOKE, and SQUID magnetometry. Data of the unirradiated samples are
shown in the gray-shaded area on the left-hand side. Error bars are 10 % for
the 10×Py samples, otherwise within symbol size.
a perpendicular anisotropy, which is in line with the X-band FMR results. In this
case, the saturation magnetization µ0MS can be determined from the intersection of
the steep reversal region and the horizontal saturation branch. The values of µ0MS
are shown in Fig. 6.7b.
The usual approach to determine the saturation magnetization of ferromagnets
is to use SQUID magnetometry. However, as mentioned in the introduction, this
magnetic-moment-based technique requires the knowledge of the effective magnetic
volume, which is practically impossible to determine in the case of ion irradiated
multilayers containing Ta. In the present case, SQUID magnetometry is therefore
only employed to determine µ0MS of the unirradiated 1×Py, 5×Py, and 10×Py
Tab. 6.1: Uniaxial in-plane anisotropy field K2‖/MS and saturation magnetization µ0MS
(both in mT) determined from VNA-FMR.
Ion fluence 1×Py 5×Py 10×Py
(Ne/cm2) K2‖/MS µ0MS K2‖/MS µ0MS K2‖/MS µ0MS
unirradiated 0.70 1018 0.01 841 0.31 517
1.0×1014 – – 0.31 808 0.19 435
1.5×1014 – – 0.00 701 0.36 330
2.5×1014 – – – – 0.21 267
5.0×1014 0.71 1022 – – – –
1.0×1015 0.65 1016 – – – –
2.5×1015 0.64 987 – – – –
5.0×1015 0.67 920 – – – –
1.0×1016 0.74 805 – – – –
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samples, since their overall Py thickness has been determined by TEM.
In Fig. 6.7b, the comparison of MOKE, FMR, and SQUID data of the unirradiated
samples (datapoints in gray area) shows consistent results. For the irradiated samples
no SQUID data can be achieved, as explained earlier. However, MOKE and FMR
represent suitable alternatives since they allow to determine the saturation magneti-
zation µ0MS without the knowledge of any film thickness. The good agreement with
the SQUID data of the non-irradiated samples supports this. With increasing ion flu-
ence, µ0MS subsequently reduces, which can be explained by the increased interfacial
mixing due to the ion irradiation. However, the way the saturation magnetization
decreases strongly depends on the number of interfaces. In the case of the 10×Py
samples, a linear decrease of µ0MS sets in already at small ion fluences. However,
for the 1×Py and 5×Py samples, the saturation magnetization remains constant
up to a certain ion fluence, but then starts to decrease even faster. For instance,
after irradiation with a fluence of 1×1015 Ne/cm2, the 1×Py sample still possesses
100 % µ0MS, whereas the 10×Py is already magnetically dead. The extrapolated ion
fluences for which µ0MS = 0 are 1.5×1015 Ne/cm2, 2.5×1015 Ne/cm2, and 6×1016
Ne/cm2 for the 1×Py, 5×Py, and 10×Py samples, respectively. These values are
close to the ones determined from the tridyn simulations.
6.5 Linewidth and Damping
As the number of interfaces or the amount of irradiation modifies the magnetic
properties, a similar impact is expected on the magnetic relaxation [14, 108]. The
damping parameters can be directly calculated from the resonance linewidth.
In Fig. 6.8a, the frequency-swept linewidth ∆f , as directly determined from VNA-
FMR, is shown. It can be seen that for all samples the linewidth first decreases and
reaches a minimum before it levels off again with increasing resonance frequency.
∆f is of the order of 240 – 400 MHz and increases with both increasing ion fluence
as well as with increasing number of interfaces. The minimum of the linewidth shifts
to higher frequencies the larger the ion fluence or number of Py/Ta interfaces.
Since the amount of information of the measured, frequency-swept linewidth ∆f










Fig. 6.8b shows its frequency dependence for the different samples. The linear slope
indicates that there is no magnon-magnon scattering [23]. The damping constant α
and inhomogeneous broadening ∆B0, are obtained from fitting





to the data and are summarized in Tab. 6.2. For 1×Py, α slightly increases with
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Fig. 6.8: Frequency dependence of (a) the frequency linewidth ∆fPP and (b) the field
linewidth ∆B. The solid lines are fits according to Eq. (6.4).
ion fluence from a typical Py value [101] of α=0.013 (unirradiated) to 0.018 at
1×1016 Ne/cm2 due to Py–Ta intermixing caused by the irradiation. For higher
numbers of Py/Ta interfaces (unirradiated) α is much higher: 0.021 (0.034) for 5×Py
(10×Py). This is explained again by the even higher fraction of intermixed Py–Ta
compared to the pure Py fraction as the Py layers get thinner in the 5×Py and
10×Py samples. The ∆B0 contribution is quite small ranging from 0.07 mT for
1×Py irradiated with 1×1015 Ne/cm2 to 0.45 mT for the unirradiated 10×Py sample.
It slightly decreases with increasing ion fluence, but increases with increasing number
of interfaces. The latter is likely caused by mosaicity, i.e., an angular spread in the
sample parameters due to a higher roughness caused by strain in the increasing
number of interfaces.
6.6 Conclusion
The magnetostatics and dynamics of ion irradiated, soft magnetic Py/Ta single and
multilayer films have been studied with the main objective of finding a way to deter-
mine their saturation magnetization. Both polar MOKE and FMR measurements
Tab. 6.2: Effective damping parameter α and inhomogeneous linewidth broadening ∆B0
of selected Py/Ta samples.
Sample α ∆B0 (mT)
1×Py unirradiated 0.013 0.22
1×Py 1.0×1015 0.014 0.07
1×Py 1.0×1016 0.018 0.15
5×Py unirradiated 0.021 0.36
10×Py unirradiated 0.034 0.45
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have proven to be suitable methods to determine µ0MS, circumventing the problem
of the unknown effective magnetic volume that causes conventional techniques like
SQUID or VSM to fail. Provided there is no perpendicular anisotropy contribution
in the samples, the saturation magnetization can be determined even in the case
of strong interfacial mixing due to an inherently high number of Py/Ta interfaces
and/or ion irradiation with high fluences.
With both increasing ion fluence and number of Py/Ta interfaces, a decrease of
saturation magnetization and an increase of damping has been observed. In the case
of the 10×Py samples, a linear decrease of µ0MS sets in already at small ion fluences.
However, for the 1×Py and 5×Py samples, the saturation magnetization remains
constant up to a certain ion fluence, but then starts to rapidly decrease. Ne ion
irradiation causes a mixing and broadening of the interfaces. Thus, the Py/Ta stacks
undergo a transition from being polycrystalline to amorphous at a critical fluence
depending on the number of interfaces. The saturation magnetization is found to
vanish at a Ta concentration of about 10 – 15 at.% in the Py layers. The samples
possess a small uniaxial anisotropy, which remains virtually unaffected by the ion
fluence, but slightly reduces with an increasing number of interfaces.
In addition to magnetostatics, the dynamic properties of the samples have also
been investigated. The Gilbert damping parameter α increases with both increasing
number of Py/Ta interfaces and higher ion fluences, with the former having a stronger
influence. The inhomogeneous linewidth broadening ∆B0 increases as well with
increasing number of Py/Ta interfaces, but slightly decreases for higher ion fluences.
Thus, ion irradiation offers the possibility to selectively modify saturation magne-
tization and damping in a post-deposition process.
7 Summary and Outlook
The main objective of this Ph.D. thesis was to construct a VNA-FMR spectrometer
capable of performing both azimuthal and polar angle-dependent measurements
using a magnet strong enough to saturate samples containing iron. Starting from
scratch, this comprised numerous steps such as developing a suitable CPW design,
and writing the control, evaluation, and fitting software before it has been successfully
accomplished.
In a first step, a test setup (VNA-FMR Setup 1) has been constructed, which
employed a pair of Helmholtz coils to generate magnetic fields of up to B = 0.08 T
and a straight CPW. With this setup, the scientific results presented herein have
been obtained.
In a second step, the final setup (VNA-FMR Setup 2) has been built, which is much
more sophisticated and is vastly improved in the following points: (i) The maximum
available magnetic field, generated by an electromagnet, amounts to B = 2.2 T and
thus almost corresponds to 30 times the value generated by the Helmholtz coils. (ii)
The employed CPW is designed and optimized for frequencies up to 50 GHz. (iii) Full
azimuthal and polar angle-dependent measurements allow for a much more precise
investigation of magnetic anisotropies. (iv) Measurements run fully automated and
can be remotely controlled.
From the two possible modes of operation, the frequency-swept one has been used
throughout this thesis and the measurements have been evaluated using the full
two-port data evaluation method, which offers utmost accuracy.
The first samples extensively studied with VNA-FMR Setup 1 are soft magnetic
Py/Ta single and multilayer films. The implications of ion irradiation on their
magnetostatic and dynamic properties have been investigated with the main objective
of finding a way to determine their saturation magnetization. Both polar MOKE
and VNA-FMR measurements have proven to be suitable methods to determine
µ0MS, circumventing the problem of the unknown effective magnetic volume that
causes conventional techniques like SQUID or VSM to fail. Provided there is no
perpendicular anisotropy contribution in the samples, the saturation magnetization
can be determined even in the case of strong interfacial mixing due to an inherently
high number of Py/Ta interfaces and/or ion irradiation with high fluences.
With both increasing ion fluence and number of Py/Ta interfaces, a decrease of
saturation magnetization has been observed. In the case of the 10×Py samples, a
linear decrease of µ0MS already sets in at small ion fluences. However, for the 1×Py
and 5×Py samples, the saturation magnetization remains constant up to a certain
ion fluence, but then starts to rapidly decrease. Ne ion irradiation causes a mixing
and broadening of the interfaces. Thus, the Py/Ta stacks undergo a transition from
being polycrystalline to amorphous at a critical fluence depending on the number of
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interfaces. The saturation magnetization is found to vanish at a Ta concentration of
about 10–15 at.% in the Py layers. The samples possess a small uniaxial anisotropy,
which remains virtually unaffected by the ion fluence, but slightly reduces with an
increasing number of Py/Ta interfaces.
In addition to magnetostatics, the dynamic properties of the samples have been
investigated as well. The Gilbert damping parameter α increases with both increasing
number of Py/Ta interfaces and higher ion fluences, with the former having a stronger
influence. The inhomogeneous linewidth broadening ∆B0 increases as well with
increasing number of Py/Ta interfaces, but slightly decreases for higher ion fluences.
In the near future, VNA-FMR Setup 2 will experience several upgrades. First, an
optimized version of the employed CPW, featuring a narrower center conductor for
higher excitation field amplitudes, a smaller sample load section, and an improved
launch taper geometry is under development. Second, the field-swept mode of opera-
tion is about to be implemented. Third, an all-in-one software solution combining
the conversion from S-parameters to dynamic magnetic susceptibility, the extraction
of resonance frequency and linewidth as well as fitting the data from angle-dependent
measurements is planned.
Future scientific activities will focus on the investigation of magnetic damping in
various sample systems such as Heusler alloys, with focus on two-magnon scattering.
Apart from studying only extended thin films, it is a mid-term goal to investigate
arrays of micron-sized elements like dots and squares, which are directly patterned
on the CPW. The necessary tools, namely electron beam lithography and focused ion
beam systems, are available for some time now and can be used to produce CPWs
by oneself.
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