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 X.1 Introduction 
Upward trends in energy costs are a powerful motor in the development of new 
energy sources, and reduce relative costs of a range of technologies. This is the case 
for the III-V semiconductor compounds which are traditionally1 an expensive 
photovoltaic technology whilst also being the most efficient, with corresponding 
advantages and disadvantages. 
Principal among the disadvantages are relatively complex synthesis and device 
fabrication, and corollary issues such as availability of relatively rare elements (In, 
Ga).2 These two points are largely responsible for the higher cost. 
Among the advantages, on the other hand, are a number of materials characteristics 
which help make III-V solar cells the most efficient photovoltaic materials available 
at present. The principal reason for this is the flexible combination of a range of 
materials from binary to quaternary compounds with a corresponding flexibility of 
bandgap engineering. More significantly, a number of these compounds interact 
strongly with light, since they largely retain direct bandgaps and correspondingly high 
absorption coefficients, and therefore also tend to radiate light efficiently. This is a 
class of materials that therefore features most of the opto-electronically efficient 
semiconductors. 
With these advantages, the III-V semiconductors are a flexible group of materials well 
suited for opto-electronic applications. They are therefore good materials for high 
efficiency solar cells using the basic single junction concepts developed since the 
early days of photovoltaics. The bandgap engineering aspect allows this class of cells  
to be tailored to different spectra, for example global, direct concentrated  or space 
spectra and their corresponding applications. Moreover, they are ideally suited for the 
fundamental development of new concepts because the flexible bandgap engineering 
properties allow new designs to be investigated. 
The overall result of these considerations is that niche applications requiring high 
efficiency or fundamental research have largely driven III-V photovoltaic 
development to date. Historically, the first and most important niche application has 
involved space applications where low weight and hence high efficiency combined 
with reliability is the prime concern. This is currently in the process of being 
supplemented by terrestrial applications using the cost reducing solar concentrator 
technologies. 
The following sections address some materials aspects of III-V solar cell development 
with a focus on design for maximum efficiency resting on the flexibility afforded by 
this family of materials. 
 
 
Figure 1 Significant III-V semiconductors in terms of 300K lattice parameters and 
bandgaps, with the horizontal dashed area indicating the range of GaInAsP 
compositions, and situating common III-V and group IV substrates in the context of 
the solar spectrum (shaded area upper, right axes). 
X.2 Materials and growth 
X.2.1 The III-V semiconductors 
The III-V semiconductors are based on group III or Boron group and group V or 
Nitrogen group elements as illustrated in figure 1. This common diagramme,3 situates 
the most interesting compounds for photovoltaic applications in terms of their 
bandgaps and lattice constants as reported in a range of sources.4-7 Also shown is the 
terrestrial solar spectrum AM1.5 allowing us to see the III-V materials in the context 
of available power, and demonstrating good coverage of nearly the entire terrestrial 
spectrum. 
The most commonly used substrates are first GaAs and then InP, which incidentally 
possess bandgaps near the ideal for solar conversion as we will see. Furthermore, 
materials compatible with these substrates are the most technologically important. 
These are first of all lattice matched compounds, which can be grown without strain 
relaxation and associated defects reducing device performance. The dashed arrows on 
figure 1 indicate substrate lattice parameters and we include here the two main group 
IV semiconductors Ge and Si, which as we will see provide possible routes to lower 
cost fabrication via heterogeneous growth. We note in passing  that Ge is close to 
lattice match with GaAs, and that a small amount of In to GaAs can allow exact 
lattice matching to low cost Ge substrates. The substrate is therefore frequently used 
in triple designs as the lowest bandgap component as we will see subsequently. 
In addition to the binary compounds, a rich family of ternary and quaternary 
compounds are available by substitution of a range of fractions of different group III 
and group V atoms while keeping a stochiometric III-V ratio.  
Considering first the GaAs materials family, the ternary compound, AlxGa1-xAs is 
historically the first extensively studied material.8-10 It retains a direct bandgap greater 
than GaAs over the greater part of the compositional range,  and remains nearly lattice 
matched to GaAs across the entire range of Al fractions (fig. 1). Residual strain can be 
essentially eliminated with the addition of a small amount of phosphorus allowing 
lattice matched AlAs0.96P0.04 growth on GaAs. It suffers however from materials 
issues related primarily to Al and associated recombination DX centres9-11 which limit 
device efficiencies unacceptably. Furthermore, these compounds are increasingly 
unstable and highly reactive with increasing Al composition. As a result, despite the 
seemingly ideal band-gap engineering potential of these compounds, their use in 
photovoltaic cells is largely limited to window layers, tunnel junctions, and some 
work on heterojunction AlGaAs/GaAs concepts.12 
Nevertheless, there exist other less reactive Al ternary and quaternary compounds 
with gaps greater than GaAs. The chief amongst these for photovoltaic applications is 
AlInP lattice matched to GaAs. It is an important window layer and usually preferably 
to AlGaAs due to its lower reactivity. 
Considering phosphides, the ternary compound Ga0.515In0.485P is also lattice matched 
to GaAs. The gap of this material varies as a function of sublattice ordering: an 
ordered group III lattice yields a direct gap of 1.96eV, which is reduced, depending on 
the degree of disorder, by up to 0.5eV.13 
For bandgaps lower than GaAs, there is a shortage of attractive III-V compounds 
compatible with GaAs. The quaternary solution In1-xGaxNyAs1-y nitrides has been 
proposed14, as the addition of just a few percent of nitrogen allows lattice matching 
and an ideal third junction bandgap. It also, however, introduces crippling materials 
defects that lead to unacceptably short minority carrier lifetimes for reasons that are 
fully understood although insterstitial nitrogen has been shown to play a role15. But 
despite slow progress for some time, a breakthrough has recently been achieved by 
Sabnis et al. of Solar Junction, with the pentenary GaInNAsSb. They have reported16 
an independantly verified world record efficiency of 43.5% at 400 suns. Despite this 
impressive result, details are unavailable and the performance of this novel pentenary 
dilute nitride is ill defined. 
Concerning substrates of InP, only the ternary In0.53Ga0.47As of bandgap 
approximately 0.72eV is lattice matched to it. As we will see this is a non-ideal 
bandgap combination for multijunction designs. More fundamentally, InP, despite its 
near ideal bandstructure and corresponding limiting efficiency of 31% has achieved 
just 22% two decades ago with no certified progress since,17 although related work18 
continues on cells lattice matched to InP substrates. This is due partly to inherent 
performance issues, and to the fact that InP is a relatively dense and rather brittle 
material19,20 and therefore poses handling difficulties making industrial low cost 
development challenging. 
The overall conclusion is that the quaternary compound GaInAsP is currently the 
most important materials family, including as it does compounds lattice matched to all 
the major substrates in use. It comprises as subsets the three important ternary 
phosphides which are GaAsP, GaInP, and InAsP, as well as the all important GaInAs 
materials family, essential in a wide range of applications. 
This over-view of materials leads us to the conclusion that compounds of the 
GaInAsP family on GaAs and Ge substrates are the most promising. The following 
sections give an overview of some progress in the development of designs based on 
these materials. 
X.2.2 Growth methods 
A brief mention of III-V growth21 is key to understanding the cost of these materials. 
To start with, wafer growth is by standard single crystal boule fabrication usually by 
one of two methods. 
The first is the Czochralski method, where a single crystal seed of the material in a 
known crystal orientation is placed in contact with the melt comprising of a liquid 
solution of the same material, which may be encapsulated to prevent the evaporation 
of some species, and in particular As. The crystal is pulled slowly from the melt 
producing a single crystal ingot or boule. 
The similar float zone and Bridgman alternatives consist of moving the melt away 
from the seed, rather than pulling the seed and crystal away from the melt. The 
recrystallisation occurs behind the moving heater and associated melt zone, resulting 
again in a single crystal boule. This method has one advantage in that impurities are 
expelled from the melt at the interface with the crystal. By this means, very high 
purity crystals can be achieved by repeated passes with the impurities segregated in 
the section of the boule furthest from the seed. 
The boule is subsequently mechanically cut into wafers. Following this, surface 
treatment such as polishing produces the final single crystal wafers ready for further 
processing. The processing may consist of direct conversion into devices. For solar 
cells, the process consists primarily of diffusion or ion implantation of doping profiles 
defining the junction and enabling photovoltaic action, followed by additional 
essential features such as metal contacting which is an art we won’t explore further 
here. 
The steps described so far allow fabrication of single junction solar cells. More 
sophisticated structures are made using such wafers as growth substrates by further 
epitaxial growth techniques. 
The first class is the relatively low cost chemical vapour deposition methods. The 
dominant variant is atmospheric pressure metal organic vapour phase epitaxy 
(MOVPE or MOCVD). This is a technique whereby metalorganic precursor gases, 
optionally including dopant species, are flowed through a growth chamber. The 
precursors impinge on the wafer, placed on a temperature controlled stage, leading to 
epitaxial growth at a rate of the order of microns per hour. A simple example is 
trimethyl-Gallium (TMGa) and arsine (AsH3) in a H2 carrier react (Ga(CH3)3 + AsH3 
 GaAs + 3 CH4) forming epitaxial GaAs monolayers. 
In principle any number of sources can be attached to a growth reactor. Switching 
between these enables the layer-by-layer growth of heterogeneous semiconductors 
within limits set by material properties of strain and reactivity and materials specific 
residual background levels that may accumulate in the reactor. 
Further techniques, such as low pressure LPCVD, are varations on the same theme, 
each with its strengths and weaknesses. Overall however MOCVD is much used due 
to its relatively low cost and the monolayer control achievable in the best conditions. 
The second higher cost growth method is molecular beam epitaxy (MBE). In this ultra 
high vacuum technique ultrapure precursor solids are placed in radiatively heated  
graphite Knudsen cells attached to the growth chamber containing the substrate. 
Opening shutters on the cells allows a molecular beam to be emitted from the cell at a 
temperature  controlled rate. This beam impinges on the temperature controlled 
substrate stage, which may be angled to adjust growth modes and conditions, and 
rotated to optimise growth uniformity. 
A range of Knudsen cells are usually attached to a MBE reactor in order to deposit 
heterogeneous structures on a single substrate, with the same limitations due to 
geometry and materials properties. Here variants again exist, for example gas-source 
GSMBE or metalorganic MOMBE. 
 
 
X.2.3 Heterogeneous growth 
The layer deposition methods we have outlined above allow excellent two 
dimensional control of different materials, but there are fairly tight limitations on the 
heterostructures that can be grown. The first, which we will not mention in detail, is 
that certain species with high sticking coefficients for example have an unfortunate 
tendency to haunt growth chambers for example by dynamically adsorbing and 
desorbing from surfaces in the growth chamber. This can seriously contaminate 
subsequent layers and must be avoided by growth chamber purges which significantly 
increase machine down time and deposition cost. Furthermore, ideal growth 
conditions differ for different materials. In  particular, different growth temperatures 
are routinely needed for different materials but must be carefully optimised to take 
account of different thermal coefficients of expansion, of solubility, and therefore of 
elemental species migration. The greatest difficulty in this class is generally dopant 
diffusion, as in the well known case of highly mobile Zn diffusion in AlGaAs/GaAs. 
Finally, an all-important heterogeneous growth consideration is the lattice constant. 
Sequentially growing layers with different lattice constants in the same stack gives 
rise to strain. The total strain energy increases with the layers thickness deposited. 
Above a limit known as the Matthews-Blakeslee22 critical thickness, the cumulative 
strain energy density at the heteroface becomes greater than the bond energy and the 
total system energy releases strain potential energy by breaking bonds in the interface 
region. This is strain relaxation which generates dislocations that seriously 
compromise cell performance and even structural integrity. The Matthews-Blakeslee 
limit is a function of materials parameters , the lattice constant and elasticity tensors. 
For example no more than approximately 351Å or so of In0.01Ga0.99As, that is about 
60 monolayers, can be grown on GaAs before the limit is exceeded and misfit 
dislocations are generated. 
Solutions to the lattice misfit problem have been implemented however. One is strain 
compensation in multilayer structures with alternating compressive and tensile strain 
layers. Another is to allow the layer to relax. It is seen that after a sufficient further 
layer thickness, the dislocation density can return to reasonably low levels, sufficient 
for some device applications This is known as the virtual substrate or relaxed buffer 
technique by metamorphic growth. Finally, a variation on this is the graded buffer 
growth technique23 which has been used with some success in multijunction solar 
cells. With this method the composition is varied in incremental steps, restricting the 
dislocations in each case and again producing an effective virtual substrate.
X.3 Design concepts 
Improving design starts with understanding losses. In solar cells under illumination 
these include extrinsic losses such as reflection or external resistance, and intrinsic, 
such  as optical and electrical transport losses, which we will consider next. 
The optical losses result from poor light-matter interaction and first of all, inefficient 
light absorption. The transport losses can be described under the umbrella of finite 
carrier lifetimes and corresponding recombination loss via a range of channels.  
Understanding and addressing these loss issues can be achieved most reliably via 
numerical modelling24-26 which can deliver exact solutions to analytically intractable 
problems. These are obtained at the expense, however, of some physical 
understanding , though this can be recovered by sweeping large parameter spaces. 
These numerical methods are usually required for complex materials and structures. 
Understanding can also be gained via analytical methods by applying approximations 
resulting from exploring physical processes in limiting cases. In this case precisely the 
reverse is true, in that greater understanding is achieved at the expense of physical 
accuracy, which may, however, be recovered by refining the theoretical picture. 
Furthermore, this approach is well suited to crystalline materials and structures 
symetrical enough to lend themselves to analytical methods, as is the case with many 
III-V designs. 
The following sections follow the second route, and apply analytical models to a 
range of scenarios. We first develop a picture of the dominant sources of efficiency 
loss to be addresssed, and investigate some examples of solutions that may address 
these losses. 
Figure 2  Illustration of losses with respect to the AM1.5G spectrum in a GaAs cell, 
showing transparence loss for photons with less energy than Eg, and thermalisation 
loss for electrons and holes absorbing photons with energy greater than Eg. 
X.3.1 Light and heat 
We now examine the fundamental losses of light absorption and heat dissipation in 
order to define the basic concepts of solar cell design, and the answers that III-V 
materials may bring to the issue. Of the first category of optical losses mentioned 
earlier, we start with the transparency of the cell to photons with energies below its 
bandgap. This obvious and important fact in cell design is illustrated in figure 2 
showing that fraction of the incident AM1.5G spectrum with energy below gap that is 
transmitted through a cell. The resulting transparency loss as a function of bandgap is 
illustrated in figure 3. This loss is small for low gap materials as expected, and rises 
with increasing bandgap. InP, for example, is subject to a 26.6% transparency loss. 
The next fundamental loss is thermalisation (fig. 2) whereby carriers photo-excited 
with energies greater than the bandgap Eg rapidly thermalise, mainly via collisions 
with the lattice, establishing a steady state minority carrier population with a quasi-
Fermi level (QFL) near the band-edge. The photo-generated carriers are harvested 
with a fixed energy close to that of the lowest energy photons absorbed, wasting the 
remainder largely as heat. The resulting loss again is shown in figure 3 and this time 
shows an unsurprising high thermalisation loss for low bandgaps. For InP, again, the 
loss is a 26.7%, nearly identical to the transparency loss.. This symmetry is consistent 
with the fact that InP is close to the optimum bandgap as we will see with more exact 
methods. Together, the transparency  and thermalisation loss mechanisms lead to a 
total maximum efficiency of 46.7% as shown on figure 3 by the solid line combining 
both loss mechanisms. 
Figure 3  Effects of thermal and transmission losses on single junction solar cell 
efficiency as a function of cell bandgap considering no other losses. 
For a an ideal GaAs cell with no further losses, integrating the potential power as 
described shows that the total maximum efficiency with only thermal and 
transmission losses is 45.1%. This limit is set by incident energy losses of 24.8% by 
thermalisation, and 30.1% through transparency, which is consistent with the slightly 
higher bandgap of GaAs compared to InP. 
Finally, the best case cell efficiency from this analysis is to be 48.8% for a bandgap of 
1.13eV, surprisingly close to silicon. 
Having set out the basic mechanisms illustrating the trade-off between greater 
absorption and greater thermal loss, we now develop a more accurate picture of 
efficiency limiting mechanisms in solar cells, in order to address the resulting issues. 
X.3.2 Charge neutral layers 
The first transport loss is the well known Shockley27 injection current in the dark, 
whereby majority carrier electrons and holes diffuse from an n or p region across the 
built in potential or junction bias under a concentration gradient and against the 
junction potential. They diffuse  into a charge neutral region where they are minority 
carriers, and therefore recombine, giving rise to a net current. The diffusion or 
injection rate is a function of how long the diffusing carriers remain as minority 
carriers before recombining – the faster they recombine, the faster they are replaced, 
thereby increasing the injection current. This is characterised by hole minority carrier 
lifetimes τn in the n doped charge-neutral region and likewise τp for electrons in the p 
doped charge-neutral region, or, via the Einstein relations Ln=[τn Dn]1/2 and Lp=[τp 
Dp]1/2 in terms of electron and hole diffusion constants Dn, Dp  respectively, and 
diffusion lengths Ln, Lp across charge neutral widths xp and xn. The complete 
expression28 for the dark current density at bias V can be expressed as 
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   (1) 
where nip is the intrinsic carrier concentration in the p layer doped at a level NA, of 
surface recombination velocity Sn, and corresponding parameters nin and ND in the n 
doped later with its recombination velocity Sp.  
The Shockley injection formalism, operating under the impetus of a concentration 
gradient, does not differentiate between bulk transport recombination mechanisms 
(whether radiative or nonradiative). The lifetimes follow an inverse sum law of 
contributions from a range of recombination mechanisms, the most important of 
which are radiative transitions across the gap, and non radiative recombination with 
phonon emission. The latter usually dominates in charge neutral layers as a 
consequence of doping as we will see further in this discussion. 
We will also see that although the Shockley injection does not discrimate between 
radiative and non radiative processes, explicitly modelling the upper limit of the 
radiative recombination can enable us to define an explicitly non-radiative Shockley 
injection level. 
The photocurrent from these layers can be evaluated using standard one dimensional 
analytical methods in the depletion approximation.29 We repeat them briefly here to 
show the complementarity of light and dark solutions and increased model reliability 
that results, and the understanding that this yields. 
Neglecting possible optical reflections at the back contact, The generation rate G at 
position x is determined by the Beer-Lambert law relating incident flux F, reflectivity 
R and absorption coefficient α as 
  
G(x,λ) = F(1− R)αe−αx       (2) 
The resulting photocurrent collected from thecharge neutral fraction of the p layer can 
be evaluated from the excess minority carrier concentration ΔnP, relative to 
equilibrium in the dark. This is determined, in the absence of an elecric field term in 
the charge neutral layers, from the balance of generation and recombination, 
expressed in terms of ΔnP in the p layer as 
  
d2Δnp
dx2 −
Δnp
Ln2
= −
G(x)
Dn
    (3) 
which can be solved with appropriate boundary conditions given by surface 
recombination and the depletion approximation.3 A similar expression for Δpn yields 
excess minority carrier concentration in the charge neutral n layer. The photocurrent 
from both charge neutral layers is given by the gradient, with the appropriate sign, 
taken at the p and n layer depletion edges, of the minority carrier concentrations. The 
sum of these two photocurrents defines the charge neutral layer contribution to the 
total solar cell photocurrent JPH. 
 
X.3.3 Space charge region 
The space charge region (SCR) non radiative recombination dark current can be 
expressed in terms of hole and electron diffusion profiles extending across it. This is 
the Shockley-Read-Hall (SRH) formalism30 which may be expressed analytically in 
terms of carrier densities n and p as a function of depletion layer extending from x1 to 
x2 giving the following SRH recombination current density 
  
JSRH (V ) = q
p(x)n(x) − ni2
τ n (p(x) + pt ) + τ p(n(x) + nt )
⎛ 
⎝ ⎜ 
⎞ 
⎠ ⎟ x1
x2
∫ dx    (4) 
This current describes the non radiative recombination considering only mid-gap trap 
levels (the most efficient for recombination) and a space-charge layer with trapped 
electron and hole densities nt and pt, and electron and hole non radiative lifetimes τn 
and τp , respectively. 
In the space charge region under illumination, the injected majority profiles are 
perturbed by a small population of free carriers collected at the depletion edges, and 
of free carriers photogenerated in the SCR. The transport of these excess free carriers 
is dominated by drift, and lifetimes much greater than the short transit time across the 
depletion layer. For this reason, the photocurrent contribution from the space charge 
region is assumed equal to the integral of the generation rate over that region. The 
sum of this SCR photocurrent and the charge-neutral contributions defines the total 
photocurrent JPH. 
 
 
X.3.4 Radiative losses 
The last loss mechanism we consider is the radiative loss which applies in some 
measure to both charge neutral and SCR regions. This is the loss that is a direct 
consequence of absorption, and sets the fundamental limit on the efficiency of solar 
cells31. 
The generalised Planck equation expresses light emitted by a grey-body32 as a 
function of  absorption, geometry, and chemical potential or QFL separation of 
recombining species. It defines33 the total current density JRAD corresponding to the 
emitted luminescent flux at bias V from a radiative emitter as an integral over the 
photon energy E and surface S as 
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where n is the refractive index of the grey-body, ∆φ is the quasi-Fermi level 
separation (the difference between hole and electron QFLs), and the other symbols 
have their usual meanings. The absorptivity 
  
α(E,θ,s) is the line integral over position 
through the different layers of the cell along the optical path of radiation at angle θ 
with the normal  exiting or entering surface S, the total emitting surface in three 
dimensions.32 Therefore, JRAD is minimised by reducing S, for example by coating the 
cell with reflective materials except on the absorbing fraction of the cell’s surface 
facing the sun. This incidentally increases light traping and is closely related to 
photon recycling concepts. 
The spatial variation of the quasi-Fermi level separation is a function of material 
quality: In the high mobility SCR, it is essentially equal to the applied bias, and 
constant. In defective (for example heavily doped) charge neutral layers, injected 
carriers have short lifetimes. Their density therefore decreases expontentially away 
from the SCR edge, which is equivalent to a QFL separation tending to zero. In thin, 
high purity charge neutral material, however, lifetimes are long and the diffusion 
length may be significantly greater than the charge-neutral layer thickness. In this 
case, it is reasonable to assume, as Araujo and Martí,31 the upper limiting case of a 
constant quasi-Fermi level separation equal to the applied bias across the entire device 
and a consequently higher radiative recombination current.  
These points are important in determining how close to the radiative limit cells are 
operating. They do so by placing a maximum possible upper limit on the radiative 
character of charge-neutral layers in the case that these layers have lossless transport. 
This limit can be expressed by evaluating equation 5 with an absorptivity path integral 
  
α(E,θ,s) across the charge neutral layers. In this way, the QFL separation and 
absorption of different layers and their position determines their contribution to the 
total luminescence. In this way we can express the upper limit 
  
JRADcn  on charge neutral 
luminescence and corresponding recombination current. 
The minority carrier transport is fixed by the carrier continuity equation 6, the 
solution of which yields the charge-neutral contribution to the photocurrent JPH. 
Knowing the total Shockley injection 
  
JS  and the upper limit on its radiative fraction 
  
JRADcn  we can define the lower limit of the non-radiative fraction of the Shockley 
injection 
  
JScn  as the remainder. That is, the lower limit of the non-radiative fraction of 
the Shockley injection is 
  
JScn = JS − JRADcn . 
To summarise these points, the photocurrent and Shockley formalisms complement 
the radiative limit. The combination of these three formalisms enables us to formulate 
an explicitly non-radiative modification of the generic Shockley injection level and to 
define a radiative recombination fraction as a function of bias. This is defined as the 
radiative fraction of the total recombination as follows: 
  
η
RAD
(V ) = JRADJSRH + JRAD + JScn
    (6) 
where the definition relies on the explicitly non-radiative 
  
JScn  in the subscript to avoid 
double-accounting for the charge neutral radiative recombination current which is 
already included in JRAD. 
This important point allows us to clarify an issue whereby dark current measurements 
and their diode ideality factors cannot differentiate between non-radiative and 
radiative limit recombination regimes in the dark. These regimes, and hence the 
radiative recombination fraction defined above, remain relevant in the light, via the 
superposition principle that we will come to below. 
The significance of these remarks on explicit radiative recombination fraction is that, 
as we mentioned earlier, the radiative limit is the most efficient operating regime of 
solar cells, in which the only loss is the re-emission of light at an intensity partly 
determined by the absorption coefficient as shown in the Planck non-black-body 
equation. It is instructive to look at the resulting maximum conversion efficiency 
shown in figure 4. The ideal bandgap of 1.35eV for the AM1.5G spectrum is 
remarkably close to InP, which is wholly consistent with the approximate analysis of 
thermal and transparency losses seen earlier. A similar analysis can be applied to 
multiple junction designs as we will see subsequently. 
 
 
Figure 4 Single junction solar cell ideal conversion efficiency in the radiative limit as 
a function of bandgap showing best single junction results to date for two key III-V 
semiconductors. Both have bandgaps close to the optimum of 1.35eV with a potential  
conversion efficiency of 31.1% for an ideal cell with only radiative recombination 
losses. 
 X.3.5 Resulting analytical model 
The sum of contributions from charge neutral p, and n zones , and space charge 
regions gives the total photocurrent density JPH. This defines the external quantum 
efficiency including reflection loss (QE) as ratio of collected carriers to number of 
incident photons at a given wavelength, that is, the probability that a photon incident 
on the solar cell gives rise to a charge carrier collected at the cell terminal.  
Finally, the light current density under applied bias, assuming superposition of light 
and dark currents is given by 
  
JL (V ) = JPH − (JS + JSRH + JRAD )     (7) 
where we use the photovoltaic sign convention of positive photocurrent. 
This light IV enables us in the standard manner29 to evaluate solar cell figures of merit 
such as the short circuit current JSC = JL(0), the maximum power point VMP, fill factor 
FF. Effects of parasitic resistance are included when modelling real data in the usual 
manner, that is, a series resistance defining a junction bias, and a parallel resistance 
and associated shunt current reducing the photocurrent. 
To put this model in context of other work, it is, firstly, equivalent with the classic 
Henry model for single to multijunction cells34 giving 31% efficiency for a single 
junction in the radiative limit, as seen above (fig. 4). It also agrees with further 
development concluding with Araujo and Martí31 and references therein. These 
authors consider an optimum radiatively efficient design with unit QE,  no non-
radiative losses, and emission losses restricted to the solid angle subtended by the sun 
and calculate a limiting efficiency of 40.7% for a single unit gap cell. The method 
used here is in good agreement, giving 40.1% in the same conditions. 
A further contextual issue is that of real data and the capacity of the model to fit it. 
With regards to this, a result of this modelling approach is the additional constraints 
placed on variable parameters by the light and dark mechanisms. For example, the 
minority carrier transport properties are constrained by their specification of 
photocurrent collection, and also, with a symmetry that reflects the minority carrier 
origin of both effects, are constrained by the Shockley injection current. This results 
in fewer free parameters and a more exact understanding of efficiency limiting 
processes. 
The only remaining free parameters are parallel and series resistive losses, and non-
radiative lifetimes for electrons and holes in the space charge region. Both of these 
however are adequately constrained by the dark current data and in their respective 
bias ranges constitute single parameter fits. 
The examples given so far have considered only AM1.5G solar spectra. The same 
principles hold for other spectra which we introduce here, such as the AM1.5 direct 
AOD and spatial AM0 spectra, together with light concentration frequently used in 
the field. 
 Figure 5 Spectral response of GaAs cells, showing a 20% efficient pin structure (a) 
and a record 25% efficient pn cell (b). 
 
Figure 6 Dark current of a 20% efficient  pin GaAs cell (a) and the record 25% 
efficient pn GaAs cell (b). The higher conversion efficiency for the pn cell is 
consistent with its higher radiative recombination fraction: at high bias approaching 
flat band, these recombination fractions reach 58% and 18% respectively, as indicated 
on the right axes of both figures. 
X.3.6 Single junction analyses 
To illustrate the concepts developed above, we look at two example of single junction 
solar cells. The first is a well characterised non-ideal 20% efficient pin structure 
(extrapolated to 5% shading) comprising a nominally undoped intrinsic i layer 
between emitter and base, while the second is a record 25% GaAs np solar cell35 with 
less available data but showing a slightly different and superior operating regime, and 
also with 5% shading reported. 
Figure 5 shows the spectral response data and model for both cells. The first notable 
difference is the significant intrinsic region contribution in the 20% pin cell as would 
be expected, and the good fit resulting from the use of the measured reflectivity (not 
shown) in the modelling. 
The 25% np cell shows a slightly inferior fit, resulting from the need to calculate the 
front reflectivity for a dual layer MgF2/ZnS anti reflection coating as described in the 
Kurtz reference35 (using 120nm MgF2 and 65nm ZnS thickness rather than the 
inconsistent 6.5nm quoted in the reference). It shows a negligible SCR contribution 
and a significantly higher short wavelength response than the 20% cell, despite the 
less promising np geometry for which the short wavelength QE is dominated by less 
efficient hole minority carrier collection in the n-type emitter layer. This is related to 
the main novelty of this cell, which is the use of a 30nm GaInP window on a thin 
0.1µm n-type emitter. The novel window is responsible for very low emitter-window 
recombination velocity allowing a thin emitter without excessive speading resistance 
and high collection efficiency in this thin n-type layer. 
Figure 6 shows the complementary modelling in the dark, using the transport 
parameters consistent with the QE modelling. The left and right axes show 
respectively the dark current contributions and resulting radiative efficiency. 
The 20% cell never reaches radiative dominance, the radiative share of recombination 
reaching about 18% as the cell approaches flat band and the effects of series 
resistance start to appear. More importantly, the radiative fraction at the maximum 
power point VMP under one sun illumination is just 0.1% showing overwhelmingly 
non-radiative dominance in this cell. 
Although dark IV data for the 25% efficient cell is not available to similarly high bias, 
the modelling of the lower efficiency cell strengthens the analysis of what data is 
available. Additionally, the fit is not as exact, which is attributable in part to less 
precise knowledge of  reported cell geometry and in particular cell grid coverage 
reported as approximately 5%.35 Bearing these issues in mind, the overall agreement, 
summarised in table 1, is nevertheless close. 
Comparing the two cells, we note that the radiative current density is comparable if 
slightly higher in the pn as might be expected in the light of the differences in 
geometry and shading which are such as to have little bearing on the net rate. 
The non radiative SRH rate is however much greater in the pin structure, despite the 
electron and hole SCR lifetime of 10ns as opposed to just 2ns in the 25% pn cell. This 
apparent contradiction between the longer lifetime in the less radiatively efficient pin 
cell and the lower non radiative recombination rate in the pn cell has two causes: The 
most important is the obvious longer lifetime in the undoped i layer of one structure 
which means less dopants or, equivalently, a lower defect density, and a longer 
lifetime as shown by the modelling. The lower non radiative injection current in the 
more efficient pn, on the other hand, is explained in part by the superior performance 
of the n-type charge-neutral layer in the pn case as a result of the novel window layer 
at the time of publication. 
The overall conclusion is that the modelling is consistent with available light and dark 
data and suggests that the 25% record cell is just about radiatively dominated but only 
at high bias. That is, the explicitly radiative recombination from the SCR and charge 
neutral layers accounts for 58% of the total as the cell approaches flat band. In 
addition, series resistance is negligible in this case, reflecting the high quality GaInP 
of window layer design and consequent high conductivity of the solar cell surface 
layers with little loss of photogeneration. This represesents the highest radiative 
efficiency this cell can conceivably attain at the high current levels obtained at high 
illumination levels under concentration. More practically, and more importantly, is 
the situation at the maximum power bias VMP=0.91V  (table 1). At this bias under one 
sun illumination, the radiative recombination fraction is 4%. This is far higher than 
the less efficient 20% cell, and yet still overwhelmingly non radiatively dominated. 
There emerges a consistent picture of the physical phenomena developed in 
describing these high purity crystalline solar cells: The dark current and light current 
modelling consistency leads to constrained modelling which reveals detailed 
information concerning the operational regime of solar cells.  
One conclusion of looking at the radiative fraction in the high bias regime where 
ideality 1 starts to dominate is that a solar cell with an ideality of 1 may be far from 
the radiative limit. It may in fact only ever asymptotically approach the radiative limit 
as doping levels in the charge-neutral layers are decreased, hence reducing the doping 
related defect density and non radiative recombination rate. In this low doped case, 
however, the overall cell efficiency drops due to a significant reduction of the built-in 
potential relative to the cell bandgap. An optimum can be estimated with the 
analytical methods described. A detailed analysis is beyond the scope of this chapter, 
but we can say that the optimum is a trade-off between high doping levels and 
efficient transport. High doping ensures a high junction potential, and lower injection. 
But shorter neutral layer lifetimes imply both higher injection levels and lower 
collection efficiency. A proper optimisation in terms of these competing processes 
ensures high collection efficiency together with a low Shockley injection, consistent 
with tending asympotically towards the radiative limit. 
  
 
 
Table 1. Record GaAs cell parameters published by Kurtz32 for AM1.5G compared 
with analytical model results. 
X.3.7 Conclusions 
This analytical overview of solar cell performance has examined the trade-off 
between thermal and transparency losses, and suggests that reducing these important 
losses is a promising strategy. 
The more detailed analysis of radiative and non radiative losses has shown a more 
realistic and significantly lower achievable efficiency with a single bandgap. Analysis 
of an efficient published cell shows an interesting point which is that solar cells with 
ideality factors tending towards 1 at high bias are not necessarily tending towards a 
regime dominated by the highest potential efficiency radiative recombination limit. 
These two points analysing single junction performance and loss set the stage for 
designs going beyond the single junction design in the following sections. 
 Jsc (A/m2) Vmp(V) Voc (V) FF (%) Efficiency (%) 
Kurtz32 285 NA 1.05 85.6 25.0 ±  0.8 
Model 278 0.91 1.05 82.7 24 
 Figure 7 Monolithic tandem multijunction solar cell band diagram solution to 
thermalisation losses. The series connection of pn junctions requires constant series 
current and a tunnel junction in order to cancel the current blocking np junction 
formed between pn sub-cells.The design raises materials compatibility issues for 
monolithic cell growth, in particular lattice constants. 
X.4 Multijunction solutions 
X.4.1 Theoretical limits 
In order to reduce the fundamental losses illustrated in figures 2 and 3, we must first 
absorb all incident photons and yet arrange things such that all these photons are 
absorbed close to the band-edge. These conflicting requirements could be resolved by 
reshaping the spectrum either by means of an intermediate filter absorbing all incident 
photons and re-emitting light in a narrow spectrum or ideally as a monochromatic 
beam. This method, and its variants up and down conversion,36 37 needs only a single 
junction accepting the re-shaped spectrum but predictably suffers from efficiency 
losses in the spectral conversion. 
Another option is spectral splitting,38 whereby the spectrum is separated into different, 
ideally monochromatic beams, which are absorbed by solar cells with appropriate 
bandgaps tuned to the part of the spectrum they are designed to convert to electrical 
power. This is a multiple cell solution, where, for most applications, the sub-cells 
would be connected in parallel, or in series with an equal series curent constraint. 
This concept of spectral splitting finally leads us to a simpler solution, developping 
the notion of sub-cells, which is to achieve a similar result by arranging the sub-cells 
optically in series, each acting as an optical filter to those underneath it. As shown in 
figure 7, the first cell to see the spectrum converts and filters the high energy photons, 
and so on through ideally an infinite number of junctions. This is the multijunction 
solar cell, and is ideally suited to III-V solar cell materials since, as we saw at the start 
of this chapter, these materials cover the greater part of the solar spectrum. 
The multijunction solution raises the problem of how to connect the sub-cells. The 
mechanically stacked solution is to place them in series optically, and contact them 
individually in parallel or even completely independently. This has the advantage of 
allowing the combination of arbitrary materials which may be lattice and current mis-
matched. However the complexity resulting from the multiple connections and 
optically efficient stacking means that this technique is limited to concentrator 
arrays.1 
Another solution is the monolithic series connected design, illustrated in figure 7 for a 
tandem cell. This scheme requires a constant series current constraint through all sub-
cells, and is therefore limited by the lowest photocurrent contribution. The other cells 
are forward biased away from their maximum power point until the series current 
constraint is met, resulting in a loss in output power. It also implies compatible 
growth in principle, regarding lattice constants and growth methods.  
A final design issue is the reverse diode presented by the series connection of 
subequent sub-cells, illustrated in figure 7, whereby the pn junction sub-cells are 
inevitably connected by a reverse biased np junction acting as a blocking diode. This 
must be short-circuited by a highly doped tunnel junction39 allowing majority carriers 
to flow unimpeded between sub-cells, thus completing the circuit.  
A simplified model sufficient for our purposes is given by Demassa40 and allows 
calculation of tunnel junction characteristics in terms of bulk materials parameters of 
the layers defining the tunnel junction, in particular effective masses, permittivity, and 
doping levels. A brief calculation which we will not describe in detail shows that 
good tunnel junction materials must posess a high density of states, and must be 
degenerately doped. Solar cells impose further constraints, which are that the tunnel 
diode must be as thin as possible, and possess a high bandgap in order to remain 
optically thin, since any light absorbed in these degenerately doped layers does not 
contribute to photovoltaic action. A properly designed tunnel junction is ohmic up to 
a limiting current, and may be treated as a series resistance, together with an 
associated optical loss, which is the approach used in the modelling presented here. 
To conclude this brief mention of ohmic tunnel junctions, we note, referring to figure 
1, that AlGaAs and GaInP, lattice matched to GaAs, are good candidates for tunnel 
junctions because of their high bandgaps. Another material mentioned earlier is AlInP 
lattice matched to GaAs, and which constitutes another indirect high bandgap material 
for tunnel junctions and window layers as we will see subsequently. 
 Figure 8 Ideal dual junction solar cell maximum conversion efficiency in the radiative 
recombination limit as a function of higher and lower junction bandgaps, showing the 
absolute maximum of 42.2% and the highest conversion efficiency of 38% achievable 
with a GaInP on GaAs tandem. 
X.4.2 Materials limitations 
The radiative efficiency limit for an infinite number of sub-cells31 is about 86%. More 
practically, we find that a tandem cell with two junctions may reach 42.2% without 
concentration. This is illustrated by the efficiency contour (figure 8) in terms of upper 
and lower gaps assuming only radiative losses and therefore a perfect, lossless  tunnel 
junction. Non-ideal bandgap combinations may, however, reach efficiencies close to 
this. Examining at the contour shows a tandem efficiency that is relatively insensitive 
to change in bandgap as long as both gaps are varied simultaneously. For example, a 
tandem with gaps  (0.8, 1.6)eV will perform roughly the same as one with gaps (1.19, 
1.78)eV, with an efficiency of about 42%, both only slightly lower than the absolute 
maximum. 
 
Figure 9 Ideal triple junction solar cell maximum conversion efficiency in the 
radiative recombination limit  showing a section through the triple gap 
bandgap/efficiency volume, by fixing the highest gap component at its ideal value of 
1.91eV. The world record triple at gaps 1.87, 1.40, and 0.67 eV of conversion 
efficiency 40.7% under a different, concentrated spectrum cannot be shown on this 
contour given its non-ideal top sub-cell bandgap. 
Nevertheless, considering the ideal limit first, the upper and lower bandgaps for the 
absolute maximum tandem efficiency of 42.2% are 1.63eV and 0.957eV, as shown on 
the figure 8. For the most promising substrate, GaAs, figure 1 shows two materials 
with the higher gap (1.63eV) that are lattice matched to GaAs.  
The first, AlxGa1-xAs, remains direct from x=0 up to Al0.49Ga0.51As, a bandgap 
ranging from 1.424 to about 2eV and including the 1.63eV cell for a composition of 
approximately x=0.17.  
The second possible material is in the GaxIn1-xAsyP1-y family which ranges from 
1.424eV (GaAs) to 1.9eV (that is, x=0.51, y=0.49) with a continuous range of group 
III and group V compositions lattice matched to GaAs. This same flexibility raises 
another important advantage, which is the possibility of lattice matching this 
quaternary to Ge, and even to Si substrates. 
Ironically, this phosphide material has been much studied on InP substrates for 
telecommunications applications,7 but has received little attention on GaAs substrates 
because of the availability of AlGaAs which is historicaly well established, and easier 
to grow [6], despite its non ideal minority carrier characteristics. The consequence is 
that materials knowledge is largely restricted to the lattice matched ternary endpoint 
Ga0.51In0.49P, and that lattice matched quaternary materials are simply expressed by a 
linear interpolation as (GaAs)1-z(Ga0.51In0.49P)z. 
These considerations suggest that this quaternary materials family is worthy of greater 
attention. However, in the current state of knowledge, the quaternary composition 
(GaAs)0.8(Ga0.51In0.49P)0.2 has the correct direct gap of 1.63eV for our ideal tandem 
structure, for which we need to identify a lower gap 0.957eV material. 
For this lower gap however there is no lattice matched candidate.  Using GaAs, the 
lowest available gap, as the lower gap sub-cell of a tandem yields an ideal efficiency 
limit of 38%. This dictates an ideal upper sub-cell bandgap of 1.95eV, obtainable with 
AlGaAs but approaching the indirect transition for this material where the 
recombination associated with the DX centre corresponding to the L indirect valence 
band minimum becomes increasingly important.11 For these reasons, AlGaAs is 
generally not considered as a candidate for tandem cells and we will not consder it 
further. The GaAs based tandem, however, remains a viable design with a compatible 
phosphide material which is nearly ideally matched by GaInP, and has the potential to 
reach 38% efficiency. 
Coming back to the ideal tandem efficiency limit of 42%, the closest material with the 
correct lower sub-cell bandgap of 0.957eV is In0.43Ga0.57As. This compound is lattice 
mismatched to GaAs substrates, with a critical thickness of just 8nm after which 
misfit dislocations result in a serious penalty in cell efficiency. 
Figure 9 shows another step on the road to the 86% limit consisting of three junctions, 
showing the result of a numerical optimisation of the three gap system efficiency in 
the radiative limit. In this case, the efficiency contour is much sharper than for the 
tandem case. Any deviation from the ideal brings a rapid decrease in efficiency that 
cannot be corrected to the same degree by adjusting the other two bandgaps. 
The ideal sub-cell bandgaps found for the triple multijunction cell are 1.91eV, 1.37eV 
and 0.94eV, which together give an efficiency of 48%. Referring to figure 1, we find, 
again, that the most promising materials belong to the GaInAsP family and indeed are 
significantly closer to simple ternary compounds. The upper gap is well approximated 
by Ga0.515In0.485P of gap 1.9eV which is lattice matched to GaAs. The middle gap cell 
at 1.37eV corresponds to In0.05Ga0.95As which has a critical thickness of 70nm on a 
GaAs substrate. Finally the lowest gap varies little compared with the tandem case, 
and therefore presents the same problem as in that case: the lack of lattice matched 
lower gap materials. 
This survey of the materials available in III-V semiconductors for ideal tandem and 
triple junction cells shows that even this wide range of materials requires some 
additional tricks to circumvent materials issues resulting from mismatched materials. 
Our brief exploration of available materials leads us to conclude (somewhat counter 
intuitively given the range of materials available) that the most immediately 
promising materials for both tandem and triple junction designs are GaAs and GaInP, 
and an as yet undetermined lower gap material for the triple. The following sections 
examine some solutions to these issues and the record breaking multijunction cells 
that have been fabricated as a result. 
 Figure 10 QE data and modelling showing the detail of layer contributions (a) and 
dark current data and modelling (b) for a high efficiency GaInP/GaAs tandem (Japan 
energy Corp. [39]).   
X.4.3 A tandem  junction example 
The previous sections have given some understanding of the sources of efficiency 
loss, of how to moderate them, and of candidates amongst the III-V materials where 
these ideas may be put into practise.  
Among the large body of work on multijunction cells (see for example Andreev1), we 
now present an analysis of a tandem consisting of the GaAs/GaInP combination we 
mentioned earlier with a theoretical maximum efficiency of 38%. This has been 
attempted by a number of groups. One of the first achieved over 30% under 
concentration of 100 to 200 suns in 1994.41 We will focus on a later result from 1997 
by Takamoto et al.42 to whom we are indebted for quantum efficiency and dark 
current data. The Takamoto paper reports over 30% efficiency under a global 
unconcentrated spectrum. 
The full devices structures are available in Takamoto’s paper and we mention only the 
main points here. The device structure chosen is n on p with an AlInP window layer. 
Like the Kurtz single junction cell, the n-type emitter is heavily doped and only 50nm 
thick, whereas the lightly doped base (hence with good minority carrier transport) is 
over an order of magnitude thicker at 0.55µm. The tunnel diode comprises of n and p 
doped  InGaP layers of 30nm each doped 1025m-3 (Zn) and 0.8x1025m-3 (Si) 
respectively, and sandwiched between higher gap AlInP cladding layers. These are 
intended, in part, to reduce the common problem of dopant diffusion from the highly 
doped tunnel junction. The device is completed by a GaAs bottom junctionwith a 
InGaP back surface minority carrier reflector. 
Figure 10a shows the modelled  QE again assuming a double layer MgF2/ZnS 
antireflection (AR) coat and showing a good fit overall. The breakdown of different 
regions clearly shows one strength of the design which is the dominance of 
photocurrent produced by p-type layers which benefit from better electron minority 
carrier transport than the n-type layers. In this n on p geometry, the more efficient p 
layer dominance is achieved by the use of a thin n layer and combined with good 
interfaces between the GaAs n layer and the tunnel junction cladding, and the topmost 
n-type GaInP layer and the AlInP window. 
A further important point to note is the significant QE of the bottom GaAs cell above 
the GaInP bandgap: this means that the top cell is some way from being opaque near 
its bandgap. This is another design feature of this cell: In order to ensure current 
continuity in the light of the imperfect band-gap combination imposed by the GaAs as 
discussed above, the top cell is made thinner in order to ensure current continuity at 
the expense of a slightly greater thermalisation loss in the GaAs cell.  
Figure 10b shows the corresponding dark current fit together with individual subcell 
and overall tandem dark currents. The tandem current is determined by the sub-cell 
current-voltage characteristics by adding sub-cell biases at constant current assuming 
an ohmic tunnel junction. As mentioned earlier, this estimates the Shockley injection 
from the transport parameters, and calculates the radiative current from the cell 
geometry and absorption coefficient, both validated by the QE fit. In the case of the 
dark current there is, in this case, an imperfect fit and signs of  systematic error at low 
bias, which cannot be elucidated further without separate dark IV curves for both 
subcells. At higher bias however, agreeement is sufficient to indicate that the higher 
gap GaInP sub-cell is approximately 40% radiative, and the bottom GaAs sub-cell 
approximately 65% radiative, comparable if slightly better than the Kurtz single 
junction cell reviewed previously. 
The model results are compared with the published data in table 2. In this case, the 
model slightly under-estimates experiment, due in part to under-estimating the short 
circuit current density by about 2%, but more importantly because of over-estimating 
the dark current at high bias by a factor of up to 2 in the region of the VOC at 2.5V. 
This can be seen in the under-estimate in VOC in particular. 
Concerning the dark current over-estimate, the radiative current can only be over-
estimated if there is a net reduction of the luminescence. The luminescence from the 
front surface is small, due to the critical angle for total internal reflection at the front 
surface of 18% for this design. Most of the luminescence (of the order of 90%) is 
therefore lost to the substrate where it is effectively absorbed. The only scenario for a 
significant over-estimation of the radiative current is therefore the presence of a 
reflective rear surface. This is ruled out by the good quality of the QE fit near the 
band-edge with the nominal structure (figure 10a), which has no rear reflector. 
 The only remaining possibility is that the minority carrier transport properties in the 
charge-neutral layers are better than standard values tabulated as a function of 
composition in the literature, as used by the model. 
However, despite these issues we can conclude that the tandem solar cell operates in a 
regime which is consistent, and slightly better than, the single junction GaAs cells. 
That is, the GaAs sub-cell 12% radiative fraction at the maximum power point 
reported in table 3 is greater than the corresponding 4% reported above in the “Single 
junction analyses” section for earlier single junction values, which is consistent with 
marginally superior VMP, VOC, and FF (cf. table 1). The GaInP sub-cell is comparable 
if slightly better at 13% radiative fraction at its operating bias VMP. 
To put this performance in context, this 30% record tandem operates at an impressive 
78% of the 38% ideal radiative limit for this bandgap combination, and at 71% of the 
42% ideal radiative limit with no materials restrictions. 
  
 
 
 
 
 
Table 2.Tandem cell published parameters for AM1.5G compared with analytical 
model results, showing reasonable agreement but with an under-estimated Voc due to 
an over-estimated dark current. 
 
 
Tandem subcell Vmp (V) Radiative fraction 
  
η
RAD
(Vmp )  (%) 
GaInP 1.34 13 
GaAs 0.926 12 
 
Table 3.Modelled sub-cell radiative recombination fraction at respective maximum 
power points showing non negligible radiative recombination levels. 
 
Spectrum Top gap Mid gap Low gap Jsc (A/m-2) Voc (V) Eff. (%) 
AM1.5G (1000 W/m-2) 1.91 eV 1.37 eV 0.94 eV 167.0 3.20 47.9 
AOD (913 W/m-2) 1.86 eV 1.34 eV 0.93  eV 157.3 3.09  47.6  
AM0 (1354 W/m-2) 1.84 eV 1.21  eV 0.77 eV 235.2 2.84 44.0  
 
Table 4. Ideal triple cells gaps and efficiencies for standard global, direct, and near-
earth space spectra. 
 
  
X.4.4 Record efficiency triple junction 
The examples discussed in previous sections are in terms of a AM1.5G global 
spectrum without concentration. The more complex multijunction cells (and, 
increasingly, single junction cells) are usually reported in terms of the AM0 spectrum 
just outside the earth’s atmosphere, or the terrestrial direct beam AOD spectrum43 at 
 Jsc (A/m2) Voc (V) FF (%) Efficiency (%) 
JEC39 142.5 2.49 85.6 30.3 
Model 139.5 2.32 87.0 29.4 
AM1.5. Table 4 gives a summary of ideal triple junction characteristics calculated in 
the radiative limit for these three spectra without concentration. The AM0 spectrum 
gives the lowest conversion efficiency despite the highest power since this is the 
broadest spectrum, and as such an ideal cell loses more power below its bandgap in 
the infrared. 
The materials limitations are more stringent than in the tandem case. This is first 
because the triple junction efficiency is more sensitive to variations in bandgap, and 
because the ideal bandgaps are further from those of available lattice matched 
materials. 
In this context, these designs and their higher efficiencies have led to the development 
of lattice matched and heterogeneous growth III-V cells on Ge substrates. An example 
consisting of GaInP, GaInAs and Ge substrate subcells is provided by King et al.44 
where the reference includes the detailed cell structure together with lattice matched 
and mismatched cells.  
 The lattice matched material looks at the optimum material quality option, whereas 
the lattice mismatched, metamorphic option is intended to approach the ideal subcell 
bandgaps more closely. In addition, this paper covers a further interesting degree of 
freedom that we have mentioned above, which is the use of group III sublattice 
disorder to control the bandgap, and thereby the current matching in the triple 
junction. The band structure is not explicitly stated by King et al. but is approximately 
(1.87, 1.40, 0.67) eV for lattice matched GaInP, Ga0.99In0.01As, and Ge subcells. 
In a little more detail, the optimal bandgaps in the ideal limit for a Ge substrate sub-
cell are 1.88eV for the top GaInP subcell, and 1.33eV GaInAs middle gap sub-cell for 
a 0.67eV Ge subcell and substrate. The ideal one sun AM1.5G efficiency for this 
structure is 45.5%. 
The GaInP may be engineered to match this with judicious use of composition and 
ordering mentioned above. The ideal Ga0.955In0.055As however cannot, but the 
tolerable critical thickness or nearly 3µm for this layer is the reason the  metamorphic 
route is investigated in the King reference.44 
The net difference between the two cases being relatively minor, however, with 
similar performance within margin of error. In this discussion, therefore, we limit the 
analysis to the lattice matched case as a direct progression from the previous single 
junction and tandem cases examined. 
The main interest from the point of view of this discussion is the investigation of 
ideality 1 and 2 mechanisms reported in the paper for both lattice matched and 
mismatched triple structures. The method used by King et al. is the probing of JSC and  
VOC as a function of cell illumination intensity. Subject to the assumption of the 
superposition principle mentioned earlier, this yields the dark current, and is provided 
for the upper GaInP and middle GaInAs subcells but not the low gap Ge subcell. 
Concerning earlier discussion of the meaning of ideality 1 regimes, the paper 
explicitly defines the ideality n=1 regime as the regime where the dark current is 
dominated by the Shockley injection current and concludes that the sub-cells 
increasingly approach the ideality 1 regime at high bias consistent with the modelling 
reported here. 
 Figure 11 QE data and modelling (a) for the three subcells of a GaInP/GaAs/Ge 
record triple junction cell [41] and (b) dark current data and modelling for two of the 
subcells and the combined triple junction response showing the recombination 
regimes described in the text. 
Figure 11 shows the modelled QE for each subcell assuming, as before, a calculated 
reflectivity consistent with the published data. The modelling uses transport data from 
the literature,4-7 validated by the good QE fit. As illustrated by the sub-cell light IV in 
figure 12, the model shows that, as reported by King,44 the Ge substrate bandgap is 
significantly below the optimum and therefore this sub-cell over-produces current. In 
consequence, is it forced into forwards bias in order to decrease its net current and 
achieve current parity and continuity with the other subcells, and, therefore, operates 
at lower efficiency at a bias beyond its maximum power point. The other consequence 
of a non-ideal lower bandgap is excessive thermalisation in this Ge sub-cell and 
consequent efficency loss. 
The dark current fitting is shown on the right hand of figure 11 for available sub-cell 
data and the overall experimental tandem response. The lack of Ge data requires the 
Figure 11 QE data and modelling (a) for the three subcells of a GaInP/GaAs/Ge 
record triple junction cell [41] and (b) dark current data and modelling for two of the 
subcells and the combined triple junction response showing the recombination 
regimes described in the text. 
use of transport data from the literature for this material which is nevertheless 
validated by the good QE fit. The relatively short range of available dark current data  
for the GaInAs junction, GaInP junction, and overall triple junction device 
nevertheless covers the transition between the n≈2 and n≈1 idealities, together with 
the experimental maximum power point VMP and VOC reported.44 For these three sets 
of data, the model provides a good fit subject to the proviso of short datasets. 
With regards to efficiency, the light current theory and experimental data are shown 
in figure 12, and corresponding conversion efficiency parameters given in table 5, for 
aperture area efficiency as reported,44 which disregards shading losses. 
The first conclusion from these results is that the dark current data available is 
sufficient to analyse the operating regime of this cell at the maximum power point. 
The combined modelling of the GaInP and GaInAs subcells in figure 12 and table 5 
shows that the range of dark current data and modelling covers the illuminated 
maximum power point bias VMP. It also covers the transition from non radiative 
dominated ideality at low bias to the n=1 ideality marking the Shockley injection 
regime which may be radiatively dominated.  
Taken as a whole, the modelling and experiment for this triple show a close match in 
the critical transition from non radiative dominated high ideality behaviour at low bias 
to n=1 behaviour at high bias. In order to explore radiative recombination 
contribution, table 6 shows the radiative fraction of the total recombination current in 
each subcell at its maximum power point. This shows that the radiative fraction of the 
sub-cells is significantly lower than the single junction (4% radiative at VMP) and 
tandem junction records (GaInP and GaInAs operate at  12% and 13% radiative 
fraction respectively at their VMP points). 
The analysis shows quantitatively that this cell, even when favoured by reporting 
active area efficiency, is significantly further from the ideal limit than the single and 
tandem junction cells seen earlier. This is to some extent reflected in its 
proportionally greater difference with the 45.5% limiting efficiency for the sub-cell 
bandgaps (1.88, 1.33, 0.67 eV) in the same conditions: That is, the cell is operating at 
70% of the ideal limit within constraints set by the Ge substrate, and at 66% of the 
unconstrained radiative limit for an ideal triple junction cell which is the 48% figure 
we discussed earlier illustrated in figure 9. 
  
 
 
 
 
Table 5. Comparison of modelling and published parameters for the triple juntion41 
lattice matched GaInP/GaInAs/Ge design under the AM1.5G  spectrum compared 
with modelling. Good agreement overall is observed despite the assumptions made 
regarding the Ge subcell. 
 
Subcell Voc (V) Vmp (V) Radiative fraction 
  
η
RAD
(Vmp )  (%) 
GaInP 1.35 1.12 0.5 
GaInAs 0.95 0.84 0.5 
Ge 0.29 0.22 2 
 
Table 6. Subcell radiative fraction of the total recombination current at their 
respective maximum power points for the  triple junction device showing overall 
strong non-radiative domaince. 
 
  
X.4.5 Conclusions 
The fundamental loss mechanisms we have seen can be addressed by bandgap 
engineering, and via the flexible range of materials available in the III-V family. 
However, materials limitations still impose compromise. These include flexible 
design at the expense of material purity (the metamorphic route), or greater material 
quality at the expense of design (homomorphic lattice matched design). 
A study of single, tandem, and triple junctions shows impressively increased 
efficiencies, which are tantalisingly close to the radiative limit. However, increasing 
the number of junctions brings a diminishing rate of efficiency improvement along 
the lines we’ve seen in the earlier discussion on thermalisation losses. In addition, 
practical issues move the design further from the radiative limit, due partly to 
increasingly complex manufacturing and lower materials quality. 
These considerations are best summarised by the results under one sun AM1.5G 
illumination showing a manufactured tandem operating at 71% of the radiative limit, 
versus 66% for a triple junction cell: figures that show potential for improvement. 
 Jsc (A/m2) Voc (V) Vmp (V) FF(%) Efficiency (%) 
King41 143.7 2.62 2.30 85 32.0 
Model 143.2 2.62 2.31 86.0 32.4 
On that note, we find a comparable triple junction cell has achieved 40.7% under 
concentrated sunlight.44 Further triple junction results from Stan et al.45 are a sign 
that, as mentioned above, there is scope for significant improvement with these high 
efficiency strategies, among which is the trend towards radiative dominance. 
A final point to note is that the simple use of increased light concentration allows 
operation in a regime closer to radiative dominance – as long as the cell material is 
sufficiently pure to deliver a ideality n=1 that is explicitly dominated by radiative 
recombination, as opposed to one dominated by non-radiative Shockley injection 
recombination pathways in the charge neutral layers. 
X.5 Remarks on nanostructures 
The bulk semiconductor structures described so far show significant scope for 
improvement as we have shown on a technological front. Other approaches using the 
flexibility of the III-V materials have more fundamental potential going beyond the 
limitations of pn multi-junctions devices.  
The first key concept as we saw earlier remains the equilibrium population of 
majority and minority carriers leading to thermalisation loss, and the delivery of all 
carriers at a single potential. A second key concept is the symmetry of bulk materials 
resulting in spatially homogeneous properties, such as homogeneous emission over all 
solid angles. Lifting this homogeneity as mentioned earlier allows reduction of 
radiative losses for example, and opens the possibility of further gains by reducing 
structural symmetry. This question of symmetry overlaps with the concept of meta-
materials in the general sense: geometric arrangement of available materials such as 
to modify their combined properties. 
To conclude this chapter we will now mention briefly some concepts in III-V solar 
cell research touching on these issues, and with a common theme which is the 
modification of bulk materials properties by manipulating materials and geometries 
on the nano scale, and thereby creating spatially inhomogeneous materials properties. 
A design addressing these issues is the hot carrier cell46 which uses two concepts of 
slowed carrier thermalisation and energy-selective carrier extraction. The 
thermalisation rate is decreased by phonon emission rate reduction as a result of 
modifying the phonon density of states, for example with the use of nanostructures on 
the quantum scale in two47 or three dimensions: Quantum dots (QDs) and quantum 
wells (QWs).48 The second is achieved by modifying the carrier density of states at or 
near the contacts and allowing only a narrow energy spectrum of carriers being 
transported to the contacts. Again, this is achievable by structures that provide well 
defined energy bands, which are, again, QWs and QDs .  
This mention of hot carrier cells, and manipulating carrier energy distributions 
sharply emphasises the promise of quantum confined structures and the relevance of 
III-V materials to this field.  There is a rich and fascinating body of research on 
related issues ranging over quantum wires, quantum dots, and quantum wells.  
We will conclude with some comments on quantum well solar cells (QWSCs), a 
concept that has been developped nearly exclusively in III-V materials for a number 
of years, and reviewed recently by Barnham.49 The QWSC is a pin structure with 
lower gap quantum wells sandwiched between higher gap barriers in the undoped 
intrinsic i region  and higher gap doped p and n layers It was initially proposed and 
studied in the AlGaAs materials system  as a means of extending the absorption of a 
solar cell whilst keeping a junction potential and hence a VOC determined largely by 
the higher gap bulk regions enclosing the quantum wells. It transpires, however, that 
the loss mechanisms mentioned above, and ultimately the fundamental Planck 
radiative efficiency limit, remain determined largely by the well material, that is, the 
lower bandgap. 
The design has led to a lively debate summarised in the recent reference49 and a 
number of phenomena going beyond the bulk semiconductor operating regime. The 
first is signs of reduced QFL separation in the wells implying decreased carrier 
populations and decreased recombination relative to bulk samples. Secondly, 
luminescence studies have shown signs of hot carrier populations in the wells51. 
Finally, however, these effects have not, to date, lead to verifiable operation in 
efficiency regimes going beyond the bulk. 
On the materials front, practical materials advantages of the QWSC have been 
identified. The first and most practical is the development of the strain balancing 
technique, whereby alternating quantum well and barrier layers, typically made of 
GaInP and GaInAs, are grown lattice mismatched on a GaAs substrate but with 
thicknesses below the critical thickness. The alternating tensile and compressive strain 
in wells and barriers leads to strain balancing with no net generation of defects. An 
arbitrary number of quantum well / barrier periods may be grown in principle. The 
resulting design is the SBQWSC or strain balanced quantum well solar cell. 
A second and more fundamental advance is the operation of these cells in the 
radiative recombination limit.51,52 The recombination in this design may be up to 90% 
radiatively dominated as a consequence of the lower quantum well gap being located 
in the high purity, high mobility i region as we discussed earlier in this chapter. 
As a consequence of this radiative dominance, the design symmetry may be further 
manipulated to restrict emission by fabricating mirrors on all surfaces oriented away 
from the incoming solar spectrum (essentially the back surface of the cell). The 
fundamental difference between this approach applied to a bulk cell and to the 
SBQWSC  is the absorption range of the bulk charge neutral layers encasing the space 
charge region: for the bulk cell, luminescence emitted, and reflected from the back 
cell is partly re-absorbed by the charge neutral layers, and some of this is lost via non-
radiative recombination according to fractions as calculated earlier in this chapter; for 
a SBQWSC on the other hand, the doped, and therefore lossy charge-neutral layers 
are transparent to the dominant radiative recombination loss because of their greater 
bandgap. As a result, the non-radiative loss pathway for these photons via the charge-
neutral layers is cut off. The only remaining pathways for the luminescence are 
reabsorption in the radiatively dominated quantum wells or re-emission towards the 
source of incident radiation, that is, the sun. 
This scenario represents the closest achievable design to the fundamental efficiency 
limit whereby the only recombination loss is radiative emission, retricted to the solid 
angle of acceptance of the incoming radiation. 
On a practical level, a detailed analysis52 demonstrates intrinsic radiative dominance 
in QWSCs as opposed to non-radiative dominance in bulk cells. The same work 
further reveals the interesting switch in behaviour in QWSCs coated with back-
surface mirrors. The dark current (and VOC) of the QWSC is dominated by the 
radiative low-gap quantum well layers. The dark current of the mirror-backed cell, 
however, is dominated by non-radiative recombination in the higher-gap charge-
neutral bulk regions of the cell. 
To place this in context, results by Quantasol (http://www.jdsu.com/go/quantasol) 
have achieved a world record efficiency of 28.3% under concentration53 and other 
unpublished results have since achieved efficiencies over 40% for multijunction 
QWSCs since Quantasol moved into management by JDSU.  
To conclude this overview of future concepts, these record nanostructured efficiencies 
illustrate some of the more fundamental routes forwards in solar cell research, which 
bring together known concepts of multijunction solar cells together with novel 
physical concepts of heat and light management. In both these concepts, III-V 
materials remain key for the flexibility of design this family of materials allows. 
X.6 Conclusions 
Ongoing changes in global energy supply have moved III-V materials from niche 
applications towards the mainstream. The principal reasons for this are fossil fuel 
supply, volume fabrication reduction in costs, and increasing cell efficiency, due to 
the greater flexibility of cell design possible. These benefits, together with 
concentrating photovoltaics, justify the complex fabrication processes. 
In order to appreciate the relevance of flexible materials, an investigation of high 
efficiency strategies  is necessary. We find that fundamental light and thermal 
management are key, which analytical analysis allows us to explicitly quantify, 
together with other materials-related loss mechanisms. An analysis of bulk III-V pn 
and pin solar cells shows interesting and contrasting contributions from radiative and 
non-radiative losses, and how closely the cells approach the radiative limit. The 
analysis emphasises that bulk single-gap cells are inherently non-radiatively 
dominated. An analysis of record multijunction cells gives understanding into how 
thermal management has increased efficiency to date. The relatively low radiative 
efficiency in these designs, however, emphasises that there is significant potential for 
improvement. 
A brief note on high efficiency nanostructured concepts, some on the verge of 
commercial success, underline the relevance of the III-V materials family for future 
concepts. As time goes by and energy costs inevitably increase, the importance of 
these materials seems set to remain central to development of sustainable energy 
supply. 
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