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Abstract
The aim of this paper is to establish the existence and uniqueness of the so-
lution to a system of nonlinear fully coupled forward-backward doubly stochas-
tic differential equations with Poisson jumps. Our system is Markovian in the
sense that initial and terminal values depend on solutions, and are not just
fixed random variables. We establish under some monotonicity conditions,
the existence and uniqueness of strong solutions of such equations by using a
continuation method.
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1 Introduction
Forward-backward stochastic differential equations (FBSDEs in short) were first
studied by Antonelli in [3], where the system of such equations is driven by Brown-
ian motion on a small time interval. The proof there relies on the fixed point theo-
rem. Since then FBSDEs are encountered in stochastic optimal control problem and
mathematical finance. There are also many other methods to study FBSDEs on an
1This work is supported by the Science College Research Center at Qassim University, project
No. 3479-cos-2018-1-14-S.
2This work is supported by by the Algerian PRFU, project No. C00L03UN070120180005.
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arbitrarily given time interval. For example, the four-step scheme approach of Ma
et al. [9], in which the authors proved the existence and uniqueness of solutions for
fully coupled FBSDEs on an arbitrarily given time interval, where the diffusion co-
efficients were assumed to be nondegenerate and deterministic. Their work is based
on continuation method. See also Hu and Peng [8], Pardoux and Tang [14], Peng
and Wu [15], and Yong [23]. There is also a numerical approach for handling some
linear FBSDEs as e.g. in Delarue and Menozzi [7] and Ma et al. [11]; see also Ma
and Yong [10].
Recently more and more research attentions are drawn towards the optimal con-
trol problem for stochastic systems with random jumps. The reason is clear for its
applicable aspect. For example, there is compelling evidence that the dynamics of
prices of financial instruments exhibit jumps that cannot be adequately captured
solely by diffusion processes. Several empirical studies demonstrate the existence of
jumps in stock markets, the foreign exchange market, and bond markets. Jumps
constitute also a key feature in the description of credit risk sensitive instruments.
BSDEs with jumps process (BSDEJ) had been discussed for the first time by Tang
and Li [19], and after that Situ [17] proved an existence and uniqueness result for
BSDEJ with non-Lipschitz coefficients and gave a probabilistic interpretation for
solutions to some associated partial differential-integral equations (PDIEs). Barles
et al. in [4] and Yin and Mao [21] discussed viscosity solutions to a system of PDIEs
in terms of BSDEs with jumps.
A new class of stochastic differential equations with terminal condition, called
backward doubly stochastic differential equations (BDSDEs) was introduced in 1994
by Pardoux and Peng in [13]. Precisely, they proved there the existence and unique-
ness of the solutions of this kind of systems and produced also a probabilistic rep-
resentation of certain quasi-linear stochastic partial differential equations (SPDEs)
extending a Feynman Kac formula for linear SPDEs.
The existence and uniqueness result for the solutions of backward doubly stochas-
tic differential equations with jumps process (BDSDEJ) with Lipschitz coefficients
on a fixed time interval was achieved by Sun and Lu in [18].
Peng and Shi, [16], introduced fully coupled FBDSDEs and showed the existence
and uniqueness of their solutions with arbitrarily fixed time duration and under some
monotone conditions. The equations there work on the same space, and generalize
stochastic Hamiltonian systems. This result have been extended by Zhu et al. in
[24] to different dimensional FBDSDEs and weakened the monotone assumptions.
Zhu and Shi, [25], introduced the notion of bridge for systems of coupled FBDSDEs.
They showed that, if two FBDSDEs are linked by a bridge, then they have the same
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unique solvability. A probabilistic interpretation for the solutions to an associated
class of quasilinear SPDEs is provided there. There is also a direct link between the
optimal filtering problem and FBDSDEs as it is shown in [5].
In the present paper we extend the results of Peng and Shi, [16], to FBDSDEs
with jumps, which are driven particularly by Brownian motions and Poisson pro-
cess. We establish in particular the existence and uniqueness of the solutions of
the following Markovian fully coupled FBDSDEs with jumps, i.e. FBDSDEsJ (or
merely FBDSDEJ):

dyt = b (t, yt, Yt, zt, Zt, kt) dt+ σ (t, yt, Yt, zt, Zt, kt) dWt − ztd
←−
B t
+
∫
Θ
ϕ (t, yt, Yt, zt, Zt, kt, ρ) N˜ (dρ, dt)
dYt = f (t, yt, Yt, zt, Zt, kt) dt+ g (t, yt, Yt, zt, Zt, kt) d
←−
B t + ZtdWt
+
∫
Θ
kt (ρ) N˜ (dρ, dt) ,
y0 = Ψ (Y0) , YT = h (yT ) , t ∈ [0, T ].
(1.1)
The mappings b, σ, ϕ, f, g and h are given, (Wt)t≥0 and (Bt)t≥0 be two mutually
independent standard Brownian motions, defined on a probability space (Ω,F ,P),
taking their values respectively in Rd and in Rl, N˜(dρ, dt) is a Poisson measure with
characteristic Π(dρ)dt. The integral with respect to Bt is a backward Itoˆ integral,
while the integral with respect to Wt is a standard forward Itoˆ integral.
Note that our equations in (1.1) live in different spaces Rn and Rm and are
Markovian, in which the initial value y and the terminal value of Y depend on state
solution processes. This indeed affects the assumptions set for this study as we will
see in our assumptions especially when we try to prove the existence part of the
solution of (1.1) which is established in Theorem 3.5. More precisely, as stated in
this theorem we shall see that three cases have to be considered: m > n, m < n and
m = n, and we have to distinguish between the conditions of some of the Lipschitz
constants verified by the mappings σ and ϕ appearing in (1.1). This matter exists
when we have different dimensions and such mappings σ and ϕ that depend on
variable z. We shall see in Lemma 3.7 below, which is one of our promised vital
results when m < n, that the Lipschitz constants of the mappings σ and ϕ with
respect to the variable z must be less than 1/2. One may would like now to see
quickly the statements of Theorem 3.5 and Lemma 3.7 and compare the latter with
the other case in Lemma 3.6.
Our results here are new and cover also previous studies in the same field (even
without jumps). In fact, in our system (1.1) we have Poisson jumps and we allow
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all mappings to depend on all variables (t, y, Y, z, Z, k) giving more flexibility and
generality besides being fully-coupled and Markovian as well.
On the other hand, we are now able to apply our work here to stochastic max-
imum principle for FBDSDEJ. In fact, this work furnishes now a solid ground for
studying such stochastic control problems governed by FBDSDEJ as in [2] in terms
of the maximum principle approach. One can see also [1]. Applications of FBDSDEs
with jumps to semilinear stochastic PDEs can be developed to give a probabilistic
representation for the solution of a semilinear stochastic partial differential-integral
equation in parallel to [13] and [4].
Let us start the paper with an introductory information concerning some notions
of backward filtration and backward integration. They will help us to understand
the meaning of solution of (1.1), and also to derive it especially in its existence part.
2 Introduction to backward filtration and back-
ward integrals
Let (Ω,F ,P) be a complete probability space. Let (Wt)t∈[0,T ] and (Bt)t∈[0,T ] be two
Brownian motions taking their values in Rd and Rl respectively. Let η be a Poisson
point process taking its values in a measurable space (Θ,B(Θ)). In this paper, we
always assume Θ is a standard Borel space in the sense of [12] and B(Θ) is the
topological σ-algebra on Θ (equivalently, Θ is a Lusin space in the sense of [6] and
B(Θ) is the totality of Borel subsets of Θ). See also [20, Section 2]. For example
Θ = R and B(Θ) = B(R).We denote by Π(dρ) the characteristic measure of η which
is assumed to be a σ-finite measure on (Θ,B(Θ)), by N(dρ, dt) the Poisson counting
measure (jump measure) induced by η with compensator Π(dρ)dt, and by
N˜(dρ, dt) = N(dρ, dt)− Π(dρ)dt,
the compensation of the jump measure N(·, ·) of η. Hence Π(O) = E[N(O, 1)] for
O ∈ B(Θ).
We assume that these three processes W,B and η are mutually independent.
Recall that W,B are Brownian motion in Rd and Rl, respectively. Let FWt :=
σ{Wr | 0 ≤ r ≤ t} ∨ N ,F
η
t := σ{ηr | 0 ≤ r ≤ t} ∨ N , for all 0 ≤ t ≤ T, and
FBt,T := σ{Br − BT | t ≤ r ≤ T} ∨ N , where N is the P-null sets in Ω. Then,
{FWt | t ≥ 0}, {F
η
t | t ≥ 0} are two filtrations in the sense that Gt ⊂ Gs, if t ≤ s,
for G = FW or G = Fη, while {FBt,T | 0 ≤ t ≤ T} is a backward filtration in
the sense that FBt,T ⊇ F
B
s,T if s ≤ t. If {Mt | 0 ≤ t ≤ T} is a stochastic process
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over (Ω,F ,P) satisfying: Mt is FBt,T -measurable ∀ 0 ≤ t ≤ T , we say that M is
{FBt,T , t ≤ T}-adapted.
If M is adapted and E [|Mt|] < +∞, for all 0 ≤ t ≤ T, we say that M is a
backward martingale if E [Mt | FBs,T ] =Ms, ∀ t ≤ s.
Let {ht | 0 ≤ t ≤ T} be an {FBt,T | 0 ≤ t ≤ T}-adapted R
n×d-valued process,
satisfying E [
∫ T
0
|hs|2ds] <∞. Recall that the backward Itoˆ integral of h with respect
to B is defined by∫ β
α
hs
←−
dBs := lim
|pi|→0
n∑
i=1
h(ti+1)(Bti+1 − Bti), (in L
2(Ω,F ,P)), (2.1)
where pi = {α = t1, t2, · · · , tn+1 = β} is a partition of [α, β] satisfying
|pi| = mesh pi := max
1≤i≤n
(ti+1 − ti)→ 0.
Observe that if h is constant, i.e, hs = c ∀ 0 ≤ s ≤ T, for some constant c ∈ Rn,
then ∫ β
α
c
←−
dBs = c (Bβ − Bα) =
∫ β
α
c dBs. (2.2)
Hence, ∫ u
0
1
←−
dBs = Bu,
∫ T−t
0
1
←−
dBs = BT−t,
∫ T
t
1
←−
dBs = BT − Bt.
It is easy to see that Mt =
∫ T
t
hs
←−
dBs, 0 ≤ t ≤ T, is {Ft,T , 0 ≤ t ≤ T}-backward
martingale.
On the other hand, letting B˘s := BT−s − BT , 0 ≤ s ≤ T, shows that B˘ is a
Brownian motion as well, and for all 0 ≤ s ≤ T , we have
FBT−t,T = σ{Br −BT | T − t ≤ r ≤ T}
= σ{BT−s − BT | 0 ≤ s ≤ t}, (r = T − s),
= σ{B˘s | 0 ≤ s ≤ t} = F
B˘
t .
Similarly, if W˘s :=WT−s −WT , 0 ≤ s ≤ T , then W˘ is a Brownian motion, and
F W˘T−t,T = F
W
t , ∀ 0 ≤ t ≤ T,
or, in particular
FWT−t = F
W˘
t,T , ∀ 0 ≤ t ≤ T.
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Consequently, if hs is FBs,T -measurable for all 0 ≤ s ≤ T, then h˘s := hT−s is F
B˘
s -
measurable for all 0 ≤ s ≤ T, and if ks is F
W
s -measurable for all 0 ≤ s ≤ T, then
k˘s := kT−s is F W˘T−s,T -measurable for all 0 ≤ s ≤ T.
Moreover, if we fix t ∈ [0, T ], and let pi = {t = t1, t2, · · · , tn+1 = T} be a partition
of [t, T ] satisfying mesh pi → 0, then pi = {0 = s1, s2, · · · , sn = T − t} is a partition
of [0, T − t], where si = T − tn+2−i for all 1 ≤ i ≤ n+ 1, i.e,
s1 = T − tn+1 = 0, s2 = T − tn, s3 = T − tn−1, · · · , sn−1 = T − t3,
sn = T − t2, sn+1 = T − t1 = T − t,
and
mesh pi = max
1≤i≤n+1
|si+1 − si| = max
1≤i≤n+1
|ti − ti+1| = mesh pi → 0.
Let h be as in (2.1). Then, if h˘s := hT−s, 0 ≤ s ≤ T − t,∫ T−t
0
h˘sdB˘s = lim
n→∞
n∑
i=1
h˘(si)(B˘si+1 − B˘si)
= lim
n→∞
[h˘(s1)(B˘s2 − B˘s1) + h˘(s2)(B˘s3 − B˘s2)
+ · · ·+ h˘(sn−1)(B˘sn − B˘sn−1) + h˘(sn)(B˘sn+1 − B˘sn)]
= lim
n→∞
[h˘(0)(B˘T−tn − B˘0) + h˘(T − tn)(B˘T−tn−1 − B˘T−tn)
+ · · ·+ h˘(T − t3)(B˘T−t2 − B˘T−t3) + h˘(T − t2)(B˘T−t1 − B˘T−t2)]
= lim
n→∞
[h(T )(Btn − BT ) + h(tn)(Btn−1 −Btn)
+ · · ·+ h(t3)(Bt2 − Bt3) + h(t2)(Bt1 −Bt2)]
= − lim
n→∞
[h(t2)(Bt2 − Bt1) + h(t3)(Bt3 − Bt2)
+ · · ·+ h(tn)(Btn −Btn−1) + h(tn+1)(Btn+1 − Btn)]
= −
∫ T
t
hs
←−
dBs.
Hence ∫ T
t
hs
←−
dBs = −
∫ T−t
0
h˘sdB˘s, 0 ≤ t ≤ T. (2.3)
In particular, ∫ T
T−u
hs
←−
dBs = −
∫ u
0
h˘sdB˘s, 0 ≤ u ≤ T. (2.4)
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Therefore, ∫ T−t
0
hs
←−
dBs =
∫ T
0
hs
←−
dBs −
∫ T
T−t
hs
←−
dBs,
= −
∫ T
0
h˘sdB˘s +
∫ t
0
h˘sdB˘s,
= −
∫ T
t
h˘sdB˘s, 0 ≤ t ≤ T, (2.5)
or, in particular, ∫ u
0
hs
←−
dBs = −
∫ T
T−u
h˘sdB˘s, 0 ≤ u ≤ T. (2.6)
These information (2.1)-(2.6) hold evidently when ht is Ft = FWt ∨F
B
t,T ∨F
η
t ∨N -
measurable for all 0 ≤ t ≤ T, and E [
∫ T
0
|ht|2dt] < ∞, i.e, when h is an element of
the space M(0, T,Rn), introduced below.
Let us close this section by introducing the following list of notations.
For each t ∈ [0, T ] define Ft , FWt ∨ F
B
t,T ∨ F
η
t . For a Euclidean space E, let
M2(0, T ;E) denote the set of jointly measurable, processes
{
Xt, t ∈
[
0, T
]}
with
values in E such that Xt is Ft-measurable for a.e. t ∈ [0, T ], and satisfy
E
[∫ T
0
|Xt|
2
E dt
]
<∞.
Let L2Π(E) be the set of B(Θ)-measurable mapping k with values in E such that
|||k||| :=
[ ∫
Θ
|k(ρ)|2E Π(dρ)
] 1
2 <∞.
Denote by N 2η (0, T ;E) to the set of L
2
Π(E)-valued processes {Kt, t ∈
[
0, T
]
}
that satisfy: Kt is Ft-measurable for a.e. t ∈ [0, T ], and
E
[∫ T
0
∫
Θ
|Kt(ρ)|
2
E Π(dρ)dt
]
<∞.
We denote
H
2 :=M2 (0, T ;Rn)×M2 (0, T ;Rm)×M2
(
0, T ;Rn×l
)
×M2
(
0, T ;Rm×d
)
×N 2η (0, T ;R
m) .
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Then H2 is a Hilbert space equipped with the norm given by:
‖ζ·‖
2
H2
, E
[∫ T
0
(
|yt|
2 + |Yt|
2 + ‖zt‖
2 + ‖Zt‖
2 + |||kt|||
2
)
dt
]
,
where ζ· = (y·, Y·, z·, Z·, k·) ∈ H2. We shall sometimes use the notation
|ζt|
2 := |yt|
2 + |Yt|
2 + ‖zt‖
2 + ‖Zt‖
2 + |||kt|||
2.
Similarly, let
Ĥ
2 :=M2 (0, T ;Rm)×M2 (0, T ;Rn)×M2
(
0, T ;Rm×l
)
×M2
(
0, T ;Rn×d
)
×N 2η (0, T ;R
n) .
3 The existence and uniqueness theorem of
FBDSDEJ
Let
b : [0, T ]× Rn × Rm × Rn×l × Rm×d × L2Π(R
m)→ Rn,
σ : [0, T ]× Rn × Rm × Rn×l × Rm×d × L2Π(R
m)→ Rn×d,
ϕ : [0, T ]× Rn × Rm × Rn×l × Rm×d × L2Π(R
m)×Θ→ Rn,
f : [0, T ]× Rn × Rm × Rn×l × Rm×d × L2Π(R
m)→ Rm,
g : [0, T ]× Rn × Rm × Rn×l × Rm×d × L2Π(R
m)→ Rm×l,
Ψ : Ω× Rm → Rn,
h : Ω× Rn → Rm,
be a given mappings satisfying assumptions to be given shortly.
Consider the following system of equations, which we call forward-backward dou-
bly stochastic differential equations with jumps (FBDSDEJ):

dyt = b (t, yt, Yt, zt, Zt, kt) dt+ σ (t, yt, Yt, zt, Zt, kt) dWt − ztd
←−
B t
+
∫
Θ
ϕ (t, yt, Yt, zt, Zt, kt, ρ) N˜ (dρ, dt)
dYt = f (t, yt, Yt, zt, Zt, kt) dt+ g (t, yt, Yt, zt, Zt, kt) d
←−
B t + ZtdWt
+
∫
Θ
kt (ρ) N˜ (dρ, dt) ,
y0 = Ψ (Y0) , YT = h (yT ) .
(3.1)
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A solution of (3.1), is a stochastic process (y, Y, z, Z, k) such that for each t ∈
[0, T ] we have a.s :

yt = Ψ (Y0) +
∫ t
0
b (s, ys, Ys, zs, Zs, ks) ds+
∫ t
0
σ (s, ys, Ys, zs, Zs, ks) dWs
−
∫ t
0
ztd
←−
B s +
∫ t
0
∫
Θ
ϕ (s, ys, Ys, zs, Zs, ks, ρ) N˜ (dρ, ds)
Yt = h (yT )−
∫ T
t
f (s, ys, Ys, zs, Zs, ks) ds−
∫ T
t
g (s, ys, Ys, zs, Zs, ks) d
←−
B s
−
∫ T
t
ZtdWs −
∫ T
t
∫
Θ
ks (ρ) N˜ (dρ, ds) .
(3.2)
Given an m× n full-rank matrix R let us introduce the following notation:
υ = (y, Y, z, Z, k) ,
A (t, υ) := (R∗f, Rb, R∗g, Rσ,Rϕ) (t, υ) ,
〈A, υ〉 := 〈y, R∗f〉+ 〈Y,Rb〉+ 〈z, R∗g〉+ 〈Z,Rσ〉+ 〈〈k, Rϕ〉〉 ,
where (∗) denotes matrix transpose, and
R∗g = (R∗g1, · · · , R
∗gl) , Rσ = (Rσ1, · · · , Rσd) ,
〈〈k, Rϕ〉〉 =
∫
Θ
〈kt (ρ) , Rϕ (t, υt, ρ)〉Π (dρ) .
We set the following assumptions.
(A1) (Monotonicity condition): ∀ υ = (y, Y, z, Z, k) , υ =
(
y, Y , z, Z, k
)
∈
R
n+m+n×l+m×d × L2Π(R
m), ∀ t ∈ [0, T ]
〈A (t, υ)− A (t, υ) , υ − υ〉 ≤ −θ1
(
|R (y − y)|2 + ‖R (z − z)‖2
)
− θ2
(∣∣R∗ (Y − Y )∣∣2 + ∥∥R∗ (Z − Z)∥∥2 + |||R∗ (k − k) |||2) .
(A2) We have〈
Ψ (Y )−Ψ
(
Y
)
, R∗
(
Y − Y
)〉
≤ −β2
∣∣R∗ (Y − Y )∣∣2 , ∀ Y, Y ∈ Rm,
〈h (y)− h (y) , R (y − y)〉 ≥ β1 |R (y − y)|
2 , ∀ y, y ∈ Rn.
Here θ1, θ2, β1, and β2 are given nonnegative constants with θ1 + θ2 > 0,
β1 + β2 > 0, θ1 + β2 > 0, θ2 + β1 > 0. Moreover, we have θ1 > 0, β1 > 0 (resp.
θ2 > 0, β2 > 0) when m > n (resp. n > m).
(A3) For each υ ∈ H2, A (t, υ) is an Ft-measurable vector process defined on
[0, T ] with A˜ (., 0) ∈ H2 and ∀ y ∈ Rn, h (y) is an FT -measurable vector process
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with h (0) ∈ L2 (Ω,FT ,P;Rm) , and for each Y ∈ Rm,Ψ (Y ) is an F0-measurable
vector process with Ψ (0) ∈ L2 (Ω,F0,P;R
n) .
(A4) (Lipschitz condition): ∃ c > 0, γ and γ′ > 0 such that∣∣b (t, y, Y, z, Z, k)− b (t, y, Y , z, Z, k)∣∣2
≤ c
(
|y − y|2 +
∣∣Y − Y ∣∣2 + ‖z − z‖2 + ∥∥Z − Z∥∥2 + |||k − k|||2) ,∣∣f (t, y, Y, z, Z, k)− f (t, y, Y , z, Z, k)∣∣2
≤ c
(
|y − y|2 +
∣∣Y − Y ∣∣2 + ‖z − z‖2 + ∥∥Z − Z∥∥2 + |||k − k|||2) ,∣∣σ (t, y, Y, z, Z, k)− σ (t, y, Y , z, Z, k)∣∣2
≤ c
(
|y − y|2 +
∣∣Y − Y ∣∣2 + ∥∥Z − Z∥∥2 + |||k − k|||2)+ γ′ ‖z − z‖2 ,∣∣g (t, y, Y, z, Z, k)− g (t, y, Y , z, Z, k)∣∣2
≤ c
(
|y − y|2 +
∣∣Y − Y ∣∣2 + ‖z − z‖2)+ γ (∥∥Z − Z∥∥2 + |||k − k|||2) ,
sup
ρ∈Θ
∣∣ϕ (t, y, Y, z, Z, k, ρ)− ϕ (t, y, Y , z, Z, k, ρ)∣∣2
≤ c
(
|y − y|2 +
∣∣Y − Y ∣∣2 + ∥∥Z − Z∥∥2 + |||k − k|||2)+ γ′ ‖z − z‖2 ,∣∣Ψ (Y )−Ψ (Y )∣∣ ≤ c ∣∣Y − Y ∣∣ , |h (y)− h (y)| ≤ c |y − y| ,
for all argument written in the right hand side of each inequality and for all t ∈ [0, T ]
whenever they appear.
Remark 3.1 Assumptions (A1) and (A2) can be replaced by the following ones with
essentially the same proofs of the solution theorem and its lemmas.
(A1)′ ∀ υ = (y, Y, z, Z, k) , υ =
(
y, Y , z, Z, k
)
∈ Rn+m+n×l+m×d × L2Π(R
m), ∀ t ∈
[0, T ]
〈A (t, υ)−A (t, υ) , υ − υ〉 ≥ θ1
(
|R (y − y)|2 + ‖R (z − z)‖2
)
+ θ2
(∣∣R∗ (Y − Y )∣∣2 + ∥∥R∗ (Z − Z)∥∥2 + |||R∗ (k − k) |||2) ,
and
(A2)′ 〈
Ψ (Y )−Ψ
(
Y
)
, R∗
(
Y − Y
)〉
≥ β2
∣∣R∗ (Y − Y )∣∣2 , ∀ Y, Y ∈ Rm,
〈h (y)− h (y) , R (y − y)〉 ≤ −β1 |R (y − y)|
2 , ∀ y, y ∈ Rn.
We shall consider only assumptions (A1)–(A4).
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Remark 3.2 Note that, since R : Rn → Rm (a matrix m × n) has a full-rank, if
m > n, then R is injective and there exists C1, C2 > 0 such that
C1 |y|Rn ≤ |Ry|Rm ≤ C2 |y|Rn , ∀ y ∈ R
n.
In fact C1 = min{|Rx|Rm, x ∈ Sn−1}, which is positive since R is injective, and
C2 = max{|Rx|Rm , x ∈ Sn−1} = ‖R‖.
In the case m < n, we have a similar inequality for the transpose matrix R∗,
which is injective as a mapping from Rm to Rn, namely:
C3 |Y |Rm ≤ |R
∗Y |
Rn
≤ C4 |Y |Rm , ∀Y ∈ R
m,
where C3 = min{|R∗Y |Rn; Y ∈ Sm−1} > 0, and C1 = max{|R∗Y |Rn; Y ∈ Sm−1} =
‖R∗‖.
If m = n, then rank(R) = m = n, and so R is invertible, and we get the following
result:
C5 |y|Rn ≤ |Ry|Rn ≤ C6 |y|Rn , ∀ y ∈ R
n,
where C5 = ‖R
−1‖−1 and C6 = ‖R‖.
Let us state on Itoˆ’s formula (see e.g. [18]), that will be used throughout the
paper.
Proposition 3.3 Let (α, α̂) ∈
[
M2(0, T ;Rn)
]2
, (β, β̂) ∈
[
M2(0, T ;Rn)
]2
, (γ, γ̂) ∈[
M2(0, T ;Rn×l)
]2
, (δ, δ̂) ∈
[
M2(0, T ;Rn×d)
]2
, and (K, K̂) ∈
[
N 2η (0, T ;R
n)
]2
. As-
sume that
αt = α0 +
∫ t
0
βsds+
∫ t
0
γs
←−
dBs +
∫ t
0
δsdWs +
∫ t
0
∫
Θ
Ks(ρ)N˜(dρ, ds),
and
α̂t = α̂0 +
∫ t
0
β̂sds+
∫ t
0
γ̂s
←−
dBs +
∫ t
0
δ̂sdWs +
∫ t
0
∫
Θ
K̂s(ρ)N˜(dρ, ds),
for t ∈ [0, T ]. Then, for each t ∈ [0, T ],
〈αt, α̂t〉 = 〈α0, α̂0〉+
∫ t
0
〈αs, dα̂s〉+
∫ t
0
〈dαs, α̂s〉+
∫ t
0
d 〈α, α̂〉s P− a.s.,
and
E
[
〈αt, α̂t〉
]
= E
[
〈α0, α̂0〉
]
+ E
[ ∫ t
0
〈αs, dα̂s〉
]
+ E
[ ∫ T
0
〈dαs, α̂s〉
]
−E
[ ∫ t
0
〈γs, γ̂s〉ds
]
+ E
[ ∫ t
0
〈δs, δ̂s〉ds
]
+ E
[ ∫ t
0
∫
Θ
〈Ks, K̂s〉Π(dρ)ds
]
.
12 AbdulRahman Al-Hussein and Boulakhras Gherbal
Theorem 3.4 (Uniqueness) Under assumptions (A1)–(A4) (or (A1)′, (A2)′,
(A3)–(A4); cf. Remark 3.1) FBDSDEJ (3.1) has at most one solution (y, Y, z, Z, k)
in H2.
Proof. Let υ := (y, Y, z, Z, k) and υ′ := (y′, Y ′, z′, Z ′, k′) be two solutions of (3.1).
Denote
υ̂ =
(
ŷ, Ŷ , ẑ, Ẑ, k̂
)
= (y − y′, Y − Y ′, z − z′, Z − Z ′, k − k′) .
Applying integration of parts (Proposition 3.3) to
〈
Rŷ, Ŷ
〉
on [0, T ] we get
E [〈RŷT , h (yT )− h (y
′
T )〉]− E
[〈
R (Ψ (Y0)−Ψ (Y
′
0)) , Ŷ0
〉]
= E
[∫ T
0
〈A (t, υt)− A (t, υ
′
t) , υ̂t〉 dt
]
≤ −θ1 E
[∫ T
0
(
|Rŷt|
2 + ‖Rẑt‖
2) dt]
− θ2 E
[∫ T
0
(∣∣∣R∗Ŷt∣∣∣2 + ∥∥∥R∗Ẑt∥∥∥2 + |||R∗k̂t|||2
)
dt
]
.
Thus
θ1 E
[∫ T
0
(
|Rŷt|
2 + ‖Rẑt‖
2) dt]
+θ2 E
[∫ T
0
(∣∣∣R∗Ŷt∣∣∣2 + ∥∥∥R∗Ẑt∥∥∥2 + |||R∗k̂t|||2
)
dt
]
≤ 0.
If m > n then θ1 > 0, and so we have |Rŷt|
2 ≡ 0 and ‖Rẑt‖
2 ≡ 0. Thus yt = y′t
and zt = z
′. In particular, h (yT ) = h (y
′
T ). The system (3.2) becomes

0 = Ψ (Y0)−Ψ (Y ′0) +
∫ t
0
b̂ (s, Ys, Zs, ks) ds+
∫ t
0
σ̂ (s, Ys, Zs, ks) dWs
+
∫ t
0
∫
Θ
ϕ̂ (s, Ys, Zs, ks, ρ) N˜ (dρ, ds)
Ŷt = −
∫ T
t
f̂ (s, Ys, Zs, ks) ds−
∫ T
t
ĝ (s, Ys, Zs, ks) d
←−
B s
−
∫ T
t
ẐtdWs −
∫ T
t
∫
Θ
k̂s (ρ) N˜ (dρ, ds) ,
where
pi (t, υt) := pi (t, υt)− pi (t, υ
′
t)
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for pi := b, σ, f, g, and
ϕ̂ (t, υt, ·) := ϕ (t, υt, ·)− ϕ (t, υ
′
t, ·) .
Consequently, from the uniqueness of solution of BDSDEJ (see Yin and Situ
[22]), it follows that Yt = Y
′
t , Zt = Z
′
t and kt = k
′
t.
If m < n then θ2 > 0, and so we have Yt = Y
′
t , Zt = Z
′
t and kt = k
′
t. In particular,
Ψ (Y0) = Ψ (Y
′
0) , and so system (3.2) becomes

ŷt =
∫ t
0
b̂ (s, ys, zs) ds+
∫ t
0
σ̂ (s, ys, zs) dWs
−
∫ t
0
ẑtd
←−
B s +
∫ t
0
∫
Θ
ϕ̂ (s, ys, zs, ρ) N˜ (dρ, ds)
0 = ĥ (yT )−
∫ T
t
f̂ (s, ys, zs) ds−
∫ T
t
ĝ (s, ys, zs) d
←−
B s.
As done earlier, we apply the uniqueness of the solution of BDSDEJ in [22] to deduce
that yt = y
′
t and zt = z
′.
By arguments similar to the above cases, the desired uniqueness property of
solutions can be obtained easily in the case m = n
Theorem 3.5 (Existeness) Assume (A1)–(A4) or ((A1)′, (A2)′, (A3)–(A4))
with 0 < γ < 1 and 0 < γ′ < 1 when m > n, while when m ≤ n we assume
0 < γ < 1 and 0 < γ′ ≤ γ/2. Then FBDSDEJ (3.1) has a solution (y, Y, z, Z, k) in
H
2.
We divide the proof into three case: m > n,m < n and m = n.
Case 1: m > n (θ1 > 0) . Consider the following family of FBDSDEJ parameterized
by α ∈ [0, 1] :

dyt =
[
αb (t, υt) + b˜0 (t)
]
dt+ [ασ (t, υt) + σ˜0 (t)] dWt − ztd
←−
B t
+
∫
Θ
[αϕ (t, υt, ρ) + ϕ0 (t, ρ)] N˜ (dρ, dt)
dYt =
[
αf (t, υt)− (1− α) θ1Ryt + f˜0 (t)
]
dt+ ZtdWt
+ [αg (t, υt)− (1− α) θ1Rzt + g˜0 (t)] d
←−
B t +
∫
Θ
kt (ρ) N˜ (dρ, dt) ,
y0 = αΨ (Y0) + ψ, YT = αh (yT ) + (1− α) θ1RyT + φ,
(3.3)
where υt := (yt, Yt, zt, Zt, kt) ,
(
b˜0, f˜0, σ˜0, g˜0, ϕ0
)
∈ H2, ψ ∈ L2 (Ω,F0,P;Rn) and
φ ∈ L2 (Ω,FT ,P;Rm) are given arbitrarily.
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Note that when α = 1 the existence of the solution of (3.3) implies clearly that
of (3.2) simply by letting (˜b0, f˜0, σ˜0, g˜0, ϕ0) = (0, 0, 0, 0, 0), while when α = 0, (3.3)
becomes a decoupled FBDSDEJ of the form:

dyt = b˜0 (t) dt+ σ˜0 (t) dWt − ztd
←−
B t +
∫
Θ
ϕ0 (t, ρ) N˜ (dρ, dt)
dYt = −θ1Rytdt+ ZtdWt + [−θ1Rzt + g˜0 (t)] d
←−
B t +
∫
Θ
kt (ρ) N˜ (dρ, dt) ,
y0 = ψ, YT = θ1RyT + φ, 0 ≤ t ≤ T.
(3.4)
Using (2.4) (with W replacing B˘) and (2.6) we can rewrite∫ t
0
σ˜0(s)dWs = −
∫ T
T−t
˘˜σ0(s)
←−−
dW˘ s,
where
˘˜σ0(s) = σ˜0(T − s),
i.e., as a backward Itoˆ integral, and∫ t
0
Zs
←−
dBs = −
∫ T
T−t
Z˘sdB˘s, Z˘s = ZT−s,
as a forward Itoˆ integral, and similar, for Lebesgue integral and integrals with respect
to N˜ in (3.2), which then enable us to rewrite the first (forward) equation as a
BDSDE with jumps as follows:
y˘t = y˘T +
∫ T
t
˘˜
b0(s)ds−
∫ T
t
˘˜σ0(s)
←−−
dW s −
∫ T
t
z˘sdB˘s
−
∫ T
t
∫
Θ
ϕ˘0 (s, ρ)
˘˜
N (dρ, ds) , 0 ≤ t ≤ T, (3.5)
where y˘t = yT−t, (hence y˘T = y0),
˘˜
b0(s) = b˜(T − s), ϕ˘0 (s, ρ) = ϕ(T − s, ρ). So under
our assumptions (A3) we deduce from Yin and Situ [22] that (3.4) has a unique
solution (y˘, z˘) in M2 (0, T ;Rn)×M2
(
0, T ;Rn×l
)
.
One can simply apply a generalized martingale representation theorem (as in
Al-Hussien and Gherbal [1]) to get an explicit formula for this unique solution (y˘, z˘)
since all integrals here do not depend on y˘ or z˘.
Consequently, {(ys, zs) := (y˘T−s, z˘T−s), 0 ≤ t ≤ T} is the unique solution of the
forward equation of (3.4). (y, z) in the second equation of (3.3), afterwhich it is
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becomes a BDSDE of type (3.4) discussed earlier, so it admits a unique solution
(Y, Z, k). Therefore, we derive a unique solution υ = (y, Y, z, Z, k) of (3.4) in H2.
The following apriori lemma is a key step in the proof of the method of contin-
uation. It shows that for a fixed α = α0 ∈ [0, 1), if (3.3) is uniquely solvable, then
it is also uniquely solvable for any α ∈ [α0, α0 + δ0], for some positive constant δ0
independent of α0.
Lemma 3.6 We assume m > n. Under assumption (A1)–(A4), with 0 < γ < 1
and 0 < γ′ < 1, there exists a positive constant δ0 such that if, apriori, for each
ψ ∈ L2 (Ω,F0,P;Rn) , φ ∈ L2 (Ω,FT ,P;Rm) and
(
b˜0, f0, σ˜0, g˜0, ϕ0
)
∈ H2, (3.3)
is uniquely solvable for some α0 ∈ [0, 1), then for each α ∈ [α0, α0 + δ0] , ψ ∈
L2 (Ω,F0,P;Rn) , φ ∈ L2 (Ω,FT ,P;Rm) and
(
b˜0, f˜0, σ˜0, g˜0, ϕ0
)
∈ H2, (3.3) is
uniquely solvable.
Proof. Assume that, for each ψ ∈ L2 (Ω,F0,P;Rn) , φ ∈ L2 (Ω,FT ,P;Rm) and
(˜b0, f˜0, σ˜0, g˜0, ϕ0) ∈ H2, there exists a unique solution of (3.3) for α = α0. Then, for
each υ· :=
(
y·, Y ·, z·, Z ·, k·
)
∈ H2, there exists a unique element υ· := (y·, Y·, z·, Z·, k·)
of H2 satisfying the following FBDSDEJ:

dyt =
[
α0b (t, υt) + δb (t, υt) + b˜0 (t)
]
dt− ztd
←−
B t
+ [α0σ (t, υt) + δσ (t, υt) + σ˜0 (t)] dWt
+
∫
Θ
[α0ϕ (t, υt, ρ) + δϕ (t, υt, ρ) + ϕ0 (t, ρ)] N˜ (dρ, dt)
dYt =
[
α0f (t, υt)− (1− α0) θ1Ryt + δ (f (t, υt) + θ1Ryt) + f˜0 (t)
]
dt
+ [α0g (t, υt)− (1− α0) θ1Rzt + δ (g (t, υt) + θ1Rzt) + g˜0 (t)] d
←−
B t
+Zt dWt +
∫
Θ
kt (ρ) N˜ (dρ, dt) ,
y0 = α0Ψ (Y0) + δΨ
(
Y 0
)
+ ψ,
YT = α0h (yT ) + (1− α0)RyT + δ (h (yT )− RyT ) + φ,
(3.6)
where δ ∈ (0, 1) is a parameter independent of α0 which is small enough, and will
be determined later in the proof.
We shall prove that the mapping defined by:
Iα0+δ
(
υ·, yT , Y 0
)
:= (υ·, yT , Y0) : H
2 × L2 (Ω,FT ,P;R
n)× L2 (Ω,F0,P;R
m)
→ H2 × L2 (Ω,FT ,P;R
n)× L2 (Ω,F0,P;R
m) ,
is contraction.
16 AbdulRahman Al-Hussein and Boulakhras Gherbal
Let
υ· :=
(
y·, Y ·, z·, Z ·, k·
)
, υ′· :=
(
y′·, Y
′
·, z
′
·, Z
′
·, k
′
·
)
∈ H2,
and let
((y·, Y·, z·, Z·, k·) , yT , Y0) = (υ·, yT , Y0) := Iα0+δ
(
υ·, yT , Y 0
)
,
((y′·, Y
′
· , z
′
· , Z
′
· , k
′
·) , y
′
T , Y
′
0) = (υ
′
·, y
′
T , Y
′
0) := Iα0+δ
(
υ′·, y
′
T , Y
′
0
)
.
Set the notation(
ŷt, Ŷ t, ẑt, Ẑt, k̂t
)
= υ̂t = υt − υ
′
t
=
(
yt − y
′
t, Y t − Y
′
t, zt − z
′
t, Zt − Z
′
t, kt − k
′
t
)
,(
ŷt, Ŷt, ẑt, Ẑt, k̂t
)
= υ̂t = υt − υ
′
t
= (yt − y
′
t, Yt − Y
′
t , zt − z
′
t, Zt − Z
′
t, kt − k
′
t) .
We shall use these definitions and notations in Lemma 3.7 below as well.
Applying Itoˆ’s formula to
〈
Rŷ, Ŷ
〉
on [0, T ] yields
d
〈
Rŷt, Ŷt
〉
=
〈
Rŷt, α0f̂ (t, υt)− (1− α0) θ1Rŷt + δ
(
f̂ (t, υt) + θ1Rŷt
)〉
dt
+
〈
α0Rb̂ (t, υt) + δRb̂ (t, υt) , Ŷt
〉
dt +
〈
α0Rσ̂ (t, υt) + δRσ̂ (t, υt) , Ẑt
〉
dt
+
∫
Θ
〈
R∗Ŷt, α0ϕ̂ (t, υt, ρ) + δϕ̂ (t, υt, ρ)
〉
N˜ (dρ, dt)
+
〈
Rẑt, α0ĝ (t, υt)− (1− α0) θ1Rẑt + δ
(
ĝ (t, υt) + θ1Rẑt
)〉
dt
+
∫
Θ
〈
α0Rϕ̂ (t, υt, ρ) + δRϕ̂ (t, υt, ρ) , k̂t (ρ)
〉
Π (dρ) dt
−
〈
R∗Ŷt, ẑtd
←−
B t
〉
+
〈
R∗Ŷt, (α0σ̂ (t, υt) + δσ̂ (t, υt)) dWt
〉
+
〈
Rŷt,
(
α0ĝ (t, υt)− (1− α0) θ1Rẑt + δ
(
ĝ (t, υt) + θ1Rẑt
))
d
←−
B t
〉
+
〈
Rŷt, ẐtdWt
〉
+
∫
Θ
〈
Rŷt, k̂t (ρ)
〉
N˜ (dρ, dt) ,
where
pi (t, υt) := pi (t, υt)− pi (t, υ
′
t) , pi (t, υt) := pi (t, υt)− pi (t, υ
′
t)
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for pi := b, σ, f, g,
ϕ̂ (t, υt, ·) := ϕ (t, υt, ·)− ϕ (t, υ
′
t, ·) , ϕ̂ (t, υt, ·) := ϕ (t, υt, ·)− ϕ (t, υ
′
t, ·) .
So, by integrating from 0 to T , using the identities
ŷ0 = α0Ψ̂ (Y0) + δΨ̂
(
Y 0
)
,
and
ŶT = α0ĥ (yT ) + (1− α0)RŷT + δ
(
ĥ (yT )−RŷT
)
,
where
Ψ̂ (Y0) := Ψ (Y0)−Ψ (Y
′
0) , Ψ̂
(
Y 0
)
:= Ψ
(
Y 0
)
−Ψ
(
Y
′
0
)
,
ĥ (yT ) := h (yT )− h (y
′
T ) , ĥ (yT ) := h (yT )− h (y
′
T ) ,
and taking the expectation, it follows that
E
[〈
RŷT , α0ĥ (yT ) + (1− α0)RŷT + δ
(
ĥ (yT )− RŷT
)〉]
= E
[〈
α0RΨ̂ (Y0) + δRΨ̂
(
Y 0
)
, Ŷ0
〉]
− (1− α0) θ1 E
[∫ T
0
|Rŷt|
2 dt
]
+ δE
[∫ T
0
〈
Rŷt, f̂ (t, υt)
〉
dt
]
+ θ1 δE
[∫ T
0
〈
Rŷt, Rŷt
〉
dt
]
+ δE
[∫ T
0
〈
Ŷt, Rb̂ (t, υt)
〉
dt
]
+ δE
[∫ T
0
〈
Rσ̂ (t, υt) , Ẑt
〉
dt
]
+ δE
[∫ T
0
〈Rẑt, ĝ (t, υt)〉 dt
]
− (1− α0) θ1 E
[∫ T
0
||Rẑt||
2 dt
]
+ δ θ1 E
[∫ T
0
〈
Rẑt, Rẑt
〉
dt
]
+ δE
[∫ T
0
〈〈
Rϕ̂ (t, υt, ·) , k̂t
〉〉
dt
]
+α0E
[∫ T
0
〈A (t, υt)− A (t, υ
′
t) , υ̂t〉 dt
]
.
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This implies
E
[〈
RŷT , α0ĥ (yT ) + (1− α0)RŷT
〉]
+ (1− α0) θ1 E
[∫ T
0
(
|Rŷt|
2 + ‖Rẑt‖
2) dt]
−α0 E
[∫ T
0
〈A (t, υt)− A (t, υ
′
t) , υ̂t〉 dt
]
= − δ E
[〈
RŷT , ĥ (yT )−RŷT
〉]
+ E
[〈
α0RΨ̂ (Y0) + δRΨ̂
(
Y 0
)
, Ŷ0
〉]
+ δE
[∫ T
0
〈
Rŷt, f̂ (t, υt)
〉
dt
]
+ θ1δ E
[∫ T
0
〈
Rŷt, Rŷt
〉
dt
]
+ δE
[∫ T
0
〈
Ŷt, Rb̂ (t, υt)
〉
dt
]
+ δE
[∫ T
0
〈
Rσ̂ (t, υt) , Ẑt
〉
dt
]
+ δE
[∫ T
0
〈Rẑt, ĝ (t, υt)〉 dt
]
+ δθ1 E
[∫ T
0
〈
Rẑt, Rẑt
〉
dt
]
+ δE
[∫ T
0
〈〈
Rϕ̂ (t, υt, ·) , k̂t
〉〉
dt
]
. (3.7)
From assumption (A2) on h and (A1) we obtain
α0 E
[
〈RŷT , ĥ (yT )〉
]
= E [〈R (yT − y
′
T ) , α0 (h (yT )− h (y
′
T ))〉]
≥ α0 β1 E
[
|RŷT |
2] , (3.8)
and
−α0 E
[∫ T
0
〈A (s, υs)−A (s, υ
′
s) , υ̂s〉 ds
]
≥ α0θ1 E
[∫ T
0
(
|Rŷt|
2 + ‖Rẑt‖
2) dt]
+α0 θ2 E
[∫ T
0
(∣∣∣R∗Ŷt∣∣∣2 + ∥∥∥R∗Ẑt∥∥∥2 + |||R∗k̂t|||2
)
dt
]
. (3.9)
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Applying these two inequalities (3.8) and (3.9) in (3.7) gives
α0β1 E
[
|RŷT |
2]+ (1− α0) E [|RŷT |2]+ (1− α0) θ1 E
[∫ T
0
(
|Rŷt|
2 + ‖Rẑt‖
2) dt]
+α0θ1 E
[∫ T
0
(
|Rŷt|
2 + ‖Rẑt‖
2) dt]
+α0θ2 E
[∫ T
0
(∣∣∣R∗Ŷt∣∣∣2 + ∥∥∥R∗Ẑt∥∥∥2 + |||R∗k̂t|||2
)
dt
]
≤ −δ E
[〈
RŷT , ĥ (yT )−RŷT
〉]
+ E
[〈
α0RΨ̂ (Y0) + δRΨ̂
(
Y¯0
)
, Ŷ0
〉]
+ δE
[∫ T
0
〈
Rŷt, f̂ (t, υt)
〉
dt
]
+ θ1δE
[∫ T
0
〈
Rŷt, Rŷt
〉
dt
]
+ δE
[∫ T
0
〈
Rb̂ (t, υt) , Ŷt
〉
dt
]
+ δ E
[∫ T
0
〈
Rσ̂ (t, υt) , Ẑt
〉
dt
]
+ δE
[∫ T
0
〈Rẑt, ĝ (t, υt)〉 dt
]
+ δθ1 E
[∫ T
0
〈
Rẑt, Rẑt
〉
dt
]
+ δE
[∫ T
0
〈〈
Rϕ̂ (t, υt, ·) , k̂t
〉〉
dt
]
. (3.10)
Using (A4) and (A2) we have
−δ E
[〈
RŷT , ĥ (yT )− RŷT
〉]
= −δ E
[〈
RŷT , ĥ (yT )
〉]
+ δE
[〈
RŷT , RŷT
〉]
≤
δ
2
(
E
[
|RŷT |
2]+ E [∣∣∣ĥ (yT )∣∣∣2
])
+
δ
2
(
E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
])
≤ δ E
[
|RŷT |
2]+ δ (1
2
+
c2
2
)
E
[∣∣∣RŷT ∣∣∣2
]
,
and
α0 E
[〈
RΨ̂ (Y0) , Ŷ0
〉]
+ δ E
[〈
RΨ̂
(
Y 0
)
, Ŷ0
〉]
≤ −α0β2 E
[∣∣∣Ŷ0∣∣∣2
]
+ δ E
[∣∣∣RΨ̂ (Y 0)∣∣∣ · ∣∣∣Ŷ0∣∣∣]
≤ −α0 β2 E
[∣∣∣Ŷ0∣∣∣2
]
+ δ cE
[∣∣∣Ŷ 0∣∣∣ · ∣∣∣Ŷ0∣∣∣]
≤ −α0 β2 E
[∣∣∣Ŷ0∣∣∣2
]
+
δ
2
c
(
E
[∣∣∣Ŷ 0∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
])
.
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Thus, by making use of (A4) and Remark 3.2, inequality (3.10) becomes
(1− α0 + α0β1) E
[
|RŷT |
2]+ θ1 E ∫ T
0
(
|Rŷt|
2 + ‖Rẑt‖
2) dt
+α0 θ2 E
[∫ T
0
(∣∣∣R∗Ŷt∣∣∣2 + ∥∥∥R∗Ẑt∥∥∥2 + |||R∗k̂t|||2
)
dt
]
+ α0β2 E
[∣∣∣Ŷ0∣∣∣2
]
≤ δ
(
E
[
|RŷT |
2]+ C E [∣∣∣RŷT ∣∣∣2
])
+ δ C
(
E
[∣∣∣Ŷ 0∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
])
+ δ C E
∫ T
0
(
‖υ̂t‖
2 +
∥∥∥υ̂t∥∥∥2
)
dt, (3.11)
with some constant C > 0, which from here on can be different from place to place
and depends at most on the Lipschitz constants c, γ, γ′, α0, δ, θ1, β1, β2, R and T.
Next, we want to estimate E
[∣∣∣Ŷ0∣∣∣2
]
. Applying Itoˆ’s formula (Proposition 3.3)
to
∣∣∣Ŷs∣∣∣2 over [t, T ] , and taking the expectation afterwards give
E
[∣∣∣Ŷt∣∣∣2
]
+ E
[∫ T
t
∥∥∥Ẑs∥∥∥2 ds
]
+ E
[∫ T
t
|||k̂s|||
2ds
]
= E
[∣∣∣α0ĥ (yT ) + (1− α0)RŷT + δ (ĥ (yT )− RŷT)∣∣∣2
]
− 2E
[∫ T
t
〈
Ŷs, α0f̂ (s, vs)− (1− α0) θ1Rŷs + δ
(
f̂ (s, υs) + θ1Rŷs
)〉
ds
]
+ E
[∫ T
t
∣∣∣α0ĝ (s, υs)− (1− α0) θ1Rẑs + δ (ĝ (s, υs) + θ1Rẑs)∣∣∣2 ds
]
.
Therefore
E
[∣∣∣Ŷt∣∣∣2
]
+ E
[∫ T
t
∥∥∥Ẑs∥∥∥2 ds
]
+ E
[∫ T
t
|||k̂s|||
2ds
]
≤ 4E
[
α20
∣∣∣ĥ (yT )∣∣∣2 + (1− α0)2 |RŷT |2 + δ2 ∣∣∣ĥ (yT )∣∣∣2 + δ2 ∣∣∣RŷT ∣∣∣2
]
+ 2E
[∫ T
t
∣∣∣Ŷs∣∣∣ · (α0 ∣∣∣f̂ (s, υs)∣∣∣+ (1− α0) θ1 |Rŷs|+ δ ∣∣∣f̂ (s, υs)∣∣∣+ δθ1 ∣∣∣Rŷs∣∣∣) ds
]
+ E
[∫ T
t
(
(1 + ε)α20 |ĝ (s, υs)|
2
+
(
1 +
1
ε
) ∣∣∣(1− α0) θ1Rẑs + δ (ĝ (s, υs) + θ1Rẑs)∣∣∣2
)
ds
]
,
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for any ε > 0. Choose then ε = 1−γ
2γ
to get
E
[∣∣∣Ŷt∣∣∣2
]
+ E
[∫ T
t
∥∥∥Ẑs∥∥∥2 ds
]
+ E
[∫ T
t
|||k̂s|||
2ds
]
≤ 4E
[
α20
∣∣∣ĥ (yT )∣∣∣2 + (1− α0)2 |RŷT |2 + δ2 ∣∣∣ĥ (yT )∣∣∣2 + δ2 ∣∣∣RŷT ∣∣∣2
]
+2E
[∫ T
t
∣∣∣Ŷs∣∣∣ · (α0 ∣∣∣f̂ (s, υs)∣∣∣+ (1− α0) θ1 |Rŷs|+ δ ∣∣∣f̂ (s, υs)∣∣∣+ δθ1 ∣∣∣Rŷs∣∣∣) ds
]
+E
[∫ T
t
(
1 + γ
2γ
)
α20 |ĝ (s, υs)|
2 ds
]
+3E
[∫ T
t
(
1 + γ
1− γ
)(
(1− α0)
2 θ21 ‖Rẑs‖
2 + δ2 |ĝ (s, υs)|
2 + δ2θ21
∥∥∥Rẑs∥∥∥2
)
ds
]
=: I1 + I2 + I3 + I4, (3.12)
where Ii is the quantity in term i of the right hand side of this inequality for each
i = 1, 2, 3, 4.
It follows by the fact that h is Lipschitz that
I1 = 4E
[
α20
∣∣∣ĥ (yT )∣∣∣2 + (1− α0)2 |RŷT |2 + δ2 ∣∣∣ĥ (yT )∣∣∣2 + δ2 ∣∣∣RŷT ∣∣∣2
]
≤ C E
[
|ŷT |
2 + δ
∣∣∣ŷT ∣∣∣2
]
. (3.13)
Also
I2 = 2E
[∫ T
t
∣∣∣Ŷs∣∣∣ · (α0 ∣∣∣f̂ (s, υs)∣∣∣ + (1− α0) θ1 |Rŷs|+ δ ∣∣∣f̂ (s, υs)∣∣∣ + δθ1 ∣∣∣Rŷs∣∣∣) ds
]
≤ E
[∫ T
t
((
8 c α20
1− γ
) ∣∣∣Ŷs∣∣∣2 +
(
1− γ
8c
) ∣∣∣f̂ (s, υs)∣∣∣2
)
+ (1− α0) θ1
(∣∣∣Ŷs∣∣∣2 + |Rŷs|2
)
+ δ
(∣∣∣Ŷs∣∣∣2 + ∣∣∣f̂ (s, υs)∣∣∣2
)
+ δθ1
(∣∣∣Ŷs∣∣∣2 + ∣∣∣Rŷs∣∣∣2
)
)ds
]
≤ E
[∫ T
t
(((
8 c α20
1− γ
) ∣∣∣Ŷs∣∣∣2 +
(
1− γ
8c
)
c ‖υ̂s‖
2
)
+ (1− α0) θ1
(∣∣∣Ŷs∣∣∣2 + |Rŷs|2
)
+ δ
(∣∣∣Ŷs∣∣∣2 + c ∥∥∥υ̂s∥∥∥2
)
+ δθ1
(∣∣∣Ŷs∣∣∣2 + ∣∣∣Rŷs∣∣∣2
))
ds
]
.
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Hence, since ‖υs‖
2 = |ys|
2 + |Ys|
2 + ‖zs‖
2 + ‖Zs‖
2 + |||ks|||2, we have
I2 ≤ C E
[∫ T
t
∣∣∣Ŷs∣∣∣2 ds
]
+ CE
[∫ T
t
|ŷs|
2 ds
]
+ C δ E
[∫ T
t
∣∣∣ŷs∣∣∣2 ds
]
+C E
[∫ T
t
‖ẑs‖
2 ds
]
+
(
1− γ
8
)
E
[∫ T
t
(∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
+C δ E
[∫ T
t
∥∥∥υ̂s∥∥∥2 ds
]
. (3.14)
For I3 we apply (A4) to derive
I3 = E
[∫ T
t
(
1 + γ
2γ
)
α20 |ĝ (s, υs)|
2 ds
]
≤ E
[∫ T
t
(
c
(
1 + γ
2γ
)
α20 |ŷs|
2 + c
(
1 + γ
2γ
)
α20
∣∣∣Ŷs∣∣∣2 + c
(
1 + γ
2γ
)
α20 ‖ẑs‖
2
+
(
1 + γ
2γ
)
α20γ
∥∥∥Ẑs∥∥∥2 +
(
1 + γ
2γ
)
α20γ|||k̂s|||
2
)
ds
]
≤ C E
[∫ T
t
(
|ŷs|
2 +
∣∣∣Ŷs∣∣∣2 + ‖ẑs‖2
)
ds
]
+
(
1 + γ
2
)
α20 E
[∫ T
t
(∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
. (3.15)
Finally,
I4 = 3E
[∫ T
t
(
1 + γ
1− γ
)(
(1− α0)
2 θ21 ‖Rẑs‖
2 + δ2 |ĝ (s, υs)|
2 + δ2θ21
∥∥∥Rẑs∥∥∥2
)
ds
]
≤ 3E
[∫ T
t
((
1 + γ
1− γ
)
(1− α0)
2 θ21 ‖Rẑs‖
2 + δ2
(
1 + γ
1− γ
)
c
∣∣∣ŷs∣∣∣2
+ δ2
(
1 + γ
1− γ
)
c
∣∣∣Ŷ s∣∣∣2 + δ2
(
1 + γ
1− γ
)
c
∥∥∥ẑs∥∥∥2 + δ2
(
1 + γ
1− γ
)
γ
∥∥∥Ẑs∥∥∥2
+ δ2
(
1 + γ
1− γ
)
γ |||k̂s|||
2 + δ2θ21
∥∥∥Rẑs∥∥∥2
≤ C E
[∫ T
t
(
‖Rẑs‖
2 + δ
∣∣∣ŷs∣∣∣2 + δ ∥∥∥ẑs∥∥∥2 + δ ∣∣∣Ŷ s∣∣∣2
)
ds
]
+ δ C
(
1 + γ
1− γ
)
γ E
[∫ T
t
(∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
. (3.16)
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Now we substitute (3.13)-(3.16) in (3.12) to find that
E
[∣∣∣Ŷt∣∣∣2
]
+ E
[∫ T
t
(∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
≤ C E
[
|ŷT |
2 + δ2
∣∣∣ŷT ∣∣∣2
]
+ C E
[∫ T
t
∣∣∣Ŷs∣∣∣2 ds
]
+ C E
[∫ T
t
|ŷs|
2 ds
]
+C δE
[∫ T
t
∣∣∣ŷs∣∣∣2 ds
]
+ C E
[∫ T
t
‖ẑs‖
2 ds
]
+ CδE
[∫ T
t
∥∥∥υ̂s∥∥∥2 ds
]
+
(
1− γ
8
)
E
[∫ T
t
(∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
+C E
[∫ T
t
(
|ŷs|
2 +
∣∣∣Ŷs∣∣∣2 + ‖ẑs‖2
)
ds
]
+
(
1 + γ
2
)
α20 E
[∫ T
t
(∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
+C E
[∫ T
t
(
‖Rẑs‖
2 + δ
∣∣∣ŷs∣∣∣2 + δ ∥∥∥ẑs∥∥∥2 + δ ∣∣∣Ŷ s∣∣∣2
)
ds
]
+ δ C
(
1 + γ
1− γ
)
γ E
[∫ T
t
(∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
.
This implies
E
[∣∣∣Ŷt∣∣∣2
]
+ E
[∫ T
t
(∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
≤ C E
[
|ŷT |
2]+ δC E [∣∣∣ŷT ∣∣∣2
]
+ C E
[∫ T
t
∣∣∣Ŷs∣∣∣2 ds
]
+ CδE
[∫ T
t
∥∥∥υ̂s∥∥∥2 ds
]
+ C E
[∫ T
t
(
|yˆs|
2 + ‖zˆs‖
2) ds]
+
((
1− γ
8
)
+
(
1 + γ
2
)
α20
)
E
[∫ T
t
(∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
≤ C
(
E
[
|ŷT |
2]+ δ E [∣∣∣ŷT ∣∣∣2
])
+ C E
[∫ T
t
(
|ŷs|
2 + ‖ẑs‖
2 +
∣∣∣Ŷs∣∣∣2
)
ds
]
+ Cδ E
[∫ T
t
∥∥∥υ̂s∥∥∥2 ds
]
+
(
5 + 3γ
8
)
E
[∫ T
t
(∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
,
since α0 < 1 and
1−γ
8
+ 1+γ
2
= 5+3γ
8
. Hence there exists an universal constant C > 0
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such that
E
[∣∣∣Ŷt∣∣∣2
]
+
(
1−
(
5 + 3γ
8
))
E
[∫ T
t
(∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
≤ C E
[∫ T
t
∣∣∣Ŷs∣∣∣2 ds
]
+ C
(
E
[
|ŷT |
2]+ δE [∣∣∣ŷT ∣∣∣2
])
+C E
[∫ T
t
(
|ŷs|
2 + ‖ẑs‖
2 + δ
∥∥∥υ̂s∥∥∥2
)
ds
]
. (3.17)
By using Gronwall’s inequality we deduce then
E
[∣∣∣Ŷt∣∣∣2
]
≤ CeT−t
(
C
(
E
[
|ŷT |
2]+ δE [∣∣∣ŷT ∣∣∣2
])
+C E
[∫ T
t
(
|ŷs|
2 + ‖ẑs‖
2 + δ
∥∥∥υ̂s∥∥∥2
)
ds
])
, (3.18)
for each 0 ≤ t ≤ T . Consequently
E
[∣∣∣Ŷ0∣∣∣2
]
≤ C2eT
(
C
(
E
[
|ŷT |
2]+ δ E [∣∣∣ŷT ∣∣∣2
])
+C E
[∫ T
0
(
|ŷs|
2 + ‖ẑs‖
2 + δ
∥∥∥υ̂s∥∥∥2
)
ds
])
. (3.19)
Take the supremum over t in (3.18) to obtain
sup
0≤t≤T
E
[∣∣∣Ŷt∣∣∣2
]
≤ CeT
(
C
(
E
[
|ŷT |
2]+ δ E [∣∣∣ŷT ∣∣∣2
])
+C E
[∫ T
0
(
|ŷs|
2 + ‖ẑs‖
2 + δ
∥∥∥υ̂s∥∥∥2
)
ds
])
. (3.20)
Applying this in (3.17) gives also
E
[∫ T
0
(∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
≤ C (T − t) sup
0≤s≤T
E
[∣∣∣Ŷs∣∣∣2
]
+ C
(
E
[
|ŷT |
2]+ δ E [∣∣∣ŷT ∣∣∣2
])
+C E
[∫ T
0
(
|ŷs|
2 + ‖ẑs‖
2 + δ
∥∥∥υ̂s∥∥∥2
)
ds
]
≤ C
(
E
[
|ŷT |
2]+ δE [∣∣∣ŷT ∣∣∣2
])
+ C E
[∫ T
0
(
|ŷs|
2 + ‖ẑs‖
2 + δ
∥∥∥υ̂s∥∥∥2
)
ds
]
.
(3.21)
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From (3.20) we get
E
[∫ T
0
∣∣∣Ŷt∣∣∣2 dt
]
≤ TCeT
(
C
(
E
[
|ŷT |
2]+ δE [∣∣∣ŷT ∣∣∣2
])
+C E
[∫ T
0
(
|ŷs|
2 + ‖ẑs‖
2 + δ
∥∥∥υ̂s∥∥∥2
)
ds
])
. (3.22)
Finally, add (3.19), (3.22) and (3.21) together to conclude that
E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∫ T
0
(∣∣∣Ŷs∣∣∣2 + ∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
≤ C
(
E
[
|ŷT |
2]+ δE [∣∣∣ŷT ∣∣∣2
])
+ C E
[∫ T
0
(
|ŷs|
2 + ‖ẑs‖
2 + δ
∥∥∥υ̂s∥∥∥2
)
ds
]
.
(3.23)
Let us recall that (3.11) can be rewritten as
(1− α0 + α0β1)E
[
|RŷT |
2]+ θ1 E
[∫ T
0
(
|Rŷs|
2 + ‖Rẑs‖
2) ds]
+ θ2 E
[∫ T
0
(∣∣∣Ŷs∣∣∣2 + ∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
+ β2 E
[∣∣∣Ŷ0∣∣∣2
]
≤ δ C
(
E
[∣∣∣Ŷ 0∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
])
+ δ C E
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
, (3.24)
where we have used in (3.11) the fact that if two quantities ξ1, ξ2 ≥ 0 satisfy ξ1 +
α0ξ2 ≤ K then ξ1 + ξ2 ≤ CK for C = 1 +
1
α0
.
Notice that we want to study the cases when: I) θ2 > 0, β2 > 0, II) θ2 = 0, β2 > 0,
III) θ2 > 0, β2 = 0, IV) θ2 = 0, β2 = 0.
I) θ2 > 0, β2 > 0. Let Γ1 = min {1− α0 + α0β1, θ1, β2, θ2} . Then Γ1 > 0, and
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inequality (3.24) becomes
Γ1
(
E
[
|RŷT |
2]+ E [∫ T
0
(
|Rŷs|
2 + ‖Rẑs‖
2) ds]+ E [∣∣∣Ŷ0∣∣∣2
]
+ E
[∫ T
0
(∣∣∣Ŷs∣∣∣2 + ∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
])
≤ δC
(
E
[∣∣∣Ŷ 0∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
])
+ δ C E
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
,
or in particular
E
[
|RŷT |
2]+ E [∫ T
0
(
|Rŷs|
2 + ‖Rẑs‖
2) ds]+ E [∣∣∣Ŷ0∣∣∣2
]
+E
[∫ T
0
(∣∣∣Ŷs∣∣∣2 + ∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
≤
δC
Γ1
(
E
[∣∣∣Ŷ 0∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
])
+
δC
Γ1
E
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
.
Taking δ = Γ1
3C
, hence δC
Γ1
= 1
3
, we obtain (after multiplying the resulting inequality
by 3
2
):
E
[
|RŷT |
2]+ E [∣∣∣Ŷ0∣∣∣2
]
+ E
[∫ T
0
‖υ̂s‖
2 ds
]
≤
1
2
(
E
[∣∣∣RŷT ∣∣∣2
]
+ E
[∣∣∣Ŷ 0∣∣∣2
]
+ E
[∫ T
0
∥∥∥υ̂s∥∥∥2 ds
])
.
II). θ2 = 0, β2 > 0. Let Γ2 = min {1− α0 + α0β1, θ1, β2} . Then Γ2 > 0, and
inequality (3.24) becomes
Γ2
(
E
[
|RŷT |
2]+ E [∫ T
0
(
|Rŷs|
2 + ‖Rẑs‖
2) ds]+ E [∣∣∣Ŷ0∣∣∣2
])
≤ δC
(
E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∣∣∣Ŷ 0∣∣∣2
])
+ δ C E
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
. (3.25)
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On the other hand, by using this inequality (3.25) and (3.23), we have
Γ2
(
E
[
|RŷT |
2]+ E [∫ T
0
(
|Rŷs|
2 + ‖Rẑs‖
2) ds]
+E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∫ T
0
(∣∣∣Ŷs∣∣∣2 + ∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
])
≤ δ C
(
E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∣∣∣Ŷ 0∣∣∣2
])
+ δ C E
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
+Γ2C
(
E
[
|ŷT |
2]+ δE [∣∣∣ŷT ∣∣∣2
])
+ Γ2C E
[∫ T
0
(
|ŷs|
2 + ‖ẑs‖
2 + δ
∥∥∥υ̂s∥∥∥2
)
ds
]
≤ δ C
(
E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∣∣∣Ŷ 0∣∣∣2
])
+ δ C E
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
+ Γ2CδE
[∣∣∣ŷT ∣∣∣2
]
+Γ2C δE
[∫ T
0
∥∥∥υ̂s∥∥∥2 ds
]
+ Γ2C
(
E
[
|ŷT |
2]+ E [∫ T
0
(
|ŷs|
2 + ‖ẑs‖
2) ds]) .
Apply again (3.25) to the last term of this inequality and Remark 3.2 to get
Γ2
(
E
[
|RŷT |
2]+ E [∫ T
0
(
|Rŷs|
2 + ‖Rẑs‖
2) ds]
+E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∫ T
0
(∣∣∣Ŷt∣∣∣2 + ∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
])
≤ δC
(
E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∣∣∣Ŷ 0∣∣∣2
])
+ δ C E
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
+ Γ2C δE
[∣∣∣ŷT ∣∣∣2
]
+C δ
(
E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∣∣∣Ŷ 0∣∣∣2
])
+Γ2C δE
[∫ T
0
∥∥∥υ̂s∥∥∥2 ds
]
+ C δ E
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
≤ Cδ
(
E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∣∣∣Ŷ 0∣∣∣2
])
+C δE
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
.
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As a result of this and Remark 3.2 we have
E
[
|RŷT |
2]+ E [∣∣∣Ŷ0∣∣∣2
]
+ E
[∫ T
0
‖υ̂s‖
2 ds
]
≤
Cδ
Γ2
(
E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∣∣∣Ŷ 0∣∣∣2
])
+
C δ
Γ2
E
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
.
Now take δ = Γ2
3C
to get
E
[
|RŷT |
2]+ E [∣∣∣Ŷ0∣∣∣2
]
+ E
[∫ T
0
‖υ̂s‖
2 ds
]
≤
1
2
(
E
[∣∣∣RŷT ∣∣∣2
]
+ E
[∣∣∣Ŷ 0∣∣∣2
]
+ E
[∫ T
0
∥∥∥υ̂s∥∥∥2 ds
])
. (3.26)
III). θ2 > 0, β2 = 0. Let Γ3 = min {1− α0 + α0β1, θ1, θ2} . Then Γ3 > 0, and
inequality (3.24) becomes
Γ3
(
E
[
|RŷT |
2]+ E [∫ T
0
(
|Rŷs|
2 + ‖Rẑs‖
2) ds]
+ E
[∫ T
0
(∣∣∣Ŷs∣∣∣2 + ∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
])
≤ δC
(
E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∣∣∣Ŷ 0∣∣∣2
])
+ δ C E
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
,
which together with (3.19) implies that
Γ3
(
E
[
|RŷT |
2]+ E [∣∣∣Ŷ0∣∣∣2
]
+ E
[∫ T
0
‖υ̂s‖
2 ds
])
≤ δC
(
E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∣∣∣Ŷ 0∣∣∣2
])
+ δ C E
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
+ Γ3 E
[∣∣∣Ŷ0∣∣∣2
]
. (3.27)
On the other hand, making use of (3.19) again and applying (3.27) together with
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Remark 3.2 give
Γ3 E
[∣∣∣Ŷ0∣∣∣2
]
≤ Γ3C
2 eT
(
C
(
E
[
|ŷT |
2]+ δE [∣∣∣ŷT ∣∣∣2
])
+C E
[∫ T
0
(
|ŷs|
2 + ‖ẑs‖
2 + δ
∥∥∥υ̂s∥∥∥2
)
ds
])
≤ δ C
(
E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∣∣∣Ŷ 0∣∣∣2
])
+ δ C E
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
. (3.28)
Therefore, substituting (3.28) in (3.27) yields
Γ3
(
E
[
|RŷT |
2]+ E [∣∣∣Ŷ0∣∣∣2
]
+ E
[∫ T
0
‖υ̂s‖
2 ds
])
≤ δ C
(
E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∣∣∣Ŷ 0∣∣∣2
])
+ δ C E
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
.
Hence, as in case III) by taking δ = Γ3
3C
, we deduce that (3.26) holds also here.
IV). θ2 = 0, β2 = 0. Let Γ4 = min{1−α0+α0β1, θ1}. Then Γ4 > 0 and inequality
(3.24) becomes
Γ4
(
E
[
|RŷT |
2]+ E [∫ T
0
(
|Rŷs|
2 + ‖Rẑs‖
2) ds])
≤ δ C
(
E
[∣∣∣Ŷ 0∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
])
+ δ C E
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
. (3.29)
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Thus by using (3.23) we deduce
Γ4
(
E
[
|RŷT |
2]+ E [∫ T
0
(
|Rŷs|
2 + ‖Rẑs‖
2) ds]
+E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∫ T
0
(∣∣∣Ŷs∣∣∣2 + ∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
])
≤ δC
(
E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∣∣∣Ŷ 0∣∣∣2
])
+ δ C E
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
+Γ4C
(
E
[
|ŷT |
2]+ δE [∣∣∣ŷT ∣∣∣2
])
+ Γ4C E
[∫ T
0
(
|ŷs|
2 + ‖ẑs‖
2 + δ
∥∥∥υ̂s∥∥∥2
)
ds
]
≤ δC
(
E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∣∣∣Ŷ 0∣∣∣2
])
+ δ C E
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
+ Γ4Cδ E
[∣∣∣ŷT ∣∣∣2
]
+ Γ4CδE
[∫ T
0
∥∥∥υ̂s∥∥∥2 ds
]
+Γ4C
(
E
[
|ŷT |
2]+ E [∫ T
0
(
|ŷs|
2 + ‖ẑs‖
2) ds]) .
Apply again (3.29) and Remark 3.2 to get
Γ4
(
E
[
|RŷT |
2]+ E [∫ T
0
(
|Rŷs|
2 + ‖Rẑs‖
2) ds]
+E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∫ T
0
(∣∣∣Ŷt∣∣∣2 + ∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
])
≤ δC
(
E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∣∣∣Ŷ 0∣∣∣2
])
+ δ C E
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
+ Γ4Cδ E
[∣∣∣ŷT ∣∣∣2
]
+ Γ4CδE
[∫ T
0
∥∥∥υ̂s∥∥∥2 ds
]
+C δ
(
E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∣∣∣Ŷ 0∣∣∣2
])
+CδE
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
≤ C δ
(
E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∣∣∣Ŷ 0∣∣∣2
])
+C δE
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
.
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It follows that
E
[
|RŷT |
2]+ E [∣∣∣Ŷ0∣∣∣2
]
+ E
[∫ T
0
‖υ̂s‖
2 ds
]
≤
Cδ
Γ4
(
E
[
|RŷT |
2]+ E [∣∣∣RŷT ∣∣∣2
]
+ E
[∣∣∣Ŷ0∣∣∣2
]
+ E
[∣∣∣Ŷ 0∣∣∣2
])
+
C δ
Γ4
E
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
.
then we take δ = Γ2
3C
to get the same inequality as in (3.26).
From the preceding four cases we conclude that the mapping Iα0+δ is contraction,
in the sense that
E
[∫ T
0
‖υ̂s‖
2 ds
]
+ E
[
|ŷT |
2]+ E [∣∣∣Ŷ0∣∣∣2
]
≤
1
2
(
E
[∫ T
0
∥∥∥υ̂s∥∥∥2 ds
]
+ E
[∣∣∣ŷT ∣∣∣2
]
+ E
[∣∣∣Ŷ 0∣∣∣2
])
.
Therefore this mapping has a unique fixed point υ = (y, Y, z, Z, k) in H2, which can
easily be seen to be the unique solution of (3.3) for α = α0 + δ, δ ∈ [0, δ0] .
Case 2. m < n. If m < n, then θ2 > 0 and β2 > 0. We consider the following
system:


dyt =
[
αb (t, υt)− (1− α) θ2R
∗Yt + b˜0 (t)
]
dt− ztd
←−
B t
+ [ασ (t, υt)− (1− α) θ2R∗Zt + σ˜0 (t)] dWt
+
∫
Θ
[αϕ (t, υt, ρ)− (1− α) θ2R∗kt (ρ) + ϕ0 (t, ρ)] N˜ (dρ, dt) ,
dYt =
[
αf (t, υt) + f˜0 (t)
]
dt+ [αg (t, υt) + g˜0 (t)] d
←−
B t + ZtdWt
+
∫
Θ
kt (ρ) N˜ (dρ, dt) ,
y0 = αΨ (Y0)− (1− α)R∗Y0 + ψ, YT = αh (yT ) + φ.
(3.30)
When α = 0 equation (3.30) is uniquely solvable as shown in Case 1. Since
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m < n, when α = 0, system (3.30) becomes:

dyt =
[
−θ2R
∗Yt + b˜0 (t)
]
dt− ztd
←−
B t + [−θ2R
∗Zt + σ˜0 (t)] dWt
+
∫
Θ
[−θ2R
∗kt (ρ) + ϕ0 (t, ρ)] N˜ (dρ, dt) ,
dYt = f˜0 (t) dt+ g˜0 (t) d
←−
B t + ZtdWt +
∫
Θ
kt (ρ) N˜ (dρ, dt) ,
y0 = −R∗Y0 + ψ, YT = φ.
(3.31)
So, by following the same procedure done for (3.4), we derive a unique solution
υ = (y, Y, z, Z, k) in H2 for (3.31).
When α = 1 the existence of the solution of (3.31) implies clearly that of (3.2).
By the same techniques used for proving Lemma 3.6, one can prove the following
lemma.
Lemma 3.7 Assume m < n. Under assumptions (A1)-(A4), with 0 < γ < 1
and 0 < γ′ ≤ γ/2, there exists a positive constant δ0 such that if, apriori, for
each ψ ∈ L2 (Ω,F0,P;Rn) , φ ∈ L2 (Ω,FT ,P;Rm) and
(
b˜0, f˜0, σ˜0, g˜0, ϕ0
)
∈ H2,
(3.30) is uniquely solvable for some α0 ∈ [0, 1), then for each α ∈ [α0, α0 + δ0]
and ψ ∈ L2 (Ω,F0,P;Rn) , φ ∈ L2 (Ω,FT ,P;Rm) ,
(
b˜0, f˜0, σ˜0, g˜0, ϕ0
)
∈ H2, (3.30) is
also uniquely solvable in H2.
Proof. Assume that, for each ψ ∈ L2 (Ω,F0,P;Rn) , φ ∈ L2 (Ω,FT ,P;Rm) and
(˜b0, f˜0, σ˜0, g˜0, ϕ0) ∈ H
2, there exists a unique solution of (3.3) for α = α0. Then for
each υt :=
(
yt, Y t, zt, Zt, kt
)
∈ H2, there exists a unique element υ := (y, Y, z, Z, k)
of H2 satisfying the following FBDSDEJ:

dyt = [α0b (t, υt)− (1− α0)θ2R∗Yt
+δ
(
b(t, υt) + θ2R
∗Y t
)
+ b˜0 (t)]dt− ztd
←−
B t
+[α0σ (t, υt)− (1− α0)θ2R∗Zt
+δ
(
σ(t, υt) + θ2R
∗Zt
)
+ σ˜0 (t)]dWt
+
∫
Θ
[α0ϕ (t, υt, ρ)− (1− α0)θ2R∗kt(ρ)
+δ
(
ϕ(t, υt, ρ) + θ2R
∗kt(ρ)
)
+ ϕ0 (t, ρ)]N˜ (dρ, dt)
dYt =
[
α0f (t, υt) + δf (t, υt) + f˜0 (t)
]
dt
+ [α0g (t, υt) + δg (t, υt) + g˜0 (t)] d
←−
B t + ZtdWt +
∫
Θ
kt (ρ) N˜ (dρ, dt) ,
y0 = α0Ψ (Y0)− (1− α0)R∗Y0 + δ
(
Ψ
(
Y 0
)
− R∗Y 0
)
+ ψ,
YT = α0h (yT ) + δh (yT ) + φ,
(3.32)
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where δ ∈ (0, 1) is a parameter independent of α0 which is small enough, and will
be determined later in the proof.
Let us consider the mapping Iα0+δ, defined in the proof of Lemma 3.6, and let
υ· :=
(
y·, Y ·, z·, Z ·, k·
)
, υ′· :=
(
y′·, Y
′
·, z
′
·, Z
′
·, k
′
·
)
∈ H2,
((y·, Y·, z·, Z·, k·) , yT , Y0) = (υ·, yT , Y0) := Iα0+δ
(
υ·, yT , Y 0
)
,
((y′·, Y
′
· , z
′
· , Z
′
· , k
′
·) , y
′
T , Y
′
0) = (υ
′
·, y
′
T , Y
′
0) := Iα0+δ
(
υ′·, y
′
T , Y
′
0
)
.
We keep also the same notations such as υ̂·, ...etc., which is set after system (3.6) in
the proof of Lemma 3.6.
Applying Itoˆ’s formula to
〈
Rŷ, Ŷ
〉
on [0, T ] yields
d
〈
ŷt, R
∗Ŷt
〉
=
〈
ŷt, α0R
∗f̂ (t, υt) + δR
∗f̂ (t, υt)
〉
dt
+
〈
R∗Ŷt, α0b̂ (t, υt)− (1− α0) θ2R
∗Ŷt + δ
(
b̂ (t, υt) + θ2R
∗Ŷ t
)〉
dt
+
〈
α0σ̂ (t, υt)− (1− α0) θ2R
∗Ẑt + δ
(
σ̂ (t, υt) + θ2R
∗Ẑt
)
, R∗Ẑt
〉
dt
+ 〈ẑt, α0R
∗ĝ (t, υt) + δR
∗ĝ (t, υt)〉 dt−
〈
R∗Ŷt, ẑtd
←−
B t
〉
+
∫
Θ
〈
α0ϕ̂ (t, υt, ρ)− (1− α0) θ2R
∗k̂t(ρ)
+ δ
(
ϕ̂ (t, υt, ρ) + θ2R
∗k̂t(ρ)
)
, R∗k̂t (ρ)
〉
Π (dρ) dt
+
〈
R∗Ŷt,
∫
Θ
(
α0ϕ̂ (t, υt, ρ)− (1− α0) θ2R
∗k̂t(ρ)
+ δ
(
ϕ̂ (t, υt, ρ) + θ2R
∗k̂t(ρ)
))
N˜ (dρ, dt)
〉
+
〈
R∗Ŷt,
(
α0σ̂ (t, υt)− (1− α0) θ2R
∗Ẑt + δ
(
σ̂ (t, υt) + θ2R
∗Ẑt
))
dWt
〉
+
〈
ŷt, (α0R
∗ĝ (t, υt) + δR
∗ĝ (t, υt)) d
←−
B t
〉
+
〈
ŷt, R
∗ẐtdWt
〉
+
∫
Θ
〈
ŷt, R
∗k̂t (ρ) N˜ (dρ, dt)
〉
,
with
ŷ0 = α0Ψ̂ (Y0)− (1− α0)R
∗Ŷ0 + δ
(
Ψ̂
(
Y 0
)
− R∗Ŷ 0
)
,
and
R∗ŶT = α0R
∗ĥ (yT ) + δR
∗ĥ (yT ) .
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Integrating from 0 to T, taking expectation and using assumptions (A3) give
E
[〈
ŷT , R
∗ŶT
〉]
= E
[〈
ŷ0, R
∗Ŷ0
〉]
+ E
[∫ T
0
〈
ŷs, α0R
∗f̂ (s, υs) + δR
∗f̂ (s, υs)
〉
ds
]
+E
[∫ T
0
〈
R∗Ŷs, α0b̂ (s, υs)− (1− α0) θ2R
∗Ŷs + δ
(
b̂ (s, υs) + θ2R
∗Ŷ s
)〉
ds
]
+E
[∫ T
0
〈ẑs, α0R
∗ĝ (s, υs) + δR
∗ĝ (s, υs)〉 ds
]
+E
[∫ T
0
〈
α0σ̂ (s, υs)− (1− α0) θ2R
∗Ẑs + δ
(
σ̂ (s, υs) + θ2R
∗Ẑs
)
, R∗Ẑs
〉
dt
]
+E
[ ∫ T
0
∫
Θ
〈
α0ϕ̂ (s, υs, ρ)− (1− α0) θ2R
∗k̂s(ρ) + δ (ϕ̂ (s, υs, ρ) ,
+ θ2R
∗k̂s(ρ)
)
R∗k̂s(ρ)
〉
Π(dρ)ds
]
,
Using notation preceding (A1) this equality reads as
E
[〈
ŷT , α0R
∗ĥ (yT ) + δR
∗ĥ (yT )
〉]
= E
[〈
α0Ψ̂ (Y0)− (1− α0)R
∗Ŷ0 + δ
(
Ψ̂
(
Y 0
)
− R∗Ŷ 0
)
, R∗Ŷ0
〉]
+α0E
[∫ T
0
〈
Â (s, υs) , υ̂s
〉
ds
]
+ δE
[∫ T
0
〈
ŷs, R
∗f̂ (s, υs)
〉
ds
]
+E
[∫ T
0
〈
R∗Ŷs,− (1− α0) θ2R
∗Ŷs + δ
(
b̂ (s, υs) + θ2R
∗Ŷ s
)〉
ds
]
+ δE
[∫ T
0
〈ẑs, R
∗ĝ (s, υs)〉 ds
]
+E
[∫ T
0
〈
− (1− α0) θ2R
∗Ẑs + δ
(
σ̂ (s, υs) + θ2R
∗Ẑs
)
, R∗Ẑs
〉
ds
]
+E
[∫ T
0
∫
Θ
〈
− (1− α0) θ2R
∗k̂s(ρ)
+ δ
(
ϕ̂ (s, υs, ρ) + θ2R
∗k̂s(ρ)
)
, R∗k̂s(ρ)
〉
Π(dρ)ds
]
. (3.33)
We know from (A2) that
〈
α0Ψ̂(Y0), R
∗Ŷ0
〉
≤ −α0β2|R∗Ŷ0|2, which implies with
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the help of Cauchy-Schwartz inequality that
E
[〈
α0Ψ̂ (Y0)− (1− α0)R
∗Ŷ0 + δ
(
Ψ̂
(
Y 0
)
− R∗Ŷ 0
)
, R∗Ŷ0
〉]
≤ −α0 β2 E
[
|R∗Ŷ0|
2
]
− (1− α0) E
[
|R∗Ŷ0|
2
]
+ δcE
[
|Ŷ 0|
2
]
+ δ cE
[
|R∗Ŷ0|
2
]
+ δ E
[
|R∗Ŷ 0|
2
]
+ δE
[
|R∗Ŷ0|
2
]
. (3.34)
On the other hand, apply (A1) on A and (A2) on ĥ, and use (A3) for the term
−δ E
[〈
ŷT , R
∗ĥ(yT )
〉]
appearing in (3.33) to get
α0β1 E
[
|RŷT |
2
]
+ α0θ1 E
[∫ T
0
(
|Rŷs|
2 + ‖Rẑs‖
2
)
ds
]
+α0θ2 E
[∫ T
0
(
|R∗Ŷs|
2 + ‖R∗Ẑs‖
2 + |||R∗k̂s|||
)
ds
]
≤ δ
(
E
[
|RŷT |
2
]
+ cE
[
|ŷT |
2
])
− α0β2 E
[
|R∗Ŷ0|
2
]
− (1− α0) E
[
|R∗Ŷ0|
2
]
+ δcE
[
|Ŷ 0|
2
]
+ δcE
[
|R∗Ŷ0|
2
]
+ δ E
[
|R∗Ŷ 0|
2
]
+ δE
[
|R∗Ŷ0|
2
]
+ δE
[∫ T
0
|Rŷs|
2ds
]
+ δ E
[∫ T
0
|f̂(s, υs)|
2ds
]
− (1− α0) θ2 E
[∫ T
0
|R∗Ŷs|
2ds
]
+ δE
[∫ T
0
|R∗Ŷs|
2ds
]
+ δE
[∫ T
0
|̂b(s, υs)|
2ds
]
+ δθ2 E
[∫ T
0
|R∗Ŷs|
2ds
]
+ δθ2 E
[∫ T
0
|R∗Ŷ s|
2ds
]
+ δE
[∫ T
0
‖Rẑs‖
2ds
]
+ δ E
[∫ T
0
|ĝ(s, υs)|
2ds
]
− (1− α0) θ2 E
[∫ T
0
‖R∗Ẑs‖
2ds
]
+ δ E
[∫ T
0
‖R∗Ẑs‖
2ds
]
+ δ E
[∫ T
0
|σ̂(s, υs)|
2ds
]
+ δθ2 E
[∫ T
0
‖R∗Ẑs‖
2ds
]
+ δθ2 E
[∫ T
0
‖R∗Ẑs‖
2ds
]
− (1− α0) θ2 E
[∫ T
0
|||R∗k̂s|||
2ds
]
+ δE
[∫ T
0
|||R∗k̂s|||
2ds
]
+ δ θ2 E
[∫ T
0
|||R∗k̂s|||
2ds
]
+ δ θ2 E
[∫ T
0
|||R∗k̂s|||
2ds
]
+ δE
[∫ T
0
‖|ϕ̂(s, υs, ·)‖|
2ds
]
.
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Rearranging this inequality and applying (A3) yield
α0β2 E
[∣∣∣R∗Ŷ0∣∣∣2
]
+ (1− α0)θ2 E
[∫ T
0
(∣∣∣R∗Ŷs∣∣∣2 + ∥∥∥R∗Ẑs∥∥∥2 + |||R∗k̂s|||2
)
ds
]
+α0 θ2 E
[∫ T
0
(∣∣∣R∗Ŷs∣∣∣2 + ∥∥∥R∗Ẑs∥∥∥2 + |||R∗k̂s|||2
)
ds
]
+α0 θ1 E
[∫ T
0
(
|Rŷs|
2 + ‖Rẑs‖
2) ds]+ (1− α0)E
[∣∣∣R∗Ŷ0∣∣∣2
]
≤ −α0β1 E
[
|RŷT |
2
]
+ δ
(
E
[
|RŷT |
2
]
+ cE
[
|ŷT |
2
])
+ δcE
[
|Ŷ 0|
2
]
+ δ cE
[
|R∗Ŷ0|
2
]
+ δE
[
|R∗Ŷ 0|
2
]
+ δ E
[
|R∗Ŷ0|
2
]
+ δE
[∫ T
0
|Rŷs|
2 ds
]
+3 δ C E
[∫ T
0
‖υ̂s‖
2ds
]
+ δE
[∫ T
0
∣∣∣R∗Ŷs∣∣∣2 ds
]
+ δθ2 E
[∫ T
0
∣∣∣R∗Ŷs∣∣∣2 ds
]
+ δ θ2 E
[∫ T
0
∣∣∣R∗Ŷ s∣∣∣2 ds
]
+ δ E
[∫ T
0
‖Rẑs‖
2ds
]
+ δθ2 E
[∫ T
0
‖R∗Ẑs‖
2ds
]
+ δ θ2 E
[∫ T
0
‖R∗Ẑs‖
2ds
]
+ δ E
[∫ T
0
|||R∗k̂s|||
2ds
]
+ δ θ2 E
[∫ T
0
|||R∗k̂s|||
2ds
]
+ δ θ2 E
[∫ T
0
|||R∗k̂s|||
2ds
]
.
We conclude
(1− α0 + α0β2)E
[∣∣∣R∗Ŷ0∣∣∣2
]
+ θ2 E
[∫ T
0
(∣∣∣R∗Ŷs∣∣∣2 + ∥∥∥R∗Ẑs∥∥∥2 + |||R∗k̂s|||2
)
ds
]
+α0θ1 E
[∫ T
0
(
|Rŷs|
2 + ‖Rẑs‖
2) ds]+ α0β1 E [|RŷT |2]
≤ δC E
[∣∣∣Ŷ0∣∣∣2
]
+ δC E
[∣∣∣R∗Ŷ 0∣∣∣2
]
+ δ E
[
|RŷT |
2]+ δC E [∣∣∣ŷT ∣∣∣2
]
+ δ C E
[∫ T
0
(
‖υ̂s‖
2 +
∥∥∥υ̂s∥∥∥2
)
ds
]
, (3.35)
where C is a universal constant depending on R∗, R, θ2 and c.
Now we want to find an estimate for E
[
|ŷT |
2] or E [|RŷT |2] by using Itoˆ’s formula
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(Proposition 3.3) to |Rŷs|
2 over [0, t] ,
E
[
|ŷt|
2]+ E [∫ t
0
‖ẑs‖
2 ds
]
= E
[∣∣∣α0Ψ̂ (Y0)− (1− α0)R∗Ŷ0 + δ (Ψ̂ (Y 0)− R∗Ŷ 0)∣∣∣2
]
+2E
[∫ t
0
〈
ŷs, α0b̂ (s, υs)− (1− α0) θ2R
∗Ŷs + δ
(
b̂ (s, υs) + θ2R
∗Ŷ s
)〉
ds
]
+E
[∫ t
0
∣∣∣α0σ̂ (s, υs)− (1− α0) θ2R∗Ẑs + δ (σ̂ (s, υs) + θ2R∗Ẑs)∣∣∣2 ds
]
+E
[∫ t
0
∫
Θ
∣∣∣α0ϕ̂ (s, υs, ρ)− (1− α0) θ2R∗k̂s(ρ) + δ (ϕ̂ (s, υs, ρ)
+ θ2R
∗k̂s(ρ)
)∣∣∣2Πs(dρ)ds
]
.
Therefore
E
[
|ŷt|
2]+ E [∫ t
0
‖ẑs‖
2 ds
]
≤ 4E
[
α20
∣∣∣Ψ̂ (Y0)∣∣∣2 + (1− α0)2 ∣∣∣R∗Ŷ0∣∣∣2 + δ2 ∣∣∣Ψ̂ (Y 0)∣∣∣2 + δ2 ∣∣∣R∗Ŷ 0∣∣∣2
]
+2E
[∫ t
0
|ŷs| ·
(
α0
∣∣∣̂b (s, υs)∣∣∣+ (1− α0) θ2 ∣∣∣R∗Ŷs∣∣∣+ δ ∣∣∣̂b (s, υs)∣∣∣+ δθ2 ∣∣∣R∗Ŷ s∣∣∣) ds
]
+E
[∫ t
0
(1 + ε)α20 |σ̂ (s, υs)|
2 ds
]
+E
[∫ t
0
(1 +
1
ε
)
∣∣∣(1− α0) θ2R∗Ẑs + δ (σ̂ (s, υs) + θ2R∗Ẑs)∣∣∣2 ds
]
+E
[∫ t
0
∫
Θ
(1 + ε′)α20 |ϕ̂ (s, υs, ρ)|
2Πs(dρ)ds
]
+E
[∫ t
0
∫
Θ
(1 +
1
ε′
)
∣∣∣(1− α0) θ2R∗k̂s(ρ) + δ (ϕ̂ (s, υs, ρ) + θ2R∗k̂s(ρ))∣∣∣2Πs(dρ)ds
]
,
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for any ε > 0 and ε′ > 0. Choose then ε′ = ε = 1−γ
2γ
to get
E
[
|ŷt|
2]+ E [∫ t
0
‖ẑs‖
2 ds
]
≤ 4E
[
α20
∣∣∣Ψ̂ (Y0)∣∣∣2 + (1− α0)2 ∣∣∣R∗Ŷ0∣∣∣2 + δ2 ∣∣∣Ψ̂ (Y 0)∣∣∣2 + δ2 ∣∣∣R∗Ŷ 0∣∣∣2
]
+2E
[∫ t
0
|ŷs| ·
(
α0
∣∣∣̂b (s, υs)∣∣∣+ (1− α0) θ2 ∣∣∣R∗Ŷs∣∣∣+ δ ∣∣∣̂b (s, υs)∣∣∣+ δθ2 ∣∣∣R∗Ŷ s∣∣∣) ds
]
+
(
1 + γ
2γ
)
α20 E
[∫ t
0
|σ̂ (s, υs)|
2 ds
]
+3
(
1 + γ
1− γ
)
E
[∫ t
0
∫
Θ
(
(1− α0)
2 θ22|R
∗k̂s(ρ)|
2 + δ2 |ϕ̂ (s, υs, ρ)|
2
+ δ2θ22|R
∗k̂s(ρ)|
2
)
Πs(dρ)ds
]
+
(
1 + γ
2γ
)
α20 E
[∫ t
0
∫
Θ
|ϕ̂ (s, υs, ρ)|
2Πs(dρ)ds
]
+3
(
1 + γ
1− γ
)
E
[∫ t
0
(
(1− α0)
2 θ22
∥∥∥R∗Ẑs∥∥∥2 + δ2 |σ̂ (s, υs)|2 + δ2θ22 ∥∥∥R∗Ẑs∥∥∥2
)
ds
]
=: I ′1 + I
′
2 + I
′
3 + I
′
4 + I
′
5 + I
′
6. (3.36)
We have
I ′1 = 4E
[
α20
∣∣∣Ψ̂ (Y0)∣∣∣2 + (1− α0)2 ∣∣∣R∗Ŷ0∣∣∣2 + δ2 ∣∣∣Ψ̂ (Y 0)∣∣∣2 + δ2 ∣∣∣R∗Ŷ 0∣∣∣2
]
≤ 4E
[
α20c
∣∣∣Ŷ0∣∣∣2 + (1− α0)2 ∣∣∣R∗Ŷ0∣∣∣2 + δ2c ∣∣∣Ŷ 0∣∣∣2 + δ2 ∣∣∣R∗Ŷ 0∣∣∣2
]
≤ C E
[∣∣∣Ŷ0∣∣∣2 + δ ∣∣∣Ŷ 0∣∣∣2
]
, (3.37)
FBDSDEs with Poisson Jumps 39
It follows from the fact that b is Lipschitz
I ′2 = 2E
[∫ t
0
|ŷs| ·
(
α0
∣∣∣̂b (s, υs)∣∣∣+ (1− α0) θ2 ∣∣∣R∗Ŷs∣∣∣+ δ ∣∣∣̂b (s, υs)∣∣∣+ δθ2 ∣∣∣R∗Ŷ s∣∣∣) ds
]
≤ E
[∫ t
0
((
8c α0
1− γ
)
|ŷs|
2 +
1− γ
8c
c ‖υ̂s‖
2 + (1− α0) θ2
(
|ŷs|
2 +
∣∣∣R∗Ŷs∣∣∣2
)
+ δ
(
|ŷs|
2 + c
∥∥∥υ̂s∥∥∥2
)
+ δθ2
(
|ŷs|
2 +
∣∣∣R∗Ŷ s∣∣∣2
))
ds
]
≤ E
[∫ t
0
|ŷs|
2
(
8c α0
1− γ
+
1− γ
8
+ (1− α0) θ2 + δ + δθ2
)
ds
]
+E
[∫ t
0
∣∣∣Ŷs∣∣∣2
(
1− γ
8
)
ds
]
+ E
[∫ t
0
∣∣∣R∗Ŷs∣∣∣2 ((1− α0) θ2) ds
]
+E
[∫ t
0
|||k̂s|||
2
(
1− γ
8
)
ds
]
+ E
[∫ t
0
‖ẑs‖
2
(
1− γ
8
)
ds
]
+E
[∫ t
0
∥∥∥Ẑs∥∥∥2
(
1− γ
8
)
ds
]
+ E
[∫ t
0
∣∣∣R∗Ŷ s∣∣∣2 (δθ2) ds
]
+ E
[∫ t
0
∥∥∥υ̂s∥∥∥2 (c δ)ds
]
.
Therefore
I ′2 ≤ C E
[∫ t
0
(
|ŷs|
2 +
∣∣∣Ŷs∣∣∣2 ds
)]
+
(
1− γ
8
)
E
[∫ t
0
(
‖ẑs‖
2 +
∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
+ δC E
[∫ t
0
∥∥∥υ̂s∥∥∥2 ds
]
.
(3.38)
Similarly,
I ′3 =
(
1 + γ
2γ
)
α20 E
[∫ t
0
|σ̂ (s, υs)|
2 ds
]
≤
(
1 + γ
2γ
)
α20 E
[∫ t
0
(
c |ŷs|
2 + c
∣∣∣Ŷs∣∣∣2 + γ
2
‖ẑs‖
2 + c
∥∥∥Ẑs∥∥∥2 + c|||k̂s|||2
)
ds
]
≤ C E
[∫ t
0
(
|ŷs|
2 +
∣∣∣Ŷs∣∣∣2 + ∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
+
(
1 + γ
4
)
α20 E
[∫ t
0
‖ẑs‖
2 ds
]
, (3.39)
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I ′4 = 3
(
1 + γ
1− γ
)
E
[∫ t
0
∫
Θ
(
(1− α0)
2 θ22
∣∣∣R∗k̂s(ρ)∣∣∣2 + δ2 |ϕ̂ (s, υs, ρ)|2
+ δ2θ22
∣∣∣R∗k̂s(ρ)∣∣∣2
)
Πs(dρ)ds
]
≤ C E
[∫ t
0
(
|||k̂s|||
2 + δ
∥∥∥υ̂s∥∥∥2
)
ds
]
, (3.40)
and
I ′5 =
(
1 + γ
2γ
)
α20 E
[∫ t
0
∫
Θ
|ϕ̂ (s, υs, ρ)|
2Πs(dρ)ds
]
≤
(
1 + γ
2γ
)
α20 E
[∫ t
0
(
c |ŷs|
2 + c
∣∣∣Ŷs∣∣∣2 + γ
2
‖ẑs‖
2 + c
∥∥∥Ẑs∥∥∥2 + c|||k̂s|||2
)
ds
]
≤ C E
[∫ t
0
(
|ŷs|
2 +
∣∣∣Ŷs∣∣∣2 + ∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
+
(
1 + γ
4
)
α20 E
[∫ t
0
‖ẑs‖
2 ds
]
. (3.41)
Also,
I ′6 = 3
(
1 + γ
1− γ
)
E
[∫ t
0
(
(1− α0)
2 θ22
∥∥∥R∗Ẑs∥∥∥2 + δ2 |σ̂ (s, υs)|2 + δ2θ22 ∥∥∥R∗Ẑs∥∥∥2
)
ds
]
≤ 3
(
1 + γ
1− γ
)
E
[∫ t
0
(
(1− α0)
2 θ22
∥∥∥R∗Ẑs∥∥∥2 + δ2θ22 ∥∥∥R∗Ẑs∥∥∥2
)
ds
]
+3 δ2
(
1 + γ
1− γ
)
cE
[∫ t
0
(∣∣∣ŷs∣∣∣2 + ∣∣∣Ŷ s∣∣∣2 + |||k̂s|||2 + ∥∥∥Ẑs∥∥∥2
)
ds
]
+3 δ2
(
1 + γ
1− γ
)
γ
2
E
[∫ t
0
∥∥∥ẑs∥∥∥2 ds
]
≤ C E
[∫ t
0
(∥∥∥R∗Ẑs∥∥∥2 + δ ∥∥∥R∗Ẑs∥∥∥2 + δγ ∥∥∥ẑs∥∥∥2
)
ds
]
+ δC E
[∫ t
0
(∣∣∣ŷs∣∣∣2 + ∣∣∣Ŷ s∣∣∣2 + ∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
≤ C E
[∫ t
0
(∥∥∥R∗Ẑs∥∥∥2 + δ ∥∥∥υ̂s∥∥∥2
)
ds
]
. (3.42)
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Now Substitute (3.37)-(3.42) in (3.36) to get
E
[
|ŷt|
2]+ E [∫ t
0
‖ẑs‖
2 ds
]
≤ C E
[∣∣∣Ŷ0∣∣∣2 + δ ∣∣∣Ŷ 0∣∣∣2
]
+C E
[∫ t
0
(
|ŷs|
2 +
∣∣∣Ŷs∣∣∣2
)
ds
]
+
(
1− γ
8
)
E
[∫ t
0
(
‖ẑs‖
2 +
∥∥∥Ẑs∥∥∥2 + ‖||k̂s|||2
)
ds
]
+CδE
[∫ t
0
∥∥∥υ̂s∥∥∥2 ds
]
+C E
[∫ t
0
(
|ŷs|
2 +
∣∣∣Ŷs∣∣∣2 + ∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
+
(
1 + γ
4
)
α20 E
[∫ t
0
‖ẑs‖
2 ds
]
+C E
[∫ t
0
(
|||k̂s|||
2 + δ
∥∥∥υ̂s∥∥∥2
)
ds
]
+C E
[∫ t
0
(
|ŷs|
2 +
∣∣∣Ŷs∣∣∣2 + ∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
+
(
1 + γ
4
)
α20 E
[∫ t
0
‖ẑs‖
2 ds
]
+C E
[∫ t
0
(∥∥∥R∗Ẑs∥∥∥2 + δ ∥∥∥υ̂s∥∥∥2
)
ds
]
,
which implies
E
[
|ŷt|
2]+ E [∫ t
0
‖ẑs‖
2 ds
]
≤ C E
[∣∣∣Ŷ0∣∣∣2 + δ ∣∣∣Ŷ 0∣∣∣2
]
+ C E
[∫ t
0
|ŷs|
2 ds
]
+ CδE
[∫ t
0
∥∥∥υ̂s∥∥∥2 ds
]
+C E
[∫ t
0
(∣∣∣Ŷs∣∣∣2 + ∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
+
((
1− γ
8
)
+
(
1 + γ
4
)
+
(
1 + γ
4
))
E
[∫ t
0
‖ẑs‖
2 ds
]
.
In particular, we have
E
[
|ŷt|
2]+ (1− 5 + 3γ
8
)
E
[∫ t
0
‖ẑs‖
2 ds
]
≤ C E
[∣∣∣Ŷ0∣∣∣2 + δ ∣∣∣Ŷ 0∣∣∣2
]
+ C E
[∫ t
0
|ŷs|
2 ds
]
+ C δE
[∫ t
0
∥∥∥υ̂s∥∥∥2 ds
]
+C E
[∫ t
0
(∣∣∣Ŷs∣∣∣2 + ∥∥∥Ẑs∥∥∥2 + |||k̂s|||2
)
ds
]
. (3.43)
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Now apply Gronwall’s inequality to get
E
[
|ŷt|
2] ≤ C2et(E [∣∣∣Ŷ0∣∣∣2
]
+ δE
[∣∣∣Ŷ 0∣∣∣2
]
+E
[∫ t
0
(∣∣∣Ŷs∣∣∣2 + ∥∥∥Ẑs∥∥∥2 + |||k̂s|||2 + δ ∥∥∥υ̂s∥∥∥2
)
ds
])
,
for all 0 ≤ t ≤ T, and
E
[∫ t
0
‖ẑs‖
2 ds
]
≤ C
(
E
[∣∣∣Ŷ0∣∣∣2
]
+ δE
[∣∣∣Ŷ 0∣∣∣2
])
+ CtE
[
|ŷT |
2]
+C E
[∫ T
0
(∣∣∣Ŷs∣∣∣2 + ∥∥∥Ẑs∥∥∥2 + |||k̂s|||2 + δ ∥∥∥υ̂s∥∥∥2
)
ds
]
.
Consequently
E
[
|RŷT |
2]+ E [∫ t
0
‖ẑs‖
2 ds
]
≤ C
(
E
[∣∣∣Ŷ0∣∣∣2
]
+ δE
[∣∣∣Ŷ 0∣∣∣2
])
+C E
[∫ t
0
(∣∣∣Ŷs∣∣∣2 + ∥∥∥Ẑs∥∥∥2 + |||k̂s|||2 + δ ∥∥∥υ̂s∥∥∥2
)
ds
]
, (3.44)
with the help of Remark 3.2.
Now we can argue as in the proof of Lemma 3.6 and in particular in parallel to
the part following inequality (3.19) to conclude (with the help of Remark 3.2) that
E
[
|ŷT |
2]+ E [∣∣∣Ŷ0∣∣∣2
]
+ E
[∫ T
0
‖υ̂s‖
2 ds
]
≤
1
2
(
E
[∣∣∣ŷT ∣∣∣2
]
+ E
[∣∣∣Ŷ 0∣∣∣2
]
+ E
[∫ T
0
∥∥∥υ̂s∥∥∥2 ds
])
,
which shows that the mapping Iα0+δ, defined in the proof of Lemma 3.6, is contrac-
tion for some small δ ∈ [0, δ0] on
H
2 × L2(Ω,FT ,P;R
n)× L2(Ω,F0,P;R
m),
and so it attains a unique fixed point υ = (y, Y, z, Z, k) in H2, which can be seen
easily to be the unique solution of (3.32) for α = α0 + δ.
Case 3. m = n. We assume (A1)-(A4) with 0 < γ < 1 and 0 < γ′ ≤ γ/2. From
(A1) and (A2) we only need to consider two cases:
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1) If θ1 > 0, θ2 ≥ 0, β1 > 0, and β2 ≥ 0, we can have the same result as Lemma 3.6.
2) If θ1 ≥ 0, θ2 > 0, β1 ≥ 0, and β2 > 0, we can have the same result as Lemma 3.7.
We are now ready to complete the proof of Theorem 3.5.
Proof completion of Theorem 3.5. For Case 1, we know that, for each
ψ ∈ L2 (Ω,F0,P;R
n) , φ ∈ L2 (Ω,FT ,P;R
m) ,
(
b˜0, f˜0, σ˜0, g˜0, ϕ0
)
∈ H2,
FBDSDEJ (3.3) has a unique solution as α = 0. It follows from Lemma 3.6 that
there exists a positive constant δ0 = δ0 (c, γ, β1, θ1, R, T ) such that for any δ ∈ [0, δ0]
and ψ ∈ L2 (Ω,F0,P;Rn) , φ ∈ L2 (Ω,FT ,P;Rm) ,
(
b˜0, f˜0, σ˜0, g˜0, ϕ0
)
∈ H2, (3.3) has
a unique solution for α = δ. Since δ0 depends only on c, γ, β1, θ1, R and T , we can
repeat this process N times with 1 ≤ Nδ0 < 1 + δ0. In particular, for α = 1 with(
b˜0, f˜0, σ˜0, g˜0, ϕ0
)
≡ 0, φ ≡ 0, ψ ≡ 0, FBDSDEJ (3.1) has a unique solution in H2.
For Case 2, we know that, for each
ψ ∈ L2 (Ω,F0,P;R
n) , φ ∈ L2 (Ω,FT ,P;R
m) ,
(
b˜0, f˜0, σ˜0, g˜0, ϕ0
)
∈ H2,
FBDSDEJ (3.30) has a unique solution as α = 0. It follows from Lemma 3.7 that
there exists a positive constant δ0 = δ0 (c, γ, β2, θ2, R, T ) such that for any δ ∈ [0, δ0]
and ψ ∈ L2 (Ω,F0,P;Rn) , φ ∈ L2 (Ω,FT ,P;Rm) ,
(
b˜0, f˜0, σ˜0, g˜0, ϕ0
)
∈ H2, (3.30)
has a unique solution for α = δ. Since δ0 depends only on c, γ, β2, θ2, R and T , we
can repeat this process for N times with 1 ≤ Nδ0 < 1 + δ0, and then deduce as in
the preceding case that FBDSDEJ (3.1) has a unique solution in H2.
Similar to these cases, the desired result can be obtained in Case 3.
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