The diagnosis of diabetic retinopathy (DR) through colour fundus images requires experienced clinicians to identify the presence and significance of many small features which, along with a complex grading system, makes this a difficult and time consuming task. In this paper, we propose a CNN approach to diagnosing DR from digital fundus images and accurately classifying its severity. We develop a network with CNN architecture and data augmentation which can identify the intricate features involved in the classification task such as micro-aneurysms, exudate and haemorrhages on the retina and consequently provide a diagnosis automatically and without user input. We train this network using a high-end graphics processor unit (GPU) on the publicly available Kaggle dataset and demonstrate impressive results, particularly for a high-level classification task. On the data set of 80,000 images used our proposed CNN achieves a sensitivity of 95% and an accuracy of 75% on 5,000 validation images.
Introduction
Diabetic Retinopathy (DR) is one of the major causes of blindness in the western world 1 2 . Increasing life expectancy, indulgent lifestyles and other contributing factors mean the number of people with diabetes is projected to continue rising 3 . Regular screening of diabetic patients for DR has been shown to be a cost-effective and important aspect of their care 4 . The accuracy and timing of this care is of significant importance to both the cost and effectiveness of treatment. If detected early enough, effective treatment of DR is available; making this a vital process 5 .
Classification of DR involves the weighting of numerous features and the location of such features 6 . This is highly time consuming for clinicians. Computers are able to obtain much quicker classifications once trained, giving the ability to aid clinicians in real-time classification. The efficacy of automated grading for DR has been an active area of research in computer imaging with encouraging conclusions 7 8 . Significant work has been done on detecting the features of DR using automated methods such a support vector machines and k-NN classifiers 9 . The majority of these classification techniques are on two class classification for DR or no DR.
Convolutional Neural Networks (CNNs), a branch of deep learning, have an impressive record for applications in image analysis and interpretation, including medical imaging. Network architectures designed to work with image data were routinely built already in 1970s 10 with useful applications and surpassed other approaches to challenging tasks like handwritten character recognition 11 . However, it wasn't until several breakthroughs in neural networks such as the implementation of dropout 12 , rectified linear units 13 and the accompanying increase in computing power through graphical processor units (GPUs) that they became viable for more complex image recognition problems. Presently, large CNNs are used to successfully tackle highly complex image recognition tasks with many object classes; to an impressive standard. CNNs are used in many current state-of-the-art image classification tasks such as the annual ImageNet and COCO challenges 14 15 .
Two main issues exist within automated grading and particularly CNNs. One is achieving a desirable offset in sensitivity (patients correctly identified as having DR) and specificity (patients correctly identified as not having DR). This is significantly harder for national criteria which is five class problem in to normal, mild DR, moderate DR, severe DR, and proliferative DR classes. Furthermore, overfitting is a major issue in neural networks. Skewed datasets cause the network to over fit to the class most prominent in the dataset. Large datasets are often massively skewed. In the dataset we used less than three percent of images came from the 4th and 5th class, meaning changes had to be made in our network to ensure it could still learn the features of these images.
In this paper we introduce a deep learning-based CNN method for the problem of classifying DR in fundus imagery. This is a medical imaging task with increasing diagnostic relevance, discussed earlier, and one that has been subject to many studies in the past. As far as we are aware this is the first paper discussing the five class classification of DR using a CNN approach. Several new methods are introduced to adapt the CNN to our large dataset. We then analyse the performance and dissect the capabilities of our network.
The remainder of this paper is organised as follows. Section 2 presents an overview of related work, section 3 describes the architecture of the CNN and the training methods used in this work, section 4 presents the results from our experiments, section 5 concludes the paper with discussion on the results and future work.
Related Work
Extensive research has been carried out on methods for a binary classification of DR with encouraging results. Gardner et al used Neural Networks and pixel intensity values to achieve sensitivity and specificity results of 88.4% and 83.5% respectively for yes or no classification of DR 16 . They used a small dataset of around 200 images and split each image in to patches and then required a clinician to classify the patches for features before SVM implementation.
Neural Networks have also been used in three-class classification of DR. Nayak et al 17 used features such as the area of exudates and the area of blood vessels together with texture parameters. Features are entered in to the neural network to classify images into normal, non-proliferative retinopathy and proliferative retinopathy. The neural network used these features as input for classification. The detection results were validated by comparing with grading from expert ophthalmologists. They demonstrated a classification accuracy of 93%, sensitivity of 90% and specificity of 100%. This was carried out on a dataset of 140 images and feature extraction was required on all images in both training and testing which can be time consuming.
The vast majority of research on the five-class classification that has been carried out has used support vector machines (SVMs). Acharya et al 18 have created an automated method for identifying the five classes. Features, which are extracted from the raw data using a higher-order spectra method, are fed in to the SVM classifier and capture the This SVM method reported an average accuracy of 82%, sensitivity of 82% and specificity of 88%.
Acharya et al 19 also created a fiveclass classification method by calculating the areas of several features such as haemorrhages, micro-aneurysms, exudate and blood vessel.
The features determined to be the most crucial; blood vessels, micro-aneurysms, exudates, and haemorrhages, were extracted from the raw images using image processing techniques.
These were then fed to the SVM for classification.
A sensitivity of 82%, specificity of 86% and accuracy of 85.9% was achieved using this system. These methods were performed on relatively small datasets and the drop in sensitivity and specificity was likely due to to the complex nature of the five class problem.
Adarsh et al 20 also used image processing techniques to produce an automated diagnosis for DR through the detection of retinal blood vessels, exudate, micro-aneurysms and texture features.
The area of lesions and texture features were used to construct the feature vector for the multiclass SVM. This achieved accuracies of 96% and 94.6% on the public 89 and 130 image databases DIARETDB0 and DIARETDB1 respectively.
Each of the previous five class methods required feature extraction from the images before being input to an SVM classifier and have only been validated on small test sets of approximately 100 images. These methods are less real-time applicable than a CNN.
Method and Structure
The structure of our neural network, shown in Fig 1, was decided after the first layer learns edges the deepest layer of the network, the last convolutional layer, should learn the features of classification of DR such as hard exudate. The network starts with convolution blocks with activation and then batch normalisation after each convolution layer. As the number of feature maps increases we move to one batch normalisation per block.
All maxpooling is performed with kernel size 3x3 and 2x2 strides. After the final convolutional block the network is flattened to one dimension. We then perform dropout on dense layers until we reach the dense five node classification layer which uses a softmax activation function to predict our classification. The leaky rectified linear unit 13 activation function was used applied with a value of 0.01 to stop over reliance on certain nodes in the network. Likewise, in the convolution layers L2 regularisation was used for weight and biases. The network was also initialised with Gaussian initialisation to reduce initial training time. The loss function used to optimise was the widely used categorical crossentropy function.
Dataset, Hardware and Software
The dataset used for testing was provided by the Kaggle coding website (https://www.kaggle.com/) and contains over 80,000 images, of approximately 6M pixels per image and scales of retinopathy. Resizing these images and running our CNN on a high-end GPU, the NVIDIA K40c, meant we were able to train on the whole dataset. The NVIDIA K40c contains 2880 CUDA cores and comes with the NVIDIA CUDA Deep Neural Network library (cuDNN) for GPU learning. Through using this package around 15,000 images were uploaded on the GPU memory at any one time. The deep learning package Keras (http://keras.io/) was used with the Theano (http://deeplearning.net/software/theano/) machine learning back end. This was chosen due to good documentation and short calculation time. An image can be classified in 0.04 seconds meaning real-time feedback for the patient is possible.
Preprocessing
The dataset contained images from patients of varying ethnicity, age groups and extremely varied levels of lighting in the fundus photography. This affects the pixel intensity values within the images and and creates unnecessary variation unrelated to classification levels. To counteract this colour normalisation was implemented on the images using the OpenCV (http://opencv.org/) package. The result of this can be seen in Fig 3 (b) . The images were also high resolution and therefore of significant memory size. The dataset was resized to 512x512 pixels which retained the intricate features we wished to identify but reduced the dataset to a memory size the NVIDIA K40c could handle.
Training
The CNN was initially pre-trained on 10,290 images until it reached a significant level. This was needed to achieve a relatively quick classification result without wasting substantial training time. After 120 epochs of training on the initial images the network was then trained on the full 78,000 training images for a further 20 epochs. Neural networks suffer from severe over-fitting especially in a dataset such as ours in which the majority of the images in the dataset are classified in one class, that showing no signs of retinopathy. To solve this issue, we implemented real-time class weights in the network. For every batch loaded for back-propagation the class-weights were updated with a ratio respective to how many images in the training batch were classified as having no signs of DR. This reduced the risk of over-fitting to a certain class to be greatly reduced.
The network was trained using stochastic gradient descent with Nestrov momentum. A low learning rate of 0.0001 was used for 5 epochs to stabilise the weights. This was then increased to 0.0003 for the substantial 120 epochs of training on the initial 10,290 images, taking the accuracy of the model to over 60%, this took circa 350 hours of training. The network was then trained on the full training set of images with a low learning rate. Within a couple of large epochs of the full dataset the accuracy of the network had increased to over 70%. The learning rate was then lowered by a factor of 10 every time training loss and accuracy saturated.
Augmentation
The original pre-processed images were only used for training the network once. Afterwards, real-time dataaugmentation was used throughout training to improve the localisation ability of the network. During every epoch each image was randomly augmented with: random rotation 0-90 degrees, random yes or no horizontal and vertical flips and random horizontal and vertical shifts. The result of an image augmentation can be seen in Fig 3 (c) . 5,000 images from the dataset were saved for validation purposes. Running the validation images on the network took 188 seconds. For this five class problem we define specificity as the number of patients correctly identified as not having DR out of the true total amount not having DR and sensitivity as the number of patients correctly identified as having DR out of the true total amount with DR. We define accuracy as the amount of patients with a correct classification. The final trained network achieved, 95% specificity, 75% accuracy and 30% sensitivity. The classifications in the network were defined numerically as: 0 -No DR 1 -Mild DR 2 -Moderate DR 3 -Severe DR 4 -Proliferative DR.
Results

Discussion and Conclusion
Our study has shown that the five-class problem for national screening of DR can be approached using a CNN method. Our network has shown promising signs of being able to learn the features required to classify from the fundus images images, accurately classifying the majority of proliferative cases and cases with no DR. As in other studies using large datasets high specificity has come with a trade off of lower sensitivity 8 . Our method produces comparable results to these previous methods without any feature-specific detection and using a much more general dataset.
The potential benefit of using our trained CNN is it can classify thousands of images every minute allowing it to be used in real-time whenever a new image is acquired. In practice images are sent to clinicians for grading and not accurately graded when the patient is in for screening. The trained CNN makes a quick diagnosis and instant response to a patient possible. The network also achieved these results with only one image per eye.
The network has no issue learning to detect an image of a healthy eye. This is likely due to the large number of healthy eyes within the dataset. In training the learning required to classify the images at the extreme ends of the scale was significantly less. The issues came in making the network to distinguish between the mild, moderate and severe cases of DR. The low sensitivity, mainly from the mild and moderate classes suggests the network struggled to learn deep enough features to detect some of the more intricate aspects of DR. An associated issue identified, which was certified by a clinician, was that by national UK standards around over 10% of the images in our dataset are deemed upgradeable. These images were defined a class on the basis of having at least a certain level of DR. This could of severely hindered our results as the images are misclassified for both training and validation.
In future we have plans to collect a much cleaner dataset from real Uk screening settings. The ongoing developments in CNNs allow much deeper networks which could learn better the intricate features that this network struggled to learn. The results from our network are very promising from an orthodox network topology. Unlike in previous methods, nothing specifically related to the features of our fundus images have been used such as vessels, exudate etc. This makes the CNN results impressive but in future we have ideas to cater our network towards this specific task, in order to learn the more subtle classification features.
To conclude, we have shown that CNNs have the potential to be trained to identify the features of Diabetic Retinopathy in fundus images. CNNs have the potential to be incredibly useful to DR clinicians in the future as the networks and the datasets continue improving and they will offer real-time classifications.
