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Abstract 
Nervous systems may have originated in the late Ediacaran period to 
rapidly detect “critical states” of the first predators (or prey) being within 
striking distance, likely by virtue of electroreception. However as motility 
and these critical distances increased, the acuity of early electroreceptors 
heightened in kind to detect weaker remote signals, giving rise to an 
inference problem of determining the true state of the environment using 
noisy sensory data. The statistically-optimal means of doing so lies in 
Bayesian inference; a computationally expensive form of probabilistic 
reasoning for which neuronal membranes and populations appear 
naturally-suited. As such, this thesis focuses on the goal of studying, 
extending and implementing existing models of neural inference in the 
context of electroreception. In doing so, the findings may not only 
contribute to understanding how and why neurons represent information 
probabilistically, but also serve as a biomorphic engineering solution for 
improving cheap, noisy sensors. 
Firstly, I constructed a simple and interactive computational model of 
inference based on the system-level activation caused by ion flow in a 
Trichoplax-like Placozoan, in the context of low-motility, pre-Cambrian 
predator-prey interaction. With this, I demonstrated how the direction 
and proximity of an electric dipole can be inferred using simple biological 
building blocks and diffusing chemical gradients to form a “particle 
filter”; a generalised form of Bayesian inference wherein particles (ions) 
approximate the distribution at each time step and are used as priors to 
create the probability distributions in the subsequent time step. Then, I 
translated this model into a modern, high-motility, experimentally-based 
generative model; using the simulated output of a cheap Hall Effect sensor 
to infer the location of a magnetic dipole. Finally, I extended the preceding 
work into a physical and functional model of neural inference. In this final 
model, analogue Hall voltages were translated into spikes, which were 
used as particles in a map of neurons to infer the true state of the magnetic 
dipole in one dimension, in real time, and at distances and levels of 
accuracy beyond the typical limits of a Hall Effect sensor.   
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1 General Introduction 
1.1 The Ambiguity of the Nervous System 
While the general purpose of a nervous system may only be loosely 
defined as allowing for successful interaction with the environment, the 
energetic cost associated with its function is all too apparent (Körding, 
2007). Anywhere from 106 to 109 ATP molecules may be expended in a 
single neuronal action potential, amounting to an enormous energetic cost 
given the prolificity of spiking activity in modern nervous systems.  For 
instance, even while the head of a vertebrate is kept in a fixed position 
their vestibular afferent neurons appear to fire 15 to 80 times per second 
seemingly only to communicate that nothing is happening, with mammals 
possessing roughly eight thousand of these neurons to report on each 
rotational axis of the head (Aiello & Bach-y-Rita, 2000; Hallermann, De 
Kock, Stuart, & Kole, 2012; Paulin, Pullar, & Hoffman, 2017). This 
discrepancy between the rampant activity of a neuron population and its 
seeming lack of emergent function underlines the current lack of 
understanding as to how and why nervous systems process information. 
Indeed, one of the first issues to arise when trying to understand 
information processing in the nervous system is determining which neural 
populations to examine; those associated with vision are well-studied, yet 
the complexity of high-level vision (e.g. recognising complex patterns like 
faces or objects) coupled with the objective ambiguity of low-level vision 
(e.g. edge detection) make it difficult to relate a natural image’s processing 
to an organism’s biological systems. A typical natural image may contain 
hundreds of overlapping objects, each of which could lead to a different 
image than would be created by similar objects, or a similar image to that 
created by different objects (Yuille & Kersten, 2006). Alternatively, 
phylogenetically older sensory systems were likely evolved for simpler 
environmental interactions and information processing, and thus logically 
ought to be simpler to understand; to this end, the early octavolateral 
system may prove a promising candidate. 
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1.2 The Octavolateral System 
This system consists of electroreceptors, mechanosensory lateral line 
organs and the inner ear (Fritzsch & Neary, 1988). Of the inner ear, the 
aforementioned vestibular sense appears to be the phylogenetically oldest 
part (Cullen, 2012), providing orientation and vision stabilisation and in so 
doing serving as a critical component to all other interactions with an 
organism’s world (Eatock & Songer, 2011). To achieve this in vertebrates, 
one to three linear accelerometers (“otolith organs”)  measure the body’s 
translation in space and position themselves relative to gravity, whilst two 
to three semi-circular canal organs measure the yaw, pitch and roll of head 
rotations, with the respective signals then transmitting to the central 
nervous system via afferents in the vestibular nerve (Angelaki, Klier, & 
Snyder, 2009; Eatock & Songer, 2011).  
However the hair cells in this vestibular systems also receive efferent 
feedback from the brain, as do those in the lateral line and auditory 
systems, thus distorting the sensory information they’re encoding.  
Conversely, electroreception appears to use a more structurally basic, 
purely afferent pathway (Pullar, 2017) and as such may present the 
simplest model with which to understand how sensory information is 
received, processed and used by relevant brain centres.  
1.3 Electroreception 
Found almost exclusively in aquatic and amphibious animals (given the 
electroconductivity of water, and lack of in air), these receptors are able to 
detect bioelectric fields in the environment by virtue of “active” or 
“passive” means; in the former case, the animal generates their own 
electric field so as to sense any perturbations caused by nearby entities, 
whilst in the latter the animal is simply responding to those entities whose 
emitted bioelectric fields stimulate their electroreceptor organs (Bullock, 
Hopkins, Popper, & Fay, 2006; Wueringer, 2012). Comprised of sensory 
cells encapsulated with support cells, these electroreceptor organs are 
located in epidermal invaginations and are distributed over most of the 
body surface, typically with especially high densities in the head region. 
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Broadly, they can be separated into the two anatomically distinct classes of 
“tuberous” and “ampullary”, used in active and passive electroreception 
respectively.  
In studies of its taxonomic distribution, electroreception has been reported 
as a phylogenetically ancient and widespread feature common to all 
vertebrates, and may be one of few vertebrate sensory system to have 
been evolved multiple times (Baker, Modrell, & Gillis, 2013). For instance 
it appears to have been lost in lineages such as that leading to 
neopterygian fishes, of whom the teleosts went on to independently re-
evolve ampullary electroreceptors at least twice. In both of these instances, 
this likely preceded further independent evolutions of tuberous receptors 
and losses of ampullary receptors. Nevertheless, whilst tuberous receptors 
are found solely in teleost fishes and appear to have been developed much 
later (Bullock et al., 2006), the fact that the ancestral ampullary organs 
seem to have been largely retained in non-teleosts and re-evolved 
independently in teleosts suggests they can be constructed in multiple 
ways and that passive electroreception serves some important, 
reoccurring ecological purpose(s). 
1.3.1 Passive Electroreception: Sensory Cells 
For both teleosts and non-teleosts, ampullary electroreceptor organs are 
characterised by a flask-like structure, with a mucous jelly-filled canal 
stemming from an epidermal pore at one end to the sensory epithelium at 
the other (Baker et al., 2013). This jelly – which is produced by the support 
cells - has a very low electrical resistance, whilst the walls of the 
ampullary duct that enclose it are composed of flattened cells connected 
by tight junctions and desmosomes so as to create a layer of high electrical 
resistance, again resulting in an amplification of any oncoming bioelectric 
signal. In contrast to their tuberous counterparts, ampullary 
electroreceptor organs are most sensitive to low-frequency (below 50Hz) 
electric fields and are used for the passive electroreception purposes of 
electrolocation and navigation, wherein the receptors measure the 
electrical potential difference between the ampullary interior (which is 
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equivalent to that of the water at the skin pore) versus the body interior at 
the receptor epithelium (Baker et al., 2013; Bullock et al., 2006; Pullar, 
2017). In non-teleosts this voltage sensing is performed by the apical 
membranes of the sensory cells, whose voltage-gated calcium channels are 
opened by cathodal stimulation, whilst in the non-homologous teleost 
organs the basal membranes are used and must be activated by anodal 
stimulation (Baker et al., 2013). Ultimately, this morphology likens the 
ampullary electroreceptors to modified mechanosensory hair cells, albeit 
lacking any stereocilia bundles (Baker et al., 2013), presenting a further 
strength of studying them insofar as they may model these other, more 
complex octavolateral systems (Bullock et al., 2006; Pullar, 2017). 
The sensitivity of the electroreceptor organs appears to then be increased 
by further morphological adaptations, allowing for greater transduction of 
very weak electric fields in the face of thermal noise. For example 
elasmobranchs are often reported as sensing electric fields ranging from 
5nV cm-1 (500nVm-1 or 1.5V over 3000km) to as weak as 1nV cm-1, whilst 
more recently other electrosensitive animals have been found to approach 
this sensitivity - notably the catfish Parasilurus asotus, which detected 
amplitudes of approximately 1.5nV over 30cm (~5nV m-1) (Bullock et al., 
2006; Paulin, 1995). Kolomytkin et al. (2007)  suggests this may be 
achieved by virtue of charged glycoproteins. Using Kryptopterus bicirrhis 
(glass catfish) electroreceptor organs as a model, the authors suggest that 
negatively-charged glycoproteins may be bound to the gates of the 
relevant voltage-gated ion channels so as to help lift each gate in response 
to a respective anodal (positively charged) stimulation from a weak 
electric field. By reducing the energy difference between the gate’s open 
and closed states these glycoproteins reduce the amount of work required 
to move between them, and in so doing serve to significantly increase 
electroreceptor acuity. Indeed with the aid of these glycoproteins, fields of 
approximately 2!V m-1 appeared to be sufficiently transduced so as to 
overcome thermal noise, achieving the gate displacement required for 
detection by the Kryptopterus. 
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Again, this is analogous to hair cells found elsewhere in the octavolateral 
system, specifically with respect to the aforementioned (and here absent) 
stereocilia bundles of the mechanosensory cells. These microvilli appear to 
adjust their transduction through the use of spring-like glycoproteins, 
which extend from the tip of each stereocilium and attach to the wall of a 
neighbouring, taller stereocilium. As with those in electroreception, the 
glycoproteins are then able to maintain a certain probability of ion 
channels opening so as to maximise sensitivity to weak signals (or 
conversely avoid saturation to strong signals), with tension across these 
“tip-links” adjusted according to the deflection of the stereocilia bundle 
(Colclasure & Holt, 2003; Ricci, Kachar, Gale, & Van Netten, 2006; Torre, 
Ashmore, Lamb, & Menini, 1995). 
1.3.2 Electroreception: Central Processing 
Ultimately, the information being encoded by these octavolateral systems 
must be converted into a neural representation. In the case of 
electroreception, the electroreceptor cells of an organ pass their trains of 
action potentials to one or more spontaneously active primary afferent 
nerve fibers (AFF).  Depending on special and receptor subtype 
differences, these trains will encode the information in such a way that its 
representation is optimised for later computation, and will often be 
subjected to additional input filtering and noise suppression  (Bullock et 
al., 2006). The AFF nerves enter the central nervous system via the dorsal 
branch of the anterior lateral line nerve, and (as with other octavolateral 
primary afferent fibers) terminate in a cerebellar-like nuclei within the 
medulla; specifically either the electrosensory lateral lobe  (ELL) or the 
dorsal octavolateral nucleus (DON) for teleosts versus non-teleosts 
respectively (Bullock et al., 2006; Montgomery & Bodznick, 1994). Often 
this termination will be somatotopically organised so as to map the spatial 
arrangement of electroreceptors, as is found in the elasmobranch DON. 
Here the AFF contact with ascending efferent neurons (AEN), which serve 
as an adaptive filter of noise from the animal’s own trans-epithelial ion 
flow by predicting this self-generated signal using parallel fibers before 
subtracting it from the net input, whilst inhibitory interneurons laterally 
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suppress AEN activity to prevent common-mode electrosensory 
reafference, thus demonstrating the aforementioned filtering and noise 
suppression of sensory input, represented optimally in a somatotopic 
form (Paulin, 2005; Pullar, 2017). 
1.4 Electroreception as a Driver of Early Nervous Systems 
Understanding the initial development of electroreception could also, in 
turn, lend insight as to how and why early nervous systems came to exist 
in their simplest forms, during the late Ediacaran period approximately 
550 million years ago (Monk, 2014; Monk & Paulin, 2014). 
1.4.1 Building Blocks of Proto-Electroreception 
With the exception of Ctenophora, metazoans may share a common 
Poriferan (sponge) ancestor (King & Rokas, 2017; Monk, 2014; Simion et 
al., 2017). These Porifera are thought to possess the ancestral precursors to 
their descendants’ nervous systems, which they use for suspension 
feeding; the most efficient form of capturing bacteria, flagellate and early 
phytoplankton prey in Ediacaran oceans (Leys, 2015). More specifically, 
cellular sponges utilise metabotropic and ionotropic glutamate receptors 
in combination with calcium action potentials, which appear to be 
implicated in epithelial signalling of contraction behaviours that protect or 
expose their filtering systems (Cavalier-Smith, Allsopp, Chao, Boury-
Esnault, & Vacelet, 1996; Leys, 2015). However such contractions can 
afford to be slow, which may be why these Porifera lack fully-fledged 
nervous systems and features such as electrical signalling or voltage-gated 
sodium channels (Liebeskind, Hillis, & Zakon, 2011).  
Over the course of the ensuing Ediacaran period, Gastraea theory posits 
that sponge larvae then began to feed by grazing the algal mats rather 
than by anchoring to the substrate and filter feeding, leading to (now 
extinct) Placozoans analogous to the modern day Trichoplax adhaerans 
(Smith, Pivovarova, & Reese, 2015).  
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1.4.2 Trichoplax Adhaerens  
Trichoplax possess just six known cell types and no nervous system, yet are 
able to navigate their environments in a gradient-biased Brownian 
fashion, with alternating searching and feeding behaviours indicative of 
intercellular signalling (Mayorova et al., 2018; Smith et al., 2015).  
It’s thought that Trichoplax may achieve this intercellular signalling by 
virtue of either (or both) gland or fiber cells, both of which are largely 
distributed around the periphery of the organism. The former of these 
express proteins required for vesicular release, and appear to function as 
both chemosensory cells and paracrine signalling mechanisms; detecting 
algae using ciliated epithelia, before secreting neuropeptides to arrest the 
ciliary beating used to move the animal so that it can pause above the food 
source for digestion. Alternatively, while Trichoplax lack synapses, their 
fiber cells are interconnected by junctions that could be capable of 
electrical conduction (seen in their similarity to electrically conductive 
junctions of glass sponges) and contact all other cell types in the organism, 
suggesting another possible means of signalling behaviours (Mayorova et 
al., 2018; Smith et al., 2015). Meanwhile, calcareous crystal cells could 
function as proto-statocysts, signalling epithelial cells with ions or small 
molecules whenever gravity causes their crystals to settle against the 
plasma membrane and activate mechanosensory channels (Mayorova et 
al., 2018). In support of these cellular mechanisms, sequencing studies 
have identified genes encoding both voltage- gated calcium channels and 
the re-emergence of voltage-gated sodium channels (previously absent in 
Porifera), which may facilitate osmoregulation, osmosensation, the control 
of ciliary beating and/or the generation of calcium-based action potentials 
(Liebeskind et al., 2011; Moran, Barzilai, Liebeskind, & Zakon, 2015).  
With mechanisms such as neuropeptides, fiber cell junctions, voltage-
gated ion channels, ancestral glutamate receptors and calcium-based 
action potentials, it seems many of the common building blocks of 
nervous systems may have been present in Ediacaran Placozoa. Using 
these simple proto-neural mechanisms, it can be said that Trichoplax are 
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able to sense and therefore “map” the immediate environment beneath 
their ventral epithelia. In the case of their Ediacaran counterparts, an 
energetic motive could be all that was needed to evolve more complex 
sensory and signalling mechanisms and, eventually, a nervous system. 
One potential (and powerful) motive that’s been proposed is the onset of 
carnivory. 
1.4.3 The Carnivory Hypothesis and Electroreception 
Solution 
Near the dawn of the Cambrian period, environmental changes such as 
increases in dissolved and atmospheric oxygen, coupled with 
developmental changes such as HOX patterning genes (which allow for 
morphological differentiation) could have facilitated the evolution of these 
Trichoplax-like Placozoans into carnivores (Marshall, 2006). A dramatic but 
viable development, these ur-carnivores simply had to repurpose the 
aforementioned epithelial signalling systems to detect other animals 
rather than algae - perhaps by employing existing glutamate signalling, 
since it’s a marker of catabolic and anabolic processes in all extant 
organisms (Commichau, Gunka, Landmann, & Stülke, 2008) - then modify 
their digestive enzymes to digest animal proteins rather than plant matter 
(Narbonne, 2005). Doing so would have immediate and significant 
energetic benefits, since far more energy could be gained from animal 
matter and any prey had yet to evolve any escape or defence responses; 
indeed, drillholes in the biocalcified tubes of Cloudina indicate such an 
emergence of predation at the Ediacaran-Cambrian boundary (O’Neil et 
al., 2016).  
At this point, the “Life-Lunch” principle predicts (in line with fossil 
evidence) that prey experienced selection pressure to evolve the first 
sensory and signalling mechanisms required to identify objects at range, 
since the cost of being prey (i.e. “lunch”) exceeds that of a predator who 
“misses lunch” (Monk & Paulin, 2014). However chemical cues would 
only diffuse in the marine environment, lending poor temporal and spatial 
resolution. Similarly, lateral line sensors would require predators to be 
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motile enough to generate bow waves, whilst visual systems would 
necessitate a hitherto-unseen capability for inference in order to 
distinguish animals. 
Instead, electroreception may have been developed as a reliable means of 
identifying oncoming predators (or proximate prey), since at the 
Ediacaran-Cambrian boundary the only sources of electric fields would’ve 
been other animals’ osmoregulatory transepithelial ion flows (Paulin, 
1995). What’s more, the aforementioned voltage-gated channels inherited 
from (or evolved since) ancestral Porifera endowed the animals of the time 
with sensitivity to these fields. Thus, the respective calcium, potassium or 
sodium influxes could’ve been coupled with existing epithelial signalling 
for the purposes of detecting these fields and moving toward/away from 
the animals they signify. In this way, predators and prey alike could’ve 
“mapped” electric fields at range to their peripheral sensory (e.g. gland) 
cells and passed this information to the first “neurons”, which served to 
detect some threshold “critical state” of the predator being within striking 
distance. In support of this, recent RNA-sequencing of developing 
electroreceptive ampullary organs in the non- 
teleost Polyodon spathula has uncovered genes used in glutamate release, 
the encoding of transcription factors critical for epithelial hair cell 
development, and the encoding of voltage-gated potassium and calcium 
channels, suggestive of the origins of electroreception (Baker et al., 2013; 
Modrell et al., 2017). Meanwhile Trichoplax have recently been observed as 
demonstrating a form of sensing at range, with their pausing behaviours 
appearing to propagate to neighbouring conspecifics across distances of 
up to roughly 200µm. Again, this seems to be achieved through the use of 
voltage-gated calcium channels and neurosecretory proteins in peripheral 
cells, suggesting a modern-day analog of these proto-electrosensory 
systems (Senatore, Reese, & Smith, 2017).  
Importantly, critical state detection had to be energetically optimal; in the 
case of prey, fleeing too early would reduce energy gain (feeding) yet 
fleeing too late would be fatal, respectively leading to eventual versus 
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immediate elimination from the gene pool. Similarly, predators that strike 
too early or too late would lose more energy than conspecifics, and 
likewise be eliminated from the gene pool over generations (Monk, 2014).  
As motility improved with evolution these critical distances increased, 
driving the sensory acuity of prey and predator critical state detection to 
biophysical limits – those observed in modern elasmobranchs, for example 
- whereupon thermal Johnson-Nyquist noise triggered false alarms as 
particles moved randomly due to heat (Paulin & Cahill-lane, 2019; Paulin 
& Schaik, 2015).  
1.5 Capturing High-Sensitivity Sensory Information 
In order to extract biologically relevant signals from this noisy sensory 
input, the distribution of sensory cell activation would need to be 
accurately captured in a lossless system for statistical inference. Sensory 
cells can be described as having a high entropy as they continuously and 
rapidly transmit graded changes in membrane potential, and may thus 
exist in a large number of states at any time (Zanazzi & Matthews, 2009). 
For instance, hair cell channel depolarisations in response to stimuli are 
reported as having a time constant of approximately one millisecond 
(Eatock & Songer, 2011) or even under 0.5ms (Sterling & Laughlin, 2015a), 
allowing for high temporal precision. However when spread passively 
over distances greater than roughly one millimetre these analogue 
voltages simply decay, and thus must be recoded into regenerative pulses 
in the form of action potentials if they are to be relayed to relatively 
distant central processing areas (Sterling & Laughlin, 2015a). 
Consequently, an issue arises in that this rate of analogue information is 
more than can be encoded in a pulsatile spike train; vestibular and 
electroreceptor afferent neurons fire at a much slower rate in the range of 
30-100Hz (Eatock, Xue, & Kalluri, 2008; Enikolopov, Abbott, & Sawtell, 
2018; Gittis, Moghadam, & Du Lac, 2010), with higher rates of firing 
usually proving uneconomical and unsustainable (Sterling & Laughlin, 
2015a). Thus in order for these low-entropy neurons to accurately capture 
the distribution of high-bandwidth sensory cell activity, the system must 
account for this disparity.  
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In the electrosensory system (along with the visual, auditory, vestibular 
and lateral line systems) prior synaptic processing is performed by the 
synaptic ribbon, which accelerates vesicle recruitment to the active zone 
and recodes activation into precisely-timed exocytosis that may in turn be 
coded more efficiently into spikes (Sterling & Laughlin, 2015a; Südhof, 
2012; Zanazzi & Matthews, 2009). Considering that the active zones 
associated with calcium-triggered neurotransmitter secretion likely gave 
rise to synapses (Südhof, 2012), and that Trichoplax gland cells express 
proteins required for vesicular release, this vesicular recoding may have 
been an early adaptation for maintaining a lossless system.  
Recently, in both elasmobranch electrosensory and mammalian vestibular 
systems the spike trains of subsequent afferent neurons have been 
characterised as inverse Gaussian-censored Poisson processes (Paulin, 
2015; Paulin & Hoffman, 2019; Paulin et al., 2017; Paulin & Schaik, 2015; 
Pullar, 2017). Whilst the biological system responsible for the censoring 
element is unknown, it’s thought this may serve to restrain the firing of 
hypersensitive afferent nerves from reaching prohibitively expensive and 
unsustainable rates, whilst ensuring each nerve is randomly sub-sampling 
the Poisson process component of their spike trains (where firing is 
random, but occurring at a largely regular rate). The mean rate of this 
Poisson component ranges in frequency from 0.1 - 1KHz in the 
elasmobranch electrosensory system, reflecting the expected output of the 
electroreceptor organs given their sensitivity to thermal noise and 
avoiding any phase-locking by the afferent neurons. Ultimately, by 
transmitting these random sub-samples of a range of Poisson processes in 
parallel, the population of afferent neurons are able to independently 
sample from the entire sensory cell distribution (Pullar, 2017). However 
whilst the neurons can be described as sampling from this distribution in a 
lossless way that supports statistical inference, exactly what form of 
inference - and its means of implementation – remains unclear. 
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1.6 Computational Modelling of Nervous Systems 
According to MacNeilage, Ganesan and Angelaki (2008), understanding 
how sensory systems perform statistical inference can only be 
accomplished with a hypothesis covering all three levels of analysis 
proposed by Marr (1985); “computational theory”, “representation and 
algorithm” and “hardware implementation”.  
The first of these is concerned with the overall aim and logic of the 
computation, whilst the second describes the process by which it is 
performed and the manner in which information may be represented. 
Finally, the “hardware implementation” level describes the low-level, 
physical implementation of the system itself (in this case, how populations 
of neurons could physically perform probabilistic inference).  
Many studies have investigated probabilistic reasoning in the brain at the 
level of computational theory in what may be largely considered the 
“Bayesian approach”  (Angelaki et al., 2009; Berniker & Kording, 2011; 
Körding, 2007; MacNeilage et al., 2008), however relatively few of these 
descend to more granular explanations at the representation and 
algorithm level (MacNeilage et al., 2008; Paulin, 2004a, 2004b, 2005), and 
fewer still are able to operate at the level of hardware implementation, 
which has only recently begun to be explored (Paulin, 2015; Paulin et al., 
2017; Paulin, Pullar, Hoffman, & Cahill-lane, 2018; Paulin & Schaik, 2015; 
Pullar, 2017).   
1.7 Thesis Overview  
As such, this thesis aims to study existing models of neural inference 
which span all three levels of analysis and extend these with novel 
computational and physical models. Specifically these novel models will 
be in the context of early electroreception, as it presents the advantages of 
being phylogenetically ancient and widespread (Sections 1.1, 1.3), 
morphologically simpler than (yet similar to) other senses (Sections 1.2, 
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1.4), and is likely to have been evolved using basic building blocks to solve 
a relatively straightforward problem (Section 1.3). 
1.7.1 Thesis Objectives 
Chapter 2: Construct a high-level computational model of early 
electroreception and neural inference. 
• Create this model using NetLogo simulation software. 
• Include a graphical representation of a Trichoplax-like Placozoan to 
give context to the model. 
• Use it to introduce the ideas behind simple neural inference of 
electrosensory data in an approachable teaching tool.  
Chapter 3: Further this computational model to approach a hardware 
implementation level of analysis. 
• Translate the model to a more powerful and applied format, using 
the programming language Julia and sensing data based in 
hardware. 
Chapter 4: Implement the resulting model into a physical “gadget”. 
• Translate the model again into a true physical implementation, 
using embedded programming. 
• Create a programmable, hand-held device which uses the same 
systems of neural inference to track a stimulus in the environment 
and present its location on a screen. 
1.7.2 Research Relevance 
The relevance of this research extends to a multitude of fields. For instance 
in evolutionary biology, it supports the carnivory hypothesis of brain 
evolution in purporting that neurons functioned initially to detect and 
react to the electric fields of predators/prey. In the neuroscience of 
perception, it aids in understanding how many electroreceptive animals 
are capable of detecting electric fields below the level of thermal noise 
(Pullar, 2017), and provides an in silico model as to how other sensory 
systems may function – especially the lateral line, vestibular and auditory 
senses which use similar hair cell mechanisms (Modrell et al., 2017; Pullar, 
 14 
2017). Alternatively, in biomorphic engineering it posits a way in which to 
improve the magnetic sensors used in every major industrial sector 
including fields such as robotics, where cheap yet accurate lightweight 
sensors are desirable for tracking the positioning of machines like drones 
or dexterous robotic arms (Ribeiro, 2016).  
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2 Neural Probabilistic Reasoning According to 
Marr’s Levels of Analysis 
2.1 Introduction 
Uncertainty is intertwined with central processing across all domains of 
neural computation. In sensation and perception one can be fooled by 
illusions, struggle to see in the dark or at great distances, hear faint or 
imagined sounds, or experience any other number of ambiguous stimuli. 
Likewise, in motor control a single movement can be impossible to repeat 
exactly, let alone when using a nondominant limb, performing a series of 
movements or replicating those performed by somebody else. Meanwhile 
in higher cognitive processing uncertainty is perhaps more obvious than 
ever as we attempt to retrieve memories, gauge quantities, assess risks or 
perform reasoning.  
The fact that we not only experience this uncertainty but are also able to 
recognise it (and often estimate its magnitude), supports the notion that 
one’s brain represents information as probability distributions, and in turn 
performs probabilistic inference. This chapter aims to cover the main 
approaches taken by the literature in understanding neural probabilistic 
reasoning, and construct a simple computational model demonstrating 
how such distributions may be represented - and inference performed - in 
the context of early electroreception. 
2.2 Computational Theory  
To begin at the highest and most abstracted of Marr’s levels of analysis, 
perhaps the most common Computational Theory approaches found in 
the literature studying probabilistic reasoning in the central nervous 
system are those of Bayesian and Kalman Filter approaches.  
2.2.1 The Bayesian Approach 
This school of thought hinges upon the premise that if the brain codes and 
computes information (sensory or otherwise) using probability density 
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functions or their approximations, then Bayes’ theorem (and mainly 
Bayes’ rule) ought to offer the optimal inference technique (Clark, 2013; 
Körding, 2007; Laurens & Droulez, 2007; Monk, 2014; Pouget, Beck, Ma, & 
Latham, 2013).  
In the context of sensory systems, Bayes’ rule gives the probability 
(termed the “posterior”) that a state 𝑥 has occurred in the world given 
sensory information 𝑜. It does this by multiplying a “prior” probability of 
state 𝑥 occurring with the probability of sensory information 𝑜 occurring 
given 𝑥 is true (the “likelihood”), before normalizing by the total 
probability of that sensory information 𝑜 occurring (Körding, 2007; 
MacNeilage et al., 2008): 
𝑝(𝑥|𝑜) = 	𝑝(𝑥)	𝑝(𝑜|𝑥)	 	𝑝(𝑜)⁄ 	 1 
 
Thus the peak/mode of the posterior distribution (the ‘MAP’, or Maximum 
a Posteriori) describes the most probable state of the world given sensory 
and prior information. Most importantly, it does so in the presence of 
noise and uncertainty, thus overcoming the limitations of earlier 
deterministic computational analyses such as the “transfer function” and 
“observer theory” approaches which ignore the stochastic nature of neural 
signalling (MacNeilage et al., 2008). 
Among the literature, this Bayesian Approach has successfully modelled 
perceptual response characteristics across a range of both modalities and 
species (Angelaki et al., 2009; De Vrijer, Medendorp, & Van Gisbergen, 
2008; Hillis, Watt, Landy, & Banks, 2004; MacNeilage, Banks, Berger, & 
Bülthoff, 2007; Seriès & Seitz, 2013; Weiss, Simoncelli, & Adelson, 2002). 
For example, Angelaki et al. (2009) supports a biological analogue of this 
theorem existing in high-level vestibular signals. Since there’s no distinct 
area of cortex dedicated to the vestibular sense, these signals are spread 
across the brain and usually blended with those of other senses (visual, 
somatosensory or motor). Bayes theorem allows for the chaining of each 
 17 
sensory signal involved, such that the probability of a state occurring can 





However, because of the computational expense associated with 
calculating priors, an approximation is used whereby the priors are 
assumed to be uniform (and thus can be removed from the equation) such 
that the posterior is calculated from the sum of likelihoods. These were in 
turn assumed to be Gaussian (and thus represented by their means) and 
were weighted by their relative reliability (i.e. inverse variance, 
normalised by the summed inverse variances of the two cues): 
𝑜23456789 = 𝑤.𝑜2. +	𝑤0𝑜20	 3 
Thus, by manipulating the reliability (and therefore weight) of each cue, 
one can identify its relative contribution to the resultant multisensory state 
estimation, with weights increasing alongside cue strength and the mean 
of the resultant bimodal distribution shifting closer to the more reliable 
cue. In turn, the optimal (lowest variance) performance occurs when the 
variance of the two cues is equivalent, and should exceed performance 
given a single sensory cue. In line with similar studies, the authors found 
this multi-modal Bayesian integration of sensory cues accurately predicted 
perceptual performance; in this case that of macaques and humans given 
visual and/or vestibular cues of variable reliability. 
Nevertheless, Angelaki et al. (2009) suffers the typical shortcomings of 
these Bayesian approaches. Most obviously, the model only operates at a 
“computational theory” level with no explanation as to the process (or 
neural mechanisms) by which inference is performed nor the manner in 
which information is represented, but also in that the models used are 
limited to discretised trials and so fail to reflect the dynamic, continuous 
nature of stimuli and their perception. 
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2.2.2 Kalman Filters 
To this end, Kalman filter-based approaches offer a means of continuously 
applying Bayes rule. To achieve this, Kalman filtering essentially involves 
performing Bayesian integration at each increment of time, estimating the 
conditional distribution of the current state (i.e. the posterior) by 
comparing a weighted estimated state from the model (i.e. the prior) 
against weighted incoming sensory information (i.e. the likelihood), before 
finally using the posterior to update the model for future priors (Berniker 
& Kording, 2011). The relative weighting given to the estimated state and 
observed information is known as “gain”, and is calculated in a 
statistically optimal way influenced by (and hence accounting for) the 
noise in the measurement. 
In the case of our estimated state 𝑥 given a series of 𝑁 sensory 
measurements 𝑜, where the 𝑖?@ measurement contains Gaussian error with 
variance 𝜎0, the best estimate becomes the mean of the 𝑜A′𝑠. Paulin and 
Hoffman (2011) give the necessary equation in the predictor-corrector 
form: 
𝑥2D = 	𝑥2DE. +	
1
𝑁	
(𝑜D −	𝑥2DE.)	 4 
where the error variance of the resulting estimation can be calculated as: 
𝑠D0 = 	
𝑁
𝑁 − 1 𝑠DE.
0 + 𝑁(𝑥2D −	𝑥2DE.)0 5 
With a generalized form of (5), the covariance matrix of the state estimate 
can be constructed and used alongside the estimated process noise to 
inform the calculation of the Kalman gain; wherein noisier measurements 
decrease the gain to lend more weight to state estimates and less to 
observations, whilst noisier processes increase gain to achieve the opposite 
weighting (Benhamou, 2018). 
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However this approach too suffers certain limitations. Namely it may only 
deal with linear systems, assumes noise has a Gaussian distribution, and 
relies on algebraic operations which neurons aren’t equipped for- 
therefore it cannot readily descend to the “representation and algorithm” 
level of analysis, let alone that of “hardware implementation” 
(MacNeilage et al., 2008; Paulin, 2004b; Pullar, 2017). 
Despite these limitations, and those of other computational theory 
approaches, it’s worth noting that these “black box” models have still 
proven to be useful. Whilst their lack of granular detail often appears a 
disadvantage, it may also be considered a strength insofar as the models 
produced are often able to reproduce and predict the input-output 
relationships of a range of stimuli and their neural processing with 
relatively few assumptions and free parameters (Selva & Oman, 2012). 
2.3 Representation and Algorithm 
Nevertheless, if probabilistic neural reasoning is to be appropriately 
modelled then a less abstracted (and more flexible) approach is necessary. 
One such solution which readily appears to descend to Marr’s level of 
Representation and Algorithm is that of particle filters.  
2.3.1 Particle Filters 
Particle filters offer a more generalised application of Bayesian inference. 
This approach purports that an action potential in a given neuron isn’t an 
event in itself, but rather a “particle” moving through the neuron and in 
turn through a larger “map” in the nervous system. The advantage of this 
perspective is that particles are natural operands in the “Monte Carlo” 
approach, where particles are randomly sampled from (and thus 
approximate) the Bayesian distribution at each time step and are used (as 
priors) to create the probability distributions of the subsequent time step. 
Thus they become a means of dynamic filtering in state estimation 
problems, capable of dealing with nonlinear systems and non-Gaussian 
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noise and operating in a way for which neurons are well suited  
(MacNeilage et al., 2008; Paulin, 2004a) 
These strengths become evident in Paulin (2005), one of the first pieces of 
literature to attempt a model of Bayesian inference in the nervous system 
in which the operands and operators may be equated to those in actual 
neural “representation and algorithm” systems. Here, the researcher 
considers the elasmobranch electrosensory system, wherein the 
aforementioned afferent neurons (AFFs) each possess a receptive field 
defined by the neuron’s firing intensity as a result of prey location. Thus, 
an AFF spike instantly conveys a conditional distribution; that is, a Monte 
Carlo estimate of the posterior distribution of prey locations. This is 
termed the “Spike Measurement Distribution” (SMD), and is modified by 
priors which define the overall distribution of prey locations. Meanwhile, 
the secondary layer of ascending efferent neurons (AENs) are each 
mapped to a specific target location, such that when a primary sensory 
neuron (AFF) fires the distribution of AEN spikes (where each AEN 
corresponds to a location in that AFF’s SMD) represents a Monte Carlo 
estimate of the SMD, and by extension a random sample from the 
posterior distribution of prey locations given the sensory spike. The priors, 
meanwhile, represent the posteriors from preceding time steps and are fed 
to the AENs from the DON (and higher-level, multisensory areas) so as to 
prime certain secondary neurons to be more or less likely to fire, in 
accordance with the recent estimated locations of the prey. In short, the 
particles (spikes) at the secondary layer come to represent a Monte Carlo 
estimate of the posterior distribution of prey locations, modified by prior 
distributions. Furthermore, this explanation generalises to all spiking 
neurons and sensory modalities; the author extending the model to AFF 
spiking in the semi-circular canals of the vestibular system, which defines 
SMDs in rotational velocity. 
Thus, the model offers a system-level, generalisable explanation as to how 
sense data may be encoded into spikes and how these spikes can be used 
for Bayesian inference - albeit at a Representation and Algorithm level of 
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analysis, as it assumes all neurons update synchronously and keeps from 
detailing the underlying biophysical mechanisms. 
The ability of the model to generalise is true of particle filtering techniques 
at large, and stems from the agent-based property of the approach in that 
a “particle” can be defined as whichever entity needs to be approximated. 
As such, it can be applied here to modelling the system-level activation 
caused by ion flow in early (pre-spiking) electroreception. 
2.4 Simulating Neural Inference in Early Electroreception 
This simulation looks to introduce the idea of particle filtering in nervous 
systems by presenting a visual, interactive model of proto-electroreception 
in a Trichoplax-like Placozoan during the late Ediacaran period. In doing 
so, it may be of use not only as a teaching tool, but as a simplistic initial 
model of inference operating at Marr’s levels of computational theory and 
(to an extent) representation and algorithm. The relevant code may be 
found in the Section 2.4 folder in the provided supplementary materials, 
whilst further instructions on its execution may be found in the Appendix. 
2.4.1 Materials and Method 
2.4.1.1 Software 
The simulation was constructed within the ‘NetLogo’ modelling 
environment (Version 6.1.1), as it offers a relatively simple means of 
performing agent-based modelling well-suited to the agent-based nature 
of the particle filter approach. Additionally, its integrated user interface 
makes it ideal for this model’s application as a teaching tool, as students 
can easily visualise and interact (i.e. specify parameters for) the 
simulation. 
2.4.1.2 Trichoplax and Sensing Space Construction 
To begin, the Trichoplax is created as a network of 𝑛 concentric rings of 𝑚K 
‘cells’ - the number of which increases linearly with each layer 𝑙 – and is 
centred in a circular ‘sensing space’ environment within a grid of 
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‘patches’.  The parameters 𝑛 and 𝑚K are input by the user with sliders, 
which allow for a range of values found to give decent sensing 
performance with minimal detriment to runtime: 
{𝑛 ∈ ℝ	|	3 ≤ 𝑛 ≤ 5}	 6 
{𝑚K ∈ ℝ	|	10 ≤ 𝑚K ≤ 100}	 7 
  
 
Figure 2.1: Examples of Trichoplax constructed with parameters 𝑛= 3  𝑚𝑙= 15 (top left), 𝑛= 4  𝑚𝑙= 20 
(top right), and 𝑛= 5 𝑚𝑙= 60 (bottom). 
With these parameters set, the distances between cells and layers are 
scaled in such a way that ensures each cell can be mapped/linearly 
interpolated to a unique corresponding patch in a sensing space of radius 
𝑝 = 3𝑟, where 𝑟 is the Trichoplax’s radius. In this way, cells in the 
outermost layer map to patches directly below themselves, with each 
preceding layer mapping to progressively more distal and widespread 
patches proportionate to the relative distance between layers and 
reduction in 𝑚K, until the innermost (and smallest) layer of 𝑚. cells map to 
corresponding patches at the edge of the sensing space. The remaining (i.e. 
non-mapping) patches are then each associated with the closest respective 
mapping patch, forming a Voronoi tessellation of the sensing space which 
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will represent cell activity (and thus the network’s inference/belief). 
Finally, an approximated Gaussian kernel is constructed based on Kovesi 
(2010) which will convolve across the sensing space and blur/diffuse the 
belief of each mapping patch to its associated non-mapping neighbours. 
The kernel’s width 𝑤 is determined by the maximum distance from a non-
mapping patch to its associated mapping patch (so as to ensure every 






Since the computational expense of Gaussian blurring scales with 𝑤, this 
automatic generation helps ensure that a kernel of minimum size is used 
to optimise the simulation speed, which is further improved by using an 
averaging filter approximation rather than a true Gaussian filter with no 
noticeable change in the visualization. 
 
Figure 2.2: The network's activation given a retreating predator (red) mapped to the sensing space 
(black) and blurred with a convolving averaging filter, with the MAP estimate’s corresponding 
patch highlighted in blue. 
This mapping/organisation is akin to a somatotopic map such as that seen 
in the elasmobranch DON (Section 1.3.2) and is indicative of how and why 
spatial resolution in sensory systems is foveated to improve performance 
(in this case, optimizing detection of a predator as it approaches a 
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dangerous proximity). Each cell is then linked to its two neighbouring 
cells in the same layer, and proximate cells in the preceding and following 
layers, before overlapping links are deleted. The predator in question is 
spawned at the location of the mouse cursor, and will move in a user-
defined fashion either towards or away from the Trichoplax (in a straight 
line) or according to a random walk, which serves as a discretised 
approximation of the Brownian motion observed in Trichoplax (and likely 
these ur-predators) (Smith, Pivovarova, & Reese, 2015; Smith, Reese, 
Govezensky, & Barrio, 2019). The rate of movement (per “tick”/epoch of 
the simulation) is determined by the user-defined step size 𝑠, which is 
again determined from a range: 
{𝑠 ∈ ℝ	|	0.05 ≤ 𝑠 ≤ 0.3} 9 
2.4.1.3 Random Lattice Construction 
The purpose of the links is to pass weighted activation (i.e. ions) between 
neighbouring cells in an approximation of a “lattice” particle filter. Lattice 
particle filters operate by transferring probability mass between particles 
fixed at grid vertices so as to reduce approximation errors, which can rise 
exponentially in a simple “bootstrap” particle filter where all particles 
carry the same probability mass (Ormoneit, Lemieux, & Fleet, 2013; Paulin 
& Hoffman, 2011). In doing so, the particle filter may not only become 
more accurate but also more efficient; as it allows for a reduction in the 
number of particles 𝑁 and in turn the computational expense of filtering 
that scales with 𝑁 (Ormoneit et al., 2013; Paulin & Hoffman, 2011). 
Hence in the current simulation, the lattice is the network of cells mapping 
the state space around itself. To calculate the weights of the links which 
connect these cell vertices, the time taken (in ticks) to travel between the 
patches they map to is simply calculated as the distance (in patches) 
between the two patches divided by 𝑠. In the case of the random walk, this 
distance is first calculated as that of the average trajectory after 
performing 100 random walks between the two points.  
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2.4.2 Simulation 
With the Trichoplax, sensing space, weighted lattice and averaging filter 
constructed, each tick of the simulation can be completed rapidly. 
To begin, the predator is moved according to the user-defined pattern and 





Where 𝑆 describes the sensitivity (i.e. sensing limit) of the Trichoplax’s 
periphery/𝑙b voltage-gated “sensory” cells, which is calculated as 𝑎(𝑝 −
𝑟), where 𝑎 is a constant and (𝑝 − 𝑟) describes the distance from the edge 
of the Trichoplax to the edge of the sensing space. In the described 
simulation 𝑎 was set to 1.6, which was found to be large enough to diffuse 
a voltage difference across all sensory cells when the predator was at the 
edge of the sensing space, but not so large so as to saturate their signals 
when the predator was closer. 
 
Figure 2.3: Predator's bioelectric field when 𝑎 = 1.6 
These sensory cells are thus able to calculate their depolarisation 𝑉A as the 
field strength with additional random noise, and will set their activation 
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(i.e. likelihood) probabilistically based on whether they are now “spiking” 
or not, in accordance with: 
𝑎𝑐𝑡A = f
𝑉A, 𝑉A > 1
1 − 𝑉A, 𝑉A ≤ 1
11 
This is then followed by a lattice-wide diffusion of existing activation, 
wherein all cells distribute activation from the previous tick to their 
neighbours, weighted according to the link which connects them; 
effectively forming a dynamic network prior. For the sensory cells in the 
outermost layer, this prior activation can then be multiplied with their 
new “likelihood” activation to create an updated Bayesian posterior belief, 
before all activation across the network is finally renormalized. In this 
way, the diffused network posterior from the previous timestep/tick 
serves as the weighted dynamic prior, which is combined (i.e. convolved) 
with incoming sensory information so as to update each cell’s “belief” and 
in turn a larger posterior “map” of predator location in the form of 
activation.  
As shown in Fig. 2.4-2.6, cell likelihoods and posterior beliefs are 
visualised as proportionate shades of yellow if at least one cell spiked, 
whilst the links between the cells also use yellow shading to show the 
average activation of their two connected cells. Then, to clearly show 
where the predator is estimated to be, the corresponding mapping patches 
are shaded respectively and the gaussian kernel convolved across the 
sensing space to smooth their belief distribution over surrounding non-
mapping patches. Finally, the patch with the highest predator location 
‘belief’ (i.e. the MAP estimate) is coloured blue.  
2.4.3 Results 
A histogram of network activation was captured every 100 epochs using 
NetLogo’s R extension and has been overlaid on the screenshots below, 
with the MAP estimate cell and actual closest cell again indicated using 
blue and red respectively.  
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1 Epoch 100 Epochs 
200 Epochs 300 Epochs 
400 Epochs 500 Epochs 
Figure 2.4: Gaussian-smoothed visualisation of network belief for a retreating stimulus' position 
(red) over 500 epochs. The network’s MAP estimate is also shown in blue. 𝑛 = 4, 𝑚K = 20, 𝑎 = 1.6,
𝑠 = 0.05.  
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1 Epoch 100 Epochs 
200 Epochs 300 Epochs 
400 Epochs 500 Epochs 
Figure 2.5: Gaussian-smoothed visualisation of network belief for an approaching stimulus' position (red) 
over 500 epochs. The network’s MAP estimate is also shown in blue. 𝑛 = 4, 𝑚K = 40, 𝑎 = 1.6, 𝑠 = 0.05. 
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1 Epoch 100 Epochs 
200 Epochs 300 Epochs 
400 Epochs 500 Epochs 
Figure 2.6: Gaussian-smoothed visualisation of network belief for a Brownian stimulus' position (red) over 
500 epochs. The network’s MAP estimate is also shown in blue. 𝑛 = 4, 𝑚K = 30, 𝑎 = 1.6, 𝑠 = 0.2. 
  
 30 
Predictably, performance was optimal in cases where the predator was 
spawned in close proximity to the Trichoplax (Fig. 2.4) as the strong signal 
was able to rapidly and accurately modify the initialised prior, with the 
consequent posterior beliefs diffusing in line with subsequent predator 
movement. Conversely, in situations where the predator spawned nearer 
the periphery of the sensing space, the weaker sensory information 
appeared to lead to greater uncertainty and a reduction in prediction 
accuracy (Fig. 2.5, 2.6), though the general direction of the predator 
appeared to still be estimated reliably.  
2.4.4 Discussion 
Thus, this simulation provides a visual, interactive representation of a 
particle filter, implemented in an evolutionary context. To this end, it may 
be of value as both a teaching tool for - and computational concept of - 
biological implementations of statistical inference, at a high-level of 
computational theory and (to an extent) representation and algorithm. 
What’s more, the general performance of the simulation demonstrates that 
existing cellular building blocks could be sufficient in performing such 
inference which, whilst limited in its accuracy and sensitivity, is capable of 
detecting not only the presence of a predator or prey but also its general 
direction; a level of perception which would provide a clear evolutionary 
advantage at the Ediacaran-Cambrian boundary. 
Nevertheless, whilst the model is useful for these high-level purposes of 
teaching and general demonstration, it likewise remains extremely 
limited. For instance, the synchronous updates of cell activation on each 
“tick” of the simulation are biologically unrealistic, whilst the generally 
inflexible and slow NetLogo software and absence of any means of 
quantifying performance both limit the model’s scope. 
To this end, future research should work to replicate this model in a more 
powerful programming environment (e.g. using languages such as Julia, 
C++ or Python). In doing so any agents could be defined more flexibly 
and updated asynchronously, with a level of biophysical realism that is 
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beyond the scope of the current simulation, and in an amount that would 
be inordinately slow to compute with NetLogo. Similarly, the 
environment could be simulated at far greater scale, and performance 
quantified on each epoch as an error term, such as distance between the 
MAP estimate and true location (in units of greater precision and realism 
than patches).  
From this, parameter selection could be optimised by implementing a 
learning rule and gradient descent to minimise this error, as is done in 
machine learning techniques. Indeed, the lattice particle filter 
implemented here bears structural resemblance to auto-associator 
techniques such as Hopfield networks and Boltzmann Machines, but may 
prove to possess distinct advantages over these. For example, Hopfield 
networks are only able to give deterministic output and suffer from a 
limited storage capacity, which when improved can cause spurious states 
and compromise its guaranteed retrieval. Meanwhile, Boltzmann 
Machines require functionally hidden units and, in the case of Restricted 
Boltzmann Machines, biologically infeasible connection rules (Rojas, 1996). 
Instead, a finely-tuned lattice particle filter offers a means of biologically-
plausible computation with probabilistic, Bayesian output, where 
computational expense scales with the number of particles 𝑁 whilst 
precision scales with 1/√𝑁 (Paulin & Hoffman, 2011). 
Whilst the current model remains limited in scope and complexity for its 
purpose of demonstration, its ability to nevertheless sense direction and 
proximity to a target is testament to the capability of this technique, as 
well as the ease with which it may be implemented. 
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3 Physical Analogues to Improve Neural Models, 
and Vice Versa 
3.1 Introduction 
The high-level computational models outlined in the previous chapter are 
essential in understanding the problems which may have driven the 
evolution of neurons. To borrow further from Marr (1985), you cannot 
understand the brain by studying a neuron any more than you can 
understand flight by investigating a feather. Instead, the problem and its 
solutions take form most readily when approached from the top-down; in 
the case of neurons, by considering the high-cost predatory dilemma that 
arose at the time of their emergence in the evolutionary record, and the 
evolutionary edge of the fast-response, noise-resistant form of statistical 
inference they could have provided. 
And so these models offer system-level, scalable, abstracted models of 
neural reasoning which can be generalised to various modalities and 
contexts, yet by the same token struggle to descend beyond their 
algorithmic representations; remaining (by definition) computational 
models of brains housed inside virtual approximations of environments. 
To return to Marr’s analogy, it’s true that understanding the context of 
aerodynamics is essential to solving the problem of flight, but when trying 
to understand (and apply) the solution found by birds, there will 
eventually be a need to examine a feather. 
A logical next step then in understanding how neurons perform statistical 
inference is to translate these models into physical analogues. In doing so, 
we not only begin to approach Marr’s Hardware Implementation level of 
analysis but can also hope to benefit from applying their high-sensitivity 
properties in novel, real-world biomorphic applications. To this end, 
magnetic fields and sensors may be of promise in constructing a viable 
physical model.  
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3.1.1 The Dipole: Magnetic and Electric Fields 
Electric fields are not conducted well in terrestrial environments, hence 
the lack of electroreception in most nonaquatic metazoans (Bullock et al., 
2006). Nevertheless, the roughly dipolar spatial structure of the field 
associated with an electric source in a conducting (seawater) medium may 
be accurately and reliably modelled by a magnetic field in the non-
conducting medium of air, since magnetism always comes in the same 
dipole form. 
This spatial similarity is a consequence of physics; the current of the 
electric field in seawater follows the gradient of electrical potential, to 
which the dipole contribution decays according to the inverse third power 
with distance from the source. This is less rapidly than can be described 
by higher-order fields, and so appears the dominant contribution at 
greater distance or “far-field” approximations (Bedore & Kajiura, 2013; 
Bullock et al., 2006). 
Whilst the perfect dipoles such as those emanated from a neodymium 
magnet are rarely seen in nature (Bullock et al., 2006), a large number of 
studies appear to demonstrate that they capture enough of the same 
important features to elicit the same, unconditioned behaviours. For 
example, Wojtenek, Pei, and Wilkens (2001) found that a pure electric field 
emitted from an inanimate pair of dipole electrodes was sufficient to 
reliably elicit prey attack behaviours from the paddlefish Polyodon 
spathula, and that the rate of these responses could be controlled via 
factors such as the frequency and amplitude of the stimulus or 
conductivity of the surrounding water. Similarly, Wueringer et al. (2012) 
found that both the freshwater sawfish Pristis microdon and the two 
species of shovelnose rays Glaucostegus typus and Aptychotrema rostrata 
would approach and attack electrodes in a species-dependent fashion; 
electrodes positioned in the substrate elicited biting from all animals, 
whilst electrodes in the water column led the sawfish to swipe but the rays 
to exhibit seemingly investigative behaviours of circling and repeated 
bumping. Finally, of particular relevance is Jordan, Mandelman and 
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Kajiura (2011), who were able to produce unconditioned behaviours in 
both the piked dogfish Squalus acanthias and dusky smoothhound shark 
Mustelus canis using neodymium magnets; the electric fields generated 
from their natural loss of electrons sufficient to elicit orientation and 
approach responses and affect feeding behaviour. 
Combined with this versatility is the fact that dipoles can be generated 
both actively using a magnetic or current generating source, and passively 
by placing a non-magnetic or noncurrent generating source in a magnetic 
or current field respectively (Bullock et al., 2006). Thus, as a biological 
model they appear to be excellent approximations of the fields emitted in 
seawater by Ediacaran Placozoans, whilst from a biomorphic engineering 
perspective they present a flexible yet simple means by which to generate 
a signal. 
3.1.2 The Hall Effect 
With the stimulus modelled via a magnetic dipole, the sensory organs can 
then be readily modelled using analogue magnetic sensors. 
The most common means of measuring magnetic fields is by virtue of the 
‘Hall Effect’, wherein electrons flowing through a semi-conductive plate (a 
Hall element) are pushed to one side by the Lorentz force exerted by an 
incoming magnetic field, creating a voltage difference (Hall voltage) 
across the plate indicative of the strength of the oncoming magnetic field 
or flux density, as described by the equation: 
𝑉j ∝ ΙΒ	 12 
Where the Hall voltage 𝑉j is proportional to the vector cross-product of 
the magnetic field Β and current Ι. 
This highly repeatable yet contactless nature of the Hall Effect avoids any 
“wear and tear” or friction on sensor components, allowing a single sensor 
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to essentially operate over an unlimited number of cycles and in a wide 
temperature range, albeit for the specific strength of magnetic field for 
which the sensor is rated to work. 
In the case of digital output Hall Effect sensors, this voltage is then 
transformed to a high/low signal using a Schmitt trigger, making it ideal 
for use as a magnetic-dependent switch. Alternatively, linear Hall Effect 
sensors output an analogue signal representing voltage difference (up to a 
point of saturation) and so are more commonly used where measuring 
proximity to a magnetic stimulus is desired - as is case in these models. 
However, this signal is noisy and may incorporate a large amount of 
temperature drift, whilst also featuring a large offset voltage that further 
obscures the stimulus strength. As such, linear Hall Effect sensors aren’t 
usually considered suitable for accurate distance sensing in isolation. 
Thus, the problem faced in reliably and accurately isolating the signal 
from the noisy output of a Hall Effect sensor - especially as that sensor 
reaches its sensing limit – may be considered analogous to the challenge 
faced by electrosensory systems as they try to extract biologically relevant 
signals from increasingly noisy information.  
3.2 Sensor Characterisation 
Before the sensors can be used in physical hardware models, their baseline 
performance must first be quantified. In doing so, the following 
experiments aim to verify their typical sensitivity, noise, accuracy and 
response characteristics, as well as the characteristics of the magnetic 
stimulus. This information may then be incorporated into subsequent 
neural-based statistical inference algorithms used in signal processing. 
That is, a “forward model” of the sensor can be created giving its 
statistical distribution of data for known states, such that later Bayesian 
methodologies may be able to infer the probability distribution of these 
states for any given data. Meanwhile, quantifying this baseline will also 
help gauge the performance gained (if any) by implementing such models. 
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3.2.1 Materials and Methods 
3.2.1.1 Signal Pre-Processing 
All experiments involving Hall Effect sensors were completed using 
Honeywell SS49E linear Hall Effect sensors, from which the output signal 
was pre-processed using the circuit detailed in the schematic below (Fig. 
3.1). The purpose of this circuit is manifold.  
Firstly, it features an OP07CP non-inverting differential/operational 
amplifier (Texas Instruments, Dallas, USA) to introduce a high level of 
gain, which is stabilised via feedback. Amongst the resulting high-
frequency noise (which is amplified to cover most of the sensor’s dynamic 
range) exists previously-undetectable amplified signal when the magnetic 
stimulus reaches distances beyond the sensors’ typical sensing range. 
Secondly, the circuit provides alternating coupling via a capacitor wired in 
series with the sensor, such that any direct current components may be 
removed and the signal normalised. Thirdly, it incorporates a resistor-
capacitor circuit, which functions to smooth out any sharp, transient 
changes in voltage (e.g. from power supply spikes or sensor saturation) 
and regress it to the mean baseline level output from the voltage divider at 
a rate determined by its natural response. This natural response can be 
derived as the decaying exponential: 
𝑣(𝑡) = 	𝑉 𝑒E? op 	 13 
where the voltage at time 𝑡 is characterised as the product of initial voltage 
and a negative exponential with a time constant 𝜏; itself a product of the 
circuit’s resistance and capacitance: 
𝜏 = 𝑅𝐶 14 
Ultimately, the circuit is able to act as a first-order high-pass filter, 
removing low-frequency signals (e.g. from DC components) and 
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amplifying the remaining, high-frequency signals which are driving the 
resistor-capacitor circuit’s forced response. 
 
Figure 3.1: Schematic of amplifying high-pass filter circuit used to pre-process signals from a 
sensor wired to the female connector J1. 
 
3.2.1.2 General Experimental Setup 
The following experiments were all conducted within the general setup 
outlined below in Fig. 3.2. In each trial, the sensor and amplifying circuit 
were powered by a 3.3V power supply, and the resulting signal captured 
using a Rhode & Schwartz RTB2002 digital oscilloscope.  
This oscilloscope was in turn controlled programmatically by a PC via an 
ethernet connection using a Virtual Instrument Software Architecture 
(VISA) API Python library, so as to ensure consistent and accurately-timed 
signal recordings across trials. 
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Figure 3.2: General experimental setup for characterising Hall Effect sensor performance. 
All experiments involving a dynamic magnetic stimulus were conducted 
using a Dobot Magician robotic arm (Shenzhen Yuejiang Technology Co., 
Ltd., Shenzhen, China), to ensure precise, repeatable movements with 
accurate respective distance/pose measurements. This too was connected 
to the PC via a USB and, using multithreading, controlled 
programmatically in parallel with the oscilloscope through the Dobot 
Python API.  
By having a single Python script control both the oscilloscope and robotic 
arm in parallel, the recording of the former could be precisely timed to 
capture signals emitted during the movements of the latter. Then, the 
distance measurements calculated from the arm’s pose estimations (i.e. the 
arm’s nominal position in space) could be temporally correlated with their 
respective signal measurements captured from the oscilloscope.  
All arm movements were programmed using relative movements (e.g. 
move to a point 250mm along a certain plane) rather than Cartesian 
coordinates (e.g. move to the absolute position 𝑥, 𝑦, 𝑧), as these were found 
to be less liable to calibration errors. Likewise, the Cartesian coordinates 
given with each pose estimation during movement were translated into 
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distance measurements via their relative difference from the initial 
starting point pose estimation, which was verified using digital callipers. 
In all experiments, a small neodymium disc magnet with a diameter of 
5mm, height of 1.5mm and grade of N45 was used as the stimulus, as this 
size, strength and shape of magnet was found to be ideal. Their poles were 
on their flat faces and thus they emitted symmetric, predictable dipoles, 
which were weak enough to remain undetectable using the Hall Effect 
sensors at distances as low as approximately 30mm; keeping the required 
range of arm movements well within the Dobot Magician’s capacity. 
Meanwhile, their small size and light weight made them suitable for 
foreseeable applications of this research (e.g. as a means of tracking objects 
in space) and easy to embed in custom-made, non-magnetic experimental 
apparatus. 
These experimental apparatus included a 3D-printed rod with a housing 
for the magnet, which could be inserted into the arm’s end effector 
housing. Multiple iterations of the rods were prototyped using PLA and 
ABS plastics of various densities, until a design was found which was both 
light enough to remain straight during arm movements (too heavy a 
design would bend with gravity) yet dense and rigid enough so as not to 
vibrate from the servo motors or be bent by the weight of the magnet, all 
while being of sufficient length to distance the magnet from the 
metallic/magnetic arm controlling it. This final design was printed with 
1.75mm PLA at 80% density, and featured a rotatable, removable endpiece 
into which the magnet could be embedded (Fig. 3.3). 
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Figure 3.3: 3D printed rod with attachable rotatable cube in which the magnet was embedded. This 
rod was affixed to the robotic arm and moved toward/away from sensor. 
To ensure that the rod was perpendicular to the sensor (such that the 
magnet was aligned with its axis of sensitivity), a PLA shelf was also 
printed on which the rod could be placed flat, so to serve as a level 
starting and end point for the arm’s movements (Fig. 3.4). 
 
Figure 3.4: 3D printed shelf on which the rod was seated in its starting and final positions, to 
ensure it was kept perpendicular and aligned to sensor's axis of sensitivity. 
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3.2.1.3 Noise Characterisation 
In order to characterise baseline signal and noise, a Honeywell SS49E 
linear Hall Effect sensor was wired to the amplifying circuit (Fig. 3.1) and 
placed in the experimental setup shown in Fig. 3.2 with no magnetic 
stimulus present. After turning on the power supply, an initial delay of 
one minute was given to allow the signal to stabilise. The digital 
oscilloscope then recorded 500,000 samples of this output at a rate of 29.8 
kHz. This process was repeated for a total of 10 trials; giving five million 
data points in total.  
3.2.1.4 Stimulus Movement in One Dimension 
With baseline signal characterised, sensor performance in detecting a 
moving magnetic field in one dimension could then be tested. To do this, 
the Hall Effect sensor was again wired to the amplifying circuit and placed 
in the experimental setup shown in Fig. 3.2 with no supplied power. Then, 
the rod with its embedded magnet (Fig. 3.3) was placed on its shelf (Figure 
3.4), with the magnet’s southern pole aligned with the sensor’s axis of 
sensitivity, before the rod was affixed at its other end to the robotic arm. 
This unipolar, bidirectional head-on design follows the recommended 
magnet characterisation experiments outlined in Appendix C of 
Honeywell (2011), and is pictured below in Fig. 3.5. 
 
Figure 3.5: Approaching stimulus experimental procedure; magnetic field lines and the sensor's 
axis of sensitivity are in red, path of the magnet is given in black. 
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The position of the robotic arm was then adjusted manually as needed to 
ensure it would hold the rod parallel to the surface of the desk and thus 
the magnet perpendicular to the sensitivity axis of the sensor. Once 
calibrated, the experiment script instructed the robotic arm to move the 
rod 250mm vertically from the sensor, travelling along a single axis with 
corrections to other axes as needed to limit the movement of the magnet to 
just one dimension. 
Once the magnet reached 250mm from its starting position, 3.3V of power 
was again supplied to the sensor circuit and a minute’s delay given to 
allow the sensor to stabilise. The robotic arm then moved back toward the 
sensor along its one-dimensional path at a fixed velocity of 𝑣 =
0.009𝑚𝑠E., while the digital oscilloscope recorded 500,000 samples of the 
sensor’s amplified output at 29.8kHz until the robotic arm had returned to 
its initial position. As in the noise characterisation experiments, this 
process was repeated for 10 trials to achieve five million data points in 
total. Then, to study the effects of velocity on signal, the full experiment 
was repeated for another 10 trials with the arm speed doubled to	𝑣 =
0.018𝑚𝑠E.. 
To test the sensor in the case of a retreating stimulus, a further two 
experiments (again each of 10 trials, with 𝑣 = 	0.009𝑚𝑠E. in the first and 
𝑣 = 	0.018𝑚𝑠E. in the second) were then carried out. In these trials, power 
was supplied while the magnet was in its initial position next to the 
sensor, then (after a minute-long delay) the signal recorded as the arm 
travelled 250mm away from the sensor at its programmed velocity. 
In all trials, a fixed distance of 2.5mm had to be added to recorded pose 
estimates, to account for the distance between the centre points of the 
magnet and sensor when the stimulus was at its final (after approaching) 
or initial (before retreating) position, as measured by digital callipers. 
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3.2.1.5 Stepper Stimulus 
To help isolate the sensor’s signal from the response of the resistor-
capacitor circuit and further understand any effects of velocity and 
direction, “stepper” experiments were also conducted in which the arm 
performed its movements as discrete steps. 
Methodology and materials followed that of the previous section, except 
the robotic arm’s movements were modified such that it moved to each of 
six distances (from the sensor): 
𝑑(𝑚𝑚) = {30, 25, 20, 15, 10, 5} 15 
At each of these distances, the arm would pause for 10 seconds so as to 
allow the signal to return to its baseline level (via the high-pass filter 
included in its amplifying circuit), before performing a “step” movement 
towards or away from the sensor. These steps were completed within a 
six-second period and were of each of the following sizes: 
𝑑v(𝑚𝑚) = {0.5, 1, 1.5, 2.0, 2.5} 16 
During this period, the oscilloscope would record and save the signal. The 
arm (and oscilloscope) would then pause for a further 10 seconds so as to 
allow for the signal to return again to baseline and the oscilloscope to save 
the respective data to file. The process (i.e. step movement and 
oscilloscope recording) would then be repeated in the opposite direction, 
returning the stimulus to its starting distance d before pausing for another 
10 seconds and repeating for the next respective step distance ds. 
3.2.1.6 Offset Stimulus 
The final experiments of note concerned with sensor characterisation 
studied the range of the Honeywell SS49E in the second dimension. That 
is, how well it detects magnetic fields which are not aligned with its axis 
of sensitivity. Hall Effect sensors in distance-sensing applications are 
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intended to work by being presented with “head-on” stimuli (Honeywell, 
2011). This study examined the range of offset distances which may still 
constitute “head-on”, and how this range varies with distance, with the 
aim of informing the final sensing device’s design and limitations; 
specifically, how widely the sensors could be spaced in their array without 
creating ‘blind spots’ between them. 
Methodology and materials followed that of previous sections, but with 
modification to the arm’s trajectory. As was done previously, the arm 
made a single movement toward the Hall Effect sensor from a max 
starting distance 𝑑 (30mm), but at an offset 𝑑wxxvy? from the sensor: 
𝑑wxxvy?(𝑚𝑚) = 	 [−25, 25]	 17 
which describes the distance between the centres of the magnet and the 
sensor along the secondary axis (Fig. 3.6). For each trial, this 𝑑wxxvy? was 
incremented by 2.5mm, leading to 22 trials in total. 
 
Figure 3.6: Offset stimulus experimental procedure; magnetic field lines and the sensor's axis of 




3.2.2.1 Noise Characterisation 
As expected, baseline signal appeared to fit a roughly Gaussian shape, 
with an average voltage of 1.5767V (5sf), mode of 1.5780V (5sf), standard 
deviation of 0.002381V, and a coefficient of variation of 0.0015101V (5sf). 
 
Figure 3.7: Baseline signal distribution of amplified Honeywell SS49E linear Hall Effect sensor, in 
3dp bins. 
 
3.2.2.2 Stimulus in One Dimension 
In the case of an approaching stimulus, the Hall Effect sensor appeared to 
show no significant change in signal until the magnet was within a 
roughly 30mm range, at which point signal increased at the expected rate 
of roughly ∆𝑉 = 	𝜆 𝑟}⁄ , where 𝜆 represents the magnetic field strength of 
the dipole and 𝑟 describes distance to the magnet. In the case of 𝑣 =
	0.009𝑚𝑠E., this signal saturated at just over 0.6V on average (Fig. 3.8), 
whilst increasing the stimulus’ velocity appeared to amplify signal to an 
average saturation of around 0.95V (Fig. 3.9). 
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Figure 3.9: Signal (Hall voltage) versus distance to a magnetic dipole stimulus, approaching at 
0.018ms-1. 
To confirm that signal reflected the dipole strength decaying with the 
inverse third power of distance, 𝑣 = 0.018𝑚𝑠E. results within an 
estimated operating range of 3.5𝑚𝑚	 ≤ 𝑟	 ≤ 62.5𝑚𝑚 were taken and a 
linear regression model of their natural log values of 𝑟 and ∆𝑉 calculated 
(Fig. 3.10). This range of distances was used as it approximated the 
corresponding gradient of -3, in the relationship: 
logy ∆𝑉 = 	𝑚 logy 𝑟 + 𝑐	 18 
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where 𝑚 =	−2.997604 and 𝑐 = 	−16.659527. From this, the inverse log of 
the y-intercept 𝑐 could be taken to find 𝜆: 
𝜆 = 	 𝑒	 19 
Ultimately, being able to relate distance, signal and dipole strength via 
linear transformations will enable fast, simple calculation of these 
variables in later inference models (specifically particle filters), using 
computations for which neuronal systems are well-equipped.  
 
Figure 3.10: Hall voltage diminished at the rate of an inverse cube with increasing distance (left), as 
calculated via a linear regression of the natural logs of the Hall voltage and distance values (right) . 
However the increased signal at 𝑣 = 0.018𝑚𝑠E. may be due to some 
confounding, additive effect of the circuit as opposed to any performance 
difference from the sensor; for instance, it could be due to rapid, repeated 
superposition of the RC circuit’s natural and forced responses. In support 
of this, trials featuring a retreating stimulus presented a fairly different 
pattern of signal measurements, shown in Fig. 3.11 and Fig. 3.12 below. 
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Figure 3.11: Signal (Hall voltage) vs distance to a magnetic dipole stimulus, retreating at 0.009ms-1. 
 
 
Figure 3.12: Signal (Hall voltage) vs distance to a magnetic dipole stimulus, retreating at 0.018ms-1. 
Here, the retreating stimulus prompted an initial strong negative signal, 
but this decayed at a rate which could only be characterised using non-
linear regression models such as: 
∆𝑉(𝑟) = 𝑎 1 − 𝑒E

 + 𝑜	 20 
which can be rearranged to give distance like so: 
























𝑎 − 1 = 𝑟	 21 
Applying this model to 𝑣 = 0.018𝑚𝑠E. results within an estimated 
operating range of 13.5𝑚𝑚	 ≤ 𝑟	 ≤ 62.5𝑚𝑚  - so as to exclude initial signal 
saturation - yielded a good fit (𝑅𝑀𝑆 = 	0.005194, 𝑅0 = 0.997457). 
Nevertheless, to confirm that the same (or similar) linear relationship 
between signal and dipole strength existed in the retreating case, a 
symmetric response to that observed in the approaching trials needed to 




Figure 3.13: Non-linear regression of Hall voltage versus distance to the retreating magnetic dipole 
stimulus. 
 
3.2.2.3 Stepper Stimulus 
To this end, data captured during the “stepper” experiment yielded more 
consistent results, yet still implied the presence of hysteresis (Fig. 3.14-
3.16).  
Here, negative signal given a retreating stimulus was largely symmetric to 
the positive signal from an approaching stimulus around each distance 𝑑, 
though saturated at a lesser peak magnitude of -0.4V once the magnet was 




Figure 3.14: Overall/combined Hall voltages recorded during all step sizes ds to/from all distances 
d. 
 
Figure 3.15: In extension to Fig. 3.14; Hall voltages recorded for all step sizes ds to/from each 
distance d.  
In line with Section 3.2.2.2 the signal strength observed at a given distance 
varied, but in this case with respect to step size 𝑑v rather than velocity; 
lending further support to the presence of a confounding, additive 
influence from the amplifying circuit. 
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Figure 3.16: Maximum Hall voltage recorded for each step size ds to/from each distance d. 
 
3.2.2.4 Offset Stimulus 
In the second dimension, signal decayed rapidly as the magnitude of 
𝑑wxxvy? increased, to the point that signal appeared to become negative for 
the approaching stimulus for 𝑑wxxvy?  values greater than 2.5mm (Fig. 
3.17). This inversion may be due to the sensor detecting the outer 
components of the axial magnetic field, which would have the opposite 
directionality to the inner components. 
 
Figure 3.17: Signal (Hall voltage) versus distance to a magnetic dipole stimulus, approaching at 
0.018ms-1 with an offset 𝑑wxxvy? between the centres of the sensor and magnet.  
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For an array of sensors, these results indicate that each sensor ought to be 
spaced no further than 5mm apart when detecting a magnet of the current 
stimulus’ strength, to ensure an alignment of at least sensor’s axis of 
sensitivity with the dipole. What’s more, the data also reaffirms the lack of 
sensitivity in these cheap, noisy sensors, and the consequent limitation 
any use-case may have with them wherein the sensors must be aligned 
fairly precisely for a sufficient signal to be generated. 
3.3 Generative Signal Processing Using a Particle Filter 
Having characterised sensor output in response to a dynamic dipole, 
generative models could be constructed and a particle filter applied to 
their output. These served as a first step in prototyping neuromorphic 
statistical inference in a ‘real-world’ hardware-based context; modelling 
the means by which noisy analogue signals may be interpreted with 
diffusing particles, and doing so more explicitly than was possible in 
Section 2.4. All code was written in the Julia programming language, and 
may be found in the provided supplementary materials. 
3.3.1 Materials and Methods 
3.3.1.1 Data Generation 
Akin to Section 2.4, a drift-diffusion Brownian trajectory was simulated 
for the stimulus in line with the gradient-biased motion observed in 
Trichoplax and hypothesised for pre-Cambrian ur-predators (Smith et al., 
2015; Smith et al., 2019). This may be defined as: 
𝑑𝑥? = 𝜇𝑥?𝑑𝑡 + 	𝜎𝑥?𝑑𝑊? 22 
where 𝜇 is the drift parameter, 𝜎 the variance and 𝑊 the diffusion 
coefficient (Wiener process parameter). 
This trajectory was simulated directly using Julia’s DifferentialEquations 
library. First, the drift-diffusion noise process was constructed using the 
GeometricBrownianMotionProcess function, then solved for timestep 𝑑𝑡 
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and timespan 𝑡 using NoiseProblem. Then, equations (6) and (8) were 
used to map distance at each timestep to a corresponding positive or 
negative signal with added Gaussian noise, where 𝜇bwAvy and 𝜎bwAvywere 
calculated from an accompanying dataset of baseline signal captured 
using the methodology of Section 3.2.1.3. With this Gaussian error, each 
signal measurement may be characterized more accurately as a probability 
density function (pdf) than a point measurement (Paulin & Hoffman, 
2011).  
However before translating each distance to a signal, this distance was 
also rounded (if needed) to 𝑑 = min{max{𝑑Ab, 𝑑} , 𝑑}, where 𝑑 =
0.0625𝑚 and 𝑑Ab = 	 f
0.0035𝑚	𝑖𝑓	𝑎𝑝𝑝𝑟𝑜𝑎𝑐ℎ𝑖𝑛𝑔
0.0135𝑚	𝑖𝑓	𝑟𝑒𝑡𝑟𝑒𝑎𝑡𝑖𝑛𝑔  , so as to account for the 
limits of the models and observed saturation points of the sensor.  
With the parameters 𝑑𝑡 = 0.01, 𝑇 = 100, 𝑡 = (0, 𝑇), 𝜇 = −0.0005, 𝑊 = 0.18 
and an initial position of 𝑑AbA? = 0.03 (in line with Section 3.2.2.2), the 
datasets shown in Fig. 3.18 were generated. 
  
 
Figure 3.18: Three simulated Geometric Brownian processes, with associated signal via Eq (6) and 
(8). 
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3.3.1.2 Particle Filter 
With the trajectories and respective signal patterns generated, a particle 
filter could then be applied to the data. 𝑛 = 1000 particles were created, 
where each particle 𝑝A was initialised with four variables; a velocity/drift 
coefficient 𝜇A~𝑁(𝑉, 0.001), Wiener process parameter 𝑊A~𝑁(𝑊, 0.1), state 
variable 𝑥A~𝑁(𝑑AbA?, 0.01), and finally a mapped signal variable 𝑠A =
𝑓(𝑥A, 𝛼A) + 𝛽A- using Equation (6) or (8) based on directionality 
𝛼A~𝑈(𝑎𝑝𝑝𝑟𝑜𝑎𝑐ℎ𝑖𝑛𝑔, 𝑟𝑒𝑡𝑟𝑒𝑎𝑡𝑖𝑛𝑔), with added noise 𝛽A~𝑁(𝜇bwAvy, 𝜎bwAvy). A 
collision radius 𝐶 = 𝜎bwAvy was also used throughout. The schematization 
of the ensuing particle filter is given in Fig. 3.19. 
 
In this way, a dynamic prior is updated on each timestep then multiplied 
with the likelihood via a simple collision rule, whereby prior particles 
within collision radius 𝐶 of the signal are duplicated – giving the product 
of the two events and thus the Bayesian posterior. This posterior is then 
normalized by randomly selecting 1000 particles from it. 
Applied to the first trajectory, the particle filter appeared to converge 
rapidly upon the target and successfully track it bidirectionally. Every 20 
timesteps a frame of an animation was created plotting the posterior 
particles against the true signal, as well as their normalised distribution 
for timestep t=1:T do 
 observe signal pdf 𝑠? 
 for particle i=1:n do 
  𝑧A(?)  = GeometricBrownianMotionProcess(𝜇A, 𝑊A, 𝑥A(?E.)) 
  solve 𝑧A(?) for 𝑑𝑡 
  𝑠A(?) = 𝑓¢𝑥A(?), 𝛼A(?)£ + 𝛽A(?) 
 end 
 for particle i=1:n do 
  if |(𝑠A(?) −	𝑠?)| < 	𝐶  
   duplicate 𝑝A 




Figure 3.19: Overview of the particle filter algorithm. 
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(Supplementary Materials). From this animation, every 50th frame was 
captured and placed in Fig. 3.20 below. 
Similarly effective tracking was achieved with Trajectory 2, for which the 
visualisation was extended to include the dynamic prior’s MAP estimate 
in blue (Supplementary Materials, Fig. 3.21). Finally, to further test the 
resilience of the algorithm, particle state variables were initialised as 
𝑥A~𝑈(𝑑Ab, 𝑑) before applying the filter to Trajectory 3 data (where 
𝑑Ab is taken in the retreating case of 0.0135m). This gave a more uniform 
and naive spread of particles, yet still achieved rapid convergence due to 
renormalisation (Supplementary Materials, Fig. 3.22). 
  
    
    
    
    
    
Figure 3.20: An animation of the particle filter applied to Trajectory 1. Each image is 50 frames 
(1000 timesteps) apart, with each row representing 200 frames (4000 timesteps). 
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Figure 3.21: An animation of the particle filter applied to Trajectory 2. Each image is 50 frames (1000 
timesteps) apart, with each row representing 200 frames (4000 timesteps). 
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Thus, the same particle filtering methodology as was introduced in 
Section 2.4 has been repurposed here in an applied engineering scenario, 
using generative datasets modelled upon a simple magnetic sensor’s 
characteristics. The versatility of this algorithm in spite of the stark 
difference in context lends itself to the ease with which it may be 
implemented at a representation and algorithm level, as well as the fact 
that fundamentally similar problems are being solved for in both 
situations; that is, converting an incoming analogue signal to a 
probabilistic representation of a dipole-emitting target’s state using only 
diffusing particles.  
    
    
    
    
    
Figure 3.22: An animation of the particle filter applied to Trajectory 3, with initial particle states sampled 
from a uniform distribution. Each image is 50 frames (1000 timesteps) apart, with each row representing 200 
frames (4000 timesteps). 
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4 Towards a Physical, Functional Model of Neural 
Inference 
4.1 Introduction 
Chapter 2 aimed to introduce neural-based statistical inference by virtue 
of diffusing chemical gradients, in the context of low-motility, pre-
Cambrian predator-prey interactions. Chapter 3 then aimed to apply the 
same principle of inference in a modern, high-motility, experimentally-
based generative model. This final chapter will aim to marry the high-
level, neuroscientific and evolutionary biology-based concepts of the 
former with the low-level, hardware-based engineering of the latter to 
produce a working physical implementation of neural inference. In doing 
so, it may be considered to not only approach Marr’s Hardware 
Implementation level of analysis, but to do so in a way that directly 
applies - and benefits from - such an implementation. 
Despite their disparate approaches, both of the preceding chapters worked 
in essence to estimate the state of a target using analogue voltages as 
sensory information and particle-based inference. However as mentioned 
in Section 1.5, increases in both motility and body size following the 
Ediacaran period would’ve necessitated the recoding of these passively-
diffused signals into the pulsatile form of action potentials, capable of 
transmitting rapidly-changing signals beyond 1mm without them 
decaying entirely (Sterling & Laughlin, 2015a). Thus, to be a worthwhile 
model of neural inference this thesis’ model must be adapted to operate 
using a similarly-pulsatile signal whilst remaining biophysically plausible 
in its implementation. To this end, papers such as Paulin (2015) and Paulin 
and Schaik (2015) posit promising hypotheses. 
4.2 The Neural Membrane as a Natural Computer 
As described in Section 1.5, afferent neurons have been found to possess 
Poisson-like variability in their firing rates; that is, their action potentials 
occur randomly but at a somewhat-constant rate (Paulin, 2015; Paulin & 
Hoffman, 2019; Paulin et al., 2017; Paulin & Schaik, 2015; Pullar, 2017).  
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According to Ma, Beck, Latham, and Pouget (2006), this in turn gives rise 
to the population coding of a probabilistic distribution, since a given 
stimulus elicits a distribution of responses determined by each neuron’s 
“tuning curve” (in essence its average firing rate as a function of stimuli). 
When each neuron possesses independent Poisson variability, this 
distribution can converge to become Gaussian as the number of neurons 
increases, such that the peak comes to represent a probabilistic inference 
of the stimulus whilst the gain (i.e. overall amplitude) is inversely 
proportional to variance.  
The chief advantage of representing probability distributions in these 
neural populations is that it allows for simple linear summation when 
combining population codes; in other words, chaining likelihoods. The 
distribution created from such summation will have a greater gain and by 
extension lower variability, the reduction of which can be predicted by 
Bayesian integration. Priors, meanwhile, are similarly straightforward to 
implement as they too are represented as a population code, and thus 
simply summed with the likelihood population. The resultant distribution 
may then be taken to represent the Bayesian posterior, computed via 
system-level activation (Ma et al., 2006; MacNeilage et al., 2008).  
However more recent work attempts to extend this neural computation to 
a more granular level and with non-Gaussian distributions (Paulin, 2015; 
Paulin & Cahill-lane, 2019; Paulin & Hoffman, 2019; Paulin & Schaik, 
2015). Here, the authors suggest that the post-spike level of depolarisation 
across each neural membrane in these populations may in itself act as a 
natural computer for the posterior density of a Poisson process, since both 
share a negative exponential distribution of the form: 




In the case of depolarisation, this expression may be considered a function 
of 𝑡 for a fixed value of 𝜏, giving the inter-spike membrane potential of a 
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neuron with time constant 𝜏 (where 𝜏 is calculated from the membranous 
resistance and capacitance). Conversely, when regarding this expression 
as a function of 𝜏 for intervals 𝑡 it becomes the likelihood function for 
mean interval length, describing the shape of the posterior density for a 
Poisson process (Paulin & Cahill-Lane, 2019). 
Thus, a neuron could come to represent a given state (e.g a particular 
predator/prey location) by tuning its resistance through the opening and 
closing of ion channels (Sterling & Laughlin, 2015b), such that its time 
constant 𝜏 matches the mean interval length of the firing rate elicited when 
that state occurs. In doing so, its membrane potential at any time would 
represent the probability of the current mean interval length given that the 
state is occurring, thus representing the Bayesian likelihood. What’s more, 
existing depolarization from preceding spikes modifies the extent to 
which the membrane is depolarized further, thereby serving as the 
Bayesian prior. In sum, electrical potential across a neural membrane may 
serve as a biological representation of the Bayesian posterior (Paulin & 
Hoffman, 2019; Paulin et al., 2017). 
Returning to the system-level, given a “map” of neurons where each is 
tuned to represent a certain state, the cell with the most depolarisation will 
be that which has a time constant matched to the mean interval length of 
the incoming Poisson spike trains. As explained in Section 1.5 these 
afferent neurons have also been found to be censored by an inverse-
Gaussian component (a Wald distribution), which may arise naturally 
from a drift diffusion Brownian process and ensures that the entire 
sensory cell distribution can be randomly and independently subsampled 
in parallel. As each cell’s Poisson component is convolved with its Wald 
censoring element (producing an Exponential-Wald, or ex-Wald 
distribution), the emergent peak activation will represent the peak of the 
Bayesian posterior, inferring the most likely state from the entire 
distribution of noisy sensory Poisson trains (Paulin & Hoffman, 2019; 
Paulin et al., 2017). 
 62 
4.3 A Physical Model of the Neural Membrane Hypothesis 
4.3.1 An ex-Wald Spiking Cell In Silico 
Existing work has led to a physical model of a neuron which implements 
this censored Poisson process (Paulin, pers. comm.). The PCB (printed 
circuit board) schematic for this physical model is given in Fig. 4.1. 
 
Figure 4.1: Physical, magnetic-sensing model of an afferent neuron. 
In this model, analogue input is taken from a sensor and passed through 
an amplifying high-pass filter circuit akin to that described in Section 
3.2.1.1. An eight-bit ATtiny85 microcontroller (Microchip Technology, 
Chandler, USA) then reads this pre-processed signal 𝑥 from one of its 
analogue pins, along with a threshold value 𝑇 from a second analogue pin 
connected to the power source via a Bourns 3360P-1-103 10kΩ 
potentiometer (Mouser Electronics, Mansfield, USA); mapping the 
voltages to integer values in the range 0 (0V) to 1023 (supply voltage). The 
schematization of the algorithm implemented by this microcontroller is 
described broadly in Fig. 4.2. 
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With each loop of the algorithm, signal 𝑥 is added to both the Poisson 
process integrand 𝐼 and a second Wald integrand 𝐼§representing the 
censoring process. Should signal exceed the Poisson threshold 𝑇 a Poisson 
“spike” is generated for a period determined by spike duration 𝛿.Then, if 
the integrands have reached the Wald threshold 𝐶 the censoring element 
is disabled; allowing for ex-Wald and Wald spikes on the respective pins 
(again of length 𝛿). To improve temporal accuracy, spike timing and 
𝐼 = 0	
𝐼§ = 0 
initialise 𝐶 
initialise 𝛿 
for ∞ do 
 analogRead spike threshold 𝑇 
 analogRead sensory input 𝑥 
 if 𝑥 > 𝑇 do 
  generate Poisson spike (set digital Poisson pin HIGH) 
  if 𝐼 ≥ 𝐶 do 
   generate ex-Wald spike (set digital ex-Wald pin HIGH) 
   𝐼 = 0 
  end 
  start timer for Poisson/ex-Wald spike of duration 𝛿 
 end 
 𝐼 += 𝑥 
 𝐼§ += 𝑥 
 if 𝐼§ ≥ 𝐶 do 
  generate Wald spike (set digital Wald pin HIGH) 
  𝐼§ = 0 
  start timer for Wald spike of duration 𝛿 
 end 
end 
Figure 4.2: The basic algorithm underlying the ex-Wald neural model, implemented on an eight bit 
microcontroller. 
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termination (and the resetting of timers) is handed off to Interrupt Service 
Routines (ISRs) which are triggered by their assigned timers reaching 𝛿.  
4.3.1.1 Preliminary Model Characterisation 
Performance was initially characterised using experimental materials and 
procedures akin to those described in Section 3.2.1.4. 
A Honeywell SS49E linear Hall Effect sensor was connected to the model 
PCB and the potentiometer shaft rotated 135°, equating to roughly 5kΩ. 
Then, the ex-Wald output was connected to a Teensy 3.2 Development 
Board (PJRC, Sherwood, USA); a USB-based microcontroller development 
system. 
This Teensy served to record ex-Wald interspike intervals in microseconds 
(again using an ISR), which it transmitted as 4-byte arrays (to optimise 
transmission speeds) via a USB/serial connection to a computer running a 
modified version of the Section 3.2.1.4 Python script.  
As was done in this previous experiment, the Python script used 
multithreading to move the robotic arm towards the sensor at a speed of 
roughly 𝑣 = 0.018𝑚𝑠E. whilst recording its pose estimates. In parallel, the 
script also ran a subprocess to read in each byte-array packet, decode it 
into a long integer and store this for later writing to file.  
All other experimental materials and procedures remained identical to 
Section 3.2.1.4.  
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Figure 4.3: Interspike intervals as a function of distance to an approaching magnetic stimulus. 
Fig. 4.3 demonstrates the initially-promising increase in sensitivity, with 
marked increases in spiking from almost 90mm. Given the previous lack 
of noticeable signal at this distance, it appears that the model is successful 
in isolating the signal from the surrounding noise by virtue of its 
threshold crossings, in a similar fashion as may be done in neurons. 
Essentially, the inherent noise of the sensor leads inevitably to 
spontaneous threshold crossing and spiking activity, but any signal 
present within this noise will still cause the rate of threshold crossings to 
increase provided an appropriate threshold is achieved through correct 
tuning of resistance. 
4.3.2 Extending the ex-Wald Spiking Cell Model 
Nevertheless, this model may be improved upon. Most notably, it’s not 
equipped to handle the negative/inverse signal observed in the case of a 
retreating signal – instead interpreting the Hall voltage as if it were strictly 
related to distance regardless of directionality. Thus, the drop in voltage 
prompted by a retreating stimulus appears as a weak signal below the 
Poisson spiking threshold, failing to trigger spiking and prolonging 
censoring periods. Before altering the spiking algorithm however, 




As shown in the circuit schematic (Fig. 4.4) and final PCB outlines (Fig. 
4.5), the revised ex-Wald model contains only a few minor modifications.  
 
Figure 4.4: Revised magnetic-sensing model of an afferent neuron. 
Firstly, the potentiometer was removed and replaced with a breakout pin 
such that the threshold may be set and adjusted programmatically, 
allowing not only for greater precision but also the possibility to adjust 
this threshold autonomously in software. Of the other breakout pins, only 
those necessary for power and programming the microcontroller were 
retained, allowing for the PCB footprint to be minimised. 
  
Figure 4.5: Revised PCB outlines. 
These reductions to the PCB width and length aimed to facilitate the 
eventual implementation of an array of these models in a handheld, 
lightweight and portable device, capable of tracking magnetic stimuli in at 
least one dimension with minimal loss of performance from the “blind 
spots” observed in Section 3.2.2.4. In pursuit of this, a 3D printed frame 
was also designed, on which such an array could be mounted alongside a 
power source, 320x240 LCD screen and Teensy 4.0 Development Board 
(PJRC, Sherwood, USA). This Teensy board may then implement a particle 
filter, estimating stimulus location via model spiking and visualising this 








Figure 4.6: A 3D-printed frame (A) was designed, on to which a breadboard could be slotted 
alongside a LCD screen, power source, Teensy 4.0 Development board, and up to three ex-Wald 
spiking cell models (B,C). 
Finally, the headers at the front of the board were modified for 
compatibility with both the Honeywell SS49E linear Hall Effect sensor and 
the more powerful DRV425EVM; an evaluation module containing a 
DRV425 fluxgate magnetic-field sensor (Texas Instruments, Dallas, USA), 
with an axis of sensitivity orthogonal to that of the SS49E (Fig. 4.7). 
  





With the new PCBs prepared and installed into the same experimental 
setup and procedure as in Section 4.3.1.1, alterations could be made to the 
algorithm schematized in Fig. 4.2.  
4.3.2.3 Measuring Signal in Relation to Baseline Noise 
A 60-second delay was programmed into the model, at the conclusion of 
which 100 samples of baseline signal 𝑥 were recorded, akin to Section 
3.2.1.3. Using the sum of these baseline samples, the mean 𝜇 of baseline 
activity was calculated and threshold set as 𝑇 = 3. Since SS49E noise is 
assumed to be Gaussian (Section 3.2.2.1) and one analogRead unit (}.}ª
.^0«
≈
0.0032𝑉	𝑝𝑒𝑟	𝑢𝑛𝑖𝑡) was roughly equivalent to the measured standard 
deviation of baseline activity (0.0037𝑉, measured prior to the current 
experiment), it was hypothesised that almost all noise would fall within 
this range from baseline under the empirical rule. Thus with each loop of 
the algorithm the change in signal from baseline could be determined as: 
∆𝑥 = |𝜇 − 𝑥| 24 
This ∆𝑥 could then be compared against the Poisson threshold 𝑇 to 




Figure 4.8: Inter-spike intervals as a function of distance to an approaching (top) or retreating 
(bottom) magnetic stimulus, with unsigned signal measured with respect to baseline activation and 
a threshold of three analogRead units. 
As seen in Fig. 4.8, the model remained effective at detecting an 
approaching stimulus, yet interspike intervals still decreased with 
increasing distance in the case of a retreating stimulus. This was likely due 
to the oversight that the integrands had remained unchanged as 
summations of 𝑥 rather than ∆𝑥, and hence the censoring periods would 
only diminish with increasing distance (and concurrent rise in 𝑥). In a 
subsequent experiment, these integrands were amended to integrate ∆𝑥 
and threshold set more accurately as 𝑇 = 3𝜎, where standard deviation 𝜎 




Figure 4.9: Inter-spike intervals as a function of distance to a retreating magnetic stimulus; 
threshold is 3𝜎 and ∆𝑥 is integrated. 
The apparent saturation of signal at distances below roughly 90mm, 
coupled with the general increase in ISI length, suggested a 
disproportionate contribution to ∆𝑥 by the integrated circuit in line with 
findings from Section 3.2.2.2. In an attempt to account for this, the 
following experiments worked to include appropriate additional filtering. 
4.3.2.4 Second-Order Filtering 
To this end, both Exponential Moving Average (EMA) and Double 
Exponential Moving Average (DEMA) filters were considered. Both are 
examples of low-pass filters, which function to smooth out high frequency 
events via an exponentially-decreasing weighting factor; emphasising 
recent events and ultimately helping to reveal long-term trends. In the 
case of the former filter, the EMA smoothed signal 𝑦 at time 𝑘 is given by 
either:  
𝑦¯ = 𝛼𝑦¯E. + (1 − 𝛼)𝑥¯ 25 
where 0 < 𝛼 < 1, or alternatively: 
𝑦¯ = 𝛼𝑥¯ + (1 − 𝛼)𝑦¯E.
∴ 𝑦¯ = 𝑦¯E. + 𝛼(𝑥¯ − 𝑦¯E.) 26
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In both forms, the 𝛼 coefficient may be considered a representation of the 
averaging period, where lower values will be slow to rapid changes in 
signal and average over a longer period, whereas higher values will adjust 
rapidly but take fewer samples into account. 
Meanwhile, the DEMA offers the same noise suppression yet a faster 
response, but at the risk of overshooting: 
𝐷𝐸𝑀𝐴 = 2 ∗ 𝐸𝑀𝐴 − 𝐸𝑀𝐴(𝐸𝑀𝐴) 27 
In the context of the current models, basing the parameters of these filters 
on the time constant of the preceding RC circuit may offer a means of 
predicting the RC circuit’s response. Then by subtracting this predicted 
and smoothed signal 𝑦¯ from the observed signal 𝑥¯ a high-pass filter may 
be created; capable of detecting any variations from the stabilised moving 
average which may be indicative of actual sensor signals (Fig. 4.10). 
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In this revised EMA-based model, cut-off frequency 𝜔 is calculated with 
relation to the RC circuit’s time constant 𝜏µ¶  (in radians per second), then 
used to determine the period 𝑃 of the signal (in seconds), before 
calculating the EMA filter’s time constant 𝜏 (in milliseconds). With each 
loop of the algorithm, 𝛼 may then be determined based on the sampling 
period ℎ and time constant 𝜏, and used in a modified version of Equation 
𝐼 = 0 
initialise 𝐶 
initialise 𝛿  
𝜔 = 1.0 2𝜋𝜏µ¶p   
𝑃 = 1.0 𝜔p   
𝜏 = 1000 ∗ 𝑃 3𝜋p   
delay to allow spiking to stabilise 
calculate 𝜇  
𝑦^ = 𝜇  
for ∞ do 
 read spike threshold 𝑇 
 read |𝑥| 
 𝛼 = ℎ (𝜏 + ℎ)⁄  
 𝑦¯ += 𝛼(𝑥¯ − 𝑦¯E.) 
 ∆𝑥 = |𝑥¯ − 𝑦¯| 
 if ∆𝑥 > 𝑇 do 
  if 𝐼 ≥ 𝐶 do  
   generate ex-Wald spike by setting ex-Wald pin HIGH  
   𝐼 = 0 
  end 
  start timer for ex-Wald spike of duration 𝛿 
 end 
 𝐼 += ∆𝑥 
end 
Figure 4.10: Revised ex-Wald spiking cell algorithm, with threshold relative to an EMA. 
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(26) to determine predicted, smoothed signal. Then to implement the 
double exponential moving average, all that would be needed is to take 
the EMA of the EMA, then apply Equation (27): 
𝑦𝑦¯+= 𝛼(𝑦¯ − 𝑦𝑦¯E.) 28 
𝑧¯ = 2 ∗ 𝑦¯ − 𝑦𝑦¯ 29 
Note that 𝑇 is set without the use of 𝜎, as this algorithm is intended to 
extend to future designs wherein threshold will be adjusted dynamically 
as needed, rather than with respect to 𝜎. 
As a quick demonstration of these filtering techniques, a modified version 
of the experiments described in Section 3.2.1.4 was conducted in which the 
same magnetic stimulus approached, paused, then retreated from the 
model. Meanwhile, the oscilloscope recorded the signal from the breaker 
positioned between the amplifying circuit and the microcontroller, 
producing a dataset of voltages which were then mapped to units in the 
same range of 0 (0V) to 1023 (supply voltage) before being passed to these 
EMA- and DEMA-inclusive algorithms (Fig. 4.11).  
 
Figure 4.11: EMA (orange) and DEMA (green) filtering applied to sample sensor data given an 
approaching then retreating stimulus. 
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And so, the EMA and DEMA offer moving average baselines from which 
variable, bidirectional thresholds can be based. However since the 
DEMA’s faster response time comes at a cost of both extra computation 
and a risk of overshoot (as seen immediately following the peaks in signal 
in Fig. 4.11), it was determined that the EMA may present a more viable 
form of second-order filtering.  
4.3.3 Characterising the Revised ex-Wald Spiking Cell 
Model 
The following experiments could then be conducted to test whether the 
revised ex-Wald spiking cell model possessed an improved ability to sense 
both an approaching and retreating stimulus, and to model the 
characteristics of the observed response for subsequent incorporation into 
a particle filter.  
4.3.3.1 Stimulus Movement in One Direction 
The revised PCBs (Section 4.3.2.1), reprogrammed with the modified ex-
Wald spiking algorithm (Fig. 4.10) and a threshold of 𝑇 = 6 (which was 
found to give consistent bidirectional spiking with minimal saturation) 
were installed once more into the experimental setup described in Section 
4.3.1.1 for a total of five trials (Fig. 4.12, 4.13). 
 
Figure 4.12: Spiking intensity (spikes per second) of the revised ex-Wald model with EMA 
filtering/smoothing, as a function of distance to an approaching magnetic stimulus (𝑇 = 6). 
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In the case of an approaching stimulus, a consistent (and seemingly 
exponential) increase in spiking intensity 𝜆 was detected once the magnet 
came within an approximate range of approximately 45mm-50mm, in 
contrast with the roughly 30mm range observed in Section 3.2.2.2 (Fig. 
4.12). 
 
Figure 4.13: Spiking intensity (spikes per second) of the revised ex-Wald model with EMA 
filtering/smoothing, as a function of distance to a retreating magnetic stimulus (𝑇 = 6). 
Meanwhile, a similar pattern of spiking intensity was achieved in the 
retreating case, with 𝜆 decreasing at an apparently exponential rate as the 
stimulus moved from roughly 4mm to 23mm; though with a subsequent 
pause in spiking of approximately five seconds in three of the five trials 
(Fig. 4.13). 
Whilst sensitivity to the approaching stimulus appeared diminished in 
comparison to earlier ex-Wald models (Section 4.3.1.1 and Section 4.3.2.3) 
the improved consistency in response characteristics for a retreating 
stimulus is likely of greater import; since it represents the revised model’s 
capability of accurate bidirectional sensing. Furthermore, this sensitivity 
still appears to be improved in comparison to using no ex-Wald model 
(Section 3.2.2.2) and may possibly be enhanced further through greater 
fine-tuning of threshold values.  
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4.3.3.2 Stepper Stimulus 
Nevertheless, the remaining discrepancy in response patterns between 
approaching versus retreating stimuli implies some presence of hysteresis, 
and thus a need for more controlled stimulus movements and model 
responses. To this end, “stepper” experiments largely following the design 
of Section 3.2.1.5 were carried out (Fig. 4.14, 4.15).  
As in Section 3.2.1.5, the robotic arm moved to each of a set of distances 
from the model’s sensor: 
𝑑(𝑚𝑚) = {52.5, 47.5, 42.5, 37.5, 32.5, 27.5, 22.5, 17.5, 12.5, 7.5} 30 
Then, after pausing for an extended delay of 240 seconds to allow spiking 
to return to a baseline level and the EMA to stabilise, the arm would 
perform a “step” movement towards or away from the sensor of size: 
𝑑v(𝑚𝑚) = {0.5, 1, 1.5, 2.0, 2.5} 31 
Meanwhile spiking was timed by a Teensy as in the preceding sections, 
before another extended delay of 240 seconds and subsequent step back to 
the starting distance 𝑑. In this way, interspike intervals (Fig. 4.14) and 
spiking intensity (Fig. 4.15) could be calculated, for each forward and 









Figure 4.14: (A) Interspike intervals given by the revised ex-Wald model with EMA filtering.  
(B) Interspike intervals for each distance 𝑑. 









Figure 4.15: (A) Spiking intensity given by the revised ex-Wald model with EMA filtering.  
(B) Spiking intensity intervals for each distance 𝑑. 
(C) Maximum spiking intensity for each directional step size 𝑑v around each distance 𝑑.  
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By taking the maximum spiking intensity observed during each step an 
exponential relationship could be ascertained using the same linear 
regression as in Section 3.2.2.2, wherein the log of spiking intensity 𝜆 
could be related to distance 𝑟: 
logy 𝜆	 = 𝑚 logy 𝑟 + 𝑐 32 
where 𝑚 =	−3.004639 and 𝑐 = 	−7.815486. From this, the inverse log of 
the y-intercept 𝑐 could be taken to find 𝑎: 
𝑎 = 𝑒	 33 





Thus, with the revised ex-Wald model, spiking intensity appeared to 
diminish with the inverse third power of distance - and by extension the 
decaying dipole field strength - with improved symmetric response 
patterns in both cases of approaching and retreating stimuli.  
The resulting Equation (32) forward model (Fig. 4.16) gives a linear 
mapping of distance, spiking intensity and dipole strength which may be 
implemented in a neuromorphic particle filter for statistical inference.  
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Figure 4.16: Maximum spiking intensity diminished at the rate of an inverse cube with increasing 
distance (left), as calculated via a linear regression of the natural logs of the maximum spiking 
intensity and distance values (right) 
 
4.4 Completing the Model with a Particle Filter 
4.4.1 Materials and Methods 
To implement this neuromorphic particle filter, the algorithm schematized 
in Section 3.3.1.2 (Fig. 3.19) was extended to operate on a Teensy 4.0 




for particle 𝑖 = 1: 𝑛 do 




 𝜇A~𝑁(𝑉, 0.001) 
 𝑊A~𝑁(𝑊, 0.1) 
 𝜆A = 𝑒 ¹º»¼ ½¾ 
end 
for neuron 𝑗 = 𝐷Ab: 𝐷 do 
 𝑎𝑐𝑡À = 0 




for ∞ do 
 if spiking 
  record interspike interval 𝑑𝑡 
  𝜆 = 1 𝑑𝑡p  
  for particle i=1:n do 
   𝑑𝑊~𝑁(0, 1) 
   𝑑𝑊 = 𝑑𝑊 ∗ √𝑑𝑡 
   𝑥A(?) = 𝑥A(?E_?) + 𝜇A𝑥A(?E_?)𝑑𝑡 +𝑊A𝑥A(?E_?)𝑑𝑊 
   𝜆A(?) = 𝑒 ¹º»¼ ½¾  
  end 
  for neuron 𝑗 = 𝐷Ab: 𝐷 do 
   𝑎𝑐𝑡À = 𝑒Eo_?(𝑒oÁ − 1) 
  end 
  for particle i=1:n do 
   find neuron 𝑗 which particle is moving through 
   accept particle with 𝑃(𝑎𝑐𝑡ÄÅ ) 
  end 
  renormalize 
 end 
end 
Figure 4.17: Particle filter algorithm, which was implemented on a Teensy 4.0’s microcontroller. 
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As in Section 3.3.1.2, particles (spikes) are initialised with random state 
variables of velocity/drift 𝜇, Wiener process parameter 𝑊, distance 𝑥 and 
corresponding spiking intensity 𝜆 via Equation (32). Then, a “map” of 
neurons representing states between minimum (𝐷Ab = 1𝑚𝑚) and 
maximum sensing distances (𝐷 = 40𝑚𝑚) is created, each with a 
corresponding spiking intensity 𝜏 tuned to their particular distance and a 
level of activation 𝑎𝑐𝑡 (i.e. voltage, or likelihood). With each spike, the 
particle filter updates particle positions with a drift-diffusion step (i.e. 
diffusing spikes/activation through the map of neurons), resulting in the 
dynamic prior. Then, each neuron’s activation/likelihood is updated via 
the equation: 
𝐿(𝜏, 𝑡, 𝑟) = 𝑒Eo?(𝑒o − 1) 35 
which describes the likelihood of 𝜏 at time 𝑡 given a censored subinterval 
𝑟, if the last spike occurred at 𝑡(0) (Paulin & Schaik, 2015). For each 
neuron with a particle (spike) moving through it, the algorithm accepts 
these particles with probability equal to the neuron’s normalised 
likelihood – thus creating the Bayesian posterior, which is finally 
renormalized. 
To test this completed model of neural inference, three Brownian drift-
diffusion trajectories were created for the robotic arm to follow, akin to 
Section 3.3.1.1. Of these, two were simulated with the parameters 𝑊 =
0.08, 𝜇 = −0.01, 𝑇 = 60, 𝑑𝑡 = 2.5 (Trajectories 1 and 3; Fig. 4.18, 4.20), 
whilst the third was simulated using 𝑊 = 0.08, 𝜇 = −0.01, 𝑇 = 30, 𝑑𝑡 = 2.0 
(Trajectory 2; Fig. 4.19). Aside from these arm trajectories and added 
particle filter, experimental design was otherwise identical to that of 
Section 4.3.3.2. Ten trials were carried out for each trajectory, with 240-
second delays between each to allow the sensor and EMA to stabilise. 
During each trial, the revised ex-Wald model and connected particle filter 
provided estimate distributions of stimulus location – of which the MAP 









Figure 4.18: Trajectory 1 MAP estimates (A), closest MAP estimate per step (B) and minimum MAP 








Figure 4.19: Trajectory 2 MAP estimates (A), closest MAP estimate per step (B) and minimum MAP 









Figure 4.20: Trajectory 3 MAP estimates (A), closest MAP estimate per step (B) and minimum MAP 
estimate per step (C).  
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Given that signal (and thus spiking) is constantly returned to baseline as a 
function of both the EMA and integrated circuitry, and that the model in 
Section 4.3.3.2 was constructed using maximum spiking intensities, 
correlate minimum MAP estimates (in terms of distance) were taken to be 
the particle filter’s assumed estimate for each given step/movement in a 
trajectory and used in calculations of mean absolute error (MAE), mean 
squared error (MSE) and root mean square error (RMSE) (Table 4.1). 
Trajectory 𝑊 𝜇 𝑇 𝑑𝑡 MAE MSE RMSE 
1 0.08 -0.01 60 2.5 2.5215 10.2358 3.1993 
2 0.08 -0.01 30 2.0 2.3487 11.1606 3.3408 
3 0.08 -0.01 60 2.5 2.7326 12.1464 3.4852 
Table 4.1: Error values for each minimum MAP estimate, from each step/movement across three 
trajectories. 
 
By this logic, the model appeared capable of tracking the Brownian 
stimulus bidirectionally to within approximately 2.5mm (according to 
MAE) to 3.5mm (according to RMSE) on average, over an operating range 
of roughly 0mm-40mm. Despite this, Fig. 4.19 and 4.20 show a tendency 
for the model’s estimates to drift from the target’s true state somewhat 
unpredictably; for example in Trajectory 2 as the stimulus made a series of 
small steps from approximately 25mm to 20mm, or in Trajectory 3 as it 
stepped from roughly 16mm to 20mm. In both of these cases, the sequence 
of small unidirectional movements at ranges approaching the limits of the 
Hall Effect sensor appeared to skew model estimates, whilst initial 
Trajectory 1 estimates shows a similar lack of reliability given movements 
beyond 35mm (Fig. 4.18). 
These drifts may be due to a lack of sensitivity caused by too large of a 
threshold value; such that the small changes in signal fail to diverge 
sufficiently from the EMA, causing a reduction in spiking intensity and in 
turn a distance estimate that’s greater than the stimulus’ true location. 
Nevertheless, estimates appeared to regain accuracy given a sufficient 
ensuing signal, and thus the results may demonstrate a general (albeit at 
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times weak) ability of the model to accurately and reliably track the 
stimulus despite the stochastic nature of its movements and that of the 
sensor’s noise. 
4.4.3 Discussion 
Indeed, the ability of the model to track the stimulus bidirectionally 
despite the sensor’s noise, asymmetric response to approaching versus 
retreating stimuli and rapidly diminishing signal with increasing distance, 
is testament to the advantages of these neuromorphic algorithms. In the 
same way as they may allow an Ediacaran, Trichoplax-like Placozoan to 
ascertain the location of a dipole-emitting predator or prey using noisy 
and weak voltage-sensitive cells, here they have enabled a cheap Hall 
Effect sensor to be used for a distance-measuring purpose for which it is 
largely considered unsuitable.  
With more fine-tuning of parameters this performance may improve 
further. For instance in the ex-Wald model; modification of the threshold 
values or EMA variables such as the time constant could raise sensitivity. 
Alternatively in the particle filter, increasing the number of particles may 
benefit accuracy without too large a detriment to performance, since 
expense scales with particle number 𝑁 whilst precision scales with 1/√𝑁 
(Paulin & Hoffman, 2011). However, more substantial additions would 
likely prove of greater benefit. 
For example, future research could investigate autonomous thresholding, 
wherein the microcontroller implementing the particle filter also 
implements a slow learning rule (for example, operating over a timescale 
of minutes) which gradually adjusts the threshold value to increase and 
decrease sensitivity as the stimulus is further or closer to the sensor 
respectively. This would resemble the slow adaptation/adjustment of 
sensitivity commonly observed in hair cells (Section 1.3.1) and would 
work to constrain firing intensity (and thus particle entropy/distribution) 
to be somewhat constant, such that distance estimates become a function 
of both threshold and spiking parameters, whilst the distance between 
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observed and expected spiking intensities is used for the learning rule’s 
error. Such a change could be prototyped rapidly given that the current 
algorithm utilises under five percent of a Teensy 4.0’s memory and the 
analogue connections required are already implemented in the PCB 
design. 
Also worth investigating is the incorporation of a model of baseline sensor 
noise which could be used to modify the likelihood on each loop of the 
particle filter algorithm, or the use of a fixed sampling frequency of sensor 
output. By using a regular sampling period and more complete model of 
sensor characterisation, the signal received with each loop could be 
interpreted more effectively. 
Future work could also extend itself to more powerful sensors and 
magnets. In the case of the former, the PCB design allows for a DRV425 
fluxgate magnetic-field sensor (Texas Instruments, Dallas, USA), which 
possesses a level of sensitivity that’s roughly one order of magnitude 
greater than that of the currently-used Hall Effect sensors (Fig. 4.21). 
Adjusting the models to these would simply involve characterising the 
new sensors’ performance, so as to find appropriate threshold values and 
an accurate linear relationship with distance. Likewise, using a stronger 
magnet would similarly allow the extension of the current work, with 
either improvement allowing the model to be implemented for larger 
ranges and greater accuracy. 
Finally, the particle filter could be extended to incorporate multiple 
sensors and a second dimension; wherein sensor response to a stimulus 
moving perpendicular to the axis of sensitivity is characterised (to a 
greater extent than in Section 3.2.2.4) and an array of ex-Wald models is 
used. In this way, each ex-Wald model would serve to provide an estimate 
of distance to any stimulus in its “receptive field” (as was done in the 
current research), whilst the relative spiking intensities from each would 
be used to infer the location of the stimulus in the second dimension 
across the array. Again, the current design of the handheld “gadget” 
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allows for such an array of ex-Wald models in anticipation of this 
addition, and thus no further changes would need to be made to the 
hardware. 
With or without these improvements, the uses of this model are varied. 
For example in academic settings, it could serve as a proof of concept and 
interactive teaching tool illustrating the means by which neurons are able 
to perform statistical inference using noisy sensory cells, whilst providing 
context as to the dipolar target they may be sensing. Alternatively, in more 
applied settings it could be used to further the capabilities of linear 
sensors in their usual current- and position-sensing applications 
(Honeywell, 2011), or be extended to any scenario requiring the tracking 
of affixed magnets such as in robotics; where the positioning of dynamic 
objects like drones and dexterous robotic arm joints must be closely 
tracked (Ribeiro, 2016). 
In sum, through an iterative process of rapid prototyping a hand-held, 
neuromorphic model has been produced, capable of tracking a stochastic 
magnetic stimulus bidirectionally and in real time, at distances and levels 
of accuracy beyond the usual sensing limits of the simple Hall Effect 







Figure 4.21: The completed handheld model with a Hall Effect sensor (left) versus Fluxgate sensor 
(right). Particles (yellow) are shown as a distribution along a "map" of neurons corresponding to 
distance states, along with the directly mapped spiking intensity (red) and MAP estimate (green). 
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5 Discussion 
There exists a large body of literature considering the probabilistic means 
by which brains may interpret and represent information (Section 2.2). 
However the majority of these studies appear to remain somewhat 
abstracted, with theories grounded in statistics and physics rather than 
biology, and thus fail to descend to the level of granularity required for a 
complete analysis – let alone replication or implementation. In recent 
years, some research has emerged which explores at a “hardware 
implementation” level the manner in which simple Bayesian inference 
could be implemented in sensory systems; using neurons as operators and 
spikes as operands (Section 2.3, 4.2). 
This thesis has attempted to support this emerging school of thought; 
initially, by considering how and why such a form of inference would 
emerge at the Cambrian-Ediacaran border (Section 2.4), then extending 
this to operate on data based in actual hardware (Section 3.3), before 
finally improving the model to operate in a physical “gadget” using real 
sensors, spike trains, and neuromorphic processing (Section 4.4). 
For future researchers, this work may allow them to more readily come to 
understand this potential origin and implementation of biological 
statistical inference. Beyond that, they could further the models to not 
only improve our understanding of how and why neural populations may 
represent information probabilistically, but also apply these same 
methodologies when confronting problems akin to that faced by Placozoa 
roughly 550 million years ago. That is; the estimation of some state’s 
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Appendix: Description of Supplementary Materials  
Provided with this thesis is a series of supplementary materials, contained 
in folders named according to their relevant section. 
In the Section 2.4 folder the NetLogo simulation has been included; named 
“Trichoplax.nlogo”. This was written in a NetLogo 6.11 environment with 
the “Python” (v0.4.3) and “Matrix” (v1.1.1) extensions installed. To run, 
simply select desired parameters with the provided GUI, then move the 
cursor to any location in the “world” (the black square) and press “S” to 
set up. The Trichoplax-like Placozoan will be generated in the centre of the 
world, then a predator will spawn under the cursor and the simulation 
will begin. Note that because of the way NetLogo’s GUI functions, the “S” 
hotkey may not be recognised at first; simply click on any unoccupied 
space in the GUI to rectify this. An error may also be reported during 
setup after changing the parameters from a previous simulation, due to 
the way in which objects are placed, modified and sized based on these 
parameters. To fix this, simply set up the simulation again with “S”. 
The Section 3.3 folder contains the Julia code (“SensorParticleFilter.jl”) 
used to generate the datasets based on the Hall Effect sensor 
characteristics and simulated trajectories, and apply particle filters. The 
animations produced of these particle filters are included in the 
“Animations” subfolder. 
Finally, the Section 4.4 folder contains the revised ex-Wald spiking code 
file “ArduinoExwaldNeuron.ino”, as well as two versions of the particle 
filter and a video of an experimental trial detailed in Section 4.4.1. All code 
in this directory was developed in the Arduino IDE with its associated 
C++ integration. “Particle_Filter.ino” outputs MAP estimates to a serial 
connection, as was used in gathering data for Section 4.4.2 and is pictured 
in the accompanying “BrownianStimulus.mp4” file, whilst 
“Particle_Filter_NonSerial.ino” solely outputs to a connected LCD screen, 
as pictured in Fig. 4.6 and Fig. 4.21. 
