Abstract-We consider communication over the AWGN channel with a transmitter whose battery is recharged with RF energy transfer at random times known to the receiver. We assume that the recharging process is i.i.d. Bernoulli. We characterize the capacity of this channel as the limit of an n-letter maximum mutual information rate under both causal and noncausal transmitter knowledge of the battery recharges. With noncausal knowledge, it is possible to explicitly identify the maximizing input distribution, which we use to demonstrate that the capacity with noncausal knowledge of the battery recharges is strictly larger than that with causal knowledge. We then proceed to derive explicit upper and lower bounds on the capacity, which are within 1.05 bits/s/Hz of each other for all parameter values.
I. INTRODUCTION
There has been significant recent progress in building wireless radios that possess no conventional batteries but are powered with wireless energy transfer, with latest developments reporting smaller device sizes, better harvesting efficiencies and increased communication ranges and data rates [1] , [2] . For example, the ant-sized radios of [1] use the energy provided through the downlink channel in order to transmit over the uplink channel. We model communication with such externally powered transmitters by using a simple model. See Fig. 1 . Here a transmitter equipped with a battery of sizeB is communicating to a receiver over the AWGN channel. The transmitter's battery is recharged with probability p at every channel use with recharging times known either causally or noncausally both at the transmitter and the receiver.
The difficulty in characterizing the capacity of this setup lies in the fact that although the channel between the transmitter and the receiver is memoryless, the energy constraints on the transmitter lead to a random state for the system which has memory and is input-dependent. Nevertheless, we show that this channel is equivalent to a conceptually simpler memoryless channel which we call the clipping channel. The clipping channel admits real vectors as inputs, and outputs a clipped version of the input vector corrupted by white Gaussian noise. The clipping length is random and follows a geometric distribution. The clipping channel is a memoryless and time-invariant channel with states. Intuitively, each use This work was supported in part by the NSF CAREER award 1254786; by the Center for Science of Information (CSoI), an NSF Science and Technology Center, under grant agreement CCF-0939370; and by a Stanford Graduate Fellowship. of this channel corresponds to one epoch over our original channel with random battery recharges (RBR), where an epoch is the time period between two consecutive battery recharges. Using this equivalence, we provide an expression for the capacity of the RBR channel in Fig. 1 , and find explicit upper and lower bounds which we show are within 1.05 bits/s/Hz of each other for all parameter values.
The setup we consider corresponds to a special case of the energy-harvesting communication channel, the capacity of which, despite significant recent interest [3] - [8] , remains an open problem. In particular, [4] considers a noiseless binary channel with a unit-sized battery where the battery recharges are known causally only at the transmitter. Our model resembles theirs in the fact that the energy arrival process is i.i.d. Bernoulli and each energy arrival fully recharges the battery, however it is more general in the fact that we consider general noisy channels and battery sizes. With a binary channel and unit battery, information can be only encoded in the timing of the unit-energy pulse which makes the setup of [4] equivalent to a timing channel. In our current case with an arbitrary battery size and continuous inputs, information can be encoded through real valued codewords and achieving capacity requires to also devise an optimal power control strategy. [6] considers an i.i.d. Bernoulli energy harvesting process where an energy packet of size E is harvested with probability p at each channel use and the transmitter is equipped with a battery of sizeB (Reference [7] considers a special case of this model with p = 1 in which case the harvesting process becomes deterministic). Our model corresponds to a special case of the model in [6] withB ≤ E. [6] provides upper and lower bounds on the capacity of this channel which are within 2.58 bits/s/Hz without providing an explicit expression for the capacity. Indeed, 2.58 bits/s/Hz is the gap to capacity when the receiver has no information of the energy harvesting process. When the receiver has side information as we assume here, the gap can be readily decreased by h(E t ), the entropy rate of the energy harvesting process, which is at most 1 bit/s/Hz for Bernoulli arrivals. The contributions of the current paper with respect to [6] are: 1) we provide an explicit formula for the capacity by establishing an equivalence to the clipping channel; 2) we derive novel upper and lower bounds to the capacity in terms of a power control problem for which we provide an explicit solution; this decreases the capacity approximation gap to Fig. 1 . System model.
1.05 bits/s/Hz; 3) we show that the capacity with noncausal knowledge of the energy arrivals at the transmitter is strictly larger than the corresponding causal capacity, a result which can be surprising given that for channels with i.i.d. states known both at the transmitter and the receiver, noncausal and causal knowledge of the states lead to the same capacity. Section II describes our model for the channel with random battery recharges and Section III contains the main results of the paper and the definition for the clipping channel. In Section IV we provide a derivation of capacity bounds.
II. SYSTEM MODEL
We consider a transmitter powered by RF energy transfer which communicates to a receiver over an AWGN channel, i.e. the output at time t is Y t = X t + Z t , where X t ∈ R is the input to the channel and Z t ∼ N (0, 1) is the noise. We assume that the transmitter has a battery with finite capacityB which is recharged with probability p at each channel use, i.e. the energy arrivals E t are i.i.d. Bernoulli RVs:
The effort to shrink down the size of wireless sensors and actuators limits the amount of energy that can be harvested at any given time, as well as the capacity of the storage unit that can be accommodated by the device. This necessitates the recharging process to operate at a scale comparable to the symbol duration [1] . The randomness in the energy transfer process can be due to fluctuations in the alignment of antennas and the position of nodes, as well as randomness in the energy transfer times. We assume that the recharging times are known causally to both the transmitter and the receiver. The knowledge of the energy arrivals at the receiver is motivated by the fact that often it is the receiver that powers the transmitter, and the transmitter can acknowledge its battery exceeding a certain threshold by sending a short pulse to simplify operation. We also consider the case of noncausal energy arrival information at the transmitter, mainly for comparison with the causal case. Under this model, energy of the channel input symbol at each time slot is limited by the available energy in the battery. Let B t represent the available energy in the battery at time t. The system energy constraints can be described as
This implies that at time t, either B t =B w.p. p, or
We assume without loss of generality that B 0 =B, which implies that we can also assume E 1 =B w.p. 1.
An (M, n) code for the random battery recharges (RBR) channel is a set of encoding functions f t and a decoding function g:
where E = {0,B}, X = Y = R and M = {1, . . . , M }. To transmit message w ∈ M at time t = 1, . . . , n, the transmitter sets X t = f t (w, E t ). The battery state B t is a deterministic function of (X t−1 , E t ), therefore also of (w, E t ). The functions f t must satisfy the energy constraint (1):
The probability of error is
Pr(Ŵ = w | w was transmitted).
The rate of an (M, n) code is R = log M n . A rate R is achievable if for every ε > 0 there exists a sequence of (M, n) codes that satisfy log M n ≥ R − ε and P RBR e → 0 as n → ∞. The capacity C RBR is the supremum of all achievable rates. When noncausal energy arrival information is available at the transmitter, the symbol transmitted at time t can depend on the entire realization of the energy arrival process E n . In this case, equation (3) becomes
with remaining definitions unchanged.
III. MAIN RESULTS
The RBR channel described above has a random state B t which depends on the input and the exogenous energy arrival process. An explicit expression for the capacity is so far only available in terms of the Verdú-Han framework [5] . However, we will see that this channel is conceptually equivalent to a clipping channel. In the sequel, we define a sequence of clipping channels parametrized by the length N of the input vector. For each N , the channel is memoryless and timeinvariant, and lends to an almost trivial analysis of capacity.
Definition 1 (Clipping Channel). The (N )-clipping channel is a memoryless channel which at time i admits inputs X
The inputs must satisfy the energy constraint
Each use of the channel is associated with a state variable L i , called the clipping length. L i are i.i.d. RVs, independent of the input, and follow a geometric distribution with parameter p:
The states L i are known at the receiver but not at the transmitter. At channel use i, if L i ≤ N , the channel output is given byỸ
where L = N, and M = {1, . . . , M }. The transmitted codeword isX
. . , n, and the encoding functions must satisfy f (N )
The rate of the code is R = log M n and the capacity C (N )
clp is defined in the standard way as the supremum of all achievable rates.
Intuitively, at each channel use the channel chooses an i.i.d. clipping length L i and outputs only the first L i components of the input vector under additive white Gaussian noise (The case L i > N and the corresponding behaviour of the channel are rather technicalities; in the sequel we will be interested in N → ∞ in which case the length of the input vector goes to infinity and the probability of L i > N goes to zero). The (N )-clipping channel is a standard vector memoryless channel with i.i.d. state information L i available at the receiver. The capacity of this channel is well known and is given by
We can rewrite this expression in the following explicit form
where in the last line X N = (X 1 , . . . , X N ) (and X k = (X 1 , . . . , X k )), and Z N = (Z 1 , . . . , Z N ) is a vector with i.i.d. Gaussian entries, i.e., Z i ∼ N (0, 1) i.i.d for i = 1, . . . , N .
It is easy to see that C (N )
clp is monotonically increasing in N and is also bounded above (see also Proposition 2), therefore it has a limit, which we call C clp :
Intuitively, taking N → ∞ gives a channel with infinitely long input and output, thus simulating an epoch in the original channel, i.e. the time interval between two successive energy arrivals. Indeed, we show that C clp is in fact, up to a constant factor, the capacity of the RBR channel C RBR . We bring the following theorem without proof:
Theorem 1 (Channel Equivalence).
Although the two channels are clearly related, with each use of the clipping channel corresponding to one epoch over the RBR channel, the fact that they are equivalent may be a priori unclear. Indeed, these two channels have quite different characteristics: the first has an input-dependent state with memory which is causally known at the transmitter; the second is a simple memoryless channel with states unknown at the transmitter. The intuitive connection is that whenever there is a battery recharge on the first channel, the system resets, and any memory of the channel (which is embedded in the state of the battery) is erased. However, even with this intuition, it may be unclear why one could not benefit from transmitting the symbols in each epoch in a sequential manner (having as side information the time since the last battery recharge) as compared to one-shot transmission of the "epoch symbol" with no side information. The proof of the theorem formally argues that codes designed for one channel can be used over the other channel with similar performance.
Using Theorem 1 and (8), we obtain the capacity of the AWGN channel with random battery recharges:
Corollary 1 (Capacity of the RBR Channel). The capacity of the channel defined in Section II is given by
It is easy to extend this result to the case of noncausal observations of the energy arrival process. In this case, it can be shown that the channel is equivalent to a clipping channel with state L i available at both the transmitter and the receiver. The capacity of such a channel is also standard and is obtained by optimizing over all input distributions conditioned on the state:
Using the equivalence and writing the above expression explicitly (in a form analogous to (8)) we get the following result:
Theorem 2 (Noncausal Capacity). The capacity of the channel defined in Section II with energy arrival information available noncausally at the transmitter and the receiver is given by
It is possible to explicitly identify the maximizing input distribution in the above expression by using the results of [9] - [11] , which characterize the capacity of amplitude-constrained channels. In particular, [11] shows that the maximizing X k in (11) is distributed over a finite set of k-dimensional spheres with uniform phase, where the number of spheres is determined by the value ofB (ex. whenB is very small, X k is uniformly distributed over a single sphere of radius
√B
). Using this result, we suggest the following proposition. Proposition 1. Noncausal observations of the energy arrival process strictly increase capacity. That is,
This result may be surprising given that for a memoryless channel with i.i.d. state S, the capacity with side information at both the transmitter and the receiver is given by I(X; Y |S), whether the side information is available causally or noncausally. The difference here is that even though the battery recharges E t are i.i.d. and known to both the transmitter and the receiver, the state of the system is captured by B t rather than E t , which has memory and is unknown to the receiver due to its input-dependence. The proof of the proposition is omitted due to lack of space. However, it can be also observed by using the upper and lower bounds on the causal and noncausal capacities developed below.
Despite being relatively simpler than previous results 1 , (10) and (11) are difficult to compute explicitly. In particular, (10) is a multi-letter expression that involves optimization over an infinite dimensional space. Therefore, we wish to find suitable approximations. More specifically, we provide an upper and a lower bound, separated by a constant gap of approximately 1.05 bits:
Proposition 2 (Capacity Bounds). The capacity of the RBR channel is bounded by:
Proof: See Section IV. It can be shown that the upper boundC in (13) corresponds to the online power control problem, extensively studied in the literature in the general framework of energy-harvesting 1 In [12] , we characterize the capacity of the general energy harvesting channel in the form
where the domain of the optimization problem is suitably defined. Note that the capacity expressions in (10) and (11) are much more explicit, and in particular, it is this explicit form that allows us to identify the maximizing input distribution in (11) .
channels [13] - [15] . Here, one assumes that there is an underlying transmission scheme operating at a finer time-scale, such that allocating power P to this scheme yields an information rate r(P ) = 1 2 log(1 + P ), and focuses on the optimal power allocation policy satisfying the energy constraints on the transmitter. For the specific channel of interest here, this online power control problem can be explicitly solved. In particular, we apply the KKT conditions to the optimization problem in (13) , to obtain the optimal values of E i :
whereÑ is the smallest positive integer satisfying
This gives the following expression forC:
It was shown in [3] that the capacity of an energy harvesting channel with infinite battery size is
Clearly, this is an upper bound to the capacity of our channel, and this can be readily obtained from the result of Proposition 2. Using concavity of the log function in (13):
where the last step follows because the optimal values for the first line are E 1 =B and E i = 0 for i ≥ 2.
[6] used this upper bound corresponding to infinite battery size to bound the capacity of the energy harvesting channel with Bernoulli energy arrivals. Fig. 2 illustrates that the upper bound we provide here is strictly smaller than the infinite battery upper bound. Similarly, our lower bound here is based on the optimal power allocation strategy we characterize in (14) , while the lower bound in [6] is based on a suboptimal power allocation policy. Similar bounds can be obtained for (11), which we state in the following proposition.
Proposition 3. The capacity of the RBR channel with noncausal energy arrival information is bounded by: The lower bound for the capacity with noncausal energy arrival information at the transmitter in (15) can be further improved. We plot this improved lower bound in Fig. 3 together with the upper bound in (12) on the capacity with causal energy arrival information. It is clear from the graph that for some values ofB, the noncausal capacity is strictly greater than the causal capacity, further illustrating the observation we state in Proposition 1.
IV. CAPACITY BOUNDS A. Upper Bound
We can relax the energy constraint in (10) to be only in expectation, thus giving an upper bound:
where the last equality is obtained by choosing X i ∼ N (0, E i ) independent of each other. This gives the RHS in (12) .
B. Lower Bound
To lower bound (10), we can choose a suboptimal distribution for which the X i 's are independent, i.e. p(x N ) = N i=1 p(x i ), and each of them satisfies |X i | 2 ≤ E i almost surely for some E i ≥ 0. To satisfy the total energy constraint we must have N i=1 E i ≤B. Under this input distribution, it can be shown that
i−1 I(X i ; X i + Z i ).
(17) Letting X i ∼ Unif[− √ E i , √ E i ] and applying the entropy power inequality, one can show that I(X i ; X i + Z i ) ≥ 1 2 log(1 + E i ) − 1 2 log πe 2 .
Plugging this into (17) gives the LHS of (12) .
