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QUANTUM (DUAL) GRASSMANN SUPERALGEBRA AS
Uq(gl(m|n))-MODULE ALGEBRA AND BEYOND
GE FENG, NAIHONG HU, MEIRONG ZHANG, AND XIAOTING ZHANG
Abstract. We introduce and define the quantum affine (m|n)-superspace (or say quan-
tum Manin superspace) A
m|n
q and its dual object, the quantum Grassmann superalgebra
Ωq(m|n). Correspondingly, a quantum Weyl algebra Wq(2(m|n)) of (m|n)-type is intro-
duced as the quantum differential operators (QDO for short) algebra Diffq(Ωq) defined
over Ωq(m|n), which is a smash product of the quantum differential Hopf algebraDq(m|n)
(isomorphic to the bosonization of the quantum Manin superspace) and the quantum
Grassmann superalgebra Ωq(m|n). An interested point of this approach here is that even
though Wq(2(m|n)) itself is in general no longer a Hopf algebra, so are some interesting
sub-quotients existed inside. This point of view gives us one of main expected results, that
is, the quantum (restricted) Grassmann superalgebra Ωq is made into the Uq(g)-module
(super)algebra structure, Ωq = Ωq(m|n) for q generic, or Ωq(m|n,1) for q root of unity,
and g = gl(m|n) or sl(m|n), the general or special linear Lie superalgebra. This QDO
approach provides us with explicit realization models for some simple Uq(g)-modules, to-
gether with the concrete information on their dimensions. Similar results hold for the
quantum dual Grassmann superalgebra Ω!
q
as Uq(g)-module algebra.
This paper is a sequel to [13], some examples of pointed Hopf algebras can arise from
the QDOs, whose idea is an expansion of the spirit noted by Manin in [20], & [21]. For
instance, as byproducts, if considering the bosonizations of A
m|n
q , Ωq(m|n), Dq(m|n) and
their finite dimensional restricted objects when char(q) = ℓ > 2, we can obtain some
examples of pointed Hopf algebras, e.g., the known multi-rank (generalized) Taft Hopf
algebras.
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1. Introduction
1.1. For the Drinfeld-Jimbo type quantum groups Uq(g) of semisimple Lie algebras g,
there was a Majid “quantum tree” question ([21]), that was to claim, any Uq(g) can be
constructed from Uq(sl2) via a series of suitable double-bosonization procedures. Here
the double bosonization construction (roughly speaking, which consists of two bosoniza-
tions or say Radford biproducts well-arranged in a certain manner) was obtained by Som-
merha¨user ([31]) in a Yetter-Drinfeld category HHYD (a braided monoidal category) for
H = k[G], and G a finitely generated abelian group (this was originally motivated by
Lusztig’s construction of Uq(g) via his defining algebra f
′ in [19]), and a general version for
H to be quasi-triangular was then obtained by Majid in another braided category HM (his
formulation for the theory directly depends on the explicit information provided by the
R-matrices involved rather than the braidings). As an important application of this theory
named the double-bosonization, combined an observation from the Uq(gl(n))-module alge-
bra structure (via realizing Uq(gl(n)) as a certain quantum differential operators defined
over the quantum divided power algebra Aq(n) introduced in [13]) with the motivation
from [21] and Faddeev-Reshetikhin-Takhtajan ([5]), the Majid expectation just mentioned
QUANTUM GRASSMANN SUPERALGEBRA AS Uq(gl(m|n))-MODULE ALGEBRA 3
has been solved in a series of joint papers of H.M. Hu and the second author ([9], [10],
[11], [12]), among which more efforts when our treating with the more subtle and more
complicated exceptional cases need to be made via establishing the so-called generalized
double-bosonization construction. A further interesting problem is to ask what the Majid
“quantum tree” of Uq(g)’s looks like for the (simple) Lie superalgebras g (see the Kac-
classification list [16]). Actually, one of the main results of this paper, namely, the quan-
tum Grassmann superalgebra or dual Grassmann superalgebra we will define here is made
into a Uq(gl(m|n))-module superalgebra respectively, can be regarded as the first starting
step towards this goal.
1.2. For the general linear Lie superalgebra g = gl(m|n), or special linear Lie superalgebra
sl(m|n), in order to construct some Uq(g(m|n))-module superalgebras of suitable size such
that they are fitted into the framework working well for the rank-induction construction
from Uq(g(m|n)) to Uq(g(m+1|n)) or Uq(g(m|n+1)) (g = gl, or sl), let us start with the
natural Uq(g(m|n))-module V of dimension m + n, for g = gl or sl, and introduce a new
notion of the so-called quantum affine (m|n)-superspace or say the quantum affine Manin
superspace A
m|n
q in subsection 3.2, which is a generalization of the quantum affine Manin
spaces A
m|0
q and A
0|n
q−1
(see [21]). In order to simultaneously treat with the generic case
or char(q) = ℓ > 2 (the root of unity case), we define its dual version, the quantum
Grassmann superalgebra Ωq(m|n) and the quantum restricted Grassmann superalgebra
Ωq(m|n, 1) when char(q) = ℓ > 2 in subsection 3.3. Following the same spirit of [13],
we shall generalize those quantum differential operators (QDOs for short) defined over the
quantum divided power algebra Aq to the quantum Grassmann superalgebra Ωq, see sub-
section 3.4. Actually, these QDOs generate a superalgebra Dq(m|n), which is isomorphic
to the quantum affine Manin superspace just mentioned (Proposition 7). Furthermore, the
bosonization of Dq(m|n) (resp. Dq(m|n, 1)) is a (resp. finite-dimensional) pointed Hopf al-
gebra, see Theorem 11 (resp. Corollary 12 under the assumption char(q) = ℓ > 2). Lemma
9 indicates that the quantum (resp. restricted) Grassmann superalgebra Ωq(m|n) (resp.
Dq(m|n, 1)) is a Dq(m|n)-module algebra (resp. Dq(m|n, 1)-module algebra). This allows
us to define their smash product as the quantum differential operator algebra Diffq(Ωq) over
the quantum (restricted) Grassmann superalgebra Ωq, named the quantum (restricted)
Weyl algebra Wq(2(m|n)) (resp. Wq(2(m|n), 1)) of (m|n)-type in subsection 3.10. Here,
an interested point of this approach is that even though Wq(2(m|n)) itself is in general
no longer a Hopf algebra (see Remark 3.5 in [13]), so are some interesting sub-quotients
existed inside. This allows us in Section 4 to realize the Hopf algebra Uq(g) by defining
some compatible QDOs in Wq(2(m|n)), such that the quantum (restricted) Grassmann
superalgebra Ωq is made into the Uq(g)-module (super)algebra structure, Ωq = Ωq(m|n)
for q generic, or Ωq(m|n, 1) for q root of unity, and g = gl(m|n) or sl(m|n), the general
or special linear Lie superalgebra. In this way, we get a realization model for some simple
Uq(g)-modules since we will prove the components of Ωq to be simple as Uq(g)-modules and
also give their dimension-formulae. Similar results for the quantum dual Grassmann (resp.
restricted) superalgebra Ω!q(m|n) (resp. Ω
!
q(m|n, 1)) as Uq(g)-module algebra are obtained
in Section 5, and their simple submodules are also described.
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1.3. Let us digress briefly to recall some related research background. Various discussions
on quantum differential operators intensively appeared in the early 1990s since the seminal
work of Wess-Zumino [33] (1990) and Woronowicz [34] (1989) published, but seemed lack
of a unified definition (for QDOs), which is unlike the case by Woronowicz’s treating with
the dual concept (i.e., quantum differential forms, QDF for short): his axiomatic internal
approach to the first order differential calculi (FODC, for short) satisfying the usual Leibniz
rule, not only yields the equivalent terminology “bicovariant bimodule” as the known
“Hopf bimodule” in Hopf algebra theory, but also leads to the appearance of Woronowicz’s
braiding (Proposition 3.1 [34], also see Theorem 6.3 [30]). In fact, the defining condition of
Yetter-Drinfeld module appeared implicitly in Woronowicz’s work a bit earlier than Yetter
[35] (see formula (2.39) in [34]), as was witnessed by Schauenburg in Corollaries 6.4 & 6.5
of [30] proving that the category of Woronowicz’s bicovariant bimodules is categorically
equivalent to the category of Yetter-Drinfeld modules, while the latter has currently served
as an important working framework for classifying the finite-dimensional pointed Hopf
algebras. In a word, Woronowicz’ framework on the FODC (essentially, the QDF) initiated
the further development so rich and deep. Roughly speaking, QDO, as a dual notion of
QDF, also deserves more attention, as was early noted by Manin in [23] (see 2.2. Basic
problem, pp. 1010) (his motivation mainly from [33] & [34]), but not yet sufficient. It
should be noticed that the design of our QDO in subsections 2.6, 3.4 (also see [13] & [37])
leads to our quantum differential (form) d satisfying the twisted Leibniz rule (see [7], pp.
5), which is different from both [33] and [34]. This seemly corresponds to the broader
“Hom-”picture phenomenon beyond standard quantization, a current hot research area.
2. Preliminaries
2.1. Notation and setup. Throughout this paper, we work on an algebraically closed
field k of characteristic zero. We denote by Z+,N the set of nonnegative integers, positive
integers, respectively.
For any m,n ∈ Z+, we denote by I the set {1, 2, · · · , m + n} with the convention that
I = ∅ if m = n = 0. Set I0 := {1, 2, · · · , m}, I1 := {m + 1, m + 2, · · · , m + n}. Thus
we have I = I0 ∪ I1. Denote by J the set {1, 2, · · · , m + n − 1} with the convention
that J = ∅ if m + n < 2. For any i, j ∈ I, denote by Eij the elementary matrix of size
(m+n)× (m+n) with 1 in the (i, j) position and zero in others. For any Z2-graded vector
space V := V0 ⊕ V1, denote by v the parity of the homogeneous element v in V .
2.2. The general linear Lie superalgebras. Let g denote by the general linear Lie
superalgebra gl(m|n) which has a standard basis Eij , i, j ∈ I, see [16]. Then we have
g = g0 ⊕ g1, where
g0 :=spank{Eij | i, j ∈ I0 or i, j ∈ I1},
g1 :=spank{Eij | i ∈ I0, j ∈ I1 or i ∈ I1, j ∈ I0}.
If m = 0 (resp. n = 0), then g is exactly the general linear Lie algebra gl(n) (resp. gl(m)).
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The standard Cartan subalgebra h of g consists of all diagonal matrices in g, that is, the
k-span of Eii, i ∈ I. For each i ∈ I, we denote by ǫi the dual of Eii, which forms a basis of
h∗. The root system of g with respect to h is ∆ := ∆0 ∪∆1, where
∆0 := {ǫi − ǫj | i, j ∈ I0 or i, j ∈ I1} and ∆1 := {±(ǫi − ǫj) | i ∈ I0, j ∈ I1},
and its standard fundamental (simple root) system is given by the set
Π := {αi := ǫi − ǫi+1 | 1 ≤ i ≤ m+ n− 1}.
Let Λ := Zǫ1 + Zǫ2 + · · · + Zǫm+n. For each i ∈ I denote by ωi the fundamental weight
ǫ1 + ǫ2 + · · ·+ ǫi. From [26], we see that there is a symmetric bilinear form on Λ:
(ǫi, ǫj) =
{
δij if 1 ≤ i ≤ m,
−δij if m+ 1 ≤ i ≤ m+ n,
which is induced from the supertrace str on g defined as: str(g) := tr(a)− tr(d) if
g =
(
a b
c d
)
with a, b, c and d being m×m,m× n, n×m and n× n matrices, respectively.
2.3. The quantum general linear superalgebras Uq(gl(m|n)). Set k
× := k \ {0}. We
assume that q ( 6= 1) ∈ k×. The quantum general linear superalgebra Uq(gl(m|n)) (for
instance, see [3], [25], [38], [35], etc.) is defined as the k-superalgebra with generators
Ej , Fj (j ∈ J), Ki, K
−1
i (i ∈ I) and relations:
(R1) KiKj = KjKi, KiK
−1
i = 1 = K
−1
i Ki;
(R2) KiEj = q
δij
i EjKi, KiFj = q
−δij
i FjKi;
(R3) EiFj − (−1)
p(Ei)p(Fi)FjEi = δij
Ki −K
−1
i
qi − q
−1
i
;
(R4) EiEj = EjEi, FiFj = FjFi, | i−j | > 1;
(R5) E2i Ej − (q + q
−1)EiEjEi + EjE
2
i = 0, | i−j | = 1 and i 6= m;
F 2i Fj − (q + q
−1)FiFjFi + FjF
2
i = 0, | i−j | = 1 and i 6= m;
(R6) E2m = F
2
m = 0;
(R7) Em−1EmEm+1Em + EmEm−1EmEm+1 + Em+1EmEm−1Em
+EmEm+1EmEm−1 − (q + q
−1)EmEm−1Em+1Em = 0,
Fm−1FmFm+1Fm + FmFm−1FmFm+1 + Fm+1FmFm−1Fm
+FmFm+1FmFm−1 − (q + q
−1)FmFm−1Fm+1Fm = 0,
where Ki = KiK
−1
i+1 for i ∈ J , and
(∗) qi =
{
q, i ∈ I0,
q−1, i ∈ I1,
and p(Ei) = p(Fi) = δim.
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Moreover, there is a Hopf superalgebra structure (∆, ǫ, S) on Uq(gl(m|n)) such that for
all i ∈ I, j ∈ J :
∆(Ej) = Ej ⊗Kj + 1⊗ Ej , ǫ(Ej) = 0, S(Ej) = −EjK
−1
j ,(2.1)
∆(Fj) = Fj ⊗ 1 +K
−1
j ⊗ Fj , ǫ(Fj) = 0, S(Fj) = −KjFj ,(2.2)
∆(K±1i ) = K
±1
i ⊗K
±1
i , ǫ(K
±1
i ) = 1, S(K
±1
i ) = K
∓1
i .(2.3)
Remark. We note that relation (R3) and convention (∗) imply an important inclusion
relation, that is, the quantum general linear superalgebra Uq(gl(m|n)) contains the tensor
product of quantum general linear subalgebras Uq(gl(m)) ⊗ Uq−1(gl(n)) as its sub-Hopf
algebra rather than Uq(gl(m))⊗Uq(gl(n)). This is a remarkable observation in our design
for constructing some modules of Uq(gl(m|n)) later on.
2.4. Arithmetic properties of q-binomials. Let Z[v, v−1] be the Laurent polynomial
ring in a variable v. For any integer n ≥ 0, define
[n ]v :=
vn − v−n
v − v−1
and [n ]v! := [n ]v[n−1 ]v · · · [ 1 ]v,
both of which lie in Z[v, v−1]. Then for two integers s, r with r ≥ 0, one has, see [19],[
s
r
]
v
:=
r∏
i=1
vs−i+1 − v−s+i−1
vi − v−i
∈ Z[v, v−1].
Set
[
s
r
]
v
= 0 when r < 0. By definition, it follows that
(1)
[
s
r
]
v
= [ s ]v!
[ r ]v![ s−r ]v!
, if 0 ≤ r ≤ s;
(2)
[
s
r
]
v
= 0, if 0 ≤ s ≤ r;
(3)
[
s
r
]
v
= (−1)r
[
−s+r−1
r
]
v
if s < 0.
For any q ∈ k×, n ∈ N and s, r ∈ Z, we denote by
[n ] := [n ]v=q, [n ]! := [n ]v=q! and
[
s
r
]
:=
[
s
r
]
v=q
.
Note that the q-binomial coefficients
[
n
r
]
, where 0 ≤ r ≤ n, satisfy[
n
r
]
= qr−n
[
n−1
r−1
]
+ qr
[
n−1
r
]
.
The second author introduced the characteristic of q, see [13], which is defined as the
minimal integer ℓ ∈ Z+ such that [ ℓ ] = 0, denoted by char(q). It is clear that char(q) = 0
if and only if q is generic. If q 6= ±1, then the identity char(q) = ℓ > 0 implies that either
q is a 2ℓ-th primitive root of unity or q is an ℓ-th primitive root of unity with ℓ odd.
Lemma 1. ([7, 13, 18, 19]) Assume that q ∈ k× and char(q) = ℓ ≥ 3.
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(i) If s = s0 + s1ℓ, r = r0 + r1ℓ with 0 ≤ s0, r0 < ℓ, s1, r1 ∈ Z+, and s ≥ r, then
we have
[
s
r
]
=
[
s0
r0
](
s1
r1
)
when q is an ℓ-th primitive root of unity with ℓ odd and[
s
r
]
= (−1)(s1+1)r1ℓ+s0r1−r0s1
[
s0
r0
](
s1
r1
)
when q is a 2ℓ-th primitive root of unity, where(
s1
r1
)
is an ordinary binomial coefficient.
(ii) If s = s0 + s1ℓ, with 0 ≤ s0 < ℓ, s1 ∈ Z, then we have
[
s
ℓ
]
= s1 when q is an
ℓ-th primitive root of unity with ℓ odd and
[
s
ℓ
]
= (−1)(s1+1)ℓ+s0s1 when q is a 2ℓ-th
primitive root of unity.
(iii) If s = s0 + s1ℓ, s
′ = s′0 + s
′
1ℓ ∈ Z with 0 ≤ s0, s
′
0 < ℓ satisfy q
s = qs
′
,
[
s
ℓ
]
=
[
s′
ℓ
]
, then
s = s′ if ℓ is odd or ℓ is even but s1s
′
1 ≥ 0; and s
′ = s = s0 − s1ℓ if ℓ is even but
s1s
′
1 < 0.
2.5. Quantum (restricted) divided power algebras. From [13, Subsection 2.1], for
any β = (β1, · · · , βm), γ = (γ1, · · · , γm) ∈ Z
m, one can define a map ∗ : Zm × Zm → Z as
follows:
β ∗ γ =
m−1∑
j=1
∑
i>j
βiγj.
Denote by ǫi = (0, · · · , 0, 1
i
, 0 · · · , 0). By definition, one has the following property
Lemma 2. ([13, Lemma 2.1]) The product ∗ satisfies the following distributive laws:
(β + γ) ∗ ζ = β ∗ ζ + γ ∗ ζ,
β ∗ (γ + ζ) = β ∗ γ + β ∗ ζ ;
in particular,
ǫi ∗ β =
∑
s<i
βs, β ∗ ǫi =
∑
s>i
βs (1 ≤ i ≤ m)(2.4)
(ǫi − ǫi+1) ∗ β = −βi, β ∗ (ǫi − ǫi+1) = βi+1 (1 ≤ i < m).
For any q ∈ k×, the quantum divided power algebra Aq(m) is defined as a k-vector space
with the monomial basis {x(β) | β ∈ Zm+} with x
(0) = 1, see [13]. Its multiplication is given
by
(2.5) x(β)x(γ) = qβ∗γ
[
β + γ
β
]
x(β+γ),
where
[
β+γ
β
]
:=
∏m
i=1
[
βi+γi
βi
]
and
[
βi+γi
βi
]
= [βi + γi]!/[βi]![γi]! for any βi, γi ∈ Z+. For
simplicity, we denote x(ǫi) by xi for each i.
In particular, when char(q) = ℓ ≥ 3, the second author introduced a subalgebra Aq(m, l)
ofAq(m) with the basis { x
(β) | β ∈ Zm+ , β ≤ τ(m) }, where τ(m) := (ℓ−1, · · · , ℓ−1) ∈ Z
m
+ ,
called the quantum restricted divided power algebra. By β ≤ γ we mean βi ≤ γi for all i.
Since [ ℓ ] = 0, it is clear that dimAq(m, l) = ℓ
m.
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2.6. q-Derivatives on Aq(m). For each i ∈ I0, following [13], we define the algebra
automorphism σi of Aq(m) as
σi(x
(β)) = q(β, ǫi)x(β) = qβix(β), ∀x(β) ∈ Aq(m),(2.6)
and the special q-derivative ∂q/∂xi over Aq(m) as
∂q
∂xi
(x(β)) = q−ǫi∗βx(β−ǫi), ∀x(β) ∈ Aq(m).(2.7)
The Uq(g)-module algebra structure of Aq(m) can be realized by virtue of the generators
σ±1i ,Θ(±ǫi), xi, ∂i in the quantum Weyl algebra Wq(2m) defined in [13], where g = gl(m),
or sl(m).
Theorem 3. ([13, Corollary 4.1]) For any monomial x(β) ∈ Aq(m), i ∈ I0, 1 ≤ j < m, set
Ej(x
(β)) = (xj∂j+1σj)(x
(β)) = [ βj+1 ]x
(β+ǫj−ǫj+1),(2.8)
Fj(x
(β)) = (σ−1j xj+1∂j)(x
(β)) = [ βj+1+1 ]x
(β−ǫj+ǫj+1),(2.9)
Ki(x
(β)) = σi(x
(β)) = qβix(β),(2.10)
K−1i (x
(β)) = σ−1i (x
(β)) = q−βix(β).(2.11)
Formulae (2.9)—(2.11) define a Uq(gl(m))-module structure on Aq(m).
This theorem also equips Aq(m, 1) with a uq(gl(m))-module algebra at roots of 1, where
uq(gl(m)) := Uq(gl(m))/(E
ℓ
j , F
ℓ
j , K
2ℓ
i −1, ∀ j < m, i ∈ I0) is the restricted quantum algebra
which is still a Hopf algebra.
Set | β | :=
∑m
i=1 βi and N := | τ(m) | = m(ℓ−1). We denote by U := Uq(gl(m))
or uq(gl(m)) and Aq := Aq(m) or Aq(m, 1), respectively. For each t ∈ Z+, let A
(t)
q
denote by the subspace of Aq spanned by homogeneous elements of degree t, that is,
span
k
{x(β) ∈ Aq | | β | = t}. Thus we have Aq(m, 1)
(t) = 0 if t > N .
Proposition 4. ([13, Proposition 4.2]) Each subspace A
(t)
q is a U-submodule of Aq.
(i) If char(q) = 0, then each submodule Aq(m)
(t) ∼= V (tω1) is a simple module generated
by highest weight vector x(t), where t = (t, 0, · · · , 0).
(ii) If char(q) = ℓ ≥ 3, then the submodule Aq(m, 1)
(t) ∼= V ((ℓ− 1 − ti)ωi−1 + tiωi) is a
simple module generated by highest weight vector x(t), where t = (i − 1)(ℓ − 1) + ti
with 0 ≤ ti ≤ ℓ− 1 for all i ∈ I0 and t = (ℓ− 1, · · · , ℓ− 1, ti
i
, 0, · · · , 0).
3. Quantum Grassmann superalgebra and quantum Weyl superalgebra
3.1. Quantum exterior superalgebras. The quantum exterior algebra is defined as the
quotient of the free associative algebra k {xm+1, · · · , xm+n} by the quadratic ideal consisting
of quantum antisymmetric relations as follows
Λq(n) := k {xm+1, · · · , xm+n}/〈x
2
i , xjxi + q
−1xixj , j > i, i, j ∈ I1〉,
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which is a (right) comodule-algebra of the quantum general (resp. special) linear group
GLq(n) (resp. SLq(n)), dually, a (left) module-algebra of the quantum algebra Uq(gl(n))
(cf. [13]).
Define
Bs := {〈i1, · · · , is〉 | m+ 1 ≤ i1 < · · · < is ≤ m+ n}, where 1 ≤ s ≤ n,
B0 := ∅, and B(n) := ∪
n
s=0Bs.
For any 0 ≤ s ≤ n, if µ = 〈i1, · · · , is〉 ∈ Bs, then we denote by
xµ := xi1 · · ·xis and µ := ǫi1 + · · ·+ ǫis ,
with x∅ = 1 for the case s = 0. Set |µ| = s. Then the set {xµ | µ ∈ B(n)} forms a
monomial k-basis of Λq(n). Furthermore, if we define
Λq(n)0 := spank{x
µ ∈ Bs | s even }, Λq(n)1 := spank{x
µ ∈ Bs | s odd },
then we have Λq(n) = Λq(n)0 ⊕ Λq(n)1, which is exactly an associative k-superalgebra.
3.2. Quantum affine (m|n)-superspace A
m|n
q . The natural representation of Uq(gl(m|n))
is its (m + n)-dimensional vector representation V which is the analogue of the gl(m|n)-
module V . Associated with such V, we define a notion of the so-called quantum affine
(m|n)-superspace A
m|n
q , which is a generalization of Manin’s quantum affine m-space A
m|0
q
(see [22]).
Definition 5. Associated to the natural Uq(gl(m|n))-module V, the quantum affine (m|n)-
superspace A
m|n
q is defined to be the quotient of the free associative algebra k{ vi | i ∈ I }
over k by the quadratic ideal I(V) generated by
(3.1)
vjvi − qvivj , for i ∈ I0, j ∈ I, j > i;
v2i , vjvi + qvivj, for i, j ∈ I1, j > i.
Obviously, A
m|n
q
∼= A
m|0
q ⊗kA
0|n
q−1
= A
m|0
q ⊗kΛq−1(n) = A
m|0
q ⊗kΛq−1(n)0¯⊕A
m|0
q ⊗kΛq−1(n)1¯,
as vector spaces. In fact, the quantum affine (m|n)-superspace A
m|n
q is an associative
k-superalgebra which has a natural monomial basis consisting of {v〈α,µ〉 := vα ⊗ vµ |
α = (α1, · · · , αm) ∈ Z
m
+ , µ = 〈µ1, · · · , µn〉 ∈ Z
n
2}, where v
α = vα11 · · · v
αm
m and v
µ =
vµ1m+1 · · · v
µn
m+n. It is convenient for us to consider (m + n)-tuple 〈α, µ〉 ∈ Z
m+n
+ with the
convention: v〈α,µ〉 = 0 for 〈α, µ〉 6∈ Zm+ × Z
n
2 , and extend the ∗-product in Lemma 2 to the
(m+ n)-tuples in Zm+n. We still have the following
(3.2) 〈α, µ〉 ∗ 〈β, ν〉 = α ∗ β + µ ∗ ν + µ ∗ β = α ∗ β + µ ∗ ν + |µ||β|.
Now we can write down its multiplication formula explicitly on A
m|n
q as follows
(3.3) v〈α,µ〉 · v〈β,ν〉 = (−1)µ∗νq〈α,µ〉∗〈β,ν〉v〈α+β,µ+ν〉.
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3.3. Quantum Grassmann superalgebra. For convenience to handle simultaneously
both cases of q ∈ k× being generic or root of unity, we shall introduce the dual object of the
quantum affine (m|n)-superspace A
m|n
q , so-called quantum Grassmann superalgebra. Now
we consider the quantum divided power algebra Aq(m) as an associative k-superalgebra
which is concentrated on 0-component with a trivial Z2-grading, where
Aq(m)0 := Aq(m) and Aq(m)1 := 0,
and so does the quantum restricted divided power algebra Aq(m, 1).
Now construct the tensor space of the quantum (restricted) divided power algebra and
the quantum exterior algebra, that is,
Ωq(m|n) := Aq(m)⊗k Λq−1(n).
This tensor space has a natural Z2-grading induced from those of Aq(m) and Λq−1(n),
namely,
Ωq(m|n)0 = Aq(m)⊗ Λq−1(n)0, Ωq(m|n)1 = Aq(m)⊗ Λq−1(n)1.
Definition 6. The quantum Grassmann superalgebra Ωq(m|n) is defined as a superspace
over k with the multiplication given by
(3.4) (x(α) ⊗ xµ) · (x(β) ⊗ xν) = qµ∗βx(α)x(β) ⊗ xµxν ,
for any x(α), x(β) ∈ Aq(m), x
µ, xν ∈ Λq−1(n), which is an associative k-superalgebra.
When char(q) = ℓ ≥ 3, Ωq(m|n, 1) := Aq(m, 1) ⊗ Λq−1(n) is a sub-superalgebra, which
is referred to as the quantum restricted Grassmann superalgebra.
Note that our definition of the quantum Grassmann superalgebra is different from that
defined in [16].
From Subsections 2.5 and 3.1, we see that the set
{ x(β) ⊗ xµ | β ∈ Zm+ , µ ∈ Z
n
2 }
forms a monomial k-basis of Ωq(m|n), and the set
{ x(β) ⊗ xµ | β ∈ Zm+ , β ≤ τ(m), µ ∈ Z
n
2 }
forms a monomial k-basis of Ωq(m|n, 1).
In particular, over the quantum Grassmann superalgebra Ωq, we will need the parity
automorphism τ : Ωq −→ Ωq of order 2 defined by
(3.5) τ(x(α) ⊗ xµ) = (−1)|µ|x(α) ⊗ xµ, ∀ x(α) ⊗ xµ ∈ Ωq.
3.4. Quantum differential operators on Ωq. Set Ωq := Ωq(m|n) or Ωq(m|n, 1) when
char(q) = l ≥ 3. For each i ∈ I1, and x
µ ∈ Λq−1(n), define the algebra automorphisms σi
and τi on Λq−1(n) as
(3.6)
σi(x
µ) = (−q)(µ, ǫi)xµ,
τi(x
µ) = (−1)(µ,ǫi)xµ.
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Both the algebra automorphisms σi (i ∈ I0) defined on Aq and σi, τi (i ∈ I1) defined on
Λq−1(n) can be extended to the quantum Grassmann superalgebra Ωq. Indeed, for any
x(β) ⊗ xµ ∈ Ωq, we have
(3.7)
σi(x
(β) ⊗ xµ) := σi(x
(β))⊗ xµ, for i ∈ I0,
σi(x
(β) ⊗ xµ) := x(β) ⊗ σi(x
µ), for i ∈ I1,
τi(x
(β) ⊗ xµ) := x(β) ⊗ τi(x
µ), for i ∈ I1.
By definition, σiσj = σjσi (i, j ∈ I); τiσj = σjτi (i ∈ I1, j ∈ I); τ
2
i = id and τiτj = τjτi
(i, j ∈ I1).
For each i ∈ I1, define the special q-derivative ∂q/∂xi on Λq−1(n) as
∂q
∂xi
(xµ) = (−q)−ǫi∗µxµ−ǫi = δ1,µi(−q)
−ǫi∗µxµ−ǫi ,(3.8)
where µ ∈ Zn2 , and (3.8) will vanish if µ− ǫi 6∈ Z
n
2 .
Now, let us extend both the q-derivations ∂q/∂xi (i ∈ I0) defined on Aq and ∂q/∂xi (i ∈
I1) defined on Λq−1(n) to Ωq, that is, for any x
(β) ⊗ xµ ∈ Ωq, we have
∂q
∂xi
(x(β) ⊗ xµ) : =
∂q
∂xi
(x(β))⊗ xµ, for i ∈ I0,
∂q
∂xi
(x(β) ⊗ xµ) : = q−ǫi∗βx(β) ⊗
∂q
∂xi
(xµ), for i ∈ I1.
(3.9)
For short, we use the notation ∂i to denote ∂q/∂xi, for each i.
By definition (cf. (2.7), (3.8) & (3.9)), it is easy to check that the q-derivations ∂i’s
(i ∈ I) defined over Ωq(m|n) satisfy the same relations as (3.1). Actually we have
Proposition 7. The associative k-superalgebra Dq(m|n) generated by the q-derivations ∂i’s
(i ∈ I) defined over the quantum Grassmann superalgebra Ωq(m|n), in which Dq(m|n) =
Dq(m|n)0¯⊕Dq(m|n)1¯ with the generator parity |∂i| = 1¯ only for i ∈ I1, is exactly isomorphic
to the quantum affine (m|n)-superspace A
m|n
q .
Proof. Note that for each i ∈ I1, we have ∂
2
i = 0, by (3.9).
(i) When i, j ∈ I0, i < j: by defining formula (3.9) of ∂i (i ∈ I0), ∂i, ∂j are essentially
defined on Aq. We have the usual relations: ∂j∂i = q∂i∂j , by Proposition 3.1 (3) in [13].
(ii) When i ∈ I0, j ∈ I1 and i < j: in this case, noting that ǫj ∗ ǫi = 1, and by defining
formula (3.9), we have
∂j∂i(x
(α) ⊗ xµ) = q−ǫj∗(α−ǫi)∂i(x
(α))⊗ ∂j(x
µ),
∂i∂j(x
(α) ⊗ xµ) = q−ǫj∗α∂i(x
(α))⊗ ∂j(x
µ),
that is, ∂j∂i = q∂i∂j .
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(iii) When i, j ∈ I1, i < j: in this case, noting that ǫi ∗ ǫj = 0, and by defining formula
(3.9), we have
∂j∂i(x
(α) ⊗ xµ) = q−(ǫi+ǫj)∗α(−q)−ǫi∗µ−ǫj∗(µ−ǫi)x(α) ⊗ xµ−ǫi−ǫj ,
∂i∂j(x
(α) ⊗ xµ) = q−(ǫi+ǫj)∗α(−q)−ǫj∗µ−ǫi∗(µ−ǫj)x(α) ⊗ xµ−ǫi−ǫj ,
that is, ∂j∂i = −q∂i∂j .
Combining the relations of three cases (i), (ii) & (iii) above with relations ∂2i = 0 (i ∈ I1),
and noting that no more other relations among ∂i’s (i ∈ I) occurred, we get the required
result. 
In this subsection, we shall give a sufficient description on the properties of the quantum
differential operators we defined above. To this end, we extend the bicharacter θ+ on the
abelian group Zm (see the notation θ in 2.1 of [13]) to the abelian group Zm × Zn2 using
the extended ∗-product (3.2), i.e., we define a mapping θ : (Zm × Zn2 )× (Z
m × Zn2 ) −→ k
∗
by
(3.10) θ(〈α, µ〉, 〈β, ν〉) = (−1)µ∗ν−ν∗µq(α+µ)∗β−(β+ν)∗α+µ∗ν−ν∗µ = θ+(α, β)θ−(µ, ν)q
µ∗β−ν∗α,
where θ+(α, β) = q
α∗β−β∗α, and θ−(µ, ν) = (−q)
µ∗ν−ν∗µ.
Associated to the bicharacter θ on Zm×Zn2 , we can define super-algebra automorphisms
Θ(ǫi) (i ∈ I) on Ωq(m|n) as follows
Θ(ǫi)(x
(α)⊗xµ) = θ(〈ǫi, 0〉, 〈α, µ〉)(x
(α)⊗xµ) = θ+(ǫi, α)q
−µ∗ǫi(x(α)⊗xµ), ∀i ∈ I0;
Θ(ǫi)(x
(α)⊗xµ) = θ(〈0, ǫi〉, 〈α, µ〉)(x
(α)⊗xµ) = θ−(ǫi, µ)q
ǫi∗α(x(α)⊗xµ), ∀i ∈ I1.
(3.11)
Remark 8. Actually, by abuse of notation, considering Zm × Zn2 as a subset of Z
m+n and
writing α + µ := 〈α, µ〉, for 〈α, µ〉 ∈ Zm × Zn2 . In general, we can define the super-algebra
automorphisms Θ(α+µ) for 〈α, µ〉 ∈ Zm×Zn2 by the bicharacter θ in (3.10). Furthermore,
we can rewrite the mapping θ : (Zm × Zn2 )× (Z
m × Zn2 ) −→ k
∗ as follows:
(3.12) θ(ǫi, ǫj) =
{
qǫi∗ǫj−ǫj∗ǫi, for i ∈ I0, j ∈ I;
(−q)ǫi∗ǫj−ǫj∗ǫi , for i, j ∈ I1.
In this sense, the relations in Proposition 7 can be expressed uniformly as follows
(3.13) ∂i∂j = θ(ǫi, ǫj)∂j∂i, for i 6= j.
Similarly to Proposition 3.1 in [13], we have the following
Lemma 9. (1) For each i ∈ I0, ∂i is a
(
Θ(−ǫi)σ
±1
i , σ
∓1
i
)
-derivation of Ωq, namely,
∂i
(
(x(β)⊗xµ)(x(γ)⊗xν)
)
= ∂i(x
(β)⊗xµ)σ∓1i (x
(γ)⊗xν) + (Θ(−ǫi)σ
±1
i )(x
(β)⊗xµ)∂i(x
(γ)⊗xν).
For each i ∈ I1, ∂i is a
(
Θ(−ǫi)τi, 1
)
-derivation of Ωq, namely,
∂i
(
(x(β)⊗xµ)(x(γ)⊗xν)
)
= ∂i(x
(β)⊗xµ)(x(γ)⊗xν) +
(
Θ(−ǫi)τi
)
(x(β)⊗xµ)∂i(x
(γ)⊗xν).
(2) Θ(α+µ)Θ(β+ν) = Θ(α+β+µ+ν), in particular, Θ(−αi) = σiσi+1, αi = ǫi−ǫi+1, for
i ∈ J and i 6= m; Θ(−αm) = σmσm+1τ , where τ = Πj∈I1τj is the parity automorphism of
Ωq in a super root system of type A(m−1|n−1).
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(3) Θ(ǫj) ∂iΘ(ǫj)
−1 = θ (ǫi, ǫj)∂i; τ∂iτ
−1 = (−1)δ1¯,|∂i|∂i; σj∂iσ
−1
j = (−1)
δ1¯,|∂i|
δijq−δij∂i,
(i, j ∈ I); τi∂j = (−1)
δij∂jτi, (i ∈ I1, j ∈ I).
(4) (x(α)⊗xµ)
(
(x(β)⊗xν)(x(γ)⊗xη)
)
=
(
(x(α)⊗xµ)(x(β)⊗xν)
)
(x(γ)⊗xη)
= θ(α+µ, β+ν)(x(β)⊗xν)
(
(x(α)⊗xµ)(x(γ)⊗xη)
)
= Θ(α+µ)(x(β)⊗xν)
(
(x(α)⊗xµ)(x(γ)⊗xη)
)
.
(5) For each i ∈ I0, (x
(α)⊗xµ)∂i is a (Θ(α+µ−ǫi)σ
±1
i , σ
∓1
i )-derivation of Ωq, namely,(
(x(α)⊗xµ)∂i
)(
(x(β)⊗xν)(x(γ)⊗xη)
)
=
(
(x(α)⊗xµ)∂i
)(
x(β)⊗xν
)
σ±1i (x
(γ)⊗xη)
+
(
Θ(α+µ−ǫi)σ
∓1
i
)
(x(β)⊗xν)
(
(x(α)⊗xµ)∂i
)(
x(γ)⊗xη
)
.
For each i ∈ I1, (x
(α)⊗xµ)∂i is a (Θ(α+µ−ǫi)τi, 1)-derivation of Ωq, namely,(
(x(α)⊗xµ)∂i
)(
(x(β)⊗xν)(x(γ)⊗xη)
)
=
(
(x(α)⊗xµ)∂i
)(
x(β)⊗xν
)
(x(γ)⊗xη)
+
(
Θ(α+µ−ǫi)τi
)
(x(β)⊗xν)
(
(x(α)⊗xµ)∂i
)(
x(γ)⊗xη
)
.
Proof. (1) (i) When i ∈ I0, by multiplication formula (3.4), defining formula (3.9) of
∂i (i ∈ I0), and the fact that ∂i is a (Θ(−ǫi)σ
±1
i , σ
∓1
i )-derivation of Aq (see Proposition 3.1
(2) in [13]), as well as (3.11) & (3.7), we have
LHS = qµ∗γ∂i(x
(β)x(γ))⊗ xµxν
= qµ∗γ
(
∂i(x
(β))σ±1i (x
(γ))⊗ xµxν +
(
Θ(−ǫi)σ
∓1
i
)
(x(β))∂i(x
(γ))⊗ xµxν
)
= (∂i(x
(β))⊗ xµ)(σ±1i (x
(γ))⊗ xν) +
(
Θ(−ǫi)σ
∓1
i
)
(x(β) ⊗ xµ)
(
∂i(x
(γ))⊗ xν
)
= RHS.
(ii) When i ∈ I1, by multiplication formula (3.4), defining formulae (3.9) & (3.8) of
∂i (i ∈ I1), and (3.11), as well as the fact x
µxν = (−q)µ∗νxµ+ν , we have
LHS = qµ∗γ−ǫi∗(β+γ)x(β)x(γ) ⊗ ∂i(x
µxν)
= qµ∗γ−ǫi∗(β+γ)(−q)µ∗ν−ǫi∗(µ+ν)δ1,µi+νix
(β)x(γ) ⊗ xµ+ν−ǫi
= qµ∗γ−ǫi∗(β+γ)x(β)x(γ) ⊗
(
δ1,µiδ0,νi∂i(x
µ)xν + δ0,µiδ1,νiθ−(−ǫi, µ)x
µ∂i(x
ν)
)
= q−ǫi∗β(x(β)⊗∂i(x
µ))(x(γ)⊗δ0,νix
ν) + q−ǫi∗(β+γ)θ−(−ǫi, µ)(x
(β)⊗δ0,µix
µ)(x(γ)⊗∂i(x
ν))
= ∂i(x
(β) ⊗ xµ)(x(γ) ⊗ δ0,νix
ν) + θ−(−ǫi, µ)q
−ǫi∗β(x(β) ⊗ δ0,µix
µ)∂i(x
(γ) ⊗ xν)
= ∂i(x
(β) ⊗ xµ)(x(γ) ⊗ xν) +
(
Θ(−ǫi)τi
)
(x(β) ⊗ xµ)∂i(x
(γ) ⊗ xν)
= RHS.
(2) The first one follows from (3.10). For any i < m, by Lemma 2.1 (2) & (3) in [13], we
have θ+(−ǫi + ǫi+1, α) = q
αi+αi+1 and µ ∗ (ǫi − ǫi+1) = 0, so (3.11) gives the second claim.
For i > m, since (ǫi − ǫi+1) ∗ α = 0, −(ǫi − ǫi+1) ∗ µ = µi and µ ∗ (ǫi − ǫi+1) = µi+1 (ibid.),
we also get the second claim, by (3.11). Now let us look at the interesting case i = m:
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noting α ∗ ǫm = 0, ǫm+1 ∗ µ = 0 and µ ∗ ǫm = |µ| (ibid.), by (3.11) & (3.5), we have
Θ(−αm)(x
(α) ⊗ xµ) = θ+(−ǫm, α)θ−(ǫm+1, µ)q
ǫm+1∗α+µ∗ǫm(x(α) ⊗ xµ)
= q(−ǫm+ǫm+1)∗α+|µ|(−q)−µ∗ǫm+1(x(α) ⊗ xµ)
= qαm+|µ|(−q)−|µ|+µm+1(x(α) ⊗ xµ)
= (−1)|µ|qαm(−q)µm+1(x(α) ⊗ xµ)
= σmσm+1τ(x
(α) ⊗ xµ).
(3) For i, j ∈ I0: by (3.11) & (3.12), we have
Θ(ǫj)∂iΘ(−ǫj)(x
(α) ⊗ xµ) = θ+(−ǫj , α)q
µ∗ǫjΘ(ǫj)(∂i(x
(α))⊗ xµ)
= θ+(ǫj ,−ǫi)∂i(x
(α) ⊗ xµ)
= θ(ǫi, ǫj)∂i(x
(α) ⊗ xµ).
For i ∈ I0, j ∈ I1: by (3.11) & (3.12), we have
Θ(ǫj)∂iΘ(−ǫj)(x
(α) ⊗ xµ) = θ−(−ǫj , µ)q
−ǫj∗αΘ(ǫj)(∂i(x
(α))⊗ xµ)
= q−ǫj∗ǫi∂i(x
(α) ⊗ xµ)
= θ(ǫi, ǫj)∂i(x
(α) ⊗ xµ).
For i ∈ I1, j ∈ I0: by (3.11), (3.9) & (3.12), we have
Θ(ǫj)∂iΘ(−ǫj)(x
(α) ⊗ xµ) = θ−(−ǫj , µ)q
−ǫj∗α−ǫi∗αΘ(ǫj)(x
(α) ⊗ ∂i(x
µ))
= θ−(ǫj ,−ǫi)∂i(x
(α) ⊗ xµ)
= θ(ǫi, ǫj)∂i(x
(α) ⊗ xµ).
For i, j ∈ I1: by (3.11), (3.9) & (3.12), we have
Θ(ǫj)∂iΘ(−ǫj)(x
(α) ⊗ xµ) = θ−(−ǫj , µ)q
−ǫj∗α−ǫi∗αΘ(ǫj)(x
(α) ⊗ ∂i(x
µ))
= θ−(ǫj ,−ǫi)∂i(x
(α) ⊗ xµ)
= θ(ǫi, ǫj)∂i(x
(α) ⊗ xµ).
For the second identity: by definition, we have
τ∂iτ
−1(x(α) ⊗ xµ) = (−1)δ1¯,|∂i|∂i(x
(α) ⊗ xµ).
For the third identity: when i, j ∈ I0, this is the same as 3.2 (iv) in [13]; when i, j ∈ I1,
by definition, we have
σj∂iσ
−1
j (x
(α) ⊗ xµ) = (−1)δ1¯,|∂i|δijq−δij∂i(x
(α) ⊗ xµ);
in both cases when i ∈ I0, j ∈ I1 or i ∈ I1, j ∈ I0, by definition, we get σj∂iσ
−1
j = ∂i.
It is obvious to see the last identity: τi∂j = (−1)
δij∂jτi, by definition.
(4) is clear.
(5) follows from (2) & (4). 
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3.5. Quantum differential Hopf algebra Dq(m|n). Now we are in a position to con-
struct the quantum differential Hopf algebra Dq(m|n) to be the bosonization of Dq(m|n),
the latter viewing as a Nichols superalgebra, which generalizes the structure of quantum
differential Hopf algebra Dq(m) defined in 3.2 [13] by the second author.
Definition 10. Let Dq(m|n) be the associative algebra over k generated by elements ∂i ∈
Dq(m|n), Θ(±ǫi), σi (i ∈ I), τj (j ∈ I1), as well as the parity element τ = Πj∈I1τj,
associated to the bicharacter θ on Zm×Zn2 given in (3.10), subject to the following relations:
σiσ
−1
i = 1 = σ
−1
i σi, σiσj = σjσi, (i, j ∈ I),(3.14)
τ 2 = 1 = τ 2i , τiτj = τjτi, (i, j ∈ I1), σiτj = τjσi, (i ∈ I, j ∈ I1),(3.15)
Θ(ǫi)Θ(−ǫi) = 1 = Θ(−ǫi)Θ(ǫi), Θ(ǫi)Θ(ǫj) = Θ(ǫi+ǫj) = Θ(ǫj)Θ(ǫi),(3.16)
σjΘ(ǫi) = Θ(ǫi)σj , (i, j ∈ I), τjΘ(ǫi) = Θ(ǫi)τj , (i ∈ I, j ∈ I1),(3.17)
Θ(−ǫm+ǫm+1) = τσmσm+1, Θ(−ǫi+ǫi+1) = σiσi+1, (m 6= i ∈ J),(3.18)
Θ(ǫj)∂iΘ(ǫj)
−1 = θ(ǫi, ǫj)∂i, σj∂iσ
−1
j = (−1)
δ1¯,|∂i|
δijq−δij∂i, (i, j ∈ I),(3.19)
τj∂i = (−1)
δij∂iτj , (i ∈ I, j ∈ I1),(3.20)
∂i∂j = θ(ǫi, ǫj)∂j∂i, (i, j ∈ I),(3.21)
∂2j = 0, (j ∈ I1).(3.22)
Moreover, Dq(m|n) can be equipped with the following mappings: ∆, ǫ, S on the gener-
ators of Dq(m|n) as
∆ : Dq(m|n) −→ Dq(m|n)⊗Dq(m|n)(3.23)
∆(σ±1i ) = σ
±1
i ⊗ σ
±1
i , (i ∈ I) ∆(τj) = τj ⊗ τj, (j ∈ I1)
∆(Θ(±ǫi)) = Θ(±ǫi)⊗Θ(±ǫi), (i ∈ I)
∆(∂i) = ∂i ⊗ σ
−1
i +Θ(−ǫi)σi ⊗ ∂i, (i ∈ I0)
∆(∂j) = ∂j ⊗ 1 + Θ(−ǫj)τj ⊗ ∂j , (j ∈ I1)
ǫ : Dq(m|n) −→ k(3.24)
ǫ(σ±1i ) = ǫ(Θ(±ǫi)) = ǫ(τj) = 1,
ǫ(∂i) = 0,
S : Dq(m|n) −→ Dq(m|n)(3.25)
S(σ±1i ) = σ
∓1
i , S(Θ(±ǫi)) = Θ(∓ǫi), (i ∈ I), S(τj) = τj, (j ∈ I1),
S(∂i) = −qΘ(ǫi)∂i, (i ∈ I0), S(∂j) = −Θ(ǫj)τj∂j , (j ∈ I1).
Again we extend the definitions of ∆, ǫ (resp. S) on Dq(m|n) (anti-)algebraically. Thus
we obtain the following
Theorem 11. (Dq(m|n),∆, ǫ, S) is a pointed Hopf algebra with the above relations (3.14)–
(3.25).
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Proof. First, by Proposition 7, we note that Dq(m|n) = Dq(m|n)0¯ ⊕Dq(m|n)1¯, where the
skew-derivation generators ∂i (i ∈ I0) are of parity 0¯, and ∂i (i ∈ I1) of parity 1¯, and the
multiplication on Dq(m|n)⊗Dq(m|n) is given by
(∂α ⊗ ∂µ)(∂β ⊗ ∂ν) = qµ∗β∂α∂β ⊗ ∂µ∂ν ,
where ∂α = Πi∈I0∂
αi
i for α ∈ Z
m
+ , ∂
µ = Πj∈I1∂
µj
j for µ ∈ Z
n
2 . Clearly, we have Dq(m|n)¯i ·
Dq(m|n)j¯ ⊆ Dq(m|n)¯i+j¯. That is, the super vector subspace Dq(m|n) is a superalgebra
with respect to the above multiplication, which can be regarded as a Nichols superalgebra
with generators ∂i (i ∈ I) as its all primitive elements.
In fact, we shall show that Dq(m|n) is a bosonization of the Nichols superalgebra
Dq(m|n), which is a usual Hopf algebra. Besides elements in Dq(m|n), all other gener-
ators σi, Θ(ǫi) (i ∈ I), τj (j ∈ I1), are group-likes. So it is clear that ∆, ǫ and S preserve
the algebraic relations (3.14)–(3.18) of Dq(m|n).
So it needs to check it for ∆ with respect to relations (3.19)–(3.22), while it is trivial to
check the relations (3.19) & (3.20). Note that relation (3.21) for the case when i, j ∈ I0 has
been checked in Theorem 3.2 in [13]. It remains to check it for the cases: (i) i ∈ I0, j ∈ I1;
(ii) i, j ∈ I1. Note that
(Θ(−ǫi)σi)∂j = θ(ǫi, ǫj)∂j(Θ(−ǫi)σi), (i ∈ I0, j ∈ I1),
∂i(Θ(−ǫj)τj) = (−1)
δijθ(ǫi, ǫj)(Θ(−ǫj)τj)∂i, (i ∈ I, j ∈ I1),
(Θ(−ǫi)τi)∂j = (−1)
δijθ(ǫi, ǫj)∂j(Θ(−ǫi)τi), (i, j ∈ I1).
Thus, (i) for i ∈ I0, j ∈ I1, we have
∆(∂i)∆(∂j) = (∂i ⊗ σ
−1
i +Θ(−ǫi)σi ⊗ ∂i)(∂j ⊗ 1 + Θ(−ǫj)τj ⊗ ∂j)
= ∂i∂j ⊗ σ
−1
i +Θ(−ǫi−ǫj)σiτj ⊗ ∂i∂j
+ (Θ(−ǫi)σi)∂j ⊗ ∂i + ∂i(Θ(−ǫj)τj)⊗ σ
−1
i ∂j
= θ(ǫi, ǫj)
(
∂j∂i ⊗ σ
−1
i +Θ(−ǫi−ǫj)τjσi ⊗ ∂j∂i
+ ∂j(Θ(−ǫi)σi)⊗ ∂i + (Θ(−ǫj)τj)∂i ⊗ ∂jσ
−1
i
)
= θ(ǫi, ǫj)∆(∂j)∆(∂i);
(ii) for i, j ∈ I1 but i 6= j, we have
∆(∂i)∆(∂j) = (∂i ⊗ 1 + Θ(−ǫi)τi ⊗ ∂i)(∂j ⊗ 1 + Θ(−ǫj)τj ⊗ ∂j)
= ∂i∂j ⊗ 1 + Θ(−ǫi−ǫj)τiτj ⊗ ∂i∂j
+ (Θ(−ǫi)τi)∂j ⊗ ∂i + ∂i(Θ(−ǫj)τj)⊗ ∂j
= θ(ǫi, ǫj)
(
∂j∂i ⊗ 1 + Θ(−ǫi−ǫj)τjτi ⊗ ∂j∂i
+ ∂j(Θ(−ǫi)τi)⊗ ∂i + (Θ(−ǫj)τj)∂i ⊗ ∂j
)
= θ(ǫi, ǫj)∆(∂j)∆(∂i).
For j ∈ I1: it suffices to observe that (∂j⊗1)(Θ(−ǫj)τj⊗∂j) = −(Θ(−ǫj)τj⊗∂j)(∂j⊗1),
which results in ∆(∂j)
2 = 0.
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In view of the fact just proved, together with (3.23) & (3.24), we see that (1 ⊗∆)∆ =
(∆⊗ 1)∆ and (1⊗ ǫ)∆ = 1 = (ǫ⊗ 1)∆ hold. Again by (3.23) & (3.25), we have
m ◦ (1⊗ S) ◦∆(∂i) = ∂iσi +Θ(−ǫi)σi(−qΘ(ǫi)∂i) = ∂iσi − qσi∂i = 0, (i ∈ I0)
m ◦ (S ⊗ 1) ◦∆(∂i) = −qΘ(ǫi)∂iσ
−1
i + σ
−1
i Θ(ǫi)∂i = 0, (i ∈ I0)
m ◦ (1⊗ S) ◦∆(∂j) = ∂j +Θ(−ǫj)τj(−Θ(ǫj)τj∂j) = 0, (j ∈ I1)
m ◦ (S ⊗ 1) ◦∆(∂j) = −Θ(ǫj)τj∂j +Θ(ǫj)τj∂j = 0, (j ∈ I1)
thus we get m ◦ (S ⊗ 1) ◦∆(∂i) = ǫ(∂i) = m ◦ (1 ⊗ S) ◦∆(∂i). On the other hand, owing
to (3.23) & (3.14)–(3.16), there holds m ◦ (S ⊗ 1) ◦ ∆ = η ◦ ǫ = m ◦ (1 ⊗ S) ◦ ∆, where
(Dq(m|n), m, η) is the algebra structure of Dq(m|n).
Therefore, (Dq(m|n), m, η,∆, ǫ, S) is a (pointed) Hopf algebra. 
In the case when char(q) = ℓ (≥ 3), if consider the quantum differential operators defined
on the quantum restricted Grassmann superalgebra Ωq(m|n, 1), we see that ∂
ℓ
i ≡ 0, for all
i ∈ I0. Let us denote by Dq(m|n, 1) the quantum restricted differential Hopf algebra, which
is defined to be the quotient of Dq(m|n) by the Hopf ideal I generated by σ
ℓ
i − 1 (resp.
σ2ℓi − 1), Θ(ǫi)
ℓ − 1 (resp. Θ(ǫi)
2ℓ − 1) (i ∈ I), and ∂ℓi (i ∈ I0), when ℓ is odd (resp. even).
Corollary 12. Assume that char(q) = ℓ (≥ 3) is odd (resp. even), Dq(m|n, 1) is a finite-
dimensional pointed Hopf algebra associated with the bicharacter θ defined over Zmℓ × Z
n
2
(resp. Zm2ℓ × Z
n
2).
Proof. It suffices to notice that (∂i ⊗ σ
−1
i )(Θ(−ǫi)σi ⊗ ∂i) = q
2(Θ(−ǫi)σi ⊗ ∂i)(∂i ⊗ σ
−1
i ).
This implies that ∆(∂i)
ℓ = ∂ℓi ⊗ 1 + 1⊗ ∂
ℓ
i . 
Remark 13. (i) Actually, we can equip Dq(m|n) with another Hopf algebra structure
(Dq(m|n),∆
(−), ǫ, S(−)), where the only differences are the actions of ∆(−), S(−) on ∂i
(i ∈ I) given respectively by
∆(−)(∂i) = ∂i⊗σi +Θ(−ǫi)σ
−1
i ⊗∂i, (i ∈ I0); ∆
(−)(∂j) = ∂j⊗1 + Θ(−ǫj)τj⊗∂j , (j ∈ I1),
S(−)(∂i) = −q
−1Θ(ǫi)∂i, (i ∈ I0); S
(−)(∂j) = −Θ(ǫj)τj∂j , (j ∈ I1).
(ii) The results here provide a method of constructing some (new) Hopf algebras arising
from an investigation of introducing suitable quantum differential operators acting on some
given quantum (super) vector spaces in advance. This is a continuation of the spirit of
[13], which can be also regarded as addressing the same questions posed earlier by Manin
in his notes [21]. Another marked point I would like to mention is that the Radford-
Majid’s bosonization of a superalgebra doesn’t not necessarily follow the way of smash-
extension only via one copy of k[Z2] (cf. [1], [20]), our Theorem 11 and Corollary 12 are
interesting examples via multi-copies k[Zn2 ]. The next discussion shows once more that
such bosonizations of sharing the same Nichols superalgebra are not unique. This seems
a significant task to consider how to seek explicit minimal bosonizations of those Nichols
superalgebras appeared in [8].
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3.6. Bosonization of quantum affine (m|n)-superspace. By Proposition 7, A
m|n
q
∼=
Dq(m|n) as superalgebras, we can augment A
m|n
q through adding a certain multiplica-
tion abelian group Γ (as group-likes) and construct another Hopf algebra Aq(m|n) as a
bosonization of A
m|n
q such that it contains the quantum affine (m|n)-superspace as its
sub-superalgebra.
Definition 14. Assume that Aq(m|n) is an associative k-algebra generated by the A
m|n
q ,
together with the group-like elements K(ǫi), where ǫi ∈ Γ = Z
m × Zn2 , associated with the
bicharacter θ defined in (3.10), satisfying the following relations:
K(ǫi)K(ǫj) = K(ǫi+ǫj) = K(ǫj)K(ǫi), K(ǫi)
±1K(ǫi)
∓1 = K(0) = 1,
K(ǫj)
2 = 1, (j ∈ I1),
K(ǫi)
ℓ = K(ℓǫi) = 1, (for i ∈ I0,when ord (q) = ℓ),
K(ǫi)xjK(ǫi)
−1 = qδijθ(ǫi, ǫj) xj, (j ∈ I0),(3.26)
K(ǫi)xjK(ǫi)
−1 = (−1)δijθ(ǫi, ǫj) xj , (j ∈ I1),
xixj = θ(ǫi, ǫj) xjxi, (i, j ∈ I),
x2j = 0, (j ∈ I1).
Moreover, Aq(m|n) can be equipped with the following mappings: ∆, ǫ, S on the gener-
ators of Aq(m|n) as
∆ : Aq(m|n) −→ Aq(m|n)⊗ Aq(m|n)(3.27)
∆(K(ǫi)
±1) = K(ǫi)
±1 ⊗K(ǫi)
±1, (i ∈ I),
∆(xi) = xi ⊗ 1 +K(ǫi)⊗ xi, (i ∈ I)
ǫ : Aq(m|n) −→ k(3.28)
ǫ(K(ǫi)
±1) = 1,
ǫ(xi) = 0,
S : Aq(m|n) −→ Aq(m|n)(3.29)
S(K(ǫi)
±1) = K(ǫi)
∓1,
S(xi) = −K(−ǫi)xi.
We extend the definitions of ∆, ǫ (resp. S) on Aq(m|n) (anti-)algebraically. The following
quantum object in the case when n = 0 is exactly Theorem 5.1 in [14], namely, the structure
of the quantized universal enveloping algebra of the abelian Lie algebra of dimension m.
Theorem 15. Aq(m|n) is a pointed Hopf algebra with the group algebra k[Z
m ×Zn2 ] as its
coradical, associated with the bicharacter θ defined on Zm×Zn2 (see (3.10)), which contains
the quantum affine (m|n)-superspace A
m|n
q as its Nichols superalgebra.
Proof. By analogy of argument of Theorem 11, one can prove that Aq(m|n) is a Hopf
algebra as desired. 
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Remark 16. In Definition 14, when ord (q) = ℓ (≥ 3), i.e., qℓ = 1, we assumed K(ǫi)
ℓ = 1
for i ∈ I0. This defining condition is reasonable, which is based on the interpretation below.
Noting that the quasi-commutative relation: (K(ǫi) ⊗ xi)(xi ⊗ 1) = q(xi ⊗ 1)(K(ǫi) ⊗ xi),
we have
(3.30) ∆(xpi ) = (∆(xi))
p =
p∑
r=0
(
p
r
)
q
xp−ri K(ǫi)
r ⊗ xri ,
where
(
p
r
)
q
= (p)q !
(p−r)q !(r)q!
, (r)q! = (r)q(r − 1)q · · · (1)q, and (r)q =
qr−1
q−1
. This, together with
the assumption condition above, implies ∆(xℓi) = x
ℓ
i⊗1+1⊗x
ℓ
i for i ∈ I0 when ord (q) = ℓ.
Clearly, xℓi (i ∈ I0) are central in Aq(m|n). On the other hand, observing q
ℓ(ℓ+1) = qr = −1
when ℓ = 2r, we have
S(xℓi) = (−1)
ℓ
(
K(ǫi)
−1xi
)ℓ
= (−1)ℓq
ℓ(ℓ+1)
2 K(ǫi)
−ℓxℓi
=
{
−xℓi , ℓ odd,
qr(ℓ+1)xℓi = −x
ℓ
i , ℓ even.
So, this means that Aq(m|n) contains the polynomial (Hopf) algebra k[x
ℓ
1, · · · , x
ℓ
m] (with
the usual Hopf algebra structure) as its central (Hopf) subalgebra inside.
3.7. Multi-rank Taft (Hopf) algebra of (m|n)-type. In the case when ord (q) = ℓ
(> 0), we have already gotten the construction/notion of the so-called m-rank Taft (Hopf)
algebra implicitly in the case when n = 0 (see Section 5 in [14]), namely, the terminology
here “(m|0)-type”. Denote T Hq(m|n) := Aq(m|n, 1) by the quotient of Aq(m|n) by the
Hopf ideal I0 generated by the central elements x
ℓ
i (i ∈ I0), namely,
Definition 17. Assume that ord (q) = ℓ (> 2), and T Hq(m|n) is an associative k-algebra,
which we call the multi-rank Taft algebra of (m|n)-type, generated by xi (i ∈ I), together
with the group-like elements K(ǫi), where ǫi ∈ Γ = Z
m
ℓ ×Z
n
2 , associated with the bicharacter
θ defined in (3.10), satisfying the following relations:
K(ǫi)K(ǫj) = K(ǫi+ǫj) = K(ǫj)K(ǫi), K(ǫi)
±1K(ǫi)
∓1 = K(0) = 1,
K(ǫi)
ℓ = K(ℓǫi) = 1, (i ∈ I0), K(ǫj)
2 = 1, (j ∈ I1),
K(ǫi)xjK(ǫi)
−1 = qδijθ(ǫi, ǫj) xj, (j ∈ I0),
K(ǫi)xjK(ǫi)
−1 = (−1)δijθ(ǫi, ǫj) xj , (j ∈ I1),
xixj = θ(ǫi, ǫj) xjxi, (i, j ∈ I),
xℓi = 0, (i ∈ I0), x
2
j = 0, (j ∈ I1).
Corollary 18. Assume that ord (q) = ℓ (> 2), then (T Hq(m|n),∆, ǫ, S) with formulae
(3.27)–(3.29) forms an (ℓm · 2n)2-dimensional pointed Hopf algebra with k[Zmℓ × Z
n
2 ] as its
coradical. In particular, T Hq(1|0) is the usual Taft algebra, and T Hq(m|0) is the m-rank
Taft algebra in [14].
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3.8. Multi-rank Taft (Hopf) algebra of ℓ-type. Based on the above results (e.g.
Corollary 18), we can generalize the multi-rank Taft algebra T Hq(m|n) of (m|n)-type
to the most general case. Suppose a matrix µ := (µij)n×n with µij ∈ k
∗ satisfies:
(3.31) µijµji = 1, (1 ≤ i 6= j ≤ n); ord(µii) = ℓi ∈ N, i.e., µ
ℓi
ii = 1, (1 ≤ i ≤ n).
Set ℓ := (ℓ1, · · · , ℓn) ∈ N
n, and denote by Γ := Zℓ1 × · · · × Zℓn any finite abelian group.
Obviously, the matrix µ̂ = µ− diag{µ11 − 1, · · · , µnn − 1} defines a bicharacter θ on Γ.
Corollary 19. The multi-rank Taft algebra T Hµ(ℓ) of ℓ-type is an associative k-algebra
generated by xi and Ki (1 ≤ i ≤ n), associated with the matrix µ in (3.31), subject to
relations below
KiKj = KjKi, K
±1
i K
∓1
i = 1, K
ℓi
i = 1,
KixjK
−1
i = µij xj ,
xixj = µij xjxi, (i 6= j)
xℓii = 0.
Then T Hµ(ℓ) is an (ℓ1 · · · ℓn)
2-dimensional pointed Hopf algebra with the group algebra
k[Γ] as its coradical, where its comultiplication ∆, counit ǫ, and antipode S are given by
∆ : T Hµ(ℓ) −→ T Hµ(ℓ)⊗ T Hµ(ℓ)
∆(K±1i ) = K
±1
i ⊗K
±1
i ,
∆(xi) = xi ⊗ 1 +Ki ⊗ xi,
ǫ : T Hµ(ℓ) −→ k
ǫ(K±1i ) = 1, ǫ(xi) = 0,
S : T Hµ(ℓ) −→ T Hµ(ℓ)
S(K±1i ) = K
∓1
i , S(xi) = −K
−1
i xi.
Proof. Replacing q by µii in (3.30), we get that ∆ preserves relation: x
ℓi
i = 0, as well as
xixj = µij xjxi. These are crucial points in the proof as that of Theorem 11. 
Remark 20. Replacing the assumption condition Kℓii = 1 (1 ≤ i ≤ n) in the above
Theorem by Kmii = 1 with ℓi |mi, ℓ 6= m (wheremi ∈ N), we obtain the generalized multi-
rank Taft algebra T Hµ(ℓ |m), which is a pointed Hopf algebra of dimension Π
n
i=1(ℓimi).
In particular, when n = 1, this is the generalized Taft algebra.
Notice that for the generalized multi-rank Taft algebras T Hµ(ℓ |m), By Andruskiewitsch-
Schneider’s lifting observation [2], we have the well-known liftings T Hλ,νµ (ℓ |m) for any
family of parameters λ = (λi), ν = (νij) with λi, νij ∈ C, which are pointed Hopf algebras
satisfying the relations xixj = µijxjxi + νij(1 −KiKj), x
ℓi
i = λi(1 −K
ℓi
i ) and K
mi
i = 1 for
each i with ℓi |mi and at least one i0 such that ℓi0 < mi0. λ = (0) and ν = (0) corresponds
to the trivial lifting, T Hµ(ℓ |m).
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3.9. Bosonization of quantum Grassmann superalgebra. Recall the quantum Grass-
mann superalgebra Ωq(m|n) = Aq(m)⊗k Λq−1(n), as vector superspaces, where Aq(m) has
a quantum divided power algebra structure described in (2.5). The assertion of Proposition
7 indicates that Ωq(m|n) is indeed a dual object of the quantum affine (m|n)-superspace
A
(m|n)
q . In order to get a suitable bosonization of Ωq(m|n) compatible with its quantum
divided power algebra structure, we cannot direct adopt Definition 14 but need to revise
defining relation (3.26) into (3.33). Observe that when char(q) = ℓ (≥ 3) the quantum
divided power algebra Aq(m) is generated by elements xi and x
(ℓ)
i (i ∈ I0) (see Proposition
2.4 in [13]), otherwise, its generators are just xi (i ∈ I0). Hence we have the following
Proposition 21. Assume that Gq(m|n) is an associative k-algebra generated by the quan-
tum Grassmann superalgebra Ωq(m|n), as well as group-likes Ki (i ∈ I), associated with
the bicharacter θ in (3.10) defined on Zm × Zn2 , subject to the relations below
KiKj = KjKi, K
±1
i K
∓1
i = 1, (i, j ∈ I); K
2
j = 1, (j ∈ I1)
Kℓi = 1, x
(ℓ)
i are central, (i ∈ I0), (when char(q) = ℓ is odd)(3.32)
KixjK
−1
i = q
2δijθ(ǫi, ǫj) xj, (j ∈ I0)(3.33)
KixjK
−1
i = (−1)
δijθ(ǫi, ǫj) xj, (j ∈ I1)
xixj = θ(ǫi, ǫj) xjxi, (i, j ∈ I)
x2j = 0, (j ∈ I1).
∆ : Gq(m|n) −→ Gq(m|n)⊗Gq(m|n)
∆(K±1i ) = K
±1
i ⊗K
±1
i , (i ∈ I)
∆(xi) = xi ⊗ 1 +Ki ⊗ xi, (i ∈ I)
∆(x
(ℓ)
i ) = x
(ℓ)
i ⊗ 1 + 1⊗ x
(ℓ)
i , (i ∈ I0)(3.34)
ǫ : Gq(m|n) −→ k
ǫ(K±1i ) = 1, ǫ(xi) = 0,
S : Gq(m|n) −→ Gq(m|n)
S(K±1i ) = K
∓1
i ,
S(xi) = −K
−1
i xi, (i ∈ I),
S(x
(ℓ)
i ) = −x
(ℓ)
i , (i ∈ I0).
Then Gq(m|n) is a pointed Hopf algebra and contains Ωq(m|n) as a Nichols subsuperalgebra,
as well as k[x
(ℓ)
1 , · · · , x
(ℓ)
m ] as usual Hopf polynomial central subalgebra.
Proof. From the revised relation (3.33), we see that (Ki⊗xi)(xi⊗1) = q
2(xi⊗1)(Ki⊗xi),
and furthermore leads to
∆(xpi ) = (∆(xi))
p =
p∑
r=0
[
p
r
]
q
q(
p
2)−(
r
2)−(
p−r
2 )xp−ri K
r
i ⊗ x
r
i ,
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so that we get ∆(x
(p)
i ) =
∑p
r=0 q
(p2)−(
r
2)−(
p−r
2 )x
(p−r)
i K
r
i ⊗ x
(r)
i for p < ℓ, and ∆(x
(ℓ)
i ) =
x
(ℓ)
i ⊗ 1 + 1⊗ x
(ℓ)
i , under the assumption of char(q) = ℓ and K
ℓ
i = 1.
Based on the above observation and by analogy of argument of Theorem 11, we can
check the assertion holds. 
Furthermore, for the quantum restricted Grassmann subsuperalgebra Ωq(m|n, 1), we can
consider its bosonization. According to Proposition 21, we easily obtain the following
Corollary 22. Suppose char(q) = ℓ is odd. The bosonization of Ωq(m|n, 1) is an (ℓ
m·2n)2-
dimensional pointed Hopf algebra Gq(m|n, 1), which contains Ωq(m|n, 1) as its Nichols
subsuperalgebra and has the coradical k[Zmℓ × Z
n
2 ] associated with the bicharacter θ defined
over Zmℓ × Z
n
2 (see (3.10)), satisfying the relations below
KiKj = KjKi, K
±1
i K
∓1
i = 1,
Kℓi = 1, (i ∈ I0), K
2
j = 1, (j ∈ I1),
KixjK
−1
i = q
2δijθ(ǫi, ǫj) xj , (j ∈ I0),
KixjK
−1
i = (−1)
δijθ(ǫi, ǫj) xj , (j ∈ I1),
xixj = θ(ǫi, ǫj) xjxi, (i, j ∈ I),
xℓi = 0, (i ∈ I0), x
2
j = 0, (j ∈ I1).
and with the same comultiplication ∆, counit ǫ and antipode S as in (3.27)–(3.29).
Remark 23. For simplifying our discussion, both in Proposition 21 and Corollary 22, we
assumed char(q) = ℓ is odd, otherwise, the relations would appear more complicate a bit
(see below, (3.50)–(3, 51), (3.54)). In fact, in Proposition 21, we can cancel the defining
condition (3.32) whatever char(q) = ℓ is. On the other hand, we note that two pointed
Hopf algebras T Hq(m|n) and Gq(m|n, 1) in Corollaries 18 & 22 have the same dimension
and almost the same relations except for the difference between (3.26) and (3.33).
3.10. Quantum Weyl algebra Wq(2(m|n)) of (m|n)-type. Now we return to Lemma
9 & Theorem 11, Corollary 12. Recall that Dq(m|n) (resp. Dq(m|n, 1)) is the quantum
(reps. restricted) differential Hopf algebra appearing in subsection 3.5. Lemma 9 says
that the quantum (resp. restricted) Grassmann superalgebra Ωq(m|n) (resp. Ωq(m|n, 1))
is a Dq(m|n)-module superalgebra (resp. Dq(m|n, 1)-module superalgebra). So we can
make their smash product algebra Ωq(m|n)#Dq(m|n) (resp. Ωq(m|n, 1)#Dq(m|n, 1)) in
a familiar fashion as in [24], [27], [32], which is the same as Ωq(m|n) ⊗ Dq(m|n) (resp.
Ωq(m|n, 1)⊗Dq(m|n, 1)) as vector spaces but with the multiplication given by(
(x(α) ⊗ xµ)#∂i
)
◦
(
(x(β) ⊗ xν)#d
)
= (x(α) ⊗ xµ)∂i(x
(β) ⊗ xν)#σ−1i d(3.35)
+(x(α) ⊗ xµ)(Θ(−ǫi)σi)(x
(β) ⊗ xν)#∂id, (i ∈ I0)
((x(α) ⊗ xµ)#∂j) ◦ ((x
(β) ⊗ xν)#d) = (x(α) ⊗ xµ)∂j(x
(β) ⊗ xν)#d(3.36)
+(x(α) ⊗ xµ)(Θ(−ǫj)τj)(x
(β) ⊗ xν)#∂jd, (j ∈ I1)
((x(α) ⊗ xµ)#g) ◦ ((x(β) ⊗ xν)#d) = (x(α) ⊗ xµ)g(x(β) ⊗ xν)#gd,(3.37)
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where ∆(∂i) = ∂i⊗σ
−1
i +Θ(−ǫi)σi⊗∂i (i ∈ I0), and ∆(∂j) = ∂j⊗1+Θ(−ǫj)τj⊗∂j (j ∈ I1),
and ∆(g) = g ⊗ g, for x(α) ⊗ xµ, x(β) ⊗ xν ∈ Ωq, and ∂i, g, d ∈ Dq, and Ωq = Ωq(m|n) or
Ωq(m|n, 1), Dq = Dq(m|n) or Dq(m|n, 1).
Note that Ωq(m|n) has generators xi (i ∈ I) when char(q) = 0, so is for Ωq(m|n, 1)
when char(q) = ℓ > 0; while Ωq(m|n) has generators xi (i ∈ I) and x
(ℓ)
j (j ∈ I0) when
char(q) = ℓ > 0. On the other hand, both Dq(m|n) and its truncated object Dq(m|n, 1)
have the same generators ∂i, Θ(ǫi), σi (i ∈ I), and τj (j ∈ I1) whatever char(q) is.
More precisely, we have the cross relations between generators
((x(α) ⊗ xµ)#1) ◦ (1#d) = (x(α) ⊗ xµ)#d,
(1#Θ(ǫi)) ◦ (xj#1) = θ(ǫi, ǫj)xj#Θ(ǫi), (i ∈ I)
(1#σi) ◦ (xj#1) = q
δijxj#σi, (i ∈ I)
(1#τi) ◦ (xj#1) = (−1)
δijxj#τi, (i ∈ I1)
(1#∂i) ◦ (xj#1) = δij#σ
−1
i + θ(ǫj , ǫi)q
δijxj#∂i, (i ∈ I0)
(1#∂i) ◦ (xj#1) = δij#1 + θ(ǫj , ǫi)(−1)
δijxj#∂i, (i ∈ I1)
(1#Θ(ǫi)) ◦ (x
(ℓ)
j #1) = θ(ǫi, ℓǫj)x
(ℓ)
j #Θ(ǫi), (i ∈ I)
(1#σi) ◦ (x
(ℓ)
j #1) = q
ℓδijx
(ℓ)
j #σi, (i ∈ I)
(1#τi) ◦ (x
(ℓ)
j #1) = (−1)
ℓδijx
(ℓ)
j #τi, (i ∈ I1)
(1#∂i) ◦ (x
(ℓ)
j #1) = δijx
(ℓ−1)
j #σ
−1
i + θ(ℓǫj , ǫi)q
ℓδijx
(ℓ)
j #∂i, (i ∈ I0)
(1#∂i) ◦ (x
(ℓ)
j #1) = δijx
(ℓ−1)
j #1 + θ(ℓǫj , ǫi)(−1)
δijℓx
(ℓ)
j #∂i, (i ∈ I1)
(3.38)
Recall that char(q) = ℓ implies two cases: (i) ℓ is odd, and ord(q) = ℓ; (ii) ℓ = 2r, and
ord(q) = 2ℓ, i.e., qℓ = −1. Now identify elements (x(α)⊗xµ)#d in Ωq#Dq with (x
(α)⊗xµ)d,
then the smash product algebra Ωq#Dq containing Ωq and Dq as subalgebras are just the
quantum differential operator algebras Diffq(Ωq) over the quantum (restricted) Grassmann
superalgebra Ωq, which will degenerate into the usual differential operator algebra when q
takes 1. Therefore, we arrive at the following
Definition 24. The quantum (restricted) Weyl algebra Wq(2(m|n)) (Wq(2(m|n), 1)) of
(m|n)-type is defined to be the quantum differential operator algebra Diffq(Ωq), namely, the
smash product algebra Ωq#Dq, which is an associative k-algebra generated by the symbols
Θ(±ǫi), σ
±1
i (i ∈ I), τj (j ∈ I1), ∂i, xi (i ∈ I), in addition, x
(ℓ)
i (i ∈ I0) when char(q) =
ℓ > 0, obeying the following cross relations, besides those relations in Ωq and Dq:
Θ(ǫi) ◦ xj ◦Θ(−ǫi) = θ(ǫi, ǫj)xj ,(3.39)
σi ◦ xj ◦ σ
−1
i = q
δijxj , τi ◦ xj ◦ τi = (−1)
δijxj ,(3.40)
∂i ◦ xi − qxi ◦ ∂i = σ
−1
i , (i ∈ I0),(3.41)
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∂i ◦ xi + xi ◦ ∂i = 1, (i ∈ I1),(3.42)
∂i ◦ xj = θ(ǫj , ǫi)xj ◦ ∂i, (i 6= j ∈ I),(3.43)
(i) When ℓ is odd, i.e., qℓ = 1, in addition, we have:
Θ(ǫi) ◦ x
(ℓ)
j = x
(ℓ)
j ◦Θ(ǫi), (j ∈ I0),(3.44)
σi ◦ x
(ℓ)
j = x
(ℓ)
j ◦ σi, (j ∈ I0),(3.45)
τi ◦ x
(ℓ)
j = x
(ℓ)
j ◦ τi, (i ∈ I1, j ∈ I0),(3.46)
∂i ◦ x
(ℓ)
i − x
(ℓ)
i ◦ ∂i = x
(ℓ−1)
i ◦ σ
−1
i , (i ∈ I0),(3.47)
∂i ◦ x
(ℓ)
j = x
(ℓ)
j ◦ ∂i, (i ∈ I, j ∈ I0, i 6= j),(3.48)
xi ◦ x
(ℓ)
j = x
(ℓ)
j ◦ xi, (i ∈ I, j ∈ I0),(3.49)
(ii) When ℓ is even, i.e., qℓ = −1, in addition, we have:
Θ(ǫi)x
(ℓ)
i = x
(ℓ)
i Θ(ǫi), σix
(ℓ)
i = −x
(ℓ)
i σi,(3.50)
Θ(ǫi)x
(ℓ)
j = −x
(ℓ)
j Θ(ǫi), σix
(ℓ)
j = x
(ℓ)
j σi, τix
(ℓ)
j = x
(ℓ)
j τi, (i 6= j),(3.51)
∂i ◦ x
(ℓ)
i + x
(ℓ)
i ◦ ∂i = x
(ℓ−1)
i ◦ σ
−1
i ,(3.52)
∂i ◦ x
(ℓ)
j = −x
(ℓ)
j ◦ ∂i, (i ∈ I, j ∈ I0, i 6= j),(3.53)
xix
(ℓ)
j = −(−1)
δijx
(ℓ)
j xi, (i ∈ I, j ∈ I0).(3.54)
In what follows, the quantum Weyl algebra of (m|n)-type we constructed here will serves
as an important framework in which it allows us to realize the bosonization object of the
quantum general linear superalgebra Uq(gl(m|n)) in terms of certain suitable quantum
differential operators in Diffq(Ωq).
4. The Uq-module algebra structure over Ωq and its simple modules
4.1. Bosonization Uq(gl(m|n)) of quantum superalgebra Uq(gl(m|n)). The quantum
general linear superalgebra Uq(gl(m|n)) has been introduced in subsection 2.3. In order
to define the Hopf algebra structure, we introduce the parity operator σ on Uq(gl(m|n)),
which is defined by σ(Ei) = (−1)
p(Ei)Ei, σ(Fi) = (−1)
p(Fi)Fi, and σ(Ki) = Ki, for all
i ∈ I. Clearly, such σ defines an automorphism of Uq(gl(m|n)) of order 2. Then we have
the following
Definition 25. The bosonization of Uq(gl(m|n)) is defined to be the smash product algebra
Uq(gl(m|n)) = Uq(gl(m|n))#k[Z2] := Uq(gl(m|n))⊕ Uq(gl(m|n))σ, which is an associative
k-algebra generated by those x ∈ Uq(gl(m|n)), and the parity element σ with multiplication
given by σ2 = 1 and σ xσ = σ(x) for any x ∈ Uq(gl(m|n)). Now Uq(gl(m|n)) has a Hopf
algebra structure whose comultiplication is the algebra homomorphism ∆ : Uq(gl(m|n)) −→
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Uq(gl(m|n))⊗ Uq(gl(m|n)) specified by
∆(σ) = σ ⊗ σ, ∆(Ki) = Ki ⊗Ki,(4.1)
∆(Ei) = Ei ⊗Ki + σ
p(i) ⊗ Ei,(4.2)
∆(Fi) = Fi ⊗ 1 + σ
p(i)K−1i ⊗ Fi,(4.3)
where Ki = KiK
−1
i+1 for i < m, Km = KmKm+1, and Ki = K
−1
i Ki+1 for i > m. The
antipode S is therefore given by
S(σ) = σ, S(Ki) = K
−1
i ,
S(Ei) = −σ
p(i)EiK
−1
i ,
S(Fi) = −σ
p(i)KiFi,
(4.4)
and the counit by
ǫ(σ) = 1 = ǫ(Ki) = ǫ(Ki),(4.5)
ǫ(Ei) = 0 = ǫ(Fi).(4.6)
Remark 26. Similarly, we can define the bosonization Uq(sl(m|n)) of the quantum special
linear superalgebra Uq(sl(m|n)), as well as the bosonization uq(gl(m|n)), uq(sl(m|n)) of the
quantum restricted superalgebra uq(gl(m|n)), uq(sl(m|n)), respectively, in the case when
char(q) = ℓ > 0.
In what follows, for convenience of our statement, we shall adopt the symbol Uq to denote
Uq(gl(m|n)), Uq(sl(m|n)) respectively, or the restricted object uq(gl(m|n)), uq(sl(m|n))
respectively, when char(q) = ℓ > 0. Correspondingly, the symbol Ωq denotes Ωq(m|n), or
Ωq(m|n, 1), when char(q) = ℓ > 0. The purpose introducing these bosonization objects
here is based on the following consideration.
For quantum superalgebra (as Hopf superalgebra) A := Uq or uq, denote by Asmod the
category of A-supermodules; let A := Uq or uq denote the bosonization (as Hopf algebra) of
A, and Amod the category of A-modules. Then we are able to embed any A-supermodule
object of Asmod into an object of Amod, and reciprocally, we view any object of Amod
with the grading defined by the action of parity element σ, via restriction to A, as an
A-supermodule in Asmod (cf. [13], [20], [1]). We prefer to treat the representation theory
of A instead in the category Amod.
4.2. Ωq as Uq-module algebra structure via quantum Weyl algebra. In subsection
3.10, we have defined the quantum Weyl algebraWq(2(m|n)) of (m|n)-type as the quantum
differential operator algebra Diffq(Ωq(m|n)) over the quantum Grassmann superalgebra
Ωq(m|n). We expect the quantum algebra Uq(gl(m|n)) or Uq(sl(m|n)) can be realized as a
subquotient object ofWq(2(m|n)), just as in the Lie superalgebra level gl(m|n) or sl(m|n)
can be realized via certain suitable differential operators. This program which we think
well addressed Manin’s questions ([21]) can be achieved in the type A(m|n) case as follows.
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Theorem 27. For any x(α) ⊗ xµ ∈ Ωq := Ωq(m|n), or Ωq(m|n, 1) when char(q) = ℓ > 2,
set
Ej .(x
(α) ⊗ xµ) = (xj∂j+1σj)(x
(α) ⊗ xµ), (j ∈ J)(4.7)
Fj .(x
(α) ⊗ xµ) = (σ−1j xj+1∂j)(x
(α) ⊗ xµ), (j ∈ J)(4.8)
Ki.(x
(α) ⊗ xµ) = σi(x
(α) ⊗ xµ), (i ∈ I0)(4.9)
Ki.(x
(α) ⊗ xµ) = (σiτi)
−1(x(α) ⊗ xµ), (i ∈ I1)(4.10)
Ki.(x
(α) ⊗ xµ) = σiσ
−1
i+1(x
(α) ⊗ xµ), (m 6= i ∈ I0)(4.11)
Km.(x
(α) ⊗ xµ) = σmσm+1τm+1(x
(α) ⊗ xµ),(4.12)
Ki.(x
(α) ⊗ xµ) = σ−1i σi+1τiτi+1(x
(α) ⊗ xµ), (i ∈ I1)(4.13)
σ(x(α) ⊗ xµ) = τ(x(α) ⊗ xµ) = (−1)|µ|x(α) ⊗ xµ.(4.14)
Formulae (4.7)— (4.14) define a Uq-module algebra structure over the quantum (restricted)
Grassmann superalgebra Ωq, where Uq := Uq(gl(m|n)), Uq(sl(m|n)) respectively, or the
restricted object uq(gl(m|n)), uq(sl(m|n)) respectively, when char(q) = ℓ > 2.
Proof. All the proof will be carried out for Uq(gl(m|n)) or Uq(sl(m|n)), the others are
similar.
(I) First of all, we need to check the multiplication of Ωq is a Uq-module homomorphism.
Since Ki’s acts on Ωq as automorphisms, it suffices to check that Ei & Fi act on any
product of two elements from Ωq as rule (4.2) or (4.3).
(1) For i < m: Ei = xi∂i+1σi, Fi = σ
−1
i xi+1∂i. Now ∀ x
(α)⊗xµ ∈ Ωq, where x
(α) ∈ Aq(m)
or Aq(m, 1) when char(q) = ℓ > 0, µ = (µ1, · · · , µn) ∈ Z
n
2 , note that
Ei.(x
(α) ⊗ xµ) = [αi+1 ] x
(α+ǫi−ǫi+1) ⊗ xµ,
Fi.(x
(α) ⊗ xµ) = [αi+1+1 ] x
(α−ǫi+ǫi+1) ⊗ xµ.
This is exactly reduced to the known case of Uq(gl(m)) acting on Aq, which is true due to
Theorem 3 (or see [13]), where we used qµ∗(β+ǫi−ǫi+1) = qµ∗β for i < m in the product of
two elements of Ωq.
(2) For i = m: Em = xm∂m+1σm, Km = σmσm+1τm+1, ∀ x
(α) ⊗ xµ ∈ Ωq, where µ =
(µ1, · · · , µn) ∈ Z
n
2 , noting that Em(x
(α) ⊗ xµ) = δ1,µ1 [αm+1 ] x
(α+ǫm) ⊗ xµ−ǫm+1 , we get
Em.(x
(α) ⊗ xµ)Km.(x
(β) ⊗ xν) + σ(x(α) ⊗ xµ)Em.(x
(β) ⊗ xν)
= δ1,µ1q
(µ−ǫm+1)∗β+βmqδ1,ν1 [αm+1] x
(α+ǫm)x(β) ⊗ xµ−ǫm+1xν
+ (−1)|µ|δ1,ν1q
µ∗(β+ǫm)[βm+1] x
(α)x(β+ǫm) ⊗ xµxν−ǫm+1
QUANTUM GRASSMANN SUPERALGEBRA AS Uq(gl(m|n))-MODULE ALGEBRA 27
= δ1,µ1q
−ǫm+1∗β+µ∗β+βm+δ1,ν1 (−q)µ∗νq(α+ǫm)∗β [αm+1]
[
α+β+ǫm
α+ǫm
]
x(α+β+ǫm)⊗x(µ−ǫm+1)+ν
+ (−1)|µ|δ1,ν1q
µ∗(β+ǫm)(−q)µ∗(ν−ǫm+1)[βm+1]q
α∗(β+ǫm)
[
α+β+ǫm
β+ǫm
]
x(α+β+ǫm) ⊗ xµ+(ν−ǫm+1)
=
(
δ1,µ1q
δ1,ν1 + δ1,ν1(−q)
δ1,µ1
)
qα∗β+µ∗β(−q)µ∗ν [αm+βm+1]
[
α+β
α
]
x(α+β+ǫm)⊗xµ+ν−ǫm+1
=
(
δ1,µ1q
δ1,ν1 + δ1,ν1(−q)
δ1,µ1
)
qα∗β+µ∗β(−q)µ∗ν
[
α+β
α
]
xm∂m+1σm(x
(α+β) ⊗ xµ+ν)
= δ1,µ1+ν1 Em.
(
(x(α) ⊗ xµ)(x(β) ⊗ xν)
)
= Em.
(
(x(α) ⊗ xµ)(x(β) ⊗ xν)
)
,
where we used (ǫm − ǫm+1) ∗ β = −βm and µ ∗ (ǫm − ǫm+1) = |µ| − (|µ| − δ1,µ1) = δ1,µ1 .
For Fm = σ
−1
m xm+1∂m: ∀ x
(α)⊗ xµ, x(β)⊗ xν ∈ Ωq, noting that σ
−1
m xm+1∂m(x
(α)⊗ xµ) =
δ0,µ1 x
(α−ǫm) ⊗ xµ+ǫm+1 , and K−1m .(x
µ) = σ−1m σ
−1
m+1τm+1(x
µ) = q−δ1,µ1xµ, we have
Fm.(x
(α) ⊗ xµ)(x(β) ⊗ xν) + σK−1m .(x
(α) ⊗ xµ)Fm.(x
(β) ⊗ xν)
= δ0,µ1q
(µ+ǫm+1)∗β x(α−ǫm)x(β) ⊗ xµ+ǫm+1xν
+ (−1)|µ|δ0,ν1q
−αm+µ∗(β−ǫm)q−δ1,µ1 x(α)x(β−ǫm)⊗xµxν+ǫm+1
= δ0,µ1+ν1q
µ∗β+α∗β+(ǫm+1−ǫm)∗β(−q)(µ+ǫm+1)∗ν
[
α+β−ǫm
α−ǫm
]
x(α+β−ǫm)⊗xµ+ν+ǫm+1
+ δ0,µ1+ν1(−1)
|µ|qµ∗β−|µ|+α∗(β−ǫm)(−q)µ∗(ν+ǫm+1)q−αm
[
α+β−ǫm
β−ǫm
]
x(α+β−ǫm)⊗xµ+ν+ǫm+1
= δ0,µ1+ν1q
µ∗β+α∗β(−q)µ∗ν
(
qβm
[
α+β−ǫm
α−ǫm
]
+ q−αm
[
α+β−ǫm
β−ǫm
])
x(α+β+ǫm)⊗xµ+ν−ǫm+1
= qα∗β+µ∗β(−q)µ∗ν
[
α+β
α
]
Fm.(x
(α+β) ⊗ xµ+ν) = Fm.
(
(x(α) ⊗ xµ)(x(β) ⊗ xν)
)
,
where we used ǫm+1 ∗ ν = 0, α ∗ ǫm = 0, and µ ∗ ǫm+1 = |µ| for µ1 = 0 (which implies
(−1)|µ|q−|µ|(−q)µ∗ǫm+1 = 1), as well as qβm[αm] + q
−αm [βm] = [αm+βm].
(3) For i ∈ I1, Ei = xi∂i+1σi: Viewing µ = (µ1, · · ·, µn) ∈ Z
n
2 as µ = (0, · · ·, 0, µ1, · · ·, µn)
∈ Zm × Zn2 , and putting µ+ǫi−ǫi+1 = (0, · · · , 0, µ1, · · · , µi−m+1, µi+1−m−1, · · · , µn), we
have (ǫi − ǫi+1) ∗ µ = −µi−m, and µ ∗ (ǫi − ǫi+1) = µi+1−m. Therefore, ∀ x
(α) ⊗ xµ, we get
Ei.(x
(α)⊗xµ) = xi∂i+1σi(x
(α)⊗xµ) = δ0,µi−mδ1,µi+1−m(−q)
(ǫi−ǫi+1)∗µ x(α)⊗xµ+ǫi−ǫi+1
= δ0,µi−mδ1,µi+1−m x
(α) ⊗ xµ+ǫi−ǫi+1 = x(α) ⊗ Ei.(x
µ).
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So, in the case when ∀ xµ, xν ∈ Λq−1(n) with x
µxν 6= 0 (i.e., µj+νj ∈ Z2, j ∈ I1), we have
Ei.(x
µxν) = (−q)µ∗νEi.(x
µ+ν) = (−q)µ∗νδ0,µi−m+νi−mδ1,µi+1−m+νi+1−mx
µ+ν+ǫi−ǫi+1
= (−q)µ∗νδ0,µi−m+νi−m(δ1,µi+1−mδ0,νi+1−m + δ0,µi+1−mδ1,νi+1−m)x
µ+ν+ǫi−ǫi+1
= (−q)µ∗νδ0,µi−mδ0,νi−mδ1,µi+1−mδ0,νi+1−mx
(µ+ǫi−ǫi+1)+ν
+ (−q)µ∗νδ0,µi−mδ0,νi−mδ0,µi+1−mδ1,νi+1−mx
µ+(ν+ǫi−ǫi+1)
= (−q)(µ+ǫi−ǫi+1)∗νδ0,µi−mδ0,νi−mδ1,µi+1−mδ0,νi+1−mx
(µ+ǫi−ǫi+1)+ν
+ (−q)µ∗(ν+ǫi−ǫi+1)δ0,µi−mδ0,νi−mδ0,µi+1−mδ1,νi+1−mx
µ+(ν+ǫi−ǫi+1)
= (δ0,µi−mδ1,µi+1−mx
µ+ǫi−ǫi+1)(δ0,νi−mδ0,νi+1−mx
ν)
+ δ0,µi−mδ0,µi+1−mx
µ(δ0,νi−mδ1,νi+1−mx
ν+ǫi−ǫi+1)
= Ei.(x
µ)(δ0,νi−mδ0,νi+1−mx
ν) + xµEi.(x
ν)
= Ei.(x
µ)Ki.(x
ν) + xµEi.(x
ν).
However, there exists only one special case: ∃ i ∈ I1 such that µi−m = 0 = νi−m, and
µi+1−m = 1 = νi+1−m, i.e., x
µxν = 0, but Ei(x
µ)xν 6= 0, xµEi(x
ν) 6= 0, we have to check
that the following identity still holds, which facilitates us to fix our unique options so well
for Ei’s (4.7) & Ki’s (4.12) operator expression in Wq(2(m|n)) when i ∈ I1.
Ei.(x
µ)Ki.(x
ν) + xµEi.(x
ν)
= δ0,νi−mδ1,νi+1−mδ0,µi−mδ1,µi+1−mx
µ+ǫi−ǫi+1(qνi+1−mxν)
+ δ0,µi−mδ1,µi+1−mδ0,νi−mδ1,νi+1−mx
µxν+ǫi−ǫi+1
= qνi+1−m(−q)(µ+ǫi−ǫi+1)∗νxµ+ν+ǫi−ǫi+1 (noting (ǫi − ǫi+1) ∗ ν = −νi−m = 0)
+ (−q)µ∗(ν+ǫi−ǫi+1)xµ+ν+ǫi−ǫi+1 (noting µ ∗ (ǫi − ǫi+1) = µi+1−m)
= (−q)µ∗ν
(
qνi+1−m + (−q)µi+1−m
)
xµ+ν+ǫi−ǫi+1
= 0 = Ei.(x
µxν).
Hence, ∀ x(α) ⊗ xµ, x(β) ⊗ xν ∈ Ωq, noting that (µ+ǫi−ǫi+1) ∗ β = µ ∗ β, we obtain the
expected action rule.
Ei.
(
(x(α) ⊗ xµ)(x(β) ⊗ xν)
)
= qµ∗βx(α)x(β) ⊗ Ei.(x
µxν)
= qµ∗βx(α)x(β) ⊗
(
Ei.(x
(µ))Ki.(x
(ν)) + x(µ)Ei.(x
(ν))
)
= (x(α) ⊗ Ei.(x
µ))(x(β) ⊗Ki.(x
(ν))) + (x(α) ⊗ xµ)(x(β) ⊗ Ei.(x
ν))
= Ei.(x
(α) ⊗ xµ)Ki.(x
(β) ⊗ xν) + (x(α) ⊗ xµ)Ei.(x
(β) ⊗ xν).
For i ∈ I1, Fi = σ
−1
i xi+1∂i: Noting that
Fi.(x
(α) ⊗ xµ) = δ1,µi−mδ0,µi+1−mx
(α) ⊗ xµ−ǫi+ǫi+1 = x(α) ⊗ Fi.(x
µ),
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so, for any xµ, xν ∈ Λq−1 with x
µxν 6= 0 (i.e., µj+νj ∈ Z2, j ∈ I1), we have
Fi.(x
µxν) = (−q)µ∗νFi.(x
µ+ν) = δ1,µi−m+νi−mδ0,µi+1−m+νi+1−mx
µ+ν−ǫi+ǫi+1
= (−q)µ∗ν(δ1,µi−mδ0,νi−m + δ0,µi−mδ1,νi−m)δ0,µi+1−mδ0,νi+1−mx
µ+ν−ǫi+ǫi+1
= (−q)µ∗ν+νi−mδ1,µi−mδ0,µi+1−mδ0,νi−mδ0,νi+1−mx
(µ−ǫi+ǫi+1)+ν
+ (−q)µ∗ν+µi+1−mδ0,µi−mδ0,µi+1−mδ1,νi−mδ0,νi+1−mx
µ+(ν−ǫi+ǫi+1)
= δ0,νi−mδ0,νi+1−mFi.(x
µ)xν + δ0,µi−mδ0,µi+1−mK
−1
i .(x
µ)Fi.(x
ν)
= Fi.(x
µ)xν +K−1i .(x
µ)Fi.(x
ν).
But there exists only one special case: ∃ i ∈ I1 such that µi−m = 1 = νi−m, and
µi+1−m = 0 = νi+1−m, that is x
µxν = 0 but Fi(x
µ)xν 6= 0 and xµFi(x
ν) 6= 0, we have to
check that the following identity still holds, which coincides with our unique options for
Fi’s (4.7) & Ki’s (4.13) operator expression in Wq(2(m|n)) when i ∈ I1.
Fi.(x
µ)xν +K−1i .(x
µ)Fi.(x
ν)
= δ1,µi−mδ1,νi−mδ0,µi+1−mδ0,νi+1−m x
µ−ǫi+ǫi+1xν
+ δ1,µi−mδ1,νi−mδ0,µi+1−mδ0,νi+1−m(q
µi−mxµ)xν−ǫi+ǫi+1
= (−q)(µ−ǫi+ǫi+1)∗νxµ+ν−ǫi+ǫi+1 + qµi−m(−q)µ∗(ν−ǫi+ǫi+1)xµ+ν−ǫi+ǫi+1
=
(
(−q)νi−m+µ∗ν + qµi−m(−q)µ∗ν
)
xµ+ν−ǫi+ǫi+1
= 0 = Fi.(x
µxν).
Similar to the above argument, we easily achieve the desired action rule
Fi.((x
(α) ⊗ xµ)(x(β) ⊗ xν)) = Fi.(x
(α) ⊗ xµ)(x(β) ⊗ xν) +K−1i .(x
(α) ⊗ xµ)Fi.(x
(β) ⊗ xν).
This completes the proof of step (I).
(II) Secondly, we need to verify that formulae (4.7)—(4.14) satisfy all defining relations
(R1)–(R7) of Uq. It is sufficient to check these on a monomial k-basis of Ωq.
From the fact that Uq(gl(m)) can be embedded into Uq(gl(m|n)) as a subalgebra (see
Definition 25) and Theorem 3 (for details, see [13]), we see that the actions of Ej , Fj
(j < m) and Ki or, Ki (i ∈ I0) on Ωq coincides with their actions on Aq, the quantum
(restricted) divided power algebra, which have been examined in [13] to satisfy the relations:
(R1)–(R5).
Observing that relations (R1)–(R2) are clear, in what follows, we need to check the
remainders.
(R3): we consider index i ∈ J in three situations i < m, i = m and i > m.
(0) When i < m, j < m, this is true due to Theorem 3.
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(1) When i = m, j < m, we have i 6= j, qi = q, and p(Fj) = 0 which implies that (R3)
becomes EmFj − FjEm = 0. Noting that
EmFj.(x
(β) ⊗ xµ) = Em.([βj+1+1] x
(β−ǫj+ǫj+1) ⊗ xµ)
= δ1,µ1 [βj+1+1][βm+δm,j+1+1] x
(β−ǫj+ǫj+1+ǫm) ⊗ xµ−ǫm+1 ,
FjEm.(x
(β) ⊗ xµ) = Fj .(δm+1,i1 [βm + 1] x
(β+ǫm) ⊗ xµ−ǫm+1
= δ1,µ1 [βm+1][βj+1+δm,j+1+1] x
(β−ǫj+ǫj+1+ǫm) ⊗ xµ−ǫm+1 ,
we obtain the required result in both cases j + 1 = m, & j + 1 6= m, and thus (R3) holds
in this case. Similarly, we can check EiFm = FmEi for i < m.
(2) When i = j = m, we have qi = q, p(Em) = p(Fm) = 1 and thus (R3) turns to
(4.15) EmFm + FmEm =
Km −K
−1
m
q − q−1
.
Note that Fm = σ
−1
m xm+1∂m and Em = xm∂m+1σm, so
Fm.(x
(β) ⊗ xµ) = δ0,µ1x
(β−ǫm) ⊗ xµ+ǫm+1 ,
Em.(x
(β) ⊗ xµ) = δ1,µ1 [βm+1] x
(β+ǫm) ⊗ xµ−ǫm+1 .
Then we have
EmFm.(x
(β) ⊗ xµ) = δ0,µ1Em.(x
(β−ǫm) ⊗ xµ+ǫm+1) = δ0,µ1 [βm]x
(β) ⊗ xµ,
FmEm.(x
(β) ⊗ xµ) = δ1,µ1 [βm+1]Fm.(x
(β+ǫm) ⊗ xµ−ǫm+1) = δ1,µ1 [βm+1]x
(β) ⊗ xµ.
Adding them, we get(
EmFm + FmEm
)
.(x(β) ⊗ xµ) = (δ0,µ1 [βm] + δ1,µ1 [βm+1])x
(β) ⊗ xµ
= [βm+δ1,µ1 ] x
(β) ⊗ xµ =
(Km −K−1m
q − q−1
)
(x(β) ⊗ xµ),
where we used Km = σmσm+1τm+1.
(3) When i = m, j > m, then we have i 6= j, qi = q, p(Fj) = 0, thus (R3) becomes
EmFj − FjEm = 0. Note Fj = σ
−1
j xj+1∂j , Fj(x
(β)⊗xµ) = δ1,µj−mδ0,µj+1−mx
(β)⊗xµ−ǫj+ǫj+1.
Then we have
EmFj .(x
(β) ⊗ xµ) = Em.(δ1,µj−mδ0,µj+1−mx
(β)⊗xµ−ǫj+ǫj+1)
= δ1,µj−mδ0,µj+1−mδ1,µ1−δj−m,1 [βm+1] x
(β+ǫm)⊗xµ−ǫm+1−ǫj+ǫj+1 ,
FjEm.(x
(β) ⊗ xµ) = Fj.(δ1,µ1 [βm+1]x
(β+ǫm) ⊗ xµ−ǫm+1)
= δ1,µ1 [βm+1]δ1,µj−m−δj−m,1δ0,µj+1−mx
(β+ǫm) ⊗ xµ−ǫm+1−ǫj+ǫj+1.
Clearly, EmFj = FjEm for j > m. Similarly, we can check EiFm = FmEi for i > m.
(4) When i, j > m, we have qi = q
−1 and p(Fj) = p(Ei) = 0, and need to check the
following form of (R3)
(4.16) EiFj − FjEi = δij
Ki −K
−1
i
q−1 − q
.
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Indeed, noting that Ei = xi∂i+1σi, Fi = σ
−1
i xi+1∂i, Ki = σ
−1
i σi+1τiτi+1, and
Ei.(x
(α) ⊗ xµ) = δ0,µi−mδ1,µi+1−mx
(α) ⊗ xµ+ǫi−ǫi+1 = x(α) ⊗ xµ+ǫi−ǫi+1,
Fi.(x
(α) ⊗ xµ) = δ1,µi−mδ0,µi+1−mx
(α)⊗xµ−ǫi+ǫi+1 = x(α)⊗xµ−ǫi+ǫi+1,
when i = j, we have(
EiFi − FiEi
)
.(x(α) ⊗ xµ) =
(
δ1,µi−mδ0,µi+1−m − δ0,µi−mδ1,µi+1−m
)
x(α) ⊗ xµ
=
q−(µ,ǫi−m−ǫi+1−m) − q(µ,ǫi−m−ǫi+1−m)
q−1 − q
x(α) ⊗ xµ
=
σ−1i σi+1τiτi+1 − σiσ
−1
i+1τiτi+1
q−1 − q
.(x(α) ⊗ xµ)
=
Ki −K
−1
i
q−1 − q
.(x(α) ⊗ xµ);
when i = j − 1, we have(
EiFj − FjEi
)
.(x(α) ⊗ xµ) = Ei.(x
(α) ⊗ xµ−ǫj+ǫj+1)− Fj .(x
(α) ⊗ xµ+ǫi−ǫi+1)
= x(α) ⊗ xµ+ǫi−2ǫj+ǫj+1 − x(α) ⊗ xµ+ǫi−2ǫi+1+ǫj+1 = 0,
where we used the convention: xν = 0 if ∃ i0 such that νi0 < 0 or > 1; when i < j − 1,
obviously, we have EiFj = FjEi. Similarly we can check that (R3) holds for i > j.
(R4): These are clear.
(R5): Note that the assumptions in (R5) are | i−j | = 1 and i 6= m. It follows from
Theorem 3 (for details, see [13]) that (R5) holds for the case 1 ≤ i, j < m and | i−j | = 1
when acting on Ωq. Firstly, we check the relation of Ei’s in the case when i > m and
j = i− 1 and the remainder for Ei’s with i > m and j = i+1, as well as Fi’s can be dealt
with in a similar way.
(1) When i = m+ 1, j = m and the relation of Ei’s becomes
(4.17) E2m+1Em − (q + q
−1)Em+1EmEm+1 + EmE
2
m+1 = 0.
Note that Em = xm∂m+1σm and Em+1 = xm+1∂m+2σm+1, and
Em.(x
(α) ⊗ xµ)) = [αm+1 ] x
(α+ǫm) ⊗ xµ−ǫm+1 ,
Em+1.(x
(α) ⊗ xµ) = x(α) ⊗ xµ+ǫm+1−ǫm+2.
So, no matter which one of terms E2m+1Em, Em+1EmEm+1 and EmE
2
m+1 acting on any
basis element x(α) ⊗ xµ, gives such an element x(α+ǫm) ⊗ xµ+ǫm+1−2ǫm+2 even with non-zero
coefficient, which vanishes since µm+2 − 2 < 0. This gives the required relation (4.17).
(2) When i > m + 1, j = i − 1, note that Ei = xi∂i+1σi, and Ei.(x
(α) ⊗ xµ) =
x(α)⊗xµ+ǫi−ǫi+1. Based on the same reason as the case when i = m+1, each term E2iEi−1,
EiEi−1Ei, or Ei−1E
2
i trivially acts on any basis element x
(α) ⊗ xµ. This gives (R5).
(R6): The relation E2m = 0 follows from the same reason as the above proof in (R5) and
the relation F 2m = 0 follows from the fact that x
2
m+1 = 0 in the exterior part Λq−1(n).
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(R7): We now check the first relation for E-part, as the 2nd one can be checked similarly.
Noting that Ei = xi∂i+1σi, for i = m−1, m,m+1, and
Em−1.(x
(α) ⊗ xµ) = [αm−1+1 ] x
(α+ǫm−1−ǫm) ⊗ xµ,
Em.(x
(α) ⊗ xµ) = [αm+1 ] x
(α+ǫm) ⊗ xµ−ǫm+1 ,
Em+1.(x
(α) ⊗ xµ) = x(α) ⊗ xµ+ǫm+1−ǫm+2,
we have
Em−1EmEm+1Em.(x
(α) ⊗ xµ)
= Em−1EmEm+1.([αm+1 ] x
(α+ǫm) ⊗ xµ−ǫm+1)
= Em−1Em.([αm+1 ] x
(α+ǫm) ⊗ xµ−ǫm+2
= Em−1.([αm+1 ][αm+2 ] x
(α+2ǫm) ⊗ xµ−ǫm+1−ǫm+2)
= [αm−1+1 ][αm+1 ][αm+2 ] x
(α+ǫm−1+ǫm) ⊗ xµ−ǫm+1−ǫm+2,
EmEm−1EmEm+1.(x
(α) ⊗ xµ)
= EmEm−1Em.(δ0,µ1 x
(α) ⊗ xµ+ǫm+1−ǫm+2)
= EmEm−1.(δ0,µ1 [αm+1 ] x
(α+ǫm) ⊗ xµ−ǫm+2)
= Em.(δ0,µ1 [αm+1 ][αm−1+1 ] x
(α+ǫm−1) ⊗ xµ−ǫm+2)
= δ0,µ1δ1,µ1 [αm+1 ][αm−1+1 ][αm+1 ] x
(α+ǫm−1+ǫm) ⊗ xµ−ǫm+1−ǫm+2 = 0,
Em+1EmEm−1Em.(x
(α) ⊗ xµ)
= Em+1EmEm−1.([αm+1 ] x
(α+ǫm) ⊗ xµ−ǫm+1)
= Em+1Em.([αm−1+1 ][αm+1 ] x
(α+ǫm−1) ⊗ xµ−ǫm+1)
= Em+1.(0) = 0,
EmEm+1EmEm−1.(x
(α) ⊗ xµ)
= EmEm+1Em.([αm−1+1 ] x
(α+ǫm−1−ǫm) ⊗ xµ)
= EmEm+1.([αm−1+1 ][αm ] x
(α+ǫm−1) ⊗ xµ−ǫm+1)
= Em.([αm−1+1 ][αm ] x
(α+ǫm−1) ⊗ xµ−ǫm+2)
= [αm−1+1 ][αm ][αm+1 ] x
(α+ǫm−1+ǫm) ⊗ xµ−ǫm+1−ǫm+2 ,
EmEm−1Em+1Em.(x
(α) ⊗ xµ)
= EmEm−1Em+1.([αm+1 ] x
(α+ǫm) ⊗ xµ−ǫm+1)
= EmEm−1.([αm+1 ] x
(α+ǫm) ⊗ xµ−ǫm+2)
= Em.([αm−1+1 ][αm+1 ] x
(α+ǫm−1) ⊗ xµ−ǫm+2)
= [αm−1+1 ][αm+1 ]
2 x(α+ǫm−1+ǫm) ⊗ xµ−ǫm+1−ǫm+2.
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Note that [αm+2] + [αm]− (q+q
−1)[αm+1] = 0. Therefore, we get(
Em−1EmEm+1Em + EmEm−1EmEm+1 + Em+1EmEm−1Em + EmEm+1EmEm−1
− (q + q−1)EmEm−1Em+1Em
)
.(x(α) ⊗ xµ)
= [αm−1+1][αm+1]
(
[αm+2] + [αm]− (q+q
−1)[αm+1]
)
x(α+ǫm−1+ǫm) ⊗ xµ−ǫm+1−ǫm+2 = 0.
This completes the proof of (II) both for Uq(gl(m|n)) and Uq(sl(m|n)).
As for the case char(q) = ℓ > 0, it follows straightforwardly from formulae (4.7)—(4.14)
that
Eℓj |Ωq(m|n,1) ≡ 0, F
ℓ
j |Ωq(m|n,1) ≡ 0, for j ( 6= m) ∈ J,
E2m = 0, F
2
m = 0,
(K2ℓi − 1) |Ωq(m|n,1) ≡ 0, for i ∈ I,
Therefore the quantum restricted Grassmann algebra Ωq(m|n, 1) is naturally equipped
with a uq-module algebra structure, where
uq := Uq/
(
Eℓi , F
ℓ
i (i ( 6= m) ∈ J); E
2
m, F
2
m, K
2ℓ
i − 1 (i ∈ I))
)
,
and Uq = Uq(gl(m|n)) or Uq(sl(m|n)). 
4.3. The submodule structures on homogeneous spaces of Ωq. For each 0 ≤ j ≤ n,
we denote by
Λq−1(n)
(j) := span
k
{ xµ | |µ | = j }.
It follows from the definition that Λq−1(n) =
⊕n
j=0Λq−1(n)
(j). For any t ∈ Z+, define
Ω(t)q :=
⊕
i+j=t
A(i)q ⊗ Λq−1(n)
(j),
where Ωq = Ωq(m|n) or, Ωq(m|n, 1) only when char(q) = ℓ > 2, and Aq = Aq(m) or,
Aq(m, 1) only when char(q) = ℓ > 2.
It is clear that the set { x(α)⊗xµ ∈ Ωq | |α |+|µ | = t } forms a k-basis of the homogeneous
space Ω
(t)
q . Therefore, we have Ωq =
⊕
t≥0 Ω
(t)
q , in particular, Ωq(m|n) =
⊕
t≥0 Ωq(m|n)
(t)
and Ωq(m|n, 1) =
⊕N+n
t=0 Ωq(m|n, l)
(t), where N = | τ(m) | = m(ℓ−1).
Theorem 28. Each subspace Ωq(m|n)
(t) is a Uq-submodule of Ωq(m|n) and Ωq(m|n, 1)
(t)
is a uq-submodule of Ωq(m|n, 1) when char(q) = ℓ > 2.
(i) If char(q) = 0, then each submodule Ωq(m|n)
(t) ∼= V (tω1) is a simple module gener-
ated by highest weight vector x(t) ⊗ 1, where t = tǫ1 = (t, 0, · · · , 0).
(ii) If char(q) = ℓ, then the submodule Ωq(m|n, 1)
(t) ∼= V ((ℓ−1−ti)ωi−1+tiωi), where
t = (i−1)(ℓ−1) + ti (0 ≤ ti ≤ ℓ−1, i ∈ I0), is a simple module generated by high-
est weight vector x(t) ⊗ 1, where t = (ℓ−1, · · · , ℓ−1︸ ︷︷ ︸
i−1
, ti, 0, · · · , 0); and the submodule
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Ωq(m|n, 1)
(t) ∼= V ((ℓ−2)ωm+ωm+p), where t = N+p, 0 ≤ p ≤ n, is a simple module
generated by highest weight vector x(τ(m)) ⊗ xm+1 · · ·xm+p.
Proof. By abuse of notation, let us denote U := Uq or, uq when char(q) = ℓ. It follows
from the calculation results of formulae (4.7)—(4.8) that the action of U on Ωq stabilizes
Ω
(t)
q . Therefore each homogeneous subspace Ω
(t)
q is a U -submodule of Ωq.
(1) Now we first prove claim (i).
Note that char(q) = 0. For any i ∈ I, j ∈ J , we have
Ej.(x
(t) ⊗ 1) = 0, Ki.(x
(t) ⊗ 1) = qδi,1tx(t) ⊗ 1 = q(tǫ1,ǫi)x(t) ⊗ 1,
which implies that x(t) ⊗ 1 is a highest weight vector with highest weight tǫ1 = tω1.
For any x(α) ⊗ xµ ∈ Ωq(m|n)
(t), we assume that |µ | = s for some positive integer s such
that s ≤ n. For each i ∈ I0, set ti = t−s−
∑
j≤i αj . Thus we have
α1 = t−s−t1, α2 = t1−t2, · · · , αm−1 = tm−2−tm−1, and αm = tm−1.
Repeatedly using the respective actions of Fj ’s, by (2.9), we get
F
tm−1+s
m−1 · · ·F
t2+s
2 F
t1+s
1 .(x
(tǫ1) ⊗ 1)
= [ t1+s ]! · · · [ tm−1+s ]! x
((t−s−t1)ǫ1+(t1−t2)ǫ2+···+(tm−2−tm−1)ǫm−1+(tm−1+s)ǫm) ⊗ 1
= [ t1+s ]! · · · [ tm−1+s ]! x
(α1ǫ1+···+αm−1ǫm−1+(αm+s)ǫm) ⊗ 1,
where [m]! = [m] · · · [2][1] for m ∈ Z+. If |µ | = s = 0, we complete the proof that x
(α)⊗xµ
is generated by highest weight vector x(tǫ1) ⊗ 1. If |µ | = s > 0, then we may assume
xµ = xi1 · · ·xis (m+ 1 ≤ i1 < · · · < is ≤ m+ n) without loss of generality. Thus we have{
(Fi1−1Fi1−2 · · ·Fm+1Fm)(Fi2−1Fi2−2 · · ·Fm+1Fm) · · ·
× (Fis−1Fis−2 · · ·Fm+1Fm)
}
.(x(α1ǫ1+···+αm−1ǫm−1+(αm+s)ǫm) ⊗ 1)
= x(α1ǫ1+···+αm−1ǫm−1+αmǫm) ⊗ xi1 · · ·xis
= x(α) ⊗ xµ.
From the previous two steps, we obtain{
(Fi1−1Fi1−2 · · ·Fm+1Fm)(Fi2−1Fi2−2 · · ·Fm+1Fm) · · · (Fis−1Fis−2 · · ·Fm+1Fm)
× (F
tm−1+s
m−1 · · ·F
t2+s
2 F
t1+s
1 )
}
.(x(tǫ1) ⊗ 1) = [ t1+s ]! · · · [ tm−1+s ]! x
(α) ⊗ xµ.
Thus we show that Ωq(m|n)
(t) is indeed a highest weight module, generated by highest
weight vector x(tǫ1) ⊗ 1 with highest weight tǫ1 = tω1.
Furthermore, note that x(α) ⊗ xµ ∈ Ωq(m|n)
(t) (i.e., |α+µ | = t) can be lifted to the
highest weight vector x(tǫ1) ⊗ 1 by repeated actions of some Ej ’s (j ∈ J). If |µ | = s = 0,
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x(α) ⊗ xµ = x(α) ⊗ 1 is reduced to the case Aq(m)
(t) which has been proved in [13]. If
|µ | = s > 0, that is, xµ = xi1 · · ·xis (m+1 ≤ i1 < · · · < is ≤ m+n), then we have{
(EmEm+1 · · ·Eis−2Eis−1) · · · (EmEm+1 · · ·Ei2−2Ei2−1)(EmEm+1 · · ·Ei1−2Ei1−1)
}
.(4.18)
(x(α) ⊗ xi1 · · ·xis) = [αm+1 ][αm+2 ] · · · [αm+s ] x
(α+sǫm) ⊗ 1.
Meanwhile,
Eα2+···+αm+s1 · · ·E
αm−1+αm+s
m−2 E
αm+s
m−1 .(x
(α+sǫm) ⊗ 1)(4.19)
=
m−1∏
i=1
([αi+1 ][αi+2 ] · · · [αi+αi+1+ · · ·+αm+s ]) x
((α1+α2+···+αm+s)ǫ1) ⊗ 1
= ([ t−s−t1+1 ][ t−s−t1+2 ] · · · [ t ])
m−1∏
i=2
([ ti−1−ti+1 ][ ti−1−ti+2 ] · · · [ ti−1+s ])
× x(tǫ1) ⊗ 1 6= 0.
Simplicity criteria: Now suppose that 0 6= V ⊆ Ωq(m|n)
(t) is a minimal submodule, i.e.,
simple submodule, ∃ 0 6= v =
∑
α,µ aα,µx
(α)⊗xµ ∈ V with aα,µ 6= 0 and |α+µ | = t, among
those m+n-tuples (α, µ) ∈ Zm×Zn2 , with respect to the lexicographical order, there exist a
minimal m+n-tuple (α0, µ0) and a fixed word ω with largest length consisting of a certain
Ej ’s (j ∈ J) such that ω.v = aα0,µ0ω.x
(α0) ⊗ xµ0 = ∗aα0,µ0 x
(tǫ1) ⊗ 1 ∈ V , by (4.18) &
(4.19). Thus we acquire that V = Ωq(m|n)
(t) ∼= V (tω1), a simple highest weight module
with highest weight tω1.
(2) In the case when char(q) = ℓ ≥ 3, we consider the module structure of Ωq(m|n, 1)
(t)
by dividing the possible value of t into the following two cases.
(I) For 0 ≤ t ≤ N , there exist i and ti such that 1 ≤ i ≤ m, t = (i− 1)(ℓ− 1) + ti with
0 ≤ ti ≤ ℓ − 1. Consider the vector x
(t) ⊗ 1 ∈ Ωq(m|n, 1)
(t), where t = (ℓ − 1)ǫ1 + · · · +
(ℓ− 1)ǫi−1 + tiǫi = (ℓ−1−ti)ωi−1+tiωi. Noting that [ ℓ ] = 0 and using the action formulae
in Theorem 27, we have
Ej .(x
(t) ⊗ 1) = 0, (j ∈ J)
Kj.(x
(t) ⊗ 1) = qδj,i−1(ℓ−1)+δj,itix(t) ⊗ 1 = q(t,ǫj)x(t) ⊗ 1, (j ∈ I0)
Kj.(x
(t) ⊗ 1) = x(t) ⊗ 1, (j ∈ I1)
Kj.(x
(t) ⊗ 1) = q(t,ǫj−ǫj+1)x(t) ⊗ 1, (j ∈ I0)
Kj.(x
(t) ⊗ 1) = x(t) ⊗ 1, (j ∈ I1)
which imply that x(t)⊗1 is a highest weight vector with highest weight (ℓ−1−ti)ωi−1+tiωi.
Then for any x(α) ⊗ xµ ∈ Ωq(m|n, 1)
(t) with |α| + |µ | = t (where we assume 0 ≤
|µ | = s ≤ n), we have |α| = t−s = (i−1)(ℓ−1)+ti−s ≥ 0, 0 ≤ αj ≤ ℓ−1 (1 ≤ j ≤
m). And there exists a minimal nonnegative integer k such that k(ℓ−1)+ti−s ∈ Z+.
Denote by t′i−k = k(ℓ−1)+ti−s. Due to the minimality of k, we get 0 ≤ t
′
i−k < ℓ−1.
Note that the relative highest weight ν with respect to the quantum (Hopf) subalgebra
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uq(gl(m)) or uq(sl(m)), corresponding to length |α| = t−s = (i−k−1)(ℓ−1)+t
′
i−k, is ν =
(ℓ−1)ǫ1+ · · ·+(ℓ−1)ǫi−k−1+t
′
i−kǫi−k. If s = 0 (i.e., x
µ = 1), then we get k = 0, t′i = ti and
|α| = t = (i−1)(ℓ−1)+ti. If s > 0, we write x
µ = xi1 · · ·xis (m+1 ≤ i1 < · · · < is ≤ m+n).
Moreover, if ti−s ∈ Z+, then k = 0 and t
′
i = ti−s. Thus we have{
(Fi1−1Fi1−2 · · ·Fm+1Fm)(Fi2−1Fi2−2 · · ·Fm+1Fm) · · · (Fis−1Fis−2 · · ·Fm+1Fm)×
× (F sm−1 · · ·F
s
i+1F
s
i )
}
.(x(t) ⊗ 1) = ([ s ]!)m−ix((ℓ−1)ǫ1+···+(ℓ−1)ǫi−1+t
′
iǫi) ⊗ xi1 · · ·xis
= ∗ x(ν) ⊗ xµ 6= 0.
So vector x((ℓ−1−t
′
i)ωi−1+t
′
iωi) ⊗ xµ is generated by highest weight vector x(t) ⊗ 1.
If ti−s < 0, then k > 0. Thus for t = (ℓ−1)ǫ1+ . . .+(ℓ−1)ǫi−1+tiǫi, we have{
(Fi(s−ti+1)−1Fi(s−ti+1)−2 · · ·Fm+1Fm)(Fi(s−ti+2)−1Fi(s−ti+2)−2 · · ·Fm+1Fm) · · ·×
× (Fis−1Fis−2 · · ·Fm+1Fm)(F
ti
m−1 · · ·F
ti
i+1F
ti
i )
}
.(x(t) ⊗ 1)
= ([ ti ]!)
m−ix((ℓ−1)ǫ1+···+(ℓ−1)ǫi−1) ⊗ xis−ti+1 · · ·xis︸ ︷︷ ︸
ti
6= 0.
So, for t′i−k = k(ℓ−1)−(s−ti) ≥ 0, i.e., s−ti−k(ℓ−1)+t
′
i−k+1 = 1, we have{
(Fi(s−ti−k(ℓ−1)+t′i−k+1)−1
· · ·Fm+1Fm)(Fi(s−ti−k(ℓ−1)+t′i−k+2)−1
· · ·Fm+1Fm) · · ·×
× (Fi(s−ti−(k−1)(ℓ−1))−1 · · ·Fm+1Fm)(F
ℓ−1−t′i−k
m−1 · · ·F
ℓ−1−t′i−k
i−k+1 F
ℓ−1−t′i−k
i−k )×
× (Fi(s−ti−(k−1)(ℓ−1)+1)−1 · · ·Fm+1Fm) · · · (Fi(s−ti−(k−2)(ℓ−1))−1 · · ·Fm+1Fm)×
× (F ℓ−1m−1 · · ·F
ℓ−1
i−k+2F
ℓ−1
i−k+1) · · · (Fi(s−ti−2(ℓ−1)+1)−1 · · ·Fm+1Fm) · · ·×
× (Fi(s−ti−(ℓ−1))−1 · · ·Fm+1Fm)(F
ℓ−1
m−1 · · ·F
ℓ−1
i−1 F
ℓ−1
i−2 )(Fi(s−ti−(ℓ−1)+1)−1 · · ·Fm+1Fm) · · ·×
× (Fi(s−ti)−1 · · ·Fm+1Fm)(F
ℓ−1
m−1 · · ·F
ℓ−1
i F
ℓ−1
i−1 )
}
.(x((ℓ−1)ǫ1+···+(ℓ−1)ǫi−1) ⊗ xis−ti+1 · · ·xis)
= ([ ℓ−1−t′i−k ]!)
m−i+k([ ℓ−1 ]!)(k−1)(m−i)+
k(k−1)
2 x((ℓ−1)ǫ1+···+(ℓ−1)ǫi−k−1+t
′
i−kǫi−k)
⊗ xi1 · · ·xis = ∗
′ x(ν) ⊗ xµ 6= 0.
That is, the vector x(ν) ⊗ xµ is generated by highest weight vector x(t) ⊗ 1.
Moreover, since Proposition 4.2 in [13] has proved that for any 1 ≤ t′ ≤ N , Aq(m, 1)
(t′)
is a simple uq(gl(m))- or uq(sl(m))-module in the case when char(q) = ℓ > 2, we deduce
that any vector x(α)⊗xµ ∈ Ωq(m|n, 1)
(t) with t′ = t−s = |α | = (i−k−1)(ℓ−1)+t′i−k = | ν |
is generated by x(ν ) ⊗ xµ in terms of some suitable operators Fj’s (j < m) only from the
subalgebra uq(sl(m)), where ν := (ℓ−1)ǫ1+ · · ·+ (ℓ−1)ǫi−k−1+t
′
i−kǫi−k, is as above.
As x(α) ⊗ xµ ∈ Ωq(m|n, 1)
(t) (with |α |+ |µ | = t) is arbitrary, Ωq(m|n, 1)
(t) is a highest
weight module generated by highest weight vector x(t) ⊗ 1.
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In what follows, we will prove Ωq(m|n, 1)
(t) is simple as uq(gl(m|n))- or uq(sl(m|n))-
module. To this end, first of all, we need to prove the following fact that any monomial
vector x(α) ⊗ xµ ∈ Ωq(m|n, 1)
(t) can be lifted to highest weight vector x(t) ⊗ 1 by some
suitable actions of Ej ’s (j ∈ J). We do it in two steps. Firstly, we lift vector x
(α) ⊗ xµ to
x(ν)⊗xµ, which is due to the special case appeared in Claim (B) of the proof of Proposition
3.5 in [7] for α ∈ Aq(m, 1)
(t′) with t′ = t−s = |α | = | ν | and uq(sl(m)) when m = 1 (the
restricted case). Secondly, we lift vector x(ν ) ⊗ xµ to highest weight vector x(t) ⊗ 1.
Denote r by the last ordinal number with αr 6= 0 for the m-tuple α = (α1, · · · , αm) ∈
Aq(m, 1)
(t′). Thus r ≥ i−k if t′i−k 6= 0, and r ≥ i−k−1 if t
′
i−k = 0.
Step 1. Case (a): If t′i−k ≥ αr (> 0), then
Eαri−k · · ·E
αr
r−2E
αr
r−1.(x
(ν ′+αrǫr) ⊗ xµ) = ([αr ]!)
r−i+k−1[ t′i−k−αr+1 ][ t
′
i−k−αr+2 ] · · · [ t
′
i−k ]
× x(ν) ⊗ xµ 6= 0,
where ν ′ := ν − αrǫi−k = (ℓ−1)ǫ1+ · · ·+(ℓ−1)ǫi−k−1+(t
′
i−k−αr)ǫi−k.
Case (b): If αr > t
′
i−k (≥ 0), then(
E
t′
i−k
i−k · · ·E
t′
i−k
r−2E
t′
i−k
r−1 )(E
αr−t′i−k
i−k−1 · · ·E
αr−t′i−k
r−2 E
αr−t′i−k
r−1
)
.(x(ν
′+αrǫr) ⊗ xµ)
=
(
[αr−t
′
i−k ]![ t
′
i−k ]!
)r−i+k
[ ℓ−αr+t
′
i−k ][ ℓ−αr+t
′
i−k+1 ] · · · [ ℓ−1 ] x
(ν) ⊗ xµ 6= 0,
where
ν
′ := ν−(αr−t
′
i−k)ǫi−k−1 − t
′
i−kǫi−k = (ℓ−1)ǫ1+ · · ·+(ℓ−1)ǫi−k−2+(ℓ−1−αr+t
′
i−k)ǫi−k−1.
Inductively, on the pair (α′ := α−αrǫr,ν
′), there exists a word η′ constructed by some
Ej ’s (j < r−1 < m) in uq(sl(m)) ∼= uq(sl(m|0)) ⊆ uq(sl(m|n)) ⊂ uq(gl(m|n)) such that
η′(x(α
′) ⊗ xµ) = η′(x(α
′)) ⊗ xµ = c x(ν
′) ⊗ xµ (c ∈ k×). Note that Ej(x
(αrǫr)) = 0 and
Kj(x
(αrǫr)) = x(αrǫr) for those j < r−1 and ∆(Ej) = Ej⊗Kj+1⊗Ej . Using the uq(sl(m))-
module algebra structure on Aq(m, 1) (see Theorem 4.1 in [13]), we thus obtain
η′.(x(α) ⊗ xµ) = η′.(x(α
′)x(αrǫr) ⊗ xµ) = η′.(x(α
′)x(αrǫr))⊗ xµ
= η′.(x(α
′))Kη′ .(x
(αrǫr)) + x(α
′) η′.(x(αrǫr))⊗ xµ
= c x(ν
′)x(αrǫr) ⊗ xµ
= c x(ν
′+αrǫr) ⊗ xµ 6= 0.
Thereby, this finishes the lifting from x(α) ⊗ xµ to x(ν ) ⊗ xµ via the above two cases.
Step 2. Recall that t′i−k = k(ℓ−1)−s+ti ≥ 0 (0 ≤ ti, t
′
i−k ≤ ℓ−1) with k the minimal
nonnegative integer. If s = 0, we have k = 0, t′i = ti, namely, x
(ν)⊗xµ = x(t)⊗1. If s > 0,
write xµ = xi1 · · ·xis (m+1 ≤ i1 < · · · < is ≤ m+n). If ti−s ≥ 0, then k = 0, t
′
i = ti−s.
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Observing that ν = (ℓ−1)ǫ1+ · · ·+(ℓ−1)ǫi−1+(ti−s)ǫi, we have{
(Esi · · ·E
s
m−2E
s
m−1)(EmEm+1 · · ·Eis−2Eis−1) · · · (EmEm+1 · · ·Ei2−2Ei2−1)
× (EmEm+1 · · ·Ei1−2Ei1−1)
}
.(x(ν ) ⊗ xi1 · · ·xis)
= ([ s ]!)m−1−i[ t′i+1 ][ t
′
i+2 ] · · · [ ti ] x
(t) ⊗ 1 6= 0.
So vector x(ν) ⊗ xµ can be lifted to highest weight vector x(t) ⊗ 1.
If ti−s < 0, then k > 0. Noting that ν = (ℓ−1)ǫ1+ · · ·+(ℓ−1)ǫi−k−1+t
′
i−kǫi−k, and
t′i−k = k(ℓ−1)−(s−ti) (0 ≤ t
′
i−k < ℓ−1), we have{
(E
ℓ−1−t′i−k
i−k · · ·E
ℓ−1−t′i−k
m−2 E
ℓ−1−t′i−k
m−1 )(EmEm+1 · · ·Ei(ℓ−1−t′
i−k
)−2
Ei(ℓ−1−t′
i−k
)−1
) · · ·
× (EmEm+1 · · ·Ei2−2Ei2−1)(EmEm+1 · · ·Ei1−2Ei1−1)
}
.(x(ν ) ⊗ xi1 · · ·xis)
= ([ ℓ−1−t′i−k ]!)
m−1−i+k[ t′i−k+1 ][ t
′
i−k+2 ] · · · [ ℓ−1 ]
× x((ℓ−1)ǫ1+···+(ℓ−1)ǫi−k) ⊗ xiℓ−t′
i−k
· · ·xis 6= 0,{
(Etii · · ·E
ti
m−2E
ti
m−1)(EmEm+1 · · ·Ei(k(ℓ−1)−t′
i−k
+ti)
−1) · · · (EmEm+1 · · ·Ei(k(ℓ−1)−t′
i−k
+2)−1
)
× (EmEm+1 · · ·Ei(k(ℓ−1)−t′
i−k
+1)−1
)(Eℓ−1i−1 · · ·E
ℓ−1
m−2E
ℓ−1
m−1)(EmEm+1 · · ·Ei(k(ℓ−1)−t′
i−k
)−1
) · · ·
× (EmEm+1 · · ·Ei((k−1)(ℓ−1)−t′
i−k
+2)−1
)(EmEm+1 · · ·Ei((k−1)(ℓ−1)−t′
i−k
+1)−1
) · · ·
× (Eℓ−1i−k+1 · · ·E
ℓ−1
m−2E
ℓ−1
m−1)(EmEm+1 · · ·Ei(2(ℓ−1)−t′
i−k
)−1) · · · (EmEm+1 · · ·Ei(ℓ−t′
i−k
+1)−1
)
× (EmEm+1 · · ·Ei(ℓ−t′
i−k
)−1
)
}
.(x((ℓ−1)ǫ1+···+(ℓ−1)ǫi−k) ⊗ xiℓ−t′
i−k
· · ·xis)
= ([ ti ]!)
m−i+1([ ℓ−1 ]!)(k−1)(m−i)+
(k−1)(k+2)
2 x(t) ⊗ 1 6= 0,
where t = (ℓ−1)ǫ1+ · · ·+(ℓ−1)ǫi−1+tiǫi. Hence, vector x
(ν) ⊗ xi1 · · ·xis can be lifted to
highest weight vector x(t) ⊗ 1.
In summary, following the above two steps, we can lift any monomial x(α)⊗xµ to highest
weight vector x(t) ⊗ 1.
Using the simplicity criteria argument of the last paragraph of part (1) of this proof, we
deduce that Ωq(m|n, 1)
(t) ∼= V ((ℓ−1−ti)ωi−1+tiωi) is a simple uq-module in case (I).
(II) If N < t ≤ N+n, there exists p with 0 < p ≤ n such that t = N+p. We consider the
vector x(τ(m)) ⊗ xµ, where xµ = xm+1 · · ·xm+p ∈ Ωq(m|n, 1)
(t), τ(m) = (ℓ−1, · · · , ℓ−1) =
(ℓ−1)ǫ1+ · · ·+(ℓ−1)ǫm. Note that Ki = KiK
−1
i+1 for i ∈ J , and Kj.(xi) = q
δij
i xi for i, j ∈ I,
where qi = q for i ∈ I0 and qi = q
−1 for i ∈ I1. By Theorem 27, we have
Ej .(x
(τ(m)) ⊗ xµ) = 0, (j ∈ J)
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Kj .(x
(τ(m)) ⊗ xµ) = q−1x(τ(m)) ⊗ xµ = q((ℓ−2)ωm+ωm+p,ǫj)x(τ(m)) ⊗ xµ, (j ∈ I0)
Kj .(x
(τ(m)) ⊗ xµ) = q−1x(τ(m)) ⊗ xµ, (m < j ≤ m+p)
Kj .(x
(τ(m)) ⊗ xµ) = x(τ(m)) ⊗ xµ, (j > m+p)
Ki.(x
(τ(m)) ⊗ xµ) = x(τ(m)) ⊗ xµ, (i < m)
Km.(x
(τ(m)) ⊗ xµ) = qℓ−1q x(τ(m)) ⊗ xµ = x(τ(m)) ⊗ xµ,
Ki.(x
(τ(m)) ⊗ xµ) = x(τ(m)) ⊗ xµ, (m < i < m+p or, i > m+p)
Km+p.(x
(τ(m)) ⊗ xµ) = q−1x(τ(m)) ⊗ xµ = q
((ℓ−2)ωm+ωm+p,ǫm+p−ǫm+p+1)
m+p x
(τ(m)) ⊗ xµ,
which imply that x(τ(m))⊗xµ is a highest weight vector with highest weight (ℓ−2)ωm+ωm+p.
For any vector x(α) ⊗ xµ ∈ Ωq(m|n, 1)
(t) with |α |+ |µ | = t = N+p, due to N < t and
|α | ≤ N , we have |µ | = s ≥ p, |α | = t−s = N−(s−p), 0 ≤ s−p ≤ n−1, 0 ≤ αi ≤ ℓ−1
(1 ≤ i ≤ m). Then there exist j and tj such that 1 ≤ j ≤ m, s−p = (j−1)(ℓ−1)+tj
with 0 ≤ tj ≤ ℓ−1. Hence |α | = N−(j−1)(ℓ−1)−tj = (m−j)(ℓ−1)+ℓ−1−tj . Keep the
notation xµ = xi1 · · ·xis (1 ≤ i1 < · · · < is ≤ m+n). Since s−p ≥ 0 and i1 < · · · < is, we
have is−k ≥ m+p−k ≥ m+1, for each 0 ≤ k ≤ p−1. Since
(Fis−1 · · ·Fm+p)(x
(τ(m)) ⊗ xm+1 · · ·xm+p) = x
(τ(m)) ⊗ xm+1 · · ·xm+p−1xis 6= 0,
we obtain {
(Fi(s−p+1)−1 · · ·Fm+1)(Fi(s−p+2)−1 · · ·Fm+2) · · · (Fi(s−1)−1 · · ·Fm+p−1)×
× (Fis−1 · · ·Fm+p)
}
.(x(τ(m)) ⊗ xm+1 · · ·xm+p)
= x(τ(m)) ⊗ xis−p+1xis−p+2 · · ·xis−1xis 6= 0.
Moreover, noting that s−p = (j−1)(ℓ−1)+tj, we have{
(Fi(s−p−(j−1)(ℓ−1)+1)−1 · · ·Fm+1Fm) · · · (Fi(s−p−(j−2)(ℓ−1))−1 · · ·Fm+1Fm)×
× (F ℓ−1m−1F
ℓ−1
m−2 · · ·F
ℓ−1
m−j+2) · · · (Fi(s−p−3(ℓ−1)+1)−1 · · ·Fm+1Fm) · · ·
× (Fi(s−p−2(ℓ−1))−1 · · ·Fm+1Fm)(F
ℓ−1
m−1F
ℓ−1
m−2)(Fi(s−p−2(ℓ−1)+1)−1 · · ·Fm+1Fm) · · ·
× (Fi(s−p−(ℓ−1))−1 · · ·Fm+1Fm)(F
ℓ−1
m−1)(Fi(s−p−(ℓ−1)+1)−1 · · ·Fm+1Fm) · · ·
× (Fi(s−p)−1 · · ·Fm+1Fm)
}
.(x(τ(m)) ⊗ xis−p+1xis−p+2 · · ·xis−1xis)
= ([ ℓ−1 ]!)
(j−1)(j−2)
2 x((ℓ−1)ǫ1+···+(ℓ−1)ǫm−j+1) ⊗ xis−p−(j−1)(ℓ−1)+1 · · ·xis
= ([ ℓ−1 ]!)
(j−1)(j−2)
2 x((ℓ−1)ǫ1+···+(ℓ−1)ǫm−j+1) ⊗ xi(tj+1) · · ·xis 6= 0,
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(Fi1−1 · · ·Fm+1Fm)(Fi2−1 · · ·Fm+1Fm) · · · (Fi(tj)−1 · · ·Fm+1Fm)×
× (F
tj
m−1F
tj
m−2 · · ·F
tj
m−j+1)
}
.(x((ℓ−1)ǫ1+···+(ℓ−1)ǫm−j+1) ⊗ xi(tj+1) · · ·xis)
= ([ tj ]!)
j−1x((ℓ−1)ǫ1+···+(ℓ−1)ǫm−j+(ℓ−1−tj)ǫm−j+1) ⊗ xi1 · · ·xis 6= 0.
Namely, we get that vector x((ℓ−1)ǫ1+···+(ℓ−1)ǫm−j+(ℓ−1−tj)ǫm−j+1) ⊗ xµ with |µ | = s ≥ p is
generated by highest weight vector x(τ(m)) ⊗ xm+1 · · ·xm+p.
As |α | = (m−j)(ℓ−1)+ℓ−1−tj , by the same argument as the last paragraph of Step 1
in part (I), any vector x(α)⊗xµ is generated by the x((ℓ−1)ǫ1+···+(ℓ−1)ǫm−j+(ℓ−1−tj)ǫm−j+1)⊗xµ
via some suitable actions of Fi’s in uq(sl(m)). Hence, for N < t ≤ N+n, Ωq(m|n, 1)
(t) is a
highest weight module generated by highest weight vector x(τ(m)) ⊗ xm+1 · · ·xm+p.
On the other hand, any vector x(α) ⊗ xµ ∈ Ωq(m|n, 1)
(t) with |α |+|µ | = N+p can
be lifted to highest weight vector x(τ(m)) ⊗ xm+1 · · ·xm+p by some actions of Ej ’s (j ∈
J). Indeed, we can lift the vector x(α) ⊗ xµ to x((ℓ−1)ǫ1+···+(ℓ−1)ǫm−j+(ℓ−1−tj)ǫm−j+1) ⊗ xµ by
following Step 1 in part (I) similarly, so here we don’t reduplicate the details.
Observing that s = tj+(j−1)(ℓ−1)+p or, s−tj−(j−1)(ℓ−1) = p, and x
µ = xi1 · · ·xis
(m+1 ≤ i1 < · · · < is ≤ m+n), we have{
(E
tj
m−j+1 · · ·E
tj
m−2E
tj
m−1)(Em · · ·Eitj−2Eitj−1) · · · (Em · · ·Ei2−2Ei2−1)×
× (Em · · ·Ei1−2Ei1−1)
}
.(x((ℓ−1)ǫ1+···+(ℓ−1)ǫm−j+(ℓ−1−tj)ǫm−j+1) ⊗ xi1 · · ·xis)
= ([ tj ]!)
j−1[ ℓ−tj ][ ℓ−tj+1 ] · · · [ ℓ−1 ] x
((ℓ−1)ǫ1+···+(ℓ−1)ǫm−j+1) ⊗ xi(tj+1) · · ·xis 6= 0,{
(EmEm+1· · ·Ei(tj+(j−1)(ℓ−1))−1)· · ·(EmEm+1· · ·Ei(tj+(j−2)(ℓ−1)+1)−1)(E
ℓ−1
m−1)
× (EmEm+1· · ·Ei(tj+(j−2)(ℓ−1))−1)· · ·(EmEm+1· · ·Ei(tj+2(ℓ−1)+1)−1)(E
ℓ−1
m−j+3· · ·E
ℓ−1
m−2E
ℓ−1
m−1)
× (EmEm+1· · ·Ei(tj+2(ℓ−1))−1)· · ·(EmEm+1· · ·Ei(tj+ℓ)−1)(E
ℓ−1
m−j+2· · ·E
ℓ−1
m−2E
ℓ−1
m−1)
× (Em· · ·Ei(tj+ℓ−1)−1)· · ·(Em· · ·Ei(tj+1)−1)
}
.(x((ℓ−1)ǫ1+···+(ℓ−1)ǫm−j+1) ⊗ xi(tj+1) · · ·xis)
= ([ ℓ−1 ]!)
j(j−1)
2 x(τ(m)) ⊗ xi(tj+(j−1)(ℓ−1)+1) · · ·xis︸ ︷︷ ︸
p
6= 0,
{
(Em+pEm+p+1· · ·Ei(tj+(j−1)(ℓ−1)+p)−1)· · ·(Em+2Em+3· · ·Ei(tj+(j−1)(ℓ−1)+2)−1)×
× (Em+1Em+2· · ·Ei(tj+(j−1)(ℓ−1)+1)−1)
}
.(x(τ(m)) ⊗ xi(tj+(j−1)(ℓ−1)+1) · · ·xis)
= x(τ(m)) ⊗ xm+1· · ·xm+p 6= 0.
Therefore, we get highest weight vector x(τ(m)) ⊗ xµ by starting to lift any monomial
x(α) ⊗ xµ ∈ Ωq(m|n, 1)
(t).
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Based on the above fact just proved and using the same argument (for the simplicity
criteria) in the last paragraph of part (1), we conclude that Ωq(m|n, 1)
(t) (N < t = N+p ≤
N+n) is a simple uq-module isomorphic to V ((ℓ−2)ωm+ωm+p). 
Note that the conclusions of Theorem 28 (ii) in the overlapping cases: i = m, tm = ℓ−1
and p = 0 are the same, namely, both are V ((ℓ−1)ωm).
Corollary 29. (i) If char(q) = 0, then for t ≤ n,
dimk Ωq(m|n)
(t) = dimk V (tω1) =
∑
0≤s≤t
(
m+t−s−1
t−s
)(
n
s
)
;
and for t > n,
dimk Ωq(m|n)
(t) = dimk V (tω1) =
∑
0≤s≤n
(
m+t−s−1
t−s
)(
n
s
)
.
(ii) If char(q) = ℓ, then for t ≤ n,
dimk Ωq(m|n, 1)
(t) = dimk V ((ℓ−1−ti)ωi−1+tiωi) =
∑
0≤s≤t
(
n
s
)
dimkA
(t−s)
q (m; 1);
and for t > n,
dimk Ωq(m|n, 1)
(t) = dimk V ((ℓ−1−ti)ωi−1+tiωi) =
∑
0≤s≤n
(
n
s
)
dimkA
(t−s)
q (m; 1),
where dimkA
(s)
q (m; 1) =
∑⌊ s
ℓ
⌋
i=0(−1)
i
(
m
i
)(
m+s−iℓ−1
n−1
)
, where by ⌊x⌋ means the integer
part of x ∈ Q.
Proof. Note that dimkA
(s)
q (m) = dimk Sym
sV =
(
m+s−1
s
)
(see [6] or [15]) when char(q) = 0
and dimk V = m, while dimkA
(s)
q (m; 1) =
∑⌊ s
ℓ
⌋
i=0(−1)
i
(
m
i
)(
m+s−iℓ−1
m−1
)
(see Corollary 2.6 [7])
when char(q) = ℓ > 0. Then the results follow from the proof of Theorem 28. 
5. Manin dual of quantum affine (m|n)-superspace A
m|n
q , quantum
Grassmann dual superalgebra Ω!q(m|n) and its module algebra
5.1. Manin dual of quantum affine (m|n)-superspace A
m|n
q . According to Manin’s
concept (see [22]), the Manin dual of the quantum affine m-space A
m|0
q is the quantum
exterior m-space A
0|m
q = Λq(m), and vise versa. So the Manin dual object of the quantum
affine (m|n)-superspace A
m|n
q = A
m|0
q ⊗ A
0|n
q−1
is (A
m|n
q )! = A
0|m
q ⊗ A
n|0
q−1
, as vector spaces.
Definition 30. The Manin dual, (A
m|n
q )!, of the quantum affine (m|n)-superspace A
m|n
q
is defined to be the quotient of the free associative algebra k{ yi | i ∈ I } over k by the
quadratic ideal J(V) generated by
(5.1)
y2i , yjyi + q
−1yiyj , for i ∈ I0, j ∈ I, j > i;
yjyi − q
−1yiyj, for i, j ∈ I1, j > i.
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Obviously, (A
m|n
q )! ∼= A
0|m
q ⊗kA
n|0
q−1
= Λq(m)⊗A
n|0
q−1
= Λq(m)0¯⊗k A
n|0
q−1
⊕Λq(m)1¯⊗kA
n|0
q−1
,
as vector spaces. In fact, the Manin dual (A
m|n
q )! is an associative k-superalgebra which
has a natural monomial basis consisting of {y〈µ,α〉 := yµ⊗ yα | µ = 〈i1, · · · , im〉 ∈ Z
m
2 , α =
(α1, · · · , αn) ∈ Z
n
+}, where y
µ = yi1 · · · yim and y
α = yα11 · · · y
αn
n . It is convenient for us to
consider (m+n)-tuple 〈µ, α〉 ∈ Zm+n+ with the convention: y
〈µ,α〉 = 0 for 〈µ, α〉 6∈ Zm2 ×Z
n
+,
and extend the ∗-product in Lemma 2 to the (m + n)-tuples in Zm+n. We still have the
following
(5.2) 〈µ, α〉 ∗ 〈ν, β〉 = µ ∗ ν + α ∗ β + α ∗ ν = µ ∗ ν + α ∗ β + |ν||α|.
Now we can write down its multiplication formula explicitly on (A
m|n
q )! as follows
(5.3) y〈µ,α〉 · y〈ν,β〉 = (−1)α∗β(−q)−〈µ,α〉∗〈ν,β〉y〈µ+ν,α+β〉.
5.2. Quantum dual Grassmann superalgebra as Uq-module algebra. Parallel to
the quantum Grassmann superalgebra Ωq(m|n), we now introduce its Manin dual object
Ω!q(m|n), which we call it the quantum dual Grassmann superalgebra.
Definition 31. The quantum dual Grassmann superalgebra Ω!q(m|n) is defined as a super-
space over k with the multiplication given by
(5.4) (xµ ⊗ x(α)) · (xν ⊗ x(β)) = (−q)−α∗νxµxν ⊗ x(α)x(β),
for any xµ, xν ∈ Λq(m), x
(α), x(β) ∈ Aq−1(n), which is an associative k-superalgebra.
When char(q) = ℓ ≥ 3, Ω!q(m|n, 1) := Λq(m) ⊗ Aq−1(n, 1) is a sub-superalgebra, which
is referred to as the quantum restricted dual Grassmann superalgebra.
From Subsections 2.5 and 3.1, we see that the set
{ xµ ⊗ x(α) | µ ∈ Zm2 , α ∈ Z
n
+ }
forms a monomial k-basis of Ω!q(m|n), and the set
{ xµ ⊗ x(α) | µ ∈ Zm2 , α ∈ Z
n
+, α ≤ τ(n) = (ℓ−1, · · · , ℓ−1) }
forms a monomial k-basis of Ω!q(m|n, 1).
Set Aq−1 := Aq−1(n) or, Aq−1(n, 1). Over the quantum (restricted) dual Grassmann
superalgebra Ω!q = Λq(m)⊗ (A
−1
q )0¯
⊕
Λq(m)⊗ (Aq−1)1¯ with (Aq−1 )¯i and i¯ ≡ i (mod 2), we
will need the parity automorphism τ ′ : Ω!q −→ Ω
!
q of order 2 defined by
(5.5) τ ′(xµ ⊗ x(α)) = (−1)|α|xµ ⊗ x(α), ∀ xµ ⊗ x(α) ∈ Ω!q.
By Proposition 4.3 [13], we know that Λq(m) is a Uq(m)- (or uq(m)-) module with
the same realization of Theorem 4.1 [13], where Uq(m) = Uq(gl(m)) or Uq(sl(m)), uq =
uq(gl(m)) or uq(sl(m)). Meanwhile, Aq−1 is Uq−1(n)- (or uq−1(n)-) module with the real-
ization given by Theorem 4.1 [13] (instead q by q−1). Based on Remark 2.3, we guess the
following
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Theorem 32. For any xµ ⊗ x(α) ∈ Ω!q := Ω
!
q(m|n) or, Ω
!
q(m|n, 1) when char(q) = ℓ > 2,
set
Ej .(x
µ ⊗ x(α)) = (xj∂j+1σj)(x
µ ⊗ x(α)), (j ∈ J)(5.6)
Fj .(x
µ ⊗ x(α)) = (σ−1j xj+1∂j)(x
µ ⊗ x(α)), (j ∈ J)(5.7)
Kj .(x
µ ⊗ x(α)) = σj(x
µ ⊗ x(α)), (j ∈ I)(5.8)
Kj.(x
µ ⊗ x(α)) = σjσ
−1
j+1(x
µ ⊗ x(α)), (j ∈ J)(5.9)
σ(xµ ⊗ x(α)) = τ ′(xµ ⊗ x(α)) = (−1)|α|xµ ⊗ x(α).(5.10)
Formulae (5.6)—(5.10) define a Uq-module algebra structure over the quantum (restricted)
dual Grassmann superalgebra Ω!q, where Uq := Uq(gl(m|n)), Uq(sl(m|n)) respectively, or the
restricted object uq(gl(m|n)), uq(sl(m|n)) respectively, when char(q) = ℓ > 2.
Before giving the proof, let us make some definitions. Recall that: in Λq(m), for 1 ≤ i <
j ≤ m, we have xjxi = −q
−1xixj . So, for ǫj , ν ∈ Z
m
2 , we have
xj .(x
ν) = (−q)−ǫj∗νδνj ,0x
ν+ǫj , (j ∈ I0)(5.11)
∂j .(x
ν) = (−q)ǫj∗νδνj ,1x
ν−ǫj , (j ∈ I0).(5.12)
While for j ∈ I1, x
(α) ∈ Aq−1 , we have
xj .(x
(α)) = q−ǫj∗α[αj+1 ] x
(α+ǫj), (j ∈ I1)(5.13)
∂j .(x
(α)) = qǫj∗αx(α−ǫj), (j ∈ I1)(5.14)
Meanwhile, since xj .x
ν = (−q)−ǫj∗νxν .xj for j ∈ I1 and x
ν ∈ Λq(m), this allows us to make
convention:
xj .(x
ν ⊗ x(α)) = (−q)−ǫj∗νxν ⊗ xj .(x
(α)), (j ∈ I1)(5.15)
∂j .(x
ν ⊗ x(α)) = (−q)ǫj∗νxν ⊗ ∂j .(x
(α)), (j ∈ I1).(5.16)
These lead to the actions of Ej , Fj and K
±1
j on Λq(m)⊗Aq−1 when j ∈ I1 essentially direct
acting on the second factor Aq−1, which has been well given by Theorem 4.1 [13] (instead
of q there by q−1): Ej .(x
ν ⊗ x(α)) = xν ⊗Ej .(x
(α)) = xν ⊗ xj∂j+1σj .(x
(α)), Fj.(x
ν ⊗ x(α)) =
xν ⊗ Fj .(x
(α)) = xν ⊗ σ−1j xj+1∂j .(x
(α)), where
σj(x
(α)) = q−αjx(α), (j ∈ I1).(5.17)
Proof. (I) Firstly, in order to prove the module structure on Ω!q(m|n), it suffices to check
relations: (R3) for the cases when i ≤ m, (R5) for the case when i = m+1 and j = m,
(R6) & (R7).
(R3): For i = j < m: Noticing (5.11) & (5.12), we have
Ei.(x
ν ⊗ x(α)) = (−q)(ǫi+1−ǫi)∗νδ0,νiδ1,νi+1x
ν+ǫi−ǫi+1 ⊗ x(α) = δ0,νiδ1,νi+1x
ν+ǫi−ǫi+1 ⊗ x(α),
Fi.(x
ν ⊗ x(α)) = (−q)(ǫi−ǫi+1)∗ν+1δ1,νiδ0,νi+1x
ν−ǫi+ǫi+1 ⊗ x(α) = δ1,νiδ0,νi+1x
ν−ǫi+ǫi+1 ⊗ x(α).
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Clearly, when | i−j | > 1, we have EiFj = FjEi, and when | i−j | = 1, we can assume
j = i+1, then
EiFi+1.(x
ν ⊗ x(α)) = Ei.(δ1,νi+1δ0,νi+2x
ν−ǫi+1+ǫi+2 ⊗ x(α)) = 0,
Fi+1Ei.(x
ν ⊗ x(α)) = Fi+1.(δ0,νiδ1,νi+1x
ν+ǫi−ǫi+1 ⊗ x(α)) = 0,
namely, EiFi+1 = Fi+1Ei, for i < m. Similarly, we have Ei+1Fi = FiEi+1, for i < m.
And on the other hand, we get
(EiFi − FiEi).(x
ν ⊗ x(α)) = (EiFi − FiEi).(x
ν)⊗ x(α)
= (δ1,νiδ0,νi+1 − δ0,νiδ1,νi+1)x
ν ⊗ x(α)
=
Ki −K
−1
i
q − q−1
.(xν ⊗ x(α)),
where Ki = σiσ
−1
i+1 for i < m, and
σi(x
ν) = qνixν , (i ∈ I0).(5.18)
For i = j = m: By (5.11) — (5.16), we have
Em.(x
ν ⊗ x(α)) = xm∂m+1σm(x
ν ⊗ x(α)) = δ0,νmx
ν+ǫm ⊗ x(α−ǫm+1),(5.19)
Fm.(x
ν ⊗ x(α)) = σ−1m xm+1∂m(x
ν ⊗ x(α)) = δ1,νm[α1+1 ] x
ν−ǫm ⊗ x(α+ǫm+1).(5.20)
Therefore, we obtain(
EmFm + FmEm
)
.(xν ⊗ x(α)) =
(
δ1,νm[α1+1 ] + δ0,νm [α1 ]
)
(xν ⊗ x(α))
=
Km −K
−1
m
q − q−1
.(xν ⊗ x(α)),
where Km = σmσ
−1
m+1.
For i = m, j < m, we have i 6= j, qi = q, and p(Fj) = 0 which implies that (R3) becomes
EmFj − FjEm = 0. Noting that Fj = σ
−1
j xj+1∂j , Em = xm∂m+1σm, by (5.13) & (5.14),
EmFj.(x
µ ⊗ x(α)) = Em.(δµj ,1δµj+1,0x
µ−ǫj+ǫj+1 ⊗ x(α))
= δµj ,1δµj+1,0(−q)
(ǫm+1−ǫm)∗(µ−ǫj+ǫj+1)xµ−ǫj+ǫj+1+ǫm ⊗ x(α−ǫm+1),
FjEm.(x
µ ⊗ x(α)) = Fj .((−q)
(ǫm+1−ǫm)∗µxµ+ǫm ⊗ x(α−ǫm+1))
= δµj ,1δµj+1,0(−q)
(ǫm+1−ǫm)∗µxµ−ǫj+ǫj+1+ǫm ⊗ x(α−ǫm+1),
we obtain the required result in both cases j+1 = m, & j+1 < m, and thus (R3) holds in
this case.
For i = m, j > m, then we have i 6= j, qi = q, and p(Fj) = 0, thus (R3) becomes
EmFj − FjEm = 0. Note Fj = σ
−1
j xj+1∂j , Fj(x
µ⊗x(α)) = [αj+1+1 ] x
µ⊗x(α−ǫj+ǫj+1). Then
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we have
EmFj .(x
µ ⊗ x(α)) = Em.([αj+1+1 ] x
µ ⊗ x(α−ǫj+ǫj+1))
= [αj+1+1 ] δµm,0 x
µ+ǫm ⊗ x(α−ǫm+1−ǫj+ǫj+1),
FjEm.(x
µ ⊗ x(α)) = Fj.(δµm,0x
µ+ǫm ⊗ x(α−ǫm+1))
= δµm,0[αj+1+1 ] x
µ+ǫm ⊗ x(α−ǫm+1−ǫj+ǫj+1).
Clearly, EmFj = FjEm for j > m.
Similarly, we can check EiFm = FmEi for i 6= m.
(R5): It suffices to consider the case when i = m+1, j = m to check that F 2m+1Fm −
(q+q−1)Fm+1FmFm+1+FmF
2
m+1 = 0. This is true, because noting that Fi = σ
−1
i xi+1∂i, we
have
F 2m+1Fm.(x
µ ⊗ x(α)) = F 2m+1.([α1+1 ]x
µ−ǫm ⊗ x(α+ǫm+1))
= [α1+1 ][α2+1 ][α2+2 ] x
µ−ǫm ⊗ x(α−ǫm+1+2ǫm+2),
Fm+1FmFm+1.(x
µ ⊗ x(α)) = Fm+1Fm.([α2+1 ] x
µ ⊗ x(α−ǫm+1+ǫm+2))
= [α1 ][α2+1 ][α2+2 ] x
µ−ǫm ⊗ x(α−ǫm+1+2ǫm+2),
FmF
2
m+1.(x
µ ⊗ x(α)) = Fm.([α2+1 ][α2+2 ] x
µ ⊗ x(α−2ǫm+1+2ǫm+2))
= [α1−1 ][α2+1 ][α2+2 ] x
µ−ǫm ⊗ x(α−ǫm+1+2ǫm+2).
Similarly, we can check E2m+1Em − (q+q
−1)Em+1EmEm+1 + EmE
2
m+1 = 0.
(R6): E2m = 0 = F
2
m is due to x
2
m = 0 in Λq(m).
(R7): Noting that Ei = xi∂i+1σi, and x
2
m = 0, we have
Em−1EmEm+1Em.(x
µ ⊗ x(α)) = Em−1EmEm+1.(x
µ+ǫm ⊗ x(α−ǫm+1))
= Em−1Em.([α1 ] x
µ+ǫm ⊗ x(α−ǫm+2)) = 0,
EmEm−1EmEm+1.(x
µ ⊗ x(α)) = EmEm−1Em.([α1+1 ] x
µ ⊗ x(α+ǫm+1−ǫm+2))
= EmEm−1.([α1+1 ] x
µ+ǫm ⊗ x(α−ǫm+2))
= Em.([α1+1 ] x
µ+ǫm−1 ⊗ x(α−ǫm+2))
= [α1+1 ] x
µ+ǫm−1+ǫm ⊗ x(α−ǫm+1−ǫm+2),
Em+1EmEm−1Em.(x
µ ⊗ x(α)) = Em+1EmEm−1.(x
µ+ǫm ⊗ x(α−ǫm+1))
= Em+1Em.(x
µ+ǫm−1 ⊗ x(α−ǫm+1))
= Em+1.(x
µ+ǫm−1+ǫm ⊗ x(α−2ǫm+1))
= [α1−1 ] x
µ+ǫm−1+ǫm ⊗ x(α−ǫm+1−ǫm+2),
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EmEm+1EmEm−1.(x
µ ⊗ x(α)) = EmEm+1Em.(δµm,1x
µ+ǫm−1−ǫm ⊗ x(α))
= EmEm+1.(δµm,1x
µ+ǫm−1 ⊗ x(α−ǫm+1))
= Em.([α1 ]δµm,1 x
µ+ǫm−1 ⊗ x(α−ǫm+2))
= [α1 ]δµm,1 x
µ+ǫm−1+ǫm ⊗ x(α−ǫm+1−ǫm+2)
= 0, (x2m = 0),
EmEm−1Em+1Em.(x
µ ⊗ x(α)) = EmEm−1.([α1 ] x
µ+ǫm ⊗ x(α−ǫm+2))
= Em.([α1 ] x
µ+ǫm−1 ⊗ x(α−ǫm+2))
= [α1 ] x
µ+ǫm−1+ǫm ⊗ x(α−ǫm+1−ǫm+2).
This gives the required relation: Em−1EmEm+1Em+EmEm−1EmEm+1+Em+1EmEm−1Em+
EmEm+1EmEm−1 − (q+q
−1)EmEm−1Em+1Em = 0.
Similarly, it is easy to check that: Fm−1FmFm+1Fm+FmFm−1FmFm+1+Fm+1FmFm−1Fm+
FmFm+1FmFm−1 − (q+q
−1)FmFm−1Fm+1Fm = 0.
(II) Secondly, it suffices to check that the quantum dual Grassmann algebra Ω!q(m|n) is
a Uq(gl(m|n))-module algebra. To this end, we only check here that Em and Fm act on
product element (xµ ⊗ x(α))(xν ⊗ x(β)) via ∆(Em) = Em ⊗ Km + σ ⊗ Em and ∆(Fm) =
Fm ⊗ 1 + σK
−1
m ⊗ Fm, respectively.
(1) For i = m: Em = xm∂m+1σm, Km = σmσ
−1
m+1, ∀ x
µ ⊗ x(α) ∈ Ω!q, where µ =
(µ1, · · · , µn) ∈ Z
m
2 , noting that Em(x
µ ⊗ x(α)) = δ0,µm x
µ+ǫm ⊗ x(α−ǫm+1), we get
Em.(x
µ ⊗ x(α))Km.(x
ν ⊗ x(β)) + σ(xµ ⊗ x(α))Em.(x
ν ⊗ x(β))
= δ0,µmq
νm+β1(−q)−(α−ǫm+1)∗ν xµ+ǫmxν ⊗ x(α−ǫm+1)x(β)
+ (−1)|α|δ0,νm(−q)
−α∗(ν+ǫm) xµxν+ǫm ⊗ x(α)x(β−ǫm+1)
= δ0,µmq
νm+β1(−q)−(α−ǫm+1)∗ν−(µ+ǫm)∗ν q−(α−ǫm+1)∗β
[
α+β−ǫm+1
β
]
xµ+ν+ǫm⊗x(α+β−ǫm+1)
+ (−1)|α|δ0,νm(−q)
−α∗(ν+ǫm)−µ∗(ν+ǫm)q−α∗(β−ǫm+1)
[
α+β−ǫm+1
α
]
xµ+ν+ǫm ⊗ x(α+β−ǫm+1)
= δ0,µm+νm
(
q2νm+β1(−1)νm[α1 ] + q
−α1 [ β1 ]
)
q−α∗β(−q)−α∗ν−µ∗ν
[α1+β1]
[
α+β
α
]
×
× xµ+ν+ǫm⊗x(α+β−ǫm+1)
= q−α∗β(−q)−α∗ν−µ∗ν
[
α+β
α
]
xm∂m+1σm(x
µ+ν ⊗ x(α+β))
= Em.
(
(xµ ⊗ x(α))(xν ⊗ x(β))
)
,
where we used −(ǫm−ǫm+1) ∗ ν = νm and ǫm+1 ∗ β = 0 = µ ∗ ǫm, α ∗ ǫm = |α |, and
(−1)|α |(−q)−|α |qα∗ǫm+1 = q−α1 and qβ1[α1 ] + q
−α1 [ β1 ] = [α1+β1 ].
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For Fm = σ
−1
m xm+1∂m: ∀ x
µ⊗ x(α), xν ⊗ x(β) ∈ Ω!q, noting that σ
−1
m xm+1∂m(x
µ⊗ x(α)) =
δ1,µm [α1+1 ] x
µ−ǫm ⊗ x(α+ǫm+1), and K−1m .(x
µ) = σ−1m σm+1(x
µ) = q−µmxµ, we have
Fm.(x
µ ⊗ x(α))(xν ⊗ x(β)) + σK−1m .(x
µ ⊗ x(α))Fm.(x
ν ⊗ x(β))
= δ1,µm(−q)
−(α+ǫm+1)∗ν−(µ−ǫm)∗νq−(α+ǫm+1)∗β [α1+1]
[
α+β+ǫm+1
β
]
xµ+ν−ǫm ⊗ x(α+β+ǫm+1)
+ (−1)|α|δ1,νm(−q)
−(µ+α)∗(ν−ǫm)q−µm−α1−α∗(β+ǫm+1)[β1+1]
[
α+β+ǫm+1
α
]
xµ+ν−ǫm⊗x(α+β+ǫm+1)
= (δ1,µm(−q)
−νm + δ1,νmq
−µm)(−q)−α∗ν−µ∗νq−α∗β [α1+β1+1 ]
[
α+β
α
]
xµ+ν−ǫm⊗x(α+β+ǫm+1)
= δ1,µm+νm(−q)
−α∗ν−µ∗νq−α∗β [α1+β1+1 ]
[
α+β
α
]
xµ+ν−ǫm⊗x(α+β+ǫm+1)
= (−q)−α∗ν−µ∗νq−α∗β
[
α+β
α
]
Fm.(x
µ+ν ⊗ x(α+β)) = Fm.
(
(xµ ⊗ x(α))(xν ⊗ x(β))
)
,
where we used (ǫm − ǫm+1) ∗ ν = −νm, ǫm+1 ∗ β = 0, µ ∗ ǫm = 0 and α ∗ (ǫm − ǫm+1) = α1.
(2) Both for i < m and i > m: we easily check that
Ei.(x
µ ⊗ x(α)) = Ei.(x
µ)⊗ x(α), (i < m)
Fi.(x
µ ⊗ x(α)) = Fi.(x
µ)⊗ x(α), (i < m)
Ei.(x
µ ⊗ x(α)) = xµ ⊗Ei.(x
(α)), (i > m)
Fi.(x
µ ⊗ x(α)) = xµ ⊗ Fi.(x
(α)), (i > m).
By analogue of the arguments used in Steps (I) (3) & (I) (1) of the proof of Theorem 27,
we can examine that that Ei and Fi (i 6= m) act on product element (x
µ⊗ x(α))(xν ⊗ x(β))
via ∆(Ei) = Ei ⊗Ki + 1⊗ Ei and ∆(Fi) = Fi ⊗ 1 +K
−1
i ⊗ Fi (i 6= m), respectively.
This completes the proof. 
From the proof of Theorem 32, we see that Ω!q(m|n) as the Uq-module algebra containing
Λq(m) as a part of its even part has different superalgebra structure from that of Ωq(m|n).
5.3. The submodule structures on homogeneous spaces of Ω!q. For each 0 ≤ j ≤ n,
we denote by
Λq(m)
(i) := span
k
{ xµ | |µ | = i }.
It follows from the definition that Λq(m) =
⊕m
i=0 Λq(m)
(i). For any t ∈ Z+, define
Ω!q
(t)
:=
⊕
i+j=t
Λq(m)
(i) ⊗A
(j)
q−1
,
where Ω!q = Ω
!
q(m|n) or, Ω
!
q(m|n, 1) only when char(q) = ℓ > 2, and Aq−1 = Aq−1(n) or,
Aq−1(n, 1) only when char(q) = ℓ > 2.
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It is clear that the set { xµ⊗x(α) ∈ Ω!q | |α |+|µ | = t } forms a k-basis of the homogeneous
space Ω!q
(t)
. Therefore, we have Ω!q =
⊕
t≥0Ω
!
q
(t)
, in particular, Ω!q(m|n) =
⊕
t≥0 Ω
!
q(m|n)
(t)
and Ω!q(m|n, 1) =
⊕m+N
t=0 Ω
!
q(m|n, l)
(t), where N = | τ(n) | = n(ℓ−1).
Theorem 33. Each subspace Ω!q(m|n)
(t) is a Uq-submodule of Ω
!
q(m|n) and Ω
!
q(m|n, 1)
(t)
is a uq-submodule of Ω
!
q(m|n, 1) when char(q) = ℓ > 2.
(i) If char(q) = 0, then for t ≤ m, each submodule Ω!q(m|n)
(t) ∼= V (ωt) is a simple
module generated by highest weight vector xωt ⊗ 1, where ωt = ǫ1 + · · ·+ ǫt; and for
t > m, each submodule Ω!q(m|n)
(t) ∼= V (ωm+(t−m)ǫm+1) is a simple module generated
by highest weight vector xωm ⊗ x((t−m)ǫm+1).
(ii) If char(q) = ℓ, then for t ≤ m, the submodule Ω!q(m|n, 1)
(t) ∼= V (ωt); and for t > m,
each submodule Ω!q(m|n, 1)
(t) ∼= V (ωm+(ℓ−1)ǫm+1+ · · ·+(ℓ−1)ǫm+(i−1)+tiǫm+i) is a
simple module generated by highest weight vector xωm⊗x((ℓ−1)ǫm+1+···+(ℓ−1)ǫm+(i−1)+tiǫm+i)
where t−m = (i−1)(ℓ−1) + ti, (0 ≤ ti ≤ ℓ−1).
Proof. The proof is similar to that of Theorem 27, and left to the reader. 
Corollary 34. (i) If char(q) = 0, then for t ≤ m,
dimk Ω
!
q(m|n)
(t) = dimk V (ωt) =
∑
0≤s≤t
(
m
s
)(
n+t−s−1
t−s
)
;
and for t > m,
dimk Ω
!
q(m|n)
(t) = dimk V (ωm + (t−m)ǫm+1) =
∑
0≤s≤m
(
m
s
)(
n+t−s−1
t−s
)
.
(ii) If char(q) = ℓ, then for t ≤ m,
dimk Ω
!
q(m|n, 1)
(t) = dimk V (ωt) =
∑
0≤s≤t
(
m
s
)
dimkA
(t−s)
q−1
(n; 1);
and for t > m,
dimk Ω
!
q(m|n, 1)
(t) = dimk V (ωm+(ℓ−1)ǫm+1+ · · ·+(ℓ−1)ǫm+(i−1)+tiǫm+i)
=
∑
0≤s≤m
(
m
s
)
dimkA
(t−s)
q−1
(n; 1),
where dimkA
(s)
q−1
(n; 1) =
∑⌊ s
ℓ
⌋
i=0(−1)
i
(
n
i
)(
n+s−iℓ−1
n−1
)
, where by ⌊x⌋ means the integer part
of x ∈ Q.
Proof. Note that dimkA
(s)
q−1
(n) = dimk Sym
sV =
(
n+s−1
s
)
(see [6]) when char(q) = 0 and
dimk V = n, while dimkA
(s)
q−1
(n; 1) =
∑⌊ s
ℓ
⌋
i=0(−1)
i
(
n
i
)(
n+s−iℓ−1
n−1
)
(see Corollary 2.6 [7]) when
char(q) = ℓ > 0. Then the results follow from the proof of Theorem 33. 
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