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Introduction
The infant mortality rate (IMR) is widely used. It is a measure not only used as a direct indicator of the risk of infant death, but also indirectly as an indicator of overall population health, the availability and quality of health care services, and socioeconomic status differentials (Hummer 2005; Kinge and Kornstad 2014; Kitagawa and Hauser 1973; Link and Phelan 1995; Ram et al. 2016; Stockwell et al. 2005; Stockwell et al. 1987 ). 1 Because statistical data are often used to guide health policy decisions, it is not surprising that the IMR is used in this regard (Chen et al. 2016; Infant Mortality Review Committee 2016; Kleinman 1996; Misra et al. 2004; Stockwell et al. 1987) . Moreover, as observed by VanEenwyk and Macdonald (2012) , questions concerning health outcomes and related health behaviors and environmental factors often are studied within small subgroups of a population because many activities to improve health affect relatively small populations.
Fortunately, the advent of geographic information systems and high volume, fast computer-based information systems often involving the matching of records from different sources means that this type of information is technically feasible. Unfortunately, data representing small populations are subject to high levels of stochastic uncertainty, which implies lower levels of precision for small populations than those typically found in larger populations (Reeske and Razum 2011; Swanson and Tayman 2012: 216) . As such, even when infant deaths are available for small populations and IMRs can be computed, these rates may not be reflective of the intrinsic (in the demographic sense) mortality regimes affecting the small populations in question. Awareness of this situation has led to a range of methods used in developing estimates of the underlying IMRs for small populations. One approach is "non-reporting," which is to simply not report IMRs for small populations, as it is the case with the Centers for Disease Control (US National Center for Health Statistics n.d.). However, this approach discards related information (e.g., reported births) that may be of use in estimating IMRs for small populations.
Another general approach is to provide an estimate by embedding small population information within a "larger context," which takes us back to the "aggregation strategy" discussed earlier. This approach is used by, among other agencies, the US National Center for Health Statistics (2018), for which the "larger context" is defined both in terms of time and space. In terms of time, the NCHS data on infant mortality rates by 1 Murray (1996) has argued that the infant mortality rate is flawed when it is used as an index of overall mortality (i.e., the mortality regime affecting a given population) and that Disability Adjusted life Expectancy (DALE) should be used in its place. However, it has been pointed out by Reidpath and Allotey (2003) that the infant mortality rate and the DALE are so highly correlated that it merely goes to reinforce the intuition that the causes of infant mortality are strongly related to those structural factors like economic development, general living conditions, social well-being, and environmental factors, and, and such, the infant mortality rate remains a useful and comparatively inexpensive indicator of population health. Guillot et al. (2013) also note that infant mortality is responsive to changes in annual mortality conditions because it involves a short lag between the timing of mortality exposures and the timing of corresponding births. county are aggregated for the period 2007-2015 and in terms of space, counties with small populations are aggregated. Statistics Canada (2017) uses a similar approach in that it provides a portrait of infant deaths in 2011 for provincial health regions by aggregating them over a three year period (2010) (2011) (2012) . One drawback to this approach is that it typically yields simple arithmetic averages and is not specific to the time and small population of interest. Related to this issue is the fact that these averages are biased unless appropriate weights or other procedures are used to reduce bias (Voss et al. 1995) , steps that may not be feasible in a given situation.
Another "contextual" approach that I refer to as the "representational approach" is taken in this paper, which, unlike the "non-reporting" approach, has the potential to provide estimates of the IMRs underlying small populations, while also avoiding the drawbacks found in the aggregated approach. To this end, a publication by Link and Hahn (1996) was used as a guide in generating the approach described, tested, and applied here. 2
British Columbia's Local Health Areas: a Case Study
British Columbia has 89 Local Health Areas (LHAs). The province is useful as a case study because 66 of its LHAs reported less than 649 births in 2011, marking them as "small populations" for purposes of this study. Moreover, 38 of these 66 small population LHAs reported zero infant deaths in 2011, making the province even more useful as a case study. Exhibit 1 is a map of British Columba by LHA.
Methods
There are two major components of method I introduce in this paper. The first part of the "Methods" section discusses the fundamental binomial nature of infant mortality rates in that they are the proportion of births that result in deaths during the first year of life that constitute a beta-binomial process. The second part of the "Methods" section looks at the second component by extending the beta-binomial process to a set of two estimates constituting samples of the mean and variance of the underlying process and argues that by averaging them, one can produce a superior estimate of the mean proportion of births that result in deaths during the first year of life.
Part I: Infant Mortality Rates as a Beta-Binomial Process
Infant mortality rates measure the proportion of births that result in deaths during the first year of life. As such, they measure the relationship between events (deaths) and trials (births) with the distribution of infant deaths in a given area i at a given time t is (approximately) binomial, with parameter d, where
where i area (i = 1 to n) t time D infant deaths B births and is typically described as a beta-binomial random process with a probability mass function defined by two parameters: α and β. The first parameter, α, can be interpreted as the count of the event of interest, which in our case is the number of infant deaths, the number of births in which the infant dies before achieving the first year of life. The second parameter, β, can be interpreted as the count of "non-events," which in our case is the number of children born who survive to reach 1 year of age. Note that "rate" = α/ (α + β), which in our case is equivalent to" infant mortality rate" = infant deaths/(infant deaths + survivors to age 1), which reduces to infant deaths/births. Thus, parameter α is the numerator in the expression defining a rate, and when added together, the parameters α and β represent the denominator. Together, IMR may be re-expressed as the compound distribution of α and β captured in the beta-binomial probability model:
and is typically described as a Bernoulli random process with a probability mass function defined by:
constitutes the sample mean,
measures the sample variance, and
provides the coefficient of variation-a measure of the relative dispersion and stochastic uncertainty associated with the parameter estimates. Because the IMR may be conceptualized directly using the beta-binomial model, IMRs may be thought of as stochastic processes that occur within each local health area while also contributing to higher-level meta-populations within which they are nested (Karlin and Taylor 2001; Graham and Talay 2013) .
Part II: An Indirect Estimator of IMR Using Averaging of Samples from a Beta-Binomial Stochastic Process
A potential number of strategies exist for dealing with small sample size dynamics or confidentiality suppression in making estimates of infant mortality rates. First, one might simply use the state IMR in place of highly uncertain localized estimates of IMR. This would stabilize estimates for IMR on the local level, but at the expense of potentially masking heterogeneity in IMRs across geographic units. For purposes of capturing spatial patterns in IMR, a main priority in smaller-level analyses, this solution is less acceptable.
A second alternative might be to make local adjustments based on judgment. While this may improve estimates overall, especially when judgments are made by applied demographers with significant experience, this approach is subject to the criticism that non-standard methods are applied across different geographies and/or population groupings. With resource allocation decisions often tied to demographic estimates, this solution may not be satisfactory either. An ideal approach would be to utilize a principled method for adjusting local estimates of IMR. Simple model averaging based on the beta-binomial model represents a viable approach for achieving this goal. Now that it has been established that the IMR constitutes a beta-binomial probability process, the two estimates of this process may be thought of as constituting samples of the mean and variance of the underlying process. Therefore, they may be considered as samples obtained from the same underlying mortality process. As such, it can be anticipated that a superior estimate of the mean proportion is the result of averaging them (Gardiner 1983; Brass et al. 1968; United Nations 1967) . As such, the averages of two estimates based on the model may also be averaged as:
where the subscripts (1 and 2) now represent estimates of death and survivorship counts for two groups. This method can, of course, be extended to k groups as desired. Such (2012) model averaging yields an estimate where a larger-scale and representationally appropriate model IMR is leveraged to make smaller-scale estimates more precise in a manner similar to that observed in the literature on indirect estimation in demography (Moultrie et al. 2013; Siegel and Swanson 2004; United Nations 1967) . Recent attempts to extend indirect estimation based on stochastic process theory have been introduced (Baker et al. 2011) , and in this paper, this idea is leveraged further in developing indirect estimates of IMR based on model averaging. Before turning to a discussion of the data, it is appropriate here to discuss in some detail the averaging process just described. Because an IMR is typically expressed per 1000 births, it can be turned into a binomial variable by dividing it by 1000 (or more generally if IMR is expressed as infant deaths per k births, it would be divided by k). In this form, IMR is strictly bound in that it cannot be less than zero nor greater than (0 ≤ IMR ≤ 1). In practice, it is substantially less than one. Once in this form, a beta-model (binomial) can be fitted to a distribution of IMRs, which when fitted, produces two estimated parameters, α and β. The first parameter, α, can be interpreted as the count of the event of interest, which in our case is the number of infant deaths, the number of births in which the infant dies before achieving the first year of life. The second parameter, β, can be interpreted as the count of "nonevents," which in our case is the number of children born who survive to reach 1 year of age. Note that "rate" = α/(α + β), which in our case is equivalent to "infant mortality rate" = infant deaths/(infant deaths + survivors to age 1), which reduces to infant deaths/births. Thus, parameter α is the numerator in the expression defining a rate, and when added together, the parameters α and β represent the denominator.
The two parameters estimated by fitting the beta-model to a distribution of IMRs are then used to adjust the reported infant deaths (a) and births (b) for the population in question, even when either one or both is equal to zero. The adjustment is straightforward: adjusted IMR = (a + α)/((a + b) + (α + β)). Note, as stated earlier that if a = zero, then the adjusted IMR = α/ (b + α + β) and that if both a and b are zero, then the adjusted IMR = α/(α + β).
Data
In regard to British Columbia, the province's 89 Local Health Areas (LHAs) are divided into two groups for purposes of this paper: (1) those with 649 or more births (23 LHAs), which are defined as "large population LHAs" and those with less than 649 births (66), which are defined as "small population LHAs." I use the first group as the "representative" set of IMS to which the beta-model will be fit. The division is based on 3rd quartile in terms of the births, which starts at 649 for all 89 LHAs. 3 Table 1 shows the births, infant deaths, and IMRs for the 23 3 The third quartile was used as the point to distinguish between large populations and small populations because the distribution of populations across a given type of administrative area tends to be skewed. This effect is commonly known as the "rank-size rule" or "rank-size distribution" (Zipf 1949; Massey et al. 1980; Stephan and Stephan 1984; Swanson and Stephan 2004) . When the births by Local Health Area were ranked in descending order and plotted, a distinct plateau is seen that starts approximately at the 74th percentile (approximately the third quartile) and continues approximately to the 11th percentile, whereupon the number again increases. The plateau suggested that those at or above this level were different in terms of size than those below this level. Other ways could be used to distinguish between large and small populations that may be useful. However, given that this paper represents an initial exploration of this method, it seems appropriate to examine other ways to distinguish large from small populations in subsequent research. "large population" LHAs. The birth and infant death data are taken from the 2011 Vital Statistics Report produced by the British Columbia Vital Statistics Agency (2012).
Results
The beta-binomial model procedure found within the "survival/reliability" module of the NCSS statistical analysis package (release 8) was used to obtain the two beta-model parameters based on the infant mortality rates for the 23 LHAs used as the "large population" representative set (see Table 1 ). The major results of interest found in running this procedure with the data are found as Exhibit 2. Note that there are two different estimates of α and β parameters presented in the exhibit, one accomplished by the method of moments and the other by maximum likelihood estimation. The parameters of the latter are used here, namely α = 5.681206 and β = 1458.264. Table 2 shows both the reported and estimated IMRs of the 66 "small population" LHAs. The estimated IMRs are those found by applying the two beta-parameters in conjunction with reported 2015 infant deaths (including the 38 LHAs reporting zero infant deaths) and reported births by LHA using the formulas described earlier. Exhibit 2 NCSS report of fit of beta-model to IMRs for the 23 LHA "representational set" 
Discussion of Results
The estimated IMRs for the 66 LHAs reporting less than 649 births range from 3.241 (Penticton LHA) to a high of 5.256 (Quesnel LHA). This range is less than that found for original (reported) IMRs for these same 66 LHAs, which is from a low IMR of 0.00 for 38 of them to a high of 25.000 for Lillooet LHA. The reduced range for the estimated IMRs suggests that the process used to create them may, in fact, represent the IMRs underlying these 66 LHAs in that the estimates do not display as high level of variation as found in the original (reported) IMRs. This change in the range suggests a move to a lower level of stochastic uncertainty, which would be more reflective of the intrinsic mortality regimes affecting these "small population" LHAs. This is what the method is intended to do. Because of the "representational context" selection, the estimates are subject to judgment. However, even still the entire process is transparent, which means that the results are not subject to arbitrary and capricious judgments that render them difficult to replication. This and the fact that estimates are valid and can be efficiently generated by the process described here suggests that they have the potential to support policy decisions in British Columbia concerning infant mortality (see, e.g., Infant Mortality Review Committee 2016) while keeping time and resource requirements low, characteristics that Swanson and Tayman (2012: 304) suggest are important components in deciding what methods to use in developing estimates.
Validity Test
Given that the method is producing a revised IMR that is likely to be close to the underlying IMR for a small population and therefore reflective of its intrinsic mortality regime, one would expect the method to do this where one could observe the intrinsic mortality regime. Model stable populations afford this opportunity because they have known intrinsic mortality regimes, the model (1967) . For this purpose, I selected the infant mortality rate associated with West Level 23 for both sexes, which shows that of 100,000 births, 98,166 are expected to reach the first birthday. This yields an IMR of 0.0184 = 1-.98166.
Using the IMR of 0.0184 and a seed population of 100,000, a random sample of 5000 IMRs was generated using the beta-model simulation provided by the NCSS statistical system (release 8). The sample is sufficiently large to allow the simulation program the opportunity to generate outliers, which it did. As can be seen in Exhibit 3, the mean is 0.01838 with a standard deviation of 0.000423 and a coefficient of variation equal to 0.02305. The minimum IMR is .016849 and the maximum is .020147.
From the 5000 randomly generated observations, I extracted two sets of data. For the first set, I extracted the initial 43 IMR randomly generated observations from the simulation. For the second set, I rank-ordered the 5000 observations from high to low and then from low to high and extracted the eight highest IMR and seven lowest IMRs, respectively, from them. The idea is that the entire set represents a synthetic population with 58 observations while the second set of 43 simulated IMRs represents the subset of the synthetic population in which IMRs are reported, and the third set of 15 simulated IMRs represents a subset of "small populations" subject to a high level of stochastic uncertainty. These characteristics mimic the 2009-2011 IMRs reported for the 58 counties of state of California, where the results are not reported for 15 counties (due to their small populations). 4 The 42 observations are expected to be closer, on average, to the "underlying" IMR of 0.01838 and have variation, respectively, than that found in the 15 observations. For the set of 43 observations, the mean IMR is 0.01834 and the coefficient of variation is .02305. For the set of 15 observations, the mean IMR is .01855 and the coefficient of variation is .07692. Thus, the set of 42 observations has a mean and a coefficient of variation closer to the mean and coefficient of variation found in the full set of 5000 observations than does the set of 15 observations. A beta-model was fit to the set of 43 observations, and its parameters were used to revise the IMRs in the set of 15 observations. The expectation is that the revised IMRs will yield a mean IMR closer to that found for the full 5000 set of simulated observations and that the variation among these revised means will decline, yielding a smaller coefficient of observation.
The results show that the beta-model moved the initial IMR estimates for the 15 observations closer to the underlying IMR. As such, they are more reflective of the West Level 23 mortality regime that is intrinsic to them: the mean of the original IMRs for the 88 observations is 0.01855 while the mean for the revised IMRs is 0.01839, which is closer to the underlying IMR of 0.01838. In terms of variation, the coefficient of variation for the initial set of 14 IMRs is .07692, while that for the revised set is 0.00338. These results support the argument that the method described in this paper is capable of moving IMRs subject to stochastic uncertainty closer to the underlying IMRs and their respective intrinsic mortality regimes.
Conclusions
Because of the "representational context" selection, the estimates are subject to judgment. However, even still the entire process is transparent, which means that the results are not subject to arbitrary and capricious judgments that render them difficult to replication. This and the evidential support provided by the validity test suggest that, in fact, our method is capable of producing estimates of underlying IMRs. 5 In turn, these findings suggest that the method is not only capable of generating reasonable IMR estimates in the absence of reported infant deaths, but that these are valid in terms of the intrinsic mortality regimes affecting small populations. Because these estimates can be efficiently generated by the process described here also suggests that they have the potential to support policy decisions while keeping time and resource requirements low, characteristics that Swanson and Tayman (2012) suggest are important components in deciding what methods to use in developing estimates. 6 5 In the validity test, different populations are simulated from a common beta-distribution, and the result is that the two sets of populations, large and small, are normally distributed around the intrinsic mean IMR of the "population." The simulation shows that the adjusted IMRs of the small populations move closer the underlying IMR, which indicates that the method works when both the small and large populations represent samples taken from the same underlying population. If the small populations represent a sample from a different population than the sample of large population, then the adjustment may yield a "biased" estimate of the former's underlying IMR. This shows the importance of having a reference set that conceptually represents a sample from the same underlying population as the small population sample. One way to visualize the unbiased and biased outcomes is to picture the case where the method yields: (1) an "unbiased" estimate, which is when the mean IMR of the large populations is between the underlying IMR and the mean IMR of the small populations, and (2) a "biased" estimate when the method does not move the mean IMR for the small population closer to its underlying IMR, which occurs where the mean IMR of the small population is between the underlying IMR and the mean IMR of the large populations. 6 Although Green and Armstrong (2015) discuss simple vs. complex methods in terms of forecasting, their discussion applies here in that the beta-binomial approach falls into the simple methodological category rather than the complex category. Adapting their discussion to methods in general, the work of Green and Armstrong (2015) suggests that while there is no evidence that shows complexity improves accuracy, complexity remains popular among (1) researchers, because they are rewarded for publishing in highly ranked journals, which favor complexity; (2) methodologists, because complex methods can be used to provide information that support decision makers' plans; and (3) clients, who may be reassured by incomprehensibility. We believe that the argument by Green and Armstrong (2015) can be applied to Bayesian methods, which represents the "complex" alternative to the "simple" beta-binomial approach. We prefer the beta-binomial approach, however, not only because of the argument presented by Green and Armstrong, but also because the application of a Bayesian approach can be difficult, effortful, opaque, and even counter-intuitive (Goodwin 2015) .
In conclusion, it is important to keep in mind that small populations with approximately the same total number of people may have very different age compositions. For example, one may have a relatively large aged population and the other a relatively large young population. This simple example is meant to illustrate the effect of demographic heterogeneity on measures of mortality (Vaupel and Missov 2014) . In situations where substantial heterogeneity may be present, a model with additional covariates may prove useful because the latter can potentially take into account the effects of demographic heterogeneity.
