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Abstract
In this paper we present four sets of saddle-point-type optimality conditions, construct two
Lagrangian-type dual problems, and prove weak and strong duality theorems for a discrete min-
max fractional subset programming problem. We establish these optimality and duality results under
appropriate (b,φ,ρ, θ)-convexity hypotheses.
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1. Introduction
In this paper, we shall use seven seemingly different but essentially equivalent
Lagrangian-type functions to state and prove four sets of saddle-point-type necessary and
sufficient optimality conditions, construct two Lagrangian-type duality models, and prove
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discrete minmax subset programming problem:
(P) Minimize max
1ip
Fi(S)
Gi(S)
subject to Hj(S) 0, j ∈ q, S ∈ An,
where An is the n-fold product of the σ -algebra A of subsets of a given set X;Fi,Gi, i ∈
p ≡ {1,2, . . . , p}, and Hj , j ∈ q , are real-valued functions defined on An, and for each
i ∈ p, Gi(S) > 0 for all S ∈ An such that Hj(S) 0, j ∈ q .
Optimization problems of this type in which the functions Fi,Gi, i ∈ p, and Hj , j ∈ q ,
are defined on a subset of Rn (n-dimensional Euclidean space) are called generalized
fractional programming problems. These problems have arisen in multiobjective program-
ming [1], approximation theory [2,3,12,23], goal programming [7,11], and economics [22].
The notion of duality for a generalized linear fractional programming problem with
point-functions was originally considered by von Neumann [22] in the context of an eco-
nomic equilibrium problem. More recently, various optimality conditions, duality results,
and computational algorithms for several classes of generalized fractional programs with
point-functions have appeared in the related literature. A fairly extensive list of references
pertaining to different aspects of these problems is given in [28].
In the area of subset programming problems, minmax fractional programs like (P) were
first discussed in [25,27]. In [25] necessary and sufficient optimality conditions and sev-
eral duality results were established under generalized ρ-convexity assumptions. This was
accomplished by combining the necessary optimality conditions of [8] for a nonlinear pro-
gram involving differentiable n-set functions, which are the n-set versions of the seminal
results of Morris [18], with a Dinkelbach-type [9] parametric approach. Subsequently,
a Lagrangian-type dual problem was constructed for (P) in [27] via a Gordan-type the-
orem of the alternative, and appropriate duality theorems were proved without imposing
any differentiability requirements. Later, some results of [25] were generalized in [20] by
replacing the notion of ρ-convexity with (F , ρ)-convexity, and in [6] by placing general-
ized ρ-convexity hypotheses on different combinations of the problem functions; different
derivations of the dual problem of [27] were given in [4,10]. In addition, in [10] the
n-set counterpart of a Lagrangian-type dual problem originally formulated by Xu [24],
was presented. Recently, parameter-free versions of the results of [25] were established
in [13], some optimality and duality results for (P) were obtained in [5] under general-
ized b-vexity assumptions, several optimality results and duality relations for (P) with
nonsmooth generalized (F , ρ, θ)-convex functions were discussed in [14], and a num-
ber of generalized sufficient optimality criteria and duality theorems for (P) were proved
in [30–32] under differentiability and various (F , α,ρ, θ)-V-convexity and (F , b,φ,ρ, θ)-
univexity hypotheses.
For brief surveys and lists of references pertaining to various aspects of subset program-
ming problems, including areas of applications, optimality conditions, and duality models,
the reader is referred to [8,13,18,20,26].
The rest of this paper is organized as follows. In Section 2 we give the definitions of
differentiability, convexity, and certain types of generalized convexity for n-set functions,
and recall a set of necessary optimality conditions for (P). In Section 3 we present four
sets of parametric and nonparametric saddle-point-type necessary and sufficient optimality
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optimality results, in Sections 4 and 5 we formulate two Lagrangian-type dual problems
for (P) and prove appropriate duality theorems.
Evidently, all these optimality and duality results are also applicable, when appropri-
ately specialized, to the following three classes of problems with discrete max, fractional,
and conventional objective functions, which are particular cases of (P):
(P1) Minimize
S∈F
max
1ip
Fi(S);
(P2) Minimize
S∈F
F1(S)
G1(S)
;
(P3) Minimize
S∈F
F1(S),
where F (assumed to be nonempty) is the feasible set of (P), that is,
F = {S ∈ An: Hj(S) 0, j ∈ q}.
Since in most cases, the optimality and duality results established for (P) can easily be
modified and restated for each of the above problems, we shall not explicitly state these
results.
2. Preliminaries
In this section we gather, for convenience of reference, a number of basic definitions
which will be used often throughout the sequel.
Let (X,A,µ) be a finite atomless measure space with L1(X,A,µ) separable, and let d
be the pseudometric on An defined by
d(R,S) =
[
n∑
i=1
µ2(Ri  Si)
]1/2
, R = (R1, . . . ,Rn), S = (S1, . . . , Sn) ∈ An,
where  denotes symmetric difference; thus (An, d) is a pseudometric space. For h ∈
L1(X,A,µ) and T ∈ A with characteristic function χT ∈ L∞(X,A,µ), the integral∫
T
hdµ will be denoted by 〈h,χT 〉.
We next define the notions of differentiability and convexity for n-set functions. They
were originally introduced by Morris [18] for set functions, and subsequently extended by
Corley [8] for n-set functions.
A set function F : A → R is said to be differentiable at S∗ if there exists DF(S∗) ∈
L1(X,A,µ), called the derivative of F at S∗, such that for each S ∈ A,
F(S) = F(S∗) + 〈DF(S∗),χS − χS∗ 〉+ VF (S,S∗),
where VF (S,S∗) is o(d(S,S∗)), that is, limd(S,S∗)→0 VF (S,S∗)/d(S,S∗) = 0.
A function G : An → R is said to have a partial derivative at S∗ = (S∗1 , . . . , S∗n) ∈ An
with respect to its ith argument if the function F(Si) = G(S∗1 , . . . , S∗i−1, Si, S∗i+1, . . . , S∗n)
has derivative DF(S∗i ), i ∈ n; in that case, the ith partial derivative of G at S∗ is defined to
be DiG(S∗) = DF(S∗), i ∈ n.i
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DiG(S
∗), i ∈ n, exist and
G(S) = G(S∗) +
n∑
i=1
〈
DiG(S
∗),χSi − χS∗i
〉+ WG(S,S∗),
where WG(S,S∗) is o(d(S,S∗)) for all S ∈ An.
It was shown by Morris [18] that for any triple (S,T ,λ) ∈ A × A × [0,1], there exist
sequences {Sk} and {Tk} in A such that
χSk
w∗−→ λχS\T and χTk w
∗−→ (1 − λ)χT \S (2.1)
imply
χSk∪Tk∪(S∩T )
w∗−→ λχS + (1 − λ)χT , (2.2)
where w
∗−→ denotes weak* convergence of elements in L∞(X,A,µ), and S \ T is the
complement of the set T relative to S. The sequence {Vk(λ)} = {Sk ∪ Tk ∪ (S ∩ T )} satis-
fying (2.1) and (2.2) is called the Morris sequence associated with (S,T ,λ).
A function F : An → R is said to be (strictly) convex if for every (S,T ,λ) ∈ An ×An ×
[0,1], there exists a Morris sequence {Vk(λ)} in An such that
lim sup
k→∞
F
(
Vk(λ)
)
(<) λF(S) + (1 − λ)F (T ).
It was shown in [8,18] that if a differentiable function F : An → R is (strictly) convex, then
F(S) (>) F(T ) +
n∑
i=1
〈
DiF(T ),χSi − χTi
〉
for all S,T ∈ An.
Following the introduction of the notion of convexity for set functions by Morris [18]
and its extension for n-set functions by Corley [8], various generalizations of convexity
for set and n-set functions were proposed in [5,14–17,20,21,25,29–34]. More specifically,
quasiconvexity and pseudoconvexity for set functions were defined in [15], and for n-set
functions in [16]; generalized ρ-convexity for n-set functions was defined in [25], (F , ρ)-
convexity in [20], b-vexity in [5], (ρ, b)-vexity in [21], (F , ρ, θ)-convexity for nondif-
ferentiable set functions in [14], (F , α,ρ, θ)-V-convexity in [29,30], and (F , b,φ,ρ, θ)-
univexity in [31–34]. For predecessors and point-function counterparts of these convexity
concepts, the reader is referred to the original papers where the extensions to set and n-set
functions are discussed. A survey of recent advances in the area of generalized convex
functions and their role in developing optimality conditions and duality relations for opti-
mization problems is given in [19].
Next, we define a (b,φ,ρ, θ)-convex function, which is a slight generalization of b-vex
and (ρ, b)-vex functions defined previously in [5] and [21], respectively.
Let the function F : An → R be differentiable at S∗.
The function F is said to be (strictly) (b,φ,ρ, θ)-convex at S∗ if there exist a function
b : An × An → R with positive values, a function φ : R → R, a function θ : An × An →
488 G.J. Zalmai / J. Math. Anal. Appl. 313 (2006) 484–503R+ ≡ [0,∞) with the property that if S = S∗, then θ(S,S∗) = 0, and a real number ρ such
that for each S ∈ An,
φ
(
F(S) − F(S∗)) (>) n∑
k=1
〈
b(S,S∗)DkF (S∗),χSk − χS∗k
〉+ ρθ(S,S∗).
F is said to be (strictly) (b,φ,ρ, θ)-pseudoconvex at S∗ if there exist a function b :
A
n × An → R with positive values, a function φ : R → R, a function θ : An × An → R+
with the property that if S = S∗, then θ(S,S∗) = 0, and a real number ρ such that for each
S ∈ An (S = S∗),
n∑
k=1
〈
b(S,S∗)DkF (S∗),χSk − χS∗k
〉
(>)−ρθ(S,S∗)
⇒ φ(F(S) − F(S∗)) (>) 0.
From the above definitions it is clear that if F is (b,φ,ρ, θ)-convex at S∗, then it is
(b,φ,ρ, θ)-pseudoconvex at S∗. If in the definition of a (b,φ,ρ, θ)-convex function we
choose φ to be the identity function, then it reduces to the definition of a (ρ, b)-vex function
defined in [21]. Moreover, if we set b(S,S∗) ≡ 1, φ(a) ≡ a, and θ(S,S∗) ≡ d(S,S∗), then
the above definitions reduce to those of ρ-convex and ρ-pseudoconvex functions, which
were defined earlier in [25].
We next recall a set of necessary optimality conditions and other related results which
form the basis for our discussion of sufficiency criteria and duality for (P).
Theorem 2.1 [25]. Assume that Fi,Gi, i ∈ p, and Hj , j ∈ q , are differentiable at S∗ ∈ An,
and that there exists Sˆ ∈ An such that
Hj(S
∗) +
n∑
k=1
〈
DkHj (S
∗),χ
Sˆk
− χS∗k
〉
< 0, j ∈ q. (2.3)
If S∗ is an optimal solution of (P), then there exist u∗ ∈ U,v∗ ∈ Rq+, and λ∗ (= ϕ(S∗)) ∈ R
such that〈
p∑
i=1
u∗i
[
DkFi(S
∗) − λ∗DkGi(S∗)
]+ q∑
j=1
v∗jDkHj (S∗),χSk − χS∗k
〉
 0
for all Sk ∈ A, k ∈ n, (2.4)
u∗i
[
Fi(S
∗) − λ∗Gi(S∗)
]= 0, i ∈ p, (2.5)
v∗jHj (S∗) = 0, j ∈ q, (2.6)
where U = {u ∈ Rp+:
∑p
i=1 ui = 1} and Rp+ denotes the nonnegative orthant of Rp .
For brevity, we shall henceforth refer to an S◦ ∈ F satisfying (2.3) as a normal feasible
solution of (P).
It is easily seen that one obtains the following parameter-free version of Theorem 2.1 by
eliminating the parameter λ∗ and redefining the multipliers associated with the inequality
constraints.
G.J. Zalmai / J. Math. Anal. Appl. 313 (2006) 484–503 489Theorem 2.2. Assume that Fi,Gi, i ∈ p, and Hj , j ∈ q , are differentiable at S∗ ∈ An. If
S∗ is a normal optimal solution of (P), then there exist u∗ ∈ U and v∗ ∈ Rq+ such that
〈
p∑
i=1
u∗i
[
Γ (S∗, u∗)DkFi(S∗) − Φ(S∗, u∗)DkGi(S∗)
]
+
q∑
j=1
v∗jDkHj (S∗),χSk − χS∗k
〉
 0 for all Sk ∈ A, k ∈ n, (2.7)
u∗i
[
Γ (S∗, u∗)Fi(S∗) − Φ(S∗, u∗)Gi(S∗)
]= 0, i ∈ p, (2.8)
ϕ(S∗) ≡ max
1ip
Fi(S
∗)
Gi(S∗)
= Φ(S
∗, u∗)
Γ (S∗, u∗)
, (2.9)
v∗jHj (S∗) = 0, j ∈ q, (2.10)
where Φ(S∗, u∗) =∑pi=1 u∗i Fi(S∗) and Γ (S∗, u∗) =∑pi=1 u∗i Gi(S∗).
Theorem 2.1 was established in [25] by resorting to a Dinkelbach-type [9] indirect ap-
proach utilizing the following equivalent parametric problem:
(Pλ) Minimize
S∈F
max
1ip
[
Fi(S) − λGi(S)
]
,
where λ ∈ R+ is a parameter. The precise relationship linking (P) and (Pλ) that will be
useful for our present purposes, is stated in the following lemma whose proof is straight-
forward and hence omitted.
Lemma 2.1. Let λ∗ be the optimal value of (P) and let v(λ) be the optimal value of (Pλ)
for any λ ∈ R+ such that (Pλ) has an optimal solution. Then the following assertions hold:
(a) If S∗ is an optimal solution of (P), then S∗ is an optimal solution of (Pλ∗) and
v(λ∗) = 0.
(b) If (Pλ¯) has an optimal solution S¯ for some λ¯ ∈ R+ with v(λ¯) = 0, then S¯ is an optimal
solution of (P) and λ¯ = λ∗.
Finally, we state a lemma that provides an alternative expression for the objective func-
tion of (P).
Lemma 2.2 [25]. For each S ∈ An,
max
1ip
Fi(S)
Gi(S)
= max
u∈U
∑p
i=1 uiFi(S)∑p
i=1 uiGi(S)
.
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In this section, we present four sets of parametric and nonparametric saddle-point-type
necessary and sufficient optimality conditions for (P). We state our first result in terms of
the Lagrangian-type function L1 : An × Rq+ → R defined, for fixed λ ∈ R+, by
L1(S, v) = max
1ip
[
Fi(S) − λGi(S)
]+ q∑
j=1
vjHj (S).
It is clear from Lemma 2.2 that this function can be expressed in the following equivalent
form:
L1(S, v) = max
u∈U
p∑
i=1
ui
[
Fi(S) − λGi(S)
]+ q∑
j=1
vjHj (S).
Hence one can use either one of these functions to state a set of optimality conditions
for (P).
Theorem 3.1. Let S∗ be a normal optimal solution of (P) with the associated vectors u∗
and v∗ specified in Theorem 2.1, let Fi(S∗)  0, i ∈ p, let λ∗ = ϕ(S∗), and assume that
either one of the following sets of hypotheses is satisfied:
(a) (i) for each i ∈ p, Fi is (b¯, φ¯, ρ¯i , θ)-convex and −Gi is (b¯, φ¯, ρ˜i , θ)-convex at S∗;
(ii) for each j ∈ q, Hj is (b¯, φ¯, ρˆj , θ)-convex at S∗;
(iii) φ¯ is superlinear (i.e., superadditive and positively homogeneous) and φ¯(a)  0
⇒ a  0;
(iv) ∑pi=1 u∗i (ρ¯i + λ∗ρ˜i ) +∑qj=1 v∗j ρˆj  0;
(b) the function
R → Λ(R,λ∗, u∗, v∗) =
p∑
i=1
u∗i
[
Fi(R) − λ∗Gi(R)
]+ q∑
j=1
v∗jHj (R)
is (b˜, φ˜,0, θ)-pseudoconvex at S∗, φ˜ is increasing, and φ˜(a) 0 ⇒ a  0.
Then
L1(S
∗, v) L1(S∗, v∗) L1(S, v∗) for all S ∈ An and v ∈ Rq+, (3.1)
and
q∑
j=1
v∗jHj (S∗) = 0. (3.2)
Proof. (a) Since S∗ is a normal optimal solution of (P), (2.4)–(2.6) hold, and hence (3.2)
is satisfied. In view of the hypotheses specified in (i), we have for each i ∈ p and S ∈ An,
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(
Fi(S) − Fi(S∗)
)

n∑
k=1
〈
b¯(S, S∗)DkFi(S∗),χSk − χS∗k
〉+ ρ¯iθ(S,S∗), (3.3)
φ¯
(−Gi(S) + Gi(S∗))− n∑
k=1
〈
b¯(S, S∗)DkGi(S∗),χSk − χS∗k
〉+ ρ˜iθ(S,S∗). (3.4)
Similarly, by (ii) we can write for each j ∈ q and S ∈ An,
φ¯
(
Hj(S) − Hj(S∗)
)

n∑
k=1
〈
b¯(S, S∗)DkHj (S∗),χSk − χS∗k
〉+ ρˆj θ(S,S∗). (3.5)
Since u∗  0, v∗  0, λ∗  0, and φ¯ is superlinear, we deduce from (3.3)–(3.5) that
φ¯
(
p∑
i=1
u∗i
{[
Fi(S) − Fi(S∗)
]− λ∗[Gi(S) − Gi(S∗)]}+ q∑
j=1
v∗j
[
Hj(S) − Hj(S∗)
])

n∑
k=1
〈
b¯(S, S∗)
p∑
i=1
u∗i
[
DkFi(S
∗) − λ∗DkGi(S∗)
]
+
q∑
j=1
v∗jDkHj (S∗),χSk − χS∗k
〉
+
[
p∑
i=1
u∗i (ρ¯i + λ∗ρ˜i ) +
q∑
j=1
v∗j ρˆj
]
θ(S,S∗).
Because of (2.4)–(2.6) and (iv), this inequality reduces to
φ¯
(
p∑
i=1
u∗i
[
Fi(S) − λ∗Gi(S)
]+ q∑
j=1
v∗jHj (S)
)
 0.
Using the properties of φ¯, we conclude that
p∑
i=1
u∗i
[
Fi(S) − λ∗Gi(S)
]+ q∑
j=1
v∗jHj (S) 0. (3.6)
Now using Lemma 2.2 and (3.6), we can verify the second inequality of (3.1) as follows:
L1(S, v
∗) = max
1ip
[
Fi(S) − λ∗Gi(S)
]+ q∑
j=1
v∗jHj (S)
= max
u∈U
p∑
i=1
ui
[
Fi(S) − λ∗Gi(S)
]+ q∑
j=1
v∗jHj (S) (by Lemma 2.2)

p∑
i=1
u∗i
[
Fi(S) − λ∗Gi(S)
]+ q∑
j=1
v∗jHj (S)
 0 (by (3.6))
492 G.J. Zalmai / J. Math. Anal. Appl. 313 (2006) 484–503= L1(S∗, v∗) (since S∗ is optimal for (P) and λ∗ = ϕ(S∗)).
Inasmuch as the first inequality of (3.1) holds trivially, the proof is complete.
(b) In view of (2.4) and positivity of b˜(S, S∗), our (b˜, φ˜,0, θ)-pseudoconvexity assump-
tion implies that φ˜(Λ(S,λ∗, u∗, v∗)−Λ(S∗, λ∗, u∗, v∗)r) 0. But φ˜(a) 0 ⇒ a  0 and
so we get Λ(S,λ∗, u∗, v∗)Λ(S∗, λ∗, u∗, v∗). Since the right-hand side of this inequality
is equal to zero because of (2.5) and (2.6), it reduces to (3.6), and, therefore, the rest of the
proof is identical to that of part (a). 
We next show that the inequalities in (3.1) constitute sufficient conditions for optimality
of S∗ without any feasibility assumption, constraint qualification, convexity hypotheses, or
complementary slackness condition.
Theorem 3.2. Let S∗ ∈ An, let λ∗ = ϕ(S∗), and assume that there exist v∗ ∈ Rq+ such that
(3.1) holds for all S ∈ An and v ∈ Rq+. Then
∑q
j=1 v∗jHj (S∗) = 0 and S∗ is an optimal
solution of (P).
Proof. From the first inequality of (3.1) we have
q∑
j=1
(vj − v∗j )Hj (S∗) 0 for all v ∈ Rq+. (3.7)
If in this inequality we let vj = v∗j for j ∈ q \ {k}, vk = v∗k + 1, and repeat this process
for k = 1,2, . . . , q , we obtain Hj(S∗)  0 for each j ∈ q , and so S∗ is a feasible so-
lution of (P). Since v∗  0, it follows that ∑qj=1 v∗jHj (S∗)  0. On the other hand, if
we choose v = 0 in (3.7), then we get −∑qj=1 v∗jHj (S∗)  0 and so we conclude that∑q
j=1 v∗jHj (S∗) = 0. To show that S∗ is optimal for (P), let S¯ be an arbitrary feasible so-
lution of (P). Then because of the foregoing conclusions, the second inequality of (3.1)
reduces to
max
1ip
[
Fi(S
∗) − λ∗Gi(S∗)
]
 max
1ip
[
Fi(S¯) − λ∗Gi(S¯)
]
,
which shows that S∗ is an optimal solution of (Pλ∗). Since
max
1ip
[
Fi(S
∗) − λ∗Gi(S∗)
]= 0 ⇔ λ∗ = ϕ(S∗),
it follows that v(λ∗) = 0, and hence S∗ is an optimal solution of (P) by part (b) of
Lemma 2.1. 
Next, we use the slightly different Lagrangian-type function L2 : An×Rq+ → R defined,
for fixed S¯ ∈ An and u¯ ∈ U , by
L2(S, v) = max
1ip
[
Γ (S¯, u¯)Fi(S) − Φ(S¯, u¯)Gi(S)
]+ q∑vjHj (S),
j=1
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L2(S, v) = max
u∈U
p∑
i=1
ui
[
Γ (S¯, u¯)Fi(S) − Φ(S¯, u¯)Gi(S)
]+ q∑
j=1
vjHj (S).
Theorem 3.3. Let S∗ be a normal optimal solution of (P) with the associated vectors u∗
and v∗ specified in Theorem 2.2, let Fi(S∗) 0, i ∈ p, and assume that either one of the
following two sets of hypotheses is satisfied:
(a) (i) for each i ∈ p, Fi is (b¯, φ¯, ρ¯i , θ)-convex and −Gi is (b¯, φ¯, ρ˜i , θ)-convex at S∗;
(ii) for each j ∈ q , Hj is (b¯, φ¯, ρˆj , θ)-convex at S∗;
(iii) φ¯ is superlinear and φ¯(a) 0 ⇒ a  0;
(iv) ∑pi=1 u∗i [Γ (S∗, u∗)ρ¯i + Φ(S∗, u∗)ρ˜i] +∑qj=1 v∗j ρˆj  0;
(b) the function
R →
p∑
i=1
u∗i
[
Γ (S∗, u∗)Fi(R) − Φ(S∗, u∗)Gi(R)
]+ q∑
j=1
v∗jHj (R)
is (b˜, φ˜,0, θ)-pseudoconvex at S∗, φ˜ is increasing, and φ˜(a) 0 ⇒ a  0.
Then
L2(S
∗, v)L2(S∗, v∗)L2(S, v∗) for all S ∈ An and v ∈ Rq+, (3.8)
and
q∑
j=1
v∗jHj (S∗) = 0. (3.9)
Proof. (a) Since S∗ is a normal optimal solution of (P), (2.7)–(2.10) hold, and hence (3.9)
is satisfied. It follows from the hypotheses set forth in (i) and (ii) that (3.3)–(3.5) hold.
Since u∗  0, v∗  0, Γ (S∗, u∗) > 0, Φ(S∗, u∗)  0, and φ¯ is superlinear, we can use
(3.3)–(3.5) to obtain the following inequality:
φ¯
(
p∑
i=1
u∗i Γ (S∗, u∗)
[
Fi(S) − Fi(S∗)
]+ p∑
i=1
u∗i Φ(S∗, u∗)
[−Gi(S) + Gi(S∗)]
+
q∑
j=1
v∗j
[
Hj(S) − Hj(S∗)
])

n∑
k=1
〈
b¯(S, S∗)
p∑
i=1
u∗i
[
Γ (S∗, u∗)DkFi(S∗) − Φ(S∗, u∗)DkGi(S∗)
]
+
q∑
j=1
v∗jDkHj (S∗),χSk − χS∗k
〉
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{
p∑
i=1
u∗i
[
Γ (S∗, u∗)ρ¯i + Φ(S∗, u∗)ρ˜i
]+ q∑
j=1
v∗j ρˆj
}
θ(S,S∗).
Because of (2.7), (2.8), (2.10), and (iv), this inequality reduces to
φ¯
(
p∑
i=1
u∗i
[
Γ (S∗, u∗)Fi(S) − Φ(S∗, u∗)Gi(S)
]+ q∑
j=1
v∗jHj (S)
)
 0.
Using the properties of φ¯, we conclude that
p∑
i=1
u∗i
[
Γ (S∗, u∗)Fi(S) − Φ(S∗, u∗)Gi(S)
]+ q∑
j=1
v∗jHj (S) 0. (3.10)
Now using Lemma 2.2 and (3.10), we can verify the second inequality of (3.8) as follows:
L2(S
∗, v) = max
1ip
[
Γ (S∗, u∗)Fi(S) − Φ(S∗, u∗)Gi(S)
]+ q∑
j=1
v∗jHj (S)
= max
u∈U
p∑
i=1
ui
[
Γ (S∗, u∗)Fi(S) − Φ(S∗, u∗)Gi(S)
]+ q∑
j=1
v∗jHj (S)
(by Lemma 2.2)

p∑
i=1
u∗i
[
Γ (S∗, u∗)Fi(S) − Φ(S∗, u∗)Gi(S)
]+ q∑
j=1
v∗jHj (S)
 0 (by (3.10))
= L2(S∗, v∗) (by (2.8) and (2.10)).
Inasmuch as the first inequality of (3.8) holds trivially, the proof is complete.
(b) Because of (2.7), positivity of b¯(S, S∗), and our (b˜, φ˜,0, θ)-pseudoconvexity as-
sumption, we have
φ˜
(
p∑
i=1
u∗i
[
Γ (S∗, u∗)Fi(S) − Φ(S∗, u∗)Gi(S)
]+ q∑
j=1
v∗jHj (S)
−
p∑
i=1
u∗i
[
Γ (S∗, u∗)Fi(S∗) − Φ(S∗, u∗)Gi(S∗)
]− q∑
j=1
v∗jHj (S∗)
)
 0.
In view of the properties of φ˜, this inequality yields
p∑
i=1
u∗i
[
Γ (S∗, u∗)Fi(S) − Φ(S∗, u∗)Gi(S)
]+ q∑
j=1
v∗jHj (S)

p∑
u∗i
[
Γ (S∗, u∗)Fi(S∗) − Φ(S∗, u∗)Gi(S∗)
]+ q∑v∗jHj (S∗).
i=1 j=1
G.J. Zalmai / J. Math. Anal. Appl. 313 (2006) 484–503 495But the right-hand side of this inequality is equal to zero because of (2.8) and (2.10),
and hence it reduces to (3.10). Consequently, the rest of the proof is identical to that of
part (a). 
Theorem 3.4. Let S∗ ∈ An, let ϕ(S∗) = Φ(S∗, u∗)/Γ (S∗, u∗) for some u∗ ∈ U , and as-
sume that there exist v∗ ∈ Rq+ such that (3.8) holds for all S ∈ An and v ∈ Rq+. Then∑q
j=1 v∗jHj (S∗) = 0 and S∗ is an optimal solution of (P).
Proof. The proof is similar to that of Theorem 3.2. 
As a direct consequence of Theorems 3.1 and 3.2, it is possible to obtain another set
of saddle-point-type optimality criteria for (P) involving the Lagrangian-type function L3:
A
n × Rq+ → R defined by
L3(S, v) = max
1ip
Fi(S)
Gi(S)
+ max
1ip
∑q
j=1 vjHj (S)
Gi(S)
.
We observe that by Lemma 2.2,
L3(S, v) = max
u∈U
∑p
i=1 uiFi(S)∑p
i=1 uiGi(S)
+ max
u∈U
∑q
j=1 vjHj (S)∑p
i=1 uiGi(S)
.
The point-function counterpart of L3 was first used by Xu [24] for formulating and
proving saddle-point-type optimality and Lagrangian-type duality results for a generalized
fractional programming problem with convex-concave ratios and convex constraints.
Theorem 3.5. Let S∗ be a normal optimal solution of (P) with the associated vectors u∗
and v∗ specified in Theorem 2.1, and assume that either one of the sets of hypotheses set
forth in Theorem 3.1 is satisfied. Then (3.2) holds and
L3(S
∗, v)L3(S∗, v∗)L3(S, v∗) for all S ∈ An and v ∈ Rq+. (3.11)
Proof. Since the assumptions of Theorem 3.1 are satisfied, (3.2) holds and
L1(S
∗,w) L1(S∗, v∗) L1(S, v∗) (3.12)
for all S ∈ An and w ∈ Rq+ with λ∗ = ϕ(S∗). Since
max
1ip
[
Fi(S
∗) − λ∗Gi(S∗)
]= 0 ⇔ λ∗ = ϕ(S∗),
it follows from (3.2) that
0 = max
1ip
[
Fi(S
∗) − λ∗Gi(S∗)
]+ q∑
j=1
v∗jHj (S∗)
= max
1ip
Fi(S
∗)
Gi(S∗)
− λ∗ + max
1ip
∑q
j=1 v∗jHj (S∗)
Gi(S∗)
= L3(S∗, v∗) − λ∗. (3.13)
Next, letting c = max1ip[1/Gi(S∗)], v = w/c, and using the first inequality of (3.12),
we see that
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1ip
[
Fi(S
∗) − λ∗Gi(S∗)
]+ q∑
j=1
wjHj (S
∗)
 max
1ip
Fi(S
∗)
Gi(S∗)
− λ∗ + max
1ip
∑q
j=1 vjHj (S∗)
Gi(S∗)
= L3(S∗, v) − λ∗ (3.14)
for all v ∈ Rq+. Let S ∈ An be fixed and let i(S) ∈ p be such that
Fi(S)(S) − λ∗Gi(S)(S) = max
1ip
[
Fi(S) − λ∗Gi(S)
]
.
Then using the second inequality of (3.12), we obtain
0
max1ip[Fi(S) − λ∗Gi(S)] +∑qj=1 v∗jHj (S)
Gi(S)(S)
(since i(S) is fixed and Gi(S)(S) > 0)
= Fi(S)(S)
Gi(S)(S)
− λ∗ +
∑q
j=1 v∗jHj (S)
Gi(S)(S)
 max
1ip
Fi(S)
Gi(S)
− λ∗ + max
1ip
∑q
j=1 v∗jHj (S)
Gi(S)
= L3(S, v∗) − λ∗ (3.15)
for all S ∈ An. Now combining (3.13)–(3.15), we obtain (3.11). 
Theorem 3.6. Let S∗ ∈ An and assume that there exists v∗ ∈ Rq+ such that (3.11) holds for
all S ∈ An and v ∈ Rq+. Then
∑q
j=1 v∗jHj (S∗) = 0 and S∗ is an optimal solution of (P).
Proof. The proof is similar to that of Theorem 3.2. 
To state our fourth saddle-point-type optimality result, we make use of the function
L4 : An × U × Rq+ → R defined by
L4(S,u, v) =
∑p
i=1 uiFi(S) +
∑q
j=1 vjHj (S)∑p
i=1 uiGi(S)
·
This Lagrangian-type function was originally identified in [27] for a generalized frac-
tional program containing convex n-set functions with the help of a Gordan-type transpo-
sition theorem; subsequently, it was obtained by different methods in [4,10].
Theorem 3.7. Let S∗ be a normal optimal solution of (P) with the associated vectors u∗
and v∗ specified in Theorem 2.1, and assume that either one of the following two sets of
hypotheses is satisfied:
(a) (i) for each i ∈ p, Fi is (b¯, φ¯, ρ¯i , θ)-convex and −Gi is (b¯, φ¯, ρ˜i , θ)-convex at S∗;
(ii) for each j ∈ q , Hj is (b¯, φ¯, ρˆj , θ)-convex at S∗;
(iii) φ¯ is superlinear and φ¯(a) 0 ⇒ a  0;
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(b) (i) the function
R → Π(R,S∗, u∗, v∗) = Γ (S∗, u∗)
[
p∑
i=1
u∗i Fi(R) +
q∑
j=1
v∗jHj (R)
]
− Φ(S∗, u∗)
p∑
i=1
u∗i Gi(R)
is (b˜, φ˜,0, θ)-pseudoconvex at S∗;
(ii) φ˜(a) 0 ⇒ a  0.
Then
L4(S
∗, u, v)L4(S∗, u∗, v∗)
L4(S,u∗, v∗) for all S ∈ An, u ∈ U, and v ∈ Rq+, (3.16)
and
q∑
j=1
v∗jHj (S∗) = 0. (3.17)
Proof. (a) By Theorem 2.1, there exist u∗ ∈ U and v∗ ∈ Rq+ such (2.4)–(2.6) hold; hence
(3.17) is satisfied. From (2.5) we see that λ∗ = Φ(S∗, u∗)/Γ (S∗, u∗), which when substi-
tuted into (2.4), leads to the inequality
n∑
k=1
〈
Γ (S∗, u∗)
[
p∑
i=1
u∗i DkFi(S∗) +
q∑
j=1
v∗jDkHj (S∗)
]
− Φ(S∗, u∗)
p∑
i=1
u∗i DkGi(S∗),χSk − χS∗k
〉
 0 for all Sk ∈ A, k ∈ n. (3.18)
In view of the hypotheses specified in (i) and (ii), (3.3)–(3.5) hold. Since u∗  0, v∗  0,
Φ(S∗, u∗) 0, Γ (S∗, u∗) > 0, and φ¯ is superlinear, from (3.3)–(3.5) we deduce that
φ¯
(
p∑
i=1
u∗i Γ (S∗, u∗)
[
Fi(S) − Fi(S∗)
]+ p∑
i=1
u∗i Φ(S∗, u∗)
[−Gi(S) + Gi(S∗)]
+
q∑
j=1
v∗j Γ (S∗, u∗)
[
Hj(S) − Hj(S∗)
])

n∑
k=1
〈
Γ (S∗, u∗)
[
p∑
i=1
u∗i DkFi(S∗) +
q∑
j=1
v∗jDkHj (S∗)
]
− Φ(S∗, u∗)
p∑
u∗i DkGi(S∗),χSk − χS∗k
〉i=1
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p∑
i=1
u∗i
[
Γ (S∗, u∗)ρ¯i + Φ(S∗, u∗)ρ˜i
]+ q∑
j=1
v∗j Γ (S∗, u∗)ρˆj .
Because of (2.5), (2.6), (3.18), and (iv), this inequality reduces to
φ¯
(
Γ (S∗, u∗)
[
p∑
i=1
u∗i Fi(S) +
q∑
j=1
v∗jHj (S)
]
− Φ(S∗, u∗)
p∑
i=1
u∗i Gi(S)
)
 0.
But φ¯(a) 0 ⇒ a  0, and so we get
Γ (S∗, u∗)
[
p∑
i=1
u∗i Fi(S) +
q∑
j=1
v∗jHj (S)
]
− Φ(S∗, u∗)
p∑
i=1
u∗i Gi(S) 0. (3.19)
Hence we obtain the inequality∑p
i=1 u∗i Fi(S) +
∑q
j=1 v∗jHj (S)∑p
i=1 u∗i Gi(S)
 Φ(S
∗, u∗)
Γ (S∗, u∗)
,
which in view of (2.6) shows that the second inequality of (3.16) holds. To establish the
first inequality of (3.16), let u and v be arbitrary elements of U and Rq+, respectively. Then
L4(S
∗, u, v)max
u∈U
∑p
i=1 uiFi(S∗) +
∑q
j=1 vjHj (S∗)∑p
i=1 uiGi(S∗)
max
u∈U
∑p
i=1 uiFi(S∗)∑p
i=1 uiGi(S∗)
(since vjHj (S∗) 0 for each j ∈ q)
= max
1ip
Fi(S
∗)
Gi(S∗)
(by Lemma 2.2)
= ϕ(S∗) =
∑p
i=1 u∗i Fi(S∗)∑p
i=1 u∗i Gi(S∗)
(by (2.5))
=
∑p
i=1 u∗i Fi(S∗) +
∑q
j=1 v∗jHj (S∗)∑p
i=1 u∗i Gi(S∗)
(by (3.17))
= L4(S∗, u∗, v∗),
which is the first inequality of (3.16).
(b) Since b˜(S, S∗) > 0 and (2.4) holds, it follows from our (b˜, φ˜,0, θ)-pseudoconvexity
assumption that φ˜(Π(S,S∗, u∗, v∗)−Π(S∗, S∗, u∗, v∗)) 0. But φ˜(a) 0 ⇒ a  0, and
hence we obtain Π(S,S∗, u∗, v∗) Π(S∗, S∗, u∗, v∗). But from (2.5) and (2.6) one can
easily see that the right-hand side of this inequality is equal to zero and, therefore, it leads
to (3.19). Hence the rest of the proof is identical to that of part (a). 
Theorem 3.8. Let S∗ ∈ An and assume that there exists v∗ ∈ Rq+ such that (3.16) holds for
all S ∈ An and v ∈ Rq+. Then
∑q
j=1 v∗jHj (S∗) = 0 and S∗ is an optimal solution of (P).
Proof. As in the proof of Theorem 3.2, we deduce from the first inequality of (3.16) that
the first assertion of the theorem is true and S∗ is a feasible solution of (P). To show that S∗
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for all S ∈ An, u ∈ U , and v ∈ Rn+ from (3.16). If we choose v = v∗ and let S¯ be an
arbitrary feasible solution of (P), then this inequality reduces to∑p
i=1 uiFi(S∗)∑p
i=1 uiGi(S∗)

∑p
i=1 u∗i Fi(S¯)∑p
i=1 u∗i Gi(S¯)
for all u ∈ U.
Now appealing to Lemma 2.2 and using this inequality, we see that
max
1ip
Fi(S¯)
Gi(S¯)
= max
a∈U
∑p
i=1 aiFi(S¯)∑p
i=1 aiGi(S¯)

∑p
i=1 u∗i Fi(S¯)∑p
i=1 u∗i Gi(S¯)

∑p
i=1 uiFi(S∗)∑p
i=1 uiGi(S∗)
for all u ∈ U.
If we choose uj = 1 and ui = 0 for all i ∈ p, i = j , and repeat this process for j =
1,2, . . . , p, then the above inequality yields
ϕ(S¯) Fi(S
∗)
Gi(S∗)
for all i ∈ p,
and so ϕ(S¯) ϕ(S∗), which shows that S∗ is an optimal solution of (P). 
4. Duality model I
In this section we formulate a Lagrangian-type duality model for (P) and, making use of
Theorems 3.5 and 3.6, prove weak and strong duality theorems. Using the Lagrangian-type
function L3 defined in Section 3, this duality model can be stated as follows:
(DI) Maximize δ(v) = min
S∈An L3(S, v) subject to v ∈ R
q
+.
The next two theorems show that (DI) is a dual problem for (P).
Theorem 4.1 (Weak duality). Let S¯ and v¯ be arbitrary feasible solutions of (P) and (DI),
respectively. Then ϕ(S¯) δ(v¯).
Proof. Since δ(v¯) = minS∈An L3(S, v¯), it follows that
δ(v¯) max
1ip
Fi(S¯)
Gi(S¯)
+ max
1ip
∑q
l=1 v¯jHj (S¯)
Gi(S¯)
·
Since S¯ ∈ F, v¯  0, and Gi(S¯) > 0 for each i ∈ p, the above inequality reduces to ϕ(S¯)
δ(v¯). 
Theorem 4.2 (Strong duality). Let S∗ be a normal optimal solution of (P) and assume as
in Theorem 3.5. Then there exists v∗ ∈ Rq+ such that (S∗, v∗) is an optimal solution of (DI)
and ϕ(S∗) = δ(v∗).
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q∑
j=1
v∗jHj (S∗) = 0, (4.1)
and
L3(S, v
∗) L3(S∗, v∗) for all S ∈ An. (4.2)
Using these relations, we get
δ(v∗) = min
S∈An L3(S, v
∗)L3(S∗, v∗) (by (4.2))
= ϕ(S∗) (by (4.1)).
Now it follows from Theorem 4.1 that δ(v∗) = ϕ(S∗) and that v∗ is optimal for (DI). 
5. Duality model II
In this section we discuss another dual problem for (P) using the Lagrangian-type func-
tion L4 and implementing the optimality conditions of Theorems 3.7 and 3.8. This dual
has the form
(DII) Maximize ψ(u,v) = min
S∈An L4(S,u, v) subject to u ∈ U, v ∈ R
q
+.
We verify that (DII) is a dual problem for (P) by proving weak and strong duality theo-
rems.
Theorem 5.1 (Weak duality). Let S¯ and (u¯, v¯) be arbitrary feasible solutions of (P) and
(DII), respectively. Then ϕ(S¯)ψ(u¯, v¯).
Proof. Since ψ(u¯, v¯) = minS∈An L4(S, u¯, v¯), it follows that
ψ(u¯, v¯)
∑p
i=1 u¯iFi(S¯) +
∑q
j=1 v¯jHj (S¯)∑p
i=1 u¯iGi(S¯)
.
Now using the fact that v¯jHj (S¯) 0 for each j ∈ q and invoking Lemma 2.2, we see that
ψ(u¯, v¯)
∑p
i=1 u¯iFi(S¯) +
∑q
j=1 v¯jHj (S¯)∑p
i=1 u¯iGi(S¯)
max
u∈U
∑p
i=1 uiFi(S¯)∑p
i=1 uiGi(S¯)
= max
1ip
Fi(S¯)
Gi(S¯)
= ϕ(S¯). 
Theorem 5.2 (Strong duality). Let S∗ be a normal optimal solution of (P) and assume
as in Theorem 3.7. Then there exist u∗ ∈ U and v∗ ∈ Rq+ such that (u∗, v∗) is an optimal
solution of (DII) and ϕ(S∗) = ψ(u∗, v∗).
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ϕ(S∗) =
∑p
i=1 u∗i Fi(S∗)∑p
i=1 u∗i Gi(S∗)
, (5.1)
q∑
j=1
v∗jHj (S∗) = 0, (5.2)
and
L4(S,u
∗, v∗) L4(S∗, u∗, v∗) for all S ∈ An. (5.3)
Since
ψ(u∗, v∗) = min
S∈An L4(S,u
∗, v∗) L4(S∗, u∗, v∗) (by (5.3))
=
∑p
i=1 u∗i Fi(S∗)∑p
i=1 u∗i Gi(S∗)
(by (5.2)),
= ϕ(S∗) (by (5.1)),
it follows from Theorem 5.1 that ϕ(S∗) = ψ(u∗, v∗) and (u∗, v∗) is optimal for (P). 
We conclude this section by determining the forms of (DI) and (DII) for the three special
cases (P1)–(P3) of (P).
If we let p = 1, then both (DI) and (DII) reduce to the following dual problem for (P1):
Maximize min
S∈An
F1(S) +∑qj=1 vjHj (S)
G1(S)
subject to v ∈ Rq+.
If we set Gi(S) ≡ 1 for each i ∈ p in (DI) and (DII), then we obtain the following
equivalent dual problems for (P2):
Maximize min
S∈An
[
min
1ip
Fi(S) +
q∑
j=1
vjHj (S)
]
subject to v ∈ Rq+;
Maximize min
S∈An
[
p∑
i=1
uiFi(S) +
q∑
j=1
vjHj (S)
]
subject to u ∈ U, v ∈ Rq+.
Finally, if we choose p = 1 and set G1(S) ≡ 1, then both (DI) and (DII) reduce to the
following dual problem for (P3):
Maximize min
S∈An
[
F1(S) +
q∑
j=1
vjHj (S)
]
subject to v ∈ Rq+.
The duality Theorems 4.1, 4.2, 5.1, and 5.2 can easily be modified and restated for each
one of the above dual problems.
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