Via symbolic summation method, we establish the following series for π 2 :
Introduction
It is well-known that (see [16, (3) 
which can be derived from the following familiar power series expansion:
Recall that the Euler numbers and Bernoulli polynomials are defined as
In 2011, Sun [19, (1. 3)] showed that (1.1) possesses the following interesting p-adic analogue:
for any prime p ≥ 5. Mattarei and Tauraso [15, Theorem 6 .1] investigated congruence properties for the polynomial p−1 k=1 k −2 2k k −1 t k .
In recent decades, infinite sums on harmonic numbers related to powers of π have been widely studied. For instance, D. Borwein and J.M. Borwein [1] proved that
where the kth generalized harmonic number is given by
k . It is worth mentioning that Sun [20, 25] conjectured and proved many infinite identities involving harmonic numbers related to powers of π. For more series for π and related congruences as well as q-congruences, one can refer to [2, 3, 6-9, 13, 19, 21, 27, 28] .
The first aim of the paper is to establish the following series for π 2 .
Our proof of (1.2) makes use of a finite identity, which is derived from symbolic summation method. We also show that (1.2) has the following p-adic analogue. Theorem 1.2 For any prime p ≥ 5, we have
where · 3 denotes the Legendre symbol. In 1894, Franel [4] found that the sums of cubes of binomial coefficients:
n k satisfy the recurrence:
(n + 1) 2 f n+1 = (7n 2 + 7n + 2)f n + 8n 2 f n−1 .
The numbers f n are known as Franel numbers, which also appear in Strehl's identity (see [18] ):
Since the appearance of the Franel numbers, some interesting congruence properties have been gradually discovered (see [5, 11, 22, 23] ). For instance, Sun [22, Theorem 1.1] proved that for any prime p ≥ 5,
The second aim of the paper is prove the following two congruences involving Franel numbers and harmonic numbers.
Note that (1.5) was originally conjectured by Sun [24, Conjecture 57 ]. Our proof of (1.5) is based on Theorem 1.2. We shall prove Theorems 1.1-1.3 in Sections 2-4, respectively.
Proof of Theorem 1.1
Before proving Theorem 1.1, we require the following finite identity. 
Proof. By using symbolic summation package Sigma due to Schneider [17] , we find that both sides of (2.1) satisfy the same recurrence:
3(n + 1)(2n + 3)S(n) − (2n + 5)(5n + 9)S(n + 1) + (2n 2 + 17n + 29)S(n + 2) + (n + 3)(2n + 5)S(n + 3) = 0.
It is trivial to check that both sides of (2.1) are equal for n = 0, 1, 2.
Proof of (1.2). By (2.1), we have
Letting n → ∞ on both sides of (2.2) and noting (2.3), we arrive at
(2.4)
Then the proof of (1.2) follows from (1.1) and (2.4).
Proof of Theorem 1.2
In order to prove Theorem 1.2, we need three preliminary results. 
Proof. An identity due to Mattarei and Tauraso [15, (22) ] says 2n n n k=1 t k k 2 2k
It is not hard to check that
Letting t = 1 in (3.2) and noting (3.3), we reach (3.1).
Lemma 3.2 For any prime p ≥ 5, we have
Proof. We begin with the following polynomial congruence [15, (37)]:
where the Lucas sequences {u k (t)} k≥0 are defined by u 0 (t) = 0, u 1 (t) = 1, and u k (t) = tu k−1 (t) − u k−2 (t) for k ≥ 2.
It is trivial to check that
where ⌊x⌋ denotes the integral part of real x. Letting t = 1 in (3.5) and using (3.6) gives
Note that
If p ≡ 1 (mod 6), then ⌊p/6⌋ ≡ −1/6 (mod p), and so
It follows from (3.8) and (3.9) that 
Substituting (3.11)-(3.14) into (3.10) gives
If p ≡ 5 (mod 6), in a similar way, we can also prove that 
Proof. From [26, Theorem 4.2], we deduce that for 0 ≤ d ≤ n,
Letting n = (p + 1)/2 in the above gives
Since for 2 ≤ k ≤ (p + 1)/2 − d, we have
and so
Next, we distinguish two cases p ≡ 1 (mod 6) and p ≡ 5 (mod 6) to prove (3.17) . In both cases, we can show that
Finally, combining (3.18) and (3.19) , we complete the proof of (3.17).
Now we are ready to prove Theorem 1.2. Proof of (1.3). Letting n = p−1 2 in (2.1) and noting that
we obtain
In order to prove (1.3), it suffices to show that
(3.20)
By (3.1), (3.4) and (3.17) , we have
If p ≡ 1 (mod 6), then ⌊p/6⌋ ≡ −1/6 (mod p), and so 
Proof. The identities (4.1) and (4.2) possess the same proofs as (2.1), and we omit the details.
Proof of (1.5). By (1.4), we have Proof of (1.6). Similarly to the proof of (1.5), by using (4.2), we can show that p−1 k=0 (−1) k f k H k ≡ 2 (p−1)/2 j=0 2j j H j (mod p).
Combining the above and the following congruence (see [14, page 528]):
we complete the proof of (1.6).
