ABSTRACT The dynamic economic dispatch (DED) that considers valve-point effects is a complex nonconvex and non-smooth optimization problem in power systems. Over the past few decades, multiple approaches have been developed to solve this problem. However, many of these approaches have high complexity which is not easily implemented. In contrast to most research efforts, which focus on enhancing the performance of a specific optimization algorithm, this paper presents an efficient overlapped decomposition optimization (ODO) method to solve DED with valve-point effects, by converting DED into a few easily solvable sub-problems. We first exploit the characteristics of the problem itself and present a decomposition strategy. The analysis shows that this strategy can be adopted as an effective local search operator to further improve the optimal solutions. Furthermore, an overlapped decomposition optimization method is proposed in which the study period of sub-problems has overlap. The proposed method efficiently reduces the difficulty of solving DED, so that high-quality solutions can be obtained by combining ODO with some ordinary heuristic-based algorithms. The effectiveness of the proposed method is demonstrated on multiple DED problems. The simulation results indicate that the proposed method can be used as a powerful optimizer for coupled spatial-temporal scheduling problems in power systems.
I. INTRODUCTION
Electricity is one of the most widely used energy sources. With the rapid growth of modern industry and the global economy, the demand for electricity continues to increase. Although some renewable resources have been successfully used to generate electricity, fossil fuels remain the predominant power source. The large demand for fossil fuels is anticipated to lead to continuing depletion on a global scale over the next few decades. Therefore, how to increase the efficiency of fossil fuels in electricity generation is an important question. Static economic dispatch (SED) is one of the most significant problems in modern power system operations and has been the topic of considerable research. The primary objective of SED is to minimize the total fuel costs and meet the load demand of a power system while satisfying system constraints. Compared to SED, which is scheduled at a certain hour, dynamic economic dispatch (DED) adopts dynamic scheduling for a load cycle of 24 hours and considers ramp constraints [1] .
Solving a DED problem involves formulating a mathematical model of the problem and then selecting an appropriate optimization technique. The methods developed to date can be categorized into conventional mathematical programming methods and heuristic-based optimization algorithms. Previous efforts to solve such problems have employed conventional mathematical programming based on several deterministic optimization techniques, such as the λ-iteration method [2] , the gradient method [3] , the Lagrange relaxation [4] , and dynamic programming [5] . Considering the high nonlinearities and discontinuities in the real input-output characteristics of DED, these conventional methods often fail to adequately solve this problem.
Unlike conventional algorithms, heuristic-based optimization algorithms have the advantages of global search capability and the lack of requirement for certain mathematical properties of the objective function to be satisfied. Thus, these algorithms have proven their effectiveness in solving complex and non-convex problems such as DED [2] .
Representative algorithms include the genetic algorithm (GA) [6] , particle swarm optimization (PSO) [7] , simulated annealing (SA) [8] , artificial immune system (AIS) [9] , artificial bee colony (ABC) [10] , evolutionary programming (EP) [11] , differential evolution (DE) [12] , harmony search (HS) [13] , seeker optimization algorithm (SOA) [14] , imperialist competitive algorithm (ICA) [15] , teachinglearning algorithm (TLA) [16] , bacterial foraging optimization (BFO) [17] and others. In additional, to further enhance the global search ability of these original algorithms, representative modified variants, such as modified PSOs [18] - [21] , modified DE [12] , [22] - [24] , modified ABCs [25] - [27] and others, have been developed over the past years. In addition to these innovations, hybrid methods that combine two or more approaches have been applied to solve this problem, such as EP-PSO [11] , the hybrid genetic algorithm based on differential evolution (HGA-DE) [28] , the hybrid PSO with sequential quadratic programming (PSO-SQP) [29] , the hybrid GA-pattern search-SQP (GA-PS-SQP) [12] , BCO-SQP [30] , a modified EP-PSO (MHEP-SQP) [19] , and SOA-SQP [14] . By combining various approaches, the hybrid method overcomes a single component's limitations by applying other components' advantages to solve the DED problem. One combined approach has been applied to implement coarse searching, and another has been used for fine tuning in a hybrid method [31] . Note that almost all of the methods focus on improving the performance of a specific algorithm and focus less on exploiting the characteristics of the problem itself. Although many of the aforementioned methods have provided high-quality solutions, they have their own limitations. Heuristic-based approaches are often trapped by the sensitivity of various parameter settings. With hybrid methods, finding an appropriate integration point for the combined approaches is always a challenging problem for designers.
To address these limitations, we focus on the analysis of the characteristics of DED and use the characteristics to guide research to improve these methods. Generally, a typical and effective method for solving a complex optimization problem with a coupling relationship is to convert the complex problem into multiple easily solvable subproblems. Many existing studies have successfully verified that the efficiency of solving complex problems can be improved [32] , [33] . We hypothesize that as a complex optimization problem, the DED problem can also be solved based on some decomposition-based technology. Compared with SED, in DED, the difficulties arise mainly from the introduction of the ramp-rate constraints. If we regard the DED problem as 24 coupled SED problems, then the ramp-rate constraint increases the total number of constraints and leads to a complex coupling relationship among each individual SED problem. The strong coupling relationship among SED problems may limit the feasible regions when these problems are respectively solved or even lead to a solution in the wrong search direction at the iteration. In this situation, special attention has been devoted to decomposing DEDs based on an appropriate handling of the ramp-rate constraints.
We propose a decomposition optimization strategy to solve the DED problem. We have considered the coupling relationship in designing an appropriate decomposition principle. To guide decomposition, two parameters are introduced, namely, the decomposition quantity and the time-step. The decomposition quantity defines the quantity of sub-problems, and the time-step represents the overlapped quantity of two adjacent sub-problems. Based on the analysis of parameters, two kinds of decomposed ways are introduced. First, a local search operator is proposed to valid the effectiveness of the decomposition strategy. Simulation results show that this operator can bring prominent improvements in most of the results of Cases 1-6. Moreover, an overlapped decomposition optimization (ODO) is proposed to enhance the global exploratory capability. High-quality results can be obtained by combining the strategy with ordinary heuristic-based algorithms, such as the GA, DE, PSO, and ABC. The effectiveness of the optimization strategy is validated through a series of simulations. The results are compared with those of existing state-of-the-art optimization techniques.
The main contributions of this study can be summarized as follows. 1) We provide a new way to solve coupled spatial-temporal scheduling problems in power systems. 2) Researchers can employ the proposed decomposition strategy as a local search operator to further improve the quality of solutions.
3) The performance of ODO is relatively insensitive to the optimization algorithms combined with the decomposition strategy. We have shown that this strategy can obtain high-quality results when used in conjunction with ordinary heuristic-based algorithms.
The rest of this paper is organized as follows. Section 2 presents the DED mathematical model. The application of the proposed local search operator is described in Section 3. Section 4 derives the ODO method, which has a strong global search ability. Conclusions and future research are discussed in Section 5.
II. PROBLEM FORMULATION
The DED problem with valve-point effects is aimed to minimize the total fuel costs by economically allocating the power outputs of all generating units over the entire dispatch period and meet the load demand of a power system while satisfying the system and unit constraints. The main determinants of a unit's output power are real power balance constraints, power operating constraints, generator ramp rate constraints, prohibited operating zone constraints and spinning reserve requirement constraints. We will introduce the problem formulation in detail below.
A. OBJECTIVE FUNCTION
Compared to SED, which is scheduled at a certain hour, DED adopts dynamic scheduling for a load cycle of 24 hours. Consider a power system with N G generating units over N T time intervals. In general, the basic objective function of the VOLUME 6, 2018 DED problem can be formulated as the following optimal function [34] :
where F denotes the total fuel costs over the dispatch period. But in practice, due to the wire drawing effects when steam intake valve suddenly opens, a rapid increase in fuel loss (which is named valve point effect) should be added to the fuel cost curve [23] . To accurately describe the DED model, the coal consumption curve is expressed by integrating a sinusoidal function in the basic objective function, as shown in Fig. 1 . When the valve point effect (VPE) is considered, the total fuel costs can be written as follows [34] :
where e i and f i are the coefficients of generator i reflecting the valve-point effects. P i,min is the minimum power outputs of generator i.
B. CONSTRAINTS
The DED problem with valve-point effects subjects to the following equality and inequality constraints:
where P i,t is the power output of generator i at time interval t and P D,t is the total load demand of time horizon t. P L,t is the system transmission loss during time interval t, which represents the power loss generated on the transmission line when the power grid is running. The transmission loss is expressed as a quadratic function using B ij , which is the power loss coefficient of the transmission network [34] .
2) POWER OPERATING CONSTRAINTS
where P i,min and P i,max are the minimum and maximum power outputs of generator i, respectively.
3) GENERATOR RAMP RATE CONSTRAINTS
where UR i and DR i are the ramp-up and ramp-down rate constraints of generator i, respectively.
where P l i,m and P u i,m are the lower and upper constraints of the mth prohibited zone of the ith generator, respectively, and N Zi is the number of prohibited zone for the ith generator.
5) SPINNING RESERVE REQUIREMENT CONSTRAINTS (SRRS)
where SRRs t and SRRs m t are the spinning reserve requirements for 60 and 10 minutes compensation time in the tth hour and are expressed in MW.
Note that the complete time horizon N T is usually selected as one day with 24 hours. Based on the generator ramp constraints (6), a generator's output at hour t is only affected by its output at hour t −1. Thus, the generator's output at hour 24 does not affect its output at hour 1 on the same day. Generators work in this way may have large power output difference between hour 24 and hour 1. Considering the output at hour 45806 VOLUME 6, 2018 24 should influence its output at the following day's hour 1. Some researchers think that the optimization work should be closely integrated with practice. Actually, the adjacent days have the similar power demand and power consumption. The ramp rate constraints between hour 24 and hour 1 on the same day are considered when calculating the power output of generators at hour 24 and hour 1. This treatment ensures the generator's output at the following day' hour 1 lies in feasible region. Many literatures offer the solutions that satisfy the ramp rate constraints between hour 24 and hour 1 [16] , [22] , [24] , [37] , [40] , [41] .
III. PROPOSED LOCAL SEARCH OPERATOR BASED ON THE DECOMPOSION STRATEGY
In this section, the framework of the local search operator is introduced. The DED problem is decomposed into several equivalent sub-problems based on the physical structure. Power operating constraints of each sub-problem are redefined based on the decomposition. Then, the optimal solution can be found by solving these sub-problems. When applied to power systems consisting of 5, 10, 15, 30, and 54 units, all optimal solutions obtained from different references obtain fast and stable improvement. The simulation results establish the validity of the proposed operator.
A. DECOMPOSITION STRATEGY
The aim of the decomposition strategy is to reduce the difficulty of solving optimization problems, to make it easier to apply the weak optimizers. Meanwhile, it may lead to a strong optimizer getting stronger.
Compared with the SED problem, the DED problem contains twenty-four times as many process variables and constraints. Moreover, the ramp-rate constraints that provide a coupling relationship to generators at different hours are added to the DED model. Since the DED problem is derived from the SED problem, the DED program should be decomposed by the hour. A parameter that denotes the time horizon of each sub-problem is defined here to decompose the DED problem.
Considering that the DED problem contains N T hourly time intervals, the corresponding number of sub-problems is equal to N T /Q b , Q b ∈ {1, 2, 3, 4, 6, 8, 12}. A higher value of Q b indicates that there are more variables and constraints in each sub-problem. With this condition, the sub-problems are relatively complex. A lower value of Q b can make subproblems simple, but it may also reduce the solving efficiency of the whole DED problem. Fig. 2 presents an example of a decomposed DED problem that is decomposed into n sub-problems, where r i,i+1 represents the generator ramp rate constraints between the ith sub-problem and the (i+1)th sub-problem. Furthermore, any two sub-problems are coupled. However, the neighboring two sub-problems have the strongest relationship based on the ramp rate constraints. The change of one sub-problem first affects the neighboring sub-problems and then passes to other sub-problems. Take the ith sub-problem as example. The closer the two sub-problems are, the stronger the coupling relationship between them. When the solution of the ith sub-problem changes, the (i-1)h sub-problem and (i + 1) sub-problem are first affected based on r i−1,i and r i,i+1 . The other sub-problems successively adjust with the indirect affect. A one-dimensional search strategy is employed to assess the sub-problems.
The one-dimensional search, which is also called line search, is the most basic optimization method. This method can be used to solve the one-dimensional optimization problems and find the optimal step of a given direction in solving multi-dimensional problems. Inspired by the onedimensional search, a local search operator is proposed in this section. Take the 1st sub-problem as the starting problem. All the solutions of sub-problems except the 1st sub-problem are fixed first, and then the feasible region of the 1st sub-problem can be calculated based on r 1,2 . To solve the sub-problem, several common optimization methods are employed here. Note that the feasible region of the 2nd sub-problem may change as the new solution of the 1st sub-problem is obtained. Then, we fix the solution of the 1st sub-problem, calculate the new feasible region of the 2nd sub-problem based on r 1,2 and r 2,3 and solve the 2nd sub-problem problem. The subproblems are solved sequentially, and every iteration generates a locally optimal solution. To facilitate the solution, this process will not end when it comes to the nth sub-problem but rather cycles one after one until the following condition is satisfied.
where ε is a threshold variable to guide the cyclical search procedure. X 0 t,best and X t,best are the initial solution and the improved solution, respectively, where i = 1, 2, ..., n.
To demonstrate the effectiveness and advantage of the decomposition, several common heuristic algorithms are employed in the sub-problem solution phase. The following experimental study shows that the search performance depends less on the algorithms used for the sub-problems.
B. CONSTRAINT HANDLING
It has already been mentioned that DED is a nonlinear constrained optimization problem involving a number of equality and inequality constraints. In the iterative process, not every solution generated during the evolution can satisfy all constraints, especially real power balance and ramp rate constraints. Even if a feasible solution is obtained in one VOLUME 6, 2018 generation, it may become infeasible after crossover and mutation in another generation.
At present, the penalty method is one of the most frequent methods for dealing with these complex constraints of the DED problem, but the method has a few of insufficiency in the aspects of computational efficiency and determination of the penalization degree. In this section, a heuristic procedure has been devised to accommodate constraints. Although the allocation can be started from the first time interval of the modified cycle, as done in [35] , the allocation can be infeasible at a later stage due to ramp constraint and any significant changes in demand. For the DED problem with N G generators and N T time intervals, a solution X can be expressed as follows:
where P i,t is the power output of generator i at time interval t. X is the relevant solution in the selected heuristic algorithms.
For an infeasible solution X . The following mechanism is applied to transform it into feasible solution.
Step 1: Randomly select an hour t ∈ N T as the initial time interval.
Step 2: In particular, to ensure that the DED problem is equivalent to the decomposed sub-problems, the power operating constraints are addressed based on the ramp rate constraints as follows.
Note that even if a feasible solution P t is obtained at current hour, it may make it impossible for P t+1 to meet the (3) and (6) at the next hour. (13) and (14) can make sure the generation range of the adjacent time interval satisfies the load demand. This prevention strategy helps to avoid generating a potential P t which affects the equality constraints adjustment at the next hour.
Step 3: Adjust the output of each generator at current time interval to satisfy (5) and (6) using (15)
Step 4: Tackle the demand-supply constraint by the following steps:
Step 4.1: Calculate the system transmission loss at the current time interval using (4).
Step 4.2: Calculate the difference in the power demand constraints at the current time interval as:
Check if Dif ≤ ε 0 , go to Step 2 and set t = t + 1; otherwise, go to the next step. Here, ε 0 is a tolerance variable which has a large value at the early stages of evolutionary process and is decreased gradually to a small value [31] .
Step 4.3: Generate a random sequence of the N G generators R = r 1 , r 2 , · · · , r N G as the slack generator sequence. Select the first generator r = r 1 as the slack generator, and reset its output at current interval as
Step 4.4: Adjust the output P r,t to the feasible horizon using (15) . If the solution of P t is still infeasible, recalculate the Dif using (16) and select the next generator r = r 2 as the slack generator. Repeat this process until a feasible solution is found. Then update the operating range using (16) and (17) , and set t = t + 1.
Step 4.5: Repeat Step 4.1 to Step 4.4 until t = N T . Here we will obtain a feasible solution at t to N T time intervals.
Step 5: Obtain the solution at the rest of the time intervals by repeating Step 4.1 to Step 4.4. The strategy is similar to the preceding process, except the solution is calculated from the initial time interval t to the 1th time interval.
Step 6: If t = 1, terminate the above process and output the updated feasible solution X .
C. PROCEDURE OF THE LOCAL SEARCH OPERATOR FOR DED PROBLEMS
The detailed procedure of the proposed local search operator is presented as follows:
Step 1 (Initialization): Initialize Q b and ε. Generate the initial parameters and select a solution in the feasible problemsolving space as the initial solution. For the DED problem with N G generators and N T intervals, an initial solution X can be described as (12) .
Step 2 (Decomposition): Decompose the DED problem into n SED problems, where n = N T /Q b . Randomly select the ith sub-problem as the starting sub-problem to be solved, where i ∈ {1, 2, ..., n}. The relevant solution of the ith sub-problem is X i .
Step 3 (Solution to Sub-Problems): Take X 0 i,best = X i as the initial best solution. Calculate the feasible region of the sub-problem according to (13) and (14) . Select an algorithm to solve this sub-problem. The fitness function of each solution is calculated using (2) and the constraints handling mechanism proposed in the previous section is employed to transform an infeasible solution into feasible solution. Then we will obtain the optimized solution X i,best .
Step 4: If the computation completes a round, move on to the next step. Otherwise, return to Step 3 with i = i + 1. If i = n, set i = 1.
Step 5: If X i,best − X 0 i,best ≤ ε, move on to the next step. Otherwise, proceed to Step 7.
Step 6: Fix the solution of the ith sub-problem.
Step 7: Update the best solution of the sub-problem at the tth hour such that X 0 i,best = X i,best .
Step 8 (Assessment):
Check if all the solutions of the sub-problems have been fixed. If not, return to Step 3. The iterative process continues until all sub-problems have been solved.
Based on the description, the pseudo-code is illustrated in Fig. 3 . 
D. EXPERIMENTAL RESULTS AND DISCUSSIONS
For the experimental study, we consider several test problems that involve up to 54 units in DED problems. For each case, we select a certain optimal solution from the recently published literature as the initial solution. The solutions are listed in Table 2 . Note that these optimal solutions cannot be further improved when using the methods from the literature. In this section, we attempt to improve on these solutions using the proposed method. The following experiment is conducted to verify that each optimal solution from the literature is locally optimal. Take the optimal solution x of case 2 [35] as an example. The operational constraints of every unit are limited to a small certain scope of [x − θ, x + θ], where θ is set to 1 in this study. The methods from the literature are used to perform the local search, but no better solutions are found.
The problems we solve are briefly described as follows. Case 1: 5-unit problem with power loss using the loss coefficients (B) [35] Case 2: 10-unit system without power loss [31] Case 3: 10-unit system with power loss [31] Case 4: 15-unit system with power loss [36] Case 5: 30-unit system generated by combining three 10-unit systems of Case 2 without power loss [31] Case 6: 54-unit system without power loss [36] In all cases, the valve-point effect and the ramp-rate constraints are considered. The complete dispatch horizon N T is selected as one day with 24 hours. In this section, our aim is to maximally reduce the difficulty of solving DED by dividing the DED problem into 24 problems. With this condition, the sub-problems have the lowest complexity.
The parameters used for solving sub-problems in this study are shown in Table 1 . The control parameters of the mentioned algorithms chosen in this study are listed in Table 1 . For each case, 50 independent trials were conducted to compare the solution quality and convergence characteristics. All experiments were executed in the MATLAB 2016a computational environment on a Pentium-core 3.2 GHz personal computer with 8 GB of RAM. We selected some recent research literature in the field of DED and obtained the literature corresponding the best values reported in those of articles. Note that these best solutions are all obtained from a large number of repeated experiments and are completely convergent. We want to verify the local search capability of this operator based on the decomposition strategy in this Section. These optimal solutions can be further improved when using the local search operator. Experiments show that the local search operator has a stable and better time-consuming performance. Table 2 presents the source from where these optimal values were taken, optimal values in the source, the minimum and the improvement cost based on the optimal solutions corresponding to these optimal values.
Data in Table 2 is obtained by employing DE algorithm in the sub-problem solving phase. We can easily find that the VOLUME 6, 2018 operator can improve all optimal solutions from the literature, even the best-known solution. The local search capability is fully demonstrated according to the improvements, and the proposed operator shows a stable robustness. Moreover, through the analysis of the optimized solutions, almost every optimized solution is found to differ greatly from the initial solution in certain dimensions. Take Case 2 as an example. Table 3 lists several units with significant cost changes. This phenomenon reveals that the proposed operator allows the optimal solution to escape from the local optimal region.
Again, take Case 2 as example. Table 4 shows selected effects of various employed algorithms in the sub-problem solving phase. There is no apparent influence on the quality of the final solution. Thus, the search performance depends on the decomposition rather than the capability of the algorithms used for the sub-problems. These findings demonstrate that the decomposition strategy itself is powerful enough to conduct the local search.
Overall, the proposed operator presents a strong local search capability. The better the quality of the initial solution is, the better the optimization result. However, the improvement potential is limited. The proposed method has weaknesses, including the lack of excellent global search capability. The next section describes our research on the decomposition strategy.
IV. PROPOSED ODO METHOD
In the previous section, the DED problem is decomposed into 24 SED problems. This decomposition does make the sub-problems simpler; however, the coupling relationships among generators are not fully analyzed. In this section, the DED problem is decomposed into several sub-problems that consist of multiple time intervals. The adjacent subproblems can be overlapped by introducing a new parameter S t named the time-step, where S t represents the overlapped quantity of two adjacent sub-problems and lies between 1 and Q b . Experiments have shown that the proposed method possesses satisfactory global search capability and preserves the strong local search capability.
A. DECOMPOSITION WITH THE TIME STEP TO IMPROVE THE GLOBAL SEARCH
If the tth hour is the initial hour of the first sub-problem, then the starting hour and the terminal hour of the nth sub-problem are calculated as
where t ∈ {1, 2, ..., T } and Q b ∈ {1, 2, 3, 4, 6, 8, 12}. Adjust T initial n and T end n to satisfy (19) : In Fig. 4, sub-problem (i-1) consists of a time interval of 1-4 hours. When the proposed method starts, we first fix the solutions of all sub-problems except sub-problem (i-1) and obtain the feasible region based on r 24,1 and r 4,5 . Subproblem (i-1) is now equivalent to a new DED problem. After solving sub-problem (i-1), an improved solution can be obtained. We then fix sub-problem (i-1), calculate the feasible region of sub-problem i based on r 2,3 and r 6,7 and solve subproblem i. Note that the partial solution of sub-problem (i-1) that is obtained in the previous step may change. Subproblems are sequentially solved, and this process cycles until the following condition is satisfied. where ε is a threshold variable to guide the cyclical search procedure. X 0 i,best and X i,best are the initial solution of subproblem i and the improved solution of sub-problem i, respectively.
To ensure that the DED problem is equivalent to the decomposed sub-problems, some formula of the mechanism used in Chapter III is revised. Take sub-problem i in Fig. 4 as an example.
2) REAL POWER BALANCE CONSTRAINTS
VOLUME 6, 2018 3) POWER OPERATING CONSTRAINTS
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B. PROCEDURE OF ODO FOR DED PROBLEMS
The detailed procedure of the proposed ODO consists of the following steps.
Step 1 (Initialization): Initialize Q b and S t . Randomly generate an initial solution X within the search space as shown in (12) .
Step 2 (Decomposition): Randomly select the initial time interval t from {1, 2, ..., T }. Calculate the relevant variables according to (18) - (19) . Decompose the DED problem into a series of sub-problems based on Q b and S t .
Step 3 (Solution to Sub-Problems): Select an algorithm to solve the sub-problem n. The fitness function of each solution is calculated using (2) and the constraints handling mechanism proposed in the previous section is employed to transform an infeasible solution into feasible solution. ε 0 = 1 is adopted here for the units with considering the transmission loss. Then we will obtain the optimized solution X n,best .
Step 4: If the computation completes a round, proceed to the next step. Otherwise, return to Step 3 with t = t + S t .
Step 5: If X n,best − X 0 n,best ≤ ε, proceed to the next step. Otherwise, return to Step 7.
Step 6: Fix the solution of sub-problem n.
Step 7: Update the best solution of sub-problem n where X 0 n,best = X n,best .
Step 8 (Assessment): Check if all the solutions of the sub-problems have been fixed. If not, return to Step 3. The iterative process continues until all the sub-problems have been solved.
Based on the description, the pseudo-code is shown in Fig. 5 .
C. EXPERIMENTAL RESULTS AND DISCUSSIONS
To verify the effectiveness of the proposed ODO in solving the DED problem, the six cases that are listed in the previous section are studied. These cases involve up to 54 thermal generators over a scheduled time horizon of 24 hour. Four ordinary heuristic-based algorithms, such as the GA [6] , DE [12] , PSO [7] and ABC [10] , are combined with ODO (ODO-GA, ODO-DE, ODO-PSO and ODO-ABC) in this section. The control parameters of the mentioned algorithms chosen in this study are listed in Table 1 . The maximum iteration number is set to 500 for all cases. For all the cases, the simulation contains 50 independent runs to ensure the robustness of the proposed method. The experimental results show that the proposed ODO is effective and efficient. For each case, the proposed methods provide better results than other algorithms, and the small standard deviation again confirms the stability of the proposed method. Note that the results are based on the uses of basic heuristic algorithms for the solution of the sub-problems. The proposed method would provide better results if it was combined with certain recently developed DED algorithms.
1) DED WITHOUT CONSIDERING THE POWER LOSS
Case 2: 10-generator problem without considering the transmission loss. The second power test system consists of ten thermal generators without considering the transmission loss. The generating system data were taken from [31] . The computation time is 3.61 minute. Table 6 gives the statistic comparison among different heuristic methods, 17 previously developed algorithms were used for comparison. It is obvious that ODO-GA, ODO-DE, ODO-PSO and ODO-ABC can obtain solutions with much lower total generation costs than other reported methods. Although MIQP [31] can obtain lower standard deviation, ODO-DE, ODO-PSO and ODO-ABC outperform it in terms of the total generation costs. Even the maximum costs obtained using these three methods are better than the solution obtained by MIQP.
Case 5: 30-generator problem without considering the transmission loss.
The fifth case is a lossless electric power system consisting of 30 thermal generators which is tripled from the 10-generator problem of Case 2. The computation time is 4.35 minute. The minimum, maximum, and average values of total operating cost for one day are given in Table 9 , along with the operating costs from other published results from the literature for the sake of comparison. It is apparently seen that ODO-GA, ODO-DE, ODO-PSO and ODO-ABC outperform any other method regardless of minimum cost, average cost and maximum cost.
Case 6: 54-generator problem without considering the transmission loss Finally, a more challenging problem with a large scale is employed. The valve point effects and prohibited operating VOLUME 6, 2018 zones are both considered here. The data and information of this system can be obtained from [36] . The computation time is 5.08 minute. The simulation results of the proposed methods are compared in Table 10 with GA [15] , PSO [15] , ICA [15] , HS [36] , IHS [36] , GHS [36] and NPAHS [36] . The minimum cost obtained using ODO-GA, ODO-DE, ODO-PSO and ODO-ABC are 1,728,464$/day, 1626385 $/day, 1,655,486 $/day and 1,620,761 $/day respectively. Note that the maximum cost obtained by ODO-DE and ODO-ABC, which are 1,704,706 $/day and 1,681,680$/day, are better than the minimum cost of the other methods.
2) DED WITH CONSIDERING THE POWER LOSS
Since transmission loss cannot be avoided in power distribution systems, it is important to consider it when scheduling generators. In this paper, four cases (5, 10, and 15-generator system) are considered with transmission loss due to data availability. The solutions obtained using the proposed methods are presented in Tables 5, 7 , and 8, respectively, along with the results from the state-of-the-art algorithms. It can be seen that the proposed methods are able to obtain much better results than the state-of-the-art algorithms. Additionally, there is no significant difference among these four methods.
Case 1: 5-generator problem with considering the transmission loss.
The first test system consists of 5 thermal generators with the valve point effects and ramp-rate limits taken into account. The generating system data and B coefficients to compute transmission line losses are adapted from [35] . The computation time is 3.19 minute. Minimum, average, and maximum costs along with standard deviation after performing 50 independent trial runs are given in Table 5 . It can be seen that the minimum, mean and maximum cost obtained by ODO-DE, ODO-PSO and ODO-ABC are better than other methods. Although ODO-GA has a slightly worse minimum cost than E-GA, E-DE and GA-DE, it exhibits a better performance on standard deviation.
Case 3: 10-generator problem with considering the transmission loss.
The second test case concerns a 10-unit system in which the characteristics of the thermal units and the load demands are the same as in case 4 and the loss coefficients are taken from [31] . The computation time is 6.18 minute. As seen in Table 7 , the total generation costs obtained using ODO-DE and ODO-ABC are lower than those for most of the results reported in the literature.
Case 4: 15-generator problem with considering the transmission loss.
In this case, a 15-generator power system is considered. The power demand pattern for 24 hours, operating unit characteristics, and B coefficients for calculation of transmission losses were given in [36] . Compared with the 5-unit system, the decision variables in a solution is tripled, which contains 360 variables. The computation time is 7.86 minute. From Table 8 , it is obvious that, ODO-DE and ODO-ABC gave the best performance on minimum and average fuel cost. VOLUME 6, 2018 The experimental results show that the proposed ODO is effective and efficient. For each case, the proposed method provides better results than other algorithms, and the small standard deviation again confirms the stability of the proposed method. Note that the results are based on the uses of basic heuristic algorithms for the solution of the subproblems. The proposed method would provide better results if it was combined with certain recently developed DED algorithms.
3) EFFECT OF DECOMPOSITION STRATEGY
To demonstrate that the decomposition strategy can improve the ability of weak optimizers, we compare GA, DE, PSO and ABC with ODO-GA, ODO-DE, ODO-PSO and ODO-ABC, respectively. It can be seen in Table 9 that for Case 2, all the performance of the four basic heuristic algorithms achieves significantly improvement with the help of the decomposition strategy.
4) EFFECT OF CONSTRAINT HANDLING
The proposed constraint handling can help the infeasible solutions to transform into high-quality feasible solutions. To test the effect of this constraint handling, we record the average cost over 20 independent runs with and without the handling procedure in the same experiment situation. The penalty method, which is one of the most frequent methods for dealing with DED problem, is used for comparison. Table 12 shows that each operator with the proposed constraint handling can find better solution (take ODO-DE for example).
5) EFFECT OF Q B and S t
We have proved that the decomposition strategy can improve the search ability of algorithms. The appropriate and S t can bring a big increase in the performance of weak optimizers. In this part the effect of different combinations of and S t on the search ability is analyzed. We can find from Table 13 that, Q b = 12 is the fastest setting but obtains the worst quality of solution (take ODO-ABC for example). The quality of the solutions got worse as the value of increased. When Q b = 4, the algorithm has a high quality of solution and its computation time is also acceptable. Table 14 shows the effect of S t with the value of is set to 4. It is found that Q b = 4 and S t = 2 are the best parameter settings.
V. CONCLUSIONS
In this paper, by analyzing the optimization problem's characteristic, we decompose the DED problem into several sub-problems based on the coupling relationship among generators. A local search operator based on a decomposition strategy is first proposed. The simulation results show that the strategy can lead to substantial improvements in most of the results in Cases 1-6. Then, an overlapped decomposition optimization method is introduced to improve the global search capability. Based upon the successful application of the decomposition strategy, high-quality solution is found by successively solving the sub-problems. The promising performance of the proposed methods is demonstrated on multiple DED problems, leading to the following findings.
a. Better solutions are obtained by the proposed methods than with state-of-the-art algorithms. b. We provide a new way of solving the DED problem, in which a decomposition-based strategy is adopted to decompose the problem into several sub-problems. The simulation results show that the strategy can lead to substantial improvements in most of the results in Cases 1-6. Researchers can employ the proposed strategy as an effective local search operator to further improve the quality of solutions based on the existing research. c. The proposed ODO has a small effect on the performance of algorithms with which it is combined. Highquality results can be obtained by combining ODO with ordinary heuristic-based algorithms, such as the GA, DE, and PSO. The results further indicate that the proposed method can be used as a powerful optimizer for coupled spatial-temporal scheduling problems in power systems. In future work, we plan to apply the decomposition strategy to more complex practical DED problems that consider the uncertainty of load demand, wind speed and solar irradiation. 
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