Abstract-We show that solving a multiple-unicast network coding problem can be reduced to solving a single-unicast network error correction problem, where an adversary may jam at most a single edge in the network. Specifically, we present an efficient reduction that maps a multiple-unicast network coding instance to a network error correction instance while preserving feasibility. The reduction holds for both the zero probability of error model and the vanishing probability of error model. Previous reductions are restricted to the zero-error case. As an application of the reduction, we present a constructive example showing that the single-unicast network error correction capacity may not be achievable, a result of separate interest.
therein is weaker, and has a gap so that the "if and only if" connection between I and I c is broken. Hence for this case the reduction from I to I c is not established.
In this paper, we close this gap and complete the reduction from multiple-unicast to network error correction under the vanishing-error model. For a general multiple-unicast network coding problem I, we show that a corresponding network error correction problem I c can be constructed, so that a rate is feasible with vanishing error in I if and only if a corresponding rate is feasible with vanishing error in I c . We construct I c in the same way as in [11] . However, compared to the (implicit) information-theoretic approach used in [11] , we present a way to explicitly construct the network code for I from the network code for I c . Furthermore, the new approach enables a stronger result, simplifies the proofs and generalizes the result of the zero-error model as a special case.
As there are connections between I and I c for both zeroerror feasibility and vanishing-error feasibility, it is natural to ask if the connection extends to the case of asymptotic feasibility. We answer this question negatively by constructing a counter-example. By applying our analysis to this example, we further show that the (single-source single-terminal) network error correction capacity is not achievable in general, which is a result of separate interest. Previous works [12] , [13] have studied the unachievability of capacity for multiple-unicast networks and sum-networks, respectively.
II. MODELS A. Multiple-unicast Network Coding
A network is a directed graph G = (V, E), where vertices represent network nodes and edges represent channels. Each edge e ∈ E has a capacity c e , which is the number of bits that can be transmitted on e in one transmission. An instance I = (G, S, T , B) of the multiple-unicast network coding problem, includes a network G, a set of source nodes S ⊂ V, a set of terminal nodes T ⊂ V and an |S| by |T | requirement matrix B. The (i, j)-th entry of B equals 1 if terminal j requires the information from source i and equals 0 otherwise. B is assumed to be a permutation matrix so that each source is paired with a single terminal. Denote by s(t) the source required by terminal t. Denote [n] {1, .., n}, and each source s ∈ S is associated with an independent message, represented by a random variable M s uniformly distributed over [2 nRs ] . A network code of length n is a set of encoding functions φ e for every e ∈ E and a set of decoding functions φ t for each t ∈ T . For each e = (u, v), the encoding function φ e is a function taking as input the signals received from the incoming edges of node u, as well as the random variable M u if u ∈ S. φ e evaluates to a value in [2 nce ], which is the signal transmitted on e. For each t ∈ T , the decoding function φ t maps the tuple of signals received from the incoming edges of t, to an estimated messageM s(t) with values in [2 nR s(t) ]. A network code {φ e , φ t } e∈E,t∈T is said to satisfy a terminal t under transmission (m s , s ∈ S) ifM s(t) = m s(t) when (M s , s ∈ S) = (m s , s ∈ S). A network code is said to satisfy the multiple-unicast network coding problem I with error probability if the probability that all t ∈ T are simultaneously satisfied is at least 1 − . The probability is taken over the joint distribution on (M s , s ∈ S). Formally, the network code satisfies I with error probability if
For an instance I of the multiple-unicast network coding problem, rate R is said to be feasible if R s = R, ∀s ∈ S, and for any > 0, there exists a network code that satisfies I with error probability at most . Rate R is said to be feasible with zero error if R s = R, ∀s ∈ S and there exists a network code that satisfies I with zero error probability. Rate R is said to be asymptotically feasible if for any δ > 0, rate (1 − δ)R is feasible. The model assumes that all sources transmit information at equal rate. There is no loss of generality in this assumption as a varying rate source s can be modeled by several equal rate sources co-located at s.
B. Single-source Single-terminal Network Error Correction
An instance I c = (G, s, t, A) of the single-source singleterminal network error correction problem includes a network G, a source node s, a terminal node t and a collection of subsets of channels A ⊂ 2 E susceptible to errors. An error occurs in a channel if the output of the channel is different from the input. More precisely, the output of a channel e is the bitwise xor of the input signal and an error signal r e . We say there is an error in channel e if r e is not the zero vector. For a subset A ∈ A of channels, an A-error is said to occur if an error occurs in every channel in A. Since there is only a single source and a single terminal, in this problem we suppress the subscript and denote by M the random message of the source, by R the rate of M , and byM the output of the decoder at t.
Denote by R A the set of error patterns r = {r e } e∈E that correspond to an A-error, for any A ∈ A. A network code {φ e , φ t } e∈E is said to satisfy I c under transmission m ifM = m when M = m, regardless of the occurrence of any error pattern r ∈ R A . A network code is said to satisfy problem I c with error probability if the probability that I c is satisfied is at least 1 − . The probability is taken over the distribution on the source message M . Note that our model targets the worst-case scenario in the sense that if M = m is transmitted and m is satisfied by the network code, then correct decoding is guaranteed regardless of the error pattern.
For a single-source single-terminal network error correction problem I c , rate R is said to be feasible if for any > 0, there exists a network code that satisfies I c with error probability at most . Rate R is said to be feasible with zero error if there exists a network code that satisfies I c with zero error probability. Rate R is said to be asymptotically feasible if for any δ > 0, rate (1 − δ)R is feasible. The capacity of I c is the supremum over all rates that are asymptotically feasible.
III. REDUCTION FROM MULTIPLE-UNICAST TO NETWORK ERROR CORRECTION

Fig. 1:
In the single-unicast network error correction problem I c , the source s wants to communicate with the terminal t. N is a general network with point-to-point noiseless channels. All edges outside N (i.e., edges for which at least one of its end-points does not belong to N ) have unit capacity. There is at most one error in this network, and this error may occur at any edge except {a i , b i , 1 ≤ i ≤ k}. Namely, A includes all singleton sets of a single edge in the network except {a i } and {b i }, i = 1, ..., k. Note that there are k parallel branches in total but only the first and the k-th branches are drawn explicitly. The multiple-unicast network coding problem I is defined on the network N , where the k source-destination pairs are (s i , t i ), i = 1, ..., k, and all channels are error-free.
The following theorem is the main result of this section.
Theorem 1. Given any multiple-unicast network coding problem I with source-destination pairs {(s i , t i ), i = 1, ..., k}, a corresponding single-source single-terminal network error correction problem I c = (G, s, t, A) in which A includes sets with at most a single edge can be constructed as specified in Figure 1 , such that rate k is feasible in I c if and only if unit rate is feasible in I.
The backward direction of the theorem, i.e., unit rate in I implies rate k in I c , is simple and is prove in [11] . In the remainder of this section we prove the forward direction of Theorem 1, i.e., the feasibility of rate k in I c implies the feasibility of unit rate in I.
Suppose in I c a rate of k is achieved by a network code C = {φ e , φ t } e∈E with length n, and with a probability of error . Recall that M is the source message uniformly distributed over M = [2 kn ], andM is the output of the decoder at the terminal. Let M good = {m ∈ [2 kn ] : C satisfies I c under transmission m} be the subset of messages that can be decoded correctly under any error pattern r ∈ R A . Denote by M bad = M\M good , then for any m ∈ M bad , there exists an error pattern r ∈ R A such that M = m if M = m and r occurs, i.e., a decoding error occurs. Because C satisfies I c with error probability , it follows that |M bad | ≤ 2 kn and thus |M good | ≥ (1 − ) · 2 kn . We introduce some notation needed in the proof. In problem I c , under the network code C, for i = 1, ..., k, let
be the signal received from channel x i when M = m and the error pattern r happens. Let r = 0 denotes the case that no error has occurred in the network. Let
Notice that the set of edges a 1 , ..., a k forms a cut-set from s to t, and so does the set of edges b 1 , ..., b k . Therefore for any
We define A good and A err similarly and so
Function ψ i will be useful later, when we design the network codes in I. Intuitively, in the absence of adversarial errors, ψ i estimates the signal transmitted on edge b i given that the signal transmitted on edge z i isẑ i . In the following we analyze how often will ψ i make a mistake. Define
is the set of messages that, when they are transmitted by the source, ψ i will make a mistake in guessing the signal transmitted on b i . Lemma 1 shows that the size of this set is small.
We make the following combinatorial observation before proving Lemma 1. Lemma 2 is a variation of [11, Lemma 4] , whose proof is deferred to [14] due to space limit.
Proof (of Lemma 1): We can partition M ψ i as
and so
Consider an arbitraryẑ i and the set M(ẑ i ). We define an iterative procedure as follows. 1 2
Combining (2) and (3) we have |M
Function π i will be useful later for designing the network codes in I. Intuitively, in the absence of adversarial errors, π i estimates the signal transmitted on edge a i given that the signal transmitted on edge b i isb i . In the following we analyze how often will π i make a mistake. Define
is the set of messages that, when they are transmitted by the source, π i will make a mistake in guessing the signal transmitted on a i . Lemma 3 shows that the size of this set is small.
We make the following combinatorial observation before proving Lemma 3. Lemma 4 is a variation of [11, Lemma 3] , whose proof is deferred to [14] due to space limit.
err such that each of them will be decoded by terminal t to some message m ∈ M(â i ). 
Proof (of Lemma 3): Define
where (a) M(a i (m) ) are disjoint, and it follows that (5).
We next bound the size of
err with size at least 1 2 2 (k−1)n . Therefore each element of A π i,1 will contribute to at least
kn . By Lemma 4, each elements of A π i,2 will contribute to at least
kn . We are now ready to prove Theorem 1.
Proof ("⇒" part of Theorem 1): We show the feasibility of rate k in I c implies the feasibility of unit rate in I.
Let {φ e , φ t } e∈E be the network error correction code of length n that achieves rate k in I c , with probability of error . We assume that in this code edge z i simply relays the signal from edge a i . This is without loss of generality because for any network code that needs to process the signal on edge a i to obtain the signal to be transmitted on edge z i , it is equivalent to relay the signal on edge z i and perform the processing work at the head node of edge z i .
Let E N ⊂ E be the set of edges of the embedded graph N . For the multiple-unicast problem I, we define a length-n network code {τ e , τ ti : e ∈ E N , i ∈ [k]} as follows.
where • denotes function composition; φ zi and φ z i are the encoding functions of edges z i and z i in problem I c ; ψ i is defined in (1); and π i is defined in (4) . In the following we show that {τ e , τ ti : e ∈ E N , i ∈ [k]} achieves unit rate in I with probability of error upper bounded by 6k . In problem I, let M i be the random message associated with source s i , then
, then slightly abusing notations we denote by τ ti (M ) the output of the decoder τ ti under transmission M . The probability of decoding error is given by
where the probability is taken over the joint distribution of the random messages. Let m = (m 1 , ..., m k ) 
The probability that τ ti makes an error, i.e., Pr{τ ti (M ) = M i }, is upper bounded by the probability of the union of the following three events.
We upper bound the probability of E 1 , E 2 , E 3 , respectively.
where ( 
And by Lemma 3, we have
Combining (7), (8) and (9), it follows that
Finally, by taking the union bound over the k terminals,
Hence the probability of error is arbitrarily small and this establishes the feasibility of unit rate in I.
The proof above suggests that the feasibility of rate k with error probability in I c implies the feasibility of unit rate with error probability 6k in I. By setting = 0, we generalize the result in [11] regarding the zero-error model as a special case. Corollary 1. Given any multiple-unicast network coding problem I with source-destination pairs {(s i , t i ), i = 1, ..., k}, a corresponding single-source single-terminal network error correction problem I c = (G, s, t, A) in which A includes sets with at most a single edge can be constructed as specified in Figure 1 , such that rate k is feasible with zero error in I c if and only if unit rate is feasible with zero error in I.
IV. UNACHIEVABILITY OF NETWORK ERROR
CORRECTION CAPACITY Theorem 1 and Corollary 1 suggest that there are strong "if and only if" connections between I c and I for both zero-error feasibility and vanishing-error feasibility. It is natural to ask if this connection extends to the case of asymptotic feasibility, i.e., if it is true that rate k is asymptotically feasible in I c if and only if unit rate is asymptotically feasible in I. We answer this question negatively by constructing a counter-example. Fig. 2 : Construction of I c and I. In I c , the source is s and the terminal is t. A includes all singleton sets of a single edge except {a i } and {b i }, i = 1, ..., k. In I, the source-destination pairs are (s i , t i ), i = 1, ..., k. All edges have unit capacity. Theorem 2. There exists a multiple-unicast network coding problem I and a corresponding single-source single-terminal network error correction problem I c , constructed from I as specified in Figure 2 , such that rate k is asymptotically feasible in I c , but unit rate is not asymptotically feasible in I.
The proof of Theorem 2 is deferred to [14] due to space limit. By applying the reduction result in Theorem 1 to the example constructed in Theorem 2, it follows that the same example shows the unachievability of single-unicast network error correction capacity.
Corollary 2.
There exists a single-source single-terminal network error correction problem whose capacity is not feasible.
Proof: The construction of the network error correction problem I c is shown in Figure 2 . By the cut-set bounds, the capacity of I c is upper bounded by k. By Theorem 2, rate k is asymptotically feasible in I c , and so the capacity of I c is k. Also by Theorem 2, unit rate in not feasible in I, and so by Theorem 1, rate k is not feasible in I c . This shows that the capacity of I c is not feasible. Corollary 2 suggests that although the network error correction capacity is (by definition) asymptotically feasible, in general it may not be exactly feasible. This is in contrast to the scenario of network error correction with uniform A, i.e., A is the collection of all subsets containing z channels. In this case the network capacity can be achieved by linear codes. Unachievability of capacity is also studied for multipleunicast networks [12] and sum networks [13] . For both cases example networks for which the capacity is not achievable are constructed using matriod theory.
V. CONCLUDING REMARKS We show that determining the feasibility of a rate tuple in a multiple-unicast network coding problem can be efficiently reduced to determining the feasibility of a corresponding rate in a corresponding single-unicast network error correction problem, where an adversary may jam at most a single edge. Note that though our analysis assumes all source-destination pairs in the multiple-unicast transmit at equal rate, this restriction can be relaxed by modeling a varying rate source s as several equal rate sources co-located at s. Finally we apply the reduction to show the unachievability of single-unicast network error correction capacity.
We note that our results do not imply that finding the capacity of a multiple-unicast network coding problem can be reduced to finding the capacity of a single-unicast network error correction problem. Whether it is possible to construct such a reduction would be an interesting open problem.
