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Abstract
Vehicle tracking from an aerial platform poses a number of unique challenges including
the small number of pixels representing a vehicle, large camera motion, and parallax error.
For these reasons, it is accepted to be a more challenging task than traditional object track-
ing and it is generally tackled through a number of different sensor modalities. Recently,
the Wide Area Motion Imagery sensor platform has received reasonable attention as it
can provide higher resolution single band imagery in addition to its large area coverage.
However, still, richer sensory information is required to persistently track vehicles or more
research on the application of WAMI for tracking is required. With the advancements
in sensor technology, hyperspectral data acquisition at video frame rates become possible
as it can be cruical in identifying objects even in low resolution scenes. For this reason,
in this thesis, a multi-modal optical sensor concept is considered to improve tracking in
adverse scenes.
The Rochester Institute of Technology Multi-object Spectrometer is capable of collect-
ing limited hyperspectral data at desired locations in addition to full-frame single band
imagery. By acquiring hyperspectral data quickly, tracking can be achieved at reasonable
3
4
frame rates which turns out to be crucial in tracking. On the other hand, the relatively
high cost of hyperspectral data acquisition and transmission need to be taken into account
to design a realistic tracking. By inserting extended data of the pixels of interest we can
address or avoid the unique challenges posed by aerial tracking. In this direction, we in-
tegrate limited hyperspectral data to improve measurement-to-track association. Also, a
hyperspectral data based target detection method is presented to avoid the parallax effect
and reduce the clutter density. Finally, the proposed system is evaluated on realistic,
synthetic scenarios generated by the Digital Image and Remote Sensing software.
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Chapter 1
Introduction
Object tracking is a rapidly growing research field in the computer vision community.
The ultimate goal of object tracking is to analyze objects successfully in consecutive video
frames. The term ”object” is comprehensive. It can mean people walking on a street,
vehicles traveling on a road, players running on a court, or a missile shot from a warship.
Generally, object tracking (video surveillance) technology is used for security purposes.
For example, an air traffic controller needs a system that tracks commercial planes in a
certain area to provide collision-free transportation. Likewise, we may need to track a
suspicious vehicle to prevent a suicide attack. Another interesting application of video
analysis is player tracking technology. It can compute the player statistics in a game
which later on can be analyzed by the team manager to increase the efficiency of a player.
All these varying types of applications makes object tracking an attractive area among
computer vision research community.
The Tracking by Detection approach requires a robust object detection algorithm to
perform consistent tracking [6]. The tracking performance can be significantly affected
19
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Figure 1.1: Some applications of object tracking.
by this step since we first need to detect the object of interest to associate it with the
right track. Object detection algorithms aim to detect objects of interest to feed the
tracker with the desired observations. In the tracking literature, object detection is mostly
tackled by motion modeling or hand-crafted features[7, 1, 8, 9]. Some examples in the
Motion Detection category can be listed as parametric and non-parametric background
subtraction, three-frame differencing. On the other hand, the hand-crafted features can
be Histogram of Oriented Gradients (HoG), Texture Features, Color Histograms [10, 11].
In a traditional tracking scenario, environmental challenges render object detection tasks
more difficult. Some of these challenges are occlusion, shadow, and sudden illumination
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changes. [12]. In the aerial tracking case, an even greater number of unique challenges
need to be addressed to achieve successful tracking.
After detection, the following step in a tracking by detection framework is data as-
sociation. This step associates objects, detected by the object detection step, with the
corresponding validated tracks. Wrong assignments lead to frequent target loss or switch
resulting in track fragmentation. Some well-known data association techniques are Mul-
tiple Hypothesis Tracking [13], Joint Probability Data Association [14], Global Nearest
Neighbor [15] and Bipartite Graph-based Matching [1].
The final part of the tracking by detection framework is the filtering step, also called
data assimilation. Most of the data assimilation methods perform two updates; prediction
and the measurement update. In the prediction update, the location of a target of interest
is forecasted using its previous known location and a predictive model. In the measure-
ment update, the forecasting results are updated with the observations to re-estimate the
location of a target. Some common filtering techniques are the Kalman Filter and its
extenstions (Extended and Unscented Kalman Filters) [16, 17], the Particle Filter [18],
and the Gaussian Mixture PHD Filter [19].
One of the subcategories of Object Tracking is Aerial Vehicle Tracking and it has
attracted considerable interest in the computer vision community due to its growing im-
portance in various applications. The ultimate goal of an aerial vehicle tracking system is
to continuously track a target of interest even in scenarios dominated by occlusions and
dense traffic. For instance, it is quite challenging to identify a target when it is partially
or fully occluded by another object. The reason is the number of target pixels visible to
the camera is reduced, resulting in poor target modeling. Robust methods can recapture
the target once it is fully visible. However, in severe occlusion cases, it is very difficult
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to recapture the target due to target switches. Another unique challenge posed by aerial
tracking is low video frame rates, which prevents us from better modeling the evolution of
target motion. At this point, some sensors such as the Ground Moving Target Indication
(GMTI) sensor can be helpful as they can provide target information with high frequency,
but they are not able to detect ground targets moving with a velocity lower than a thresh-
old [20, 21]. One advantage of aerial vehicle tracking systems is that terrain structures
limit vehicles’ moving capability [22, 23]. By taking advantage of this fact, one can design
an aerial vehicle tracking system constrained with external road map information.
Generally speaking, aerial tracking is a more challenging task than traditional track-
ing since the aerial images are typically lower in resolution and the amount of overlap in
between subsequent frames is smaller. Low resolution imagery yields a small number of
pixels (100-200 pixels) representing a vehicle, which degrades the performance of appear-
ance based detection methods. In addition, the sampling rate in an aerial surveillance
platform (1-4 Hz) is small compared to common traditional tracking sampling rates (25-
50 Hz). Therefore, the displacement of a moving object in subsequent frames is larger
in the number of pixels, resulting in larger registration errors due to less spatial overlap.
Motion based detection methods rely on compensating for global camera motion such as
panning, tilting, and rotation to achieve camera stabilization, however, the low sampling
rate together with the parallax factor, occlusion, and lighting changes are barriers to their
application in aerial tracking.
The state-of-the art sensor used for aerial tracking is the Wide-Area Motion Imagery
(WAMI) sensor. It consists of six adjacent grayscale camera arrays. Each camera captures
an image of the scene simultaneously, and the six overlapping images are aligned to produce
a mosaic image. This way, large-area coverage task is addressed by the WAMI which can
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be helpful in recapturing lost targets, improving tracking persistency. Also, it provides
sufficient resolution single-band imagery. Altough the WAMI platform has been quite
useful in addressing some challenges of aerial tracking, it still does not provide enough
information to robustly detect and track objects of interest. Recent aerial tracking studies
regarding WAMI are explained in the next section.
Recent improvements in sensor technology can better address the unique challenges
posed by aerial tracking. For example, ongoing improvements in hyperspectral sensing
at near video frame rates has led researchers to better classify star clusters [24]. By
recording extended data from target pixels with sufficient spatial resolution we can get
more discriminative information from the objects, and accomplish more robust detection.
Using this extra information, we can also better exclude other vehicles nearby the target
of interest. In spite of these potential gains, a full hyperspectral sensor leads to a dramatic
increase in the volume of data that must be transferred from the airborne vehicle to the
algorithm to perfom target identification. It is impractical to process such high-rate data
in real time as it would increase the computational complexity dramatically. To solve
this problem, one needs to decrease the amount of transfered data from airborne vehicle.
In this study, an adaptive hyperspectral sensor is considered to decrease the amount of
data used. The adaptive sensor is designed to observe hyperspectrally in targeted areas
where the information is most beneficial, while avoiding unneeded or redundant spectral
observations.
The RIT Multi-Object Spectrometer sensor (RITMOS) [24] is considered in this study
due to its convenient design for an adaptive hyperspectral data-based tracking algorithm.
It can capture a full frame panchromatic image of a scene, as well as the spectra from
selected individual pixels. It works by using a micromirror array to adaptively deflect
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Figure 1.2: Aerial image captured by the WAMI. Six cameras record overlapping images
[1].
the light into an imaging or spectroscopy path. A tracking algorithm inspired by the
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RITMOS is proposed in this thesis. We use a data assimilation (DA) algorithm to control
the sensor adaptively. Since a DA system requires an uncertainty estimate of its forecast,
the probability density function (pdf) estimate can be used to determine the most likely
location of the target. Ideally, such a system can even tell the sensor if, for example,
a target is obscured by background features and therefore not worth trying to image.
The DA system then takes the resulting observation and combines it with the model
forecast to yield an optimal estimate of the location of the object being tracked. estimate
takes into account the model prediction and the observation in addition to their associated
evolving uncertainties. Many DA algorithms exist, and in this study we have implemented
a nonlinear filter: the Gaussian Sum Filter (GSF) that uses both Extended Kalman Filter
(EKF) and Kalman Filter banks. The usefulness of the targeted spectral observations
depends highly on the forecasting performance, as we do not have the luxury of acquiring
a hyperspectral image of the full scene. To improve forecasting, we design an adaptive
multiple model algorithm. Forecasting becomes extremely difficult in cases where the
true pdf of the target movement is non-Gaussian. Generally, a true non-Gaussian pdf
occurs in the intersections where targets execute a turn. Therefore, we do not only use
the constant velocity (CV) model but also use the coordinated turn (CT) models [25] to
perform forecasting.
Overall, we can conclude that aerial sensors that can record extended information such
as adaptive hyperspectral sensors hold the potential to become key to aerial detection and
tracking in the future due to their ability to provide targeted data in multiple modalities
[3]. In this work, we consider an adaptive hyperspectral sensor with two modalities, a
panchromatic full frame image and hyperspectral data at desired pixel locations deter-
mined by the tracker. The full panchromatic frame of the scene can be used to align the
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Figure 1.3: An hyperspectral image cube with many number of bands.
images and generate a background subtraction mask for motion detection. The extended
spectral information in the visible to near infrared light range provides unique fingerprints
for different materials which can be incorporated into the detection process to remove
redundant pixels and identify target. Another major advantage of hyperspectral data is it
can help in removing background objects in addition to spectrally different moving objects
in the same category as the target. For example, assume that we are interested in tracking
a white vehicle. With the aid of hyperspectral data, all the vehicles with non-white paint
models in the scene can be eliminated and not considered as candidate targets. This way,
we can gain huge benefits in dense traffic urban environments. Since this type of sensor
is not yet fully developed, we will rely on realistic synthetic data to test the proposed
approach. To the best of our knowledge, this thesis proposes the first comprehensive
hyperspectral data based aerial vehicle tracking.
Chapter 2
Related Works
2.1 Related work - Adaptive Hyperspectral Sensor based
Tracking
Relatively little work has been conducted to address the challenges of aerial tracking by
full or adaptive hyperspectral sensors. [26] uses a RITMOS-like platform to develop an
aerial vehicle tracking algorithm. They use full frame wide FOV panchromatic images
for motion detection. On the other hand, hyperspectral data is used in combination with
the multiple hypothesis tracker (MHT) to improve data association in challenging cases.
A spectral library including a large number of vehicles’ hyperspectral profiles is built of-
fline. The library also contains hyperspectral profiles of background objects. A fuzzy
K-means classifier is used to compare new track data with the pre-built spectral library
to detect vehicle target. They report a 19% gain in correct track identification with the
hyperspectral feature aided tracker. However, building a spectral library offline is a te-
dious task in real life as it might lack some vehicle paint models. [27] proposes the use
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of a bio-inspired adaptive hyperspectral imaging sensor for real time target tracking. A
panoramic view of a region is provided instead of a normal wide FOV from the hyperspec-
tral fovea sensor. The proposed algorithm demonstrates the efficient use of spectral data.
However, the algorithm is not tested comprehensively in a challenging scenario. [28] uses
only hyperspectral imagery for target detection. A classification map is extracted from
an hyperspectral image cube and tracking is performed based on the map. The results
demonstrate the efficiency of the proposed algorithm, however, it is hard to confirm the
existence of technology supporting this mode of operation. [29] proposes a spectral data
based object tracking system using a digital micromirror device (DMD) based sensor sim-
ilar to RITMOS. They use both spatial and spectral data to track objects of interest. It is
reported that a DMD-based spectroscopy for persistant surveillance systems can improve
tracking performance. They detect targets using panchromatic images and collect spectral
data of the target of interest. A simple distance measurement is designed to compare the
collected spectral data to the already existing tracks. As in [27], this approach is not tested
extensively in a challenging scene. Another interesting study is [30]. Objects are detected
using spectral information and a mean shift algorithm is employed to track objects of
interest in hyperspectral images. However, they test the proposed algorithm by tracking
pedestrians and the algorithm is limited to objects only with fully lambertian surfaces.
To reduce the complexity due to spectral data without compromising from accuracy, they
propose the Bhattacharyya distance metric together with the random projection method.
[31] design a genetic algorithm to adaptively collect spectral data to associate a target
with the right track. They consider a RITMOS-like sensor that can provide panchro-
matic images of a desired scene and a full spectrum of the desired pixels. Background
subtraction is applied to detect motion, hyperspectral data is used to remove spectrally
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different vehicles. A utility function is designed to eliminate the hyperspectral sensing of
background pixels. Basically, the designed utility function uses the Mahalanobis distance
metric to estimate the closeness of a pixel to the target of interest. Spectral information
is collected right after detecting targets of interest in a panchromatic image. As expected,
it costs non-negligible time to perform detection step. In a real life scenario, the target
with non-zero velocity keeps moving in parallel to target detection step. Thus, some of
the collected pixels supposedly representing target might present background.
2.2 General Works on Aerial Tracking
There is a large volume of studies tackling aerial detection and tracking with varying sensor
modalities such as WAMI, thermal, panchromatic, and LIDAR. [1] proposes detection and
tracking of a large number of targets with the WAMI sensor. They detect motion with
the well-known median image background model and perform gradient suppression to
remove noise due to parallax and registration. Tracking is performed by dividing the
scene into equal size grid cells and applying bipartite graph matching within each cell.
A set of local scene constraints, such as road orientation is integrated into the graph
to improve tracking. However, this method is designed to work in planar scenes and
assumes no parallax error on the road pixels. [32] considers the same platform to achieve
persistent tracking. Their method is based on an efficient extraction of a set of rich
feature descriptors to detect the targets in a region of interest (ROI). They extract region,
edge, local shape, and texture based features for the pixels in the ROI. Each pixel in
the ROI is classified using linear binary Support Vector Machines (SVM) and feature
likelihood maps are fused in a Bayesian framework to identify the vehicle. Although
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they report promising detection and tracking rates, they test the proposed approach with
only four vehicles and its feasibilty in real-time tracking is questionable. In [33], a joint
probabilistic relation graph with vertex and pairwise edge matching is presented to detect
and track vehicles in aerial video sequences. Geographical road structure information is
incorporated to model vehicle driving behavior including potential travel direction and
velocity. The vehicle driving behavior model is included in the graph structure (vertices
and edges) to solve the assignment problem optimally. Motion detection is achieved by
the three-frame subtraction approach. As in [1], this motion detection approach might
fail in an urban environment where the registration and parallax error can be larger. In
addition, such detection methods can not be implemented for an adaptive hyperspectral
sensor platform since the detection results lag the actual frame by one time step. [34]
designs an aerial tracking method by representing objects in terms of many to many
data associations per track. Unlike conventional methods, this approach does not assume
one-to-one measurement to track association across frames. Instead, many measurements
can be associated to a track and tracks can share measurements. This object centric-
association is promising in dense traffic scenes, however, the detection with the background
subtraction might be prone to errors although some post-processing methods are designed
to handle parallax error. The proposed system is evaluated on the WAMI dataset. With
the hyperspectral features, such association framework may not be necessary as it can
eliminate vehicles with different hyperspectral characteristics.
Some recent studies address the parallax and alignment errors by excluding traditional
background subtraction methods. [35] proposes the so-called 3-D mediated approaches to
detect vehicles without suffering from parallax or registration errors. The first approach
achieves a pixel-level classification by predicting the image flow between subsequent frames.
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On the other hand, the second approach integrates an epipolar geometry to differentiate
parallax and object motion. By designing a 3-D stabilization rather than 2-D stabilization
parallax effect can be avoided as 3-D structures in the scene can be modeled better. By an
explicit 3-D model projection, they verify if the pixels are consistent with their projection.
If they are consistent they are labeled as structure pixels. The other pixels are classified
as motion pixels. With the epipolar flow constraint, the constraint that structure pixels
needs to move along the epipolar lines. The pixels disobeying this constraint are labeled
as motion pixels. They adopt a Bayesian network based data association method to
associate the detections to the tracks. Another recent work on handling parallax effect
has been reported in [36]. They design a disparity maps and external road mask based
aerial detection method. By using the disparity maps, the areas without vehicles can
be excluded. This can be done by considering the distance of the same pixel in the
subsequent images. With the help of road network, all the pixels outside of the road
network can be discarded too. In terms of vehicle detection, they employ a HoG detector
with a sliding window approach. Within each window, they slide overlapping subwindows
with a number of sizes and compute feature vector for every subwindow. The final feature
vector is simply the concatenation of each subwindow features. Finally, non-maximum
suppression is applied to filter overlapping detection windows. This kind of approach
depends on external information such as road mask, IMU and offline trained classifier
which may not be very practical for varying scenarios. Another novel study concentrating
on handling parallax effect to robust vehicle detection can be found in [8].
In this thesis, we contribute to the aerial vehicle detection literature in two different
aspects. We first propose an improved Multiple Hypothesis Tracker based data association
by inserting hyperspectral likelihoods of detected objects in a novel way. Since the primary
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contribution is on data association, a scenario from a fixed platform is generated and
background subtraction is applied on the full frame panchromatic images. The second
contribution of this thesis is on vehicle detection from a moving platform without using
traditional background subtraction techniques. This is achieved by hyperspectral sensing
of a narrow FOV ROI and only using hyperspectral profiles to detect vehicle of interest.
In this case, full frame panchromatic images are only used to compute homographies.
Finally, to the best of our knowledge, we perform the most comprehensive evaluation of a
hyperspectral data based aerial detection and tracking.
Chapter 3
Adaptive Hyperspectral Sensor
A sensor capable of collecting a spatial and hyperspectral image is required to perfom high
rate tracking of objects of interest. In this direction, a multi-object spectroscopy (MOS)
is used as a starting point for such sensor design. Some sensors proposed in the literature
can be considered as sensors replacing slit-based or fiber bundle mask with state-of-the-art
solutions such as Digital Micromirror Devices. The Gemini MOS proposes the application
of conventional slit-based laser mask whereas the Near Infrared MOS designs a slitless
mask [37, 38]. A robotic fiber-bundle positioner is utilized by the Hydra on the WIYN
telescope’s MOS [39]. However, in this study we opt out to consider the Rochester Institute
of Technology Multi-object Spectrometer (RITMOS) as an adaptive, multi-modal sensor
[3] due to its inferior compactness and speed.
RITMOS utilizes a Digital Micromirror Array Device (DMD) to reflect the light to one
of the two sensors; a spectroscopy or imaging channel. The DMD, sitting at the center of
the focal plane as shown in fig. 3.2, is formed of 848×640 array of 17µ square mirrors. The
gap in between the micromirror arrays is 1µ. Each of these independent mirrors can deflect
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Figure 3.1: The DMD model with mirrors deflecting the light to the imaging channel (red
rays) and spectroscopy channel (green rays) [2].
the light to a panchromatic imaging array to capture panchromatic image. Likewise, the
mirrors can also tilt the light to spectrograph to acquire full hyperspectral profile of the
desired pixel. This DMD model can be visualized in fig. 3.1.
In standard operation, all the mirrors are tasked to collect panchromatic data. In
non-standard operation, some mirrors are tasked to acquire hyperspectral data at desired
locations. In this case, the other mirrors can capture panchromatic data of the other
locations simultanoeusly. The switch from panchromatic to spectral data mode for a pixel
can happen very fast due to the compactness and speed of micromirror arrays. All these
configurations can be performed in real-time via a computer interface. We refer the users
to the following papers for an extensive RITMOS coverage [40, 2].
3.0.1 Imaging Channel
In standard operation, all incoming light is deflected to the panchromatic imaging channel.
This imaging channel consists of an Offner relay reimaging the micromirrors onto a charged
couple detector (CCD). Offner relay can be visualized in fig. 3.2 near the imaging CCD.
In the proposed Offner design, the object is located at the center of the curvature of the
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Figure 3.2: (a) shows a conventional MOS with a slit-mask (top) and a DMD-based MOS
(bottom) and (b) displays a top-view figure of the RITMOS optical system [3].
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(a) (b)
Figure 3.3: Optical model of the imaging channel (a) and spectroscopy channel (b) [3].
mirror with small lateral offset. This offset does have almost negligible impact on the
quality of the image due to reducing optical aberrations with the image moving off-axis.
Incident light is reflected at ±20o as the DMD micromirrors tilt at ±10o. The reimager
Offner design transfer this object plane onto the Imaging CCD with no magnification
distortion. The Imaging CCD is required to be tilted at ±20o to compensate for the tilted
incident light.
3.0.2 RITMOS based Detection and Tracking Framework
A realistic tracking method needs to be designed considering the RITMOS specifications.
First, RITMOS requires about 0.075−0.125 s to capture a panchromatic image of a scene.
In the standard operation mode all the micromirror arrays deflect the light to the imaging
channel. On the other hand, the full spectral profile of a line in the visible to near infrared
wavelength takes 1 ms. In this study, we consider spatial line scanning based hyperspectral
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data acquisition. It should be emphasized that the RITMOS operation range is from 390
nm to 490 nm for space-based tasks. This range can be easily extended to include NIR
light for ground-based studies.
Spatial and spectral data can be collected simultaneously as long as the micromirror
array transfers the light to only one of the two paths. One disadvantage of the hyperspec-
tral imagery is the possibility of spatial misregisteration when there is a relative motion
between target of interests (TOIs) and surroundings. Some methods have been proposed
to precisely calibrate hyperspectral sensors onboard. We ignore this distortion since a ve-
hicle does not occupy a large number of pixels in width (≈ 15 pixels). With hyperspectral
sensors, it is inevitable to make a trade-off between either high spatial resolution imagery
with lower spectral resolution or low spatial resolution imagery with higher spectral reso-
lution. We opt for higher spatial resolution imagery when appearance based features are
used to improve target identification. On the other hand, lower spatial resolution is pre-
ferred when spectral resolution is necessary to perform robust target identification. This
way, intermixing issues on the subpixel level are mitigated. Unlike the spectroscopy chan-
nel, the panchromatic imaging channel is capable of providing higher spatial resolution
imagery. In this study we keep the spatial resolution of hyperspectral and panchromatic
modality the same as the main contribution of this thesis is not on global camera motion.
In the fixed platform scenario, panchromatic images are utilized to detect motion, how-
ever, they are only used to prove the inferior performance hyperspectral identification of
a target. Later, we switch to a moving platform and remove panchromatic image-based




To develop and test the system in a controlled environment that allows us a knowable
ground truth, we use synthetic imagery generated by the Digital Imaging and Remote
Sensing Image Generation (DIRSIG) model. DIRSIG is capable of producing imagery
in a variety of modalities, such as multispectral, hyperspectral, polarimetric, LIDAR,
etc. in the visible through thermal infrared regions [41]. It is a first-principles image
generation model that computes time and material dependent surface temperature values,
incorporates atmospheric contributions using MODTRAN [42], and uses bi-directional
reflectance functions to render realistic image sets.
The DIRSIG model is capable of utilizing a specific radiometry solver on a per-material
basis. This way we can integrate bi-directional reflectance distribution functions (BRDFs)
on appropriate materials. BRDF models are used in conjunction with the spectral re-
flectance curves for the simulated vehicle paints in this study. Since the vehicles are
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changing not just their location in the scene but also their orientation with respect to the
sun and sensor, the use of BRDF models will enable DIRSIG to reproduce solar glint and
other real-world phenomenology that would strain the vehicle tracking algorithm.
(a) (b)
Figure 4.1: (a) Nadir RGB image of Megascene #1, (b) Nadir Google Map Image of
Megascene #1 area.
The motivation for using synthetic data is that, since we know the true positions and
characteristics in a synthetic image, we can accurately compute performance metrics for
the tracking system. Furthermore, multiple scenarios and sampling strategies within those
scenarios can also be carried out without running multiple experiments. Finally, the use of
RITMOS-like sensor in aerial platfrom is still an ongoing work and the hight cost of flying
a quick full hyperspectral sensor on an aircraft leaves the DIRSIG software as the best
tool to test the proposed tracking methods. The scenario used in this thesis comes from
the DIRSIG Megascene #1 area [43]. It is a high-fidelity synthetic recreation of natural
and man-made objects comprising a vast region of the northern Rochester, NY metro area
stretching from southern Irondequoit up to Lake Ontario. Fig. 4.1 shows the Megascene
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#1 area generated by DIRSIG and captured from Google Map application.
4.2 Fixed Platform Scenario Generation
The simulation uses a hyperspectral sensor mounted to an airborne platform assuming a
static sensor mount while declined 42o from nadir. Platform motion is not taken into ac-
count for simplicity and to prove the validity of hyperspectral data integration in persistent
tracking. In the next section, platform motion is included to test the ROI segmentation-
based approach in a real life scenario. In DIRSIG, it is possible to simulate the aerial
platform’s position as dynamic linear flight path or dynamic circular race track flight
path. To remove global camera motion in moving platform, different registration tech-
niques are available to be employed in the case of platform motion. Most of the image
registration methods are performed in the frequency domain or spatial domain [44, 45].
Spatial methods register an image in the image domain by matching intensity patterns in
the images while frequency domain-based methods apply more complicated techniques to
perform registration. To keep the complexity low, we plan on employing a spatial domain
registration method. Even so, applying a registration method will increase the complex-
ity. At that point, adaptively collecting as little spectral data as possible from the area of
interest can greatly help us overcome possible complexity problem. To test the proposed
tracking algorithm, we design several video sequences formed by the generated hyperspec-
tral images. This will be discussed in detail in the following chapters. The spectral range
is 390 to 1000 nm with rectangular bands with a spectral resolution of 5 nm. Thus, each
hyperspectral images have 121 wavelength bands. Table 4.1 demonstrates the paremeters
set for the fixed platform. Fig. 4.2 displays three-band combination images of the scene.
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The bands 11, 31, and 51 are used to display the image. Band 11 represents the ”Blue”
band, band 31 represents the ”Green” band, while band 51 represents the ”Red” band.
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Figure 4.2: Nadir RGB image (800× 1200 pixels) of a portion of the Megascene 1 area to
be used to test the proposed fixed platform based tracking approach.
In fig. 4.4, the tracking framework for the fixed platform can be visualized. In sum-
mary, the prior pdf is computed by the Gaussian Mixture Filter. Meanwhile, the sensor
collects the panchromatic image of the full-scene (wide FOV). The expected mean and
covariance information is used to draw physical gate to search for the target in terms
of motion detection. Motion detection is achieved by the well-known background sub-
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Figure 4.3: RGB image of a portion of the Megascene 1 area generated in DIRSIG (top
left), and a snapshot of the histogram equalized Google Earth image (top right) from a
different point of view, truth thermal image (bottom left) and DIRSIG simulated thermal
image (bottom right).
traction method. Background is modeled by the median filter as explained in sect. 5.
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The extracted blobs are sampled hyperspectrally and removed if they do not match with
the target hyperspectral profile. To overcome the weakness of background subtraction
in handling slow motions, we sample the from the prior pdf hyperspectrally and extract
virtual likely target blobs. Finally, all the blobs are given to the Multiple Hypothesis
Tracker module to assign the most likely blob to the track to update the prior pdfs. The
hyperspectral likelihood-aided MHT is covered in sect. 7.
Figure 4.4: The proposed tracking framework for the fixed platform.
4.3 Moving Platform Scenario Generation
Synthetic aerial video generated by the Digital Imaging and Remote Sensing Image Gen-
eration (DIRSIG) model is used to test the proposed tracking system [46]. The scenario
used in this paper comes from DIRSIG Megascene I, which is built to resemble part of
Rochester, NY, USA. The simulation uses hyperspectral imaging from an aerial platform
orbiting around a specified center in Megascene 1 area. An RGB image of the moving
platform scenario is shown in fig. 4.3. The RGB image is created by concatenating the
26th, 16th and 6th bands as the representatives of red, green, and blue wavelength. The
platform moves with 90 m/s constant velocity at an altitude of 120 m. The spectral range
is 400 to 1000 nm with a spectral resolution of 10 nm, so, generated synthetic images have
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61 rectangular wavelength bands. The sensor parameters are also defined to meet the
real-world phenomenology. The focal length is set to 225 mm whereas the detector area
is 17×17µ2, matching the Texas Instruments DMD specifications. Pixel pitch is tuned
to agree with detector dimensions so that there is no gap between the adjacent pixels.
The average ground sampling distance is 0.30 m which yields low resolution imagery with
1500×1500 pixels. The table representing the simulation parameters for the moving plat-
form can be seen in table 4.2. With these settings, an average vehicle in both panchromatic
and hyperspectral images cover around 150 pixels and this enables us to use appearance
based methods. On the other hand, in the fixed platform scenario an average vehicle
occupies about 50 pixels preventing us to implement appearance based features. However,
instead, pixel-to-pixel based matching can used as the spectral resolution is higher than
the moving platform case in fig. 4.8.
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In fig. 4.6, the tracking framework for the moving platform has been shown. In sum-
mary, the prior pdf is computed by the Gaussian Mixture Filter. Meanwhile, the sensor
collects the panchromatic image of the full-scene (wide FOV). The expected mean and
covariance information is used to sample a narrow FOV ROI hyperspectrally. In paral-
lel to hyperspectral sampling, the SIFT keypoints and descriptors are computed on the
full-frame panchromatic image to estimate the homography with respect to the reference
frame. Next, the ROI is searched to detect the target as explained in sect. 6.1. Finally,
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(a) (b) (c)
(d) (e) (f)
Figure 4.5: Two cars are shown in a DIRSIG generated grayscale image in this study (a-b)
and in [4] (c-d), whereas (e-f) displays two cars from a WAMI (CLIF 2007) dataset [5].
Vehicles in (a-b, e-f) cover 100 - 150 pixels whereas in (c-d) they are represented by about
50 pixels.
the short-term Multiple Hypothesis Tracker (MHT) is employed to assign the most likely
observation to update the prior pdf. The hyperspectral likelihood-aided MHT is covered
in sect. 7.
Figure 4.6: The proposed tracking framework for the moving platform.
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Figure 4.7: Overlayed aligned images of moving platform scenario.
4.4 Image Alignment
Since the aerial platform is non-stationary, we need to remove global camera motion. As
in most aerial tracking studies we employ a keypoint based feature extraction method on
two subsequent frames and find the correspondences between extracted points. The Scale
Invariant Robust Features (SIFT) is used to compute the descriptor for each keypoint as
it is robust to illumination changes, viewpoint difference, and rotation [47]. In the final
step, the RANSAC algorithm is employed to robustly fit the homography matrix. The
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homograpy between the first and following frames (k) is computed by accumulating the
homographies (H) for subsequent frames as
Hk,1 = Hk,k−1 ∗Hk−1,k−2 ∗Hk−2,k−3, ...,H2,1. (4.1)
To propagate the Hk,1 (tk+0.1s) to the hyperspectral data domain (tk+0.3s), we factor out
the translation and rotation matrices and scale rotation angle and translation components
by 0.9/0.7 (see fig. 4.6). Here, we assume a nearly constant platform motion in between
tk+0.1 and tk+0.3 s.
The hyperspectral data can also be used to improve alignment. However, one needs
to pay attention to the fact the scene mostly consists of similar materials such as trees,
roads, buildings with similar paint models. Hence, keypoint extraction is crucial. SIFT
method can be used to extract keypoints and compute its features. Once the keypoints
are extracted, the hyperspectral features can be concatenated to the SIFT features. On
the other hand, the SIFT is a computationally extensive method which prohibits the inte-
gration of hyperspectral features. The reason for this conclusion is that the hyperspectral
data is sampled after SIFT is run on the image. During this time, the platform keeps
moving and sampling spectra from the very same location may not be high.
4.4.1 DIRSIG Output Processing
The ultimate goal is to process sampled data obtained by a representative of a real world
imaging scpectrometer. This process converts the sensor reaching radiance values into the
digitally sampled values. In this process, we account for factors that exists in the real-
world phenomenology such as filter effects, shot noise, readout noise, integration time,
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(a)
(b)
Figure 4.8: Matched SIFT keypoints in two frames from the moving platform scenario.
(a) represents the matches before RANSAC and (b) represents the inliers after RANSAC.
detector elements, and analog to digital converters. In the first step, sensor reaching
radiance values ( W
m2.sr
) are converted to irradiance values ( W
m2
) on the focal plane surface
by the well-known camera equation, E = LG# . Since we assume simple lens models in this
study, G# can be formulated as G# = 4(f)
2
π . The focal length of the lens is denoted as f
and is an input parameter provided by the user in DIRSIG simulation.
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where tint and Ad denote the integration of the sensor and the detector area. The charge
to voltage ratio factor is denoted by ∂V∂N whereas QE corresponds to the quantum efficiency
of the detector. Finally, h is Planck’s constant and c is the speed of the light in a vacuum.
The voltage values are then modified to simulate two significant noise types; Readout
and Shot noise. These two noise sources account for approximately %95 of the overall
noise in a real world detector element. The readout noise is a consequence of the imperfect
operation of electronic devices. Conversion of the same pixel with the same induced charge
does not always result in the same value from analog to digital converter. This is one aspect
of the readout noise. The second aspect is the insertion of random noise by the sensor
which is added on the pixel charge. The readout noise is modeled as





where N is a normal distribution and 30e− is a common variance value that also matches
well with RITMOS.
The other major source type is shot noise. It occurs due to the random arrival nature of
photons. Simply said, the number of photons striking the sensor at a random time interval
is highly likely to be different than the one at another time interval. This noise factor
becomes dramatic when the signal is low. The shot noise increases with the increasing
signal levels. However, its impact degrades since the signal level increases at a higher rate.
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We model shot noise using the Poisson distribution with mean (λ) equal to the variance.




Saturation arises when a maximum signal level is reached in the readout procedure. We
will refer to this noise with VSAT .
Finally, the overall voltage values are converted into a quantized number SF which









where b is the number of bits used in the simulation. In this process, we do not model
dark current noise since we do not consider it as a primary noise source. An extensive
treatment on this radiometric sampling process is given in [48].
The quality of the observed panchromatic image is measured by the Peak Signal to
Noise Ratio. On the other hand, the noise level in the measured hyperspectral data is by




















where PAN and HSI represent the panchromatic image and hyperspectral data respec-
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tively. The number of bits used in simulation is denoted with n. We need to evaluate the
quality of the simulated data in order to avoid optimistic tracking. Also, the RITMOS
specifications needs to be met for the same purpose. RITMOS has been experimented by
mounting it onto a telescope to observe star clusters. In these experiments, the PSNR
value is reported to be around 30 db.
4.5 Vehicular Traffic Simulation
The Simulation of Urban Mobility traffic simulator has been integrated with DIRSIG to
produce dynamic images [49]. Eighty eight vehicles are placed in the scene in a 130 seconds
dynamic simulation. Velocities are modeled by a normal distribution, N(µ, σ), where µ is
35 mph (56.32 kph) as it is the actual speed limit in this part of Rochester, NY and σ is
10. Finally, twenty-four different paint models with equal probability are assigned to the
vehicles. SUMO has the capability to simulate both vehicular and pedestrian movement,
but only vehicular traffic is considered for this study.
To simulate a challenging environment, we designed traffic lights in one of the inter-
sections in the area of interest. This especially challenges the fixed platform tracking
algorithm where a non-parametric background subtraction is applied. On the other hand,
in the moving target tracking case the existence of traffic lights do not affect the perfor-
mance dramatically as we propose a ROI segmentation based tracking. However, traffic
lights can affect the kinematic information integrated data association accuracy since the
vehicles have to change motion types near traffic lights, resulting in increased nonlinearity.
Fig. 4.10 demonstrates the road network of the Megascene 1 area. Since it is impossible
to simulate and store hyperspectral image of the whole Megascene 1 area we focused on
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a part of the full scene to generate hyperspectral and panchromatic images as shown in
fig. 4.9a.
To simulate a dynamic vehicular traffic in SUMO framework, three different files are
required as listed below.
• node file - consists of x, y coordinates and and IDs of each node.
• edges file - connects the nodes as source-target and assigns them an ID.
• network file
• route file - consists of a route defined by two edges in addition two attributes of
the vehicles such as maximum speed, length.
• traffic flows file - consists of a route defined by two edges
• configuration file - consists of the locations of the flows and network file in addition
to simulation visualization settings.
The network file is generated with the NETCONVERT routine. On the other hand,
traffic flows file is created with the DUAROUTER script in SUMO. Finally, the network
and flow files are glued into a configuration file and the simulation is started with the
SUMO routine and the pyhsical locations together with the speed of generated vehicles
are saved at each time step in the .dump file.
4.6 DIRSIG Simulation
DIRSIG framework requires DIRSIG-compatible generated vehicle information file to run
the DIRSIG simulation and create a series of hyperspectral and panchromatic images. The
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(a) (b)
Figure 4.9: (a) Road network of a part of Megascene 1 area used in the SUMO framework
and simulated vehicles traveling in the network can be seen in (b).
.dump file is converted to DIRSIG compatible individual vehicle motion files using the
SUMO2DIRSIG tool available in the recent release of DIRSIG. Each motion file consists
of the East/North/Up coordinates and the orientation of a vehicle at each time step.
Forty eight different vehicle models are assigned to each generated vehicle with equal
probabilities. We removed the bus and tanker models from the models list since they
do not travel in this part of Rochester, NY. These vehicle models can be split into five
different categories geometrically as minivan, pickup, sedan, sports car, suv, suv2, station
wagon. Each category is also divided into eight subcategories as black-clean, black-dirty,
green-clean, green-dirty, red-clean, red-dirty and white-clean, white,-dirty. An emissivity
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Figure 4.10: Road map of the Megascene 1 area used in the SUMO framework. Green
rectangle shows the so called Tile-1 area of the Megascene 1 whereas red rectangle shows
the area of simulation or the scene of interest.
profile to describe surface’s optical property is assigned to the same vehicle among 24
different emissivity profiles. This emissivity profiles conveys Lambertian surface properties
to the assigned material or vehicle in our case. Specular and diffusor reflected radiances
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Figure 4.11: A sample of nodes files used in SUMO framework.








(Esun + Emoon + Ediffuse), (4.10)
Ltotal = S ∗ Lspecular + (1− S) ∗ Ldiffuse, (4.11)
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Figure 4.12: A sample of edges files used in SUMO
Figure 4.13: Flows file designed to generate realistic traffic flow.
where L and E represents the radiance and irradiance and S denotes the specularity
constant describing how much of the radiance is purely specular or diffusor. It should
be noted that Especular and Ediffuse existence are conditioned on the rule, S > 0. In
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Figure 4.14: A sample of .dump xml file generated by SUMO and used by the
SUMO2DIRSIG routine to convert into a DIRSIG compatible xml file.
simulation, we follow a constant S setting to model background objects. Background
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objects are set to have spectrally constant specularity based on how lambertian surface
they are in real life. Depending on the real life cases, it is tuned to 0 or 0.1. On the
other hand, the foreground objects (vehicles) are modeled through Shell-target BRDF
models available in DIRSIG. This way, a higher fidelity scene is generated by integrating
spectrally varying non-lambertian BRDF models for the vehicles. In fig. 4.15, you can find
one sample of a vehicle Shell-target BRDF model and a background object optical model.
Other attributes for a material such as the ID, mass density, thermal conductivity and
are stored in the material entry object in materials file as shown in fig. 4.15.
There are several drawbacks of this type of radiometry solver. They can be listed as
• Lambertian surface approximation neglects the fact that brightness of a material is
a function of view angle.
• Specular and diffuse material is determined by a specularity constant.
• Sun and moon irradiance is included in the specular and diffuse components resulting
in sun-moon shadows in fully specular materials in addition to absence of glints in
fully specular materials.
The first case is handled by setting the specularity of non-lambertian surfaces to a non-
zero value. The second case is handled only for the vehicles by including a wavelength
dependent BRDF models. We believe that this framework provides a realistic scenario
since we are interested in vehicle tracking rather than scene segmentation task.
To start DIRSIG-based hyperspectral and panchromatic video generation, the following
files are required.
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(a)
(b)
Figure 4.15: (a) shows introducing objects’ material IDs in the .platform file in DIRSIG
and (b) shows the ground truth mask of the moving vehicles at a time step.
• platform motion file - consists of the central location of the orbiting circle and
the speed of the platform (fig. 4.17).
• scene file - consists of the geometry present in the scene and responsible for defining
paths for the some scene attributes files such as the materials list, vehicle motion
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files (fig. 4.16) directory and other files required to build the scene (fig. 4.19).
• task file - responsible for defining the simulation length, date and time of a year
(fig. 4.18).
• platform file - responsible for sensor parameter settings in addition the wavelength
range and number of hyperspectral bands and modality of the images (fig. 4.17).
• simulation file - responsible for defining the paths for all the aforomentioned files
(fig. 4.20).
After getting all the required files, the simulation is started by the DIRSIG-version
script with the simulation file input. Generating moving platform hyperspectral images
(1500× 1500 pixels) takes about 3 days whereas the fixed platform hyperspectral images
(1200 × 800 pixels) costs around 2 days. In both cases, the length of the videos are the
same, however, frame rates are different. In the fixed platform scenario, the frame rate is
1 s. whereas in the moving platform case it is 0.7 s. More detail in two different scenarios
are discussed in the following chapters.
4.6.1 Ground Truth Generation
In wide area aerial images the number of moving objects are considerable large. It would
require huge human effort to annotate the physical locations and dimensions of a moving
object at each image of a video. For instance, the generated vehicular traffic simulation
consists of 86 vehicles moving in 130 seconds long video would require annotation of
11180 total apperances of different objects. DIRSIG has a built-in tool to avoid human
annotation. It can be implemented by providing the used material IDs in .mat file in the
CHAPTER 4. SCENARIO GENERATION 61
Figure 4.16: A vehicle movement file.
simulation as shown in fig. 4.21a. By enabling truth collection in the simulation, DIRSIG
also outputs ground truth masks of the dominant material of each pixel at each time step
as displayed in fig. 4.21b. In the ground truth map, each non-zero pixels represents the
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Figure 4.17: Platform file to define platform settings.
dominant material ID, which is desired by the user. In addition to ground truth map of
object locations, DIRSIG can also output the moon and sun shadow maps of the scene.
Details on different output maps such as abundance, average GSD, etc. can be found in
DIRSIG’s offical website.
Once the ground truth map of object locations are generated, a matlab script is written
to convert ground truth maps into a text file reporting the central coordinates of each
vehicle at each time step. To do so, the connected components labeling algorithm is
applied to extract the blobs for each object. The objects represented by less than 30 and
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Figure 4.18: Simulation file with the paths of the required and optional xml files.
Figure 4.19: Simulation file with the paths of the required and optional xml files.
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Figure 4.20: Simulation file with the paths of the required and optional xml files.
(a)
(b)
Figure 4.21: (a) shows introducing objects’ material IDs in the .platform file in DIRSIG
and (b) shows the ground truth mask of the moving vehicles at a time step.
10 pixels for the moving and fixed scenario cases are excluded from the truth mask to
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achieve fair performance evaluation.
Chapter 5
Detection on a Stationary
Platform
5.1 Target Detection
In this chapter, we adopt a median filter-based background subtraction module and com-
bine the results with the complementary hyperspectral data based detection module to
minimize the false negatives resulting from background subtraction as shown in fig 5.1.
Background subtraction module utilizes full frame Panchromatic images from RITMOS
to detect motion whereas the target of interest detection module utilizes hyperspectral
data sampled at filter-determined locations. Hence, the contribution of this chapter is on
the integration of hyperspectral data to refine the background subtraction based mask.
Although, tracking from an aerial platform is very likely to be exposed to rapid continous
movements, we want to leverage capabilities of hyperspectral data to improve detection
and tracking in aerial video captured on a fixed platform. Platform movement causes
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reasonable registration error. In addition, background subtraction techniques suffer from
parallax error in the detection mask. Parallax error becomes more dramatic at low and
medium altitude platforms. Another major drawback of background subtraction is it is
sensitive to number of pixels traveled by the target between consecutive frames. In other
words, it can not capture stopped or slow vehicles in the background model. In chap-
ter 6.1, we address an efficient hyperspectral ROI target detection approach designed to
work for moving platforms. Since the flying platforms altitude is relatively high (120m),
the parallax effect is not dramatic. We need to acknowledge that the proposed detection
framewrok is prone to errors in low altitude platform.
5.1.1 Target Detection via Motion Detection
Background subtraction consists of subtracting the input image from the modeled back-
ground of the scene of interest. Although background subtraction related techniques have
considerable drawbacks, they are commonly used in tracking where 3-D structures do not
dominate the scene. Also, some post-processing techniques such as gradient suppression
are applied to mitigate parallax error [1, 50]. This computationaly efficient method works
well in fixed platform scenarios as long as there is sufficient contrast. In non-stationary
platforms, it is susceptible exposed to parallax errors in non-planar scenes. The parallax
effect is clearly demonstrated in fig. 5.2 by generating two subsequent frames from low
and high flight altitudes. As we investigate the contribution of hyperspectral likelihoods
to reduce false alarm rates and clutter in large-scale dense scenes, we generate scenarios
from a fixed platform and apply the background subtraction method. In other words, we
assume that a number of blobs are provided by a vehicle detection module.
The new input image is denoted as I(x, y, k) whereas IB(x, y, k) represents the back-





































Figure 5.1: The process to get blobs by means of Motion Detection and Target Detection.




Figure 5.2: (A-B) shows the two panchromatic image captured at slightly different times
from a low altitude whereas (C-D) represents the frames from a high altitude. Parallax
effect dramatically increases with decreasing platform altitude as seen in the registered
subsequent frames (E) and (F). (2-D alignment explained in sect. 4.4 is used.)
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ground frame for the given x and y coordinates of each pixel at time step k. The result,
ID(x, y, k) = abs(I(x, y, k) − IB(x, y, k)), is filtered with a predetermined threshold. The
major challenge lies in generating a background frame containing only background objects.
Different techniques have been developed for background modeling including Adaptive or
Fixed Gaussian Mixture Modeling, and Mean or Median filter [51, 52]. In Gaussian Mix-
ture Modeling, each pixel IB(x, y) is represented by a mixture of Gaussians. The new pixel
value I(x, y, k) is compared with the Gaussians representing that pixel for classification.
This method has been proved to be robust against lighting or scene changes, however, it
is not feasible for this study since it is computationally expensive. Mean or Median filters
consider some number of past frames to generate a background frame by averaging out
moving objects. These filters are computationally cheap which makes them eligible for our
tracking system. They are especially applicable for background dominated scenes. Mean
or Median filters perfectly fit in our system since we only consider vehicular simulation.
Background frame is then estimated as
IB(x, y, k) = median{I(x, y, k − i)}, i = 0, 1, ..., n− 1. (5.1)
In this study, we consider 9 previous scans in addition to the current scan to generate
a background mask.
As seen in fig. 5.3, the vehicles in the top-right portion of the scene is also captured
in the background model since they stop at the intersection due to traffic lights. The
length of stopped motion must at least be less than n ∗ Fr (Fr = 1 s and n = 10) to
be able capture some portion of the vehicle in the foreground mask. Finally, we apply
morphological dilation and erosion operation to remove noise and connected component
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(a) (b)
(c)
Figure 5.3: (a) Panchromatic image (I) at k , (b) background mask generated by Median
filtering multiple frames (n = 10), IB, (c) foreground mask after background subtraction,
ID.
analysis is applied for blob extraction.
Hyperspectral Sampling and Feature Matching
Detected blobs by the designed Motion Detection approach might consist of vehicles with
different reflectance characteristics to the target of interest in addition to false alarms.
A high population of vehicles results in increased confusion in low frame rate tracking
systems. The major reason is the fact that as the frame rate gets lower, the displacement of
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vehicles becomes larger. This leads to similar motion evolutions, increasing the likelihood
of wrong measurement associations. To avoid this, one can integrate additional features
of the blobs such as width to heigth ratio, eccentricity, or compactness to label them as
blobs of non-interest [50, 53], but, the low spatial resolution data prohibits the use of
shape-based features. However, the unqiue fingerprints captured by hyperspectral sensing
is powerful enough to filter the undesired blobs.
Hyperspectral sampling is achieved by taking a subset of the pixels at the vicinity of the
central locations of the detected blobs from the Motion Detection. These pixel locations
are then provided to RITMOS for quick data acquisition and the corresponding mirrors
are tilted to deflect the light at these positions to the spectroscopy CCD. The number
of spectral pixels is crucial in determining whether the proposed system is realistic. In
other words, we are not interested in selecting a large number of pixels for hyperspectral
data acquisition. By inspection, we decide to select six pixels for each blob considering
RITMOS specifications. This setting corresponds to a 6 ms time cost. This step can be
beneficial in the case of a non- Gaussian target evolution pdf since the prediction based
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, (5.2)
where d and x denote the index of detected blobs and intensity profile of the pixel at the
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where Smatchk−2 denotes the blob yielding the best match at k − 1 and Suser1 is the features
collected around the user selection at the first frame. This vector-to-vector comparison is
performed by the Spectral Angle Mapper (SAM) as explained in the next section. Hyper-
spectral similarity scores, fdk , are assigned to each blob and unlikely blobs are then filtered
with an empirical threshold. This way hyperspectrally different vehicles are eliminated,
increasing the likelihood of associating true measurement/blob. The proposed feature
matching algorithm is shown in alg. 1.
Form feature matrix Sdk for each detected blob d = 1, ..., D;
for t = k − 1, ..., 2 do
if the target is not lost at t then
fdk ←− mean{min{SAM(Sdk , Smatcht )},min{SAM(Sdk , Suser1 )}};
for b = 1, ..., B do







Algorithm 1: The proposed feature matching algorithm for blob elimination.
CHAPTER 5. DETECTION ON A STATIONARY PLATFORM 74
An alternative feature matching method could build a large feature set by concate-
nating individual hyperspectral vectors, Sdk . The constructed feature vectors than can be
compared to target feature vector by a simple distance metric. However, this method is
prone to errors as it is not shift invariant. The main reason of using a vector-to-vector com-
parison method is the extremely low resolution data (0.7m GSD) and the rich information
representing every pixel sampled hyperspectrally.
Distance Measurement between Spectral Vectors
The SAM metric is used to compare spectral vectors. It computes the similarity between
two spectra by measuring the angular difference of spectral direction. Consider a scatter
plot of pixel values from two bands of a spectral image. This leads to the figure shown
in fig. 5.4. By drawing a vector from the origin through each point, one can calculate the
angle between the test and reference spectra. The similarity between the vectors increases
with the decreasing spectral angle. It should be noted that the actual spectral angle is
calculated considering all the bands. Fig. 5.4 demonstrates the concept based on a two
channel test and reference vectors.













Figure 5.4: Demonstration of the underlying idea behind the SAM metric.
The SAM metric has several advantages over other spectral-based classifiers [54, 55].
First, it is insensitive to solar illumination changes because it doesn’t depend on the vectors
length. In other words, a darker pixel lies closer to the origin on the same vector while a
bright pixel lies at a further point from the origin on the same vector as shown in fig. 5.4.
This is extremely important for this study since the illumination changes between different
frames can be dramatic. For example, in fig. 5.5, the magnitude of the spectras captured
from two different parts of the vehicles are different and this does not deteriorate the SAM
performance. Second, It is a computationaly cheap method compared to other spectral-
based classifiers. Finally, no assumption is needed to perform classification. However, its
insensitivity to magnitude of a vector is part of the reason why it has not been popular in
some other classification problems [56]. For the reasons mentioned above, the SAM metic
is chosen to discriminate objects from each other. It is defined as




where r and t are the reference and target vector respectively. The SAM metric works
well with the limited number of samples provided by the adaptive sensor. Overall, it
CHAPTER 5. DETECTION ON A STATIONARY PLATFORM 76
can be concluded that the metric provides a consistent threshold for the discrimination
of different objects. This is proved by comparing it to other well-known distance metric
Bhattacaryya in fig. 5.5.



















Blue Vehicle vs. Background
Blue Vehicle vs. itself
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Blue Vehicle vs. Background
Blue Vehicle vs. Itself
(b)
Figure 5.5: (a) Applies the SAM metric to the blue wagon whereas (b) applies the Bhat-
tacaryya distance metric.
In fig. 5.5, the SAM metric is compared to the Bhattacaryya distance metric on differ-
entiating the blue wagon from background pixels. Clearly, the SAM metric outperforms
the Bhattacaryya distance in all the frames. As a result, one can set a more discriminative
empirical threshold with the SAM distance metric in a larger interval.
5.1.2 Target Detection via Hyperspectral Sampling
One major drawback of the median filter approach is that it is not effective in detecting
slow or stopped vehicles. In order to mitigate this effect, we rely on the strength of the
spectral features of the target. In other words, if the spectral sampling tasked by the prior
density kernels leads to samples that match the target, we consider the kernel yielding the
matching spectra to be an additional virtual candidate blob for the corresponding TOI.
If there is more than one Gaussian matching the TOI, then, assuming they are clustered,
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their average is considered. If the matched Gaussians are not in close proximity then
they are assumed to be representing different objects resulting in the same number of
virtual blobs. This way, we can tackle both the problem of detecting a TOI that stops
at the traffic lights for a long time and other false negatives for TOIs in the background
subtraction results. The resultant foreground mask is then applied the morphological
closing operation to remove the noise due to illumination changes, tiny structures, and
other sources and to fill in the gaps. Finally, connected component analysis is applied to
uniquely label extracted blobs.
Assume that Xnk|k−1 represents a predicted state-space matrix where n = 1, 2, .., N
represents the corresponding Gaussian in a Gaussian Mixture Filter as explained in sect..
In other words, a track is represented by N number of independent linear and nonlinear
Kalman Filter banks. Next, hyperspectral data is acquired by taking a subset of pixels at
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. (5.5)
As in the Motion Detection based sampling, we sample six pixels (m = 6) hyperspec-
trally. Obviously, this number depends on N . The total cost of filtering-based hyperspec-
tral data acquisiton is then 6×N . The feature matching method explained in previously
is applied for virtual blob extraction. The proposed algorithm is displayed in alg. 2.
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Form feature matrix Gdk for each kernel n = 1, ..., N ;
for t = k − 1, ..., 2 do
if the target is not lost at t then
fnk ←− mean{min{SAM(Gdk, Gmatcht )},min{SAM(Gdk, Guser1 )}};
for n = 1, ..., N do
if fnk < SAM Threshold then
add n to match vector v;
end
end




Algorithm 2: The proposed feature matching algorithm for virtual blob extraction.
Matched Kernels Clustering
The kernels whose hyperspectral profiles match to the TOI hyperspectral profile is stored
and used to extract virtual blob or blobs. Each kernel Xvk|k−1 provides the predicted x,y
coordinates of the target in addition to dimensions w, h and velocity components Vx, Vy.
This way each matched kernel can be used to construct a virtual blob, however, this might
lead to underestimating the detected blobs in sect. 5.1.1 as there might be many number
of closely located kernels and blobs as a result. This can be avoided by designing a smart
clustering method. Clustering can prevent the possible underestimation effect, but at the
same time it should be effective in seperating kernels not in close proximity to each other.
In this direction, we propose a clustering method based on the transition matrix types
applied to each Gaussian. These transition matrices are listed below.
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• Constant Velocity Model (High Noise)
• Constant Velocity Model (Low Noise)
• Nearly Constant Coordinated Turn Model (Left Turn)
• Nearly Constant Coordinated Turn Model (Right Turn)
• Stop Model
More details on these transition matrices can be found in chapter 8.1. Assume that
we have N number of Gaussians in the Gaussian Mixture Filter. The matched kernels
that were applied a specific transition model is clustered in the same basket. For instance,
matched kernels with high noise Constant Velocity Models are clustered and a single
virtual blob is extracted. This way we exploit the fact that kernels with same motion
models are more likely to be located closely compared to different motion models. To
get a single blob, the x, y positions and w, h dimensions of each matched kernel in the
same box are averaged. Fig. 5.6 demonstrates an example of virtual blob extraction and
addition on top of the Motion Detection based foreground mask.
This virtual blob extraction step is crucial in a scenario with large scale of slow or
stopped motion as the median filtering based background modeling methods can not cap-
ture these motions due to small or no pixel displacement. The impact of virtual blob
extraction is demonstrated in the results section where reasonable ratio of vehicles move
slowly due to a traffic light at an intersection.








Figure 5.6: (a) A foreground mask generated by the background subtraction method,
(b) pixels from four different prior Gaussians (low noise Constant Velocity Model) whose
spectra match the TOI, (zoomed on the targeted area) (c) the prediction-based foreground
mask for the TOI after averaging the prior Gaussians in (b), (d) final foreground mask.
Chapter 6
Target Detection on a Moving
Platform
6.1 Target Detection by Region of Interest Segmentation
Target detection is a major step in persistent tracking. A narrow FOV ROI (200×200
pixels) is determined based on the prior mixture probability density function mean. Once
the ROI is sampled spectrally, the tracking algorithm searches the ROI to detect the
target of interest to update the track statistics. Modeling the background in the presence
of global camera motion is a difficult task as the scene constantly changes. Parametric
probabilistic background modeling, such as Gaussian mixtures, takes time to update the
background as it models each pixel with a single or mixture of Gaussians. Real-time
detection is feasible with a single Gaussian model, however, in a scene with many moving
objects this results in high variance in the model which, in turn, leads to a increased miss-
rate. On the other hand, simple median image filtering considers the median of a number
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of previous images to model the background. This method works well in mostly planar
scenes but it introduces noise in areas with 3-D objects. For this reason, it does not fit well
into this study as the roads are covered with dense tree canopies and nearby buildings.
Furthermore, the time lag between the panchromatic image and ROI hyperspectral data is
at least 0.2 s which makes it hard to relate background subtraction output to the spectral
distance map.
Three-frame differencing method is another widely used non-parametric approach to
detect motions, but it performs poorly in detecting slow moving or stopped foreground
objects. Another disadvantage of three-frame differencing is it lags the actual frame by
one frame. For real-time spectral sampling, we would not be able to identify the target
as it leads the detected blob by one frame. These non-parametric methods have been
extensively used in the aerial tracking studies [50, 57, 9, 58, 53]. Our approach stands out
from most of the aerial tracking literature by excluding these computationally simple but
severely limited methods in the detection process. The modules of the proposed detection
approach and workflow can be visualized in fig. 6.1.
6.1.1 Vegetation Detection
In the first two steps, the pure spectrum of the individual pixels are considered to filter
out as many background pixels as possible to optimize the search space. First, the Nor-
malized Difference Vegetation Index (NDVI) is applied. It has been successfully applied
in hyperspectral vegetation segmentation [59, 60]. The primary reason behind its success
is the unique spectral signature of vegetation dominated pixels. Its uniqueness stems from
the fact that vegetation absorbs light extensively in the red wavelengths and reflects most
light in the near infrared spectrum, causing a relatively large intensity difference in these
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bands. Therefore, the NDVI can be formulated as
INIR − IRED
INIR + IRED

























Figure 6.1: The proposed target detection approach workflow.



































Figure 6.2: The workflow of the proposed tracking system (a) and modules of the detection
process (b).
where I and TNDV I are the pure spectrum of a pixel and empirical threshold, respectively.
As seen in eq. 6.1, the NDVI can be computed very quickly for a 200×200 pixel ROI since it
only requires O(3) and can be vectorized. We can gain huge benefits by this simple metric
in cases where the scene consists of high scale dense vegetation canopies, which is the case
in Megascene 1. Figure 6.4 demonstrates hyperspectral profiles of the pixels dominated by
different materials such as vegetation, vehicle, asphalt etc. One can clearly see the unique
reflectance characteristic of the vegetation pixel in NIR and Red wavelength.
We test the NDVI metric with the real data captured by the Wildfire Airborne Sensor
Program (WASP) Lite sensor [61]. The WASP-Lite cap capture six bands multispectral
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image in addition to high spatial resolution panchromatic image and low spatial resolution
thermal image. The result on one frame can be seen in fig. 6.3.
Figure 6.3: Red and NIR wavelength images captured by WASP-LT sensor and vegetation
mask computed with the NDVI.
6.1.2 Road Detection
In the second module, non-vegetation labeled pixels are classified as road or nonroad. This
is achieved using the pure spectral information of individual pixels as the road pixels show
a consistent spectral signature under different conditions [62]. However, asphalt dominated
pixels typically have a flat spectrum and they can not be as easily distinguished as the
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Figure 6.4: Hyperspectral profiles of different materials including a vegetation dominated
pixel.
vegetation pixels. For this reason, we train a non-linear SVM to increase robustness and
avoid misclassification of target pixels. The goal of this step is to detect as many road
pixels as possible without losing any target pixel. In order to train the SVM, the same
scene is generated at four different time settings. The road and nonroad pixels are sampled
from the areas where the TOIs do not travel. Overall, 2700 road and nonroad training
samples are collected to train the SVM. The radial basis function (RBF) kernel is applied
to perform transformation to higher dimensional space as the input space dimensionality
is the number of spectral bands (61), which is much lower than the number of training
samples. The RBF kernel parameter is tuned by testing each classifer on the sampled test
data instead of a cross validation method. The final classifier has an 87.4% accuracy rate
on the 2000 test samples collected on the area of interest.
This step is crucial in the proposed detection system since road pixels sometimes match
vehicles having relatively flat and low intensity spectral profiles. By removing road pixels
and applying simple morphological opening operation, we can extract the desired shape
of a target. Fig. 6.5 demonstrates asphalt dominated pixel detection results.
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Figure 6.5: RGB image of a part of the Megascene 1, and the vegetation (gray pixels) and
road detection (black pixels) results.
6.1.3 Local Spectral Histograms based Matching
In the third step, local spectral histograms are used on the remaining pixels with a sliding
window technique to assign a spectral matching score to each pixel. The target spectral
histogram model is built when the user selects a vehicle. For each spectral band, n-
bin histograms are built, resulting in a feature vector p with n×61 dimensions. Assume
xi ∈ R2 represents the location of one of the pixels in the detection window with intensity
Iλi (λ = 400, 410, 420, ....990, 1000nm). A mapping function, b, is designed for xi to output
the bins with intensity values neighboring Iλi . Then, a spectral pdf located at y in the
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δ[b(xi, 1)− uj−1], (6.2)
p(uj , λ) =
N∑
i=1
|Iλi − uj |
|uj − uj−1|
δ[b(xi, 2)− uj ], (6.3)
where N and δ denote the total number of pixels in the detection window and dirac delta
function. Once the feature vector is computed, each channel histogram is normalized to
improve robustness against lighting changes. Comparison between each pixel’s spectral
pdf and the target model spectral pdf is done with the Chi-Square distance metric and an
hyperspectral distance map (Dmap) for the ROI is computed. To avoid outlier contribu-
tions in histogram computation, vegetation and asphalt dominated pixels are eliminated
in the manner described in sections 6.1.1 and 6.1.2. The computation of spectral pdfs
is expensive due to the large number of spectral bands. To optimize the computation
process, we subsample by using the only odd numbered bands, resulting in a n×31 di-
mension feature vector as shown in fig. 6.8. This improves the algorithm speed without
degrading detection rates dramatically. Additionally, the integral image theorem is uti-
lized [63]. With the integral image theorem, we can efficiently compute an histogram of
sliding window. Otherwise, computing gradient histograms for each bin of every band
would be computationally intractable. First, the Gradient integral images are computed
for the ROI as shown in fig. 6.7, resulting in an n×31 spectral histogram integral image.
Then, with O(3) operation we can compute the contribution of a window to a certain bin
of a band. This can be visualized in fig. 6.6. If we represent the point B with Sλσ(x, y)
where σ is the bin index then the contribution of the window to the bin σ of band λ can




σ(x, y) + S
λ





Figure 6.6: The concept of histogram computation using integral images.
Integrating the mapping kernel into histogram computation with the integral image
concept is problematic, however, the benefit of computing spectral pdf for each band in
O(n× 3) outweighs the importance of a kernel function.
Figure 6.7: A ROI and the gradient integral images for each bin in the 6th band of
spectrum.
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Visible light = 400 – 700 nm NIR = 700 – 1000 nm 
Figure 6.8: Stacked hyperspectral feature vector for 10 bins in each band.
The size of the sliding detection window is kept fixed since we already know a priori the
size of a typical vehicle. Additionally, pixels classified as road or vegetation are not con-
sidered in the ROI integral spectral pdfs. The resultant Dmap is then applied a threshold
determined by the multilevel Otsu’s method [64, 65]. With a fixed spectral threshold, ST ,
in different scenarios, outliers are allowed in the final mask as the level of hyperspectral
distinctness of different vehicles shows strong deviation. This adaptive thresholding con-
cept becomes key in removing most of the outliers before the final vehicle verification step.
In other words, the idea with multilevel Otsu’s threshold method is to incorporate the fact
that a TOI matches to itself best hyperspectrally under different conditions. Multilevel
Otsu’s thresholds are computed by minimizing the intra-class variances as




2 , ..., T
1
n , (6.5)




2 , ..., T
k−1
m , (6.6)
where n and m stand for the number of ROI segmentation levels used in the first and









ROI Distance Map m,n = 3 m,n = 5 m,n = 7 m,n = 9
Figure 6.9: The influence of number of levels (m and n) used in multilevel Otsu’s threshold
method in ROI segmentation. NDVI and road detection modules are excluded in the first
row figures and included in the second row figures.




STk = α ∗ STk−1 + (1− α) ∗ T k−11 . (6.8)
If the target is lost l number of previous frames, spectral threshold becomes
STk = STk−l−1. (6.9)
This way, we avoid relaxing it in the occlusions, as Otsu’s method attempts to allow some
outliers. Finally, we get the ROI binary mask for the TOI as
TOImap(i, j) =
 1 Dmap(i, j) < STk0 otherwise . (6.10)
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Morphological opening is performed to get the blobs and IDs are assigned with the
connected component labeling algorithm.
The effect of m and n in detection performance is quantified both in fig. 6.9 and results
section. As seen in fig. 6.9, without the NDVI and road detection modules, low m and n
values tend to oversmooth the segmentation which results in more background inclusion.
However, with the inclusion of NDVI and road detection steps, we locate the target and
have no false alarm in all the cases. Therefore, the NDVI and road detection modules not
only minimize the false alarms but also reduces the sensitivity to m and n.
Local spectral pdfs can contribute greatly towards the localization of TOI. For instance,
in fig. 6.10a there is a vehicle near the target with much lower similarity values due to
differences in spectral domain. Interestingly, another similarly painted vehicle is picked
up although it is partially occluded by the tree canopies. In fig. 6.10b we are interested
in a white truck, and again, spectral matching eliminates most of the background pixels
in addition to all the other moving vehicles. However, differently painted vehicles show
relatively strong matching. The reason is that almost half of the truck is covered by non-
reflective pixels whereas others are white paint pixels. This nonuniform vehicle structure
might result in the inclusion of more outliers into the final mask. In the fourth case, the
yellow vehicle shows the strongest discrimination as all the other pixels are assigned low
similarity values. However, in the third case, the TOI has blue paint model with a more
similar spectral profile to some of the building pixels. All in all, we can conclude that the
proposed local spectral pdfs based matching shows promising results in adverse scenes.
In a dense environment, most of the background pixels are dominated by buildings,
trees, grass, shadows, and roads. By eliminating road and vegetation pixels in the first
two modules, we remove most of the background pixels that might be included after
CHAPTER 6. TARGET DETECTION ON A MOVING PLATFORM 93
(a) (b) (c) (d)
Figure 6.10: RGB images of the ROIs (second row) and hyperspectral similarity distance
maps after vegetation and road segmentation (third row). Fourth and fifth rows show
extracted masks after thresholding as in eq. 6.10 and generated final masks after vehicle
blob confirmation step. (Red circles represent the targets.)
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spectral pdf based matching. Additionally, by using the multilevel Otsu’s threshold, we
can exclude more outliers in the final foreground mask. However, some non-target pixels
might be included especially if the vehicle materials do not have a very discriminative
spectral profile or the vehicle is made of several different materials. For instance, the
target in fig. 6.11 does not provide as unique a spectral profile as the others do in the
given frame, and some pixels on top of the buildings are matched to the TOI. The main
reason for this effect is the similar intensity spectral profile of the vehicle and building
pixels in the green to near infrared wavelength range. The classification task of individual
building pixels with an offline-trained classifier is extremely difficult as building pixels’
spectral profiles show large deviation [62]. One can use spatial features such as extended
morpological profiles and spectral information to segment buildings, however, this task
may not be computationally feasible for real-time tracking. Therefore, we instead opt to
design a spatial information based SVM classifier to remove the background blobs.












 Building Pixel Spectrum
Target Pixel Spectrum
Figure 6.11: An RGB image of the ROI (top left), generated mask after spectral thresh-
olding (top right) and spectrum of the pixels representative of the target and building
blob (bottom).
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6.1.4 Non-Vehicle Blob Removal
In the final step, grayscale and panchromatic images are utilized to extract local, spatial,
gradient-based features and detect non-vehicle blobs. The Histogram of Oriented Gra-
dients (HoG) is widely used in the vehicle and human detection literature [66]. It relies
on the gradient information of a detection window to compute features emphasizing the
object contour. It has been very successful in aerial vehicle detection due to vehicles’ fixed
shape nature. Traditional HoG splits the detection window into a number of blocks and
each block is divided into a number of cells. Then, each cell produces a gradient histogram
and, as a result, each block outputs a number of gradient histograms. These histograms
are stacked and normalization is performed to increase robustness against illumination
changes. Finally, the feature vector of each block is stacked to get the final HoG features.
Linear SVM is cascaded with the HoG features, as they provide large number of features.
Employing a HoG-SVM vehicle detector with a sliding window technique is computation-
ally expensive and not feasible in high frame rate real-time tracking systems. In this
study, however, we do not compute HoG features of every pixel in the ROI with a sliding
window technique. Instead, it is applied on the candidate blobs to verify if they belong to
a vehicle. This way, huge time savings can be gained as we already optimized the search
space in preceeding modules. Another advantage of our method is that spectrally different
vehicles in the ROI are already eliminated, which can not be achieved by a HoG based
vehicle detector in a sliding-window technique. HoG is computed on panchromatic image
chips computed from the ROI hyperspectral data. The panchromatic image is computed
by summing all the bands from visible to red wavelength since it provides the highest
contrast. We apply a linear kernel as it is commonly prefered with the HoG features since
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a nonlinear kernel implementation can be costly. In order to train the SVM, we collect
2500 vehicle and non-vehicle chips at five different time settings from the areas of the
Megascene 1 where the TOIs do not travel. To find the optimal values for HoG parame-
ters, we collect 1000 positive and negative validation samples from the areas of interest.
This way, we can tune the HoG parameters such as the size of the cells, number of the
cells in a block, and overlap percentage in the neighboring blocks. We resize the image
chips to 64×64 pixels as this setting outputs the highest accuracy together with 8×8 cells
in a 16×16 block and 50% overlap in two adjacent blocks. In total, 1754 HoG features are
extracted from the panchromatic image chips. The designed HoG-SVM detector classifies
the validation set with 92.75% accuracy. With the image chips larger dimension scaled to
128 and smaller dimension scaled to 64, the classification accuracy drops to 91.3% . Main
reason behind this is training data set becomes sparser in a higher dimensional feature
set. We can overcome this by adding more data samples to the training set.
Some of the positives and negatives samples and their corresponding HoG features can
be visualized in fig. 6.13. In addition, some of the misclassified samples can be seen in the
fig. 6.14.
Figure 6.12: Some of the positive and negative samples in the HoG-SVM based vehicle
detection training dataset.
The main reasons of the most of the false negatives are the lack of contrast in the vehicle
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Figure 6.13: Some of the resized positive and negative samples and their corresponding
HoG Features with the specified parameters. (8×8 cells in the 16×16 blocks and 50%
overlap.)
Figure 6.14: Some of the misclassified positive and negative samples in the validation set.
region and partial occlusions. On the other hand, the designed classifier can not accurately
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classify some building regions due to their rectangular-like shapes as seen in fig. 6.14.
Since the HoG computes the boundary features of an object, it misclassifies objects with
similar shapes. One way to avoid this is to concatenate features focusing on texture
properties. Haar features or Gabor filters are great examples of texture features having
been succesfully applied in the literature. Haar features with adaboost feature selection has
been applied in aerial detection. We can simply filter the most discriminative Haar feature
set and concatenate to the HoG feature set to build a more robust classifier. Finally, we
can visualize the final Receiver Operative Characteristics (ROC) curve associated with
the HoG-SVM vehicle classifier in fig. 6.16.
Figure 6.15: Some of the misclassified positive and negative samples in the validation set.
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6.2 A More Robust Target Detection Approach to Target
Detection on a Moving Platform
The proposed detection approach in the previous section requires more human effort and
parameter initialization. For example, the HoG detector and road classifier need to be
trained offline as the precision and recall rates are highly dependant on these modules.
In this section we propose a more intuitive approach to minimize the human effort and
empirical parameters required.
The hyperspectral features as explained in sect. 6.1.3 collects n bins histograms from
every band and concatenates them to build a Visible+NIR target descriptor. Such an
approach ignores the fact that objects can be better discriminated from the surrounding
background in particular bands. For example, a blue object is less reflective to blue light
whereas it is relatively more reflective to red, green light. On the other hand, vegetation
absorbs the blue and red light more than the green light as seen in fig. 6.4, causing the
plant to look green. By concatenating individual bands’ histograms without using this
information results in likelihood maps with less inter-class variance. This can be clearly
observed in fig.6.17 where the combined likelihood map is not as distinctive as some
particular bands. For instance, the blue vehicle in the first case can be easily differentiated
in blue light likelihood map. On the other hand, the white vehicle in the last case is equally
differentiated in blue, red and green bands.
As expected, the usefullness of a likelihood map may change depending on the target’s
surrounding environment. The proposed method should not only assign high coefficients
to more discriminative bands but also update them at every step considering the sur-
rounding environment. This could be achieve in a number of ways. First, one can assign
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coefficients using the individual likelihood maps. One great example of this is the Variance
Ratio method [67]. This method considers the variance within the assumed target and its
surrounding window. It is formulated as
Figure 6.16: Variance Ratio method based fusion. Target distribution is represented by
the kalman filter.
V R(Li, t, b) =
var(Li; (t+ b)/2)
var(Li; t) + var(Li; b)
(6.11)
where Li represents the likelihood map of the band i and t and b denote the target and
background distribution in Li. The fusion weights can then be computed as
wi =
V R(Li; t, b)∑N
j V R(Lj ; t, b)
. (6.12)
In [67] uncorrelated likelihood maps are fused. These maps are listed as Intensity
Histogram, HoG, Motion History, Saliency and Template likelihood maps. They formulate
the optimal wi by minimizing the mean square error to the true probability pt(x|I) where
I and x represent the image and target position. However, since we do not know the true
probability of target location given the image, it is infeasible to get the weights directly.
Therefore, they state that the fusion weights are related to the likelihood map variance and
approximate them as in eq. 6.11 and 6.12. The weights are inversely proportional to the
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(a) (b) (c) (d) (e) (f)
Figure 6.17: (a) shows the RGB ROI inclduing the target of interest whereas (b,c,d)
denote the likelihood maps from the blue, green, and red light. Finally, (e) represents the
likelihood map computed by fusing each band with equal weight. (Darker pixels represent
smaller distances.)
with-in class likelihood map variance. On the other hand, they are directly proportional
to the intra-class likelihood map. In other words, the larger wi correspond to more tightly
clustered target and background classes and higher contrast between classes.
The Variance Ratio method is reported to work well for the cases when the selected
background window in the likelihood map is similar to the other background pixels in the
ROI. This can be valid for HoG vehicle detector which assign similar likelihood values to
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the negative pixels. On the other hand, different materials might show varying levels of
similarity to the target in terms of hyperspectral features. In other words, by considering a
local window surrounding the target we ignore the other background pixels in the ROI that
might be closely matching to TOI. To address this problem, we propose a global likelihood
map, Li, level fusion by using the binary map, Bi, corresponding to the band i. The binary
map for each map is computed by thresholding every likelihood map with a map-specific
threshold, Ti. We follow the same adaptive threshold framework explained in sect. 6.1.3.
In sect. 6.1.3, a single threshold is required to threshold the likelihood map determined by
concatenation of single band histograms. In other words, individual likelihood maps are
concatenated with equal weights knowns as as Sum-rule [68]. In this case, we require a
specific threshold Ti = {i = 1, 2, 3, ...} for every likelihood map Li = {i = 1, 2, 3, ...} as we
are interested in adaptive fusion of individual likelihood maps. Once the thresholds are
estimated in the same fashion with sect. 6.1.3, we apply them to the likelihood maps to
estimate the binary maps as
Bi(x, y) =
 0 if Li(x, y) > Ti1 otherwise , (6.13)
After computing the binary maps, the coefficients are estimated by considering the





where N represents the number of bands. With this equation, Li with large number of
positive pixels in Bi are assigned large values. However, we want to assign smaller weights
to these likelihood maps since they contain many false positives. To do so, we convert the
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where k and x0 are preset parameters. Finally, we normalize the weights with L-1 nor-










Fusing N number of likelihood maps are computationaly expensive as the number of
hyperspectral bands in this study is 60. To reduce the computational load, we exploit the
fact that neighboring bands contribute to the final likelihood map similarly. For instance,
the blue light bands contribute to the final map similarly just like green and red light
bands. This fact is supported in fig. 6.18.
ROI 400 nm 410 nm 950 nm 960 nm
Figure 6.18: A target and the likelihood maps for the corresponding wavelength groups
are shown.
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In this direction, we propose a grouping based approach to use the correlation in
betwen the same group wavelength maps. To do so, we consider computing two likelihood
maps in every 100 nm. For instance, in between 400 and 500 nm two likelihood maps are
computed by grouping the histograms in between 400 and 450 nm and 450 and 500 nm.
This way each group is represented by a 50-D feature vector considering the fact that 10
bin histogram represents each band. Such framework can be visualized in fig 6.19.
Group 1 Group 2 Group 12 
1 6 10 56 60  band 
Visible light = 400 – 700 nm NIR = 700 – 1000 nm 
5 
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Figure 6.19: Some of the misclassified positive and negative samples in the validation set.
In sect. 6.1.3, we take a loose approach on target selection initially. In other words, the
selected target region includes target of interest and some background pixels. This does
not effect the previous approach as the vegetation detection and road classification module
removes most of the redundant pixels. On the other hand, more human effort is required
to tune these modules. As we are interested in minimizing parameter setting and offline
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work, we remove these modules and perform tight target boundary box selection. This
way only target pixels are considered to collect target hyperspectral features as before. To
further disregard the peripheral pixels, we apply a Gaussian kernel to assign coefficients
to each pixel in the bounding box as
ωi(x, y) = exp
−
√
(x− xc)2 + (y − yc)2
h (6.18)
where xc and yc represent the central coordinates of the bounding box and h is a scale
parameter to determine how much the coefficients decrease going away from the central
location.
Once we search for the target in a ROI we apply a sliding window technique to assign
likelihood values to each pixel in a ROI. In the previous approach, we applied a fixed
20×20 window to build local hyperspectral features. Again, background removal modules
help us remove the redundant pixels in this window as a vehicle occupies about 20 × 10
pixels. In this framework, we apply different windows to each pixel. The dimensions of
these windows are 20× 10,10× 20 and 14× 14. These windows represent vertically, hori-
zontally and diagonally imaged vehicles. One drawback of these approach is the increased
computational work as we compute three likelihood maps for each group. We have to
select the map among the three maps for every group to find the one that contributes to
the final map most. In other words, we need to find the one that gives the highest contrast
between foreground and background classes. To do so, we sort the distance values assigned
to each pixel with these windows. Then, we select the highest distance score and repeat
this for the other pixels. This can be visualized in fig. 6.20.
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ROI 20× 10 10× 20 14× 14
Highest Value Medium Value Lowest Value
Figure 6.20: A target is shown in a ROI (a) and the likelihood maps for vertical, horizontal
and diagonal windows are shown on the top. The map with highest contrast in between





The Multi-dimensional Assignment (MDA) algorithm, first proposed by [69], is known as
the real-time implementation of the multiple hyphothesis tracking (MHT) filter. Origi-
nally, it was designed to handle S lists of measurements from multiple sensors. For this
reason, it is also called as S-D assignment algorithm. Later, it was formulated as a sliding
window that only considers the time steps within the window to associate the measure-
ments [70], and referred to as the Multiple Hypotheses Tracking algorithm with a sliding
window. In 2-D assignments, only the last scan, k, is considered for assignment. This
methodology suffers from the lack of time depth which in turn might result in frequent
jumps to wrong measurements in nonlinear motion cases.
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A binary assignment function δ is defined as
δ(k, {ms}ks=k−S+2, v) =
 1 a series of measurements are assigned to T




where ms = 0, 1, ...,M(s) and v = 0, 1. M denotes the spectrally validated measurement
list at scan k and m = 0 and v = 0 correspond to the dummy measurement1 and nonex-
istant target. T represents a valid track at k − S + 1. The multi-dimensional assignment











δ(k, {ms}ks=k−S+2, 1)c(k, {ms}ks=k−S+2), (7.2)
where a contains the candidate tuples (set of measurements) and c is the cost function
representing the single time step association costs. The goal is to find the tuple minimizing
the overall cost function. The association cost formula in our case is given by




1Dummy measurement refers to assignment of no target or measurement (i = 0) to the track, T v,
whereas nondummy measurement refers to assignment of a detected target or measurement (i > 0).
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s(1− PD)1−u(ms)(PDτ(s,ms))u(ms) v = 1∏
s V
−u(ms) v = 0
(7.4)
where τ and V are the likelihood function and the volume of the surveillance area and PD
represents the detection probability of the target. We keep the gate (ROI) in the scan k
larger than usual to avoid dealing with a tuple containing a measurement that was not
selected for spectral data acquisition. The binary function u(ms) = 0 in the case of a
dummy measurement and u(ms) = 1 otherwise. We combine the kinematic and spectral
likelihoods as
τ = τk ∗ τf , (7.5)
where τk and τf represent the filter and spectral feature based likelihoods respectively.
Estimation of τk is given in detail in [70]. τk estimates the likelihood ratio of the mea-
surement yik originating from the target rather than the clutter based on the predicted







where λ is the density of the Poisson process that models the clutter. To derive the
spectral likelihoods, we not only consider spectral likelihoods but also the number of
spectrally matched objects ζ to the TOI in the gate at k − S + 2 and k − S + 1. Spectral
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Figure 7.1: The first case (ζs ≥ ζs−1) in eq. 7.8 is denoted in (a) whereas (b) represents
the second case (ζs < ζs−1).
likelihoods for dummy measurement assignments are then formulated as









1 ζs = 0
, (7.8)
where PS is the probability of associating a measurement to the track T
v
k−S+1. As seen
in fig. 7.1, dummy measurement probability in the first case decreases with the increasing
number of candidate vehicles in time step k. In the second case, dummy measurement
probability increases with the increasing value of ζs−1-ζs. For nondummy measurement
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assignment, the spectral likelihood is designed as





s ζs ≥ ζs−1
(1− ζs−1−ζsζs−1+1 )F
ms
s ζs < ζs−1
0 ζs = 0
. (7.10)















where f and Th denote the spectral matching score and predetermined threshold used to










M (k − S + 2) M (k − S + 3) M (k − S + 4) M (k − S + 5)
τ feat (k − S + 2,1)
τ feat (k − S + 3,1)
τ feat (k − S + 3,2)
τ feat (k − S + 4,1)
τ feat (k − S + 4,2)
τ feat (k − S + 5,1)
τ feat (k − S + 5,3)
τ kin (k − S + 2,0)
τ kin (k − S + 2,1)
τ kin (k − S + 3,1)
τ kin (k − S + 3,2)
τ kin (k − S + 4,1)
τ kin (k − S + 4,2)
τ kin (k − S + 5,1)
τ kin (k − S + 5,3)
Figure 7.2: A 5-D assignment case where there are only two likely tuples.
In this proposed framework, lost targets due to occlusions and other factors can be
better handled to minimize jumps to wrong measurements. Finally, the association costs
are fed to the Lagrangian relaxation algorithm in the multi-target tracking case. Since we
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are interested in single target tracking, we do not deal with the one-to-one measurement-




Estimating the state of a target using data collected by an airborne sensor can be chal-
lenging due to possible non-Gaussian distribution of a target movement. A non-linear
filter can better approximate a multinomial distribution and evolve the corresponding un-
certainty. The GSF, a non-linear filter, is employed in this study [71]. It represents a
non-Gaussian distribution by a finite mixture of Gaussian distrubutions. The expected
mean and covariance of these density kernels are updated using traditional Kalman Filter
or its variants such as the Extended Kalman filter, the Unscented Kalman filter. The
EKF, which is the nonlinear version of the KF, is used in this study together with the
KF. There are two main advantages of a GSF over a single EKF. A single EKF represents
a nonlinear model by linearizing it, and assumes Gaussian pdfs whereas the GSF tackles
a non-Gaussian problem by a mixture of Gaussian distributions. In addition, the GSF,
a mixture of different EKF banks, allows us to implement a multiple model set strategy
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where we define multiple motion models to predict different possible target movement.
With a single EKF, we would only be able to accomodate one model at each time step. In
this case, it would likely be unable to approximate target motion in an intersection since
there is more than one trajectory a target can follow in most intersections. This step is
important as narrow FOV region selection for hyperspectral data acquisition is determined
by the filter-estimated mean and covariance.
Assume we have a process, Xk−1, the uncertainty associated with the state vector
Xk = [x, y, w, h, Vx, Vy] is determined by the forecast pdf p. In the state vector, x and y
represent the coordinates of a target, whereas Vx and Vy denote the horizontal and vertical
velocities and w and h denote the width and height of a target. In the EKF, time and
measurement updates are performed. The time update propagates the state vector and
uncertainty using a pre-defined transition model as





0.5 0 0 0 0 0
0 0.5 0 0 0 0
0 0 0.1 0 0 0
0 0 0 0.1 0 0
0 0 0 0 0.5 0
0 0 0 0 0 0.5

(8.3)
where Q and f are the noise covariance matrix and the transition function and k is the
time step. w and h are assigned small noise value in the noise covariance matrix compared
to the other state space parameters. The reason is the dimensions of the tracked vehicle
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do not change over time. ω is assumed to be a zero mean Gaussian process noise with
covariance Q while P denotes the uncertainty associated with the state space matrix X.







In the absence of measurements, no other update is performed. In the existence of mea-
surements, the measurement update is performed to correct estimations. It is performed
as





Pk|k = (I −GH)Pk|k−1, (8.6)
R =

1.25 0 0 0 0 0
0 1.25 0 0 0 0
0 0 1.25 0 0 0
0 0 0 1.25 0 0
0 0 0 0 1.25 0
0 0 0 0 0 1.25

(8.7)
where z and G are the measurement matrix and the Kalman gain and I is an identity
matrix. The Kalman gain indicates how well a transition model approximates the target
movement. R represents the residual covariance matrix noise and has been found after
extensive experimentation. v denotes the zero mean Gaussian noise with covariance R and
accounts for unknown noise in the detection process. The measurement function used to
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In this study, a linear measurement transition model is used. Hence, H is equal to the
measurement model in our case.
H =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0

(8.9)
As stated before, the GSF is simply a mixture of different EKF banks. It estimates




















where xk|k−1 and pk|k−1 are the mean and covariance of the prior Gaussian mixture and
wnk−1 and M represent the weight for the nth Gaussian kernel and number of kernels. In
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Figure 8.1: Individual and their GSF mixture pdf are shown.
where xk|k and pk|k are the mean and covariance of the posterior Gaussian mixture. One
example of the GSF pdf representation is displayed in fig. 8.1.
The weights of density kernels are kept constant while propagating the uncertainty and
updated in the presence of observation. The GSF with this update scheme is also called
as Conventional GSF [72]. There are several methods such as the Chapman Kolmogorov
equation (CKE) weight update that updates the weights after the forecasting step [73].
The CKE weight update becomes computationaly expensive with the use of large num-
ber of Gaussian components. We elect to use the conventional GSF since we are more
interested in using large number of components and keeping the complexity low. In the















Rk and N represent the noise covariance matrix and normal distribution. The complete
CHAPTER 8. FILTERING STEP 118
description of the GSF can be found in [71].
We need to use an appropriate number of Gaussian components to ensure robust
tracking in challenging cases. A larger number of components can improve tracking,
however, it also brings undesired complexity. Therefore, we want to maximize the number
of components and keep the complexity relatively low. In this study, 13 components are
used to represent a target. The system was also tested in the same scenario with a higher
number of components, however, it was determined that the increase in complexity was
not worth the performance gains. The designed scenario consists of a T-intersection, where
there are only two possible turns a target can take. We find that 6 components is the
optimum number of components to cover a possible path (going left, right, or straight)
while keeping the complexity at a desired level. As a result, to initialize the GSF, 12
components (6 for left turn and 6 for right turn) are placed within 3σ of the observed
target, where σ =
√
10. The remaining one component is placed on top of the observed
target. We acknowledge that a larger number of components may be needed in more
complex cases.
In a given scenario, we aim to cover all possible paths a target can travel in a particular
time step so that we can better approximate the truth pdf of a target movement. Recently
there have been large number of studies on how to design a forecasting model set [74, 75,
76]. In a typical multiple model set tracking system called an Interactive Multiple Model
(IMM) filter, different models interact with each other continuously [77]. In [78], a Variable
Structure IMM (VS-IMM) filter is designed which adaptively drops or inserts new models
based on the tracker’s performance. However, one of the main problems of the typical
IMM and VS-IMM is their performance highly degrades with a large number of models
since competition between models grow rapidly [79]. In addition, adapting to a different
CHAPTER 8. FILTERING STEP 119
scenario especially in the intersections during tracking may take time with the VS-IMM
which can be costly for the proposed tracking algorithm. For these reasons, in this paper,
specific models are adaptively removed or inserted using the incorporated intersection
data while employing the GSF on the filtering part. By doing so, we can still apply large
number of models and avoid the adaptation time required by the VS-IMM.
Such filtering framework can be more useful with an external road map of the scene.
This way, we can extract the intersection information of the scene and adaptively update
the motion models assigned to each filter in a GSF. For example, in a left turn intersection
we can only apply the left turn motion models. Likewise, in a three-ways intersection we
can apply left and right turn models in addition to constant velocity models.
8.1.1 OpenStreetMap based Road Network Extraction
OpenStreetMap is a free crowdsourcing project that aims to build geographic database of
the world. Before OpenStreetMap, most of the maps had legal or technical restrictions
on their use. To overcome this problem, OpenStreetMap was built to provide maps that
can be used in creative and productive ways for scientific reasons. Any collaborator can
contribute to improve its accuracy by adding new data. Thus, it becomes more accurate
over time and is always kept up-to-date.
To identify roads and intersections, we inject OpenStreetMap data into the tracking
algorithm. The OpenStreetMap source data are standardized and rasterized, but they
are not well registered with image data due to image distortions, topographical changes,
inaccurate map survey, and other sources of error. To properly register the image and map
data, intersections, end points, and points with high curvature are selected from the map to
form templates. Using the map coordinates as a first guess, a search of the extracted image
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features in the neighborhood of the first guess is used to match the templates. This allows
us to find the accurate positions of intersections and curvy roads on the image. To account
for different type of roads, different width values are tested during template formation.
This process identifies important intersections in the image that the tracked target might
approach as shown in fig. 8.2. Details on intersection matching using OpenStreetMap
source can be found in [80].
Figure 8.2: Sample results from the detection of intersections and curvy roads in an image
using OpenStreetMap source data. Different colors represent different templates that have
been matched.
With the availability of such road network one can design a detection module without
using background subtraction approach. For example, we can sample hyperspectral data
from the bounding box provided by each filter in the GSF. Then, we can build a hyper-
spectral pdf representative of each filter’s bounding box. These pdfs can be compared to
the target’s hyperspectral pdf to find likely bounding boxes. The data association step can
then assign the best match considering hyperspectral and kinematic likelihoods. Finally,
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the prior pdf for every filter in GSF can be updated with the observation. This way par-
allax effect can be avoided with the help of such road network and extended information
recorded by the hyperspectral sensor.
Chapter 9
Tracking on a Stationary Platform
9.1 Simulation Results
In this section, the fixed platform tracking algorithm is evaluated on the synthetic scenario
and it is compared to a number of baseline methods. In the following sections, the moving
platform tracking algorithms are tested on the same scenario. Details of the tuned tracking
parameters are discussed in the following paragraphs.
Initially, the proposed system is tested on four different vehicles mentioned before
and later we test it in overall 37 number of targets. The first track is a white painted
vehicle with the length of 74 frames. It goes through a series of occlusions and stops at an
intersection nearby other white vehicles. The second and third tracks belong to red and
blue painted vehicles with lengths of 86 and 89 frames. They follow similar trajectories
to the first track but does not travel nearby a large amount similarly painted vehicles.
Meanwhile, the fourth track, with the length of 76 frames, follows a different path with less
severe occlusions and stop, at an inter- section for a long time. This scenario is challenging
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in terms of tracking stopped vehicles for long time. We report detailed results on these
tracks. In addition, we test the proposed algorithm with 37 automatically generated tracks
with length of 64.35 frames to observe how well the algorithm generalizes to different
scenarios. The first frames of these tracks are displayed in fig. 9.1. A high fidelity scene
is accomplished by folowing the radiometric sampling procedure to DIRSIG output. The
panchromatic images have ≈ 29db peak signal-to-noise ratio. Noise on spectral data is
measured by the SAM metric. The mean SAM value between the processed and true
spectral data is ≈ 2.8◦. These values meet the RITMOS specifications.
Figure 9.1: Generated tracks to test the proposed approach. Each window has a size of
20x20 pixels. Initially, the pixels at the vicinity of the central pixels of each target are
sampled spectrally to build hyperspectral target features.
Most of the performance evaluation metrics in tracking literature are useless in our
case since different vehicles are tracked at separate runs. Thus, we focus on two metrics
to measure tracking rates. The first metric is track purity (TP). It measures how many
frames a tracker maintains a correct track identity within an estimated gate of the actual
target position during the track life. The second one is the Target Purity (TgP) metric.
It measures the ratio of the maximum number of times a ground truth is associated to
a track to the duration of ground truth. The TP metric, which only considers the track
life, favors short tracks. On the other hand, the TgP metric considers the life of the true
track. In this case, the TP score for a track has to be larger or equal to the TgP score for
the same track.
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The proposed spectral feature-aided tracking (FAT) with multi-dimensional assignment
algorithm is compared to the (1) FAT system with a 2-D assignment algorithm [81] and
(2) another similar FAT system with multi-dimensional assignment algorithm [4]. [81]
integrates the hyperspectral and kinematic features in a similar fashion in a 2-D assignment
algorithm. [4] only utilizes hyperspectral features to eliminate outliers and employs the
traditional MDA algorithm. Additionally, we compare the proposed approach to the (3)
kinematic only tracker (KT) and (4) spectral only tracker (ST). In the KT method, τf in
eq. 7.5 is ignored whereas in ST, only SAM scores of the filter validated measurements in
the last scan are considered. In the FAT and KT cases, experiments are performed with
S = 2, ..., 6 (sliding window length) in the S-D assignment algorithm.
A hundred Monte Carlo runs were carried out for each TOI to minimize the randomness
effect on the results. In each experiment, the target detection probability PD is randomly
drawn from the interval 0.7 ≤ PD ≤ 0.9. A track is terminated when it has not been
associated with any measurement for more than 7 s. Table 9.1, shows the TP and TgP
scores for all cases. The best overall results for the FAT and KT are accomplished with
the 6-D assignment.
The KT method struggles in the presence of vehicles with similar trajectories in large
scale dense urban scenes. In addition, severe obscurations have a higher impact on the
KT than the FAT and ST. We acknowledge that the KT could perform better in higher
frame rate tracking systems where the true target probability density is more accurately
approximated. On the other hand, the FAT and ST tackle these challenges by filtering
outliers with similar trajectories by utilizing the spectral features. This way, occlusions
can be handled more robustly. The computationaly efficient ST method can not handle
the scenarios including large density of similarly painted objects as it is a 2-D method and
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does not integrate kinematic features. This can be seen clearly in the first target case in
table 9.1.
The proposed FAT algorithm with 6-D assignment algorithm clearly outperforms the
trackers with a single modality (ST, and KT) in any given case as expected. Among
four different vehicles, the first target is the one with the highest challenge as it goes
through a number of severe occlusions and travels near a high density of similarly painted
vehicles. In this case, the proposed method outperforms the other methods reported in
[4], and [81] by around 4% and 27% in TgP scores respectively. The higher TP score
for the FAT in [4] means more early track terminations compared to the same TP and
TgP scores for the proposed FAT system. This is because of the high density of similarly
painted vehicles nearby the first target. By fusing hyperspectral likelihoods together with
kinematic likelihoods in a multi-dimensional assignment framework, we can differentiate
the TOI with the aid of better motion evolution approximation and spectral profiles. In
the other cases, these three trackers perform persistent tracking. Here, it should be deeply
emphasized that the FAT method in [4] requires a firm threshold setting and a different
optimum threshold value for each of the four different vehicles to achieve this rates. In
other words, it is more sensitive to loose threshold values as it corresponds to dealing
with a greater number of objects using only kinematic likelihoods, increasing the wrong
assignment probability. We can expect the proposed FAT method to outperform the other
methods by a larger margin in the case of poor threshold settings.
To prove the validity of the proposed approach, we also experiment on more number of
samples and compare our approach to the other tracker types as in table 9.2. The proposed
FAT method outperforms the others at least by around 15% in average on the given 37
different tracks. As stated before, the FAT proposed in [4] requires vehicle-dependent
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Table 9.1: Track Purity and Target Purity scores for TOIs with different tracker types.
(Optimum threshold settings are used in 6-D FAT approach in [4].)
1st Track - White, 74 Frames, 2nd Track - Red, 86 Frames, 3th Track - Blue, 89
Frames, 4th Track - Red, 76 Frames
Track Purity (%) Target Purity (%)
Tracker/ID 1st 2nd 3th 4th Overall 1st 2nd 3th 4th Overall
2-D (KT) 57.46 41.11 19.33 9.65 31.89 18.65 41.11 15.51 9.22 21.12
3-D (KT) 52.51 46.25 39.36 28.82 41.74 16.94 37.93 31.51 27.50 28.47
4-D (KT) 45.90 33.63 32.49 33.85 36.47 15.16 32.81 31.53 33.40 28.23
5-D (KT) 53.74 30.71 34.12 31.42 37.50 42.53 30.70 34.11 31.00 34.59
6-D (KT) 49.03 77.82 38.05 38.37 50.82 20.85 70.52 36.70 37.45 41.38
ST 20.01 87.48 65.04 50.24 55.69 4.82 65.05 87.48 43.63 50.25
2-D (FAT) 64.05 79.42 91.05 79.54 78.52 55.73 76.19 80.49 73.26 71.42
3-D (FAT) 59.31 70.40 91.96 85.50 76.79 54.41 69.67 85.11 83.97 73.29
4-D (FAT) 65.96 75.23 94.72 91.63 81.89 62.84 74.37 94.40 91.63 80.81
5-D (FAT) 59.37 81.19 97.37 90.15 82.02 54.75 80.35 97.37 89.95 80.61
6-D (FAT) 75.51 84.45 91.81 89.40 85.29 74.48 83.37 91.51 89.40 84.69
2-D (FAT) [81] 53.84 80.83 79.33 86.47 75.12 47.26 80.83 79.22 86.47 73.45
6-D (FAT) [4] 80.14 81.89 94.61 89.63 86.57 70.80 81.09 94.26 89.63 83.95
Table 9.2: Average Track Purity and Target Purity scores on 37 different target samples.
(Fixed, global threshold as in the proposed approach is used in 6-D FAT [4] to get the
results.)
Metric/Tracker 6-D (KT) ST 2-D FAT [81] 6-D FAT [4] 6-D FAT (Without Sect. 5.1.2) 6-D FAT
Track Purity 24.88 39.82 39.23 44.12 32.88 57.63
Target Purity 24.88 35.85 39.15 43.64 29.38 57.13
threshold setting. It is a tedious task to manually assign threshold on 37 different tracks.
Instead, we assigned a fixed global threshold value with the one used in our approach
for the purpose of comparison. By integrating the hyperspectral likelihoods into multi-
dimensional assignment association we improve the TrP and TgP rates from 44% and 43%
to 58% and 57% respectively. The main reason behind the drop in tracking rates compared
to table 9.1 is the large-scale density of slowly moving or stopped vehicles in the scene.
Overall accuracy can be improved by implementing a more sophisticated detection module
to reduce false negatives and false alarms. This is proved by removing the prediction
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based sampling module. In this case, tracking rates drop dramatically to around 32.88%
and 29.38% as seen in table 9.2. Since the main contribution of this study is on smart
integration of hyperspectral likelihoods in a multi-dimensional assignment algorithm, we
used a computationally simple, non-parametric background subtraction method together
with an efficient GSF-based hyperspectral data sampling based blob detection module.
To sum up, in this chapter we design a hyperspectral likelihoods-aided data association
module to improve tracking in low frame rate aerial videos. Also, we design a hyperspectral
features based detection method with the GSF framework to minimize false negatives. In
the next chapter, we use a narrow FOV ROI hyperspectral sampling based target detection
module to exclude background subtraction method prone to parallax error.
Chapter 10
Simulation Results on Moving
Platform Tracking Case
10.1 Track Initiation
As in the fixed case, tracks are initiated interactively with the user selection and proposed
method is designed to handle single target tracking task. A track is initiated by user
input. The user is asked to input the rough central coordinates of a target or pinpoint the
target location in the panchromatic image. Then, a 20×20 pixels size window is sampled
spectrally in a diagonal fashion. The readout time for the sampled region is about 20
ms. and relative motion of the target during this operation can be neglected. Once the
window is sampled hyperspectrally, the redundant pixel removal is performed with the
vegetation and asphalt detectors. Finally, the 3-D spectral histograms are built with the
method explained in sect. 6.1. Vegetation and road pixels do not contribute to the spectral
histograms. In fig. 10.1, user selected, initial target detection windows and binary masks
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produced after vegetation and road detection modules are shown.
Figure 10.1: Selected vehicles of interest (car 34 - 46) and vegetation and road pixels
removed binary masks (bottom) to be used by the spectral histogram computation module.
10.2 Results
10.2.1 Run Time Performance
The experiments were executed on a personal computer with a 2.9 GHz, i7 processor in
Matlab platform. Spectral histogram builder and integral histogram image computation
module are coded in C and coupled to Matlab with mex compiler. In addition, the image
alignment module is coded in C language. Finally, Histogram of Oriented Gradients are
implemented in C language as it is a computationally expensive method. This way, up
to five times speed gains can be achieved for each module and real-time tracking imple-
mentation can be achieved. Table 10.1 displays the run times of the detection modules.
The proposed target detection approach run time is not larger than the allocated time
(0.35 s as shown in fig. 4.6). In fact, it can be optimized further by implementing the
road detection and hyperspectal histogram based matching tasks in parallel. However,
this enables the contribution of the asphalt pixels in hyperspectral histograms. On the
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Run time 0.002 s. 008-0.1 s. 0.13-0.15 s. 0.05 s.
other hand, the data association and measurement steps can be run very quickly as long
as a long-time target trajectory (S > 10) is avoided in the MHT algorithm in addition
to single target tracking assumption. Vedaldi’s implementation is used to compute SIFT
features for each keypoint [82]. The SIFT run time for a 1500×1500 pixels image is large,
however, it can be drastically improved with a GPU implementation. With an efficient
GPU implementation, SIFT computation can be achieved within the proposed 0.2 s. time
interval. For the sake of simplicity, the homographies are computed offline in this study
since the primary contribution of this study is detecting targets without the commonly
used parallax sensitive background subtraction method.
One drawback of the proposed approach is the implementation time of some modules
are context-dependent. This context-dependent modules are listed below.
• Road Detection Module
• Spectral Histogram Computation Module
• Histogram of Oriented Gradients Feature Descriptors Module
Road detection module is only dependent on the vegetation density of the sampled
ROI. Since Megascene 1 area is a highly vegetation populated scene, the road detection
module computational time is low. In an urban urea, we can expect the road detection
module to be relatively larger. The spectral histogram computation module is dependent
on both vegetation and ashpalt densities of the sampled ROI. One way of further mitigating
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its’ complexity is to design a framework to adaptively consider different number of bands.
Finally, the HoG module’s total implementation time is dependent on the number of
detected blobs in the preceeding module. However, this step’s implementation is not
reasonably effected as the number of detected blobs do not dramatically increase. To
design a more context-independent framework, asphalt detection can be run in parallel to
the spectral histogram module. This way, more time can be allocated for both modules.
10.2.2 Metrics and Simulation Results








# True Positives+ # FP
(10.2)
where FP and FN notations represent the false positives and negatives. On the other
hand, Track Purity (TrP) and Target Purity (TgP) metrics measure tracking performance
as shown below.










# frames in gi
(10.4)
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where b and c denote the number of ground truth platforms g and tracks t and Aji stores
the number of times gi is assigned to tj . Since we track single target at seperate runs c at
most can be one and i=0 represents dummy target assignment. TrP evaluates how many
frames tj is assigned dominant gi during the track life whereas TgP measures the ratio
of the number of times gi is associated to dominant tj to the duration of gi. The TrP
metric favors short tracks and it might be misleading in cases where track terminations
occur frequently. On the other hand, the TgP metric considers the life of the ground
truth so that potential misleading information due to the TrP is avoided. Finally, we
introduce a new metric, called as clutter density reduction metric, which evaluates how
much the clutter density is reduced by integrating the hyperspectral features. Clutter
density reduction is crucial in persistent tracking and it is formulated as
CDR = 1− # True Positives in ROI
# V ehicles in ROI
. (10.5)
Table 10.2 displays the performance of the proposed tracking and detection system.
The overall recall compares reasonably with the other proposed systems in the literature.
The recall scores are constrained to the accuracy of the HoG-SVM based verification
module. This can be clearly seen in table 2 where the system is tested without the vehicle
verification step. The average recall goes up by 4% in this case. However, this in turn
drops the average precision from 94% to 77%. Additionally, these numbers are estimated
with the fact that ground truth files include shadow occlusions. In other words, although
a car is fully occluded by a shadow, its location is known by DIRSIG and added to the
truth file. Since the trajectories of cars 36 and 37 are dominated by shadow occlusions,
the recall scores for these cars are relatively lower. We can expect up to a 5% increase in
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average recall values by removing shadow occlusions from the truth files.
Car 44’s precision is about 14% lower than the one without the vehicle verification
module. The reason behind this is there are a relatively larger number of partial occlusions
and HoG is not designed to perform well in this case since we can not extract the full
contour of a partially occluded car. On the other hand, the detection system provides high
precision and recall rates for the cars with light red, white, and green paint models (car
34, 35, 38, 39, 41, 42, 43, and 46) as these paint models have more distinctive reflectance
characteristics.
In terms of the tracking performance, a series of occlusions and high clutter density of
similarly painted vehicles together drop the TrP and TgP scores and lead to early track
termination (car 35, 36, and 37). An overall 70% TrP and 65% TgP scores are achived
in a complex scene with large-scale clutter and occlusion density. This is accomplished
by removing the vehicle density by an average of 62% per frame using the hyperspectral
features and having an high overall precision. However, the cost of hyperspectral data
acquisition forces us to choose a relatively small ROI which in turn results in missing
severely occluded targets.
In fig. 10.2, the estimated and actual trajectories for four tracks are shown. On the
other hand, in fig. 10.3, some frames have been shown to explain the reason the tracker fails
for the vehicles with IDs 35 and 36. Car 35 approaches the traffic lights and tree occlusion
as seen in frame 55. As it goes through the occlusion, other similarly painted vehicles are
picked up by the detection module in frame 65 and 69. Since the occlusion lasts more than
10 frames, the uncertainty grows to a large extent and the tracker eventually switches to
another detected vehicle and sticks with it, even though the TOI becomes visible later.
In summary, the fact that there are other similarly painted vehicles in the ROI together
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Table 10.2: Detection and tracking scores with and without the HoG-SVM based detector
module. Ground truth files neglect shadow occlusions which degrades the detection and
















Car 34 90.11 96.07 80.03 77.88 91.29 94.47 78.22 77.44 66.46 22-127 Dirty White 15.53
Car 35 86.47 95.40 33.21 7.49 94.48 98.57 29.45 9.36 53.41 23-156 Clean White 23.08
Car 36 69.86 84.74 65.48 17.11 68.66 48.18 23.66 18.97 55.82 33-156 Dark Blue 25.00
Car 37 66.76 95.84 74.95 36.94 66.64 40.81 33.66 30.90 60.95 38-126 Light Blue 25.88
Car 38 98.31 94.28 96.66 96.66 98.31 91.23 96.67 96.66 73.68 61-138 Light Red 14.86
Car 39 98.14 97.03 99.94 99.94 100.00 80.09 100.00 100.00 66.13 40-156 Light Red 6.19
Car 40 83.62 84.17 85.83 85.83 88.99 25.17 81.11 81.71 74.27 71-156 Dark Blue 30.49
Car 41 99.98 98.82 88.94 80.43 100.00 88.06 82.43 76.57 60.61 26-130 Green 10.89
Car 42 96.21 94.58 71.02 71.02 99.65 94.62 36.09 36.09 29.93 27-141 Dirty White 6.31
Car 43 98.82 98.16 99.35 99.35 100.00 98.15 99.95 99.95 46.63 38-156 Clean White 2.61
Car 44 72.20 87.15 99.73 99.73 85.18 89.15 90.40 90.40 75.28 42-154 Dark Red 17.76
Car 45 83.35 95.79 16.78 16.54 90.00 55.17 2.64 2.63 78.27 40-156 Dark Blue 23.01
Car 46 95.26 97.96 91.69 87.09 99.36 97.20 97.84 97.53 72.08 51-123 Dirty White 11.59
Average 87.62 93.85 75.28 64.87 90.97 76.99 63.01 59.92 62.11 39-144 16.40
with the traffic lights and severe occlusion causes the tracker to fail. In the same figure,
other frames have been shown from car 36 case. In this scenario, the TOI (dark blue) is
followed by another similarly painted vehicle (light blue-car 37) which is picked up by the
detection module as seen in frame 41. They both travel through a series of short shadow
and tree occlusions. The tracker switches to car 37 once the TOI is occluded for some
time. Once car 37 is occluded, the tracker jumps back to the original target. This scenario
is repeated a couple of times until the TOI is occluded by a severe occlusion which then
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(a) Track 35 (b) Track 36
(c) Track 34 (d) Track 41
Figure 10.2: Failed (a-b) and successful (c-d) tracking cases where estimated (blue) and
actual (green) trajectories are displayed on the stitched frame.
causes the tracker to switch to car 37. This back and forth switching leads to a poor
velocity approximation and track termination as the filter-based ROI do not include the
TOI or car 37 once they become visible.
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Frame 55 Frame 61 Frame 65 Frame 69
(a)
Frame 41 Frame 46 Frame 63 Frame 66
(b)
Figure 10.3: Some frames from the car 35 (a) and 36 (b) scenarios. Detected vehicles are
shown with blue rectangles whereas the red circles represent the TOIs.
10.2.3 Effect of Detection Module Parameters
In fig. 10.4, the effect of the number of levels used in multilevel Otsu’s threshold method
is shown. The detection system does well when the number of level in first time step (m)
and in time step k-1 (n) are around 4 - 6. Thus, we chose both m and n to be 5 in the
experiments. On the other hand, we experimented on a number of detection window sizes
used in the spectral histogram computation step as seen in fig. 10.5. A 20×20 detection
window leads to the best precision performance whereas 10×10 provides the best recall
performance as this window size prevents the inclusion of more background. We prefer
the 20×20 window since the highest precision+recall rates are achieved by this detection
window size.


















































Figure 10.4: Influence of the number of levels used in first time step (m) and k-1 (n) in
multilevel Otsu’s Threshold.


























Figure 10.5: Influence of the rows and columns size in detection window on detection
performance.
10.2.4 NDVI’s Role on Detection
Although NDVI does a very good job of detecting vegetation dominated pixels, it can
be unstable as it is sensitive to atmospheric conditions, vegetation and soil moisture, soil
surface under the vegetation area. Generally speaking, vegetation dominated pixels yield
0.2-0.8 NDVI score depending on the photosynthetic activity. A firm NDVI threshold
setting (TNDV I=0.2) might lead to misidentification of nonvegetation pixels in situations
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where NDVI can be sensitive. To measure the sensitivity of the system to the NDVI
module, we run the experiments with and without the NDVI module and with different
thresholds as displayed in table 10.3.
Without the NDVI module, detection accuracies are degraded as a result of less
uniform hyperspectral distance maps which in turn complicate thresholding as seen in
fig. 10.6. However, detection performance is not drastically effected when a loose thresh-
old (TNDV I=0.45, 0.40, 0.35) is selected. Based on the results, we can conclude that the
proposed framework needs the NDVI module to track persistently whereas the choice of a
loose TNDV I to avoid the unstability of NDVI does not dramatically influence the detection
results. Additionally, TNDV I=0.25 provides the highest precision+recall rates.
To overcome the exclusion of the NDVI module, one can adaptively update the thresh-
old pixel-wise based on the local information. This way, the pixels near the edges of a
target can be labeled as foreground pixels. NDVI results are also considered initially in
computing the spectral pdf of a selected target. Otherwise, vegetation pixels are included
in histogram computation, degrading hyperspectral matching efficiency. This can be pre-
vented by applying a distance kernel to decrease the contribution of peripheral pixels.
Overall, the proposed framework can handle the lack of a NDVI module by considering
a local information based adaptive threshold in addition to a filter-derived adaptive de-
tection window implementation together with a distance kernel application in histogram
computation.
So far, we focused on 13 manually generated tracks to evaluate the proposed tracker’s
performance. For the sake of a robust evaluation, a Matlab script is written to automati-
cally generate large number of tracks. In track generation, three different rules has to be
matched for a target to be considered a a track. These rules are listed below.


















Figure 10.6: A part of the ROI including the target, (b) and (c) show the hyperspectral
distance map without and with NDVI. (Pixels with distance value 10 are road labeled or
thresholded.)
Table 10.3: Recall and precision performance (%) with a number of different NDVI thresh-
olds and without NDVI module.
No NDV I TNDV I = 0.5 TNDV I = 0.45 TNDV I = 0.4 TNDV I = 0.35 TNDV I = 0.3 TNDV I = 0.25 TNDV I = 0.2
Recall 61.33 85.58 86.76 87.68 87.82 87.78 87.62 86.54
Precision 64.63 83.24 87.70 89.54 91.51 93.45 93.85 92.78
• The target is not fully occluded in more than two frames in the initial five frames.
• The life of a track must be longer than 30 frames.
• The target must be in the field of view in all frames of interest.
With these settings, 43 tracks are initiated. These targets are tracked at seperate runs
since single target tracking is performed in this study.
The proposed hyperspectral tracker is compared with three other baseline trackers.
The first one is a single-band tracker in which histograms are computed with a single
band. In other words, the resultant feature vector in this case consists of 10 elements.
The second is, an RGB tracker in which three channels are considered to compute his-
tograms. Finally, the same idea is applied to a multispectral (6 bands) tracker. For a fair
comparison, the asphalt, vegetation detection and vehicle verificiation modules are kept in
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these baseline methods. To summarize, only hyperspectral histogram module is replaced
with multispectral, RGB, and grayscale histogram modules.
Table 10.4: Average detection and tracking performance (weighted) of the proposed ap-










31 bands 69.78 60.35 30.78 67.22 63.02 37.93 86.54 25.62
6 bands 69.62 60.81 34.95 65.51 61.76 37.93 86.54 25.62
3 bands 66.99 58.16 36.62 65.59 60.86 37.93 86.54 25.62
1 bands 66.51 56.85 36.65 54.04 51.95 37.93 86.54 25.62
In addition to the scenario including trees, the proposed hyperspectral tracker is also
evaluated in the same scenario with trees removed. As seen in table 10.5, the performance
of the tracker goes up to around 88% in the same scenario compared to 72% TrP rate with
trees involved. This dramatic change can be well explained with the large density of trees
in the scene which results in frequent target losses (25% of the time) and degraded accuracy
of kinematic information. Fig. 10.7 displays two scene from the simulated scenario without
trees.
The number of Gaussians in the Gaussian Sum/Mixture Filter are important in rep-
resenting nonlinear motion evolvements such as rapid maneuvers. One can claim that the
more nonlinear the motion density distribution is the higher number of Gaussians is re-
quired to approximate it. The GSF does not guarantee optimal solution with the infinite
number of Gaussians. On the other hand, the Particle Filter guarantees optimal solution
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with the infinite number of particles. The computational complexity of the GSF is lower
than the Particle Filter which is why the GSF is prefered to keep the frame rate higher.
Moreover, the proposed tracker is designed to be dependent on discriminative hyperspec-
tral features rather than the motion features of a target in a low-frame rate scenario. This
can be proved by the results presented in table 10.7. The performance degrades dramat-
ically only with one number of Gaussian in the Gaussian Sum Filter which is equivalent
of a Kalman Filter. In the other cases, an almost stable performance is achieved. There-
fore, by taking the complexity and the performance into account, the optimal number of
Gaussians are found to be 17.
Figure 10.7: An RGB image of the scene with trees excluded and hyperspectral cube
display of the same scene.
To understand the influence of the dimensions of the ROI on tracking accuracy, we test
the proposed tracker with a larger hyperspectrally sampled ROI (300×300 pixels). As seen
in table 10.6, the tracking performance goes up to 73% and 66% TrP and TgP compared
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Table 10.5: Average detection and tracking performance (weighted) of the proposed ap-










Average 88.60 88.47 35.17 88.57 88.50 37.10 91.54 0
to 72% TrP and 64% TgP results. This setting is experimented in the same conditions
with the proposed setting. The hyperspectral sampling of additional pixels costs around 1
ms which is ignored in this experiment. We can conclude that a larger hyperspectral ROI
with a quicker hyperspectral sensor could boost the hyperspectral tracker’s performance.
Detection performance of the proposed detection module is evaluated in table 10.9.
The proposed detection module is dependent on the tracking results for each target. In
other words, the hyperspectrally sampled ROI needs to include the target itself to prove
a fair evaluation. Additionally, the proposed detection system is not defined to be global,
instead it evolves itself adaptively for different targets. To prove a fair comparison, we set
three different rules as listed below.
• The experiments are run for the first 20 frames.
• The ROIs are selected to include the target of interest all the time.
• The target spectral histogram is not updated.
• The target of non-interests in the ROI are also taken into account in computing false
positives rate.
Since the tracker is likely to assign a different target to the track, the target spec-
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tral histogram might get less representative of the target itself in the long run with the
increasing amount of wrong assignments. This would in fact be the drawback of the as-
signment algorithm rather than the detection itself. For this reason, the reference spectral
histogram is not updated. Unlikely, the spectral threshold given by the multiple Otsu’s
threshold is dependent on the hyperspectral distance assigned to each pixel in the ROI.
Since the hyperspectral distance itself is only dependent on the reference histogram, the
spectral threshold is allowed to be updated in this experiments.
As seen in table 10.9, the detection module performs very well in the mentioned
settings. This is especially valid for the recall rates. On the other hand, the precision
rates degrade with the larger ROI due to increasing number of false positives. As seen in
the table, the false positives rate is mitigated by the HoG-SVM vehicle detection module.
Table 10.6: Average detection and tracking performance (weighted) of the proposed ap-










Average 73.58 65.89 32.34 69.31 64.78 33.18 86.54 25.62
Finally, the proposed tracking algorithm is compared to (1) Nearest Neighbor Spatial
Filter, (2) Probabilistic Data Association Filter and (3) Multiple Hypothesis Tracker. All
these filters tackle the problem of data association given the measurements and state
of the track. In this cases, hyperspectral data is not considered in the detection module.
Instead, true measurements are directly provided to mentioned filters. True measurements
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Table 10.7: Tracking performance with varying number of Gaussians components in the
Gaussian Sum Filter.
# Gaussians TrP TgP Weighted TrP Weighted TgP
1 65.93 52.71 65.91 52.01
5 70.38 60.70 69.06 59.31
9 70.99 61.50 69.45 59.98
13 71.10 61.73 69.53 60.15
17 71.84 62.23 70.32 60.59
21 71.45 62.03 69.92 60.32
25 72.24 62.20 70.70 60.44
29 72.27 62.34 70.61 60.46
33 72.00 61.97 70.45 60.21
37 71.63 62.21 70.09 60.47






ROI Size Recall Precision Recall Precision
31 bands 99.50 97.79 99.47 13.05
6 bands 98.73 97.71 99.41 13.20
3 bands 99.23 96.81 99.49 15.72
1 bands 98.51 89.49 99.31 37.62
include physical locations of all the vehicles in a region of interest. It should be highlighted
that these data association techniques are cascaded to Kalman Filter as in the proposed
hyperspectral tracker. Additionally, two different appearance based trackers are considered
to perform comparison. These trackers are the well-known mean-shift tracker and a real-
time object tracker via an online discriminative feature selection learning [83, 84]. To
CHAPTER 10. SIMULATION RESULTS ONMOVING PLATFORMTRACKING CASE145





ROI Size Recall Precision Recall Precision
100x100 99.60 99.18 99.63 96.16
200x200 99.50 97.79 99.63 85.78
300x300 99.49 93.28 99.61 76.74
400x400 99.39 88.18 99.57 69.40
500x500 99.37 85.30 99.58 66.23
test these appearance based trackers, we simulate a 1000× 1000 pixels scene from a fixed
platform with the same resolution. The initial positions of 50 targets are determined with
the same routine used in the hyperspectral tracking case. All these trackers are tuned to
optimize tracking rates. Finally, we present the results achieved by the wide-area aerial
tracker via likelihood of features tracking (LoFT) systems proposed in [7]. LoFT system
is tested on four targets in CLIFF-2007 dataset [85]. The CLIFF-2007 Dataset has about
0.3 cm GSD which is very similar to the simulated dataset in our case. On the other hand,
the CLIFF video set consists of larger density of vehicles compared to our video set. More
extensive experimentation in the same video set is required to prove the validity of the
results.
Traditional appearance-based object trackers such as Mean-shift and OFDS do not
generalize well to aerial tracking where the objects are represented by small number of
pixels. On the other hand, the LoFT system is designed to track in low resolution aerial
videos such as CLIFF-2007 video set where vehicles are represented by 150 − 200 num-
ber of pixels. It computes a number of likelihood maps using intensity, gradient, and
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Table 10.10: Comparison of the proposed hyperspectral tracker with other trackers.











color histograms, HoG, Hessian eigenvector orientations histogram, LBP histogram, mo-
tion saliency, object saliency (object classification using SVM-HoG detector). All these
likelihood maps are fused with adapting weights determined by a Bayesian formulation
based Variance Ratio method [67]. However, since the source code is not available for the
LoFT system, we could not test it on our scenario. In [7], it has been tested on four dif-
ferent vehicles in CLIFF-2007 video set and the results on those vehicles are presented. In
the same study, they compare the LoFT to other apperance-based state-of-the-art object
trackers such as an online nearest neighbor classifier [86], and a sparse representation-
based object tracker [87]. These trackers perform with low tracking rate in CLIFF-2007
dataset just like Mean-shift and OFDS trackers in our case.
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10.3 Adaptive Likelihood Map Fusion Results
The previous section displayed the results with the Sum-rule based fusion approach. In
other words, histograms from every bands are concatenated and likelihood map is com-
puted with a sliding window technique. With the adaptive weight assigning method, a
number of likelihood maps are generated as representatives of certain wavelength interval
and they are linearly fused to generate a final likelihood map. This approach has been
explained in detail in sect. 6.2.
We test the adaptive likelihood map fusion approach in the same scenario with the
same targets. The initial tight bounding box selection of 43 targets of interest are shown
in fig. 10.8. Three baseline methods are evaluated as listed below.
• Sum-rule based fusion (Same grouping approach).
• Variance Ratio method based fusion (Same grouping approach)
• The proposed fusion method with Multispectral data.
• The proposed fusion method with RGB data.
Figure 10.8: Initial windows of targets of interest. This time, a tight target bounding box
needs to be provided by the user to disable background pixels contribution.
We refer the user to sect. 6.2 for details on Variance Ratio technique. With the Sum-
rule approach, every likelihood map is assigned the same weight. We also compare the
CHAPTER 10. SIMULATION RESULTS ONMOVING PLATFORMTRACKING CASE148
adaptive fusion with Hyperspectral data to the adaptive fusion with Multispectral and
RGB data. In Multispectral data case, 6 bands are considered to represent every pixel in
a ROI. These bands are sampled in the full spectrum range. Likewise, the RGB bands are
sampled in the central wavelength of Red, Green and Blue light with the same spectral
resolution (10 nm). Finally, we compare the proposed fusion approach with varying levels
of noise added to the original hyperspectral data. This way we can see how tolerant and
optimistic the proposed system can be in terms of its application to real data.
Table 10.11: Comparison of the proposed hyperspectral tracker with other trackers.
Tracker Track Purity Target Purity
Gray-scale Data 28.43 04.28
RGB Data 39.20 35.07





Variance Ratio 48.26 44.56
Ours 64.37 57.49
As seen in table 10.11, the proposed adaptive fusion approach outperforms the Sum-
rule and Variance Ratio based likelihood map fusion approach by a large margin. Inter-
estingly, the Variance Ratio method performs worse than the Sum-rule method. Major
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Figure 10.9: The proposed framework for Multispectral (top) and RGB (bottom) tracking
case performed in table.10.11.
reason behind this is it only models local background surrounding the target. Besides, in
some cases the target might be lost, resulting in poor target distribution approximation.
This is especially true in a scene with dense occlusions as in our case. The proposed global
method overcomes this by considering the binary maps to assign weights, instead of likeli-
hood map. In an occlusion, a useful binary map should not include the target. However,
with the Variance Ratio technique we use the estimated target position to update the
weights, hoping that actual and estimated target position overlap.
We also test the adaptive fusion approach with different band grouping strategies.
Originally, we use 12 groups out of 60 bands. Every group is represented by 50-D feature
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vector and contains 5 adjacent bands. Different variations of groupings are listed below.
• 20 groups - 3 bands per group - 30-D feature vector.
• 6 groups - 10 bands per group - 100-D feature vector.
• 3 groups - 20 bands per group - 200-D feature vector.
Table 10.12: Comparison of the proposed hyperspectral tracker with 60 bands and different
grouping methods.
Tracker Track Purity Target Purity
2 Groups 48.50 45.28
3 Groups 55.27 48.81
6 Groups 60.11 55.39
12 Groups 64.37 57.49
20 Groups 55.65 51.50
Additionally we test the proposed approach with 30 number of bands and with different
band grouping strategies. The variations of grouping strategies are shown below.
• 15 groups - 2 bands per group - 20-D feature vector.
• 10 groups - 3 bands per group - 30-D feature vector.
• 6 groups - 5 bands per group - 50-D feature vector.
• 3 groups - 10 bands per group - 100-D feature vector.
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• 2 groups - 15 bands per group - 150-D feature vector.
Table 10.13: Comparison of the proposed hyperspectral tracker with 30 bands and different
grouping methods.
Tracker Track Purity Target Purity
2 Groups 50.91 48.47
3 Groups 55.96 53.54
6 Groups 60.46 53.78
10 Groups 60.73 55.62
15 Groups 62.41 58.06
As seen in table 10.12 and 10.13, the 30 bands with 15 groups and 60 bands with 12
groups outperform the other strategies. For this reason, their computational complexity
needs to be taken into account to choose the optimum strategy. With 30 bands selection
(Even Indexing), we need to compute 300 gradient integral images. On the other hand, we
need to estimate 15 likelihood maps of the ROI. Based on the table 10.14, the total cost
of gradient integral images computation and likelihood map fusion process is smaller for
the 30 bands 15 groups framework. Additionally, Target Purity is a more reliable metric
as it considers the life of the dominant target rather than the life of the track. In terms
of Target Purity, the 30 bands framework slightly outperforms the 60 bands one.
Additionally, we measure how tolerant the proposed sytem is to the internal and ex-
ternal noise added on top of the original sensor-reaching radiance values. Since we test
the system on synthetic data we want to make sure that unexpectedly high noise level
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Table 10.14: Run time performances of the detection modules. Experiments were carried














Gradient Integral Images 0.1739 s. 0.1739 s. 0.1739 s. 0.3403 s. 0.3403 .s 0.3403 .s
Likelihood Map Fusion 0.1830 s. 0.1972 s. 0.2198 s. 0.3264 s. 0.4504 s. 0.5378 .s
Detection Module 0.3569 s. 0.3711 s. 0.3937 s. 0.6667 s. 0.7978 .s 0.8782 .s
does not degrade the system performance dramatically. Radiometric post-processing step
is explained in detail in sect. 4.4.1. To summariza, we processed the sensor reaching ra-
diance values to simulate a scenario matching real-world phenomena to avoid optimistic
or pessimistic evaluation. The RITMOS operation specifications have been fully taken
into account to adjust the post-processing parameters. In the simulation, we generate
full-frame hyperspectral images and sum the bands in the visible light range to create a
panchromatic image of the scene. The panchromatic image created in this way have 30
db PSNR value meeting the RITMOS specification. Also, we use the SAM to measure
the noise level in full spectrum. The average SAM value in the scenario is 5.75 degree.
Since there is no discussion in the original RITMOS paper regarding the noise level in full
spectra, we do not comment its applicability to a real-life system. However, we intiuitively
believe that it is a realistic number considering the reported SAM level in a RITMOS-
inspired tracking method reported in [2]. To evaluate the tolereancy of the system, we
play with the parameters in post-processing step to increase and reduce the mean PSNR
and SAM values. The tracking results with respect to the adjusted noise parameters can
be seen in table 10.15.
Finally, as we did in the previous section, we test the adaptive likelihood map fusion
approach on the scenario without trees. The results can be visualized in table 10.16.
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Table 10.15: Tracking results of the proposed approach corresponding to the mean PSNR
and SAM values.
PSNR&SAM Track Purity Target Purity
23.49 db PSNR & 8.3o SAM 37.73 35.62
24.85 db PSNR & 7.72o SAM 44.37 38.37
26.10 db PSNR & 7.06o SAM 43.67 37.64
27.218 db PSNR & 6.65o SAM 53.56 48.18
28.11 db PSNR & 6.32o SAM 57.26 50.15
28.93 db PSNR & 6.31o SAM 59.26 55.15
29.65 db PSNR & 5.88o SAM 61.15 55.05
30.30 db PSNR & 5.75o SAM 63.71 59.00
Table 10.16: Evaluation of the proposed approach on the scenario without and with trees.
Tracker Track Purity Target Purity
With Trees 62.41 58.06
Without Trees 82.54 80.54
As seen in table 10.16, the proposed hyperspectral tracker perform about 20% better
on the scenario without trees. This demonstrates the fact that the future work in the
scope of persistent aerial vehicle tracking should focus on contextual information to better
handle occlusions. We believe this can be accomplished with hyperspectral data as it can
detect vegetation dominated pixels as presented in 6.1.1. In this direction, we can exploit
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the second half of the proposed framework to acquire hyperspectral background data from
the projected future trajectory of a vehicle as seen in fig. 4.6.
10.3.1 Adaptive Map Fusion Results on Real Data
We want to test the proposed distance maps fusion technique on real data captured by
a small field of view (200x134) pixels hyperspectral camera. This hyperspectral camera
operates in the visible light range and captures 30 bands with 10 nm spectral resolution
similar to the simulated data. To demonstrate the preliminary results, we use each band to
estimate a distance map using the sliding window and integral image theorem concept. In
this case, the sliding window is represented by 10 bin histogram. Fig. 10.10 demonstrates
a vehicle of interest and some of the band images and corresponding distance maps to be
fused.
Figure 10.10: Top row figures demonstrate some of the band images whereas bottom row
figures show estimated likelihood maps.
As seen in fig. 10.10, the map for 640 nm and 580 nm are more useful in terms of
separating the target from the surrounding background region. This figure clearly proves
the fact that we can extract several quite useful distance maps in a spectrum range and
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assign them high weights in the fusion process. It may be hard to accurately extract the
bounding box of the target, however, the rough central coordinates of the target can be
found by considering the global minimum in the final likelihood map.
As a future work, one can use such small FOV hyperspectral camera and place it next
to a panchromatic camera to perform hyperspectral data based target tracking. Such
scenario is very similar to the simulated scenario where a panchromatic image is used to
compute homographies whereas the hyperspectral image is used to detect the target.
Chapter 11
Conclusions and Future Work
We investigated the unique challenges posed by the WAMI platform such as low spatial
resolution and low video frame rate data. In this direction, we first focused on a fixed
platform and addressed the drawback of motion detection algorithms on slow motion cases.
The generated scenario is a perfect fit for this test as it contains many intersections and
traffic lights. To address this drawback, the prior pdf is sampled hyperspectrally to build
feature representation of predicted target position to find whether we detect the target.
On the other hand, we took advantage of stationary platform to contribute to assignment
step. This was achieved by integrating hyperspectral and kinematic feature likelihoods of
the blobs in a Multi-dimensional Assignment Algorithm. By using powerful hyperspectral
features, we represented the evolution of similarly painted vehicles in a ROI to better
handle dummy and non-dummy blob probabilities.
In the second case, we switched to the moving platform and opted out with a higher
spatial resolution data with lower spectral resolution. However, we kept the vehicle move-
ments and scene of interest unchanged. In the proposed framework, we sampled a ROI
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hyperspectrally to build a hyperspectral narrow FOV image. We removed road and veg-
etation dominated pixels using an offline-trained road classifier and normalized difference
vegetation index. Next, we used the sliding window method with integral image concept
to compute hyperspectral feature map. The use of hyperspectral information introduced
high false alarm rates for the vehicles with less distinctive hyperspectral profiles. By ex-
ploiting the spatial domain in addition to the hyperspectral domain, we reduced the false
alarm rates without degrading the recall rates dramatically. Finally, we proposed another
algorithm exlcuding road and vegetation classifier to minimize the user effort to be per-
formed offline. This method computes an individual feature map for each hyperspectral
band. An adaptive fusion method is designed to remove noise in the fusion map to better
seperate target pixels from the background pixels.
A recent work [88] fine-tunes the pre-trained AlexNet to detect bounding boxes of the
vehicles from the WAMI platform. They use the WPAFB 09 dataset to collect 12000
positive and negative chips for training and test samples. Fine-tuning is performed with
the 9000 training samples by freezing all the layers other than the final fully connected
layer (FCL). The final FCL is connected to the two class softmax layer. They achieve
97.9% accuracy on the test samples whereas the HoG-SVM vehicle classifier achieves 92%.
The current work of this study is to train an AlexNet like structure from the scratch by
generating large training dataset using the DIRSIG platform. In this direction, we can
deliver a framework that mimics the WAMI platform to collect samples in different time
settings (morning to evening) of a day. This way, we can train the network not only
with more training samples but also general training set. In other words, by following
such strategy, we can use the WAMI platform to detect the bounding box of the vehicles
anytime in a day in different conditions. This will avoid the cost of collecting large number
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of training samples with WAMI platform representative of different conditions.
Another future direction of this work is to train a deep convolutional neural network
(CNN) to learn semantic information of the vehicles in addition to their bounding boxes.
One great example of such semantic information can be the paint models of the vehicles.
By recognizing the paint models of vehicles we can reduce the clutter density to improve
tracking. Such training framework can be achieved with the DIRSIG software. By using
hyperspectral chips of the vehicles in the Visible+NIR wavelength, we can collect hyper-
spectral training samples. One deep network structure can use multiple CNN where each
one uses a single channel representative of certain wavelength range. In the back end, we
can build two loss layer; bounding box layer and semantic classes layer. However, more
research and experiments need to be conducted to build a robust deep network structure.
The major challenge in front of more persistent tracking is the vegetation and shadow
occlusions cast by tree canopies. This is proved by the table 10.16 where the tracker
performs with 20% higher Track and Target Purity rates. One way to better handle
such occlusions can be to extract occlusion map of the area the target is headed. Such
tracking framework can be called contextual-tracking. This can be achieved by sampling
hyperspectral data from the predicted future locations of the target. As we can see in
fig. 11.1, the sensor is not active in the second half of the tracking framework. Within
this 0.4 s. time interval, we can sample 400× 400 pixels hyperspectrally. Once the future
occlusion map is computed, we can integrate into the tracking algorithm to update tracking
or sampling strategy.
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Figure 11.1: The proposed framework to design contextual-tracking algorithm.
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