We prove some new results which justify the use of interval truncation as a means of regularising a singular fourth order Sturm-Liouville problem near a singular endpoint. Of particular interest are the results in the so called lim-3 case, which has no analogue in second order singular problems.
Introduction
In 1978, Bailey Gordon and Shampine 4] released a code (SLEIGN) for computing eigenvalues of Sturm-Liouville problems. This code was remarkable both for its reliability and for the fact that it was able to handle singular as well as regular problems, with a minimum of user input. SLEIGN's strategy for dealing with problems having singular endpoints was to truncate the interval near a singular endpoint, thereby regularising the problem. At the time, no rigorous proofs were given for the universal validity of this strategy. Recently, however, a new code (SLEIGN2) has appeared, capable of dealing with much more general singular second order problems: in particular, SLEIGN2 can deal with non-Friedrichs boundary conditions near a lim-2 singular endpoint, and can deal with cases where there is an in nite sequence of eigenvalues tending to ?1. The development of SLEIGN2 followed the work of Bailey, Everitt, Weidmann and Zettl 2] in proving rigorously the types of spectral convergence which could be expected from the interval truncation process near singular endpoints.
In 1994, Greenberg and Marletta produced a code (SLEUTH) for solving fourth order regular Sturm-Liouville problems 12]. This was the culmination of three years of work on higher order self-adjoint ODEs 10, 11] and numerical solution of eigenproblems for Hamiltonian systems 14]. The new code gave su cient increases in speed over the Hamiltonian systems code 14] for it to be feasible to solve singular fourth order problems; such problems were treated on an heuristic basis in 12] . The purpose of the present work is to prove for the fourth order case results similar to those produced by Bailey, Everitt, Weidmann and Zettl 2] , but in the context of fourth order problems. For lim-2 and lim-4 singular endpoints we use methods which are direct adaptations to the fourth order case of the methods of 2]. However, for the lim-4 case, a new complication is the existence of complex as well as real boundary conditions. For the lim-3 case new di culties are present, as this case does not arise for second order problems and cannot be treated by any of the methods described in 2]. We overcome these di culties by using the oscillation theory described in 11]. These quasi-derivatives were introduced for scalar 2n th order problems by Naimark 15] ; see also Everitt and Zettl 8] and Zettl 17] for further information on quasi-di erential operators.
De nition 2. The minimal operator L min is the restriction of L max to D min . It is not di cult to see that L min is the adjoint of L max . Every self-adjoint extension of L min is a restriction of L max to some domain D between D min and D max . It may happen that L max = L min , in which case both are self-adjoint and`has only this one self-adjoint realisation. However, L max is not generally self-adjoint. It is known that a self-adjoint extension L of L min has a domain D(L) D max which is determined by certain boundary conditions at the endpoints. In order to know how many boundary conditions are required, we need the following classi cation of endpoints.
De nition 2.3 An endpoint is said to be of lim-p type if the space of solutions of the di erential equation`y = iy which are square integrable at that endpoint has dimension p.
For fourth order Sturm Liouville problems, the only possibilities are p = 2, p = 3, and p = 4.
The lim-2 case is analogous to the limit-point case for second order equations; the lim-4 case is analogous to limit-circle. Lim-3 has no second order analogue. Regular endpoints are of lim-4 type. These endpoint types should not be confused with the de ciency indices of the minimal operator: for example, if both endpoints are of lim-2 type then the de ciency indices are zero. Boundary conditions are imposed by means of the Lagrangian form, which we now de ne.
De nition 2. We shall nish this section by describing some results from the theory of regular fourth order problems which we shall require later in this paper. We start with an alternative description of 
The matrix U L is singular only at isolated points, and so we may de ne almost everywhere the matrix W L = V L U ?1 L : It may be shown that W L is Hermitian when is real. Similar ideas hold for a right endpoint x = b, although it is then usual to denote the relevant matrices by Y R , U R , V R and W R .
In this paper we shall use extensively the oscillation theory developed in 10] and summarised, for the case of fourth order problems, in 11]. The theory was developed for real boundary conditions in 10], but it can be shown that the same proofs extend to the case of complex boundary conditions. The main result we shall require is the following. 3 Operator convergence and spectral inclusion
In this section we shall review some functional analytic concepts and results which will be required in later sections. This will be followed by some new results on spectral inclusion for singular fourth order operators approximated by regular fourth order operators. Suppose also that we denote by P( 1 ; 2 ) the spectral projection of L associated with an interval ( 1 ; 2 ) whose endpoints are not in the spectrum of L and let P j ( 1 ; 2 ) be the corresponding spectral projection for L j , for each j. Then for any f 2 H, lim j!1 P j ( 1 ; 2 )f = P( 1 ; 2 )f:
Functional analysis
In particular, this implies that if is an isolated eigenvalue of multiplicity k for L then there must be k eigenvalues (counted according to multiplicity) of L j which converge to as j ! 1.
There is a corresponding connection between NRC and spectrally exact convergence, given by the following result (see Reed Proof: As we are interested in separated boundary conditions we do not want to be concerned with a possible singular endpoint at x = b; to this end we assume that x = b is regular, with two regular self-adjoint boundary conditions imposed there. If this is not the case we can always arrange for it to be so, by interval truncation, without making any changes to the boundary conditions at x = a. lim-2{lim-2 In this case we impose boundary conditions y(a j ) = 0 = y 0 (a j ) and y(b j ) = 0 = y 0 (b j ).
Any function in the core of L will have compact support in (a; b) and will therefore satisfy these boundary conditions for all su ciently large j. Of course, the problem of maintaining self-adjointness of the boundary conditions when truncating at a lim-4 endpoint do not arise if the lim-4 endpoint happens to be regular, because then no truncation is required.
Associated with each truncated interval problem is a self-adjoint operator L j whose domain contains functions de ned over a j ; b j ] and satisfying appropriate boundary conditions at a j and b j .
If we are to invoke the results of the previous section on SRC to obtain spectral inclusion, then we must create from the operators L j new self-adjoint operators L 0 j which act on functions de ned over the whole of (a; b). This is an uninspiring technical process which we shall now discuss.
We We consider in this section a problem having one or two singular endpoints. We assume that the minimal operator is bounded below, so that it possesses a Friedrichs extension. Our objective is to approximate the eigenvalues below the essential spectrum of the Friedrichs extension.
Friedrichs boundary conditions at every singular endpoint
Let us start by setting up the appropriate domains for the minimal operators. Consider rst the case of one singular endpoint, say x = b. We assume that two regular boundary conditions are given in the usual way at x = a. For our pre-minimal domain we take the set C min of all functions in the maximal domain which satisfy the boundary conditions at x = a and have compact support in a; b). The minimal domain D min is the closure of C min in the graph norm. For the case of two singular endpoints, we take the pre-minimal domain to be the set C min of all functions with compact support in (a; b); the minimal domain D min is, once more, the closure of C min in the graph norm. In either case we denote by L min the operator given on D min by L min y =`y. Since L min is bounded below we may assume, by making a shift of q(x) in the expression for`if necessary, that h`y; yi hy; yi 8y 2 D min :
We can then de ne the energy norm k k E by kyk 2 E = h`y; yi; y 2 D min :
The energy norm is stronger than the weighted L 2 norm but not as strong as the graph norm. Recall that the Friedrichs extension is de ned to be the operator whose domain is the closure of D min in the energy norm (see, e.g., Dunford and Schwartz 7, pp. 1240-1241]). We shall denote the Friedrichs extension by L F and its domain by D F . Obviously the energy norm de ned in (4.2) extends to D F .
We now set up approximating regular problems. In the case of one singular endpoint, which we have taken for convenience to be x = b, we choose a monotone increasing sequence of points b j such that a < b j < b for all j and b j ! b as j ! 1. We set up regular problems on the truncated intervals a; b j ] which inherit their regular boundary conditions at x = a from the original problem and which have Dirichlet boundary conditions y = y 0 = 0 at x = b j . For two singular endpoints we require a second (monotone decreasing) sequence of points a j such that a < a j < b j < b for all j and a j ! a as j ! 1. In this case we also impose Dirichlet conditions y = y 0 = 0 at the a j . We denote by L j the resulting regular operators and by (j) k their eigenvalues, for k = 0; 1; 2; : : :; the eigenvalues of L F will be denoted by k , when they exist.
Finally, as a notational convenience, we shall de ne sets H j as follows. In the case of one singular endpoint at x = b, H j will be the set of maximal domain functions on a; b) which satisfy the boundary conditions at x = a and have compact support in a; b j ); in the case of two singular endpoints H j will be the set of maximal domain functions having compact support in (a j ; b j ).
The following two lemmas are well known. The rst is a standard result from the theory of regular Sturm-Liouville problems; the second comes from Berkowitz 5 Theorem 4.1 deals with two cases: the case of one singular endpoint, and the case of two singular endpoints where we want the extension corresponding to the Friedrichs boundary conditions at both ends. When we come to considering problems with one lim-2 endpoint and one other singular (either lim-3 or lim-4) endpoint, we shall nd it useful to have a result on eigenvalue convergence in which we approximate a problem with two singular ends by a problem with one singular end.
We shall therefore mention the case where a problem has one endpoint, say x = a, at which we The minimal domain is, as usual, the closure of C min in the graph norm.
We choose a sequence of points a j ! a, with a j 2 (a; b) for each j, and we set up truncated interval eigenproblems on the intervals (a j ; b) by imposing the regular Dirichlet boundary conditions y(a j ) = 0 = y 0 (a j ):
We do not truncate at b; the boundary conditions at b, if required, remain unchanged, so our approximating Sturm-Liouville problems are now also singular. We denote the associated operators by L j . To recover the results of the lemmas above we need to re-de ne the sets H j .
lim-2 at b: In this case we take H j to be the set of maximal domain functions with support in We may assume that is so small that k + lies strictly below the essential spectrum of L F and hence, by Lemma 4.4, below the essential spectra of all the L j ; in particular the left hand side of (4.6) lies strictly below the essential spectrum of L j . Standard variational theory (see, e.g. Berkowitz 5, Theorem 2.2]) now tells us that the eigenvalue (j) k exists and is given by the expression on the left hand side of (4.6), whence we deduce that (j) where I n denotes the n n identity matrix, and 0 n denotes the n n zero matrix. 2
We will now solve equation ( 
G(x; t)f(t)w(t) dt;
where the Green's function G(x; t) for real boundary conditions at x = b, is G(x; t) = 1 (x) 1 (t) + 2 (x) 2 (t) for a < x < t < b 1 (t) 1 (x) + 2 (t) 2 (x) for a < t < x < b. 
(t) f(t)w(t) dt;
and the Green's function for complex boundary conditions at x = b is G(x; t) = 1 (x) 1 (t) + 2 (x) 2 (t) + 1 (x) 2 (t) ? 2 (x) 1 (t) for a < x < t < b 1 (t) 1 (x) + 2 (t) 2 (x) for a < t < x < b. 2 (x) 2 (t) for a < x < t < bj. Gj(x; t) = G(x; t) + c (j) 1
2 (t) 2 (x) for a < t < x < bj.
The above formula was calculated for the case of real boundary conditions at x = b. An analogous calculation shows that the formula for complex boundary conditions is the same, with constants that approach 0 as j ! 1. 2 (t) 2 (x) for a < t < x < bj 1 (x) 1 (t) + 2 (x) 2 (t) for x < t, and bj < t < b 1 (x) 1 (t) + 2 (x) 2 (t) for t < x, and bj < x < b:
The formula shows that G ? G 0 j 2 L 2 (A; w(x)w(t)) and G ? G 0 j ! 0 in the L 2 norm as j ! 1. An analogous calculation shows that the same is true for complex boundary conditions at x = b. This proves the following theorem.
Theorem 5.1 (1) S ? S j P j is a Hilbert-Schmidt integral operator.
(2) S ? S j P j ! 0 in the Hilbert-Schmidt norm.
The theorem implies the following corollary.
Corollary 5.1 (1) The sequence of truncated operators L j is spectrally exact for L.
(2) L j and L have the same essential spectrum.
The lim-4, lim-4 case
We now suppose that both endpoints are lim-4, and we shall consider double truncations. In this case, L has discrete spectrum. By translating the operator if necessary, we may suppose that 0 is not an eigenvalue. The eigenvalues of L may be indexed by positive and negative indices: S 0 j = S j j ; where j is the zero operator on L 2 (a j ; b j ; w) ? . Let P j be the projection of L 2 (a; b; w) onto L 2 (a j ; b j ; w). Then P j S 0 j = S 0 j P j = S j P j . S j P j is an integral operator with kernel G 0 j (x; t) = G(x; t) for (x; t) 2 A j ; 0 for (x; t) 2 A n A j : It is now clear that G ? G 0 j 2 L 2 (A; w(x)w(t)) and G 0 j ! G in the L 2 norm. We have proved the following.
Theorem 5.2 S j P j ! S in the Hilbert-Schmidt norm.
Let the eigenvalues of L j be:
Since L j is a regular operator, it has only nitely many negative eigenvalues. Nevertheless, for any (positive) integer k, if ?k exists, then for su ciently large j, (j) ?k exists, and (j)
?k ! ?k as j ! 1. k are given similarly in terms of hS j P j x; xi. The result now follows from the fact that jh(S ? S j P j )x; xij kS ? S j P j k ! 0; as j ! 1; for kxk = 1.
6 One singular endpoint: the lim-case
In this section we consider a problem with one regular endpoint and one lim-2 singular endpoint.
At the regular endpoint, say x = a, we impose two regular self-adjoint boundary conditions. The pre-minimal domain is then precisely the set C min which we described in Section 4 for the case of one singular endpoint, and the minimal domain is its graph-norm closure. Because the endpoint x = b is lim-2 the minimal operator possesses only one self-adjoint extension L. If the minimal operator is bounded below, then L is the Friedrichs extension, and the results of Section 4 show how we can obtain spectral exactness below the essential spectrum; otherwise there is spectrum extending to ?1, possibly with gaps. If there are no gaps then spectral inclusion evidently implies spectral exactness; in the event of gaps, we will show that spectral exactness may not be obtained.
The regular approximations L j to L can still be formed as in Section 4. Any element of the pre-minimal domain { which is a core for L in the lim-2 case { will satisfy the Dirichlet conditions y(b j ) = y 0 (b j ) = 0 for all su ciently large j, and so its restriction to the intervals a; b j ] will be in the domain of L j for all su ciently large j. This means that the spectra of the L j give spectrally inclusive approximations to the spectrum of L. In particular, we have the following result. Suppose that L is bounded below, with a number of eigenvalues strictly below the essential spectrum { say 0 ; : : : ; n . Note: we are not assuming that these are the only eigenvalues below the essential spectrum. We shall construct a sequence of regular operators L j on truncated intervals a; b j ), such that for each k between 0 and n, the kth eigenvalue of L j converges to the kth eigenvalue of L as b j % b. This will require a careful choice of boundary conditions at the endpoints b j , which we now describe. We shall denote by
a 4 2 fundamental matrix solution of the Hamiltonian form of the Sturm-Liouville equation which satis es the initial conditions (2.12) at x = a. The dependence on is suppressed in this notation.
Associated with this fundamental matrix is the matrix
which is de ned except at a nite number of points in (a; b) (assuming that lies below the essential spectrum). Suppose that, in the Hamiltonian formulation, the boundary conditions for L j at x = b j have the form v = W R u; (7.4) where W R is a real, symmetric matrix: W R = : Because the boundary condition de ned by (7.4) must include the boundary condition de ned by (7.2), we must have v = W R u : ( 1] ) 2 :
The constant C in (7.9) is given by C = det(W L ) + 1 Here n is the (2,2) term of W L .
We shall now prove a number of results which indicate how the L j can be constructed to obtain spectral exactness. The following lemma shows that for a given below the essential spectrum, we can nd a nearby value so that det U L (b j ; ) 6 = 0 and (b j ; ) = 1. Recall that L F has been de ned as the Friedrichs extension of the operator L 0 , which has boundary conditions (7.1). We construct W R by the calculations preceding Lemma 7.1. The trace and determinant of W L ( ; ) ? W R are given by the formulas (7.8), (7.9), (7.11), (7.12) . The inequality (7.17) will be forced by an appropriate choice of or in ( Theorem 7.2 Suppose that the hypotheses of Theorem 7.1 hold, and suppose also that n < n .
Then we can construct a sequence of operators L j on intervals a; b j ] whose eigenvalues k (b j ) converge, for each 0 k n, to the corresponding eigenvalues k of L: Thus the approximating problems EP(b j ) have n + 1 eigenvalues less than , and the same is true for the singular problem. Note that n+1 (b j ) cannot converge to any of the singular eigenvalues less than , since equation (7.19 ) implies that n+1 (b j ). The result now follows from spectral inclusion.
2
This theorem shows that it is possible to construct a sequence of regular fourth order SturmLiouville problems to approximate the eigenvalues below the essential spectrum of a lim-3 singular problem, with each such eigenvalue being approximated by the corresponding regular eigenvalues of the same index. In other words, we can avoid having a situation in which, say, the eigenvalues 0 (b j ) ! ?1 as j ! 1. This would be an undesirable phenomenon since it essentially means that the regular approximating problems possess a spurious eigenvalue which is not approximating anything in the spectrum of the problem which interests us. However, the implementation of the theorem by a numerical procedure requires that we nd a point in ( n ; n ) for some n. We may not know enough about the spectrum in advance to be able to choose such a point. The following proposition can be useful for this purpose. Proposition 7.3 Suppose that the hypotheses of Theorem 7.2 hold. In particular, assume that n < n .
(i) Suppose that for some k n, k < k . Then for each 2 ( k ; k ), the minimum value of (b j ; ) is 1 for all su ciently large j.
(ii) Suppose that for some k n, k?1 < k . Then for each 2 ( k?1 ; k ) the minimum value of (b j ; ) is 0 for all su ciently large j.
(iii) Suppose that < 0 . Then the minimum value of (b j ; ) is 0 for all su ciently large j. Proof: The proofs of the three parts of this theorem are all quite similar. Let L j indicate the approximating truncated operators. From Corollary 3.1 we know that we can choose the L j to achieve spectrally inclusive eigenvalue convergence. In Case (i), if 2 ( k ; k ) then L j has at least k+1 eigenvalues less than for all su ciently large j. The number of eigenvalues of L j which are less than is also given by (7.6) in which L (b j ; ) is exactly equal to k. This means that (b j ; ) 1. However we also showed above that we can choose the matrix W R to achieve (b j ; ) = 1, so this is the minimum value. For Case (ii), we exploit Theorem 7.2 to assert that we can choose the sequence L j to be spectrally exact. In this case we know that for all su ciently large j, each L j will have precisely k eigenvalues less than because k?1 k?1 < < k . Again we know that for all su ciently large j, we have L (b j ; ) = k for all su ciently large j. Thus from (7.6), this spectrally exact sequence L j must be giving us (b j ; ) = 0 for all su ciently large j, which is clearly the minimum value that can have. Finally, the proof of Case (iii) is virtually identical to the proof of Case (ii). This Lemma gives us a prescription for obtaining eigenvalue approximations. Suppose we want to compute, for each below the essential spectrum of L, the number of eigenvalues of L which are less than . Then all we need to do is set up a regular approximation over a truncated interval a; b j ], with b j su ciently close to b, and choose our boundary condition (7.4) to minimize (b j ; ) for this value of . N(b j ; ), which we can compute if we can solve a regular fourth-order Sturm-Liouville problem, will be the eigenvalue count which we seek. In this case, for a problem posed over (a; b), the preminimal domain is the set of functions with compact support in (a; b) and the minimal domain is its closure in the graph norm. However, in this case the minimal operator is self-adjoint. Thus, if it is bounded below, it is its own Friedrichs extension, and the results of Section 4 apply. If it is not bounded below then it is easy to see, by analogy with Proposition 6.2, that if there are gaps in the spectrum then a sequence of approximating truncated problems may be constructed in such a way that all will have an eigenvalue at some xed point in a gap. Further information about the spectrum in such cases would therefore require approximations to the spectral function.
The lim-2, lim-3 case
We consider now a problem posed over an interval (a; b) in which x = a is a lim-2 endpoint and x = b is lim-3. At x = a we have no boundary conditions, while at x = b we have a single boundary condition of the form y; ](b) = 0. We may suppose that is real. We shall assume that the minimal operator is bounded below.
If the boundary condition function yields the Friedrichs extension L F then we have no more work to do: we have already seen how to obtain spectral exactness in this case. Other cases require a much more delicate treatment. We shall continue to denote the eigenvalues of L F by k ; the eigenvalues subject to y; ](b) = 0 will be dnoted by k .
Theorem 8.1 Suppose that there is some n such that n lies strictly below any essential spectrum and suppose that n < n . Let a j be a sequence such that a j & a as j % 1, and suppose that We do this by noting that we are now dealing with problems having just one singular lim-3 endpoint at x = b, the point x = a j being regarded as regular and xed. Provided the appropriate hypotheses are satis ed, we shall be able to apply Theorem 7. We shall denote the eigenvalues of these approximating problems by k (a j ; b j ).
Following the results which we presented in the case of just one lim-2 endpoint it is clear that for spectral exactness we had better not have spectrum extending to ?1 with a gap. With a lim-4 endpoint we could, of course, have discrete spectrum extending to ?1. We shall assume that this is not the case. Our main result is the following. To complete the proof one need only show that the right hand side of (8.13) tends to zero as i ! 1.
This is an immediate consequence of Theorem 4.2.
8.4 The lim-3, lim-3 case
Since the case of one lim-3 endpoint was so awkward it should come as no surprise that the case of two lim-3 endpoints is the most di cult to treat. We shall consider an eigenvalue problem which we denote by EP. We assume that the minimal operator associated with this problem is bounded below, that and are real, and that neither nor de nes a Friedrichs boundary condition (since Friedrichs boundary conditions have been treated earlier). We shall denote the eigenvalues of EP by k . We also require the problem In line with our assumptions in Section 7, we shall assume that for some positive integer n, n < F n < FF n : (8.17) Our main result is that if, for some n, the inequalities in (8.17) hold, then we can obtain a sequence of approximating regular problems to give spectral exactness for the rst n + 1 eigenvalues. Theorem 8.3 Suppose that for some integer n, the eigenproblems EP, EP F and EP FF all have at least n + 1 eigenvalues strictly below the essential spectrum, and suppose that (8.17) We assert that if is chosen su ciently small then we shall have det U L (b j ; ) 6 = 0 for all su ciently large j and for all 2 ; + ]. For if this were not true then we could extract a subsequence of the b j tending to b and a sequence of values of tending to at which we had det U L = 0. These values of would be eigenvalues of a subsequence of the problems EP F (a j ; b j ) and would therefore have to converge to F k for some k, by (8.23 ). This would mean that we had = F k for some k, which would contradict the choice of . 
