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چكيده
در اين مقاله، دو ويژگي براي مقاومت الگوريتم مجموعه عضوي كمترين ميانگين
مربعات نرمال شده )SMLN-MS( ارائه مي دهيم. ويژگي اول يك كران موضعي براي
ميزان خطا/اختلاف ضرايب در هر تكرار ارائه مي دهد، در حالي كه ويژگي دوم با اين
خاصيت را براي هر تكرار گسترش مي دهد. در نتيجه اين مقاله، براي اولين بار نشان مي
دهد كه الگوريتم SMLN-MS فارغ از چگونگي انتخاب پارامترها از جهت پايداري با
نرم 2l  مقاوم است.
كران خطاكليد واژه ها: فيلترهاي تطبيقي، مجموعه عضوي، SMLN، مقاومت، پايداري با نرم 2l،
۱ مقدمه
پردازش سيگنال تطبيقي يا به زبان ساده فيلترهاي تطبيقي با ظهور الگوريتم كمترين ميانگين
مربعات ) SML( به وجود آمدند ]۱[. از آم زمان به بعد فيلترهاي تطبيقي در بسياري مسائل به
۱
كار گرفته شدند، از جمله مي توان شناسايي سيستمها، تقويت سيگنالها و پيش بيني سيگنالها را
نام برد]۲، ۳[ .
براي بهبود الگوريتم SML، الگوريتم SML نرمال شده )SMLN( در سال ۷۶۹۱ ارائه
گرديد ]۴، ۵[. در واقع SMLN مشكل نويز را در گراديانت حل مي كند، و انتخاب پارامتر
همگرايي را در مقايسه با الگوريتم SML بدون هزينه محاسباتي بالا بسيار آسان مي كند. به
همين دليل استفاده از الگوريتم SMLN بسيار مرسوم تر است ]۶، ۷، ۸، ۹[.
در سال ۸۹۹۱، نسخه داده-انتخابي الگوريتم SMLN، با نام الگوريتم مجموعه عضوي
كمترين ميانگين مربعات نرمال شده )SMLN-MS( ارائه گرديد ]۰۱[. الگوريتم SMLN-MS
با حفظ مزيت هاي الگوريتم SMLN، به كمك خاصيت داده-انتخابي مي تواند قبل از استفاده
از داده هاي جديد آنها را ارزيابي كند و در صورت مفيد بودن آنها را در فرايند يادگيري مورد
استفاده قرار دهد. بدين وسيله الگوريتم SMLN-MS در مقايسه با SMLN داراي دقت بيشتر و
مقاومت بيشتر در برابر نويز است و همچنين هزينه محاسباتي كمتري را براي بروزرساني ضرايب
صرف مي كند زيرا تنها در صورتي داده هاي جديد را در فرايند يادگيري به كار مي گيرد كه
در آنها اطالاعات جديدي موجود باشد ]۱۱، ۲۱، ۳۱[.
با وجود تمام مزيت هايي كه براي الگوريتم SMLN-MS وجود دارد، اما اين الگوريتم
هنوزه در صنعت به اندازه كافي مورد استفاده قرار نمي گيرد، دليل آن مي تواند كمبود بررسي
ويژگي هاي تئوري اين الگوريتم باشد ]۴۱[. در اين مقاله، پايداري الگوريتم SMLN-MS را
از نظر نرم 2l مورد بررسي قرار مي دهيم. در بخش ۲ كمي در مورد الگوريتم هاي مجموعه
عضوي توضيح مي دهيم و در بخش ۳ الگوريتم SMLN-MS را مرور مي كنيم. سپس در
بخش ۴ دو خاصيت كلي را براي ميزان پايداري اين الگوريتم مورد بحث قرار مي دهيم. در
بخش ۵ شبيه سازي و آزمايش ها را ارائه مي كنيم و در انتها نتيجه گيري در بخش ۶ جمع بندي
مي شود.
نمادها: براي تكرار k، ضرايب فيلتر تطبيقي و بردار ورودي به ترتيب با )k(w و )k(x در
1+NR نشان داده مي شوند. سيگنال هاي مرجع، خروجي و خطا به ترتيب با )k(d ,)k(y و )k(e
در R نمايش داده مي شوند كه )k(w)k(Tx = )k(y و )k(y – )k(d = )k(e.
۲ فيلترهاي مجموعه عضوي
هدف از فيلترهاي مجموعه عضوي محاسبه ضرايب 1+NR ∈ wبه گونه اي مي باشد كه اندازه
به كاربردهاي مورد نظر مي تواند متفاوت باشد. اگر مقدار γ به طور مناسب انتخاب شده باشد،خطاي خروجي توسط يك مقدار از قبل تعيين شده +R ∈ γ محدود شده باشد. مقدار γ بسته
مقادير بسيار معتبري براي wوجود خواهد داشت. فرض كنيد S مجموعه تمامي مقادير ممكن
براي جفت داده سيگنال ورودي و سيگنال مرجع )d ,x( و Θمجموعه تمامي بردارهايwباشد
كه اندازه خطاي خروجي آنها كمتر از γ است. مجموعه Θ، مجموعه جواب هاي پذيرفتني
۲
ناميده مي شود، و به شكل زير تعريف مي شود،
⋂ = Θ
)۱( .}γ ≤ |xTw– d| : 1+NR ∈ w{S∈)d,x(
فرض كنيد مجموعه محدوده )k(H شامل همه بردارهاي w در لحظه تكرار k باشد كه اندازه
خطاي خروجي آنها كمتر از γ است، يعني
)۲( .}γ ≤ |)k(xTw– )k(d| : 1+NR =∈ w{ = )k(H
مجموعه عضوي )k(ψ به گونه زير تعريف مي شود
⋂k = )k(ψ
0=i
)۳( ,)i(H
كه شامل Θ مي باشد، و اگر همه جفتهاي موجود S را پردازش كند، دقيقا برابر Θ مي شود.به
خاطر سختي محاسبه )k(ψ روش هاي محاسبه تكراري مورد استفاده قرار مي گيرد ]۰۱[. آسان
ترين روش، مانند الگوريتم كمترين ميانگين مربعات نرمال شده، استفاده از اطلاعات موجود در
)k(Hاست ]۰۱[، يا مي توان چندين مجموعه محدوده آخر را مانند الگوريتم انعكاس آفين در
نظر گرفت ]۵۱[.
۳ الگوريتم مجموعه عضوي كمترين ميانگين مربعات نرمال شده
)SMLN-MS(
الگوريتم SMLN-MS با معادله بازگشتي زير ارائه مي شود ]۲[،
)۴( ,)k(x)k(e δ + 2)k(x)k(µ + )k(w = )1 + k(w
كه در آن
,γ > |)k(e|اگر |)k(e|γ – 1{ = )k(µ
)۵( ,در غير اينصورت 0
به عنوان ضريبي از انحراف معيار سيگنال نويز انتخاب مي شود ]۲[. پارامتر يك عددمثبت بسيارو +R ∈ γ يك كران بالاي مثبت براي سيگنال خطاي خروجي قابل قبول مي باشد و معمولا
كوچك است كه براي جلوگيري از تقسيم بر صفر برگزيده شده است.
۳
۴ مقاومت الگوريتم SMLN-MS
يك سناريوي شناسايي سيستم را در نظر بگيريد كه در آن سيستم ناشناخته توسط 1+NR ∈ ow
و سيگنال مرجع توسط )k(d نمايش داده مي شودو به گونه زير تعريف شده است
)۶( ,)k(n + )k(x oTw = )k(d
كه در آن R ∈ )k(n سيگنال نويز را نشان مي دهد. يكي از مشكلات اساسي در تحليل مقاومت
الگوريتم SMLN-MS وضعيت شرطي معادله )۵( مي باشد. براي رفع اين مشكل مي توانيم
)۷( |)k(e|γ – 1 = )k(µ
و تابع مشخصه }1 ,0{ → +R ×R : f را به گونه زير تعريف كنيم
)۸( .در عير اينصورت 0,γ > |)k(e|اگر 1{ = )γ ,)k(e(f
بدين ترتيب، معادله بازگشتي الگوريتم SMLN-MS به صورت زير بازنويسي مي شود
)۹( ,)γ ,)k(e(f)k(x)k(e)k(α)k(µ + )k(w = )1 + k(w
كه در آن
)۰۱( .δ + 2)k(x = )k(α
چون هدف ما مطالعه خاصيت مقاومت الگوريتم است، تعريف زير از 1+NR ∈ )k(w˜ مفيد
خواهد بود
)۱۱( ,)k(w– ow = )k(w˜
كه )k(w˜ نشاندهنده تفاوت بين owو بردار )k(wاست كه به دنبال تخمين آن هستيم. بنابراين
سيگنال خطا به گونه زير بازنويسي خواهد شد
)k(x)k(Tw– )k(n + )k(x oTw = )k(x)k(Tw– )k(d = )k(e
︸ ︷︷ ︸)k(x)k(Tw˜ =
)k(e˜=
)۲۱( ,)k(n+
كه )k(e˜ خطاي بدون نويز مي باشد.
۴
با جايگزيني )۱۱( در )۹( خواهيم داشت
)۳۱( ,)γ ,)k(e(f)k(x)k(e)k(α)k(µ – )k(w˜ = )1 + k(w˜
كه با تجزيه )k(e از )۲۱( خواهيم داشت
)۴۱( .)γ ,)k(e(f)k(x)k(n)k(α)k(µ – )γ ,)k(e(f)k(x)k(e˜ )k(α)k(µ – )k(w˜ = )1 + k(w˜
بعد يك سري محاسبات رياضي در معادله بالا، قضيه زير را براي خاصيت مقاومت الگوريتم
SMLN-MS به دست مي آوريم.
قضيه ۱ )مقاومت موضعي الگوريتم SMLN-MS(: براي الگوريتم SMLN-MS همواره
داريم
)۵۱( 0 = )γ ,)k(e(f ￿￿ ,2)k(w˜ = 2)1 + k(w˜
يا
)۶۱( , )k(2n)k(α)k(µ + 2)k(w˜ < )k(2e˜ )k(α)k(µ + 2)1 + k(w˜
اگر 1 = )γ ,)k(e(f.
اثبات: ابتدا براي آساني كار انديس k و پارامترهاي تابع f را حذف ميكنيم. پس داريم
)۷۱( .fxn αµ – fxe˜ αµ – w˜ = )1 + k(w˜
۵
با بدست آوردن نرم دو طرف خواهيم داشت
2fxTx2e˜ 2α2µ + fw˜Txe˜ αµ – fxTw˜n αµ – fxTw˜e˜ αµ – w˜Tw˜= 2)1 + k(w˜
2fxTx2n2α2µ + 2fxTxe˜n2α2µ + fw˜Txn αµ – 2fxTxne˜ 2α2µ +
2f2xne˜ 2α2µ + 2f2x2e˜ 2α2µ + f2e˜ αµ – fe˜n αµ – f2e˜ αµ – 2w˜=
2f2x2n2α2µ + 2f2xe˜n2α2µ + fe˜n αµ –
2f2x2α2µ 2)n + e(˜ + fe˜n αµ2 – f2e˜ αµ2 – 2w˜=
f2n αµ + f2n αµ – fe˜n αµ2 – f2e˜ αµ2 – 2f2x2α2µ 2)n + e(˜ + 2w˜=
)۸۱( ,f2e˜ αµ – f αµ 2)n + e(˜ – f2n αµ + 2f2x2α2µ 2)n + e(˜ + 2w˜=
كه تساوي دوم به دليل w˜Tx = xTw˜ = e˜ به دست آمده است. با مرتب كردن )۸۱( خواهيم
داشت
)۹۱( ,2c1c + 2n αfµ + 2w˜ = 2e˜ αfµ + 2)1 + k(w˜
كه در آن
= 1c
)۰۲( ,2)n + e(˜ αfµ
= 2c
)۱۲( .1 – 2x αfµ
از )۹۱( زماني كه 0 = f داريم
)۲۲( 2)k(w˜ = 2)1 + k(w˜
همان طور كه انتظار داريم زيرا 0 = f يعني هيچ بروزرساني صورت نگرفته است. اما وقتي
1 = f داريم 1 < µ < 0 و 0 > 2γ > 2e = 2)n + e(˜.به علاوه مشاهده مي كنيم كه به
خاطر معادله )۰۱( و 0 > δ داريم 1 < α/2x ≤ 0. با تركيب اين نامساوي ها خواهيم داشت
0 < 2c و 0 > 1c. بنابراين زماني كه 1 = f داريم 0 < 2c1c كه نامعادله زير را نتيجه مي دهد
)۳۲( .2n αµ + 2w˜ < 2e˜ αµ + 2)1 + k(w˜
۶
اگر انديس k را برگردانيم براي 1 = )γ ,)k(e(f خواهيم داشت
)۴۲( .)k(2n)k(α)k(µ + 2)k(w˜ < )k(2e˜ )k(α)k(µ + 2)1 + k(w˜
اين قضيه يك كران موضعي براي انحراف ضرايب از يك تكرار به تكرار بعدي ارايه
مي دهد. در واقع )۵۱( بيان مي كند زماني كه هيچ بروزرساني صورت نگرفته است انحراف
ضرايب هيچ تغييري نمي كند. اما زماني كه بروزرساني صورت مي گيرد )۶۱( يك كران براي
2)1 + k(w˜ بر اساس 2)k(w˜، )k(2e˜ و )k(2n ارايه مي دهد. علاوه بر اين تبصره زير از قضيه
بالا براي مقاومت سراسري ارايه داده مي شود.
تبصره )مقاومت سراسري الگوريتم SMLN-MS(: فرض كنيد كه الگوريتم SMLN-MS
از لحظه ۰ )مقداردهي اوليه( تا لحظه K اجرا مي شود. آنگاه خواهيم داشت
∑ + 2)K(w˜
)k(2e˜ )k(α)k(µ puK∈k
∑ + 2)0(w˜
)k(2n)k(α)k(µ puK∈k
)۵۲( ,1 <
كه puK مجموعه تكرارهايي است كه بروزرساني )k(w صورت گرفته است.
اثبات: مجموعه همه تكرارهاي تحت آتاليز را با }1 – K , . . . ,2 ,1 ,0{ = K نمايش
قضيه ۱ هنگامي كه )k(w بروزرساني شده است )۶۱( برقرار است. با جمع كردن اين نامساويو puK\ K = pucK مجموعه تكرارهايي است كه در آنها بروزرساني صورت نگرفته است. ازدهيد. puK زيرمجموعه K شامل تكرارهايي است كه در آنها بروزرساني صورت گرفته است
∑براي همه puK ∈ k خواهيم داشت
puK∈k
(
puK∈k∑ < ))k(2e˜ )k(α)k(µ + 2)1 + k(w˜
(
)۶۲( .))k(2n)k(α)k(µ + 2)k(w˜
∑به طور مشابه براي همه pucK ∈ k با استفاده از )۵۱( داريم
)1 + k(wpucK∈k
= 2
∑
)k(wpucK∈k
)۷۲( .2
∑با تركيب كردن )۶۲( و )۷۲( داريم
)1 + k(w˜ K∈k
+ 2
∑
puK∈k
+ 2)k(w˜ K∈k∑ < )k(2e˜ )k(α)k(µ
∑
puK∈k
)۸۲( .)k(2n)k(α)k(µ
۷
اما مفادبر زيادي از 2)k(w˜ از دو طرف )۸۲( حذف مي شوند، و معادله به حالت زير ساده مي
شود
+ 2)K(w˜
∑
puK∈k
puK∈k∑ + 2)0(w˜ < )k(2e˜ )k(α)k(µ
)۹۲( )k(2n)k(α)k(µ
با فرض غير صفر بودت مخرج خواهيم داشت
∑ + 2)K(w˜
)k(2e˜ )k(α)k(µ puK∈k
∑ + 2)0(w˜
)k(2n)k(α)k(µ puK∈k
)۰۳( .1 <
SMLN-MS اين مزيت تضمين شده است.برخلاف الگوريتم SMLN كه براي مقاومت 2l مقدار گام بايد به دقت انتخاب شود، الگوريتم}K≤k≤0})k(n{ ,)0(w˜{ به خطاهاي }K≤k≤0})k(e˜{ ,)K(w˜{ همواره تضمين شده است.اين تبصره نشان مي دهد كه مقاومت 2l الگوريتم SMLN-MS از مقادير نااطميناني
۵ شبيه سازي
در اين بخش الگوريتم SMLN-MS براي شناسايي سيستم به كار برده مي شود. سيستم ناشناخته
سمت چپ و راست )۶۱( را به ترتيب يا )k(1g و )k(2g نشان مي دهيم.، 21–01 = δ ، T]0 · · · 0[ = )0(w و n2στ√ = γ كه در آن }5 ,2{ ∈ τ. علاوه بر اينKSPB با واريانس ۱ است. نسبت نويز به سيگنال برابر ۰۲ دسيبل است. همچنين 10.0 = n2σ۰۱ مولفه دارد كه از توزيع نرمال استاندارد گرفته شده است. سيگنال ورودي يك سيگنال
شكل ۱ نتابج)k(1g و )k(2g را نشان مي دهد. در اين شكل براي هر دو مقدار γ شاهد هستيم
در واقع زماني كه 0 = )k(µ، الگوريتم SMLN-MS هيچ بروزرساني انجام نمي دهد و داريمكه )k(1g اكيدا زير )k(2g قرار دارد يا روي همديگر قرار گرفته اند، يعني )k(2g ≤ )k(1g.
است.)k(2g = )k(1g، در غير اين صورت )k(2g < )k(1g، همان گونه كه در قضيه ۱ ادعا شده
۶ نتايج
در اين مقاله مقاومت الگوريتم SMLN-MS بررسي شد. در ابتدا مقاومت موضعي مورد بررسي
قرار گرفت و سپس به كمك آن مقاومت سراسري بررسي شد. در نتيجه در الگوريتم -MS
SMLN فارغ از نحوه انتخاب پارامترهاي الگوريتم، همواره انرژي خطا از انرژي نا اطميناني ها
۸
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شكل ۱: مقادير )k(1g و )k(2g.
كمتر است. پس علاوه بر مزيتهاي ذكر شده براي الگوريتم SMLN-MS نسبت به الگوريتم
SMLN، اين الگوريتم از نظر نرم 2l مقاوم است.
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