I. INTRODUCTION
T HE accurate localization of epileptiform discharges is considered to be very crucial in the diagnosis of patients undergoing resective epileptic surgery [1] . In this purpose, Stereo-electroencephalography (SEEG), performed using electrode shafts implanted within the brain volume, is considered as the gold standard [2] , [3] . Apart from this purely clinical purpose, the SEEG signals can be also used to explore the complex brain responses in the presence of provoked electrical stimulations. In particular, the direct cortical stimulation (CS) is a decisive diagnostic measure for localizing epileptogenic zone and eloquent cortex in the pharmacoresistant epilepsy patients who undergo presurgical invasive investigations with depth electrodes [4] . Different stimulation techniques have been discussed, but in principle all of them are based on current injection between two neighboring contacts of an SEEG shaft. The high frequency CS (HFCS) (in the range of 50-55 Hz) has been used in both extraoperative and intraoperative CS [1] . On the other hand, low frequency CS (LFCS) (generally at 1 Hz) is recommended for functional mapping of cortical areas. Both LFCS and HFCS are used to localize eloquent and epileptogenic zones. In most of the cases, no clinical signs are induced by LFCS. However, the LFCS has some possible advantages such as: 1) epileptogenic zone definition (LFCS may induce seizure in the epileptogenic zone especially hippocampus), 2) lower rate of after discharges [5] , 3) motor cortical mapping (sometimes memory function mapping) 4) generates corticocortical evoked potentials (CCEP), which indicate direct or indirect interconnections between the recording and stimulated sites [6] . The CCEP have been found useful for clinical study of epileptic networks, for mapping functional networks which include motor control, language networks, intra and inter-lobar connectivity.
From a measurement point of view, the intracerebral SEEG electrodes are roughly similar to surface EEG electrodes (they possess a large surface area, of the order of several mm 2 , thus they record electrical activities of rather large brain sources). The usual macroscopic approximation holds (dipolar current sources and linear instantaneous propagation of the electric field). Consequently, we consider that the recordings are a linear mixing of the CS artifact and of the physiological brain activity, either evoked by the CS or background. Thus, it is of high clinical interest to decouple the stimulation source from the brain sources so that recovered signals can be analyzed later. There exist several methods for suppression of artifacts generated as a result of electrical stimulation. In [7] authors proposed Hampel filter based cancellation of stimulation artifacts. The Hampel identifier analyzed the frequency spectrum of the signal and replaced the outliers in the frequency domain with interpolated values. Finally, they recovered the clean signal after inverse Fourier transfom. In [8] , stimulation artifacts were suppressed using frequential filtering and a generalized eigenvalue decomposition (GEVD) based method for spatial filtering. In [6] , the authors proposed a method for identifying and next canceling stimulation artifacts based on linear regression of the measured signals on simulated models of the CS artifact including models of the tissue-electrode interface.
The previous methods are mostly mono-channel approach for CS artifact suppression. Recently, multicomponent multivariate signal decomposition techniques have gained lot of attention [9] , [10] . In particular, empirical mode decomposition (EMD) [11] and synchrosqueezed wavelet transform [12] have been extended for multivariate signals [13] - [15] , providing more accurate estimation of components shared among the channels, and proved to be successful in various applications [16] - [18] .
Another important aspect in the context of CS artifact cancellation is that prior information on the nature of the components to separate is available. Indeed EEG signal exhibits a certain degree of oscillatory nature, as opposed to the transient aspect of the CS artifact to be removed. A proper tuning of the decomposition bases adapted to the oscillatory nature of the signal can be achieved by the use of tunable-Q wavelet transform (TQWT) [19] , [20] , a wavelet transform in which the Q-factor can be easily and continuously tuned. In literature, TQWT has been used extensively for analysis of nonstationary signals [21] , [22] . By choosing two different Q-factors adapted to the oscillatory and transient parts of the signal respectively, the sparsity of the decomposition will be increased [20] and provide better separation between these two signal components. In this work, we propose two approaches for suppressing CS artifacts from SEEG signals using a combination of TQWT and different spatial filtering methods. In the first approach, non-linear TQWT based filtering of each individual SEEG channel is applied. The TQWT sparsely represents a CS artifact affected channel as the sum of non-oscillatory transients (mostly CS artifacts) and oscillatory (background EEG) signals using low and high quality factors (Q) simultaneously. Then, we use prior known time-frequency information of the CS artifacts for extracting the propagated CS artifact pattern from the transient signal without presence of any electro-physiological activity. In the second approach, we propose to enhance our proposed TQWT based filtering method by combining it with different spatial filtering methods, inspired either from independent component analysis (e.g., [23] ) or from subspace analysis techniques [24] . This has been carried out by applying these spatial filtering techniques to multi-channel SEEG signals in order to isolate and enhance the CS artifacts within few components/sources in the transformed domain. Then, the previously described TQWT based filtering is applied on those few artifact dominated components only, before reconstructing the clean SEEG signals with an inverse spatial filtering operation. In this work, we present the performance of the proposed methods in suppressing both low and high frequency CS artifacts.
The rest of the paper is organized as follows: Section II describes the generation of multichannel simulated SEEG signals and real SEEG signals used in this work. Section III presents the proposed framework of multichannel CS artefact suppression method, Section IV presents the experimental outcome and discusses the effectiveness of the proposed method. Finally, Section V concludes the paper.
II. SIMULATED AND REAL DATASETS

A. Simulated Datasets
The performance of the proposed method has been analyzed on synthetically generated realistic SEEG datasets. To this purpose, we have simulated realistic CS, CCEP and background sources, propagating in a realistic, SEEG implanted, head model.
We have used the adult MNI-ICBM152 averaged model, available for download on the web (website: https://www. ucl.ac.uk/medphys/research/borl/resources/adultMNImodel) [25] - [27] . Dipolar sources are placed on a regular 3D grid with 9mm distance between each dipole position, within the segmented gray matter. The resulting 523 dipole positions are next considered as sources of physiological activity. Then, the simulated SEEG electrodes are placed in realistic way following a plausible clinical implantation scheme used in temporal lobe epilepsy context (see Fig. 1 ). To be more precise, 3 simulated multielectrodes are placed in the left hemisphere, whereas 9 in the right hemisphere. It should be noted that each of these multielectrodes have 7 to 10 sensors inside the brain. The total number of sensors placed inside the brain is 186, 47 sensors being placed in the left hemisphere and 139 in the right. A five compartiment finite element modelling (FEM) is used to compute realistic lead-field (LF) matrix which represents the volume conduction forward model. For a more detailed description of the simulation setup, see [28] . As for every position we can have 3 elementary orthogonal dipoles orientated as, Ax: inion-nasion, Ay: right-left and Az: bottom-up, the final dimension of the LF matrix is 186 × 1569 (number of channels by number of elementary dipoles).
The recorded signals were then simulated as a linear mixture of three types of sources: the CS dipole source, the CCEP source (optionally), and background physiological sources. session, one of these three positions is chosen as the active CS source. The orientation of the CS dipole was set along the corresponding SEEG shaft, as in real clinical situations (recall that the current is injected between two neighboring contacts of a shaft). The time varying amplitude of the CS was generated as a very short duration (1.05 ms) biphasic current pulse at a very high sampling rate:
with A = 0.5 − 3 mA, T p = 0.5 ms and t p = 0.025 ms. The CS pattern is next passed through a high-pass filter (cutoff frequency 0.15 Hz) and an anti-aliasing filter before downsampling at 512 Hz (in order to mimic the clinically used acquisition system, see below subSection II-B). We have generated both type of stimulation sessions namely LFCS (pattern frequency at 1 Hz) and HFCS (pattern frequency at 55 Hz). The detailed description related to time and frequency analysis for this type of model of current stimulation is presented in [8] , [29] .
2) CCEP Source: The CCEP source position is selected as the nearest position to the CS dipole source. The orientation was randomly generated, while the time varying amplitude was simulated by multiplying a slow varying sinusoidal wave with a decaying exponential. Note that the CCEP source is considered only for the LFCS session. For HFCS, we have not considered the CCEP source, as its latency is above the HFCS period.
3) Background Physiological Sources: The remaining 521 positions are responsible for generating background physiological activity. The orientation were random, while the time courses were generated using the nonstationary EEG model developed in [30] and adapted for SEEG in [31] .
Overall, C = 186 signals of length N were simulated as:
with sources s C S , s C C E P ∈ R 3×N and s B ∈ R 1563×N , and lead-field matrices LF ∈ R C ×N s , with N s being 3, 3 and 1563 respectively for the three types of sources.
Finally, we have simulated the effects of acquisition instrument such as saturation and jitter. It should be noted that the electrodes close to the stimulation site face saturation effect due to the fact that amplitudes of the propagated stimulations exceed the acquisition system range. For making the session realistic, we have considered random sampling jitters of maximum 5 samples across all the 186 channels which yields a slight desynchronization of CS artifacts across the channels.
This procedure simulates one complete session of multichannel synthetic SEEG signals subjected to CS. We have generated 50 such different stimulation sessions for each of the stimulation type (LFCS and HFCS) by changing the CS source location across the three different mentioned brain locations and considering different SEEG background sources. Fig. 2 presents an example of synthetically generated SEEG signals affected with LFCS artefact. A similar figure can be generated for simulated session subjected to HFCS also.
B. Real Datasets
In order to validate the performance of the proposed method we have used real SEEG datasets affected by CS artifacts, recorded in clinical routine at the Nancy University Hospital (CHU Nancy), France. The procedure was approved by the ethics committee of the Nancy Hospital and the patients gave their informed consent. Both types of stimulation were analyzed, namely LFCS and HFCS. For each type of stimulation, we have used 50 different sessions recorded from 4 patients. In case of HFCS the signals were recorded with sampling frequency of 512 Hz, where as for LFCS the signals had two different sampling frequencies as 1024 Hz and 2048 Hz. An example of LFCS recording is presented Fig. 3 . 
III. METHODS
A. Tunable-Q Wavelet Transform
The TQWT is implemented with the idea of two channel filter bank structure. Let ζ and κ denote the high-pass and low-pass scale factors, respectively, of the two channel filter bank. The low-pass filter frequency response in TQWT is mathematically defined as:
while the high-pass filter frequency response writes [19] :
where Ψ(Ω) denotes Daubechies filter frequency response [19] . The variables κ and ζ are chosen so that they obey the following conditions
The quality factor (Q), maximum number of sub-bands (J max ), and redundancy parameter (R) of TQWT can be expressed in terms of low-pass and high-pass scale factors as follows: [19] :
where analyzed signal length is denoted by N . The wavelets generated for different Q-factors are shown in Fig. 4 . It can be seen that, for Q = 1 the generated wavelet has transient shape without any oscillatory behavior. On the other hand, increasing the value of Q factor increases the number of oscillations in the mother wavelet (see Fig. 4 for Q = 20). Thus, it is advised to select low Q factors for sparsely representing transient signals and high Q factor for sparse representation of oscillatory signals. The redundancy parameter R has the role of localizing the wavelet in time domain without affecting its shape. In the frequency domain, more overlapping is observed between adjacent frequency bands with increased value of R, 
while Q remains fixed. Thus, it is necessary to put more number of levels to cover the entire frequency range.
However, in real life, sparse representation of some signals may not be possible with a single Q-factor [20] . In such case, the concept of dual Q-factor can be utilized [20] : let the analyzed signal x be represented as x = x 1 + x 2 , and let x 1 and x 2 have sparse representations using transforms Υ 1 and Υ 2 respectively. This sparse representation can be achieved following a basis pursuit approach, using L 1 -norm minimization. The optimization problem is expressed as [20] :
where Υ 1 * and Υ 2 * denote the inverse TQWT operations applied on sparse set of wavelet coefficients w 1 and w 2 , respectively. In eqn (7), s 1 and s 2 are the weighting parameters expressed as
with Ψ 1 (k) and Ψ 2 (k) being the wavelets corresponding to the wavelet coefficients w 1 (k) and w 2 (k), respectively. The parameters Φ 1 and Φ 2 are used to calibrate the relative energy of estimated signal components x 1 and x 2 , respectively [20] .
The optimization problem of equation (7) is solved using an iterative algorithm known as split augmented Lagrangian shrinkage algorithm (SALSA) [32] .
Finally, the signal components x 1 and x 2 can be estimated by inverse TQWT operation as:
Note that, before the reconstruction of the signal x = x 1 + x 2 (8), one can also perform nonlinear operations such as thresholding or masking of certain wavelet coefficients. This operation, which can be seen as denoising, can either be implemented directly within the optimization problem by not requiring exact reconstruction [33] or by using prior knowledge on the time-frequency localization of the components of interest (transients/oscillatory, see also our proposed pipeline, Subsection III-C).
B. Spatial Filtering
In this context of multichannel recording setup formalized as a linear mixture (2), spatial filtering approaches can complement the monochannel TQWT methodology introduced in the previous section. These approaches are frequently used for EEG artifact canceling (see e.g., [34] ), but also for stimulation artifact elimination [8] , as they isolate and enhance the artifacts on one or few components. The signal space is separated in subspaces specific to different types of activities, in our case CS artifacts and physiological sources, and then only the physiological subspace is used to reconstruct the cleaned signal. We briefly recall below some of the most widely used spatial filtering techniques in the EEG artifact canceling context and proposes a new filtering approach, inspired from subspace correlation techniques [24] , [35] .
The first common step is to find a basis of the (complete) signal subspace, usually by whitening. If X are the recorded signals (N × C, samples by channels), then this basis Z can be found after eigendecomposition of the covariance/scatter matrix R x = X T X = UDU T :
Clearly, right multiplying Z by any orthogonal matrix J yields another basis of the same signal space. The second step is then to find a specific orthogonal matrix J, optimized for a specific criterion. In our case, the aim is to rotate the Z basis such as the artifact and physiological subspaces become as orthogonal as possible between them (i.e., some of the basis vectors/sources/components contain the artifacts, while the complementary basis vectors contain the physiological sources).
1) Blind Source Separation:
Following the hypothesis that the CS artifact pattern is independent of brain sources and projected linearly onto the sensors, any blind source separation (BSS) algorithm may be utilized in order to extract the CS sources, without any knowledge of the mixing coefficients. In other words, even if the volume conduction model (LF matrix) is unknown or uncertain, one can still separate between artifacts and physiological activities, if the linear mixture and the independence between them (or multiple decorrelation, see below) hypothesis is respected.
Several families of BSS algorithms were proposed in the literature (see e.g., [23] , [36] for details). The most well known algorithms are based either on independent component analysis (ICA) 1 [37] - [39] , on second order statistics only (simultaneous diagonalization) [40] , [41] or on combinations between them [42] , [43] .
2) Filtering/GEVD: The basic idea proposed in [8] is the following: applying a low-pass filter on the measured data X (channel by channel) will eliminate most of the CS artifact (very brief and thus large-band) and will provide a second data set X 2 . Next, this second data set can be transformed to
with U and D the eigenvectors and eigenvalues of the first data set (9) . Its covariance matrix can be diagonalized by eigendecomposition also, yielding R z,2 = Z nally, the desired rotation matrix will be J = U 2 and the complete spatial filter
One can recognize the joint diagonalization of the two data sets covariance matrices R x and R x,2 by GEVD:
The spatially filtered signals Y = XV will naturally be ordered starting from the common sources of the two data sets (i.e., low frequency physiological sources), while the CS artifact sources will appear among the last components.
Different low-pass filters were tested in the cited publication, with rather small differences (from singular spectrum analysis [44] to simple finite impulse response (FIR) filters). It is important to note though that this approach was only tested on HFCS artefacts (periodic by nature), for which the spectral characteristics are rather different than for LFCS (see spectral analysis in [8] and [29] , respectively).
3) Subspace Correlation Approach (SCA): A third approach for spatially separating source of CS artifacts and physiological activity is based on a somehow similar idea. More precisely, one can construct a second data set by simulating the CS artifact. Different versions of this artifact can be obtained by including the variability due to the characteristics of the acquisition system (possible electrode impedances [6] , sampling jitter, delays, ...). Let this second data set be Q. A basis for this dictionary space can be obtained by whitening:
Next, a common subspace between the dictionary Q and the data X can be obtained by rotating the two basis Z and Z q one onto the other, following the approach proposed in [24] : 1) perform the singular value decomposition (SVD) of C = Z T Z q C = FΣG T 2) take F as the desired rotation matrix and construct the spatial filter
(note that a second spatial filter can be constructed for the dictionary: V q = UqDq 
The singular values close to 1 in Σ indicate the common subspace basis between the dictionary and the data set [24] . Consequently, one can reconstruct the artifactual component of the original data set by simply using the common basis vectors (i.e., the artifact sources) from Y and projecting them back onto the signal space, the cleaned version being obtained by subtraction (or by using the complementary basis vectors). It should be noted that SCA yields a spatial filter that optimally decomposes the multichannel artifacted SEEG signal in "sources" close (correlated) to the dictionary (CS artefacts) and a complementary uncorrelated part (it is similar to the iteratively constructed canonical correlation analysis (CCA) [35] ). The objective, and the obtained spatial filter, are thus different from the common spatial patterns (CSP) [17] , [45] and its recently introduced version augmented complex CSP [46] , which enhance the separability of two groups of signals by maximizing the variance of signals in one group while simultaneously minimizing the variance of signals belonging to the other group.
C. CS Artifact Suppression Pipeline
Both TQWT and spatial filtering are in principle able to separate between CS artifacts and physiological signals. The present section proposes an original methodology for combining the two techniques. The rationale is straightforward: in order to facilitate the wavelet processing (either sparsity enhancement by SALSA or thresholding and masking), one can use spatial filtering as a preprocessing step aiming to separate the transients to be detected on fewer sources, enhancing them thus on these components and reducing the redundancy in the data. Moreover, this spatial preprocessing will in principle also ease the computational burden, as fewer signals will need to be processed by TQWT (only the artifact affected sources instead of potentially all measured channels).
Of course, different parameters need to be defined for our application and adapted depending on the type of stimulation (LFCS or HFCS). They are presented below. 1) TQWT Parameters: All along this work, we have fixed Q = 1 to define the wavelet basis corresponding to the CS artifact (transient) component of the SEEG signal, irrespective of the stimulation frequency. As already mentioned, the reason is very similar time frequency characteristics of the generated wavelet and of the CS transient (time support, but also Fourier spectrum). The Q-factor corresponding to oscillatory components of the signal can be chosen depending on the oscillatory nature of the signal. We have tested several values and achieved best performance when the high Q-factor is fixed to 20 and 10 for LFCS and HFCS, respectively. The redundancy parameter (R) of TQWT is set to 3 throughout this work. The number of levels of TQWT corresponding to low and high Q-factor are set to maximum possible values following equation (6) .
2) Non-linear Processing: In real applications, in the process of dual Q-factor decomposition, the separation is not perfect and the extracted "transient" components of the real SEEG signals might also include significant physiological activity. Thus, an additional processing step is required to recover the slow varying wave from the transient component. This is performed with prior known time-frequency information of the CS artifacts.
More precisely, we have analyzed the wavelet coefficients corresponding to low Q-factor component. Let the number of oscillatory levels be J 1 . It should be noted that the wavelet coefficients of first few higher oscillatory levels give rise to CS artifacts. At the same time, the time localization of the CS artifacts is also known to us as they appear periodically (every second or every ∼20 ms for LFCS and HFCS respectively). Thus, we can selectively mask the wavelet coefficients of first L oscillatory levels which lie within specific small time windows (16 ms) centered around the CS artifacts using the prior known time localization information.
Note that, in case of HFCS, we do not use the time localization information for masking the CS artifacts, as they appear much more frequently. Thus, for high frequency stimulation, all the wavelet coefficients (corresponding to transient component) which belong from first L higher oscillatory levels were forced to zero.
This masking procedure allows us to extract separately the slow varying part remaining in the transient signal (low-Q component) using an inverse TQWT operation and add it back to the oscillatory background.
The value of L has been fixed to 13 and 4 for signals subject to LFCS and HFCS, respectively, after analyzing the frequency spectrum of TQWT sub-bands of higher oscillatory levels which give rise to the CS artifacts.
In Fig. 5 , we have presented the single channel real SEEG signal subjected to LFCS, its artifact free version, and the extracted LFCS pattern obtained with TQWT and nonlinear processing. It can be seen that the shapes of the CCEP responses (confined in ellipse) following the CS artifacts are not distorted and at the same time the artefact pattern is free from any background signal. Thus, the proposed method cancels the LFCS artifacts without distorting the background signal. Fig. 6 presents the single channel real SEEG signal subjected to HFCS, the clean SEEG signal, and HFCS artifact pattern after applying TQWT and nonlinear processing. It is clear that the corrected signal is almost free from CS artifacts.
3) Multichannel CS Artefact Suppression: As mentioned, we have used spatial filtering to preprocess the data before TQWT. We have evaluated different flavors of BSS and subspace correlation approaches (SCA).
For the BSS case, we have tested several available algorithms (SOBI, FastICA, InfoMax, COMBI, EFICA, WASOBI). Only the best results will be presented next. The results are different of course depending on the particular employed BSS algorithm or the dictionary construction in the subspace correlation method. Besides, a critical issue common to all methods is the selection of the artifacted components, on which TQWT needs to be applied. It is interesting to notice that the CS artifact appeared on several independent components, most certainly because of nonlinear effects (saturation, delays, jitter) and possibly nonindependence (when CCEP are present in the data).
For the SCA, we have constructed the dictionary by convolving the CS pattern (1) successively by the electrode-tissue interface (with several cut-off frequencies as indicated in [6] ) and with the instrumentation acquisition filters (see above Subsection II-A). The obtained signals (sampled initially at a very high sampling frequency), were down-sampled to the acquisition system sampling rate. In order to increase the variability of the dictionary and to cover possible instrumentation effects, we have simulated sampling jitter and buffering delays of up to 5 samples.
It should be noted that for SCA method the artifact sources (i.e., correlated with the dictionary subspace) appear in order. However, for BSS methods, we have selected the artifact sources as the ones having high correlation coefficients (defined in the next subsection, eqn (14)) with the simulated CS pattern. For all the considered spatial filtering methods, the artifact space dimension (number of components/sources with artifacts) were also visually inspected. The overall methodology is presented in Fig. 7 .
D. Performance Evaluation
For synthetic multichannel SEEG dataset, we know the ground truth signals. Hence, the performance of the proposed CS artifact suppression method is evaluated using the (log) mean square (MSE) error measure, expressed as:
where C and N denote the number of channels and total number of samples respectively. x i (n) and x est i (n) represent ground truth ith channel signal and its estimate, respectively.
However, in case of real SEEG signals, the original clean sources are unknown. Thus, we compute the correlation coefficient between the estimated clean EEG signal with the synthetic CS artifact pattern. Firstly, the correlation coefficient is computed between estimated ith sensor signal x est i (n) and the theoretical CS artifact pattern p(n) (1):
where COV represents covariance operation. Finally, the correlation coefficient index (CCI) is computed as,
where C is the number of SEEG channels.
IV. RESULTS AND DISCUSSION
In this section we present the performance of the proposed time-frequency-spatial filtering methods in suppressing multichannel LFCS and HFCS artifacts, both on simulated and real signals (see Figs. 2 
and 3 for examples of LFCS recordings).
The proposed combinations of spatial filtering and TQWT were compared with three existing CS artefact suppression methods namely FIR-GEVD method [8] , 2 frequency domain Hampel filtering method [7] , and model based artefact correction method [6] . In [7] , Hampel identifier finds the spectral outliers (harmonics generated due to CS artifacts) in the real and imaginary spectrum and replaces them with interpolated values [7] . However as discussed in [7] , the entire FFT spectrum is not contaminated with CS artefacts (especially the low frequency region of the spectrum). Therefore, we have corrected the outliers in FFT spectrum which appeared above 20 Hz using Hampel filtering while keeping the low frequency bins of the spectrum unaltered. For implementation of model based CS artefact correction method, various artefact shapes have been obtained from the output of the RC circuit (models electrodetissue interface) for different RC time constants as described in [6] . However, the results obtained for HFCS artifact correction using model based method are not very satisfactory (note that the method was proposed for LFCS artifact correction) as most of the time the corrected signal contained high artifact residuals. Moreover for HFCS, as the artifacts appear very frequently, it becomes computationally cumbersome to compare every artifact from each channel with a very large dictionary for the best matching. Therefore, we do not present the numerical results of HFCS artifact correction using model based method. We have also compared our combined methodology with a channel by channel TQWT approach, but the quantitative results for this comparison will not be presented, as they are both less convincing and they require a much higher computational burden. 
TABLE I OBTAINED MSE VALUES CORRESPONDING TO PROPOSED METHODS AND EXISTING METHODS IN SUPPRESSING CS ARTIFACTS OF SYNTHETIC SEEG SIGNALS (MEAN ± STD)
A. Synthetic Signals Table I presents the mean and standard deviation (std) of MSE values (for 50 different sessions) obtained using different methods on synthetic multichannel SEEG signals. More precisely, we compare two spatial filtering -TQWT based methods (SCA-TQWT and BSS-TQWT) with existing FIR-GEVD [8] , Hampel filtering [7] , and model based methods (for LFCS only) [6] . For LFCS, we have obtained least MSE values using SCA-TQWT method followed by BSS-TQWT (the best performances were obtained for WASOBI [41] ), Hampel filtering method, model based method, and FIR-GEVD method. For HFCS, WASOBI-TQWT seems to perform slightly better than SCA-TQWT, but the results are hardly different and the task of artifacted component selection is more difficult and more subjective for the BSS based methods than for the SCA (for the latter, the components similar to the dictionary appear in the common subspace, while for the BSS, the source order is randomly permuted [23] ). 
B. Real Signals
Table II presents the computed mean and std of the CCI values (over 50 different real sessions of stimulations) for the artifact affected SEEG signals, artifact corrected SEEG signals using our proposed methods, existing model based method (for LFCS only), Hampel filtering method, and FIR-GEVD method. As expected, the highest CCI values correspond to the artifacted SEEG signal for both LFCS and HFCS artifacts. For these real signals, both LFCS and HFCS, the smallest CCI values are obtained using SCA-TQWT method, followed by WASOBI-TQWT method and existing methods. Fig. 9 presents a monochannel real SEEG signal with LFCS artefact, the extracted physiological background signals and LFCS artefact patterns using classical TQWT, existing model based method [6] , FIR-GEVD [8] , Hampel filtering method [7] , proposed WASOBI-TQWT, and SCA-TQWT methods. It can be noticed that the proposed methods extract the CS artifact pattern without any physiological background and are more effective to suppress the CS artifacts in real SEEG signals (for this example, CCI values are equal to 0.10, 1.32, 1.25, 1.06, 0.48, and 0.36 [6] , (vi)-(vii) physiological background and artefact pattern obtained using FIR-GEVD method [8] , (viii)-(ix) physiological background and artefact pattern obtained using Hampel filtering method [7] , (x)-(xi) physiological background and artefact pattern obtained using WASOBI-TQWT method, (xii)-(xiii) physiological background and artefact pattern obtained using SCA-TQWT method. Fig. 9 . Plots of (i) monochannel real SEEG signal affected by LFCS, (ii)-(iii) physiological background and artefact pattern obtained using classical TQWT (without nonlinear processing), (iv)-(v) physiological background and artefact pattern obtained using model based method [6] , (vi)-(vii) physiological background and artefact pattern obtained using FIR-GEVD method [8] , (viii)-(ix) physiological background and artefact pattern obtained using Hampel filtering method [7] , (x)-(xi) physiological background and artefact pattern obtained using WASOBI-TQWT method, (xii)-(xiii) physiological background and artefact pattern obtained using SCA-TQWT method. respectively for TQWT only, model based method, FIR-GEVD, Hampel filtering, WASOBI-TQWT, and SCA-TQWT).
C. Discussion
The proposed pipeline strengthen the capacities of both TQWT and spatial filtering methods to separate between (transient) artifacts and physiological background. The role of each of the approaches can be illustrated by analyzing the multichannel data. For example, Fig. 3 presents a multichannel SEEG signal subjected to LFCS, whereas Fig. 10 presents the first 15 components after rotation of the multi-channel SEEG signals onto the dictionary using SCA. Fig. 11 presents the obtained clean SEEG signals after applying SCA-TQWT based filtering on the multi-channel SEEG signals (shown in Fig. 3 ) affected with LFCS artefact. For HFCS, we have presented the multichannel artefacted SEEG signals and the separated 15 sources (using WASOBI) in Figs. 12 and 13, respectively. Fig. 14 shows the recovered clean SEEG signals after applying WASOBI-TQWT based filtering on the multi-channel SEEG signals (shown in Fig. 12 ) affected with HFCS artefact.
Analyzing these figures, it appears clearly that it is more convenient to suppress the artifacts in those few components (sources) which mostly represent the CS. Fig. 15 graphically presents the variation of MSE and CCI values with respect to number of cleaned components for both LFCS and HFCS in synthetic and real SEEG signals. It can be observed from these figures that maximum number of six cleaned components provided consistent results (least MSE and CCI values) across all data sets. Fig. 16 presents the mean spectrum magnitude of a single session before (shown in black) and after (shown in red) suppression of CS artifacts subject to low and high frequency CS. As it can be seen that, the harmonics corresponding to CS artifacts are suppressed in the frequency domain while retaining the desired SEEG signal spectrum.
The key point is to (spatially) separate as correctly as possible between artifacts and physiological signals. Both SCA and BSS methods are found useful in separating the artifact sources from the multichannel SEEG signals. But, while BSS is a generic family of methods based on statistical independence (decorrelation) between artifact physiological sources, SCA explicitly optimizes the separation in order to fit the artifact components onto a predefined dictionary. In theory then, the performances should be better, but they are clearly dependent on the dictionary construction (although one can construct, as we did in this paper, a rich dictionary including different possible versions of the artifact, that by linear combination might be able to reproduce the actual recorded ones). On the other hand, although BSS uses less assumptions on the artifacts (no physical model), it uses difficult to verify assumptions (especially the independence between artifacts and physiological sources), which might be even contradicted in practice (as in the CCEP case).
Previous arguments aim to explain the good performances and the robustness of our proposed methods, compared with the literature. Indeed, it has been found that the performance of FIR-GEVD method [8] is dependent on the decomposition quality and on the number of components selected as artifactual. For example, the results heavily degrade in the presence of sampling jitters, as the CS artifacts spread over more number of components in the transformed domain after GEVD operation.
Moreover, some significant background activity (especially high-frequency) might be found in the selected artifact sources after GEVD, and this activity will be lost after reconstruction.
The model based artifact correction method [6] is on the other hand dependent on finding the best match of the real artifact shape in the constructed dictionary, so it depends on the model of the instrumentation. The performance of this method can probably be further improved if one includes in the dictionary better artifact models or even some real artifact shapes (obtained e.g., by averaging or chosen from the output artifact patterns extracted using other methods). Although our method is also based on modeling the artifact, we allow more variability in the pattern shape, as it does not need to be correlated with a particular element of the dictionary but with some linear combination (i.e., with the dictionary subspace).
Finally, the frequency domain Hampel filtering method is based on the identification of outliers (i.e., high amplitudes) in the real and imaginary part of the spectrum. In the HFCS case, the artifact components are quite easy to identify (they are strong and widely spaced in frequency, with harmonics at avery 50-55 Hz, see [8] ), but some of them are aliased in the low frequencies and they will not be seen as outliers. On the other hand, for the LFCS case, the spectrum is much denser in frequency (harmonics spaced by 1Hz) and it also has components in the low frequency part of the spectrum, where physiological activities lie. Detection of outliers is thus more difficult and is unavoidable to miss artifact harmonics in the lower part of the spectrum.
V. CONCLUSION AND FUTURE WORK
We have proposed a family of methods for suppressing cortical stimulation (CS) artifacts from depth multichannel SEEG recordings. The proposed methods are a combination of TQWT based (nonlinear) filtering and different spatial filtering methods (blind source separation and subspace correlation methods). The spatial filtering is optimized to separate the artifacts (on few components/sources, possibly using a dictionary of modeled artifacts) from the physiological signals and it facilitates the task of TQWT, whose aim is to separate a signal (source) into transient and oscillatory parts using dual Q factors. Further, we use known time-frequency information on the CS artifacts to nonlinearly extract the artifact pattern from the remaining oscillatory background in the wavelet domain.
The performances of the proposed methods were analyzed using synthetic and real multichannel SEEG signals with low and high frequency artifacts and we compared them with existing mono-channel (Hampel [7] or dictionary based [6] ) or multichannel methods (GEVD based [8] ). The experimental results clearly indicate the suitability of the proposed methods in suppressing CS artifacts and their robustness to varying acquisition conditions (jitter, noise, ...). Relatively few parameters need to be tuned, the most critical being the choice of the CS artifact sources after spatial filtering (with SCA based spatial filters easier to tune than BSS ones).
Other CS artifact suppression methods could be proposed, using for example adaptive signal decomposition methods like multivariate EMD (MEMD) and its different versions. Our first preliminary experiments (see supplementary material) indicate that MEMD method could provide equivalent performances in removing LFCS artifacts from real SEEG signals. However, for HFCS artifacted SEEG, the reconstructed signal obtained using MEMD does not properly preserve high frequency contents of the signal. Finally, noise-assisted MEMD (NA-MEMD) and other improved multivariate signal decomposition methods [9] could be tested in the future for CS artifact separation.
