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The scale and dynamics of 
modern communication 
networks have reached a 
level which demands 
sophisticated analysis and 
massive exploitation of 
information sourc邸
(system generated data). 
On another side, 
Knowledge Discovery and 
Data rnining (KDD) 
community has developed 
effective tools (e.g. 
WEKA) and techniques for 
the analysis, modeling and 
characterization of data. These advancements have not been significantly used to facilitate the 
exploitation of information sources in the context of network and systems management. This is 
because system data processing for KDD based exploitation is labor intensive. Due to distributed 
nature of data, preferred processing approaches are multiagent based. 
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Figure 1: Reduction ofhands-on stages in KDD cycle. 
Myth回is presents a multiagent based approach for processing system data in order to improve 
exploitation by KDD tools. The approach compris回 ofthree processes; 
(1) The extraction of information features 企om data, 
(2) The integration of data across system compone凶sand 
(3) Long-term retention of data for future exploitation. 
In the process (1), the focus is on improving the extraction process by making it more scalable. In
the process (2), the focus is in automation ofthe integration process. Inthe process (3), there are two 
focus areas. The frst is on improving interpretability of data from the retention facility (e.g. a 
database) so that it can easily and meaningful1y be used. The second is on dynamic reduction of 
numerosity of data without losing its analytical meaning. These focus areas are m伺nt to reduce 




第2章 MULTIAGENTBASED PROCESSING OF SYSTEM DATA 
(1) F eatures extraction. 
Features extraction is the process of 
extracting information features 企om text. 
Typically, featur回 extraction from system 
data is conducted by log analysis to1s. A 
common approach is based on 
pattern-matching proc回s. The process 
requires that for each text, its corresponding 
matching pattern be found. Existing 
ana1ysis t001s use either sequentia1 search 
method or the 合equently used method to 
search for the matching pattern. These 
methods do not scale well when patterns 
increase. In my thesis, a Support Vector 
Machine based Event Classifier (SVM・EC)
was proposed to improve the 
pattern-matching process by making it more scalab1e and reducing processing time. The SVM・EC
is built as a sentence classifier as in Natural Language Processing (NLP). In a SVM・EC based 
pattern-matching proc由民 text 合om system data events are classified by the SVM-EC into a 
pattern ID. The pattern ID is subs叫uentlyused to retrieve the matching pattern from the database 
of patterns (PATDB). In a multiagent environment, the pattern-matching process is achieved by 
two agents and a manager agent. An NLP _Ag agent irnplements SVM・EC and an Extraction_Ag 
does the extraction. 
Within the above mentioned processes, 
there are four ar伺s of focus as mentioned. 
Four approaches and corresponding 
multiagent based implementations were 
proposed to address these areas 
S陪pl







~.1 ) B~d~四九 I ) 
-1" SPlDER町山田re -...-
i 句協にStru即席前回ー田喝> 1 
-+-.. Disc:肝erpat由 .--+-.








Figure 2: Discovery ofIntegration fc回tぽes.
(2) Data Integration 
Integrating system data is 出eprocess of combining data 企omvanous sourc田 bycorrelating event 
messag田 which are generated by those sources. This is achieved by identiちring integration 
features and then use them to correlate events. System data processing approaches di庄町 on how 
these integration features are identified. To the best of my knowledge, existing approaches rely on 
a hurnan expert for the identification of integration fl田知res.
In my thesis, the use of INclusion Dependencies (IND) was proposed. In databases, Inclusion 
dependencies are relationships between relational attributes which are used to enforce data 
integrity. IND problem is the problem of discovering INDs 合omdata.
In databases, a 旬pical approach is called Single Pass Inclusion DEpendency Recognition 
(SPIDER). The SPIDER involves discovering of partial INDs, pruning and testing proc白S邸. In 
my thesis, SPIDER has been modified into mSPIDER so that it can e百'ectively be used in 
processing system data. The modifications are in two 紅白s . The first ar伺 is in relaxation of the 
validation condition using a new concept called holding approach so that more partial INDs are 
discovered. The second ar回 is in ranking the partial INDs using uniqueness 01 attributes so that 
the post-discovery expensive pruning step is avoided. Figure 2 shows how two agents are 
cooperating to discover INDs between two data sources which they represent. 
(3) Interpretability. 
Interpretability refers to how easily data 企om the retention facility can be put into use (e.g. in 
KDD). Existing retention facilities most1y rely on database's Data Manipulation Language (DML). 
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Due to DML shortfalls, data analysts fal back to 
using manual m回ns for data pre-processing. 
In my th邸is ， a data intぽpretation model called 
Named High Cardinality Entity (NHCE) model 
was proposed. The NHCE model does two 
things. First, it keeps the format of the desired 
data. S配ond， it keeps statistics of the 
sub-entities, as defined by the desired format. 
These statistics are used to validate data 企om
the retention facility. Moreover, the statistics are 
used to provide the simple asp民t of data 
balancing for better KDD results. 
(4) Numerosity reduction. 
Numerosity reduction, sometimes refers to as just data reduction, is the proc白s of selecting 
smaller subset samples 0f data without loosing the analytical meaning of data. This process is vぽy
crucial in KDD 
because a human 
(substantial part of 
KDD) performs 
better when dealing 
with manageable 
sizes of data. The 
foundation of the 





(SRS) and Random 
Mutation Hill 
Climbing (RMHC). 
These are examples 
of sampling based 
approaches to numerosity reduction. Sampling methods are well known for being simple, less 
expensive and yet give good results. 
In my thesis, a Stratified Ordered Selection (SOS) method is proposed. The SOS is based on a new 
novel ranking scheme called Level Order (LO) ranking scheme. The key feature of SOS is that it 
is more lightweight because it does not enforce any fitness t回tduring selection of a data samples. 
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Figure 4: Organization of agents. 
DESIGN OF THE 乱1ULTIAGENTUNIT FOR PROCESSING SYSTEM DATA 
In my thesis, a multiagent unit for the Ex仕action， Transformation and Loading (ETL) of data has 
been designed. The unit is called an ETL unit. This unit employs the above proposed approaches 
to achieve the tasks of extracting, integrating and reducing the size of system data for KDD・based
exp loitation. 
第3章
In the design work, a processing model was designed and the translated into a multiagent system. 
A total of five agents were proposed. The architecture of the ETL unit is shown in Figure 3 and the 
organization of the agents is shown in Figure 4. Using an agent environment which is developed 
by Tohoku University (DASHlIDEA), a prototype was developed using the proposed design. The 
GUI is shown in Figure 5. 
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第4章 EVALUATION
Six experiments were conducted 
to investigate the performance of 
the proposed ETL unit. Data 
from the postfix based mailing 
system of Kinoshita laboratory 
was used. The conducted 
performance investigation 
revealed the following. 
(a) The unit is able to e百ectively
(processing time and 
scalability as shown in Figure 
6 and 7) extract information 
features from system data. 
(b) By using the proposed 
mSPIDER algorithm, the unit 
is able to integrate information 
features in an automatic way. 
When compared to SPIDER, 
mSPIDER is superior in that it had zero false 
negative while SPIDER had about 33.33%. Also, 
on average, mSPIDER required 13 tests for 125 
tests of SPIDER in order to validate the INDs. 
(c) The employed NHCE mode1 was tested and 
evaluated using the Web as a retention facility. 
The model was used to extract training data 
which was subsequently used to train c1assifiers 
for the c1assification of system commands. The 
experiment revealed that NHCE model can 
successfully be used to reduce the manual work 
required to pre-process extracted data before 
KDD-based exploitation. 
(d) By using well known evaluation datasets, the 
proposed SOS has been shown to offer the best 
balance between reduction ability, performance 
and cost. 
第5章 CONCLUSION
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Data export controls 
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The research which is presented by my thesis was 
about developing a multiagent based solution for the 
processing of system data in order to improve its 
value. The value of data is in terms ofhow effectively 
can it be exploited through KDD cyc1e. A multiagent unit called ETL unit was designed. The unit 
uses approaches which were proposed in the thesis. The approaches inc1ude SVM・ECbased feature 
extraction, mSPIDER based data integration, NHCE data interpretation model and SOS method for 
data reduction. The conducted experiments revealed superior performances of these proposed 
approaches when compared with other commonly used approach回 . Although the primary objective 
ofthe research was met as explained in the thesis, there are stil a number ofworks which need to be 
done for a more practical application. The work is mainly programming, in order to make the unit 
easily deployable. 
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Figure 7: Scalability. 
論文審査結果の要旨
ネットワーク環境上に集積された情報の利活用に対する要請が高まり、知識発見・データマイ




KDD 技術について詳細に検討した。本論文は、その成果をまとめたもので、全編 5 章からなる。
第 1 章は序論である。
第 2 章では、エージェント指向コンビューティングの概念を基盤として、データ抽出、データ
統合、依存性解析という 3 つのステージからなるネットワークシステム向き KDD のプロセスモ
デ、ルとその処理方式を提案している。本モデ、ルは、ネットワークから収集されるデータから、既
存の KDD ツールの入力として利用可能なレベルのデータを生成する過程を定式化したものであ
る。すなわち、第 1 ステージではネットワークデータの照合方式(8VM-EC: 8upport Vector 
Machinebased Event Classifier)、第 2 ステージで、は既存手法の改良方式(m8PIDER: modified 
8ingle Pass lnclusion DEpendency Recognition)、第 3 ステージではデータ表現モデ、ノレ(NHCE:















向き KDD 技術に関する新しい手法を提案したもので、領域指向の KDD 技術、ならびに情報基
礎科学の発展に寄与するところが少なくない。
よって、本論文は、博士(情報科学)の学位論文として合格と認める。
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