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Resum
En el 2003 Gordon Bell [1] va crear un diari de vida, el qual registrava de forma
automa`tica la vida quotidiana per mitja` de ca`meres portables (wearable cameras),
on es recopilaven imatges des del punt de vista de primera persona. Una pregunta
natural que apareix e´s: com podem recuperar totes les imatges on apareix la mateixa
persona? El concepte de re-identificacio´ [4] s’utilitza per a tornar a detectar persones
que s’havien localitzat anteriorment en altres imatges. Amb cada deteccio´ s’acumula
me´s informacio´ per facilitar noves deteccions.
En aquest treball es proposa la re-identificacio´ de persones per mitja` d’aspectes
facials i contextuals a trave´s d’imatges egoce`ntriques. A me´s, s’implementa un
algoritme de distorsio´ del rostre de les persones que apareixen en les imatges, per
tal de garantir la privacitat d’aquestes.
A pesar de l’extensa literatura sobre re-identificacio´ o person re-identification,
en aquest treball expliquem me´s en detall dos models recents enfocats en imatges
egoce`ntriques es dir adquirides amb ca`meres portables. Una d’elles e´s un detector
d’interaccions socials [7] que construeix un mapa bidimensional de les persones amb
qui interactua. Amb la teoria de F-formacio´ [13] es determina si hi ha interaccio´
social, analitzant la sequ¨e`ncia d’imatges. L’altra aplicacio´ caracteritza l’estil social
[8] del portador de la ca`mera, per mitja` de la dista`ncia entre les persones, les
diferents posicions del cap de les persones que apareixen a les imatges i l’expressio´
social. La suma d’aquestes caracter´ıstiques concreta quin tipus d’interaccio´ social
te´ el portador de la ca`mera amb les persones de les imatges.
L’algoritme de privacitat s’implementa primer localitzant i despre´s distorsionant
la cara detectada. Per tal de localitzar les cares que apareixen en les imatges
egoce`ntriques s’utilitza un algorisme anomenat Viola & Jones [18], el qual esta`
integrat en les llibreries de OpenCV [17].
Una vegada localitzada la cara, s’utilitza informacio´ d’aquesta i del seu context
per a dur a terme l’agrupament amb altres cares detectades. Gra`cies a la localitzacio´
del rostre en les imatges, es retalla; en el retall de la cara tambe´ s’incorpora la part
superior del pit que s’utilitzara` per extreure els valors de la roba que porta la
persona, aix´ı es pot analitzar el context relacionat amb la persona. Amb la imatge
del rostre s’extreu un vector caracter´ıstic, per mitja` de la llibreria OpenFace [20], el
qual esta` compost de 128 valors que representen la cara de la persona que apareix.
Amb tots els vectors caracter´ıstics dels rostres es comproven diversos sistemes
d’agrupament, concretament Jera`rquic, MeanShift i el Spectral clustering [21] [27]
[22]. Es comprova l’efica`cia dels sistemes d’agrupament per organitzar els rostres
per clu´sters, on es proposa que cada clu´ster representi una persona concreta. Per
millorar els resultats dels clu´sters, es proposa utilitzar el Coeficient de Correlacio´
de Pearson [23]. Amb aquest coeficient es comprova la consiste`ncia dels clu´sters i
amb aquest valor es verifica que la precisio´ de l’agrupament augmenta de manera
considerable, donant resultats entre el 80% i 100% de precisio´, es a dir, repartint
les imatges de les persones en un clu´ster per persona.
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Es proposa utilitzar informacio´ del context de la persona detectada incorporant
valors descriptius de la seva roba. Es localitza la zona de la roba per mitja` de les
proporcions del Golden Ratio [28] on es determinen segons les dimensions de la
cara quines proporcions te´ el cos per poder extreure la part superior del pectoral
i aix´ı ubicar la zona de la roba. Per a recopilar els millors valors de la roba es
comproven diferents espais de color (YCrCb, HSV, BGR i Gray). Per a extreure
sols valors representatius de la roba, es detecta la pell de la persona, per mitja` dels
colors detectats en la zona del rostre. Es proposa utilitzar l’espai de colors HSV, el
qual descartant la component de la lluminositat aporta uns valors concrets quals en
bastants casos remarquen la zona de la pell. Una vegada detectada la composicio´ de
la pell, es descarten els seus p´ıxels, sense els quals s’obtenen els valors me´s concrets
de la roba que porta la persona. Amb els valors que s’extreuen de la roba, es crea el
seu vector caracter´ıstic, que es concatena amb el vector caracter´ıstic del rostre. Es
proposa la incorporacio´ d’aquestes dades per millorar l’agrupament dels sistemes
jera`rquic, MeanShift i el Spectral clustering. Tambe´ es comprova la dista`ncia de
Bhattacharyya [24], utilitzada per la comparativa entre vectors caracter´ıstic de la
roba de les persones detectades en les imatges egoce`ntriques.
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1 Introduccio´
Actualment, hi ha moltes aplicacions que creen un diari de la nostra vida soci-
al, aix´ı com activitats, reunions, llocs habituals inclu´s recomanacio´ de mu´sica.
Per exemple, existeixen les aplicacions d’interaccions socials de Facebook (https:
//facebook.com) i Twitter (https://twitter.com/), les quals so´n les me´s cone-
gudes a escala mundial. Aquestes aplicacions fan un registre pu´blic de la vida quo-
tidiana de l’usuari, pero` per portar aquest registre l’usuari ha de tenir una constant
dedicacio´, ja que la informacio´ no es registra automa`ticament. Un altre exemple
seria l’aplicacio´ de Spotify (https://www.spotify.com), la qual esta` dedicada a
escoltar ı´ntegrament mu´sica, pero` contempla la seleccio´ dels temes musicals me´s
habituals i la seva seleccio´ de forma automa`tica segons l’u´s de l’usuari.
En el 2003, apareixia el concepte Lifelogging [1] que es definia com la realitzacio´
d’un registre de la vida de l’usuari. En aquest projecte, volem estudiar el concepte
de Lifelogging [1] relacionat amb el factor social, e´s a dir, amb qui ens relacionem.
Per a la realitzacio´ d’aquest projecte, s’utilitza una ca`mera portable (wearable ca-
meras), la qual sera` una Narrative Clip 2-3fpm, de 5 megap´ıxels de definicio´,
d’on s’analitzaran les imatges gravades. Aquesta ca`mera enregistrara` de forma au-
toma`tica i continuada la vida del seu portador sense que aquest hagi d’interactuar
amb la ca`mera. Amb aquest projecte es vol crear un sistema que realitzi una ana`lisi
social de la vida de l’usuari. El nostre objectiu e´s recone`ixer les persones amb les
que es relaciona l’usuari de la ca`mera per mitja` de les imatges egoce`ntriques que
s’enregistren.
Tot l’exposat te´ una aplicacio´ directa amb persones que sofreixen malalties men-
tals com l’Alzheimer. L’objectiu e´s que puguin recuperar el seus moments socials
captats amb la ca`mera i aix´ı entrenar la seva memo`ria i les seves habilitats cog-
nitives, per a alentir el deteriorament de les seves actituds i/o aptituds socials i
cognitius.
1.1 Que` e´s Lifelogging?
Lifelogging [1] e´s un registre de la vida, el qual es pot fer per mitja` de ca`meres
portables (wearable cameras) i/o amb algun altre dispositiu. La traduccio´ d’aquest
e´s la creacio´ d’un diari de vida. Quan apareixen les ca`meres, do´na lloc a col·leccionar
les imatges que descriuen la vida d’una persona. Les esmentades col·leccions es
coneixen com a egoce`ntric photo-streams.
Amb les col·leccions d’imatges es crea un extens registre de la vida quotidia-
na d’una persona. Gra`cies a l’avanc¸ de les noves tecnologies de la comunicacio´ i
emmagatzematge de la informacio´, es pot estudiar aquesta gran quantitat de dades.
L’enginyer informa`tic, Gordon Bell [1] e´s un dels destacats pioners del concep-
te Lifelogging. Va comenc¸ar aquesta idea quan anava transportant inco`modament
papers i fotografies d’un lloc a l’altre, pel que va optar per guardar-los digitalment.
Al comenc¸ar a emmagatzemar tota aquesta informacio´, va incrementar la seva ne-
cessitat de guardar me´s dades. El volum de la informacio´ va creixa de tal manera
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que va portar al Sr. Bell a confeccionar un software perque` guardes automa`ticament
tota la seva vida.
Per a desenvolupar aquest software (Fig. 1) es va ajuntar amb dos investigadors
de Microsoft: Jim Gemell i Roger Lueder. Amb aquesta unio´ va sorgir la tende`ncia
aqu´ı esmentada com a Lifelogging, la qual constava en registrar digitalment totes
les activitats d’una persona.
Figura 1: Esquema d’aplicacio´ de Lifelogging [1]
Aquest concepte ha estat molt explotat i un dels exemples me´s actuals e´s l’apa-
ricio´ de les Google Glasse de l’empresa Google. Per mitja` d’unes ulleres, es va fent
un registre constant de tot els que perceben els ulls amb la incorporacio´ de realitat
augmentada per a me´s informacio´. Tambe´ van sorgir altres elements per enregistrar
la informacio´ de tota persona, com e´s la incorporacio´ d’una ca`mera de dimensions
redu¨ıdes, com una petita xapa i sense botons, coneguda com a MEMOTO (avui
en dia, Narrative). Aquesta petita ca`mera pren fotografies de manera automa`tica
donant refere`ncies geogra`fiques de les imatges. Tambe´ realitza captures cada 30
segons, e´s a dir, unes 10.000 imatges per cada 12h al dia en una setmana.
1.2 Egocentric Vision i wearable cameras
Egocentric Vision o first-person e´s una branca d’estudi de la visio´ artificial que im-
plica l’ana`lisi d’imatges i v´ıdeos capturats per mitja` d’una ca`mera porta`til (wearable
camera). Aquestes ca`meres es col·loquen normalment en el front, en el cap o el pit
de la persona que la porta (veure Fig. 3). Normalment enfoca a l’a`rea de visio´ de
la persona. Les dades capturades pel dispositiu ofereixen una perspectiva de l’es-
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cena que l’usuari enfoca. En aquest treball, pretenem extreure informacio´ d’aquest
context per a millorar la classificacio´ de persones. Per aquest motiu, inclourem
informacio´ de la roba que porta la persona amb que` s’interactua.
Figura 2: Primeres ca`meres porta`tils (Wearable cameras)
La idea d’utilitzar una ca`mera porta`til (wearable camera) per recopilar dades
visuals des d’una perspectiva en primera persona (Egocentric Vision o first-person)
es remunta als anys 70 (Fig. 2), quan Steve Mann va inventar Eye Glass. Es
tractava d’un dispositiu electro`nic que captura les imatges i les representa en una
pantalla de televisor. Pero` sols despre´s d’entrar al mercat en el 2006 la SenseCam
de Microsoft, vas ser quan es van utilitzar per primera vegada les ca`meres porta`tils
per a treballs en la investigacio´ a gran escala.
L’intere`s de la comunitat de la visio´ per computacio´ en el paradigma egoce`ntric
ha anat en augment, pero` aquest intere`s va sorgir a partir del 2010. Aquest intere`s
apareixia gra`cies a la creixent i innovadora tecnologia dels dispositius portables.
Figura 3: Ca`meres porta`tils : SenseCam i Narrative Clip
Per aquest projecte s’utilitzara` una ca`mera portable (wearable camera) Narra-
tive Clip 2-3fpm de 5 megap´ıxels de definicio´, la qual es mostra a la dreta de la
figura Fig. 3. Aquesta ca`mera e´s capac¸ d’adquirir fins 2000 imatges per dia amb
una autonomia de fins 2 dies. E´s molt fa`cil d’usar-la ja que no te´ cap boto´, dispara
quan hi ha llum i una vegada connectada a l’ordinador descarrega les imatges de
forma automa`tica i carrega la seva bateria. Lu´ltima versio´ de Narrative (Clip 2)
tambe´ disposa amb l’opcio´ de descarregar les imatges per la xarxa sense fil (wi-fi).
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1.3 Person Reidentification
El concepte de person reidentification (re-identificacio´ d’una persona) apareixia per
ajudar als algorismes de les ca`meres de v´ıdeo-vigila`ncia [10] [3] [4]. Els me`todes
utilitzats es basaven en l’ana`lisi i comparacio´ d’informacio´ extreta dels cossos dels
vianants.
El propo`sit de la re-identificacio´ d’una persona e´s detectar a una persona d’in-
tere`s. Quan aquest va sorgir, els algoritmes eren me´s simples i tenien una avaluacio´
a petita escala que s’anava informant perio`dicament. Els u´ltims anys han aparegut
conjunts de dades a gran escala i sistemes per Deep Learning, que fan u´s de grans
volums de dades.
Es consideren diferents tasques, on es classifiquen la majoria dels me`todes d’i-
dentificacio´ en dues classes, els basats en imatges i els basats en v´ıdeos. En aquest
projecte, sols es tracta el sistema basat amb imatges. A me´s, es discuteixen dues
noves tasques d’identificacio´ que estan me´s pro`ximes per l’aplicacio´ en el mo´n real,
e´s a dir, la identificacio´ completa per mitja` de l’explotacio´ d’imatges individuals de
la persona (single shot) i la re-identificacio´ ra`pida realitzada per mitja` d’extenses
galeries d’imatges [4].
L’objectiu de person reidentification e´s identificar a una persona quan aquest es
torna a presentar, pero` en una nova vista, e´s a dir en un nou context. Aquest con-
cepte es podria aplicar fa`cilment en aplicacions de v´ıdeo-vigila`ncia per a seguretat
pu´blica i/o privada.
El concepte de person reidentification es pot tractar per caracter´ıstiques facials,
pero` s’ha de tenir en compte que l’objectiu final e´s la identificacio´ d’una perso-
na d’intere`s. Es pot aconseguir el mateix objectiu utilitzar altres me`triques com
per exemple les dimensions del cos, tal com tracte l’article Partial Person Re-
identification [3], on es proposa la identificacio´ d’una persona per mitja` d’una part
del cos.
En aquest projecte es treballa amb el person reidentification d’imatges per mitja`
de caracter´ıstiques facials ajudades amb altres elements contextuals, com e´s la roba.
1.4 Motivacio´
La motivacio´ d’aquest treball e´s poder aportar eines per a l’estudi, i posterior ana`lisi
i millora de la vida social de la gent.
Qualsevol persona pot fer u´s d’aquestes eines per tal de poder analitzar o millorar
el seu entorn social, aix´ı com tenir un registre de la seva vida quotidiana. Tambe´,
si l’usuari te´ o vol tenir una noto`ria vida social a les xarxes, podria beneficiar-se
d’aquestes eines, ja que automatitzaria les seves publicacions. Aixo` facilitaria tenir
una vida social a la xarxa me´s activa, on publicar les seves imatges de manera
automa`tica i sense interaccions podria reduir el temps que dedica en anar generant
publicacions.
Pero` a part de tenir un u´s merament social, aquestes eines es poden explotar
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amb finalitats me`diques. Hi han persones que tenen dificultats, com per exemple
els afectats d’Alzheimer, ja que si no mantenen un entrenament constant de les
seves habilitats cognitives, aquestes es perden de manera me´s accelerada. Amb
aquestes eines poden tenir un entrenament me´s constant del seu record i tambe´
poder recordar a determinades persones per no ser fruit de cap engany al trobar-
se desorientats per culpa de la seva afectacio´. Per exemple, tota la informacio´
recopilada es podria organitzar i preparar per ser utilitzada en una se`rie de jocs, els
quals estarien dissenyats per mantenir les habilitats, actituds i aptituds socials per
mitja` de l’exercitacio´ mental reiterada.
Tambe´ es pot contemplar l’u´s d’aquestes eines com un ajut a la vida quotidiana
de les persones que tenen alguna deficie`ncia visual, com pot ser una persona cega o
amb una greu minoracio´ de la seva capacitat visual. Aquestes eines poden tenir un
recopilatori de totes les persones que han vist i, fins i tot, es podria implementar en
un audio`fon amb ca`mera, perque` l’usuari del dispositiu sentis el nom de la persona
amb qui parla, i potser poder obtenir me´s informacio´ com l’aniversari, estatura,
possibles deficie`ncies, etc.
1.5 Objectiu
Per concloure la introduccio´, l’objectiu d’aquest projecte e´s obtenir un conjunt d’al-
gorisme que donin com a resultat una o`ptima classificacio´ de les imatges utilitzades
pels usuaris portadores de les ca`meres portables. Gra`cies a la classificacio´ i ana`lisis
de les imatges, es podra` obtenir informacio´ diversa dels usuaris de les ca`meres por-
tables.
Els algorismes es pretenen que siguin o`ptims amb precisio´, ja que pel tipus d’in-
formacio´ que es vol processar, e´s valorar molt me´s la precisio´ de les imatges que
els descarts d’aquestes. Per aquest motiu, es tindra` me´s insiste`ncia amb els falsos
positius que els falsos negatius, ja que tal com s’ha dit, es valorara` per sobre de tot
la precisio´ dels algorismes per a poder fer una re-identificacio´ amb garanties.
1.6 Estructura de la memoria
Aquest treball es distribueix en 5 apartats, els quals so´n:
Estat de l’art: En aquest apartat es detallaran dues aplicacions vinculades
amb la deteccio´ de persones i les seves interaccions. Una detallara` les interaccions
que realitza un usuari amb altres usuaris del seu voltant i l’altre detallara` el tipus
d’interaccio´ que es realitza amb determinades persones.
Re-Identificatio´ de Persones: En aquest apartat s’exposaran els me`todes
proposats envers la distorsio´ de les cares per privatitzar-les i l’agrupament d’a-
questes per realitzar la re-identificacio´. Tambe´ s’explicara` el me`tode proposat per
obtenir me´s informacio´ incorporant la roba de la persona detectada per tal d’afegir
informacio´ contextual per l’agrupament.
Configuracio´ Experimental: En aquest apartat s’exposaran les dades que
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s’utilitzaran per als experiments i es detallaran com es faran aquests. S’explicaran
els sistemes de validacio´ que s’ha utilitzat i les mesures amb les quals han portat a
terme els diferents experiments.
Resultats: En aquest apartat es mostraran els resultats dels experiments pro-
posats en l’apartat de Configuracio´ Experimental. Tambe´ s’analitzaran les dades
obtingudes per a discutir els resultats.
Conclusions i treball futur: En aquest apartat s’exposaran les dades me´s
rellevants del treball per tal de ser discutits i donar idees finals contrastades amb
els experiments realitzats en altres apartats. Tambe´ es vol donar una possible
orientacio´ de futur envers les dades i idees obtingudes.
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2 Estat de l’art
En aquest apartat s’explicaran dues aplicacions dedicades a analitzar les interaccions
socials d’un usuari, el qual porta una ca`mera portable (wearable camera). La
primera aplicacio´ esta` dedicada a la deteccio´ d’interaccions socials [7] mentre que la
segona aplicacio´ estara` dedicada a caracteritza quin estil social [8] te´ la interaccio´,
si n’hi ha. I l’u´ltima esta dedicada a la agrupacio´ de les persones agrupant aspectes
[19].
En la deteccio´ d’interaccions socials s’explicara` l’ana`lisi de les imatges obtingu-
des, on la posicio´ i orientacio´ del rostre de les persones podran determinar si hi ha
interaccio´ o no. Per altra banda la caracteritzacio´ d’estil social analitza diversos
valors del rostre com posicio´, inclinacio´ i/o orientacio´ del cap, on tambe´ se li suma
expressio´ facial, per poder classificar quin tipus d’interaccio´ (si n’hi ha), realitzem
amb determinades persones.
Totes tres aplicacions parteixen del mateix punt de vista egoce`ntric, ja que els
usuaris porten una ca`mera (wearable camera) que enfoca a la seva part frontal per
enregistrar amb qui interactuen.
2.1 Detector d’interaccions socials
La deteccio´ de les interaccions socials, es va introduir recentment a [7]. Aquesta
aplicacio´ analitza les imatges capturades per mitja` d’una ca`mera portable, la qual
enregistra a baixa frequ¨e`ncia fotogrames i es porta per una persona durant tot el
dia. L’objectiu d’analitzar les imatges capturades e´s poder concretar quan l’usuari
s’involucra en una interaccio´ social.
Figura 4: Representacio´ bidimensional de l’entorn [7]
Per tal de determinar si l’usuari esta` interactuant amb una persona, es planteja
el concepte psicolo`gic de F-formation, el qual explota la dista`ncia i orientacio´ de les
persones respecte a l’usuari i que interactuen amb aquest. El resultat e´s un Patro´
d’interaccio´ en una sequ¨e`ncia representada en una se`rie temporal bidimensional
(Fig. 4) que correspon a l’evolucio´ temporal de les caracter´ıstiques de dista`ncia i
orientacio´ al llarg del temps.
Per tal de classificar tota aquesta informacio´ s’utilitza una xarxa neuronal recur-
rent basada en memo`ria a curt i llarg termini (LSTM) [5]. S’ha experimentat amb
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un conjunt de 30.000 imatges amb resultats bastant prometedors.
Diferents treballs s’han dedicat al reconeixement automa`tic i comprensio´ de les
interaccions socials per mitja` de v´ıdeos que combinen la informacio´ d’altres dispo-
sitius com Bluetooth i infrarojos, [11], [12]. Pero` la definicio´ d’una interaccio´ social
depe`n exclusivament d’un recull de senyals visuals capturades des de la perspectiva
d’una persona, limita l’ana`lisi de la informacio´, eliminant la necessitat d’obtenir
informacio´ addicional que pot tenir una greu afectacio´ a la privacitat de la persona.
Aquesta aplicacio´ recull un seguit d’imatges capturades per una ca`mera por-
table a baixa frequ¨e`ncia (2fpm), per analitzar-les i determinar la interaccio´ social
que hi ha. La interaccio´ social e´s un factor molt important per a pronosticar la
salut f´ısica, mental i el benestar de les persones [6]. Per a obtenir patrons de les
interaccions socials d’una persona, s’han portat a terme l’observacio´ de la vida d’a-
quest a llarg termini des d’un punt de vista egoce`ntric. Es pot concretar que les
ca`meres d’alta frequ¨e`ncia (per exemple, GoPro o Looxci) no so´n u´tils ja que poden
registrar imatges nome´s fins 3 hores. En canvi, l’u´s de ca`meres portables de baixa
frequ¨e`ncia (2fpm)(per exemple, Narrative) es poden utilitzar per enregistrar la vida
d’una persona, inclo`s les seves activitats socials, des d’un punt egoce`ntric durant
un llarg per´ıode de temps.
2.1.1 Interaccio´ social
Per detectar les interaccions, s’analitzen les imatges per localitzar determinades
posicions pro`ximes a l’usuari, el fet d’evitar oclusions i organitzar orientacions, per
a obtenir l’origen de la interaccio´.
Per a determinar l’existe`ncia d’un patro´ d’interaccio´, s’utilitza la teoria descrita
per Kendon de F-formation [13]. Aquesta teoria defineix un patro´ que la gent
instintivament mante´ en interactuar amb una altra persona i pot ser mesurat a
partir de les dista`ncies mu´tues i les orientacions dels subjectes. La F-formation
es compon de 3 espais (Fig. 5): p-espai, o-espai i r-espai. El o-espai e´s un espai
vuit convex rodejat per les persones involucrades en la interaccio´ social, on cada
participant mira cap al centre de l’espai i no es permet a persones externes en aquest
espai. El p-espai e´s una franja prima que rodeja el o-espai, i conte´ els participants
de la interaccio´, mentre que el r-espai e´s l’a`rea posterior al p-espai.
En la teoria de F-formation es poden donar diferents configuracions: En el cas
de dos participants, les tende`ncies me´s habituals so´n vis-avis, en forma de L o un al
costat de l’altre. Quan hi ha me´s de tres participants es crea una formacio´ circular
(Fig. 5).
En el cas de les captures egoce`ntriques, les propietats u´niques permeten un en-
focament completament nou per a l’ana`lisi social.
En refere`ncia a la teoria de F-formation, s’analitza la imatge per extreure la
seva ubicacio´ i orientacio´ estimades de les cares i aquestes dades s’utilitzen per a
calcular la l´ınia de visio´ per cada cara i aix´ı estimar la ubicacio´ 3D d’aquestes (Fig.
4). En obtenir un marc d’estimacio´ de les ubicacions 3D de les persones, s’aplica un
algorisme d’agrupacio´ de correlacio´ per fusionar les parelles de persones de grups
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Figura 5: Representacio´ d’espais de F-formation [13]
socials relacionats.
2.1.2 Ana`lisi d’imatges
Durant el transcurs d’un dia, les persones poden participar en diversos esdeveni-
ments socials. A causa del seu impacte emocional, els esdeveniments socials es
podrien considerar com a moments especials que s’haurien de recuperar gra`cies a
la ca`mera portable. Pero` una sola imatge des de la perspectiva de la F-formacio´
aporta una informacio´ limitada, amb la qual es basa l’estat de la interaccio´ social
en aquella imatge, on aquest estat te´ una certa incertesa que fa la decisio´ poc fi-
able. Per aquest motiu, es requereix l’ana`lisi a escala de sequ¨e`ncia d’imatges per
demostrar la participacio´ de les persones en les interaccions socials.
L’aplicacio´ aqu´ı detallada proposa per la deteccio´ i classificacio´ de les interaccions
socials dins les sequ¨e`ncies d’imatges egoce`ntriques l’u´s de dos mo`duls principals:
El primer mo`dul te´ com a objectiu la cerca de les caracter´ıstiques descriptives
de la F-formacio´ de cada imatge de la sequ¨e`ncia i prepara les dades a nivell de
sequ¨e`ncia. El segon mo`dul analitza les caracter´ıstiques resultants del primer modul
per a classificar les sequ¨encies (Fig. 6).
Figura 6: Flux de treball del me`tode proposat [7]
2.1.2.1 Extraccio´ de caracter´ıstiques
Per a poder extreure les dades caracter´ıstiques relatives a la F-formacio´, se segueixen
tres me`todes. Primer, es localitza la cara de cada persona que apareix en la imatge.
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Despre´s es realitza una estimacio´ de l’orientacio´ de la cara. Per u´ltim, es posa cada
persona en escena al llarg de la sequ¨e`ncia d’imatges i es crea una ubicacio´ 3D de cada
persona al llarg de la sequ¨e`ncia per tal de construir el conjunt de caracter´ıstiques.
Els me`todes es concreten a continuacio´:
- Localitzacio´ de persones dins de la sequ¨e`ncia d’imatges: El primer pas
de tots e´s detectar i localitzar les persones que estan al voltant de l’usuari de la
ca`mera. Per localitzar al llarg de la sequ¨e`ncia d’imatges les diferents cares, s’utilitza
un algorisme de deteccio´ de mu´ltiples cares, el qual ha estat pre`viament desenvo-
lupat per sequ¨e`ncies d’imatges egoce`ntriques [14]. Te´ com a objectiu calcular la
trajecto`ria de cada persona dins l’escena i mantenir-la a trave´s d’oclusions.
Una vegada realitzada la deteccio´, se segmenta temporalment la sequ¨e`ncia d’i-
matges com una porcio´ que estableix pre`viament una part on hi ha interaccio´ social
i l’altre no. En cada sequ¨e`ncia, per cada cara visible (es determina com llavor), es
genera un ”tracklet“ que es compon d’un conjunt de corresponde`ncies al llarg de
la sequ¨e`ncia. Posteriorment, s’agrupen els ”tracklets“ similars en bag-of-tracklets
este´s (extend) (eBot). Tots els ”tracklets“ dins un eBot estan destinats a rastrejar
a una persona concreta dins la sequ¨e`ncia d’imatges, la qual te´ la llavor en dife-
rents imatges. Els eBots s’exclouen del conjunt original per mitja` d’una mesura de
confianc¸a.
- Estimacio´ de l’orientacio´ de les cares: La l´ınia de visio´ d’una persona es
pot calcular aproximadament en estimar la posicio´ del cap de la persona que te´
davant. Per cada cara detectada, s’amplia el requadre que la delimita, calculat per
un petit factor d’ampliacio´, i es fa una estimacio´ de la postura del cap de l’usuari.
El detector es basa en la barreja d’arbres amb un conjunt compartit de parts.
Aquest me`tode e´s capac¸ de pronosticar l’orientacio´ del cap entre punts de vista
discrecionals entre -90o (mira cap a l’esquerra) a 90o (mirar cap a la dreta). Aquest
procediment es repeteix per totes les regions de la cara. Per pronosticar la l´ınia
de visio´ se suposa que possiblement es pot mirar des del canto´ esquerre fins el
canto´ dret, tot aixo` dona com a resultat una llibertat de 180o (-90o a 90o). Pel que
s’assumeix que les persones que interactuen amb l’usuari de la ca`mera tenen una
posicio´ del cap entre -30o a 30o (Fig. 4).
- Crear ubicacio´ 3D de les persones: El model de F-formacio´ es basa en
un model de vista d’ocell de l’escena, on cada persona esta` representada amb dues
coordenades (x,z), on x e´s la posicio´ de la persona en 2D i z la distancia entre ell i la
ca`mera. Per estimar la dista`ncia de cada persona, s’entrena un model de regressio´
que apre`n les relacions de profunditat en una superf´ıcie bidimensional. En aquesta
aplicacio´ s’assumeix que la dista`ncia marge per a una interaccio´ social so´n 150cm.
2.1.2.2 Classificacio´ d’interaccio´ social amb LSTM
Les caracter´ıstiques descrites en l’apartat anterior codifiquen una instanta`nia local
en el temps. Pero` e´s important l’ana`lisi en el canvi temporal. Es modela el proble-
ma utilitzant un classificador de Xarxes Neuronals Recurrent (RNN) particulars,
anomenats LSTM, per aprofitar la seva capacitat de l’evolucio´ temporal dels des-
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criptors. S’aplicaran les caracter´ıstiques per a la classificacio´ de les sequ¨e`ncies en
interaccio´ social.
Per a una classificacio´ bina`ria, de sequ¨e`ncies d’imatges egoce`ntriques, es proposa
entrenar una xarxa LSTM introduint-li els vectors caracter´ıstics de cada sequ¨e`ncia
d’imatges amb la informacio´ de la dista`ncia com la de l’orientacio´. El sistema tindra`
que aprendre´ a classificar sequ¨e`ncies de diferents longituds per interactuar o no per
mitja` de l’ana`lisi dels dos vectors de caracter´ıstiques associats a cada sequ¨e`ncia. Per
aquest motiu el sistema necessita aprendre a protegir els continguts de les cel·les de
memo`ria inclu´s contra deriva d’estat intern menor.
La capa oculta conte´ diverses cel·les de memo`ria totalment interconnectades
i totalment connectades a la resta de la xarxa. Les portes d’entrada i sortida
s’utilitzen entrades d’altres cel·les de memo`ria per decidir si accedir a informacio´
concreta dins una cel·la de memo`ria. Sent la i-e´sima cel·la de memo`ria ci, en temps
t, la sortida de ci i y
c
i (t) es calcula com:
yci(t) = youti(t)h(sci(t)),
on l’estat intern sci(t) e´s:
sci(0) = 0
sci(t) = sci(t− 1) + yini(t)g(netci(t)) for t > 0,
on ini i outi, so´n la porta d’entrada i la porta de sortida de la cel·la, respectiva-
ment. g e´s una funcio´ diferenciable que anul·la netci , i h e´s una funcio´ diferenciable
que escala la sortida de la cel·la de memo`ria calculada a partir de l’estat intern sci .
Cada unitat de la capa d’entrada rep la dista`ncia i orientacio´ d’una persona per
l’usuari de la ca`mera en un marc determinat. La capacitacio´ de la xarxa LSTM e´s
essencial per una classificacio´ precisa de les entrades sequ¨encials.
2.1.3 Aplicacions
Es proposa una canalitzacio´ completa per detectar interaccions socials en sequ¨e`ncies
d’imatges egoce`ntriques capturades per mitja` d’una ca`mera portable de baixa frequ¨e`ncia
(2fpm). Els resultats experimentals han demostrat que el me`tode proposat ha ob-
tingut una alta precisio´ en el propo`sit considerat (78% utilitzant SGD).
Aquest treball te´ potencial d’aplicacions importants en els camps de la medicina
preventiva i la interaccio´ humana-computacio´ com, per exemple, l’entrenament de
memo`ria amb persones afectades per deteriorament cognitiu lleu i la tera`pia robo`tica
per a nens afectats per autisme. Informacio´ de les persones amb les que l’usuari de
la ca`mera interactua, seria d’importa`ncia per a la creacio´ de serious games, com els
proposats a [2].
2.2 Caracteritzacio´ d’estil social
Aquesta aplicacio´ proposa un sistema per detectar de manera automa`tica patrons
socials per mitja` de les caracter´ıstiques de les imatges capturades des de les ca`meres
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portables dels usuaris. Per portar a terme aquest propo`sit, es plantegen tres passos
principals els quals so´n:
-Detectar les persones amb les que interactua l’usuari amb la ca`mera portable.
-Categoritzar la interaccio´ social obtingudes del pas anterior per detectar si
la interaccio´ e´s formal o informal. Amb els dos passos esmentats, es fa una ana`lisi
a escala d’esdeveniment individual per crear una se`rie temporal multi-dimensional
de caracter´ıstiques rellevants.
Cada dimensio´ correspon a un conjunt de caracter´ıstiques rellevants per cada
tasca i s’utilitza una xarxa neuronal LSTM per a la classificacio´ de les se`ries tem-
porals.
-Analitzar les interaccions per cada persona on es recullen les recurre`ncies
de cada persona amb qui interactua l’usuari, per a fer una comprensio´ total de la
diversitat i frequ¨e`ncia de les relacions socials. Per a posar a prova aquesta aplicacio´,
s’ha fet u´s de les imatges realitzades durant un mes d’un usuari.
Figura 7: Flux de treball proposat [8]
El patro´ social de l’usuari es genera pel resultat del descobriment de les persones
recurrents, en el conjunt de dades i en la quantificacio´ de la frequ¨e`ncia, la diversitat
i el tipus d’interaccio´ socials succe¨ıdes amb diferents individus.
2.2.1 Deteccio´ d’interaccio´ social
Utilitzant la metodologia detallada en [7] i comentada en l’aplicacio´ anterior, primer
se segmenta el flux de les imatges en esdeveniments individuals i se seleccionen els
possibles esdeveniments socials. En cada esdeveniment social, es rastregen les cares
per mitja` d’un algorisme de seguiment de mu´ltiples cares [14].
Per detectar la interaccio´ social per cada persona rastrejada s’utilitza una classifi-
cacio´ binaria de les se`ries temporals (interaccio´ vs. no interaccio´), on la dimensio´ de
la se`rie temporal correspon al nombre de senyals socials seleccionades per descriure
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una interaccio´ social.
Els valors obtinguts en la deteccio´ social so´n la dista`ncia (ϕd) respecte a la
ca`mera portable, l’orientacio´ de cara detectada segons la seva rotacio´ (yaw)(ϕz),
Fig. 8, igual que es proposa en [7]. Pero` aquesta aplicacio´ explota me´s punts
per determinar l’impacte de l’orientacio´ de la cara segons els termes d’inclinacio´
(pitch)(ϕy), Fig. 8, i balanceig (roll)(ϕx), Fig. 8, aix´ı com d’expressio´ facial (ϕe).
Figura 8: Determinacio´ de coordenades [7]
Les expressions facials es representen com un vector de probabilitats per cada
una de les 8 expressions facials diferents associades a les emocions en la cultura
occidental.
Per una persona donada pi, el ı´ndex d’expressio´ facial dominant seria:
ϕc = arg max
k1,...,8
ek(pi) (2.1)
Es considera el valor de l’expressio´ facial. El conjunt complet de caracter´ıstiques
e´s una se`rie temporal de 5 dimensions (distancia, roll, pitch, yaw i expressio´ facial)
que representen l’evolucio´ temporal de les caracter´ıstiques d’interaccio´ j-e´ssima al











c ), τ = 1, 2, ....
2.2.2 Categoritzacio´ de interaccio´ social
La definicio´ sociolo`gica de reunions formals i informals, com dos grans categories
d’interaccio´ social des de la perspectiva de la visio´ per computacio´, suggereix que
les caracter´ıstiques ambientals i l’expressio´ facial mostren un poder discriminatori
en la categoritzacio´.
- Caracter´ıstiques mediambientals: Cada component del vector de carac-
ter´ıstiques extret d’una xarxa neuronal convolucional (CNN) te´ algun contingut
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sema`ntic, que pot considerar-se com un bon representant de l’entorn en una imat-
ge. Per reduir l’exce´s de dimensions del vector de caracter´ıstiques obtingut de la
xarxa CNN (4096D), s’aplica un enfocament per reescriure el vector envers paraules
discretes [16].
Posteriorment, s’aplica ana`lisi de components principals (PCA) per a mantenir
el 95% de la informacio´ me´s important de la matriu resultant, on tot aixo` condueix
a un vector de caracter´ıstiques de 35 dimensions com ϕg  R
35.
- Expressio´ facial: Les caracter´ıstiques de l’expressio´ facial en aquesta tasca
s’extreuen com la mitja de les expressions facials del nombre total de persones






eind(pi), ind = 1, ..., 8. (2.2)
Aquest punt de vista te´ en compte l’evolucio´ temporal de les caracter´ıstiques d’-
expressio´ facial i ambiental en ser modelades com a se`ries temporal multi-dimensional:
ϕτcategoritzacionR
43 = (ϕτg , ϕ
τ
e), τ = 1, 2, ...
on es basa en el LSTM per a la classificacio´ bina`ria de cada se`rie de temps en
una reunio´ formal o informal.
2.2.3 Caracteritzacio´ de la interaccio´
Per poder caracteritzar el patro´ social d’una persona s’ha de portar a terme l’ana`lisi
de les interaccions socials per mitja` de diversos esdeveniments socials durant un llarg
per´ıode de temps. Aixo` implica la necessitat de definir tres conceptes per tal de
poder concretar la naturalesa de les interaccions socials. Aquests conceptes so´n: la
frequ¨e`ncia, la diversitat i la duracio´.
- Frequ¨e`ncia: Es defineix com a la taxa de interaccions formals (informals), on
I e´s una persona normalitzada pel nu´mero total de interaccions.
Ff(inf) = #If(inf)/#dies
- Diversitat: Comprova la difere`ncia de les interaccions socials d’una persona.
Aquest concepte es defineix com l’exponencial de l’entropia de Shannon calculada
amb logaritmes naturals:
D = 1/2exp(−∑i{f,inf}Ailn(Ai)),
on A indica si la majoria de les interaccions socials d’una persona so´n formals
(informals), respectivament: Af(inf) = #If(inf)/#I).
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Tenint en compte que si una persona te´ el mateix nombre d’interaccions formals
i informals (Aformal = Ainformal = 0, 5), llavors D = 1.
- Duracio´: E´s la longitud d’una interaccio´ social. Es defineix com L(i) per
cada interaccio´ social i de l’usuari. E´s proporcional a la longitud de la sequ¨e`ncia
corresponent a la interaccio´ social.
Per exemple: L(i) = τ(i)r, on τ(i) e´s el nombre d’imatges de la interaccio´ i-e´sima
i r e´s la velocitat d’imatges de la ca`mera.
2.2.4 Aplicacio´ de l’algorisme de caracteritzacio´ de la interaccio´
Es proposa una canalitzacio´ completa per la caracteritzacio´ del patro´ social d’un
usuari que utilitza una ca`mera portable durant un llarg per´ıode de temps.
S’ha comprovat aquesta aplicacio´ realitzant dos experiments on s’han analitzat
les imatges en diferents formats, per tal de comprovar quin e´s el me´s eficient al
detectar interaccions socials i categoritzar interaccions socials.
S’han creat les segu¨ents configuracions per comprovar la deteccio´ d’interaccions
socials:
SID1: Distance + Yaw
SID2: Distance + Yaw + Pitch + Roll
SID3: Distance + Yaw + Facial expression
SID4: Distance + Yaw + Pitch + Roll + Facial expressions




SIC3: Environmental (VGG-finetuned) + Facial expressions
Els resultats d’aquests dos experiments han estat prometedors, on les configu-
racions SID4 i SIC3 han estat les millors amb una ‘precisio´ de 82,55% i 91,15%,
respectivament. L’ana`lisi a nivell de sequ¨e`ncia que utilitza la LSTM aporta un
major rendiment en ambdues tasques.
Les possibles aplicacions en el camp de la medicina preventiva so´n molt impor-
tants, ja que per exemple es poden estudiar els patrons socials dels pacients afectats
per depressio´, tambe´ de les persones grans i de les persones afectades per algun tipus
de trauma.
2.3 Persones del voltant
Donat un flux d’imatges sense restriccions capturades per una ca`mera fotogra`fica
usable (2fpm), es proposa un enfocament no supervisat de baix a dalt per a agru-
pacions automa`tiques que apareixen cares en les identitats individuals presents en
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aquestes dades. El problema e´s dif´ıcil ja que les imatges s’adquireixen en condici-
ons del mo´n real; d’aqu´ı l’aspecte visible de les persones en les imatges experimenta
variacions intensives. El nostre projecte de canalitzacio´ consisteix en organitzar
primer la foto-stream en esdeveniments, me´s tard, localitzar l’aparicio´ de diverses
persones en ells, i finalment, agrupar diversos aspectes de la mateixa persona en di-
ferents esdeveniments. Els resultats experimentals realitzats en un conjunt de dades
adquirits mitjanc¸ant una ca`mera fotogra`fica durant un mes, demostren l’efectivitat
si es proposa l’enfocament per al propo`sit considerat.
2.3.1 Treball realitzat
El clu´ster de rostres e´s un problema poc complex i una gran quantitat de treball
en la literatura s’ha centrat a trobar com explotar les caracter´ıstiques del conjunt
de dades o de l’aplicacio´ particular per restringir-la. Les aplicacions me´s frequ¨ents
so´n l’etiquetatge interactiu d’a`lbums de fotos i organitzacions de v´ıdeo. En el
context de la cara descobriment en a`lbums de fotos, Lee et al. va introduir una
nova restriccio´ coneguda com a context social de les persones que van passar a ser
conegudes, de manera que sovint apareixen persones del mateix context social. Per
exemple, les cares dels membres de la famı´lia solen coincidir, fins i tot, en diferents
fotografies. El sistema fa un primer detector per a cada individu i, posteriorment,
utilitza el detector per descobrir clu´sters de cara nous aprofitant les restriccions
de coincide`ncia. En el mateix escenari, Zhu et al. va presentar una dista`ncia de
rang-ordre per mesurar la dissimilaritat entre dues cares. Aquesta obra explora el
fet que les cares de la mateixa persona solen formar subclu´sters propers a l’espai
de funcions. Una idea semblant e´s proposada per Xia et al., que va aprofitar dues
restriccions: nome´s un individu pot apare`ixer una vegada a la imatge, i la quantitat
d’insta`ncies d’una mateixa persona ha de ser inferior a la quantitat total d’imatges.
El problema es forma llavors com un K-Means restringit, que es resol a trave´s de
l’estrate`gia d’optimitzacio´ de xarxes lineal de flux mı´nim de costos. La imposicio´ de
restriccions per aconseguir un clu´ster me´s prec´ıs s’observa en diversos altres treballs
que intenten agrupar cares en v´ıdeos. Xiao et al. va proposar una Representacio´
de rang baix de blocs ponderats (WBSLRR) que apre`n una representacio´ de dades
de baix rang, tot considerant dues restriccions anteriors definides. En primer lloc,
la restriccio´ de la pista interna estableix que les dues cares de la mateixa car´ıcia
pertanyen a la mateixa persona. Per tant, el clu´ster es realitza per primera vegada
en rutes de cara en comptes de cares individuals. En segon lloc, la restriccio´ entre
traces que estableix rostres de rostres que pertanyen a cares que apareixen en el
mateix marc, no pertany a la mateixa persona. Una idea semblant ha estat emprada
per Cinbis et al. , per obtenir una me`trica de dista`ncia per a la identificacio´ de cara
en v´ıdeos que junten cares en una relacio´ de trama interna, i allunyen els que es
troben en relacio´ intertrau. Me´s recentment, com en moltes altres tasques de visio´
per computadora, les caracter´ıstiques profundes van demostrar la seva efica`cia en
la representacio´ de dades per agrupacions facials. No obstant aixo`, es supervisen
els enfocaments basats en l’aprenentatge profund i, per tant, requereixen una etapa
d’aprenentatge pre`via amb cares etiquetades amb identitat. Per tant, so´n me´s
adequats per a la reidentificacio´ facial.
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3 Re-identificacio´ de Persones
En aquest apartat e´s descriu el sistema proposat per a la re-identificacio´ de persones.
Aquest sistema analitza diverses imatges amb l’objectiu de localitzar rostres de
persones i classificar-les per mitja` de caracter´ıstiques facials i/o contextuals. Per a
arribar a l’objectiu esmentat aquest apartat es divideix en diversos apartats, dels
quals es fara` una breu explicacio´.
En primer lugar, per a la deteccio´ de cares proposam explicar l’algorisme Viola-
Jones [18]. Aquest localitza els rostres de les persones en les imatges. Amb els
rostres localitzats, es fara` l’extraccio´ de caracter´ıstiques facials d’aquests, amb
les quals es creara` un vector descriptiu per cada rostre. Posteriorment es localitza
la zona del pit de la persona, per tal de caracteritzar la roba. En generar els dos
vectors caracter´ıstics, rostre i roba, es realitzaran agrupaments d’aquests vectors
per a poder classificar els diferents rostres, generant clu´sters de rostres iguals.
En aquest treball proposem el segu¨ent model: la classificacio´ de les imatges es
sobre les caracter´ıstiques facials i contextuals - roba. Les cares es descriuen amb el
vector obtingut amb OpenFace [20], la roba amb descriptors de color HSV. Com a
me`tode d’agrupament es proposa l’agrupament Jera`rquic [21][25], amb el coeficient
Pearson [23] per a comprovar les similituds dels rostres.
A continuacio´, es fa una breu explicacio´ de les tecnologies empleades.
Figura 9: Esquema ba`sic de la metodologia
La Fig.9 mostra el recorregut de les imatges des que entren al sistema fins que
surten organitzades per carpetes segons les cares. Aquest esquema e´s una repre-
sentacio´ ba`sica del tractament de la informacio´, on en cada punt s’apliquen altres
mecanismes per augmentar la precisio´ del sistema.
En la Fig. 29 mostra el recorregut de la metodologia amb me´s detall i amb un
resultat final de l’organitzacio´ de les imatges. Aquesta figura esta` ubicada al final
d’aquest apartat.
3.1 Deteccio´ de cares
Per tal de localitzar cares ubicades a diverses fotografies, hi ha l’algorisme de Viola
& Jones, el qual consta de dues parts principals: un classificador en cascada, que
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facilita una discriminacio´ ra`pida i un entrenador de classificadors basat en Adaboost.
Aquest detector de cares e´s molt utilitzat pel seu baix cost computacional i una alta
probabilitat d’obtenir veritables positius.
El classificador en cascada e´s un conjunt de filtres ordenats de menys cost a me´s
cost computacional. D’aquesta manera es pot fer un descart ra`pid de les imatges de
manera eficient. Per extreure les caracter´ıstiques de la imatge, s’utilitzen les ”Haar
features”, que es mostren a la Fig. 10. Aquest e´s un nucli convergent, on cada
caracter´ıstica e´s un valor u´nic obtingut de restar la suma de p´ıxels sota el rectangle
blanc de la suma de p´ıxels en el rectangle negre.
Figura 10: Haar features
L’algorisme extreu les caracter´ıstiques de la imatge en escala de grisos per mitja`
dels ”Haar features”abans esmentats i gra`cies als diferents classificadors en cascada
va descartant les parts de la imatge que no tenen cares fins a arribar a l’u´ltim filtre,
on llavors, les zones que no han estat descartades es considera que representen cares.
El codi implementat per l’excussio´ de l’algoritme de Viola & Jones, e´s el que e´s
mostra en la Fig. 11, a continuacio´:
Figura 11: Codi de l’algorisme Viola & Jones
Com es pot observar a la Fig. 11, la funcio´ per utilitzar el me`tode de Viola
& Jones e´s la “detecMultiScale()”, la qual es crida des de un objecte creat amb
“cv2.CascadeClassifier(‘arxiu.xml’)”. En aquest cas, aquest objecte e´s “cascade” i
l’arxiu xml e´s on es guarden els valors entrenats dels diferents filtres en cascada.
Per aquest motiu, aquest algorisme es podria utilitzar per a la deteccio´ d’altres
elements i no sols cares, ja que es podria entrenar sobre diferent objectes.
A part de la seleccio´ de l’arxiu xml, l’algorisme disposa d’altres para`metres per
concretar me´s la cerca, els quals es mostren en la Fig. 11, com a scaleFactor,
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Figura 12: Combinacio´ de filtres *.xml
minNeighbors, flags, minSize i maxSize, els quals s’explicaran en me´s detall en la
part d’experiments, ja que tenen un valor important per la velocitat d’execucio´.
Concretament, en aquest projecte s’han utilitzat dos arxius ja entrenats de
la llibreria OpenCV els quals so´n ”haarcascade frontalface alt2.xml¨ı ”haarcasca-
de frontalcatface.xml”, on el primer s’utilitza per detectar cares de manera frontal
i el segon s’utilitza per detectar cares de perfil. En la Fig. 12, es pot observar com
es combinen els diferents filtres dins la variable “face cascades”, la qual posterior-
ment sera` utilitzada per buscar cares (Fig. 11). OpenCV tambe´ disposa d’altres
arxius xml per la deteccio´ d’ulls, boca i objectes, pel que e´s una llibreria lliure molt
completa.
Figura 13: Localitzacio´ i distorsio´ de cares
En la Fig. 13 es pot observar com es localitzen les zones de la imatge que contenen
un rostre i posteriorment es distorsionen aquestes zones per tal de privatitzar la
imatge. Com es pot observar en la figura per tal de distorsionar les zones s’aplica
una funcio´ anomenada “blur()”, la qual esta` incorporada a les llibreries OpenCv
[17] i estara` explicada en el pro`xim punt.
Para`metres de l’algorisme de Viola & Jones
Per tal de concretar el funcionament d’aquest algorisme a continuacio´ es detallen
els para`metres de Viola & Jones, el qual esta` incorporat a la llibreria OpenCV
per mitja` de la funcio´ cv2.CascadeClassifier.detectMultiScale(image[, scaleFactor[,
minNeighbors[, flags[, minSize[, maxSize]]]]]) .
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- image: Para`metre obligatori, ja que e´s la representacio´ de la imatge en matriu
en escala de grisos.
- scaleFactor: Para`metre opcional, especifica en quina proporcio´ es redueixen
les dimensions de la imatge segons el factor d’escala que es doni. A major va-
lor augmenta la velocitat d’execucio´, pero` pot minorar la precisio´ de la deteccio´.
Al contrari, un factor d’escala me´s petit augmenta el temps d’execucio´, pero` pot
produir una major deteccio´ de falsos positius.
- minNeighbors: Para`metre opcional, controla el nombre mı´nim de p´ıxels de-
limitadors detectats en una determinada regio´. A major valor dona com a resultat
la deteccio´ de cares de major qualitat, pero` pot reduir la deteccio´ d’altres cares.
- flags: Para`metre opcional, per indicar un tipus concret de haar feature, e´s me´s
utilitzat en versions anteriors, actualment s’ha indicar cv2.CASCADE SCALE IMAGE.
- minSize: Para`metre opcional, aquest valor garanteix que el requadre delimi-
tador detectat tingui una dimensio´ mı´nima d’ample x alt de p´ıxels. Per exemple
(10, 10) dona com a resultat que la deteccio´ mı´nima seran requadres de 10x10 p´ıxels.
- maxSize: Para`metre opcional, aquest valor garanteix que el requadre delimi-
tador detectat tingui una dimensio´ ma`xima d’ample x alt de p´ıxels. Per exemple
(100,100) dona com a resultat que la deteccio´ ma`xima seran requadres de 100x100
p´ıxels.
Al definir els valors minSize i maxSize, es pot arribar a millorar de manera molt
dra`stica la velocitat d’execucio´, ja que es defineixen les dimensions de cerca, com
e´s petit sigui el valor en p´ıxels entre minSize i maxSize, me´s velocitat d’execucio´
tindra`, pero` s’ha de tenir present que les cares que no estiguin entre aquests valors
seran descartades (No es detectaran).
Figura 14: Localitzacio´ de cares amb Viola & Jones. Es mostra com es localitzen
les cares en una imatge i per mitja` de les proporcions del valor Phi.
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3.1.1 Aplicacio´: Privatitzacio´ de cares
La incorporacio´ de les ca`meres portables en el mo´n de la investigacio´ ha aportat
una perspectiva innovadora amb la qual s’extreu informacio´ molt valuosa. Per
contrapartida, s’ha de tenir present que aquesta informacio´ te´ una gran sensibilitat
en tractar imatges de cara`cter personal. La legislacio´ actual, regulada per la Llei
Orga`nica 15/1999 del 13 de Desembre envers la proteccio´ de dades de cara`cter
personal, concreta la necessitat inherent de tenir el consentiment de la persona
que apareix en la imatge, tal com cita l’article 6.1 de l’esmentada llei, on aquest
diu textualment: ”El tratamiento de los datos de cara´cter personal requerira´ el
consentimiento inequ´ıvoco del afectado, salvo que la ley disponga otra cosa.”.
Pel motiu abans exposat, s’han creat eines per a distorsionar les cares de les
persones que apareixen en les imatges. Aquestes eines tenen com a finalitat ocultar
el rostre de la persona fotografiada, perque` aquest continu´ı amb el seu anonimat.
Per portar a terme la privatitzacio´ de les imatges, s’ha seguit el segu¨ent proce-
diment: Primer s’han localitzat les cares de les imatges per mitja` de l’algorisme
de Viola & Jones [18] integrat a les llibreries d’OpenCV [17]. I posteriorment, s’ha
aplicat una funcio´ de distorsio´ (Blur) per tal de privatitzar la zona on s’ha localitzat
la imatge.
Procediment:
Una vegada s’ha localitzat, si hi ha, la cara o cares dins la imatge, en aquesta
s’aplica una funcio´ per a distorsionar la zona on es troba la cara. Com es pot
observar en la Fig. 13, hi ha una imatge a l’esquerra amb dues cares, les quals so´n
detectades per mitja` de Viola & Jones. Es pot observar com les zones emmarcades
so´n processades i com el resultat apareix en la imatge de la dreta, en la qual les
zones localitzades amb la cara apareixen difuminades de tal manera que no es pot
recone`ixer la cara.
Per a portar a terme la distorsio´ de les cares localitzades, s’utilitza la funcio´
”cv2.blur(src, ksize[, dst[, anchor[, borderType]]])”, Fig. 15, la qual esta` implemen-
tada en les llibreries de OpenCV [17]. Aquesta funcio´ te´ diversos para`metres, pero`
els para`metres ”src¨ı ”ksize”so´n me´s que suficients per a complir amb la finalitat
desitjada.
Ba`sicament el para`metre de “src” e´s la imatge que es vol distorsionar, la qual
esta` representada en forma de matriu. La funcio´ “blur” distorsiona tota la imatge
d’entrada. Per aquest motiu, el primer que es fa e´s localitzar la cara dins la imatge,
retallar-la per introduir-la en la funcio´ “blur” i una vegada distorsionat el retall
col·locar aquest en la imatge original (mirar Fig. 13).
L’altre para`metre “ksize” e´s per determinar la dimensio´ del nucli de distorsio´,
per exemple (33,33). Per tal de facilitar la introduccio´ d’aquest valor, es crea una
fo´rmula, on es multiplica l’altura de la zona de la cara per un factor (l´ınia 268 de la
Fig. 15). El factor que s’utilitza e´s un valor entre el 0 i el 1. Aixi e´s pot simplificar
l’entrada d’aquest valor i determinar els nivells de distorsio´.
Com es pot observar en la Fig. 16 un factor o`ptim perque` no es reconegui a la
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Figura 15: Codi per localitzar i distorsionar cares
Figura 16: Distorsio´ cares : Original, factor 0.1, factor 0.2, factor 0.3 i factor 0.6
persona seria el 0.3, pero` com e´s clar, aquest factor tambe´ ha de ser el valor o`ptim
segons les necessitats del problema.
Una vegada detectades les cares a la col·leccio´ d’imatges per una persona, volem
identificar-les per recuperar la mateixa persona en diferents esdeveniments. L’ob-
jectiu e´s crear un a`lbum d’interaccions socials amb la forma de llista de contactes.
Per poder crear un a`lbum amb les persones ben catalogades, s’han de classificar les
imatges obtingudes del portador de la ca`mera portable. D’aquest conjunt d’imat-
ges, se seleccionen sols les imatges on apareixen rostres de persones, de les quals
s’extreuen els rostres amb part del seu cos.
Amb els rostres obtinguts, s’obtenen les seves refere`ncies per a poder classificar
les cares per mitja` de diferents sistemes d’agrupacio´. Tambe´, es preten comprovar
si utilitzant els valors del context, extrets amb els rostres, els rostres es poden
classificar de forma me´s eficient al combinar les caracter´ıstiques dels rostres amb les
caracter´ıstiques del context.
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3.2 Extraccio´ de caracter´ıstiques
En aquest apartat explicara` com s’extreuen els valors caracter´ıstics de les zones
localitzades de rostre i roba. Tambe´ explicarem les eines utilitzades per generar els
vectors descriptius per poder representar les caracter´ıstiques i poder processar les
imatges.
3.2.1 Caracter´ıstiques facials
OpenFace e´s un conjunt de llibreries lliures ubicades a GitHub, concretament a la
web: ”http://cmusatyalab.github.io/openface/ ”, que s’utilitzen per a obtenir les
caracter´ıstiques concretes de les cares per mitja` de Deep Learning, utilitzant una
xarxa ja entrenada.
Existeixen diverses llibreries destinades a obtenir les caracter´ıstiques d’una cara.
Pero`, moltes d’aquestes so´n llibreries d’u´s privat, ja que han estat explotades per
un u´s comercial. En canvi, OpenFace e´s una llibreria lliure que s’ha anat ampliant.
El seu codi esta` directament penjat al sistema GitHub, i es pot utilitzar segons les
necessitats de cada problema.
Figura 17: Imatge original i cara alineada
Per realitzar l’obtencio´ de les caracter´ıstiques d’una cara per mitja` de Deep
Learning, e´s semblant a l’algorisme de Viola & Jones, ja que el sistema s’entrena
pre`viament. OpenFace ja consta d’un entrenament i prova previs de me´s de 6.000
imatges amb una precisio´ del 87%. La representacio´ de cada cara consta d’un vector
amb 128 valors compresos entre -0.4 a 0.4 , pel que cada cara es representa amb 128
bytes. Aquest vector e´s el que s’utilitza com a vector caracter´ıstic. Posteriorment
s’utilitza per a la classificacio´ de les cares per mitja` d’agrupament.
A continuacio´, en la Fig. 19, e´s mostra la cara localitzada i retallada d’una
fotografia me´s general per mitja` de Viola & Jones. La cara mostrada sol e´s un
retall de la imatge localitzada, pero` per poder identificar l’esmentada cara s’ha
d’obtenir un vector caracter´ıstic. Gra`cies a les funcions d’OpenFaces, s’obte´ el
vector caracter´ıstic de 128 bytes que es mostra en la Fig. 20.
Per poder portar a terme l’obtencio´ del vector caracter´ıstic, e´s imprescindible
alinear la cara, Fig. 17 i 19, per a reduir tot el possible l’obtencio´ de valors erronis
per culpa de la posicio´ de la cara.
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Figura 18: Codi OpenFace per extreure vector caracter´ıstic
Figura 19: Imatge de mostra Original i Alineada
Per alinear la cara, OpenFace disposa d’eines per aquest fet. En la Fig. 18 es
pot observar el codi que s’utilitza per obtenir el vector caracter´ıstic d’una cara.
La imatge que entra no ha d’estar alineada, ja que en la l´ınia 76 s’alinea la cara
detectada i es comencen a extreure els valors del vector caracter´ıstic.
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Figura 20: Vector caracter´ıstic de la Figura 19
Amb la Fig. 20 es poden observar les caracter´ıstiques concretes de la cara mos-
trada a la Fig. 19 junt amb la seva alineacio´. En obtenir el vector caracter´ıstic de
cada cara, aquest per mitja` de te`cniques d’agrupament, s’utilitza per a la identifi-
cacio´ de les persones. Per realitzar l’agrupament amb aquest tipus de vector, no e´s
necessari fer una normalitzacio´, ja que tots els vectors extrets per mitja` d’OpenFace
ja estan normalitzats entre els valors 0.4 a -0.4.
3.2.2 Caracter´ıstiques contextuals - Discriminador de Roba
Per a comprovar si les persones porten la mateixa roba en les diferents fotografies,
s’ha utilitzat un vector caracter´ıstic, el qual extreu els valors dels histogrames,
concretament dels p´ıxels corresponents a la zona de la roba.
La zona que es determina com a roba, s’obte´ gra`cies a les coordenades de la cara
obtingudes per l’algoritme de Viola & Jones. Per tal de detectar l’a`rea del tors de
la persona d’on extraiem els descriptors de roba, ens basam en el Golden ra`tio Phi.
Aquest es tambe´ conegut com a nu´mero Aureo (ϕ) es tracta d’un nu´mero algebraic
irracional que conte moltes propietats, com per exemple la relacio´ o proporcio´ entre
dos segments d’una recta, e´s a dir, una construccio´ geome`trica. Aquesta proporcio´




2 ≈ 1, 6180339887498948...
El cos huma` es creu que te´ una distribucio´ a proporcio´ d’aquest valor. Adolf
Zeising, en el segle XIX, va realitzar la primera publicacio´ analitzant aquest valor,
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amb el t´ıtol Nueva teor´ıa de las proporciones del cuerpo humano, desarrolladas a
partir de una ley morfolo´gica ba´sica hasta ahora desconocida, y que esta´ presente en
toda la naturaleza y el arte, acompan˜ado por un resumen completo de los sistemas
prevalentes. En la Fig. 21 es mostra la distribucio´ que va plantejar el Adolf Zeising.
Figura 21: Golden Ratio (ϕ) [28]
Aquesta publicacio´ s’ha anat ampliant al llarg del temps, quan el 1979 es va fer
una nova publicacio´ del Sr. T. Antony Davis i Rudolf Altevogt [28], on es realitzaven
ca`lculs me´s concrets.
Amb el valor ϕ es calcula el requadre de la Fig. 24 , el qual la seva altura
representa l’altura del requadre verd pel valor Phi, i la seva amplada representa
multiplicar per 2 l’amplada del requadre verd.
Caracteritzacio´ de la roba
En el moment que es localitza una cara tambe´ s’extreuen els valors referents a
la roba que porta. Aquests valors s’extreuen en forma de vector caracter´ıstic de 8
bits per canal, on es tracta d’una imatge de 3 canals, aix´ı que es crea un vector de
24 bits, el qual fa referencia a la roba que porta la persona.
Al tenir l’espai de colors concretat, es voldra` comprovar si aquest vector pot
aportar me´s informacio´ per poder classificar de manera me´s eficient els rostres,
pel que es proposara` de concatenar el vector de la roba de 24 bits amb el vector
caracter´ıstic dels rostres de 128 bits per a crear un vector caracter´ıstic de 132 bits,
el qual es normalitzara`.
A part de crear un vector normalitzat de 132 bits, el qual s’utilitzara` amb els
agrupaments, tambe´ es comprovara` la similitud dels vectors de roba, de 24 bits,
amb la dista`ncia de bhatacharrya.
Utilitzem l’histograma d’espai de color HSV (Hue Saturation Value) com a
descriptor de la roba. Aquest espai de color configurat amb tres canals que es
descomponen en la tonalitat (canal H), saturacio´ (canal S) i valor (canal V). La
transformacio´ de l’espai de color RGB a HSV no e´s lineal, tal com es pot mostrar
en la segu¨ent equacio´:
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Figura 22: Transformacio´ de RGB a HSV
Figura 23: Exemples d’espais de color HSV
La dista`ncia de Bhattacharyya
Aquesta mesura s’utilitza per comparar els valors extrets de les zones de la roba, i
s’ha volgut comprovar el seu funcionament pels resultats observats [24]. Al tractar-
se d’un valor normalitzat, es pot concretar un valor de tall i amb aquest poder
discriminar si la roba entre imatges e´s igual/similar o e´s diferent (Subseccio´ ??).
La dista`ncia de Bhattacharyya mesura la similitud de dues distribucions de pro-
babilitat discretes o continues. Esta` estretament relacionat amb el coeficient de






















El coeficient es pot utilitzar per determinar la proximitat relativa de les dues
mostres. S’utilitza per mesurar la separacio´ de les classes en classificacio´ i es consi-
dera me´s fiable que la distancia de Mahalanobis, ja que aquesta dista`ncia e´s un cas
particular de la dista`ncia de Bhattacharyya quan les desviacions esta`ndards de les
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dues classes so´n les mateixes [24]. En consequ¨e`ncia, quan dues classes tenen mitjans
similars, pero` diferents desviacions esta`ndard, la dista`ncia de Mahalanobis tend´ıs
a zero, mentre que la dista`ncia de Bhattacharyya creix dependent de la difere`ncia
entre les desviacions esta`ndards.
A part, la dista`ncia de Mahalanobis necessita una matriu de covaria`ncia, un
factor que alenteix l’execucio´ de l’aplicacio´, tal com es pot mostrar a la fo´rmula
segu¨ent de la dista`ncia de Mahalanobis:
dMahala(x, y) =
√
(x− y) 1S (x− y) S ←− Matriu de covaria`ncia.
Exclusio´ de la pell
Per a obtenir valors referits a sols els colors de la roba, s’ha generat un detector
de pell per tal de localitzar els p´ıxels on esta` ubicada la pell. Per tenir els valors
del vector caracter´ıstic de la roba, s’han eliminat aquests p´ıxels referents a la pell.
Per a poder determinar quins p´ıxels estan vinculats amb la pell, s’han localitzat
les zones del nas i les galtes. Amb els valors d’aquests p´ıxels, hem definit el color de
la pell de la persona. S’han comprovat diferents espais de colors per a obtenir els
valors de colors me´s u´tils per la discriminacio´ de la pell - els espais de Gray, RGB,
YCrCb i HSV.
Figura 24: Deteccio´ de Pell
En la Fig. 24 es pot observar com en el requadre verd es localitza la cara i gra`cies
a les dimensions de la cara es calculen les dimensions, gra`cies al Golden Ratio, del
requadre blau, el qual representa el cos on estan les peses de roba. Tambe´ es pot
observar el requadre vermell, el qual serveix per recopilar els valors de colors de la
pell per posteriorment extreure-la, tal com es pot observar a la imatge de la dreta
de l’esmentada figura, utilitzant l’espai de colors YCrCb.
La gra`fica a la dreta, en la Fig. 24, representa els histogrames amb el que es
farien les comparatives dels diferents espais de color, els quals es comprovaran en
l’apartat d’experiments.
A pesar que aquest sistema no e´s totalment inflable, e´s una primera aproximacio´
a incloure aquest tipus d’informacio´ per a l’agrupament de cares. Diem que no e´s
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Figura 25: Deteccio´ de Pell
fiable, ja que en determinades imatges no es poden eliminar tots els p´ıxels vinculats
amb la pell, tal com es mostra en la imatge de la Fig. 25.
3.3 Agrupament
Una vegada obtingudes les imatges retallades de les cares amb els seus vectors
caracter´ıstics, s’apliquen me`todes d’agrupament - C¸lustering”. L’objectiu e´s obtenir
diferents grups, on cada grup correspondria a una persona si la classificacio´ fos
correcta. En aquest projecte es plantegen tres me`todes d’agrupament diferents
per tal de mostrar un estudi de la problema`tica. A continuacio´ els detallarem,
l’agrupament jera`rquic, basat en MeanShift i el Spectral clustering.
Agrupament Jera`rquic
Hi ha dos me`todes d’agrupaments jera`rquics: els d’aglomerat i els dissociatius.
Els primers comencen l’ana`lisi per unitats individuals i es van formant grups a
partir d’aquestes unitats. Mentre que els segons, els me`todes dissociatius, so´n just
el contrari, parteixen d’un grup inicial i a cada iteracio´ es va disgregant en cerca de
les unitats individuals.
En aquest projecte s’utilitzen els me`todes aglomerats, per tal de crear grups a
partir de les unitats individuals, que en el nostre cas equival a cada exemple de
cara. Per aquest motiu, s’utilitza la llibreria Scipy per Python.
El funcionament per crear aquests grups e´s molt simple: es crea una matriu de
similitud, en aquesta matriu es calculen les dista`ncies entre les respectives unitats
’vectors caracter´ıstics’ i el valor me´s baix e´s on es creara` la unio´ de les unitats.
Les dues unitats unides es contemplen com una sola unitat i es torna a crear la
taula de similituds a la cerca de la pro`xima unio´ amb el valor me´s baix.
El punt a tenir molt present e´s quin ca`lcul per crear la matriu de similitud s’uti-
litza, ja que l’agrupament jera`rquic disposa de 7 me`todes per calcular les dista`ncies
de similitud.
En l’agrupament jera`rquic s’utilitza per defecte la dista`ncia Euclidiana, descrita
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Figura 26: Codi agrupament Jera`rquic
a continuacio´ 3.3, per calcular les distancies entre els elements. Segons el me`tode
utilitzat els valors poden canviar, ja que cada me`tode selecciona un tipus concret
d’elements a calcular. En aquest treball proposam el me`tode Average per a l’agru-
pament dels vectors de caracter´ıstiques.
Me`tode Average: Es realitza una mitja ponderada de les dista`ncies de tots els






Per l’execucio´ d’aquest agrupament es fa servir la funcio´: ”Z = linkage(dades,
method = ’me`tode’)”, tal com es mostra en la Fig. 26, la qual crea la matriu de
similitud segons el me`tode de ca`lcul de les dista`ncies.
La dista`ncia Euclidiana
La dista`ncia Euclidiana o euclidia` e´s la me´s utilitzada per moltes aplicacions, la
qual es dedueix a partir del teorema de Pita`gores. Una funcio´ no negativa utilitzada
per calcular la dista`ncia entre dos punts, tambe´ serveix per definir la distancia entre
dos punts en altres tipus d’espais de tres o me´s dimensions. S’utilitza per obtenir la
longitud d’un segment definit per dos punts d’una recta, del pla o d’espai de major
dimensio´.
Figura 27: Distancia Euclidia`
Per calcular la dista`ncia Euclidia` es calcula amb la segu¨ent formula:
dE(X, Y ) =
√







El coeficient de correlacio´ de Pearson e´s una mesura de la relacio´ lineal entre dos
variables aleato`ries quantitatives. A difere`ncia de la covaria`ncia, la correlacio´ de
























Figura 28: Coeficient de correlacio´ de Pearson
De manera menys formal, es pot definir el coeficient de correlacio´ de Pearson
com un ı´ndex que pot utilitzar-se per mesurar el grau de relacio´ entre dos variables
sempre que siguin quantificables.
Aquest coeficient s’utilitza en aquest treball per poder agrupar d’una manera me´s
precisa els vectors caracter´ıstics, ja que s’intenten agrupar per la similitud entre ells
i aquest coeficient de correlacio´ e´s molt u´til. Tambe´, per a poder discriminar la roba,
s’han comprovat els valors que representaven per l’histograma i es vol comprovar
si es pot aplicar la correlacio´ per poder discriminar si la roba e´s igual (similar) o
diferent.
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Figura 29: Funcionament del me`tode plantejat
En la figura 29 es mostra la metodologia amb un resultat final una vegada s’ha




En aquest apartat, s’analitzaran 6 sets de Dades concrets per tal de tenir la seva
puntuacio´ amb l’execucio´ de l’algorisme Viola & Jones. A part, aquests sets de
dades seran els que s’explotaran en els experiments posteriors, els sets de dades es
reparteixen en els grups:
Grup 0: Conjunt inicial de 317 imatges amb una capacitat total de 115,6 Mb,
on apareixen 20 persones diferents i consta de 377 cares.
Grup A: Conjunt inicial ampliat de 803 imatges amb una capacitat total de
264,2 Mb, on apareixen 37 persones diferents
Grup B: Conjunt de 751 imatges amb una capacitat total de 887,7 Mb, repre-
senten les imatges de l’Usuari 2 del dia 02-09-2016 i apareixen 8 persones diferents.
Grup C: Conjunt de 1302 imatges amb una capacitat total de 960,1 Mb, repre-
senten les imatges de l’Usuari 2 del dia 02-12-2016 i apareixen 13 persones diferents.
Grup D: Conjunt de 665 imatges amb una capacitat total de 339,1 Mb, repre-
senten les imatges de l’Usuari 5 del dia 02-06-2016 i apareixen 9 persones diferents.
Grup E: Conjunt de 760 imatges amb una capacitat total de 407,2 Mb, repre-
senten les imatges de l’Usuari 5 del dia 14-07-2016 i apareixen 3 persones diferents.
4.2 Mesures de validacio´
Per a realitzar les comprovacions i validacions dels experiments s’utilitza la mesura
de control de F-Score, la qual es mostra en els resultats. Per poder obtenir el valor
de F-Score, pre`viament s’han d’obtenir les me`triques de Precision i Recall, les quals




La me`trica de Precision representa la proporcio´ d’elements classificats correc-
tament (True Positive) respecte als elements que so´n classificats de forma erro`nia
(False Positive).
Precision = [TruesPositives][TruesPositives]+[FalsesPositives]
La me`trica de Recall o exhaustivitat representa els valors classificats correcta-
ment (True Postive) respecte als valors descartats erro`niament (False Negative).
Recall = [TruesPositives][TruePositives]+[FalsesNegatives]
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Per comparar l’efica`cia dels diferents me`todes proposats s’utilitzaven les mesures
abans descrites, pero` s’ha de fer e`mfasis que una premissa que es volia complir era
que el sistema classifiques amb els menors errors possibles, e´s a dir, tenir la me`trica
Precisio´ el me´s pro`xim a 100%, per aquest motiu s’ha tingut molt present aquesta
me`trica.
4.3 Comparacio´ amb l’estat de l’art
La metodologia plantejada es comparada amb altres implementacions d’aquesta.
Per aixo`, implementam similars models, on es varien els para`metres. Per exemple,
utilitzam diferents sistemes d’agrupacio´ i diferents dista`ncies per poder comprovar
si hi ha un sistema amb millors resultats. Tambe´ es comprovaren altres espais
de colors envers els valors obtinguts de les caracter´ıstiques de la roba, on tambe´ es
proposara` l’efica`cia d’analitzar la zona de la roba excloent o no la pell de la persona.
4.3.1 Me`todes d’agrupament
S’han implementat altres me`todes d’agrupament per tal de comparar el seu ren-
diment amb el del me`tode que es proposa en aquest treball. Aquest me`todes son
MeanShift i SpectralClustering.
a) Agrupament Jera`rquic Hem comparat el me`tode proposat, jera`rquic amb
dista`ncia average, amb els resultats obtinguts utilitzant les altres distancies.
Me`tode Single: La dista`ncia que es calcula e´s des dels elements me´s pro`xims
entre els dos conjunts a comparar:
d(u, v) = min(dist(u[i], v[j]))
Me`tode Complete: La dista`ncia que es calcula e´s des de l’element me´s allunyat
entre els dos conjunts a comparar:
d(u, v) = max(dist(u[i], v[j]))
Me`tode Weighted: Es realitza una mitja no ponderada de les dista`ncies entre
els elements dels diferents conjunts:
d(u, v) = (dist(s,v)+dist(t,v))2
Me`tode Centroid : Es calcula la dista`ncia entre els centroides no ponderats dels
conjunts d’elements.
dist(s, t) = ||Cs − Ct||2
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Me`tode Median: Es calcula la dista`ncia entre els centroides ponderats dels
conjunts d’elements.
Me`tode Ward: Calcula la dista`ncia per cada dos conjunts per unir els dos que





2 + |v|+|t|T d(v, t)
2 + |v|T d(s, t)
2
b) Agrupament MeanShift Aquest agrupament implementa una idea molt
simple que realitza qualsevol persona en analitzar les imatges. MeanShift considera
un espai de caracter´ıstiques com una funcio´ de densitat de probabilitat. Per im-
plementar aquest tipus d’agrupament s’han utilitzat les llibreries ”scikit-learn”per
Python.
Si l’entrada d’informacio´ e´s un conjunt de punts, MeanShift els considera com
una mostra de la funcio´ de probabilitat corresponent. Si hi ha regions denses,
aquestes es corresponen amb un mode de la funcio´ de densitat de probabilitat. Per
cada punt de dades, l’algorisme fa desplac¸ar la finestra (bandwidth) fins al pic me´s
proper de la funcio´ de densitat de probabilitat del conjunt de dades. Per a cada
punt de dades, el canvi de medi defineix una finestra al voltant d’ella i calcula la
mitjana del punt de dades. Despre´s es desplac¸a el centre de la finestra per a la
mitjana i es repeteix l’algorisme fins que convergeix. Despre´s de cada iteracio´, es
pot considerar que la finestra es desplac¸a a una regio´ me´s densa del conjunt de
dades. A alt nivell, podem especificar MeanShift de la segu¨ent manera:
- Preparar i normalitzar les dades per a poder ser processades, on la llibreria
”scikit-learn”te´ la funcio´ ”preprocessing.scale(’Dades’)”per poder-ho realitzar, i
- Fixar una finestra (bandwidth) al voltant de cada punt de dades, on la llibreria
”scikit-learn”te´ la funcio´ “estimate bandwidth” que fa una estimacio´ del valor de
la finestra.
Per l’execucio´ d’aquest agrupament, e´s mostra en la Fig. 30, on hi ha el codi per
fer el clustering.
c) Agrupament Spectral
Aquest tipus d’agrupament aplica una matriu de similitud amb la qual es realitza
una reduccio´ de dimensions gra`cies a agrupar les dades. Es representa el clustering
generant una particio´ del graf de forma de les l´ınies que uneixen diferents grups que
tinguin ’baix’ pes (dissimiles entre si) i les l´ınies que uneixen punts del mateix grup
que el tinguin alt pes (semblants entre si).
Aquest sistema es configura amb les segu¨ents caracter´ıstiques basades en grafs:
- Un graf G = (V,E) no direccional si wij = wji , i conte´ pesos si wij ≥ 0 per a
tot i, j.
- Matriu d’Adjace`ncia W es la matriu amb els elements wij.





Figura 30: Codi del Mean-Shift
- Matriu de greu D: es una matriu diagonal amb els elements aii = di.




- Dimensio´ de A: |A| = nu´mero de ve`rtex pertanyents a A; vol(A) =∑
iA
di.
- A connectat si per tot i, j pertanyes a A, las l´ınies o camı´ de l´ınies que connecten
vi amb vj estan incluses en A.
- A component connectada si e´s connectada i no existeixen connexions amb els
ve`rtexs de A.
- Particio´ de V : A1 ∪ A2 ∪ A3... ∪ Ak = V yAi ∩ Aj = Φ, per tot i, j.
Spectral clustering representa la similitud amb diferents grafs, per aix´ı modela
les relacions de ve¨ınat entre ve`rtexs en diferents models. A continuacio´, es descriuen
els diferents grafs de similitud.
Grafs de ve¨ınat-: Connecta dos ve`rtexs vi, vj si la dista`ncia e´s dij ≺ . E´s
usual que aquest graf no tingui pesos associats.
Grafs de k-ve¨ıns pro`xims: Connecta dos ve`rtexs vi, vj si vj esta` entre els
k-ve¨ıns pro`xims de vi.
Grafs de k-ve¨ıns mutus pro`xims: Connecta dos ve`rtexs vi, vj si vj esta` entre
els k-ve¨ıns pro`xims de vi i si vi esta` entre els k-ve¨ıns pro`xims a vj.
Grafs totalment connectat: Connectat dos ve`rtexs vi, vj si sij  0 i els pesos
wij s’assignen segons sij, sij hauria de modelar el ve¨ınat local.
Per l’execucio´ d’aquest agrupament, e´s mostra en la Fig. 31, on hi ha el codi per
fer el clustering.
L’inconvenient d’aquest sistema d’agrupament e´s la necessitat d’indicar una k
per tal de realitzar tants agrupaments com k ’s s’indiquin, per aquest motiu en la
funcio´ Spectral clustering hi ha la funcio´ ”elbow()”amb la que es calcula la k -optima
aplicant el me`tode del “colze”.
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Figura 31: Codi Agrupament Spectral
4.3.2 Informacio´ contextual - analysis de diferents espais de color
Comparam el rendiment quan s’utilitzen altres espais de color. Per aixo` comparen
diferents vectors caracter´ıstics de roba, sense concatenar altre tipus d’informacio`.
Entre els vectors es realitzen les mesures comentades en els apartats 3.3 (Dista`ncia
Euclidiana), 3.3 (Coeficient de Pearson) i 3.2.2 (Distancia de Bhattacharyya).
Hi ha una se`rie d’espais de color que tenen el seu propi sistema de coordenades de
color, cada punt en el sistema de coordenades representa un color diferent. Existeix
una a`mplia varietat de models de colors, els quals posseeixen caracter´ıstiques que els
fan u´tils en determinats tipus de problemes. En aquest treball fem una comparacio´
utilitzant els diferents espais de colors com a descriptors dels p´ıxels relacionats amb
la roba.
Els espais de color que se solen aplicar en l’a`mbit de visio´ per computacio´ so´n
[26]:
- Gray (Escala de grisos): E´s una escala empleada en la imatge digital, on el
valor de cada p´ıxel posseeix un valor equivalent a una graduacio´ de gris. Les imatges
representades amb aquest tipus d’espais estan compostes d’ombres de grisos.
Figura 32: Exemples d’espais de color Gray
- RGB (Red Green Blue): E´s el t´ıpic espai de color, el qual es troba en la
majoria de dispositius. Esta` configurat per tres canals (vermell, verd i blau) on la
lluminositat i la cromina`ncia no es troben per separat, cosa que dificulta l’ana`lisi de
la imatge perque` no pot separar el factor de la lluminositat del color. Normalment
cada canal esta` format per 8 bits. No e´s un espai que es percebi de manera uniforme.
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Figura 33: Exemples d’espais de color RGB
- YCrCb : Aquest espai de color es compon d’una component de lluminositat
(Y) i dos components de color (Cb y Cr), que representa la cromina`ncia en blau i







 65, 481 128, 553 24, 966−37, 797 −74, 203 112




Figura 34: Exemples d’espais de color YCrCb
4.3.3 Vector Caracter´ıstic - Discriminador de Roba
A me´s, per a completar el set d’experiments, mostram els resultats obtinguts quan
per a la classificacio´ utilitzam exclusivament el vector caracter´ıstic de la roba. L’ob-
jectiu es el mateix que amb les configuracions anterior, el poder identificar si les
zones de roba comparades son les mateixes. Per a portar a terme aquesta compa-
racio´ s’utilitza la dista`ncia de Bhattacharrya.
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5 Resultats
En aquesta seccio´ exposem els resultats obtinguts pels diferents apartats. Hem dut a
terme una extensa exploracio´ de la performance dels diferents me`todes utilitzats per
aquest project, i pre`viament descrits en aquest treball. A me´s, reportem resultats
obtinguts variant diferents para`metres per a cada me`tode descrit.
5.1 Deteccio´ de cares per Viola & Jones
Figura 35: Mostrar localitzacio´ de cares Grup A
Per la deteccio´ de les cares amb el Algorisme Viola & Jones, pel qual s’utilitzen els
filtres haardcascade frontal alt2.xml i haardcascade profileface.xml, es comproven
diversos para`metres descrits a la metodologia per comprovar quina configuracio´ te´
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una millor eficie`ncia per les imatges egoce`ntriques, els resultats d’aquest punt es
poden comprovar a les taules 4 i 5.
La Fig. 35 representa la localitzacio´ de cares del Grup A d’imatges (desglossats
a 5.1.5), on les l´ınies blaves representen les cares detectades per Viola & Jones
i les l´ınies vermelles intermitents corresponen a la representacio´ de les cares que
apareixen en les imatges.
5.1.1 Velocitat d’execucio´ de l’algorisme de Viola & Jones aplicat a les
dades egoce`ntriques
Per comprovar la velocitat d’execucio´ de l’algorisme de Viola & Jones, s’ha com-
provat d’executar-lo amb diversos threads, on es mostren els resultats a la taula
4.
Les imatges amb les quals s’ha fet aquesta prova inicial, representen un conjunt
de 233 imatges d’un set d’imatges pu´blic de diverses fotografies familiars. Aquest
conjunt d’imatges conte´ un total de 2028 cares. La capacitat total d’aquestes imat-
ges e´s de 27,6 Mb amb unes dimensions de 1024x[500, 1100] p´ıxels.
Taula 1: Execucio´ Viola & Jones












Guany Precisio Recall F-Score
1.1
5 1697 48 905,548 234,776 74,07% 97,17% 85,35% 90,88%
8 1439 11 929,810 232,993 74,94% 99,24% 71,19% 82,90%
11 1222 8 940,562 234,739 75,04% 99,35% 60,34% 75,08%
14 1056 1 797,630 237,385 70,24% 99,91% 52,07% 68,46%
1.2
5 1340 9 518,262 139,651 73,05% 99,33% 66,22% 79,46%
8 1050 2 342,998 138,437 59,64% 99,81% 51,78% 68,18%
11 847 0 383,992 138,920 63,82% 100,00% 41,77% 58,92%
14 699 0 340,571 140,108 58,86% 100,00% 34,47% 51,27%
1.3
5 1044 4 247,040 102,517 58,50% 99,62% 51,49% 67,89%
8 782 0 246,123 101,091 58,93% 100,00% 38,56% 55,66%
11 594 0 247,440 100,413 59,42% 100,00% 29,29% 45,31%
14 412 0 246,803 100,767 59,17% 100,00% 20,32% 33,77%
1.4
5 584 1 180,782 75,065 58,48% 99,83% 28,78% 44,67%
8 284 0 180,917 73,883 59,16% 100,00% 14,00% 24,57%
11 108 0 184,416 74,185 59,77% 100,00% 5,33% 10,11%
14 41 0 194,433 74,073 61,90% 100,00% 2,02% 3,96%
Per a millorar el rendiment d’aquest algorisme, s’ha paral·lelitzat la seva excussio´,
ja que s’ha comprovat que la millora d’executar l’algoritme amb 1 Core a 8 Cores
e´s entre el 50% al 70% de guany, tal com es pot demostrar en la taula 4 de l’apartat
de resultats.
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5.1.2 Para`metres de l’algorisme de Viola & Jones
En aquests experiment es comprovara` la millor configuracio´ de para`metres per fixar
en les posteriors proves, on el resultat d’aquest experiment es mostra a la taula 5.
Per realitzar aquest experiment, s’ha utilitzat un conjunt inicial, Grup 0, de
317 imatges egoce`ntriques amb una capacitat total de 115,6 Mb, on apareixen 20
persones diferents i consta de 377 cares.
Taula 2: Resultats deteccio´ de cares en imatges egoce`ntriques









Segons Minuts Precisio Recall F-Score
1.1
5 373 117 1070,789 17,846 68,63% 67,90% 68,27%
8 245 28 973,091 16,218 88,57% 57,56% 69,77%
11 220 18 979,734 16,329 91,82% 53,58% 67,67%
14 200 4 1003,013 16,717 98,00% 51,99% 67,94%
17 170 2 986,017 16,434 98,82% 44,56% 61,43%
20 152 1 982,558 16,376 99,34% 40,05% 57,09%
23 140 1 979,944 16,332 99,29% 36,87% 53,77%
26 121 0 1040,930 17,349 100,00% 32,10% 48,59%
29 110 0 1031,473 17,191 100,00% 29,18% 45,17%
1.2
5 240 24 579,833 9,664 90,00% 57,29% 70,02%
8 174 4 565,575 9,426 97,70% 45,09% 61,71%
11 141 0 572,530 9,542 100,00% 37,40% 54,44%
14 120 0 571,652 9,528 100,00% 31,83% 48,29%
17 94 0 565,504 9,425 100,00% 24,93% 39,92%
20 74 0 569,707 9,495 100,00% 19,63% 32,82%
1.3
5 194 9 441,182 7,353 95,36% 49,07% 64,80%
8 142 0 437,514 7,292 100,00% 37,67% 54,72%
11 100 0 438,197 7,303 100,00% 26,53% 41,93%
14 70 0 411,005 6,850 100,00% 18,57% 31,32%
17 35 0 413,783 6,896 100,00% 9,28% 16,99%
20 16 0 432,420 7,207 100,00% 4,24% 8,14%
1.4
5 125 1 300,334 5,006 99,20% 32,89% 49,40%
8 63 0 302,570 5,043 100,00% 16,71% 28,64%
11 20 0 319,269 5,321 100,00% 5,31% 10,08%
14 2 0 313,762 5,229 100,00% 0,53% 1,06%
17 0 0 0 0,00% 0,00% 0,00%
20 0 0 0 0,00% 0,00% 0,00%
Com es pot observar en la taula 5, la millor configuracio´ de para`metres e´s sca-
le Factor 1.2 i min neighbors 5, el qual ha obtingut un resultat de F-Score de
70,02%.
5.1.3 Ana`lisis de totes les dades amb Viola & Jones
En aquest experiment, es comprovaran els millors para`metres segons el resultat de
F-Score, es realitza una prova als Grups del A a l’E, abans descrits, per tenir els
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resultats amb els para`metres Scale Factor 1.2 min neighbors 5, pero` en aquest punt
es limiten els valors de minSize i maxSize, els quals so´n 5% i 35% respectivament
de l’amplada de la imatge.







A 533 170,45 99,54% 58,50% 73,69%
B 124 183,58 71,05% 60,45% 65,32%
C 180 177,46 83,44% 45,96% 59,28%
D 135 152,68 80,34% 87,04% 83,56%
E 65 164,44 80,00% 31,33% 45,02%
Al limitar els valor de minSize i maxSize, es pot observar un augment de la
velocitat d’execucio´ molt considerable amb uns resultats molt o`ptims, tal com es
pot observar a la taula 6.
Per la deteccio´ de les cares amb el Algorisme Viola & Jones, pel qual s’utilitzen els
filtres haardcascade frontal alt2.xml i haardcascade profileface.xml, es comproven
diversos para`metres descrits a la metodologia per comprovar quina configuracio´ te´
una millor eficie`ncia per les imatges egoce`ntriques, els resultats d’aquest punt es
poden comprovar a les taules 4 i 5.
La Fig. 35 representa la localitzacio´ de cares del Grup A d’imatges (desglossats
a 5.1.5), on les l´ınies blaves representen les cares detectades per Viola & Jones
i les l´ınies vermelles intermitents corresponen a la representacio´ de les cares que
apareixen en les imatges.
5.1.4 Privatitzacio´ d’imatges egoce`ntriques
En aquest apartat es detallaran els experiments realitzats en Privatitzacio´ d’imatges
egoce`ntriques.
5.1.4.1 Velocitat d’execucio´ de l’algorisme de Viola & Jones aplicat a
les dades egoce`ntriques
Per comprovar la velocitat d’execucio´ de l’algorisme de Viola & Jones, s’ha com-
provat d’executar-lo amb diversos threads, on es mostren els resultats a la taula
4.
Les imatges amb les quals s’ha fet aquesta prova inicial, representen un conjunt
de 233 imatges d’un set d’imatges pu´blic de diverses fotografies familiars. Aquest
conjunt d’imatges conte´ un total de 2028 cares. La capacitat total d’aquestes imat-
ges e´s de 27,6 Mb amb unes dimensions de 1024x[500, 1100] p´ıxels.
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Taula 4: Execucio´ Viola & Jones












Guany Precisio Recall F-Score
1.1
5 1697 48 905,548 234,776 74,07% 97,17% 85,35% 90,88%
8 1439 11 929,810 232,993 74,94% 99,24% 71,19% 82,90%
11 1222 8 940,562 234,739 75,04% 99,35% 60,34% 75,08%
14 1056 1 797,630 237,385 70,24% 99,91% 52,07% 68,46%
1.2
5 1340 9 518,262 139,651 73,05% 99,33% 66,22% 79,46%
8 1050 2 342,998 138,437 59,64% 99,81% 51,78% 68,18%
11 847 0 383,992 138,920 63,82% 100,00% 41,77% 58,92%
14 699 0 340,571 140,108 58,86% 100,00% 34,47% 51,27%
1.3
5 1044 4 247,040 102,517 58,50% 99,62% 51,49% 67,89%
8 782 0 246,123 101,091 58,93% 100,00% 38,56% 55,66%
11 594 0 247,440 100,413 59,42% 100,00% 29,29% 45,31%
14 412 0 246,803 100,767 59,17% 100,00% 20,32% 33,77%
1.4
5 584 1 180,782 75,065 58,48% 99,83% 28,78% 44,67%
8 284 0 180,917 73,883 59,16% 100,00% 14,00% 24,57%
11 108 0 184,416 74,185 59,77% 100,00% 5,33% 10,11%
14 41 0 194,433 74,073 61,90% 100,00% 2,02% 3,96%
Per a millorar el rendiment d’aquest algorisme, s’ha paral·lelitzat la seva excussio´,
ja que s’ha comprovat que la millora d’executar l’algoritme amb 1 Core a 8 Cores
e´s entre el 50% al 70% de guany, tal com es pot demostrar en la taula 4 de l’apartat
de resultats.
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5.1.4.2 Para`metres de l’algorisme de Viola & Jones
En aquests experiment es comprovara` la millor configuracio´ de para`metres per fixar
en les posteriors proves, on el resultat d’aquest experiment es mostra a la taula 5.
Per realitzar aquest experiment, s’ha utilitzat un conjunt inicial, Grup 0, de
317 imatges egoce`ntriques amb una capacitat total de 115,6 Mb, on apareixen 20
persones diferents i consta de 377 cares.
Taula 5: Resultats deteccio´ de cares en imatges egoce`ntriques









Segons Minuts Precisio Recall F-Score
1.1
5 373 117 1070,789 17,846 68,63% 67,90% 68,27%
8 245 28 973,091 16,218 88,57% 57,56% 69,77%
11 220 18 979,734 16,329 91,82% 53,58% 67,67%
14 200 4 1003,013 16,717 98,00% 51,99% 67,94%
17 170 2 986,017 16,434 98,82% 44,56% 61,43%
20 152 1 982,558 16,376 99,34% 40,05% 57,09%
23 140 1 979,944 16,332 99,29% 36,87% 53,77%
26 121 0 1040,930 17,349 100,00% 32,10% 48,59%
29 110 0 1031,473 17,191 100,00% 29,18% 45,17%
1.2
5 240 24 579,833 9,664 90,00% 57,29% 70,02%
8 174 4 565,575 9,426 97,70% 45,09% 61,71%
11 141 0 572,530 9,542 100,00% 37,40% 54,44%
14 120 0 571,652 9,528 100,00% 31,83% 48,29%
17 94 0 565,504 9,425 100,00% 24,93% 39,92%
20 74 0 569,707 9,495 100,00% 19,63% 32,82%
1.3
5 194 9 441,182 7,353 95,36% 49,07% 64,80%
8 142 0 437,514 7,292 100,00% 37,67% 54,72%
11 100 0 438,197 7,303 100,00% 26,53% 41,93%
14 70 0 411,005 6,850 100,00% 18,57% 31,32%
17 35 0 413,783 6,896 100,00% 9,28% 16,99%
20 16 0 432,420 7,207 100,00% 4,24% 8,14%
1.4
5 125 1 300,334 5,006 99,20% 32,89% 49,40%
8 63 0 302,570 5,043 100,00% 16,71% 28,64%
11 20 0 319,269 5,321 100,00% 5,31% 10,08%
14 2 0 313,762 5,229 100,00% 0,53% 1,06%
17 0 0 0 0,00% 0,00% 0,00%
20 0 0 0 0,00% 0,00% 0,00%
Com es pot observar en la taula 5, la millor configuracio´ de para`metres e´s sca-
le Factor 1.2 i min neighbors 5, el qual ha obtingut un resultat de F-Score de
70,02%.
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5.1.5 Ana`lisis de totes les dades amb Viola & Jones
En aquest experiment, es comprovaran els millors para`metres segons el resultat de
F-Score, es realitza una prova als Grups del A a l’E, abans descrits, per tenir els
resultats amb els para`metres Scale Factor 1.2 min neighbors 5, pero` en aquest punt
es limiten els valors de minSize i maxSize, els quals so´n 5% i 35% respectivament
de l’amplada de la imatge.
Resultats:







A 533 170,45 99,54% 58,50% 73,69%
B 124 183,58 71,05% 60,45% 65,32%
C 180 177,46 83,44% 45,96% 59,28%
D 135 152,68 80,34% 87,04% 83,56%
E 65 164,44 80,00% 31,33% 45,02%
Al limitar els valor de minSize i maxSize, es pot observar un augment de la
velocitat d’execucio´ molt considerable amb uns resultats molt o`ptims, tal com es
pot observar a la taula 6.
5.2 Agrupament
Amb els retalls de les imatges, on es troben els possibles rostres, generats en els
experiments anteriors de Viola & Jones s’han realitzat les proves en aquest apartat,
ja que les imatges de cada grup seran agrupades segons els seus vectors caracter´ıstics
obtinguts de la llibreria OpenFace [20].
Els para`metres utilitzats per les proves fetes amb els agrupaments seran: Fac-
tor 1.2, min neighbors 5, min size 5% i maxSize 35%, amb els filtres haardcasca-
de frontal alt2.xml i haardcascade profileface.xml
5.2.1 Agrupament Jerarquic - sense tall
Per analitzar quin me`tode e´s el me´s efectiu, es comproven tots els me`todes en cada
grup. L’objectiu e´s poder determinar si hi ha algun me`tode que agrupi millor aquest
tipus de dades, per a poder tindre una bona precisio´ a l’hora d’agrupar rostres i
que aquest agrupin per similitud.
En aquest experiment les entrades d’informacio´ so´n el conjunt de vectors carac-
ter´ıstics dels rostres, extrets per OpenFace. Tambe´ concretar el concepte d’error,
segons es mostren en les taules, ja que aquest concepte indica que una imatge reta-
llada amb un suposat rostre no s’ha pogut extreure el seu vector caracter´ıstic. En
el cas que els clu´sters estiguessin formats per una sola imatge, aquest es consideren
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com imatges descartades, pel que en principi no tindrien cap similitud amb altres
imatges.
Les agrupacions es crearan sense utilitzar un valor de tall, aix´ı que cada clu´ster
sera` fruit del que hagi concretat el sistema jera`rquic. En aquestes agrupacions cal
tenir present que no es parteixen amb totes les possibles cares si l’algorisme anterior
(Viola & Jones) ha tingut un Recall inferior a 100%, aixo` vol dir que el valor total
de possibles cares e´s el valor inicial del conjunt d’imatges i si les imatges retallades
so´n inferiors a les reals, el Recall mai sera` del 100%. Com a ma`xim el Recall esperat
sera` el que es mostra a la taula 6.
Taula 7: Agrupament Jera`rquic sobre Grup A sense tall
Me`tode Errors Descarts Clu´sters Precision Recall F-Score
Single 54 81 19 45,21% 33,11% 38,22
Complete 54 0 24 15,26% 26,19% 19,28%
Ward 54 0 3 22,59% 23,20% 22,89%
Average 54 4 29 43,95 30,10% 35,73%
Weighted 54 0 34 18,42% 31,39% 23,21%
Centroid 54 44 14 26,74% 28,19% 27,44%
Median 54 30 10 34,88% 28,37% 31,29%
Com es pot observar en la taula 7, els me`todes a destacar so´n el Single i el
Average amb una precisio´ de me´s del 40%, els valors me´s alt. Tambe´ s’ha de tenir
present que el me`tode del enllac¸ament singular ha descartat me´s rostre que cap
altre me`tode, pel que si queden menys rostres per organitzar la precisio´ pot ser me´s
alta. Igualment es comprovaran tots els me`todes en els grups restants.
Taula 8: Agrupament Jera`rquic Grup B sense tall
Me`tode Errors Descarts Clu´sters Precision Recall F-Score
Single 40 6 2 85,25% 39,10% 56,61%
Complete 40 1 5 94,37% 45,58% 61,47%
Ward 40 0 2 79,71% 41,04% 54,19%
Average 40 1 3 82,35% 41,18% 54,90%
Weighted 40 6 3 96,83% 43,88% 60,40%
Centroid 40 2 2 80,88% 41,04% 54,46%
Median 40 8 3 98,39% 43,57% 60,40%
Com es pot comprovar a la taula 8, el me`tode a destacar e´s el Weighted amb el
valor me´s alt, de 96,83% de precisio´. Tambe´ es destaca que la resta de valors han
estat molt millors pels resultats del Grup A. On una possible rao´, ja que tots els
me`todes donen una precisio´ baixa, podria ser la quantitat d’imatges a agrupar, ja
que grup A conte me´s imatges de rostres que els altres grups. Tambe´ podria succeir
que la qualitat de la definicio´ del rostre fes aquesta mala agrupacio´, ja que el grup
A e´s el que te´ me´s imatges de persones que es trobaven de fons.
Com es pot comprovar a la taula 9, el me`tode a destacar e´s el Average amb
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Taula 9: Agrupament Jera`rquic Grup C sense tall
Me`tode Errors Descarts Clu´sters Precision Recall F-Score
Single 75 13 11 52,81% 18,29% 27,17%
Complete 75 0 12 53,33% 21,62% 30,77%
Ward 75 0 3 14,00% 6,48% 8,86%
Average 75 1 14 83,16% 34,39% 48,66%
Weighted 75 2 11 65,38% 18,40% 28,71%
Centroid 75 15 10 66,28% 21,19% 32,11%
Median 75 16 13 66,36% 25,00% 36,32%
el valor me´s alt, de 83,16% de precisio´. Tambe´, destacar que e´s el me`tode que ha
agrupat de manera me´s precisa i sols descartant una imatge.
Taula 10: Agrupament Jera`rquic D sense tall
Me`tode Errors Descarts Clu´sters Precision Recall F-Score
Single 15 17 2 31,91% 50,00% 38,96%
Complete 15 2 7 85,85% 79,13% 82,35%
Ward 15 0 4 87,50% 63,77% 73,77%
Average 15 9 7 95,92% 77,69% 85,84%
Weighted 15 9 8 95,74% 76,27% 84,91%
Centroid 15 18 4 100,00% 75,41% 85,98%
Median 15 18 4 86,96% 71,43% 78,43%
Com es pot comprovar a la taula 10, el me`tode a destacar e´s el Centroid amb
un valor de precisio´ del 100,00%. Tambe´ destacar que a excepcio´ del me`tode Single
tots han tingut molt bons resultats.
Taula 11: Agrupament Jera`rquic E sense tall
Metode Errors Descarts Clu´sters Precision Recall F-Score
Single 18 9 4 95,24% 21,69% 35,34%
Complete 18 3 7 90,20% 23,81% 37,67%
Ward 18 0 3 85,11% 23,39% 36,69%
Average 18 8 6 95,83% 22,29% 36,17%
Weighted 18 0 8 85,45% 24,12% 37,62%
Centroid 18 8 3 95,24% 22,02% 35,77%
Median 18 6 2 56,41% 14,57% 23,16%
Com es pot comprovar a la taula 11, el me`tode a destacar e´s el Average amb
el valor me´s alt de precisio´, de 95,83%. Pero` s’ha d’indicar els bons resultats de la
precisio´, excepte el me`tode Median.
Com s’ha comprovat amb els resultats dels diferents grups, el me`tode me´s o`ptim
no esta` concret, ja que segons les dades que es processen potser o`ptim qualsevol,
per aquest motiu s’ha generat la segu¨ent taula 12 en la qual es fa una mitjana de
tots els grups per cada me`tode, aix´ı es pot concretar un me`tode a utilitzar.
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Taula 12: Mitjana dels me`todes d’agrupament Jera`rquic
Metode Precision Recall F-Score
Single 68,47% 32,43% 44,01%
Complete 67,80% 39,27% 49,80%
Ward 57,78% 31,58% 40,84%
Average 80,25% 41,13% 54,39%
Weighted 72,36% 38,81% 50,52%
Centroid 73,83% 37,57% 49,80%
Median 68,60% 36,59% 47,72%
En la taula 12 es mostren les mitjanes de tots els me`todes segons els resultats
dels diferents grups de proves per tal de poder comprovar quin dels me`todes e´s el
me´s o`ptim per l’agrupament de cares. Com es pot observar el me`tode amb millors
resultats e´s el Average amb un resultat de precisio´ de 80,25% i tenint el valor
F-Score me´s alt.
5.2.2 Agrupament Jerarquic - amb valor de tall
Amb els resultats de la taula 12, se selecciona el me`tode Average per experimentar
amb l’agrupament jera`rquic, quan aquest se li aplica un valor de tall.
El valor de tall representa la dista`ncia de similitud entre les comparacions que
fan els vectors de la cara. Ja que el me`tode average no deixa de ser una mitjana
ponderada i la comparacio´ entre rostre es fa per la dista`ncia Euclidiana de cada
vector a comparar, s’han escollit els valors de tall com a: 0.80, 0.90 i 1.00.
L’experiment es realitza amb tots els grups de proves abans explicats al principi
de l’apartat i es podra` observa la quantitat de clu´ster que genera cada tall.
Resultats:
Amb aquest sistema es do´na molta dispersio´ de les imatges, com es pot veure a
la taula 13, on moltes imatges iguals surten en diferents clu´sters. Tambe´, s’ha de
posar de manifest que els valors de tall pel me`tode average varien poc, ja que so´n
mitjanes, perque` en el cas d’utilitzar el me`tode single no es podria determinar un
valor de tall concret, ja que els valors canvien segons els mı´nims dels elements del
vector.
5.2.2.1 Agrupament amb Pearson
Es vol millorar la precisio´ de l’agrupament, en poques paraules, que les imatges que
agrupin representin a la mateixa persona per cada clu´ster. Per aquest objectiu s’ha
plantejat el segu¨ent experiment.
Una vegada es generin els clu´sters per mitja` de l’agrupament,, es prete´n fer una
ana`lisi d’aquest per comprovar si hi ha vectors que no corresponguin a la persona
que te´ la majoria de vectors en el clu´ster.
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Taula 13: Agrupament jera`rquic me`tode average amb talls
Grup Errors Tall Descartes Clusters Precision Recall F-Score
A 54
0,90 16 60 21,23% 29,78% 24,79%
1,00 2 29 24,10% 35,35% 28,66%
1,10 1 16 31,75% 39,35% 35,11%
B 40
0,90 9 3 85,88% 42,86% 57,18%
1,00 8 2 75,64% 40,60% 52,84%
1,10 3 3 72,62% 41,79% 53,05%
C 75
0,90 4 14 51,02% 19,38% 28,09%
1,00 2 11 57,58% 21,84% 31,67%
1,10 0 7 48,48% 19,20% 27,51%
D 15
0,90 12 8 96,77% 75,63% 84,91%
1,00 6 7 98,35% 61,76% 75,87%
1,10 2 5 42,72% 64,71% 51,46%
E 18
0,90 8 6 100,00% 22,29% 36,45%
1,00 3 6 88,00% 23,53% 37,13%
1,10 2 5 85,11% 23,39% 36,69%
S’aplicara` una agrupacio´ jera`rquica sense talls pel me`tode d’average i una vegada
creats els clu´sters, es comprovara` la consiste`ncia d’aquest per mitja` del coeficient
de correlacio´ de Pearson (3.3). Aquest coeficient comprovara` si hi ha relacio´ entre
els elements del clu´ster i en cas de localitzar elements no correlatius, els treu del
clu´ster perque` es torni a generar un altre agrupament amb tots els elements extret
o en cas de no donar resultat etiquetar-los com a elements a descartar.
La correlacio´ es fa per mitja` dels vectors caracter´ıstics obtinguts amb la funcio´
d’OpenFace que genera un vector de 128 valors. Es comprovara` que els elements
que contingui el clu´ster tinguin un valor pro`xim a 1, que indica ma`xima similitud,
pero` tambe´ s’aplicara` un valor mı´nim, el qual si un element no arriba, aquest sera`
tret del clu´ster. Es proposa comprovar l’efica`cia de 3 valors, els quals so´n 0.70, 0.75
i 0.80.
Com es mostra a la taula 14, es pot observar com la precisio´ augmenta de mane-
ra significativa segons el valor de comprovacio´ del coeficient de Pearson. En contra
partida, en augmentar el valor mı´nim del coeficient de Pearson, s’augmenta el nom-
bre d’elements que acaben descartats i aixo` significa que les imatges que no so´n
similars queden descartades provocant que el valor de Recall sigui inferior, ja que
incrementa el valor de falsos negatius.
Tambe´, observar que amb me´s precisio´ el nombre de clu´sters es redueix a causa de
l’expulsio´ dels elements menys similars, e´s a dir, inferior al valor mı´nim indicat pel
coeficient de Pearson. Aixo` provoca que hi hagi menys similitud, pero` que aquestes
siguin me´s fiables.
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Taula 14: Agrupament Jera`rquic sense tall amb Pearson
Grup Erros Pearson Descarts Clusters Precision Recall F-Score
A 54
0,70 193 32 35,86% 22,30% 27,43%
0,75 314 13 67,78% 17,30% 27,57%
0,80 377 6 82,35% 11,62% 20,36%
B 40
0,70 14 3 87,67% 41,55% 56,38%
0,75 17 4 100,00% 42,14% 59,30%
0,80 42 2 100,00% 31,34% 47,73%
C 75
0,70 33 14 87,00% 14,12% 24,30%
0,75 64 11 88,68% 7,97% 14,63%
0,80 90 5 95,24% 3,58% 6,90%
D 15
0,70 24 5 97,75% 71,90% 82,86%
0,75 26 4 100,00% 69,49% 82,00%
0,80 40 6 100,00% 60,50% 75,39%
E 18
0,70 18 4 100,00% 17,47% 29,74%
0,75 26 3 100,00% 12,65% 22,46%
0,80 35 2 100,00% 7,23% 13,48%
5.2.3 Agrupaments Mean-Shift
Amb els retalls de les imatges, on es troben els possibles rostres, generats en els
experiments anteriors de Viola & Jones s’han realitzat les proves en aquest apartat,
ja que les imatges de cada grup seran agrupades segons els seus vectors caracter´ıstics
obtinguts de la llibreria OpenFace [20].
Els para`metres utilitzats per les proves fetes amb els agrupaments seran: Fac-
tor 1.2, min neighbors 5, min size 5% i maxSize 35%, amb els filtres haardcasca-
de frontal alt2.xml i haardcascade profileface.xml.
5.2.3.1 Agrupament general
Per analitzar l’efica`cia d’aquest sistema d’agrupament, es realitza el segu¨ent expe-
riment, en el qual s’agruparan tots els grups per a comprovar el grau de similitud
de les cares en un mateix clu´ster si so´n de la mateixa persona.
Cal esmentar que aquest sistema d’agrupament no fa servir me`todes concrets
com passava en el jera`rquic, sino´ que te´ uns valors de refere`ncia que es pot estimar
tal com s’explica en l’apartat 4.3.1.
Com mostra a la taula 15, els resultats no so´n molt prometedors, ja que si es
comparen amb els resultats obtinguts en les taules 7, 8, 9, 10 i 11 de l’agrupament
jera`rquic, els resultats so´n millors.
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Errors Descarts Clusters Precision Recall F-Score
A 533 54 0 1 1,52% 1,73% 1,62%
B 124 40 12 2 86,48% 43,97% 58,08%
C 181 75 0 1 13,48% 5,61% 7,92%
D 135 15 8 3 37,00% 57,81% 45,12%
E 65 18 5 1 35,00% 9,86% 15,38%
5.2.3.2 Agrupament amb Pearson
Per a millorar l’agrupacio´ d’aquest agrupament, s’ha plantejat comprovar la con-
siste`ncia dels clu´sters que genera per mitja` del coeficient de Pearson, ja que si troba
elements que no tinguin un mı´nim de similitud, aquests seran tret del clu´ster. Les
imatges de cada clu´ster seran revisades entre totes elles i si la comparativa no arriba
a un valor mı´nim, la imatge sera` descartada. En aquest experiment, es comprova-
ran tots els grups, on s’aplicara`n els valors mı´nims de 0,70 i 0,80 del coeficient de
Pearson.




Errors Pearson Descarts Clusters Precision Recall F-Score
A 533 54
0.70 479 0 0% 0% 0%
0.80 479 0 0% 0% 0%
B 124 40
0.70 10 4 88,45% 44,35% 59,08%
0.80 37 3 100,00% 34,59% 51,40%
C 181 75
0.70 106 0 0% 0% 0%
0.80 106 0 0% 0% 0%
D 135 15
0.70 81 2 100,00% 33,03% 49,65%
0.80 103 2 100,00% 13,64% 24,00%
E 65 18
0.70 47 0 0% 0% 0%
0.80 47 0 0% 0% 0%
Com es pot observar en la taula 16, al realitzar la comprovacio´ dels clu´sters
per mitja` del coeficient de Pearson, fa augmentar el nu´mero de possibles cares
descartades, pel que redueix el Recall. Pero` s’ha d’observar que en les agrupacions
que s’han format clu´sters, la seva agrupacio´ ha estat de me´s del 80% inclu´s arribant
al 100,00%.
En contra partida, de 5 grups d’imatges 3 han tingut totes les seves imatges
descartades i sols s’han organitzat 2 grups, amb un elevat percentatge de precisio´,
pero` amb aquests resultats el sistema de Meanshift s’hauria de descartar.
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5.2.4 Agrupaments a trave´s de Spectral Clustering
Amb els retalls de les imatges, on es troben els possibles rostres, generats en els
experiments anteriors de Viola & Jones, s’han realitzat les proves en aquest apartat,
ja que les imatges de cada grup seran agrupades, amb el me`tode del Spectral
clustering, 4.3.1, segons els seus vectors caracter´ıstics obtinguts de la llibreria
OpenFace [20]. Els para`metres utilitzats per les proves fetes amb els agrupaments
seran: Factor 1.2, min neighbors 5, min size 5% i maxSize 35%, amb els filtres
haardcascade frontal alt2.xml i haardcascade profileface.xml.
Aquest tipus d’agrupament disposa de diversos para`metres per ser configurat,
aquests para`metres so´n “ eigen solver ” , “ affinity ” i “ n init ”. Amb el tipus de
dades que s’utilitza en aquest treball, la configuracio´ me´s optima que s’ha trobat e´s
“ eigen solver = None ” , “ affinity = ’nearest neighbors’ ” i “ n init = 500 ”.
5.2.4.1 Agrupament general
En aquest experiment, s’aplicara` l’agrupament Spectral clustering en els grups de
testeig, del A al E. Es comprovara` l’efica`cia d’agrupar imatges tenint com a suposat
resultat que cada clu´ster estigui format per les imatges d’una persona en concret, i
que es generin tants clu´sters com persones detectades.




Errors Descarts Clusters Precision Recall F-Score
A 533 54 0 4 47,01% 38,34% 42,23%
B 124 40 0 4 91,43% 44,76% 60,09%
C 181 75 0 6 45,00% 18,22% 25,94%
D 135 15 0 4 70,75% 75,00% 72,82%
E 65 18 0 5 95,12% 22,94% 36,97%
Com es pot observar en la taula 17, els valors obtinguts per aquest agrupa-
ment so´n molt millor que l’agrupament MeanShift. Tambe´, cal destacar que aquest
agrupament no ha generat clu´sters u´nics, com s’observa en la columna de descarts.
5.2.4.2 Agrupament amb Pearson
Per a millorar l’agrupacio´ abans comentada, s’ha plantejat l’opcio´ de comprovar
la consiste`ncia dels clu´sters. Aquesta consiste`ncia es comprovaria per mitja` del
coeficient de correlacio´ de Pearson ( Descrit a 3.3), ja que es tractaria de comparar
els elements entre ells per mitja` de Pearson i poder obtenir un valor de similitud.
El coeficient de correlacio´ de Pearson e´s una mesura normalitzada entre -1 i 1, on -1
representa que no hi ha simu´lid entre elements i 1 representa que els elements so´n
ide`ntics. Gra`cies a la comparativa, es vol extreure dels clu´sters els elements que no
obtinguin un valor mı´nim. Les imatges extretes es consideraran descartades.
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En aquest experiment es comprovaran tots els grups, on s’aplicara` els valors
mı´nims del coeficient de Pearson de 0,70 i 0,80.




Errors Pearson Descarts Clusters Precision Recall F-Score
A 533 54
0.70 349 2 87,61% 16,96% 28,41%
0.80 361 5 95,15% 15,75% 27,03%
B 124 40
0.70 11 3 98,44% 44,68% 61,46%
0.80 21 3 100,00% 43,70% 60,82%
C 181 75
0.70 69 6 83,33% 10,07% 17,97%
0.80 103 1 100,00% 1,05% 2,08%
D 135 15
0.70 31 4 98,98% 59,00% 73,93%
0.80 50 3 98,63% 41,41% 58,33%
E 65 18
0.70 17 4 100,00% 18,07% 30,61%
0.80 38 2 100,00% 5,42% 10,29%
Com es pot observar en la taula 18, a l’utilitzar la refere`ncia del coeficient de
Pearson la precisio´ de l’agrupament augmenta de manera noto`ria, ja que el valor
me´s baix e´s de 83,33%. Per contra partida, al comprovar la similitud dels clu´sters
amb el coeficient de Pearson ha donat com a resultat un increment de les possibles
cares descartades, fent reduir el valor de Recall.
5.2.5 Discriminador de Roba - Extractor
En aquesta seccio´, es mostren els resultats obtinguts a la fase d’experimentacio´
amb els histogrames de color dels p´ıxels corresponents a roba. Primer mostrem els
resultats quan implantem i comparen els diferents espais de color per a diferenciar
entre diverses situacions.
a) Comparativa del diferents espais de color
En els experiments que es presenten a continuacio´, es comprovara` la utilitat del
vector caracter´ıstic de la roba aplicant-lo amb diferents espais de color, incorporant-
lo al vector caracter´ıstic dels rostres.
Per analitzar els diferents espais de color, aquesta s’han contrastat amb 4 tipus
de situacions ja definides. Aquestes situacions so´n:
- Roba = Persona = : Refereix que en les imatges, la roba i la persona que
apareixen so´n iguals, es a dir, es la mateixa roba i la mateixa persona, pel que sera`
la refere`ncia per detectar igualtat de roba.
- Roba != Persona = : Refereix que en les imatges, la roba e´s diferent, pero`
la persona e´s la mateixa, pel que tenim la refere`ncia per discriminar/descartar la
igualtat de roba.
- Roba != Persona != : Refereix que en les imatges, la roba i la persona so´n
completament diferents, pel que tenim la refere`ncia per discriminar/descartar la
igualtat de roba.
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- Roba ≈ Persona != : Refereix que en les imatges, la roba no e´s igual, pero` e´s
molt similar i les persones so´n diferents, pel que aqu´ı tenim la refere`ncia del valor
intermedi i complicat per comprovar la discriminacio´ o no de la igualtat de roba.
En la taula 19, es mostren els resultats de les comparatives entre vectors. S’han
abreviat paraules on ”Bhatta” fa referencia a Bhattacharyya i ”Pear”fa referencia
al Coeficient de Pearson. En aquesta taula es mostren els valors en calcular les
dista`ncies de Bhattacharyya i Pearson entre els vectors caracter´ıstics de la roba,
compostos per 24 bits. Tambe´ mostren el ca`lcul de les dista`ncies si els vectors s’han
obtingut excloent pell o no.
Taula 19: Comparativa entre imatges de Roba i espais de color
YCrCb HSV BGR Gray
Tipus Imatge Pell Bhatta. Pear. Bhatta. Pear. Bhatta. Pear. Bhatta. Pear.
Roba =
Persona =
Sense 0,448 0,455 0,144 0,443 0,126 0,454 0,091 0,120
Amb 0,060 0,434 0,179 0,334 0,183 0,064 0,191 0,101
Roba !=
Persona =
Sense 0,161 0,582 0,457 0,110 0,665 -0,089 0,734 -0,296
Amb 0,139 0,350 0,487 0,022 0,679 -0,287 0,722 -0,064
Roba !=
Persona !=
Sense 0,177 0,582 0,344 0,398 0,437 0,409 0,635 0,018
Amb 0,185 0,586 0,378 0,233 0,470 0,344 0,595 0,178
Roba ≈
Persona !=
Sense 0,144 0,856 0,251 0,676 0,408 0,203 0,493 0,118
Amb 0,149 0,854 0,255 0,603 0,427 0,160 0,465 0,215














Sense 38.577.066 13.084.382 5.029.236 1.710.908
Amb 40.440.444 14.747.574 5.193.730 1.885.364
Roba !=
Persona =
Sense 69.105.144 31.109.258 43.305.828 15.971.394
Amb 72.778.868 35.120.114 42.161.112 15.593.070
Roba !=
Persona !=
Sense 50.560.919 17.191.315 29.662.969 13.400.267
Amb 60.522.309 19.500.343 35.128.727 14.497.893
Roba ≈
Persona !=
Sense 24.497.566 16.188.002 55.433.932 22.091.666
Amb 23.023.087 15.731.123 51.925.945 20.628.433
En la taula 19, es pot comprovar que el coeficient de Pearson s’aproxima al
resultat esperat, pero` en alguns casos no e´s fiable, ja que do´na similitud, quan la
roba no e´s igual o similar.
A la taula 20 es mostra el ca`lcul de la dista`ncia euclidiana entre els vectors
caracter´ıstic de la roba, on el cara`cter del ’.’ representa a les centenes. Es pot
observar que la mesura depe`n de la composicio´ de la imatge i els valors que do´na
so´n molt elevats.
Els valors obtinguts pel Coeficient de Pearson i la dista`ncia de Bhattacharyya
so´n me´s o`ptimes per fer comparativa gra`cies a la seva normalitzacio´, aix´ı es pot
concretar millor la similitud de les imatges.
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Els rangs de valors so´n entre -1 a 1 per Pearson, i 0 a 1 per Bhattacharya, on
a l’obtenir un resultat pro`xim al 1, vol dir, ma`xima similitud amb el coeficient de
Pearson, mentre que tenir un resultat pro`xim a 0, vol dir, ma`xima similitud amb la
dista`ncia de Bhattacharyya.
Taula 21: Comprovar distancies amb els Canals H i V de l’espai HSV
HSV Canals HV

















Tambe´ val esmentar que l’espai de colors HSV segons la taula 19 representa
l’opcio´ me´s optima pels valors obtinguts i la similitud amb els valors comparats,
juntament amb la mesura de Bhattacharyya.
Per comprovar millor els valors obtinguts amb HSV es comproven altres confi-
guracions, com eliminar la lluminositat de l’espai de color. En l’espai HSV el canal
S representa la saturacio´ i aixo` afecta la llum, per aixo` s’han comprovat els valors
utilitzant sols els canals H i V, on el resultat e´s mostra a la taula 21.
Com es pot observar a la taula 21, els valors s’han modificat, pero` continuen
estant distribu¨ıts de forma similar, excepte la comparacio´ entre vectors de la mateixa
roba, on el valor de la distancia Bhattacharyya e´s bastant inferior en l’apartat sense
pell que amb pell.
b) Concatenacio´ dels vectors caracter´ıstics de roba i cares
Per comprovar la utilitat del vector caracter´ıstic de la roba, es proposen dos tipus
d’experiments. En el primer es proposa concatenar el vector caracter´ıstic de la roba
amb el vector caracter´ıstic de rostre i normalitzar-los. Una vegada creat el vector
caracter´ıstic resultant de la combinacio´, aquest s’utilitzaria en els agrupaments pro-
vats anteriorment per comprovar si es classifiquen millor les imatges. En el segon
es proposa comparar els vectors caracter´ıstics de la roba entre ells per comprovar si
amb la dista`ncia de Bhattacharyya es pot concretar si les persones de les imatges
porten la mateixa roba o similar.
Per comprovar l’efica`cia de combinar els vectors caracter´ıstics del rostre i la roba,
s’han concatenat i normalitzat, creant un sol vector caracter´ıstic de 132 bits. Amb
el vector resultant es comprova si els diferents sistemes d’agrupament tenen millora
a l’hora de classificar les imatges.
En la taula 22 es pot observar els valors de l’agrupacio´ jera`rquica amb el me`tode
average. Si es compara amb les taules de l’apartat 5.2.1, es pot observar que donen
millor resultat el vector caracter´ıstic de cares.
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Errors Descarts Clusters Precision Recall F-Score
A 533 54 4 15 29,95% 37,43% 33,27%
B 124 40 8 4 86,84% 11,19% 19,82%
C 181 75 12 11 50,54% 0,35% 0,59%
D 135 15 5 9 83,48% 38,39% 52,59%
E 65 18 0 5 55,32% 5,49% 9,99%




Errors Descarts Clusters Precision Recall F-Score
A 533 54 12 4 2,47% 2,37% 2,42%
B 124 40 17 2 89,55% 41,04% 56,28%
C 181 75 10 1 1,22% 0,48% 0,69%
D 135 15 17 2 58,42% 54,17% 56,21%
E 65 18 7 1 37,14% 8,72% 14,13%
En la taula 23 es poden observar els valors de l’agrupacio´ per mitja` de MeanS-
hift. Es pot observar que el resultat, en general, e´s menys o`ptim utilitzar el vector
caracter´ıstic normalitzat del rostre i roba.




Errors Descarts Clusters Precision Recall F-Score
A 533 54 0 1 16,70% 27,02% 20,64%
B 124 40 0 4 72,62% 44,25% 54,99%
C 181 75 0 3 24,66% 7,56% 11,58%
D 135 15 0 5 70,45% 31,63% 43,66%
E 65 18 0 4 83,33% 6,1% 11,36%
En la taula 24 es poden observar els valors de l’agrupacio´ per mitja` del Spectral
clustering. Es pot observar que el resultat, en general, e´s menys o`ptim utilitzar el
vector caracter´ıstic normalitzat del rostre i roba.
c) Comparativa dels vectors caracter´ıstics de roba
Es vol comprovar l’efica`cia de comparar diversos vectors caracter´ıstics de roba.
S’utilitzara` un conjunt format per 22 imatges, les quals tenen caracter´ıstiques simi-
lars i diferents entre elles. Amb aquestes comparacions es mesurara` la precisio´ que
te´ utilitzar la dista`ncia de Bhattacharyya per discriminar la roba si e´s diferent.
S’utilitzara` l’espai de color HSV, ja que segons la taula 19 e´s el resultat me´s
o`ptim i s’utilitzara` un vector caracter´ıstic de dos canals el H i el V, per eliminar
la lluminositat. Com mostra la taula 21, els resultats de l’espai de color amb els
canals H i V amb l’exclusio´ de la pell donen uns resultats molt o`ptims. Per aquest
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motiu s’ha volgut comprovar l’efica`cia d’eliminar la llum i utilitzar un vector de 16
bits.












Els resultats que es mostren a la taula 25, l’u´ltim camp indica la precisio´; aquest
punt indica el percentatge d’encerts en discriminar si les imatges comparades tenien
o no la mateixa roba. Noteu que en cap moment s’ha comparat la mateixa imatge
entre si.
Com es pot observar a la taula 25 quan es calcula la dista`ncia de Bhattacharyya
sense la pell, la precisio´ augmenta en tots els casos explorats.
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6 Conclusions i treball futur
En aquest treball, s’ha proposat la re-identificacio´ de persones per mitja de l’agru-
pacio´ de dades recopilades. Aquestes persones son les que apareixen en imatges
gravades per dispositius portables, amb la finalitat de poder crear un a`lbum d’in-
teraccions socials, a trave´s del reconeixement. Per la re-identificacio´ es proposa
agrupar els vectors descriptius dels rostres detectats en les imatges egoce`ntriques,
afegint informacio´ contextual en els vectors, concretament la roba. A me´s, s’imple-
menta la distorsio´ de rostres obtinguts per mitja` d’imatges egoce`ntriques, perque`
la persona que apareix no sigui reconeguda.
En el cas de la distorsio´ dels rostres, es pot concloure, despre´s dels experiments
exposats en l’apartat 5.1.4, que l’efica`cia de la distorsio´ dels rostres esta` lligada a
l’efica`cia de l’algorisme Viola & Jones, ja que la distorsio´ de les cares no te´ com-
plicacio´, on l’usuari pot concretar el grau de distorsio´. La complicacio´ esta` en la
localitzacio´ del rostre, on l’algorisme Viola & Jones te´ uns resultats relativament
o`ptims, pero` s’han de tenir presents els para`metres que el configuren. Com es pot
apreciar en la taula 6, si es volen localitzar totes les cares possibles, s’ha de definir el
para`metre min neighbores amb un valor molt baix, pero` aixo` genera un increment
de falsos positius i obtenir cares de menor qualitat, pel que seran descartades pels
agrupaments posteriors i augmentaran els falsos negatius. Aix´ı que l’u´s de l’algoris-
me Viola & Jones s’ha de concretar segons el tipus d’imatges que es volen processar
i si es volen recopilar cares amb una certa definicio´. Tambe´ ha estat molt relevant
l’u´s dels para`metres d’aquesta funcio´ per tal d’adaptar-la al nostre problema.
A me´s, s’han implementat diversos algoritmes d’agrupament. Els agrupaments
Jera`rquic i Spectral clustering so´n me´s o`ptims. S’ha pogut comprovar que el me`tode
de l’enllac¸ament average de l’agrupament jera`rquic e´s el me´s efectiu. Es pot con-
cloure que pel tipus de dades que es processen en aquest treball, l’agrupament que
realitza MeanShift no e´s o`ptim, pel que s’hauria de descartar. Els dos tipus d’a-
grupament, jera`rquic i Spectral clustering, donaven uns resultats de precisio´ poc
estables, amb valors que oscil·laven entre el 45% i el 95%, pero` en revisar la con-
siste`ncia dels clu´sters amb el coeficient de Correlacio´ de Pearson, aquest marge ha
millorat estant entre el 80% i 100%. Pel que es pot concloure que pel tipus de
dades que s’analitzen, el coeficient de Correlacio´ de Pearson comprova molt be´ la
similitud entre els rostres. Per contra partida, utilitzar el Coeficient de Correlacio´
de Pearson per comprovar la consiste`ncia dels clu´sters crea me´s falsos negatius al
descartar rostres, perque` no quedin mal classificats. Aixo` provoca la reduccio´ del
valor recall.
S’ha inclo`s informacio´ contextual per a la classificacio´, a me´s s’han implementat
diferents dista`ncies per a mesurar l’agrupament. La comparativa de la roba per
mitja` de la dista`ncia de Bhattacharyya ha donat uns resultats molt o`ptims. S’han
comparat vectors formats pels canals H i V de l’espai de colors HSV, arribant a una
precisio´ del 90% en comprovar si les robes de va`ries imatges eren iguals o similars.
Els valors extrets de la roba han estat excloent els p´ıxels de la pell.
En aquest treball, s’ha comenc¸at a tractar la possibilitat de millorar l’agrupacio´
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de persones incloent informacio´ contextual de la roba que porta la persona detecta-
da. Els resultats no han estat o`ptim, com es pot observar en les taules de l’apartat
5.2.5.
Com a linea de treball futura, per un costat, es seguira` experimentant amb
altres caracter´ıstiques descriptives de la roba, com per exemple textures, o costures,
entre altres possibilitats. Per un altre costat, s’utilitzaran les convolutional neural
networks per a l’extraccio´ de caracter´ıstiques i classificacio´ d’aquestes. A me´s, ja
que s’ha demostrat que l’efica`cia de la mesura de bhattacharyya en la classificacio´
de la roba similar e´s molt o`ptima. Seria interessant implementar aquesta dista`ncia
en el sistema d’agrupament.
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