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A computação em nuvem, como todo novo paradigma 
tecnológico, apresenta diversos desafios: consolidação de definição e 
bases conceituais; estabelecimento de consenso sobre aplicações e 
benefícios; gerenciamento, entre outros. Este trabalho visou a 
apresentação desse paradigma, focando-se na atividade gerencial de 
monitoramento. Apresenta-se uma revisão sobre o estado da arte do 
conceito computação em nuvem, discussão de seus principais modelos 
de implantação e entrega de serviços, esforços de padronização, 
questões de gerenciamento e principalmente, monitoramento. Discute-se 
uma proposta de arquitetura de monitoramento para computação em 
nuvem que contempla o modelo de implantação de nuvem privada e o 
modelo de entrega de serviços conhecido como IaaS (Infrastructure as a 
Service ou Infraestrutura como Serviço). Contempla-se o modelo de 
nuvem privada e IaaS porque se considera que essa é a combinação que 
fornece maior controle para a organização que adota o uso da 
computação em nuvem, assim como também fornece os benefícios de 
maior aproveitamento do parque tecnológico instalado. Considerou-se 
também que o modelo de serviço IaaS é um modelo importante a ser 
estudado e contextualizado, pois pode trazer grandes benefícios às 
pequenas e médias empresas, laboratórios de pesquisa e organizações 
governamentais, educacionais, sem fins lucrativos e outras, pois, além 
de melhorar o aproveitamento do parque tecnológico instalado, pode 
facilitar atividades acadêmicas, manutenção de software e até postergar 
aquisição de novos equipamentos. Para teste e validação da arquitetura 
proposta desenvolve-se um protótipo denominado PCMONS (Private 
Cloud MONitoring Systems), o qual é programado em módulos e utiliza 
as linguagens de programação Python, Perl e Linux Shell Scripting. O 
protótipo inicial foca no monitoramento de máquinas virtuais, dando 
suporte à plataforma de software para computação em nuvem 
Eucalyptus e a ferramenta de monitoramento Nagios. Para teste geral da 
arquitetura e protótipo, implanta-se um ambiente de computação em 
nuvem privada no Laboratório de Redes e Gerência (LRG) do 
Departamento de Informática e Estatística (INE) da Universidade 
Federal de Santa Catarina (UFSC). Apresentam-se os resultados obtidos 
através de um estudo de caso, o qual considera um possível cenário de 
uso para uma nuvem privada, com monitoramento realizado pelo 
PCMONS. 





Cloud computing, like any new technological paradigm, presents 
many challenges: consolidating the definition and conceptual basis, 
establishing consensus on applications and benefits, management, 
among others. This work introduces this paradigm, focusing on one of 
the management activities: monitoring. It presents a review on the state-
of-the-art in cloud computing concepts, discuss their main deployment 
and service delivery models, standardization efforts, management issues 
and, mainly, monitoring. It also presents and discusses a proposal of an 
architecture for monitoring cloud computing, which encompasses the 
private cloud deployment model and the service delivery model known 
as IaaS (Infrastructure as a Service). Private clouds and IaaS are focused 
because we consider that this is the combination that provides most 
control to the organization that adopts the use of cloud computing, and 
also provides the benefits of increasing the use of installed technological 
infrastructure. It was also felt that the IaaS service model is an important 
model to be studied and contextualized, because it can bring great bene-
fits to small and medium enterprises, research laboratories and govern-
mental, educational and nonprofit organizations, and others, because, 
besides the potential better use of the installed technological infrastruc-
ture, it can facilitate academic activities, software maintenance and even 
to postpone purchase of new equipment. To test and validate the pro-
posed architecture, it is developed a prototype called PCMONS (Private 
Cloud MONitoring Systems), which is programmed into modules and 
uses the Python, Perl and Linux Shell Scripting languages. The initial 
prototype focuses on the monitoring of virtual machines, supporting the 
Eucalyptus software platform for cloud computing and the monitoring 
tool Nagios. To test the general architecture and prototype, it is dep-
loyed a private cloud computing environment in the  Network and Man-
agement Laboratory (LRG), Department of Informatics and Statistics 
(INE), Federal University of Santa Catarina (UFSC). The results ob-
tained are presented through a case study, which considers a possible 
usage scenario for a private cloud, with monitoring conducted by 
PCMONS. 
Keywords: Cloud computing. Private Cloud. Monitoring.
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O termo nuvem ou cloud é uma metáfora em relação à forma co-
mo a Internet é usualmente mostrada nos diagramas de rede - como uma 
nuvem. Nesses diagramas, o ícone da nuvem representa todas as tecno-
logias que fazem a Internet funcionar, abstraindo a infraestrutura e a 
complexidade que ela engloba (VELTE et al. 2009). Utilizar serviços 
dessa nuvem (armazenamento, banco de dados, processamento, entre 
outros), em uma breve definição, é fazer computação em nuvem. 
Diversos foram os trabalhos de pesquisa e desenvolvimento que 
possibilitaram o desenvolvimento do que hoje se convencionou chamar 
computação em nuvem. Entre eles podemos citar a computação utilitária 
(do inglês utility computing), a computação em grade (grid computing), 
virtualização, computação em cluster e computação distribuída de modo 
geral. Essa constatação é compartilhada por diversos autores, entre eles 
podemos citar Foster et al. (2008), Vouk (2008), Lim et al. (2009). Além 
dessa combinação de tecnologias que possibilitam a viabilização do 
paradigma, outras precisam ser arquitetadas ou estendidas de modo a 
prover seu melhor uso e gerenciamento, como é o caso dos sistemas de 
monitoramento, instrumentos fundamentais para se acompanhar o com-
portamento de um sistema, detectar problemas e prover os dados neces-






Todas as mudanças pelas quais os paradigmas de sistemas com-
putacionais passam trazem consigo novos desafios. Um deles é no ge-
renciamento, o qual nunca passa a ser desnecessário, apenas eventual-
mente mais ou menos automatizado, com uma gama maior ou menor de 
processos e dispositivos a serem controlados, com um esforço maior ou 
menor para implantação. Ou seja, as variáveis envolvidas são reagrupa-
das, mas o propósito geral e necessidade de se gerenciar permanecem 
constante. Dentre as atividades gerenciais, a de monitoramento exerce 
um papel fundamental no acompanhamento do sistema sendo gerencia-
do, possibilitando detectar falhas de funcionamento e também servindo 
como base para atividades de planejamento e melhorias. Por isso, acom-
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panhar essas mudanças e desenvolver ou estender modelos e técnicas de 
monitoramento é uma atividade constante, desempenhando um papel 
importante não apenas técnico e gerencial, mas também de agente pro-




1.2 DEFINIÇÃO DO PROBLEMA E PROPOSTA 
 
A computação em nuvem, pela sua característica de agrupar di-
versas tecnologias e não se tratar apenas de um paradigma computacio-
nal, mas também de um modelo de negócios, traz consigo um amplo 
espectro de atividades gerenciais de mais alto nível, como por exemplo, 
qual provedor de serviços escolher, entre outras, além de uma gama de 
aspectos técnicos mais específicos como que tecnologia de virtualização 
utilizar, como disponibilizar os dispositivos virtuais e como monitorar 
seu adequado funcionamento e conformidade com níveis de serviço que 
tenham sido definidos. Nesse sentido, estabelecer uma arquitetura de 
monitoramento, que englobe todos esses fatores e permita que seja pos-
sível exercer as atividades usuais de planejamento, provisionamento, 
escalonamento e outras, é uma agregação importante ao desenvolvimen-
to e utilização do paradigma de computação em nuvem. No presente 
trabalho, pretende-se desenvolver essa arquitetura, focando-se no mode-
lo de implantação de nuvem privada, o qual é discutido no capítulo 2, e 
levando em consideração padrões já estabelecidos ou que estejam sendo 
desenvolvidos, voltados a essa modalidade de computação em nuvem. 
Após o estabelecimento da mesma, se implanta um ambiente de testes, 
no qual essa arquitetura é colocada em prática para avaliação, utilizan-
do-se as ferramentas disponíveis para esse modelo e estendendo-se suas 
funcionalidades quando necessário. 
 
 
1.3 OBJETIVO GERAL 
 
 
Desenvolver uma arquitetura e sistema de monitoramento para 
computação em nuvem privada, considerando as peculiaridades desse 
paradigma de computação e de negócios, que permita não só adicionar 
um novo sistema ao parque de software da organização, mas que tam-




1.4 OBJETIVOS ESPECÍFICOS 
 
 
- Investigar as tecnologias envolvidas na computação em nuvem; 
- Investigar as opções de software livre para desenvolvimento e implan-
tação da computação em nuvem; 
- Implantar uma nuvem privada com propósitos acadêmicos no Labora-
tório de Redes e Gerência (LRG); 
- Desenvolver e implantar uma arquitetura e sistema de monitoramento 
para nuvem privada; e 
- Testar o sistema desenvolvido através de um estudo de caso. 
 
1.5  ORGANIZAÇÃO DO TRABALHO 
 
 
Capítulo 1 – Introdução: Apresenta a introdução ao tema, contextuali-
zação e problema de pesquisa. São apresentados também os objetivos 
geral e específicos do trabalho. 
Capítulo 2 – Computação em Nuvem: Nesse capítulo são apresentadas 
as diversas categorias de computação em nuvem, utilizações, problemas 
de gerenciamento e segurança, com a finalidade de, além de se apresen-
tar o tema mais detalhadamente, contextualizar melhor o problema de 
pesquisa e o desenvolvimento da proposta. 
Capítulo 3 – Tecnologia de Máquinas Virtuais ou Virtualização: 
Apresenta a tecnologia de virtualização, tecnologias relacionadas e sua 
ligação com computação em nuvem. 
Capítulo 4 – Monitoramento em computação em Nuvem: Esse capí-
tulo apresenta características de monitoramento para computação em 
nuvem, assim como arquiteturas de monitoramento utilizadas na compu-
tação em grade, uma vez que computação em nuvem pode fazer uso da 
mesma. Apresenta também a ferramenta para visualização dos dados de 
monitoramento utilizada no presente trabalho, o Nagios, além de traba-
lhos relacionados que utilizam o Nagios em suas estratégias de monito-
ramento. 
Capítulo 5 – Desenvolvimento da Proposta: Nesse capítulo são apre-
sentados e detalhados os passos adotados na construção de um ambiente 
de pré-testes, para familiarização prática com as tecnologias e softwares 
para computação em nuvem, além do estabelecimento e desenvolvimen-
to de um protótipo de uma arquitetura de monitoramento para uma nu-
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vem privada, a qual é testada em um ambiente de nuvem implantado no 
Laboratório de Redes e Gerência (LRG). 
Capítulo 6 – Conclusão e Trabalhos Futuros: Nesse capítulo apresen-
ta-se a conclusão do trabalho, suas principais contribuições, possibilida-
des de expansão do protótipo e trabalhos futuros. 
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2 COMPUTAÇÃO EM NUVEM 
 
 
Cloud Computing ou computação em nuvem é um termo relati-
vamente novo, para o qual diversas definições foram publicadas ao lon-
go do amadurecimento do tema. 
 Para Mei, Chan e Tse (2008), computação em nuvem é um para-
digma de computação emergente, cujo objetivo é compartilhar dados, 
computação e serviços de modo transparente entre os usuários de uma 
grade massiva. Para Vouk (2008), é o próximo passo natural na evolu-
ção dos serviços e produtos de tecnologia da informação sob demanda e 
que de modo geral será baseado em recursos virtualizados. O mesmo 
autor também cita que computação em nuvem adota a infraestrutura 
cibernética e é construída baseada em décadas de pesquisa em virtuali-
zação, computação distribuída, computação em grade, computação utili-
tária e mais recentemente, serviços de software, rede e web.  
Segundo Foster et al.(2008), é um paradigma de computação dis-
tribuída de larga escala, que é impulsionado por economias de escala, na 
qual um conjunto gerenciado, dinamicamente escalado e virtualizado de 
serviços, plataformas, armazenamento e poder computacional é entregue 
sob demanda a clientes externos através da Internet. Para Lin, Dasmal-
chi e Zhu (2008), é um conceito de negócios e tecnologia emergente, 
com diferentes significados para diferentes pessoas: para usuários de TI 
(Tecnologia da Informação) e aplicações, é TI como serviço (ITaaS - IT 
as a Service); para desenvolvedores de aplicações para a Internet, é uma 
plataforma de desenvolvimento de software em escala para a Internet e 
um ambiente de execução; para provedores de infraestrutura e adminis-
tradores, é uma infraestrutura massiva de data centers distribuídos co-
nectados por redes IP (Internet Protocol).  
Buyya, Yeo e Venugopal (2008), definem computação em nuvem 
como um tipo de sistema paralelo e distribuído, o qual consiste de uma 
coleção de computadores virtualizados e interconectados, os quais são 
dinamicamente disponibilizados e apresentados como um ou mais recur-
sos computacionais unificados, baseados em acordos de nível de serviço 
estabelecidos através da negociação entre provedores do serviço e con-
sumidores.  
Além de diversos pesquisadores, devido ao interesse despertado 
pelo assunto, há organizações que vêm trabalhando na definição do 
tema, incluindo órgãos governamentais como o NIST (National Institute 
of Standards and Technology ou Instituto Nacional de Padrões e Tecno-
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logia), do governo dos Estados Unidos. A definição formulada pelo 
grupo de trabalho em computação em nuvem desse órgão é apresentada 
abaixo: 
Computação em nuvem é um modelo que possibi-
lita acesso conveniente e sob demanda através da 
rede a um conjunto compartilhado de recursos 
computacionais configuráveis (por exemplo, rede, 
servidores, armazenamento, aplicações e servi-
ços). Esses recursos podem ser providos rapida-
mente e liberados com um mínimo de esforço de 
gerenciamento ou interação com o provedor do 
serviço (MELL; GRANCE, 2009, p. 1, tradução 
nossa). 
Diversos autores têm adotado essa definição, entre eles pode-se 
citar Zhang, Cheng e Boutaba (2010), Cloud Security Alliance (2009). 
Zhang, Cheng e Boutaba (2010), resumem que computação em 
nuvem alavanca a tecnologia de virtualização para obter o objetivo de 
fornecer recursos computacionais como utilidades, compartilhando al-
guns aspectos com computação em grade e computação autonômica, 
como o emprego de recursos distribuídos para alcançar os objetivos do 
nível de aplicação e provisionamento automática de recursos. Segundo 
ainda Zhang, Cheng e Boutaba (2010), a computação em nuvem difere 
das tecnologias de computação autonômica e em grade em alguns aspec-
tos como, por exemplo, se concentrar mais na redução de custo dos 
recursos e não na redução de complexidade do sistema. 
A partir dessas caracterizações, pode-se notar que alguns aspectos 
são geralmente repetidos. São os de ser um novo paradigma, não apenas 
um paradigma de computação distribuída, mas também um novo para-
digma de negócios, com o qual se pretende prover sob demanda poder 
computacional, software, armazenamento e até mesmo uma infraestrutu-
ra de data centers distribuída. 
Independentemente de qual ou quais das definições acima citadas 
se opte ou se prefira, a computação em nuvem ocupa atualmente uma 
posição de destaque, muito bem resumida por Armbrust et al. (2009, p. 
91, tradução nossa): computação em nuvem emergiu como uma das 
mais influentes tecnologias na indústria de TI e está revolucionando o 






2.1 CLASSIFICAÇÕES PARA COMPUTAÇÃO EM NUVEM 
 
 
Dada a ampla abrangência tanto da definição quanto dos usos pa-
ra computação em nuvem, diversas classificações são apresentadas, 
levando em consideração características de implantação e uso, as quais 
são apresentadas nessa seção. Antes dessa apresentação, no entanto, 
destacam-se algumas observações importantes com relação a essas clas-
sificações. 
a) Dois elementos ou atores são comumente citados: provedor e 
consumidor, sendo o provedor aquele que oferece o serviço e 
o consumidor, aquele que se utiliza do serviço.  
b) Segundo a DMTF (2010c), esse modelo prove-
dor/consumidor é necessário para gerenciar os recursos da 
nuvem, já que eles podem ser de vários tipos. O modelo  des-
creve o modo no qual um serviço é ofertado e consumido. A 
entrega efetiva do serviço é modelada através de entidades-
modelo específicas do domínio (como no caso do IaaS, um 
servidor virtual, por exemplo). 
 
 
2.1.1 Classificação conforme modelo de serviços 
 
 
 Na classificação de acordo com o modelo de serviços, são consi-
deradas as funções ou serviços que o consumidor tem acesso. De modo 
geral, em todos eles o consumidor não gerencia a infraestrutura por trás 
da nuvem, a não ser em casos que ele próprio tenha implantado essa 
nuvem computacional. 
• Plataforma como Serviço (Platform as a Service ou PaaS):  
PaaS se refere ao fornecimento de recursos da camada de plata-
forma, incluindo suporte a sistemas operacionais e frameworks de de-
senvolvimento de software (ZHANG; CHENG; BOUTABA, 2010). 
Leavitt (2009) destaca ainda que  esses recursos podem ser acessados e 
utilizados online, até mesmo em colaboração com outros usuários. E-
xemplos de provedores de PaaS incluem Google App Engine (GOO-
GLE, 2010), Microsoft Windows Azure (MICROSOFT, 2010) e Sales-





• Software como Serviço (Software as a Service ou SaaS):  
Segundo Zhang, Cheng e Boutaba (2010), SaaS diz respeito ao 
provisionamento sob demanda de aplicações pela Internet. Exemplos de 
SaaS incluem SalesForce.com (SALESFORCE, 2010), Rackspace 
(RACKSPACE, 2010), e SAP Business ByDesign (SAP, 2010). 
Esses programas são acessíveis a partir de vários dispositivos, a-
través do uso de uma interface como, por exemplo, um navegador 
(MELL; GRANCE, 2009).  
• Infraestrutura como Serviço (Infrastructure as a Service ou 
IaaS):  
Para Zhang, Cheng e Boutaba (2010), IaaS se refere ao forneci-
mento sob demanda de recursos de infraestrutura, usualmente em termos 
de MVs. Uma explicação mais detalhada é dada na definição abaixo: 
O domínio IaaS é usualmente definido para incluir 
recursos dos seguintes tipos: servidores (virtuais 
ou físicos); armazenamento; conexões de rede e 
endereços IPs - públicos ou privados, expostos pe-
las interfaces de rede. Adicionalmente o modelo 
de recursos para a camada IaaS pode incluir recur-
sos que representam características adicionais da 
infraestrutura, tais como características de rede 
(por exemplo, balanceamento de carga), templates 
(para implantação) e snapshots (DMTF, 2010a, 
p.18, tradução nossa). 
Zhang, Cheng e Boutaba (2010) salientam ainda que o proprietá-
rio da nuvem que oferece IaaS é chamado de provedor de IaaS e que 
exemplos desses provedores incluem a Amazon EC2 (AMAZON, 
2010), GoGrid (GOGRID, 2010) e Flexiscale (FLEXISCALE, 2010). 
 
Na Figura 1, são ilustradas as principais categorias de modelo de 
serviço para computação em nuvem, exemplificando os principais usuá-
rios de cada modelo, além da visibilidade e valor dos serviços para cada 




Figura 1 - Principais categorias de serviço para computação em nuvem (adapta-
do de INTEL, 2010).  
 
Essa organização em forma de pirâmide exibida na Figura 1 está 
feita de modo a mostrar a visibilidade e valor para os usuários finais 
(INTEL, 2010), isto é, o usuário final tem mais visibilidade da aplicação 
que ele acessa pela Internet do que de uma MV, da qual ele pode nem 
ter conhecimento. Como computação em nuvem também se trata de um 
modelo de negócios, a autora desse trabalho visualiza uma analogia à 
tradicional pirâmide organizacional, na qual na base têm-se o operacio-
nal, representado pelos administradores de TI, no meio da pirâmide o 
tático, representado pelos desenvolvedores e, no topo, o estratégico, 
representado pelos usuários finais, interessados no serviço final, abstra-
indo os detalhes técnicos ou táticos. 
Para finalizar a seção sobre os modelos de serviço, segundo a 
Cloud Security Alliance (2009), cada um desses modelos tem suas des-
vantagens com relação à extensibilidade e responsabilidade quanto à 
segurança, pois conforme o modelo elas são mais responsabilidade do 








2.1.2 Classificação quanto ao Modelo de Implantação 
 
 
Além da categorização por modelos de serviço, existe também 
uma classificação por modelo de implantação (ou, eventualmente, se 
possa dizer por público alvo ou abrangência de público), como, por 
exemplo, se é uma nuvem aberta ao público em geral ou não.  Essa clas-
sificação é a seguinte: 
• Nuvem pública: segundo Armbrust et al. (2009), se a nuvem 
for disponibilizada para o público em geral no modo pay-as-you-go 
(algo como pague conforme o uso),  ela é chamada nuvem pública. Em 
Mell e Grance (2009), essa definição é compartilhada, acrescentando 
ainda que a nuvem poderia estar disponível para o público em geral ou 
para um grande grupo industrial  
• Nuvem privada: para Armbrust et al. (2009), o data center in-
terno à uma organização, não disponível ao público em geral, é a nuvem 
privada.  Para  Mell e Grance (2009), uma nuvem privada é a infraestru-
tura operada apenas por uma organização, podendo ser gerenciada pela 
própria organização ou eventualmente por terceiros e pode tanto existir 
dentro como fora dos limites da organização. 
Segundo Sotomayor et al. (2009), o objetivo principal de uma 
nuvem privada não é vender capacidade pela Internet, através de interfa-
ces acessíveis ao público em geral, mas sim dar aos usuários locais uma 
infraestrutura  ágil e flexível para atender cargas de trabalho de serviços 
dentro  de seu próprio domínio administrativo. 
• Nuvem híbrida: para Sotomayor et al. (2009), uma nuvem pri-
vada pode dar suporte a uma nuvem híbrida, através da complementação 
da capacidade da infraestrutura local com a capacidade computacional 
de uma nuvem pública, e essa nuvem privada/híbrida pode permitir 
acesso remoto através de interfaces remotas, como a de Web Services 
que a Amazon EC2 utiliza. Mell e Grance (2009) complementam ainda 
que no caso de uma nuvem híbrida, que é uma composição de uma ou 
mais nuvens (privada, comunitária ou pública), cada uma das nuvens 
permanece uma entidade única, a qual é conectada com as demais por 
tecnologias proprietárias ou padronizadas que permitem portabilidade de 
dados e aplicações. 
 Da última definição, a de nuvem híbrida, traz-se à tona um quarto 
tipo de nuvem que alguns autores citam: a de nuvem comunitária, a qual 
também se descreve brevemente abaixo. 
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• Nuvem comunitária: para Mell e Grance (2009), nesse caso a 
infraestrutura da nuvem é compartilhada por diversas organizações, 
dando suporte a uma comunidade específica, com preocupações ou ati-
vidades em comum, podendo ser gerenciada pela própria organização ou 
por terceiros e se localizar dentro ou fora dos limites da organização. 
 
 




Diversos são os sistemas ou ferramentas que auxiliam na implan-
tação e uso de uma nuvem, seja ela pública, privada ou híbrida. Esses 
sistemas podem dar mais atenção a um dos modelos de serviço, como 
IaaS, por exemplo, ou eventualmente abranger mais de um. Nessa seção, 
destacam-se as principais ferramentas de código aberto para implemen-
tação do modelo de IaaS. A lista não pretende ser exaustiva, apenas citar 
as mais comumente encontradas na literatura revisada para esse trabalho 
e descrever suas características e projetos de implantação de nuvem 
privada/pública/híbrida existentes que os utilizam. São eles: (a) Eu-
calyptus: Nimis, Lenk e Klems (2010), Sotomayor et al. (2009), Baun 
e Kunze (2009), entre outros; (b) OpenNebula: Nimis, Lenk e Klems 
(2010), Sotomayor et al. (2009), entre outros;  (c) Nimbus: Marshall, 
Keahey e Freeman, (2010), Sotomayor et al. (2009), Moreno-






O Eucalyptus, sigla para Elastic Utility Computing Architecture 
Linking Your Programs To Useful Systems, ou, numa tradução livre 
Arquitetura de Computação Elástica e Utilitária Para Ligar Seus Pro-
gramas a Sistemas Úteis, é, de acordo com os desenvolvedores (EU-
CALYPTUS, 2010), uma infraestrutura de software código aberto para 
implementação de nuvem aproveitando a TI da empresa e a infraestrutu-
ra do provedor de serviços existente localmente. Essa característica é 
uma das grandes atratividades do Eucalyptus, pois acaba tornando a 
configuração e utilização da computação em nuvem algo relativamente 
rápido e viável dentro de uma organização. Os próprios desenvolvedores 
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destacam essa característica, tanto em documentos acadêmicos (o Eu-
calyptus é o resultado de um projeto de pesquisa da Universidade de 
Santa Bárbara, na Califórnia), como em documentos comerciais. Segun-
do eles,  
(...) o eucalyptus possibilita a implantação de nu-
vem híbrida e privada em data centers empresari-
as e não requer hardware de propósito especial ou 
reconfiguração. Aproveitando tecnologias de ser-
viços web e Linux que comumente existem na in-
fraestrutura atual de TI, o Eucalyptus permite que 
clientes fácil e rapidamente criem nuvens compu-
tacionais ‗no local‘, adaptadas às suas necessida-
des específicas de aplicações (EUCALYPTUS, 
2009 , tradução nossa). 
Outro atrativo do Eucalyptus é o fato dele ser compatível com a 
interface da plataforma Amazon AWS (Amazon Web Services), o que 
permite que uma nuvem implantada localmente possa interagir com uma 
nuvem pública usando essa interface de programação. Permite, também, 
que imagens de máquinas virtuais utilizadas no Amazon EC2 (Elastic 
Computing Cloud) possam também ser utilizadas no Eucalyptus. 
Maiores detalhes técnicos sobre o funcionamento do Eucalyptus 
serão discutidos no Capítulo 5, porém destacam-se nessa seção ainda 




O propósito desse projeto é oferecer uma solução de computação 
que possa de modo rápido atender os requisitos de um grande número de 
projetos. O NASA Nebula Services pretende fornecer SaaS, PaaS e IaaS 
e usa o Eucalyptus na parte de IaaS, como gerenciador das máquinas 
virtuais. Na descrição do projeto, na referência a máquinas virtuais, o 
Eucalyptus é citado como uma API (Application Programming Interface 
ou Interface de Programação de Aplicações) código aberto clone da 
plataforma de nuvem Amazon AWS. 
b) Ubuntu Enterprise Cloud (UEC)
 2
 
Desde a distribuição 9.04 do Ubuntu houve uma parceria da Ca-
nonical, desenvolvedora do Ubuntu, com a equipe do Eucalyptus, de 
modo a torná-lo o mecanismo por trás de uma solução de computação 
em nuvem já empacotada no próprio sistema operacional. Naquela ver-
são, ele ainda não fazia parte da distribuição em si, porém poderia ser 





baixado e instalado através de repositórios usando ferramentas de geren-
ciamento de pacotes do Ubuntu como o apt-get, por exemplo. 
Na distribuição Server Edition do Ubuntu 9.10 (eucalyptus 1.6.1) 
e 10.04 (eucalyptus 1.6.2), o eucalyptus passou a fazer parte integrante 
da  distribuição, sendo possível durante o processo de instalação do 
sistema operacional escolher a opção ―Instalar Ubuntu Enterprise 
Cloud‖ , a qual orienta na instalação e configuração dos componentes 
necessários do eucalyptus. O que se deve obter, após essa instalação, 
segundo informações da própria distribuição, é uma nuvem com um 
controlador front-end e um ou mais nodos para se rodar máquinas virtu-









O OpenNebula, de acordo com os desenvolvedores, é um kit de 
ferramentas código aberto e baseado em padrões para computação em 
nuvem. Assim como no caso do Eucalyptus, o OpenNebula começou 
como um projeto de pesquisa e possui quando da realização dessa pes-
quisa tanto a versão código aberto como a versão comercial, através da 
empresa fundada para tratar da demanda comercial, a C12G Labs. Na 
versão código aberto, os hipervisores atendidos são o Xen, KVM e 
VMware. Ele também atende nuvens híbridas como o EC2 da Amazon e 
Elastic Hosts (provedor de IaaS). 




O Reservoir é um projeto do FP7 (Seventh Framework Pro-
gramme) da União Européia, cujo objetivo é possibilitar escalonamento 
massivo de implantação e gerenciamento de serviços complexos de TI 
através de diferentes domínios administrativos, plataformas de TI e 
localização geográfica. Segundo a descrição disponível no site do proje-
to, a intenção é prover a fundação para  uma  economia de serviços ba-
seados online, na qual, através do uso de tecnologias de virtualização, 
recursos e serviços seriam providos de modo transparente e gerenciados 
sob demanda, com preços competitivos e alta qualidade de serviço. 








O StratusLab é um projeto iniciado em novembro de 2008 com a 
finalidade de explorar a integração de tecnologias de computação em 
nuvem e serviços, especialmente virtualização, com infraestruturas exis-








O Nimbus também é um kit de ferramentas de código aberto para 
computação em nuvem. Quando da realização dessa pesquisa, a versão 
2.4 disponível atendia os hipervisores KVM e Xen e implementação 
parcial das APIs SOAP (Simple Object Access Protocol ou Protocolo 
Simples de Acesso a Objetos) e Query do Amazon EC2. 
Segundo os desenvolvedores, a missão do projeto Nimbus é de-
senvolver a infraestrutura com ênfase nas necessidades científicas, mas 
muitos casos de uso não científicos também são atendidos. 
 
Além das ferramentas acima citadas, há diversos outros projetos, 
como AbiCloud, Enomaly (a versão código aberto), oVirt, entre possi-
velmente muitos outros. 
 
 
2.3 PADRONIZAÇÕES PARA COMPUTAÇÃO EM NUVEM 
 
 
Conforme computação em nuvem ganha mais adeptos e maior a-
tenção, diversos grupos se formaram e se formam para trabalhar no 
sentido de padronizá-la, visando especialmente interoperabilidade. Den-
tre essas iniciativas, destacam-se as seguintes. 
 
 











O OCC, de acordo com informações disponíveis em seu próprio 
site, está focado nas seguintes tarefas: 
 
1 – Suporte ao desenvolvimento de padrões para computação em nuvem 
e de frameworks para interoperabilidade entre nuvens; 
2 – Desenvolvimento de benchmarks para computação em nuvem; 
3 – Suporte a implementações de referência para computação em nu-
vem, de preferência implementações de referência código aberto; 
4 – Gerenciamento de testbeds para computação em nuvem, incluindo o 
Open Cloud Testbed e o Intercloud Testbed; 
5 – Gerenciamento de infraestrutura para computação em nuvem para 
suporte a pesquisas científicas, como a Open Science Data Cloud.  
Essas tarefas estão divididas em grupos de trabalho e no momen-
to dessa pesquisa, havia os seguintes grupos: 
 Working Group on Standards and Interoperability For Large 
Data Clouds (Grupo de trabalho em Padrões e Interoperabili-
dade para Grandes Nuvens de Dados). 
O Foco desse grupo é  o desenvolvimento de padrões para a inte-
roperabilidade de grandes nuvens de dados, como padrões para interface 
para armazenamento e computação de dados. O grupo também está 
desenvolvendo benchmarks para grande quantidade de dados a serem 
computados em uma nuvem. 
 The Open Cloud Testbed Working Group (Grupo de Trabalho 
para o Testbed de Nuvem Aberta). 
No momento dessa pesquisa, o acesso a esse Testbed era limitado 
a membros do OCC que contribuem com recursos como rede e poder 
computacional. 
 The Open Science Data Cloud (OSDC) Working Group  
(Grupo de Trabalho para a Nuvem Aberta de Dados Científi-
cos). 
Esse grupo de trabalho gerencia e opera uma grande nuvem de 
dados para dados científicos e está no momento dessa pesquisa fechado 
para membros do grupo. 
 Intercloud Testbed Working Group (Grupo de Trabalho para 
o Testbed Inter Nuvem). 
O testbed sendo desenvolvido por este grupo visa explorar servi-
ços baseados no IF-MAP (Interface for the Metadata Access Point) pra 









O Open Cloud Computing Interface (OCCI) ou Interface para 
Computação em Nuvem Aberta, numa tradução livre, é um grupo de 
trabalho do Open Grid Forum (OPEN GRID FORUM, 2010), o qual já 
tem um histórico de trabalhos em busca de padronização para computa-
ção em grade. 
De acordo com informação disponibilizada no site do grupo de 
trabalho, a proposta do mesmo é produzir a especificação de uma API 
para o gerenciamento remoto da infraestrutura de computação em nu-
vem, possibilitando o desenvolvimento de ferramentas interoperáveis 
para tarefas comuns, incluindo implantação, escalabilidade autonômica 
e monitoramento. Ainda de acordo com o grupo, o escopo dessa especi-
ficação abrange todas as funcionalidades de alto nível necessárias ao 
gerenciamento do ciclo de vida de máquinas virtuais (ou workloads),  
sendo executadas em tecnologias virtualizadas (ou containeres) com 
suporte a serviços elásticos. 
O OCCI trabalha na entrega de dois produtos: um documento 
com casos de uso e requisitos e o outro com a especificação de um pro-
tocolo. Ambas as entregas são detalhadas abaixo. 
a) Casos de uso e requisitos para uma API de nuvem 
O documento em questão é a primeira entrega para demonstrar e 
validar as características do Open Cloud Computing Interface ou Inter-
face de Computação em Nuvem aberta, numa tradução livre. Ele é uma 
descrição informal de Casos de Uso e requisitos para a API de Nuvem 
OCCI e registra as necessidades de gerentes e administradores de com-
putação em nuvem no modelo IaaS, na forma de Casos de Uso (quatorze 
ao total). Esses casos de uso servem como um guia primário para o de-
senvolvimento de requisitos da API. 
Dentre os referidos casos de uso, alguns são mais relevantes para 
o escopo do trabalho em questão e são brevemente apresentados abaixo. 
1) Infra-estrutura de nuvem SLA-aware usando SLA @ SOI 
Esse caso de uso trata de interfaces padrão para provisionamento 
de infraestrutura e também que esse provisionamento use SLAs que 
possam ser lidos por máquinas. Alguns requisitos funcionais são desta-
cados para o escopo desse trabalho: 




- Descrição da MV: um modo de adicionar restrições não funcio-
nais em atributos funcionais. 
- Gerenciamento de MV: todos os parâmetros da requisição de-
vem ser possíveis de se monitorar e verificar. Controle total de recursos 
(MV) alocados é necessário; no mínimo: iniciar, parar, suspender e re-
sumir. 
- Monitoramento de MV: Monitoramento de restrições não fun-
cionais declaradas na requisição de provisionamento. 
2) Gerenciador de serviços para controlar o ciclo de vida dos 
serviços 
Com relação a monitoramento, esse caso de uso descreve que o sta-
tus de qualquer elemento é dado na forma de uma lista de chaves e seus 
valores. Por exemplo, se o status de um elemento de memória for dado em 
quantidade de memória utilizada, essa informação seria fornecida na forma 
(usando uma pseudo-especificação): 
Memória[usada] = 430 MB  
Memória[cache] = 142 MB  
Tanto a requisição quanto a resposta devem usar os mesmos iden-
tificadores para o elemento. Além disso, dois tipos de monitoramento 
devem ser atendidos: 
- Baseado em requisição (pull-based): O gerente de serviço pode 
requisitar o status de qualquer elemento que ele tenha registrado: MVs, 
redes, e outros. Pode também requisitar o status de componentes, como 
por exemplo, o status de certo disco de uma certa MV. 
- Baseado no modelo publish/subscribe: O gerente de serviço po-
de se inscrever para ser notificado sobre eventos acerca de MVs e/ou 
redes. Alguns eventos que podem ser notificados são: 
 Erros em componentes da MV; 
 Mudanças no estado de uma MV (por exemplo de ATI-
VA para SUSPENSA); e 
 Notificações periódicas sobre estados de elementos. A 
freqüência dessas notificações pode ser configurada na 
mensagem de inscrição. 
b) Protocolo OCCI 
O protocolo OCCI é um protocolo código aberto para computa-
ção em nuvem, construído utilizando o protocolo HTTP (Hypertext 
Transfer Protocol ou Protocolo de Transferência de Hipertexto) e inter-
face RESTful (Representational State Transfer ou Transferência de 
Estado Representacional). Nesse protocolo, por exemplo, as operações 
de criação, recuperação, atualização e remoção de um recurso são mape-
39 
 
adas para as operações HTTP de POST, GET, POST/PUT e DELETE, 
respectivamente. 
 
2.3.3 Open Cloud Standards Incubator   
 
 
Esta é uma iniciativa da DMTF (Distributed Management Task 
Force ou Força Tarefa em Gerenciamento Distribuído), cujo foco é a 
padronização de interações entre os ambientes de nuvem através do 
desenvolvimento de especificações que entreguem semântica arquitetu-
ral e detalhes de implementação para obter gerenciamento de nuvem que 
seja interoperável entre provedores de serviço, seus consumidores e 
desenvolvedores (Cloud Management Standards).  Até o momento da 
escrita desse trabalho, dois documentos principais (para o escopo desse 
trabalho) foram produzidos por essa iniciativa, os quais são apresenta-
dos adiante nesse tópico. Antes de entrar na descrição desses documen-
tos, no entanto, apresentam-se algumas definições que aparecem nessas 
descrições, conforme caracterização da própria DMTF (DMTF, 2010b) 
e que também serão úteis no decorrer desse trabalho. São elas: 
Serviço de Nuvem: um serviço disponível publicamente ou um 
serviço privado que é usado dentro de uma organização. 
Interface de provedor: a interface através da qual os consumido-
res de serviços da nuvem acessam e monitoram os serviços contratados. 
Essa interface cobre negociação de SLA, acesso e monitoramento de 
serviços e cobrança.  
Gerente de serviços: responsável por gerenciar a instância e topo-
logia de um serviço. Ele fornece facilidades para o administrador criar 
instâncias de máquinas virtuais e serviços, além de prover mecanismos 
para criação, monitoramento, controle e relatórios de serviços. 
Imagem Virtual: um elemento (normalmente parte de um pacote 
usando o OVF - Open Virtualization Format) que encapsula uma carga 
de trabalho que consiste de todo o código necessário para executar essa 
carga, com os metadados que são necessários para configurar o ambien-
te no qual executa. Maiores detalhes sobre esse elemento são trabalha-
dos na Seção 3.4 Máquinas Virtuais e Imagens Virtuais. 
Abaixo, um resumo dos referidos documentos produzidos pelo 
grupo de trabalho: 
 
1) Casos de Uso e Interação para Gerenciamento de Nuvens: 
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Concentra-se em casos de uso, interações e formato de dados. O 
escopo do documento inclui interações e troca de artefatos de dados 
entre consumidores, desenvolvedores e provedores e provê uma lista de 
casos de uso (dezenove, distribuídos ao longo dos estados do ciclo de 
vida de um serviço de nuvem) de gerenciamento que englobam todo o 
ciclo de vida de um serviço de nuvem. 
Alguns casos de uso, considerados mais relevantes para o escopo 
do presente trabalho, são apresentados resumidamente: 
 
DMTF-005 Relatórios Contratuais (Contract Reporting) 
Trata de relatórios recebidos pelo cliente, acerca de um serviço 
contratado. 
Exemplos de tipos de relatórios: 
• uso do serviço 
– total 
– por usuário 
• consumo vs. limites contratados 
• disponibilidade vs. níveis contratados 
• conformidade com desempenho/SLA 
• violações de SLA 
• comprometido vs. disponível 
• métricas por tarefas operacionais (por exemplo, quantidade; tempo de 
resposta) 
• log de auditoria para atividades de tarefas operacionais 
 
Note-se que são todas métricas de desempenho para serem com-
paradas com métricas pré-definidas. Relatórios com finalidade de co-
brança são tratados à parte. 
 
DMTF-008 Provisionamento de Recursos 
Uma das indicações importantes nesse caso de uso, para o presen-
te trabalho, é o passo 12, o qual envolve os passos necessários para o 
provisionamento de um serviço, como por exemplo: 
- Conectar servidores em um rack 
- Alocar sistemas computacionais 
- Configurar zonas em um sistema 
- Implantar e ativar agentes de monitoramento. 





DMTF-011 Monitoramento de Recursos de Serviço 
Esse caso de Uso descreve um passo importante no monitoramen-
to de recursos: 
- O Administrador de Serviços ao Consumidor (ASC) submete 
uma requisição de monitoramento para coletar medidas (disponíveis em 
um relatório) ou para monitorar limites (os quais poderiam resultar em 
um relatório de dados ou notificação). A requisição identifica um ou 
mais serviços ou recursos instanciados e um intervalo de tempo. Isto é, a 
requisição é feita acerca de um serviço, num determinado intervalo de 
tempo. 
Em tempo: ASC, de acordo com a DMTF (2010b) é o ator do sis-
tema que requisita instâncias de serviço e mudanças nas instâncias de 
serviço, cria usuários (incluindo políticas), aloca recursos, gera relató-
rios, etc. 
 
DMTF-015 Notificação de Condição de Serviço ou Evento 
Nesse caso, para um serviço configurado e em operação, deter-
minadas condições ou eventos operacionais de tempo de execução fo-
ram identificados ou detectados, para as quais é necessária notificação 
imediata da condição ou evento ao consumidor do serviço. Um exemplo 
é a detecção de uma intrusão ou mudança inesperada de configuração. 
 
2) Arquitetura para Gerenciamento de Nuvens 
Este white paper descreve a arquitetura de referência no que se 
refere à interfaces entre um provedor de serviços de nuvem e um con-
sumidor de serviços da nuvem. O documento também descreve requisi-
tos de alto nível que um provedor de serviço deveria disponibilizar co-
mo parte da oferta de serviços para a nuvem. 
Um desses requisitos, no tocante ao escopo desse trabalho, é o de 
logs, gerenciamento de eventos, resposta a incidentes e notificação. Esse 
requisito preconiza que, durante a operação das entidades de serviço 
(por exemplo, MVs ou outros serviços) na nuvem, o provedor de servi-
ços da nuvem deve estar monitorando as entidades de serviço para regis-
trar eventos relativos à operação, cobrança, conformidade e outros. O 
provedor de serviços da nuvem deve deixar essa informação disponível 
para o consumidor de serviços da nuvem de acordo com o SLA, em 
tempo real, em lote ou ambos. 
Outro requisito não diretamente relacionado com o escopo dessa 
pesquisa, mas que aproxima esse grupo de trabalho do grupo apresenta-
do anteriormente, o Open Cloud Consortium e sua API OCCI, é em 
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relação à pilha de protocolos atendidos. Para a DMTF (2010a) a interfa-
ce deve dar suporte a todos os Padrões de Troca de Mensagem (Message 
Exchange Patterns - MEP) relevantes ao domínio, o que inclui o MEP 
one-way (push e pull) e o MEP two-way (síncrono e assíncrono), sob um 
protocolo requisição-resposta como o HTTP. Deve também prover aces-
so programável a vários provedores de serviços para a nuvem, usando 
mecanismos padrão da indústria como o REST e o SOAP. 
 
2.4 FERRAMENTAS DE GERENCIAMENTO 
 
 
Além das ferramentas básicas fornecidas pelos próprios softwares 
de computação em nuvem, como a ferramenta de linha de comando 
euca2ools do Eucalyptus, há outras ferramentas sendo desenvolvidas e 
testadas pela comunidade de software aberto, como é o caso do Hybrid-
Fox ou com propósitos comerciais, como a RightScale. Nesse tópico 
apresentam-se algumas dessas ferramentas, com suas principais caracte-
rísticas de uso e limitações. 
 
 
2.4.1 ElasticFox / Hybridfox 
 
 
Ambas as ferramentas são plug-ins ou extensões para o navega-
dor Firefox. No caso do ElasticFox, é possível gerenciar uma conta com 
a Amazon EC2, realizando atividades como iniciar novas instâncias de 
máquinas virtuais.  
Como o código do ElasticFox é aberto, possibilitando customiza-
ções e novos desenvolvimentos a partir dele, surgiu um outro projeto  
chamado HybridFox, no qual é possível realizar as mesmas atividades 
que o ElasticFox numa conta da Amazon EC2, mas também num ambi-
ente computacional com o Eucalyptus. As principais atividades são: 
- Gerenciar imagens (ver Figura 2) 
- Iniciar e parar instâncias de máquinas virtuais 
- Gerenciar instâncias (ver Figura 3) 
- Gerenciar IPs elásticos 
- Gerenciar grupos de segurança 
- Gerenciar pares de chaves 






Figura 2 - Tela de gerenciamento de imagens no HybridFox 
 
 
Figura 3 - Tela de gerenciamento de instâncias no HybridFox 
 
O HybridFox é funcional e permite instalação e configuração rá-
pidas, além de fácil uso para gerenciamento de atividades básicas como 
o instanciamento de máquinas virtuais. No entanto, ele é um plug-in 
específico para o navegador Firefox, o qual, apesar de amplamente utili-
zado (segundo estatísticas da W3Schools
9
 46,6% de uso em Junho de 
2010), não é universal e atualizações do navegador podem acarretar na 




necessidade de atualização do HybridFox, como acontece com outros 







O RightScale é uma plataforma de gerenciamento de computação 
em nuvem baseada na web, que fornece possibilidade de gerenciamento 
de diversos provedores e serviços, como Amazon AWS, Eucalyptus, 
Rackspace, GoGrid, entre outros. 
Além das versões comerciais, há uma versão free que o cliente 
pode assinar, porém com muitos recursos presentes nas edições pagas 
limitados ou ausentes, como monitoramento. 
 
 
Figura 4 - Tela de gerenciamento de instâncias no RightScale 
 
 
Na Figura 4 é mostrada a tela de gerenciamento de instâncias pa-






Figura 5 - Tela de visualização de imagens no RightScale 
 
Na versão ―Free Edition‖ do RightScale testada nesse trabalho, 
não é possível registrar imagens, apenas visualizar as imagens que já 





O Euca2ools é um conjunto de ferramentas de linha de comando, 
que servem para interagir com web services que exportem uma API 
baseada em REST/Query compatível com os serviços EC2 e S3 da A-
mazon. As ferramentas podem ser usadas tanto com os serviços da A-
mazon como com instalações do Eucalyptus. Segundo (EUCALYPTUS, 
2010), essas ferramentas foram inspiradas nas ferramentas de linha de 
comando distribuídas pela Amazon (api-tools e ami-tools), e aceitam 
basicamente as mesmas opções e variáveis de ambiente. No entanto, o 
euca2ools foi desenvolvido do zero em Python, utilizando-se as biblio-
tecas Boto e o kit de ferramentas M2Crypto (EUCALYPTUS, 2010). 
Diversas ações são possíveis com o euca2ools, como por exem-
plo, listar as imagens virtuais disponíveis,  instanciar uma máquina vir-
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tual e verificar as instâncias de máquina virtual que estão sendo execu-
tadas, conforme a Figura 6. 
 
 
Figura 6 – Consulta por imagens, instanciação de máquina virtual e verificação 
de instâncias sendo executadas usando-se o euca2ools. 
 
Até o momento da escrita desse trabalho, o euca2ools era uma 
ferramenta disponível para sistemas operacionais baseados em Linux.  
Todas as ferramentas apresentadas aqui são configuradas para a-
cessar os dados da nuvem através do fornecimento das seguintes infor-
mações: 
- URL de acesso ao controlador da nuvem. Exemplo: 
http://cirrus.lrg.ufsc.br:8773/services/Eucalyptus 
- Chave de acesso ao controlador 
- Chave privada do usuário, cadastrado para acesso à nuvem, o 
qual vai fazer consulta aos serviços disponíveis. 
Note-se, portanto, que informações sensíveis podem ser forneci-
das a terceiros (no caso de uso do RightScale, por exemplo), gerando 
uma necessidade de confiança entre o usuário do serviço e o provedor da 
ferramenta, que pode ser estabelecida por contrato de serviço ou outra 






Esse capítulo apresentou e resumiu as principais características e 
definições para computação em nuvem, dentre as quais se destacam o 
modelo de implantação (privada, pública, híbrida ou comunitária) e o 
modelo de serviços (IaaS, PaaS e SaaS). Além dessas definições, foram 
apresentadas algumas das principais plataformas de software para com-
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putação de código aberto, o Eucalyptus e o OpenNebula, assim como os 
principais projetos que as utilizam. Foram também destacadas algumas 
das iniciativas em busca da padronização da computação em nuvem, as 
mais relevantes no escopo do presente trabalho. Para finalizar, apresen-
tou-se algumas das ferramentas de software livre ou com uso livre limi-
tado para gerenciamento de uma nuvem, notadamente características de 
gerenciamento de imagens e instanciamento de máquinas virtuais.
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De acordo com Ray e Schultz (2009), virtualização se refere às 
tecnologias projetadas para prover uma camada de abstração entre o 
hardware de um sistema computacional e o software sendo executado 
sob esse hardware. Para Daniels (2009), é um ambiente ou camada de 
abstração entre os componentes de hardware e o usuário final.  
O uso de máquinas virtuais tem diversas aplicações, incluindo, 
por exemplo, a de implantação de software, devido a sua habilidade de 
encapsular os recursos de armazenamento de uma máquina virtual em 
um único arquivo de imagem de disco virtual, o qual aparece, para o 
sistema operacional visitante, como um  disco rígido (CHEN et al., 
2009). Esse arquivo de imagem pode então ser distribuído para qualquer 
máquina, a qual pode ser inicializada (feito boot) a partir dessa imagem, 
pelo monitor de máquina virtual para reconstruir o mesmo ambiente de 
execução virtual sem o processo de reinstalação de software. Esse para-
digma de implantação baseada em imagem de disco virtual é especial-
mente útil para ambientes de computação em larga escala, os quais po-
dem ser heterogêneos e distribuídos e podem incluir um grande número 
de máquinas (CHEN et al., 2009). 
Pode-se perceber com a descrição acima, que a tecnologia de má-
quinas virtuais ganha um destaque renovado dentro do universo de 
computação em nuvem, não só pela possibilidade de se obter melhor 
utilização de recursos pela disponibilidade de novas máquinas a partir de 
um mesmo hardware, como também por essa maior facilidade para im-
plantação de software através do uso de imagens virtuais, essencial para 
se prover serviços sob demanda de modo rápido. 
 
 
3.1 POR QUE VIRTUALIZAR? 
 
 
Para Kirk (2009), a virtualização está transformando os data cen-
ters, devido a sua habilidade de consolidar recursos de hardware e redu-
zir custos com energia. Ainda de acordo com Kirk (2009), desenvolvi-
mentos recentes na tecnologia de virtualização a posicionaram como 
uma tecnologia núcleo para computação em nuvem. Dentre esses desen-
volvimentos, o autor cita dois principais: 
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- Habilidade de se mover uma máquina virtual em execução, jun-
tamente com seu sistema operacional e aplicações, para um host físico 
sem grandes paralisações; 
- Habilidade de se registrar (logging) em tempo real as ações de 
uma máquina virtual, com o propósito de se poder retroceder um siste-
ma por completo até um determinado ponto e então avançá-lo novamen-
te, com a finalidade de depurá-lo ou auditá-lo. 
Para Krishna (2009), virtualização é a chave para se prover me-
lhor utilização de servidores e uma melhor flexibilidade de uso e aloca-
ção de recursos. 
 
3.2 TÉCNICAS UTILIZADAS NA VIRTUALIZAÇÃO 
 
 
Primeiramente, é preciso apresentar dois novos conceitos, o de 
sistema operacional hospedeiro e o de sistema operacional visitante. 
O sistema operacional hospedeiro é o sistema que é executado di-
retamente sobre o hardware físico, enquanto o sistema operacional visi-
tante é o sistema que é executado na máquina virtual (hardware virtuali-
zado). 
Para que o sistema operacional visitante possa executar como se 
estivesse executando em uma máquina física (acessar dispositivos de 
hardware, por exemplo), é adicionada uma camada de software entre o 
hardware e o sistema operacional, chamada de Monitor de Máquina 
Virtual, sendo conhecido também pelo termo hipervisor. Esses monito-
res podem ser implementados de duas formas: paravirtualização ou vir-
tualização total. 
- Paravirtualização: técnica de virtualização que permite que o 
sistema operacional esteja ciente de que está sendo executado sob um 
hipervisor e não diretamente sob o hardware (Xen.org, 2010). As instru-
ções a serem executadas sob o hardware são repassadas para o hipervi-
sor. O núcleo do sistema operacional, no entanto, precisa ser modificado 
para se acomodar a essa situação.  
- Virtualização total: Nesse caso, o hipervisor fornece uma má-
quina emulada, na qual o sistema operacional é executado. O núcleo do 
sistema operacional não precisa ser modificado, mas como o sistema 
operacional visitante não sabe da existência do hipervisor, as instruções 
executadas pelo sistema operacional são primeiramente testadas pelo 
hipervisor antes de executar no hardware. 
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Além das formas de implementação citadas acima, por software, 
nos últimos anos foram desenvolvidos processadores com extensão para 
terem virtualização no próprio hardware (ADAMS; AGESEN, 2006), 
facilitando a implementação da virtualização total. É o caso da tecnolo-
gia IVT (Intel Virtualization Technology) da Intel (INTEL, 2010b) e do 
AMD-V (AMD Virtualization), da AMD (AMD, 2011). 
Diversas ferramentas de software implementam as técnicas de pa-
ravirtualização ou virtualização total e a seguir apresentam-se algumas 






O primeiro lançamento público do hipervisor Xen foi feito em 
2003, como um projeto de pesquisa da Universidade de Cambridge. 
Essa apresentação pode ser conferida em detalhes no artigo intitulado 
Xen e a Arte da Virtualização (BARHAM, 2003). Ele é um software de 
código aberto para virtualização ou, mais detalhadamente, conforme 
descrição do próprio fabricante, ―uma camada de software que roda 
diretamente no hardware do computador, substituindo o sistema opera-
cional e assim permitindo que o mesmo hardware rode diferentes siste-
mas operacionais convidados, concorrentemente‖ (Xen.org, 2010, pág. 
1, tradução nossa). 
De acordo com (Xen.org, 2010), um computador rodando o hi-
pervisor Xen contém três componentes: 
- O hipervisor Xen, que roda diretamente sobre o hardware e é a 
interface para todas as requisições de hardware (I/O, CPU,...) feitas 
pelos sistemas operacionais convidados. 
- Um domínio privilegiado, chamado Domain 0 (Dom0), que é 
um convidado especial sendo executado no hipervisor com acesso direto 
ao hardware e com responsabilidades de gerenciamento de convidados. 
Esse domínio é executado pelo hipervisor Xen durante a inicialização do 
sistema e pode rodar qualquer sistema operacional, à exceção do Win-
dows. O Dom0 tem privilégios especiais no acesso ao hipervisor Xen e 
pode executar tarefas administrativas, relativas aos domínios não privi-
legiados (DomU), como gerenciamento de I/O. Também pode ser usado 
por administradores de sistema, pois é possível se conectar nesse domí-
nio e gerenciar todo o sistema computacional. 
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- Múltiplos domínios convidados sem privilégios (Unprivileged 
Domain Guests), conhecidos como DomU. Esses domínios rodam no 
hipervisor, mas não tem acesso direto ao hardware. Esses domínios são 
iniciados e controlados pelo Dom0, e agem de modo independente no 
sistema. Esses convidados podem ser executados com um sistema ope-
racional modificado, processo conhecido como paravirtualização, ou um 
sistema sem modificação, exigindo hardware com suporte à virtualiza-






O Kernel-based Virtual Machine (Máquina Virtual baseada em 
Kernel) ou KVM é um hipervisor de código aberto mais novo que o 
Xen, foi lançado em 2007.  Ao contrário do Xen, o KVM não utiliza 
paravirtualização, mas sim a virtualização total e necessita de um supor-
te à virtualização por parte da CPU.  Outra diferença do KVM em rela-
ção ao Xen é a forma pela qual interage com o núcleo (kernel) do siste-
ma operacional. No caso do KVM, ele é um módulo carregável do nú-
cleo.  
De acordo com Habib (2008), uma instalação típica do KVM é 
composta pelos seguintes componentes: 
- Um driver de dispositivo para gerenciamento do hardware de 
virtualização. As funcionalidades desse driver estão disponíveis através 
do dispositivo de caracteres  /dev/kvm; 
- Um componente de espaço de usuário para emular o hardware 
do PC; e 
- Um modelo de Entrada/Saída derivado diretamente do QEMU 
(software de código aberto para emulação de máquinas e virtualizador), 
com suporte a características do QEMU, como a copy-on-write de ima-
gens de disco. 
Outra questão relevante em relação ao KVM é que, como não re-
quer mudança no núcleo do sistema operacional, pode executar qualquer 










A VMware foi pioneira na virtualização da plataforma x86, es-
tando no mercado desde 1998. 
O VMware (produto de mesmo nome da empresa), é um frame-
work para virtualização da plataforma x86, o qual possui diversos pro-
dutos, tanto para servidores quanto para desktops. Isto é, é possível ter 
tanto uma versão para servidor, como o VMware Server, gerenciando 
diversas máquinas virtuais, como uma versão para rodar uma imagem 
virtual em um desktop. A técnica utilizada é a de virtualização total, 
embora haja suporte para virtualização através da Interface de Máquina 
Virtual disponível em algumas implementações do produto. Esse supor-
te, no entanto, já teve sua aposentadoria em novos produtos a partir de 
2010-2011 anunciado pela empresa. Os produtos VMware apresentam 




3.4 MÁQUINAS VIRTUAIS E IMAGENS VIRTUAIS 
 
 
Máquinas virtuais executam sistemas operacionais, os quais po-
dem ser normalmente disponibilizados de duas maneiras. Uma delas é 
instalar diretamente na maquina virtual, a partir do drive de CD-ROM. 
Outra forma é carregá-lo a partir de um sistema operacional pré-
configurado, em um arquivo comumente chamado de imagem virtual ou 
apenas imagem, conforme descrito no início do presente capítulo. Os 
aplicativos que sejam necessários posteriormente podem ser instalados 
mais tarde, com a máquina virtual em execução, ou sendo adicionados à 
imagem.  
Ou seja, é essa imagem que determina o estado inicial de uma 
máquina virtual e seus aplicativos, isto é, quais serão suas características 
logo após o boot. Wei, Zang e Ammons (2009), expõem muito bem essa 
questão quando afirmam que o estado inicial de cada máquina virtual na 
nuvem é determinado por alguma imagem, e, portanto, essa imagem 
precisa ter sua integridade altamente garantida. Os mesmos autores tam-
bém citam que, além da integridade, há a necessidade se compartilhar 
essas imagens de modo seguro, pois algumas das vantagens da compu-
tação em nuvem dependem do uso de imagens fornecidas por terceiros. 
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Na Figura 7, Wei, Zhang e Ammons (2009), exemplificam, em 
alto nível, uma arquitetura típica de uma nuvem computacional, focando 
especialmente na questão das imagens. Nesse cenário típico, com os 
nomes de personagens comumente usados para cenários relacionados à 
segurança – Alice e Bob, os autores demonstram as formas básicas pelas 
quais um usuário pode acessar um gerenciador da nuvem: através de um 
portal, via navegador ou através de uma interface de linha de comando, 
similar à oferecida pelo serviço EC2 da Amazon e pela ferramenta eu-
ca2ools do Eucalyptus, apresentada na Seção 2.4.3. 
 
 
Figura 7 - Arquitetura típica, em alto nível, de uma nuvem (WEI; ZHANG; 
AMMONS, 2009). 
 
No cenário da Figura 7, são demonstrados três tipos de recursos 
fornecidos por uma nuvem: um repositório de imagens para máquinas 
virtuais, um conjunto de servidores nos quais essas imagens poderiam 
ser executadas e também um dispositivo de armazenamento, para a per-
sistência de dados que o usuário deseje armazenar. Na Figura 7, fica 
também evidente o papel importante desempenhado pelas imagens de 
máquinas virtuais no cenário de computação em nuvem. Essas imagens, 
além de desempenharem um papel único no ambiente em questão, apre-
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sentam riscos de segurança e necessidades de gerenciamento individu-
ais, conforme listados abaixo: 
1) Imagens de máquina virtual, por definição, são inativas ou dormen-
tes (WEI, ZHANG e AMMONS, 2009, pg. 92, tradução nossa). 
2) Imagens de máquina virtual são projetadas para serem utilizadas e 
compartilhadas por diferentes usuários, normalmente sem nenhuma 
relação entre si (WEI, ZHANG e AMMONS, 2009, pg. 92, tradução 
nossa). 
3) Imagens de máquina virtual não são simplesmente uma porção es-
tática de informação do usuário, mas uma entidade que inclui toda 
a pilha de software que vai inicializar uma máquina virtual em seu 
estado inicial, ou, no caso de um snaptshot, num estado (checkpo-
int) previamente armazenado (WEI, ZHANG e AMMONS, 2009, 






A computação em nuvem faz uso de diversas tecnologias já con-
solidadas. Entre elas, uma das principais é a virtualização, a qual foi 
apresentada nesse capítulo com especial destaque a fatores como porque 
virtualizar, técnicas de virtualização disponíveis. Dentro desse cenário, 
apresentaram-se também os principais hipervisores ou Monitores de 
Máquina Virtual, considerando-se os que são livres, de código aberto ou 
com licença de uso parcialmente livre, como o Xen, KVM e VMware, 
os quais são a camada de software que fornece ao sistema operacional 
visitante a abstração da máquina virtual. Para finalizar, apresentaram-se 
também as imagens virtuais e seu papel no funcionamento do sistema. O 
objetivo do capítulo não foi esgotar o tema, cuja literatura é extensa e 
complexa, mas prover uma visão geral, de modo a contextualizar sua 





4 MONITORAMENTO EM COMPUTAÇÃO EM NUVEM 
 
 
A computação em nuvem faz uso de tecnologias como computa-
ção utilitária, computação em grade e outras. A área de computação em 
grade, por exemplo, possui consideráveis esforços de pesquisa e imple-
mentação. O Open Grid Forum especificou uma arquitetura de monito-
ramento, a GMA (Grid Monitoring Architecture ou Arquitetura de Mo-
nitoramento de Grade), a qual usa uma abordagem produ-
tor/consumidor, levando em consideração que uma grade pode ter mi-
lhares de recursos e usuários simultâneos (OPEN GRID FORUM, 
2002). A arquitetura referida apresenta três tipos de componentes: 
1) Serviço de diretório: para publicação de eventos e descoberta. 
Nesse serviço, os produtores e os consumidores que aceitam mensagens 
de controle se registram para que os interessados tomem conhecimento 
de sua existência e possam se comunicar. 
2) Produtores: tornam os dados de desempenho disponíveis 
3) Consumidores: recebem os dados de desempenho disponibili-
zados pelos produtores. 
Note-se a questão de que os consumidores recebem os dados de 
desempenho, isto é, a comunicação é entre produtor e consumidor, o 
serviço de diretório tem a finalidade exclusiva de iniciar o contato entre 
as partes (que uma tome conhecimento da outra). A comunicação entre 
produtores e consumidores na arquitetura GMA pode se dar por três 
tipos de interação: publish/subscribe (interessados se inscrevem para 
receber determinadas publicações), query/response (interessado requisi-
ta a informação do produtor no esquema pergunta/resposta) e notifica-
ção (comunicação em um estágio, em que o produtor envia os dados de 
desempenho para o consumidor). 
Em Chung e Chang (2009), é apresentada a arquitetura GRIM 
(Grid Resource Information Monitoring ou Monitoramento de Informa-
ção de Recursos da Grade). Essa arquitetura é dividida em três camadas, 
a saber: 
1) Query layer (camada de consulta): o projeto dessa camada é 
similar ao da camada de visualização do PCMONS (apresentado na 
próxima seção), no sentido de que usuários com diferentes expectativas 
estão envolvidos. Na camada de consulta os usuários podem requisitar 
informações de interesse acerca de algum recurso, enquanto na camada 
de visualização do PCMONS a intenção é habilitar diferentes interfaces 
para visualização dos dados de monitoramento. 
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2) Mediation layer (camada de mediação): essa camada da arqui-
tetura GRIM intermedeia a consulta dos usuários e a atualização das 
informações dos hosts da camada information provider layer.  No PC-
MONS, a camada de integração tem objetivo similar, pois faz a integra-
ção entre a camada de visualização e a de infraestrutura,  traduzindo 
requisições de uma camada para a outra, quando necessário, assim como 
agregando e sumarizando as informações coletadas. 
3) Information provider layer (Camada de informações do prove-
dor): consiste dos hosts sendo monitorados. Um host na arquitetura 
GRIM é qualquer recurso que provê serviços de grade e os hosts têm 
sensores para detectar seu estado (CHUNG; CHANG, 2009). Na arqui-
tetura PCMONS, a camada de infraestrutura tem propósito e comporta-
mento similares, uma vez que é composta pelos recursos computacio-
nais da nuvem, além de serem adicionados sensores às máquinas virtuais 
durante o processo de boot. 
Há ainda, no entanto, muito debate sobre o relacionamen-
to/comparação entre computação em nuvem e computação em grade. 
Algumas diferenças são mencionadas, especialmente em termos de pro-
visionamento e interface de serviços, como em Wang et al. (2008): 
- Interfaces centradas no usuário: os usuários não precisam mu-
dar seus hábitos de trabalho, como linguagens de programação. Para 
acessar os serviços e recursos de grade, os usuários precisam aprender 
comandos e APIs específicas da computação em grade. Brock e Gos-
cinski (2010) mencionam que o nível de expertise para usar uma nuvem 
é significativamente menor se comparada com uma grade. 
- Provisionamento de serviços sob demanda: fornecidos pelos 
provedores de nuvem; usuários podem instalar softwares para personali-
zar seu próprio ambiente computacional. 
- Oferta de QoS garantida: não há espaço para melhor esforço e 
em geral um SLA é negociado com o cliente, considerando níveis de 
desempenho, disponibilidade e outros. 
Outra característica importante é que as nuvens são gerenciadas 
por entidades únicas (BROCK; GOSCINSKI, 2010), enquanto que gra-
des não têm uma entidade central de gerenciamento.  
Diversos são os motivos pelos quais é necessário o monitoramen-
to em um ambiente de computação em nuvem. Segundo Elmroth e Lars-
son (2009), os principais são: 
a) Garantir que as máquinas virtuais obtenham a capacidade es-
tipulada em SLAs; e 
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b) Coletar dados para contabilidade dos recursos sendo utiliza-
dos, necessários para cobrança, por exemplo. 
Além dos motivos acima citados, Elmroth e Larsson (2009) indi-
cam ainda dois tipos complementares de monitoramento que precisam 
ser feitos pelo sistema de monitoramento: 
a) Medições da infraestrutura, as quais incluem medições de baixo 
nível dos recursos sendo usados pela MV, como quantidade de 
memória RAM ou largura de banda; e 
b) Indicadores-chave de desempenho específicos da aplicação, por 
exemplo, o número de usuários conectados num servidor. 
As razões citadas para o monitoramento podem ser definidas co-
mo o conjunto de por que monitorar, porém há outros dois lados que 
requerem atenção: o que monitorar e como monitorar. 
O que monitorar está intimamente ligado ao serviço contratado e 
aos níveis de serviço acordados em um SLA. 
Como monitorar sofre influência do que está sendo monitorado, 
como por exemplo, intervalo de tempo. De acordo com Elmroth e Lars-
son (2009), conceitualmente, o monitoramento de recursos pode ser 
efetuado em intervalos de tempo contínuos ou discretos, sendo que a 
medição contínua é um tipo especial de medição discreta, já que o inter-
valo de tempo entre uma medição e outra é muito pequeno, fazendo com 
que a coleta seja na forma de um fluxo de dados. Elmroth e Larsson 
(2009) citam ainda que os dados coletados possam ser entregues proces-
sados ou não, e de acordo com três esquemas: logo que possível, em 
intervalos regulares ou quando determinada situação é verificada.  
Outros princípios e técnicas de monitoramento também podem 
ser levados em consideração ao se projetar um sistema de monitoramen-
to para computação em nuvem, como por exemplo, os relacionados à 
computação em grade. A computação em grade pode formar a base da 
infraestrutura de computação em nuvem e por isso técnicas de monito-
ramento em computação em grade também devem ser levadas em consi-
deração quando se analisa formas de monitoramento para computação 
em nuvem. Para Imamagic e Dobrenic (2007), monitorar sistemas dis-
tribuídos, tais como os de grade (assim como os de nuvem), é crucial 
para a operação normal de todos os subsistemas. Atividades como audi-
toria eficiente de segurança, detecção de falhas, manutenção, escalona-
mento de trabalho, desempenho dos recursos, entre outras, são possíveis 
através da coleta constante de informações do sistema. 
Em computação em nuvem, as atividades de definição de o que e 
como monitorar nem sempre são tarefas triviais, pois além de depende-
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rem do modelo sendo usado (IaaS, PaaS, SaaS), envolvem também as-
pectos legais e a própria dinamicidade do paradigma (por exemplo, uma 
máquina virtual que em um momento estava instanciada para atender 
determinada demanda, em outro momento já não está mais). É necessá-
rio também se considerar que monitoramento inclui coleta de dados, os 
quais podem ser de natureza sensível, necessitando de mecanismos de 
segurança. 
O presente trabalho, considerando essas peculiaridades, procura 
desenvolver uma arquitetura de monitoramento que leve em considera-
ção os aspectos discutidos na presente seção.  Além do desenvolvimento 
dessa arquitetura, apresentada no Capítulo 5, é também desenvolvido 
um protótipo de testes, utilizando quando possível ferramentas já bem 






O Nagios é um framework código aberto para monitoramento de 
hosts e serviços, cujo principal propósito é a detecção de falhas. 
Segundo a documentação disponível no site
10
 oficial do software, 
o sistema de monitoramento do Nagios provê as seguintes funcionalida-
des: 
 Monitoramento compreensível: todos os componentes de in-
fraestrutura de missão crítica (aplicações, serviços, sistemas o-
peracionais, protocolos de rede, métricas de sistema e infraes-
trutura de rede) são monitorados. 
 Visibilidade: fornece uma visão central de todos os processos 
de negócio e rede de operações de TI. 
 Conscientização: a equipe de TI pode receber alertas via email 
ou SMS (Short Message Service ou Serviço de Mensagem Cur-
ta). Possui também capacidade de notificação multiusuário, ga-
rantindo que os alertas cheguem à atenção das pessoas necessá-
rias. 
 Correção de Problemas: Tratadores de problemas permitem 
que serviços, aplicações, servidores e dispositivos sejam reini-
ciados automaticamente quando algum problema é detectado. 




 Planejamento de Capacidade e Tendência: permite que a or-
ganização planeje upgrades de infraestrutura com antecedência. 
 Relatórios: Verifica se SLAs estão sendo cumpridos, provê da-
dos históricos de falhas, notificações e resposta a alertas para 
análises futuras. 
 Arquitetura extensível: Provê integração fácil com aplicações 
internas e de terceiros. Isso é possível através de centenas de 
plug-ins ou extensões desenvolvidas pela comunidade de códi-
go aberto. 
Como o Nagios é uma ferramenta popular e de código aberto, que 
vem sendo desenvolvida a mais de 10 anos, contando com ampla docu-
mentação e suporte pela comunidade, além de ter flexibilidade de uso 
através da criação de módulos específicos (através de plug-ins, por e-
xemplo), diversos trabalhos na área de monitoramento o utilizam como 
ferramenta de suporte. 
Imamagic e Dobrenic (2007) utilizam o Nagios num ambiente de 
grade, projetando e implementando diversas extensões e abordagens 
para problemas específicos. No trabalho citado (IMMAGIG; DOBRE-
NIC, 2007), exploram uma característica importante da ferramenta, a 
qual eles chamam de sensores. Esses sensores ou plug-ins são compo-
nentes externos que são invocados pelo Nagios para fazer alguma verifi-
cação. A distribuição básica do Nagios vem com um conjunto básico de 
plug-ins, como verificação de carga (check_load) do sistema, de cone-
xões diversas (check_http, check_tcp, ...), entre outros. No entanto, sen-
sores personalizados podem ser desenvolvidos em qualquer linguagem, 
fazendo com que o Nagios possa monitorar praticamente qualquer re-
curso desde que possa ser desenvolvido um sensor ou plug-in para a 
finalidade desejada. 
Stelte e Hochstatter (2009) também utilizam a característica de 
extensibilidade do Nagios, desenvolvendo um plug-in chamado iNag-
Mon (Network Monitoring on the iPhone), para permitir a fácil interação 
com o Nagios através da tela de dispositivos móveis como o iPhone. O 
interesse de tal estudo e desenvolvimento se deve ao fato de dispositivos 
móveis serem amplamente utilizados e também ao fato mencionado 
pelos autores de ser o Nagios amplamente reconhecido como uma fer-
ramenta importante de monitoramento. 
Em Oliveira et. al (2010), foi desenvolvido um sistema de geren-
ciamento de PLC (Power Line Communication), a tecnologia que utiliza 
a rede de energia elétrica para envio de dados de telecomunicações. No 
sistema desenvolvido pelos autores citados, diversos plug-ins foram 
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construídos para o Nagios, entre eles os de gerenciamento de fluxo de 
rede, controle de tráfego, de ruído, entre outros. 
No presente trabalho, essa característica de escalabilidade do Na-
gios é aproveitada também para viabilizar o protótipo de testes da arqui-






O presente capítulo, considerando que computação em grade po-
de fazer parte da computação em nuvem, apresentou algumas arquitetu-
ras propostas para monitoramento de grades, assim como destacou as-
pectos de monitoramento a serem considerados particularmente para 
computação em nuvem. Foi possível observar também que o Nagios é 
bastante utilizado em outros trabalhos, como ferramenta de monitora-
mento e visualização dos dados monitorados. 
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Para uma interação inicial com o tema, especialmente ferramen-
tas e funcionalidades, um ambiente de pré-testes foi configurado, con-
forme apresentado na Figura 8. 
 
 
Figura 8 - Ambiente de pré-testes. 
 
O hardware apresentado na Figura 8 foi utilizado para fins explo-
ratórios, isto é, uma maior familiaridade com o tema e ferramentas, 
conforme citado anteriormente. A especificação técnica desse hardware 
é dada na Tabela 1, assim como são citados os softwares utilizados, os 









Tabela 1 - Descrição das ferramentas de software e hardware utilizadas no 
ambiente de pré-testes 
Hardware Software Papel no ambiente 
Notebook Acer Aspire 5920 
Processador: Intel® Core™ 
2 Duo T5750 
Cache do Processador: 
2MB L2  
Memória RAM: 4GB  
DDR2 667MHz 
Disco Rígido (HD): 250GB 
SATA 5400rpm  
OpenSUSE 11.1 64 bits 
Eucalyptus release 1.6.1 
Xen versão 3.3.1 
Nagios versão 3.0.6 






CPU HP Pavilion 6205BR 
Pentium 
Processador: 4 3.6GHz 
Memória RAM: 1 GB 
DDR2 333 MHz 
Disco Rígido (HD):  
250GB 
OpenSUSE 11.1 32 bits 
Eucalyptus release 1.6.1 
Xen versão 3.3.1 
 
Nodo 
Roteador Wireless Intelbras 
WRG 240 E 54Mbps 
 Atribuir IPs e acesso 
à Internet para má-
quinas virtuais 
 
O sistema operacional openSUSE foi escolhido por ter suporte ao 
Eucalyptus e também suporte nativo ao Xen, sendo que esse último tem 
sua instalação e configuração bastante facilitadas pela ferramenta de 
instalação e configuração fornecida pelo openSUSE, o YaST. 
O Eucalyptus foi escolhido por ser uma plataforma para compu-
tação em nuvem de código aberto, bastante documentada, oferecer su-
porte para diversas distribuições Linux, como o Ubuntu (distribuição 
que inclusive incorporou o Eucalyptus a partir do Ubuntu 9.04), CentOS 
5, Debian ―Squeeze‖ e OpenSUSE 11. Além disso, por oferecer uma 
interface similar a EC2 da Amazon, amplamente utilizada e considerada 
por alguns um padrão de facto quando se trata se serviços para nuvem. 
Por fim, o seu design hierarquizado visa e facilita (mas não limita) o seu 
uso em laboratórios e em pequenas e médias empresas (Nurmi et al. 
2009). Além desses fatores, salienta-se também que no momento da 
definição do andamento dos trabalhos no Laboratório de Redes e Gerên-
cia, do qual a autora dessa dissertação faz parte, o assunto computação 
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em nuvem e suas ferramentas eram ainda muito recentes e grupos de 
trabalho foram organizados para explorar as tecnologias existentes, fi-
cando a presente autora responsável pelo Eucalyptus, bastante popular à 
época. Posteriormente o grupo de pesquisa da Universidade de Santa 
Bárbara, nos Estados Unidos, arrecadou um capital disponível para em-
presas iniciantes e se desmembrou da Universidade, mantendo a funda-
ção do Eucalyptus código aberto e adicionando outras características em 
uma versão comercial. A versão de código aberto continua sendo desen-
volvida e mantida, com constantes atualizações. No início dos trabalhos 
a versão disponível era a 1.6.1 e atualmente o software já se encontra na 
versão 2.0.1, lançada em novembro de 2010. Ou seja, o Eucalyptus con-
tinua se enquadrando no foco desse trabalho, de se utilizar apenas soft-
wares de código aberto.  
A escolha do hipervisor de modo geral está atrelada ao software 
para computação em nuvem escolhido. No caso do Eucalyptus, na ver-
são de código aberto, há suporte para dois hipervisores também de códi-
go aberto: o Xen e o KVM. O hipervisor ou monitor de máquina virtual 
é quem permite que seja executado o sistema operacional hóspede, cons-
truindo as interfaces virtuais para as interfaces reais do sistema hospe-
deiro. Há diversas maneiras de se implementar o mecanismo de virtuali-
zação, conforme apresentado no Capítulo 3 – Tecnologias de Máquinas 
Virtuais ou Virtualização, e cada hipervisor pode estar apto a trabalhar 
com uma dessas técnicas e eventualmente mais de uma. Para o caso dos 
dois hipervisores citados, Xen é o mais indicado ao estudo de caso, pelo 
fato de implementar o mecanismo de paravirtualização, técnica na qual 
uma camada de hardware virtual muito similar ao hardware real é adi-
cionada ao hipervisor (SANTOS; CHARÃO, 2008), não precisando de 
suporte nativo à virtualização pelo hardware. Para acomodar o uso dessa 
técnica, o núcleo do sistema operacional precisa ser adaptado. No caso 
do hipervisor KVM (Kernel-based Virtual Machine), o hardware utili-
zado deve possuir suporte à virtualização pelo processador, característi-
ca que era encontrada apenas em computadores de grande porte, como 
mainframes, até o lançamento das extensões IVT (Intel Virtualization 
Technology) pela Intel e da AMD-V (AMD Virtualization), pela AMD 
(SANTOS; CHARÃO, 2008). O próprio KVM é recente, tendo sido 
lançado oficialmente em 2007. Essa virtualização por suporte nativo no 
hardware é chamada de Máquina Virtual de Hardware ou Hardware 
Virtual Machine (HVM). No caso do KVM, não há a necessidade de se 
alterar o núcleo do sistema operacional, pois ele está disponível como 
um módulo no núcleo padrão na maioria das distribuições Linux. No 
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hardware utilizado para testes, ambos os processadores eram Intel, mas 
nenhum deles com suporte à virtualização, portanto o hipervisor esco-
lhido foi o Xen. É importante salientar, no entanto, que há diversos es-
tudos comparando o desempenho de diversos hipervisores e cada um 
tem suas vantagens em um ou outro aspecto estudado ou testado. A 
escolha entre um e outro, em geral, está relacionada à flexibilidade de 
uso, desempenho e considerações estratégicas/estudo e planejamento do 
ambiente onde vai ser utilizado (CERBELAUD; GARG; HUYLEBRO-
ECK, 2009) 
O Nagios foi escolhido pelas características já citadas na Seção 
4.1 Nagios. No presente trabalho, sua escolha foi também fortalecida 
pelo fato de a plataforma de software para computação em nuvem esco-
lhida, o Eucalyptus, estar usando o Nagios para um monitoramento ini-
cial de seus componentes, através do fornecimento de um script para 
monitoramento dos seus componentes (ping e carga): nodos, controlador 
de cluster, controlador da nuvem. 
 
Figura 9 - Interface web para configuração da nuvem, a partir da qual são gera-
das as credenciais 
 
O Eucalyptus é composto por quatro componentes de alto nível, 




1) Controlador de nodo (node controller – nc) : controla a execu-
ção, inspeção e término das instâncias de MVs, no host onde está sendo 
executado. 
2) Controlador de cluster (cluster controller – cc):  faz o agen-
damento e coleta informações da execução das MVs num controlador de 
nodo específico e gerência instâncias de rede virtual. 
3) Controlador de armazenamento (storage controller – walrus): 
serviço de armazenamento baseado em put/get que implementa a inter-
face S3 (Simple Storage Service) da Amazon, provendo um mecanismo 
para acesso e armazenamento de imagens de MVs e dados de usuários. 
4) Controlador de nuvem (cloud controller - clc): ponto de entra-
da na nuvem para usuários e administradores. Ele indaga os gerenciado-
res de nodos sobre informações acerca de recursos, faz decisões de a-
gendamento de alto nível e as implementa através de requisições aos 
controladores de cluster. 
Através das informações disponibilizadas na configuração da par-
te administrativa do Eucalyptus, conforme Figura 9, são geradas as cre-
denciais que serão utilizadas para autenticação do usuário. Note-se que 
algumas informações, quando alteradas, ocasionam a necessidade de se 
gerar novamente tais credenciais e atualizá-las nos nodos. 
Com relação à configuração de rede, na versão Eucalyptus 1.6.1, 
há quatro modos de configuração de rede, conforme listado abaixo 
(EUCALYPTUS, 2009): 
1) System: modo mais simples, com menos recursos de rede. Nes-
se caso, não é o Eucalyptus que fica responsável pela atribuição de IPs 
aos nodos, mas um servidor DHCP externo ao Eucalyptus. O Eucalyptus 
designa um MAC que ele mesmo gera para a MV (normalmente 
FF:FF:FF:FF:FF:FF), antes do boot, e associa a interface ethernet da 
máquina virtual à interface física através da ponte (bridge) Xen que foi 
configurada para o nodo local. O endereço IP então é atribuído à essa 
máquina virtual pelo servidor DHCP da mesma forma que é atribuído a 
qualquer outra máquina física dessa rede. 
2) Static: nesse modo, o administrador configura uma lista de pa-
res MAC/IP, que é utilizada pelo Eucalyptus para atribuir às MVs. A 
parte de associar a interface de rede da máquina virtual à interface física 
é similar ao modo anterior. A vantagem desse modo seria um maior 
controle sobre os IPs que se quer associar às MVs. 
c) Managed: esse é o modo mais completo, oferecendo possibili-
dade de se isolar as máquinas virtuais em uma rede de máquinas virtu-
ais, de se criar grupos seguros (security groups), com regras de ingresso, 
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assim como definir uma lista de IPs públicos, que os usuários podem 
utilizar para atribuir às suas MVs durante o boot ou em tempo de execu-
ção. 
d) Managed NOV-LAN: mesmas características do modo gerenci-
ado, mas sem a possibilidade de se isolar a rede de MVs. 
Cada um dos modos citados possui características particulares de 
configuração, configuráveis no arquivo eucalyptus.conf 
Após a instalação e configuração inicial, de modo geral, seguin-
do-se a documentação do Eucalyptus, a instalação fica funcional.  A 
instalação do controlador de nuvem, do controlador de cluster e do con-
trolador de nodo são triviais. A configuração do hipervisor e especial-
mente da rede é que podem requerer maior atenção, conforme o modo 
de rede utilizado e o ambiente em que se está configurando. Quando da 
instalação e configuração, para a versão 1.6.1 utilizada no pré-teste, 
estava disponível documentação passo a passo para as distribuições 
OpenSUSE 11, Debian Lenny (5.0.1), Ubuntu Karmic (9.10), Debian 
―squeeze‖,  Ubuntu Jaunty (9.04) e CentOS 5. 
O Eucalyptus permite, através de configuração no arquivo eu-
calyptus.conf, definir o número de CPUs ou núcleos (core) a serem 
utilizados no nodo. Na configuração padrão, ele utiliza o máximo de 
CPUs ou núcleos que encontrar para instanciar as máquinas (no caso do 
ambiente de testes, como os dois nodos utilizados eram Core 2 duo, 
seria por padrão possível instanciar duas máquinas virtuais em cada 
um). Para testes, essa variável foi configurada para MAX_CORES = 4 
(número escolhido ao acaso, apenas para permitir instanciar o dobro de 
máquinas virtuais durante os testes). Ao contrário do que acontece com 
CPUs ou núcleos, não é possível compartilhar memória entre instâncias, 
isto é, não é possível utilizar mais memória do que a memória física 
disponível, mesmo alterando a configuração da variável MAX_MEM, 
na versão utilizada do Eucalyptus (versão 1.6.1).  
Na Tabela 2, são apresentadas as configurações principais utiliza-
das no eucalyptus.conf, em ambos os nodos, no ambiente de pré-testes 


















Política de escalonamento de nodos usada pelo 
controlador do cluster. No roundrobin, os nodos 
são selecionados um após o outro até que seja 
encontrado um que possa rodar a MV.  
NC_PORT="8775" 
 




 Hipervisor com o qual o controlador do nodo irá 
interagir para gerenciar as MVs. 
# MAX_MEM=2048 
 
Máximo de memória que o Eucalyptus poderá usar 
do nodo. Se essa opção ficar desabilitada, será 
utilizada toda a memória disponível. 
MAX_CORES="4" 
 
Número máximo de CPUs / núcleos que o Eucalyp-
tus poderá utilizar no nodo. Se ficar desabilitado, 




Diretório a ser utilizado pelo controlador do nodo 
para armazenar as instâncias sendo executadas, 
assim como suas cópias em cache. As imagens 
sendo executadas serão apagadas depois que a 
instância é terminada, mas as cópias em cache 
serão mantidas (e removidas pelo algoritmo de 







No front-end, a interface privada poderia indicar o 
dispositivo que está conectado à mesma rede que 
os nodos e a pública, o dispositivo que está conec-
tado à rede pública. Se for o mesmo dispositivo, 
indica-se a mesma interface para as duas variáveis.  
No nodo, ambas são configuradas para a interface 
física anexada à ponte configurada pelo Xen. 
VNET_BRIDGE="br0" 
 









Para se utilizar o Eucalyptus dentro de uma arquitetura com di-
versos usuários e integrando-se com outras ferramentas, de modo que as 
configurações e ferramentas envolvidas fiquem transparentes para o 
usuário, as seguintes situações precisam ser tratadas: 
- Gerenciamento da configuração de rede: a configuração é feita 
no eucalyptus.conf e requer conhecimento do ambiente de rede em que 
vai ser utilizada a infraestrutura; 
- Gerenciamento de chaves: no modo de operação padrão, ao se 
instanciar uma máquina virtual, para que ela esteja acessível via ssh 
posteriormente, é fornecida uma chave no momento do instanciamento. 
Com essa chave é possível fazer ssh para a máquina sem ter que prover 
usuário e senha, evitando assim a necessidade de se configurar usuários 
na imagem de máquina virtual utilizada. A priori, qualquer elemento de 
posse dessa chave pode acessar a máquina como root. 
- Configuração de um ambiente mínimo para listagem de imagens 
disponíveis e instanciação de máquinas virtuais: o modo mais básico é o 
da linha de comando, através do uso da ferramenta euca2ools. Para que 
seja possível se executar comandos de listagem de imagens disponíveis 
para instanciação, instâncias sendo executadas e se iniciar uma MV é 
preciso ter a ferramenta instalada, além de variáveis de ambiente, con-
forme mostrado no Quadro 1. 
 











# This is a bogus value; Eucalyptus does not need this but client tools do. 
export EC2_USER_ID='xxxxxxx' 
alias ec2-bundle-image="ec2-bundle-image --cert ${EC2_CERT} --privatekey 
${EC2_PRIVATE_KEY} --user xxxxxxx --ec2cert ${EUCALYPTUS_CERT}" 
alias ec2-upload-bundle="ec2-upload-bundle -a ${EC2_ACCESS_KEY} -s 
${EC2_SECRET_KEY} --url ${S3_URL} --ec2cert ${EUCALYPTUS_CERT}" 




A configuração básica apresentada no Quadro 1 é a configuração 
feita em sistemas operacionais baseados no Linux, para usar o euca2ools 
como ferramenta de gerenciamento.  Isto é, até a escrita desse trabalho, 
o euca2ools estava disponível apenas para Linux.  Para o Windows e 
eventualmente outro sistema operacional se poderia configurar alguma 
das ferramentas apresentadas na Seção 2.4, como por exemplo, o plug-in 




6 ARQUITETURA PROPOSTA 
 
 
Toda a análise das ferramentas de gerenciamento que foram a-
bordadas nesse trabalho, além do ambiente de pré-testes, foi feita obser-
vando as características que poderiam causar impacto no monitoramento 
dos recursos, nas características faltantes e especialmente no que preci-
saria ser monitorado em uma nuvem privada. Essa análise, além da rea-
lização do pré-teste, possibilitou visualizar melhor as tecnologias, fer-
ramentas e processos envolvidos na implantação de uma nuvem privada, 
generalizando-se uma arquitetura de monitoramento que poderia ser 
dividida em três camadas, conforme ilustrado na Figura 10. 
 
 
Figura 10 - Camadas da arquitetura de monitoramento para computação em 
nuvem privada 
 
A seta na arquitetura indica de onde a camada obtém a 
informação necessária para suas operações, não significando 
necessariamente que uma não tenha conhecimento da outra. 
Outro fator considerado na análise que levou à arquitetura pro-
posta foi o fato que soluções de computação em nuvem geralmente dão 
mais atenção a um modelo de serviço e às vezes até mesmo em tecnolo-
gias ou produtos específicos. No modelo de IaaS há uma forte utilização 
de tecnologias relacionadas à virtualização, a qual dispõe de diversas 
ferramentas, como, por exemplo, diferentes hipervisores (Xen, KVM, 
VMware e outros).  Isso significa que soluções de propósito geral são 
Arquitetura de Monitoramento 
Camada de visualização 
Camada de infraestrutura 
Camada de integração 
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difíceis de desenvolver, devido à própria natureza da computação em 
nuvem, e então a orquestração de tecnologias acaba tendo mais atenção 
do que áreas como monitoramento. Em computação em nuvem privada, 
por exemplo, as empresas normalmente usam seu próprio data center 
para aproveitar as vantagens da computação em nuvem e ao mesmo 
tempo se manter dentro de seu próprio firewall, por questões de segu-
rança. A arquitetura em três camadas mostrada na Figura 10 foi projeta-
da para atender às necessidades de monitoramento de uma nuvem priva-
da. Entre essas necessidades podem-se citar a integração aos sistemas de 
monitoramento já utilizados na empresa, como o Nagios, além de ser 
extensível para atender a novos recursos e ainda ser simples de operar. 
Na seqüência cada camada é apresentada em maiores detalhes, 
observando-se as suas características gerais e também as atividades que 
serão responsabilidade de cada camada. 
 
A) Camada de visualização/consolidação 
Essa camada é a de maior nível hierárquico. Ela serve de interfa-
ce de gerenciamento de alto nível, através da qual é possível verificar 
informações como o cumprimento de políticas organizacionais e SLAs. 
Isso significa que os usuários dessa camada geralmente vão estar inte-
ressados, entre outras, na verificação das seguintes informações: 
- Imagens de máquinas virtuais disponíveis para instanciamento; 
- Níveis de serviço disponíveis e/ou negociáveis para as MVs ins-
tanciadas; e 
- Dados disponíveis de monitoramento das MVs em execução. 
 
B) Camada de Integração 
Num ambiente de computação em nuvem, a camada de Infraes-
trutura pode ser, e provavelmente será composta por hardware e softwa-
re heterogêneos, os quais precisarão de uma interface comum de comu-
nicação ou de acesso. O usuário, ao fazer uma solicitação qualquer para 
a nuvem, geralmente não conhece detalhes da implementação dessa 
infraestrutura e nem deve ter que se preocupar com as medidas necessá-
rias na hora da utilização do paradigma para que se tenha informações 
de monitoramento disponíveis posteriormente. 
Um cenário típico para exemplificar o exposto acima é de instan-
ciação de uma máquina virtual. A partir do momento em que o usuário 
solicita a instanciação dessa MV, a instanciação pode ser feita através do 
hipervisor Xen, do KVM ou outro, dependendo de quais hipervisores 
estiverem disponíveis na camada de infraestrutura. A decisão de qual 
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hipervisor utilizar, portanto, se daria de acordo com algum critério ou 
política de uso previamente definidos. Após essa decisão ser tomada, a 
solicitação de instanciamento da MV seria passada ao hipervisor esco-
lhido, na camada de infraestrutura. Nesse caso, fica clara a necessidade 
de se ter uma camada que faça essa ponte entre o que o usuário solicitou 
eventuais políticas de uso e a camada de infraestrutura, responsável 
efetiva por colocar em execução o que foi solicitado pelo usuário. Essa 
política de uso não precisa ser necessariamente algo organizacional e de 
alto nível, como ‗utilizar primeiro o hipervisor cuja licença é paga‘, 
podendo ser algo prático do tipo ‗passar a solicitação para o primeiro 
hipervisor disponível‘. 
 
C) Camada de Infraestrutura 
Essa camada é a última da arquitetura, mas nem por isso menos 
importante. É nela que se encontram o software e o hardware disponí-
veis na nuvem (em utilização ou que possam vir a ser utilizados):  
- hardware: dispositivos de armazenamento, processamento, de 
rede, entre outros. 
- software: sistema operacional (tanto das máquinas físicas que 
compõem o hardware citado acima, com as imagens para MVs), aplica-
tivos diversos, licenças, hipervisores, entre outros. 
Uma questão importante nessa camada é a granularidade da in-
formação. Isto é, quanto mais detalhes se têm sobre essa camada, maior 
gama de organização do monitoramento é possível. Por exemplo, na 
camada de visualização, poderia se organizar a visualização das infor-
mações de monitoramento, por equipamento, por cluster, entre outros. 
 
 
6.1 IMPLEMENTAÇÃO DA ARQUITETURA PROPOSTA 
 
 
Levando em consideração a falta de soluções genéricas e de códi-
go aberto para gerenciamento e monitoramento de uma nuvem privada, 
além do objetivo de validar a arquitetura proposta, uma solução própria 
foi desenvolvida, chamada PCMONS (Private Cloud MOnitoring Sys-
tem ou Sistema de Monitoramento para Nuvem Privada). Essa solução é 
um sistema modular e extensível para o monitoramento de nuvens pri-
vadas.  
Na versão atual, o PCMONS é compatível com o Eucalyptus na 
camada de infraestrutura e o Nagios na camada de visualização. No 
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entanto, seu desenvolvimento considera a facilidade de integração com 
outras ferramentas para computação em nuvem, através do desenvolvi-
mento de extensões. Isto é, não há forte acoplamento ao Eucalyptus ou 
ao Nagios, os quais são um módulo do sistema, utilizados apenas quan-
do configurados. Além disso, também na versão atual, o software age 
principalmente na camada de integração, em atividades como coleta e 
preparo das informações relevantes para a camada de visualização. A-
baixo são apresentados os módulos desenvolvidos e as atividades pelas 
quais são responsáveis dentro do sistema de monitoramento. 
 
A) Booting VM (boot da máquina virtual) 
Esse módulo é responsável pelos ajustes necessários à máquina 
virtual que está sendo instanciada, como ajustes no sistema de arquivos, 
por exemplo, para atender às políticas de monitoramento. A Figura 11 
mostra os passos envolvidos durante a instanciação de uma MV, os 
quais seriam de responsabilidade do módulo booting VM. 
É importante ressaltar que as políticas de monitoramento aqui vi-
sualizadas, poderiam ter as seguintes características: 
1) Um conjunto inicial de SLAs pré acordados (e especificados 
numa linguagem padronizada, como o WS-Agreement (OPEN GRID 
FORUM, 2007) ou outra). 
Esse conjunto inicial não tem a intenção de impossibilitar a nego-
ciação de SLAs, mas permitir que a organização possa estabelecer um 
conjunto mínimo de métricas que deva ser monitorado ao se instanciar 
uma máquina virtual. 
Exemplo de uma política que possa ser traduzida para uma métri-
ca constante nesse conjunto inicial: 
―Toda instanciação de máquina virtual deve ser feita com injeção 
de chave e o número de acessos com a chave injetada deve ser monito-
rado‖. 
 
2) Um conjunto inicial de SLAs (templates) para monitoramento 
pré-definido. 
Esse conjunto inicial não tem a intenção de tornar a negociação 
de SLAs estática, mas permitir que a organização possa estabelecer um 
conjunto mínimo de métricas que, apesar de não obrigatórias, poderiam 





Figura 11 - Passos envolvidos na instanciação de uma MV 
 
B) Running VMs (Máquinas Virtuais em Execução) 
No módulo anterior, as ações tomadas situavam-se num contexto 
em que a máquina virtual ainda não estava executando, mas sendo pre-
parada para execução. No módulo running vms, são executadas as ope-
rações de monitoramento propriamente ditas. Para prover um monitora-




d) Carga do sistema 
e) Conexões HTTP 
A métrica conexões HTTP especificamente é utilizada para o es-
tudo de caso utilizado, apresentado na Seção 5.4. O sensor ou plug-in 
adicionado na MV apresenta um comportamento bastante simples, como 
pode ser visto no trecho de código apresentado no Quadro 2. São coleta-
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das as informações de monitoramento do plug-in responsável por cada 




            connect to a server to send monitoring data 
 ''' 
        try: 
            logging.debug('Connecting to Monitoring Server...') 
            server = xmlrpclib.ServerProxy('%s:%s'%(settings.SERVER, set-
tings.SERVER_PORT)) 
            sent = server.get_vm_notification(data) 
        except (socket_error, xmlrpclib.Fault, xmlrpclib.ProtocolError, 
xmlrpclib.ResponseError), error_code: 
            print error_code 
           logging.error('Err: (%s)'%error_code) 
Quadro 2 - Trecho de código responsável por enviar dados de monitoramento a 
um servidor 
 
Um plug-in de monitoramento de uma métrica específica, isto é, a 
representação de qualquer elemento monitorado, retorna uma lista de 
chaves e valores, conforme recomendação do Open Grid Forum (2010). 
 
    def get_meminfo(self): 
        lines = self.parseSplitFile('/proc/meminfo') 
        for line in lines: 
            if re.match('MemFree',line[0]): 
                self.memory['free'] = int(line[1]) 
            elif re.match('MemTotal', line[0]): 
                self.memory['total'] = int(line[1]) 
            elif re.match('Buffer|Cached', line[0]): 
                self.memory['cache'] = int(self.memory['cache']) + int(line[1]) 
            else: 
                pass 
        self.memory['used'] = self.memory['total'] - self.memory['free'] 
        return self.memory 
 
    def parseSplitFile(self,filename): 
        f = open(filename, "rb") 
        lines = f.readlines() 
        lines = map(lambda x: x.strip().split(), lines) 
        return lines 




No caso do plug-in de monitoramento do elemento memória, cujo 
trecho de código é mostrado no Quadro 3, um exemplo de retorno da 
informação do estado desse elemento em um dado momento do tempo 
seria (em notação da linguagem Python): 
memory = {'total': 131284, 'cache': 95588, 'used': 127352, 'free': 
3932} 
A implantação efetiva dos plug-ins de monitoramento nas MVs é 
feita durante o boot do sistema operacional, através de um script de 




Na versão 0.1 do PCMONS, para a interface, foi implementado 
um módulo para a versão 3.0.6 do Nagios. 
O Nagios tem características próprias de monitoramento e apre-
sentação dos dados resultantes e, portanto uma solução híbrida, que 
combina monitoramento passivo e ativo foi orquestrada. 
Para o monitoramento passivo, sensores ou plug-ins são adicio-
nados na MV pelo módulo booting_vms e o envio da informação do 
estado dos elementos monitorados é feito conforme descrito no módulo 
running_vms da seção anterior. Quando o servidor de notificações rece-
be as informações de monitoramento desses sensores, como no exemplo 
mostrado no Quadro 1, ele toma as ações cabíveis, que podem ser arma-
zenar essas informações em uma base de dados e enviá-las para o aplica-
tivo responsável por mostrar as informações na interface adequada, no 
caso, o Nagios. Para o monitoramento ativo, são utilizados plug-ins do 
próprio Nagios.  
Para que cada nova MV que entra ou sai da nuvem seja mostrada 
na interface do Nagios, um script de geração de configuração para o 
Nagios é rodado na cron ( ver Quadro 4 ). Se o arquivo de configuração 
das MVs tiver sofrido alguma alteração, é feito reload do serviço do 
Nagios. Um exemplo de um arquivo de configuração válido em um 
determinado momento é o do APÊNDICE C – Arquivo de Configuração 









    vms = self.db.get_info_for_monitoring_running_Vms() 
       if len(vms) > 0: 
          try: 
                fh = 
open(running_vms.cluster.cluster_config.NAGIOS_TEMP_CONF,'w') 
                try: 
                    tree = 
ET.parse('/opt/pcmons/interface/nagios/cron/basic_monitoring.xml') 
                except IOError as (errno, strerror): 
                    print 'Problems while reading basic_monitoring.xml' 
                    print "I/O error ({0}): {1}".format(errno,strerror) 
                for vm in vms: 
                    #Check if the machine has a valide ip address 
                    if vm['public_dns_name'] != '0.0.0.0': 
                        hostname = 
"%s_%s_%s"%(vm['user'],vm['instance_id'],vm['node_hostname']) 
                        self.hostnames.append(hostname) 
                        alias = "%s/%s(%s-
%s)"%(vm['user'],vm['instance_id'],vm['node_hostname'],vm['node_ip']) 
                        if vm['node_ip'] != '': 
                            vm_host = [vm['node_ip'],hostname] 
                            self.nodes_group.append(vm_host) 
                        host_def = self.define_host(hostname, alias, 
vm['public_dns_name']) 
                        fh.write(host_def) 
                        service = tree.findall('services/service') 
                        for s in service: 
                            child = s.getchildren() 
                            services = self.define_passive_service(hostname, child) 
                            fh.write(services) 
                hostgroup = self.define_hostgroup() 
                fh.write(hostgroup) 
                fh.close() 
            except IOError as (errno, strerror): 
                print "I/O error ({0}): {1}".format(errno,strerror) 
Quadro 4 - Trecho de código do script da cron responsável por verificar se MVs 




O arquivo basic_monitoring.xml referenciado no Quadro 4 é o ar-
quivo que contém as métricas monitoradas a serem exibidas na interface 
do Nagios. Ele pode ser visto em maiores detalhes no APÊNDICE D. 
A Tabela 3 contém um apanhado geral de cada um dos módulos 
desenvolvidos e seus principais artefatos.  
 




Booting_VM  Integração Faz os ajustes necessários 
no sistema de arquivos das 
MVs, para instalação e 
configuração básica e espe-
cializada de monitoramen-
to, antes do boot da MV.  
Principais Componentes    
   VM_Monitoring_Node_Plugin.py  Obtém informação sobre as 
MVs gerenciadas no nodo.  
   VM_Monitoring_Cluster_Plugin.py  Controla o processo de 
obtenção de informação da 
plataforma de software de 
IaaS e cada um de seus 
nodos.  
Running_VM   Integração Executa o monitoramento 
durante a execução da MV. 
Principais Componentes     
   eucalyptus_custom.pl  É uma extensão do Eu-
calyptus. Verifica qual 
sistema operacional está 
contido em uma dada ima-
gem e executa as configu-
rações necessárias no nível 
de execução (run level) 
apropriado (principalmente 
cópia de arquivos de inicia-
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lização).   
   startup.sh  Instala e configure arquivos 
de monitoramento durante 
o processo de boot da MV.  
 Notification_Server.py Recebe as notificações de 
monitoramento das MVs 
em execução. 
Nagios  Interface     
Principais Componentes     
  Nagios_Passive_Check.py  Processa as informações de 
monitoramento, de acordo 
com o padrão usado pelo 
Nagios. 
   send_passive_check_nagios.sh  Usado pelo Nagi-
os_Passive_Check para 
escrever mensagens de 
comando para o pipe de 
comandos do Nagios.  
   Generate_VMs_Nagios_Conf.py  Gera o arquivo de configu-
ração das MVs para o Na-
gios.  
 




Abaixo são apresentadas diversas questões de projeto que podem 
ser consideradas durante a construção de um sistema de monitoramento 
de grade (Mei Yiduo, 2007) e que também podem ser levadas em consi-
deração no desenvolvimento de um sistema para monitoramento de uma 
nuvem privada. 
- Granularidade adequada para o processamento de dados 
Tanto monitoramento em tempo real como processamento de re-
gistros ou logs, com finalidade de histórico, são necessários. O primeiro 
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é necessário para se saber o estado de um recurso no presente e o último, 
para questões de planejamento, melhoria de desempenho, contabilidade 
e outros. O PCMONS leva em consideração essa questão, já que os 
dados podem ser armazenados num esquema de banco de dados (atual-
mente trabalha com MySQL), tanto para propósitos históricos como 
para visualização em tempo real. 
- Baixo overhead (sobrecarga) 
O processo de monitoramento como um todo deve ter baixa inter-
ferência na desempenho do sistema. No caso do PCMONS, são utiliza-
das técnicas de monitoramento ativo e passivo e a própria arquitetura da 
nuvem pode auxiliar na distribuição de carga, uma vez que ela pode ser 
composta por clusters e o PCMONS pode ser executado em cada um 
dos clusters. 
- Alta disponibilidade 
Em um ambiente de grade (assim como em um ambiente de nu-
vem), a heterogeneidade é uma característica forte, requerendo uma 
visualização lógica unificada dos recursos, assim como de seus estados. 
Essa é uma das características que levaram a solução apresentada 
nesse trabalho, o PCMONS, a ser dividido em camadas e em módulos. 
A heterogeneidade presente na camada de infraestrutura é tratada na 
camada de integração. Usuários na camada de visualização vêm apenas 
a visualização lógica dos recursos e seus estados, como mostrado na 
Figura 14. 
- Escalabilidade 
A grade (assim como a nuvem) pode ter seu tamanho incremen-
tado para milhares de nodos e o sistema de monitoramento precisa estar 
apto a atender essa característica. No caso do PCMONS, quando um 
novo recurso entra na rede (na versão atual, uma nova MV), os sensores 
necessários para monitoramento já são adicionados durante o processo 
de inserção do elemento na nuvem. 
- Flexibilidade 
É necessária uma fácil integração e interoperabilidade com plata-
formas de grades existentes (assim como plataformas de nuvens existen-
tes). O PCMONS é modular, permitindo a integração e interoperabilida-
de com uma determinada plataforma através do desenvolvimento de 
plug-ins para a mesma. 
- Implantação transparente 
Nodos em uma grade entram e saem rapidamente, assim como a 
implantação de monitoramento em cada nodo consome tempo e é susce-
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tível a erros, o que gera a necessidade de uma configuração de monito-
ramento transparente. Recursos em uma nuvem têm comportamento 
similar. O PCMONS é projetado para instalar de modo transparente os 
sensores de monitoramento enquanto o elemento está se juntando à nu-
vem. 
Além das considerações acima, ao se implementar uma solução 
de software, uma das atividades necessárias é escolher uma linguagem 
de programação e essa escolha depende de fatores como a familiaridade 
da equipe de desenvolvimento com a linguagem, assim como qual lin-
guagem poderia atender melhor os requisitos do projeto.  Primeiramen-
te, decidiu-se por usar Python como linguagem de programação, mas 
como o foco foi principalmente no desenvolvimento de módulos para a 
camada de integração, essa decisão não pôde ser mantida. A camada de 
integração do PCMONS interage com diferentes softwares (Eucalyptus, 
Xen, Linux Shell, e outros) e, portanto outras linguagens precisaram ser 
utilizadas também: Perl (para suporte ao Eucalyptus) e Bash script (es-
pecialmente no módulo booting_vm, que trabalha com os níveis de exe-
cução do sistema operacional. Assim, o sistema como um todo é cons-
truído usando-se Python, Perl e Bash script, mas outras linguagens ainda 
podem ser necessárias durante o processo de expansão para atender a 
novas ferramentas. 
Outra decisão importante ocorre em relação às quais plataformas 
dar suporte. Para viabilizar a implementação e testes de um protótipo, 
assim como a liberação de uma primeira versão do sistema, optou-se por 
dar suporte ao Eucalyptus, plataforma que vinha sendo estudada e utili-
zada no ambiente de testes, para se aproveitar a experiência adquirida e 
também pelas características do Eucalyptus já citadas na seção 2.2.1 
Eucalyptus. O Nagios na camada de visualização foi escolhido pelos 
motivos já citados na seção 4.1 Nagios. 
Para finalizar, a abordagem produtor/consumidor, assim como na 
arquitetura GMA apresentada no Capítulo 4, foi utilizada. 
 
6.3 ESTUDO DE CASO E RESULTADOS OBTIDOS 
 
 
Para realização do estudo de caso, foi implantado um ambiente de 
nuvem com a infraestrutura de software e hardware apresentada na Ta-
bela 4, no Laboratório de Redes e Gerência (LRG) do Departamento de 
Informática e Estatística da Universidade Federal de Santa Catarina. 
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Para exemplificar uma situação prática para uso da estratégia de 
monitoramento e ferramenta desenvolvida, foram disponibilizadas na 
nuvem implantada imagens de máquinas virtuais, para que um usuário 
possa instanciar um servidor web, simulando assim um ambiente de 
provedor de hospedagem.  
 
Tabela 4 - Descrição do ambiente implantado para o estudo de caso 
Hardware Software Papel no Sistema 
Processador: AMD Phenom(TM) 
9650 Quad-Core  @ 2.3 GHz 
Cache do Processador: 2MB L2 
Cache 
Memória RAM: 4GB DDR2 
667MHz 
Disco Rígido (HD) : 750GB 
Interface Serial ATA II . 
OpenSUSE 11.2 
Eucalyptus 1.6.1 
Xen versão 3.4.1 
Nagios versão 3.0.6 
 Controlador de Cluster 
(CC) 





Controlador de Nó 
(NC) 
Processador: Intel(R) Core (TM)2 
Quad  Q8200 @ 2.33GHz 
Cache do Processador: 2MB L2 
Cache 
Memória RAM: 3 GB DDR2 333 
MHz 




Xen versão 3.4.1 
 
Controlador de Nó(NC) 
 
Para verificar as imagens disponíveis, o usuário pode utilizar uma 
das ferramentas apresentadas na Seção 2.4 – Ferramentas de Gerencia-
mento, ou então acessar a interface web do controlador de nuvem do 
Eucalyptus (ver Figura 12). As imagens utilizadas foram baixadas do 
site do Eucalyptus. Elas fornecem uma instalação mínima de sistema 
operacional, baseado em Linux, podendo ser então utilizadas e persona-
lizadas para diferentes propósitos, já que se pode instalar a princípio 
qualquer aplicação disponível para a distribuição Linux que está sendo 
utilizada.  
Para permitir a personalização e instalação de software nas ima-
gens, foi feita uma extensão para o Eucalyptus. Essa extensão foi cons-
truída tirando-se vantagem de uma característica do próprio Eucalyptus: 
a injeção de chave feita (para propósitos posteriores como conexão SSH 
na MV) durante a preparação da MV para boot.  Foi adicionado nesse 
script que faz a injeção da chave (add_key.pl), uma chamada para um 
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script customizado próprio, conforme pode ser visto no APÊNDICE A 
(script add_key.pl) e APÊNDICE B (script customizado próprio). Es-
sencialmente, esse script customizado executa as adições necessárias 
nos níveis de execução (run levels) do sistema operacional da imagem, 
para executar as operações de configuração durante o boot da máquina 
virtual. Essas configurações são relativas a monitoramento e também à 




Figura 12 - Imagens virtuais registradas para o estudo de caso 
 
Para prover máquinas virtuais com serviços de hospedagem habi-
litados, o conjunto de ferramentas Apache, PHP e SQLite é injetado 
durante o processo de preparação da MV para boot, pelo módulo boo-
ting_vm. O script startup.sh (ver APÊNDICE E) do módulo running_vm 
está programado para instalar e configurar os pacotes injetados durante 
esse processo de preparação.  
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As imagens preparadas para servirem como servidor web foram 
as do Ubuntu 9.04 e a do CentOS 5. Embora as distribuições Linux 
compartilhem diversas similaridades, também possuem diversas particu-
laridades, as quais dificultam uma preparação genérica. Uma particula-
ridade, por exemplo, é o tipo de empacotamento de software utilizado. 
As distribuições do Ubuntu utilizam o formato deb (DEBIAN, 2011), 
enquanto o CentOS utiliza o rpm (RPM, 2011). Essa diferença influi no 
modo como os pacotes de softwares a serem instalados são distribuídos 
e instalados. Outra questão importante é com relação à versão de softwa-
re e momento de disparar o processo de instalação. Sem um controle da 
versão de software a ser instalado, a automatização do processo de ajus-
tes da instalação (como porta na qual o servidor web vai responder as 
requisições) pode se tornar inviável. Se os softwares forem baixados 
pela rede, a conexão precisa estar disponível, do contrário, o processo de 
preparo falhará. Para minimizar esses problemas, o módulo que faz o 
preparo das imagens faz a cópia do software necessário (para evitar 
problemas de download), além de copiar os scripts necessários para o 
ajuste dos softwares instalados, previamente testados. 
Além da preparação do software necessário para o servidor web, 
plug-ins de monitoramento para checar utilização de memória e carga de 
CPU são instalados na MV (injetados pelo módulo booting_vm e insta-
lados pelo running_vm), para enviar dados ao sistema de monitoramen-
to. Outras métricas como tempo de resposta de ping, conexões SSH e 
HTTP também são monitoradas. O ping e a conexão SSH são verifica-
dos de modo ativo, enquanto que memória, CPU, carga e conexões 
HTTP de modo passivo. 
As métricas coletadas provêm um conjunto mínimo de informa-
ção sobre os recursos monitorados, e englobam dois conjuntos de moni-
toramento: um referente ao desempenho/disponibilidade da máquina 
virtual (carga, memória, ping e SSH) e outro em relação ao serviço que 
está sendo executado na mesma (número de conexões HTTP), que no 
estudo de caso em questão é o serviço Web. Por se tratar, no entanto, de 
um estudo de caso no qual se pretendia testar a possibilidade de monito-
ramento do ambiente configurado e a possibilidade de aplicação prática 
da arquitetura de monitoramento desenvolvida, esse conjunto inicial de 
métricas foi escolhido por serem métricas típicas de ambiente Linux, 
disponíveis em praticamente todas as versões mais novas de seu núcleo. 
Abaixo são apresentadas as métricas monitoradas em maiores de-








Essa métrica reflete a utilização da memória física e é medida a-
través da leitura do arquivo /proc/meminfo (GAVIN, 1998), disponibi-
lizado pelo núcleo do Linux. No sensor desenvolvido, são coletadas 
informações sobre a memória disponível, livre e em cache. 
 
2) LoadAvg (Carga Média) 
 
A carga média é utilizada para saber se as CPUs físicas estão 
sendo usadas além da capacidade ou subutilizadas. No sensor desenvol-
vido, os valores são lidos de /proc/loadavg, disponibilizado pelo núcleo 
do Linux. Os valores constantes no /proc/loadavg são produzidos em 
três intervalos de tempo: 1, 5 e 15 minutos.  Segundo Walker (2006), o 
ponto de utilização perfeita, significando que as CPUs estão sempre 
ocupadas e, mesmo assim, nenhum processo nunca espera pela CPU, é a 
média batendo com o número de CPUs. Por exemplo, se há 4 CPUs em 
uma máquina e a carga média para um minuto é 4.0, a máquina tem 
utilizado seus processadores perfeitamente nos últimos 60 segundos.  
 
3) SSH 
O protocolo SSH ou Secure Shell provê um modo de se conectar 
de modo seguro a um sistema. No estudo de caso desse trabalho, o  a-
cesso  as  MVs  é feito por SSH.  Se  por algum motivo a conexão SSH 
não for possível, o acesso à máquina fica impossibilitado, não permitin-




Ping na verdade é o nome do programa, disponível em diversos 
sistemas operacionais (normalmente com o pacote de ferramentas de 
rede), utilizado para testar a conectividade da MV. Para essa métrica, a 
cada intervalo de tempo predeterminado, o programa Ping é executado. 






5) Número de conexões HTTP 
 
Monitorar o número de conexões HTTP em um servidor pode ser 
útil por diversos motivos, entre eles planejamento de escalabilidade 
como também detecção de ataques do tipo DoS (Denial of Service ou 
Negação de Serviço ou DDoS (Distributed Denial of Service ou Nega-
ção de Serviço Distribuída). 
 
Tabela 5 - Resumo das métricas coletadas. 
Métrica Motivo 
Memória Verificar utilização da memória 
Carga do Sistema Verificar carga do sistema 
SSH Verificar disponibilidade de acesso à MV 
Ping Verificar alcançabilidade da MV 
Número de conexões HTTP Verificar possibilidade de usuários não 
conseguirem acesso (servidor ocupado 











Figura 14 - Interface do Nagios para os serviços monitorados 
 
Na Figura 13 e na Figura 14 são mostradas capturas de tela de um 
momento no tempo em que máquinas virtuais estão sendo executadas de 
acordo com o estudo de caso descrito. Nessas figuras é possível visuali-
zar: 
1) As métricas monitoradas (carga da CPU, número de cone-
xões HTTP e outras), exibidas no padrão de visualização do 
Nagios.  
2) A nomenclatura especial utilizada para o hostname das má-
quinas virtuais, com o intuito de ser mais informativo. Esse 
nome consiste na junção do nome do usuário que instanciou a 
máquina, com o id da máquina virtual fornecido pelo siste-
ma, mais o nome da máquina física onde essa MV está ro-
dando. Logicamente, se essas máquinas fossem utilizadas 
num ambiente com uma configuração DNS disponível e com 
a necessidade de uma nomenclatura diversa, essa configura-
ção poderia ser ajustada. 
3) É possível ver também duas outras personalizações efetuadas 
durante a criação do arquivo de configuração do Nagios, pelo 
módulo interface do PCMONS:  
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a. A organização das máquinas virtuais num hostgroup 
próprio (o Virtual Machines) 
b. A organização das máquinas virtuais por nodos (má-
quinas físicas). Esse mapeamento de em quais má-
quinas físicas estão localizadas as máquinas virtuais 
é uma característica importante do PCMONS, pois 
essa informação é de extrema importância para a 
correta detecção e correção de falhas nessas máqui-
nas virtuais. 
 
Para testar o monitoramento da métrica número de conexões 
HTTP, referente ao estudo de caso (instanciação de um servidor web), 
foi elaborado um procedimento de testes usando o JMeter. 
O Apache JMeter é uma aplicativo de desktop 100% Java, de código 
aberto, projetado para executar testes de comportamento funcional e 
medir performance (APACHE SOFTWARE FOUNDATION, 2010). 
Para realizar os testes, é necessário criar um Plano de Testes no 
formato do JMeter, incluindo os elementos de teste. No caso do presente 
estudo, foi criado um plano de testes englobando todas as máquinas 
virtuais sendo executadas no momento dos testes, conforme pode ser 
visto na Figura 15. 
 




Os elementos presentes na Figura 15 são detalhados a seguir, sa-
lientando que a nomenclatura que aparece na coluna da esquerda da 
figura foi feita manualmente durante a criação de cada tipo de elemento 
do teste, isto é, ela é editável. 
 
WebPlan – Esse é o elemento principal, que representa o plano de tes-
tes. 
Thread Group – Este elemento controla as threads que serão executa-
das pelo teste e os demais elementos do plano de testes devem estar sob 
esse elemento. 
HTTP Request – Esse elemento faz parte do grupo elementos de confi-
guração. Ele não faz as requisições diretamente, mas pode modificá-las. 
Home Page – Trata-se de um elemento de amostragem, o qual faz re-
quisições para a página inicial do host em questão. 
 
Na primeira execução do plano de testes foram configuradas 100, 
500 e 1000 threads simultâneas, com um intervalo de um segundo entre 
cada thread. Foi configurado também para que executasse em um loop 
eterno, porém o teste foi executado durante 20 minutos e então finaliza-
do. Os resultados do monitoramento exibidos no Nagios são mostrados 
na Figura 16, Figura 17, Figura 18. 
 
 
Figura 16 – Resultados do Plano de Testes para 100  requisições HTTP simul-





Figura 17 – Resultados do Plano de Testes para 500 requisições HTTP simultâ-
neas para cada MV. 
 
Figura 18 – Resultados do Plano de Testes para 1000 requisições HTTP simul-
tâneas para cada MV. 
 
Para o plano de testes com 1000 requisições, o JMeter apresentou 
alguns erros de execução e portanto os resultados foram parecidos com 
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os apresentados para 500 requisições, conforme pode ser visto na Figura 





Este capítulo apresentou o ambiente de testes, o estudo de caso e 
as principais configurações e possibilidades de uso do PCMONS. Des-
creveu também os módulos desenvolvidos, suas interações com o ambi-
ente de monitoramento como um todo, além de apresentar as principais 
idéias e tecnologias por trás de cada módulo. Para que o monitoramento 
das MVs, assim como a configuração do sistema como um todo fosse 
possível, se explorou conceitos e tecnologias importantes que habilitam 
a execução de uma máquina virtual, como sistemas de arquivos, distri-
buições Linux, linguagens de programação que possibilitam a automati-
zação de rotinas de boot do SO, como a Shell Bash Scripting. Para fina-
lizar, foi executado um plano de testes utilizando a ferramenta JMeter, 






O trabalho apresentou e resumiu importantes conceitos de com-
putação em nuvem, além da experiência pessoal da autora com esse 
novo paradigma. Ele também mostrou que a computação em nuvem não 
é apenas uma nova moda na área de tecnologia da informação, mas  um 
modo viável de otimizar os recursos computacionais disponíveis em um 
data center. Usando as ferramentas e conceitos disponíveis, foi possível 
identificar um espaço em aberto para projeto e desenvolvimento de uma 
arquitetura genérica para o monitoramento de ambientes de computação 
em nuvem privada que usam o modelo de serviço IaaS, assim como o 
projeto e desenvolvimento de ferramentas de código aberto para efetivar 
esse monitoramento, considerando especialmente questões como intero-
perabilidade e flexibilidade.  
Um estudo de caso, buscando reproduzir uma situação do dia a 
dia de usuários de uma nuvem privada, foi colocado em prática para 
testar a arquitetura proposta e a ferramenta desenvolvida. A proposta de 
monitoramento utilizada dá bastante enfoque ao papel das imagens de 
sistema operacional utilizadas para a instanciação de máquinas virtuais. 
Isso se deve ao fato já mencionado de elas representarem um papel fun-
damental na tecnologia de máquinas virtuais e também por representa-
rem toda a pilha de software na qual um sistema será executado. Elas 
podem, enquanto um sistema dormente representado pelo arquivo da 
imagem, ser tratadas como um arquivo qualquer. Porém, a partir do 
momento em que passam a representar o seu papel num ambiente virtua-
lizado e, em última instância, numa nuvem, passam a se comportar co-
mo uma espécie de agente, levando consigo informações sobre o seu 
sistema ‗recém-acordado‘ e, possivelmente, sobre as ações que deve 
tomar no ambiente em que está inserida. 
Ao longo do processo, foi possível notar também que a computa-
ção em nuvem pode se beneficiar de ferramentas e conceitos já bem 
estabelecidos para o gerenciamento de computação distribuída. Além do 
mais, a orquestração de soluções de monitoramento em infraestruturas já 
instaladas é viável, incluindo o uso de ferramentas bem conhecidas e 
documentadas, como o Nagios. Por outro lado, mesmo em nuvens pri-
vadas, a heterogeneidade dos recursos computacionais pode requerer um 




7.1 PRINCIPAIS CONTRIBUIÇÕES  
 
 
Além das contribuições citadas acima, citam-se outras, conside-
rando-se especialmente a conjuntura tecnológica e a contribuição social 
desse trabalho: 
1) Divulgação e contribuição ao desenvolvimento do tema com-
putação em nuvem. 
A computação em nuvem despertou inicialmente diversos questi-
onamentos envolvendo principalmente a possibilidade de ser apenas 
mais um termo que causa alarido (buzzword), mas sem representar nada 
de novo. Aos poucos, foi despertando o interesse acadêmico e nos anos 
de 2009 e 2010 (períodos em que o presente trabalho foi desenvolvido) 
surgiram os primeiros workshops e conferências internacionais sobre o 
tema, fazendo com que o LRG e a UFSC fossem pioneiros no desenvol-
vimento científico do tema no âmbito brasileiro. 
2) Alinhamento com a política pública brasileira de "serviços li-
vres para a sociedade do conhecimento". 
Ao explorar e demonstrar a possibilidade de se configurar uma 
nuvem utilizando-se apenas softwares livres e de código aberto, aprovei-
tando-se de recursos de hardware existentes, não necessariamente recur-
sos de ponta ou desenvolvidos especificamente para computação em 
nuvem ou as tecnologias que ela engloba (como a virtualização), opor-
tuniza que laboratórios acadêmicos ou outras entidades públicas ou sem 
fins lucrativos possam oferecer serviços de computação em nuvem sem 
a necessidade de novos investimentos, reutilizando hardware existente 
na própria instituição. 
3) Implantação no LRG de uma nuvem privada, na qual os alunos 
interessados podem utilizar principalmente o serviço de servidores web 
executando em máquinas virtuais. 
4) Contribuição acadêmica e científica. 
Do presente trabalho, além da dissertação em si, resultaram as se-
guintes atividades acadêmicas e científicas: 
- Um trabalho de conclusão de curso de graduação (TCC); 
- Três artigos publicados (um evento nacional e dois eventos in-
ternacionais); 




- Contribuição de conteúdo em tutoriais e palestras:   
        - Grid and Cloud Computing Management and Security (I2TS 
2009) 
        - Grid and Cloud Computing Management and Security 
(IEEE/IFIP NOMS 2010) 
        - Management, Security and Green Cloud Computing (Se-
mana de Cursos e Palestras da Computação 2010). 
 
 
7.2 TRABALHOS FUTUROS 
 
 
Para monitorar métricas específicas, especialmente de um modo 
independente de interface, um conjunto prévio de plug-ins de monito-
ramento precisa ser desenvolvido. Portanto, como trabalho futuro, pre-
tende-se implementar no PCMONS um conjunto prévio maior de métri-
cas e também o suporte a outras ferramentas de plataforma de computa-
ção em nuvem e visualização de dados de monitoramento, como o O-
penNebula e o Zabbix. Além dessa extensão para suporte a outras fer-
ramentas, facilitar ainda mais a adaptação do PCMONS por terceiros, 
através do desenvolvimento de documentação consistente e pelo forne-
cimento de APIs. Esse processo já foi iniciado com a hospedagem do 
projeto na plataforma Google Code.
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Finalmente, baseando-se nos resultados obtidos com essa pesqui-
sa, acredita-se que a computação em nuvem, além de ser um importante 
paradigma atual, tem um futuro promissor, assim como espaço para 
muita pesquisa e desenvolvimento. 
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APÊNDICE A - Script de injeção de chave do Eucalyptus, modifi-
cado para integração com o PCMONS 
 









# check binaries 
if (!-x $MKDIR || !-x $RMDIR || !-x $CHOWN || !-x $CHMOD || !-x $MKTEMP || 
!-x $LOSETUP) { 
    print STDERR "add_key cannot find all required binaries\n"; 
    do_exit(1); 
} 
# check input params 
$mounter = untaint(shift @ARGV); 
$offset = untaint(shift @ARGV); 
$img = untaint(shift @ARGV); 
$key = shift @ARGV; # untaint later 
$tmpfile = ""; 
$loopdev = ""; 
$mounted = 0; 
$attached = 0; 
if (!-f "$img" || !-x "$mounter") { 
    print STDERR "add_key cannot verify inputs: mounter=$mounter img=$img\n"; 
    do_exit(1); 
} 
if ($offset eq "") { 
    $offset = 0; 
} 
chomp($tmpfile = untaint(`$MKTEMP -d`)); 
if (! -d "$tmpfile") { 
    print STDERR "no dir: $tmpfile"; 
    do_exit(1); 
} 
 
# find loop dev and attach image to it 
for ($i=0; $i<10 && !$attached; $i++) { 
    $loopdev=untaint(`$LOSETUP -f`); 
    if ($loopdev ne "") { 
 if ($offset == 0) { 
     $rc = system("$LOSETUP $loopdev $img"); 
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 } else { 
     $rc = system("$LOSETUP -o $offset $loopdev $img"); 
 } 
 if (!$rc) { 
     $attached = 1; 
 } else { 
     system("$LOSETUP -d $loopdev"); 
 } 
    } 
} 
if (!$attached) { 
    print STDERR "cannot attach a loop device\n"; 
    do_exit(1); 
} 
if (system("$TUNE2FS -c 0 -i 0 $loopdev >/dev/null 2>&1")) { 
    print STDERR "cmd: $TUNE2FS -c 0 -i 0 $loopdev\n"; 
#    do_exit(1); 
} 
 
# without a key, add_key.pl just runs tune2fs 
if (not defined($key)) { 
    do_exit(0); 
} 
$key = untaint($key); 
if (!-f "$key") { 
    print STDERR "add_key cannot verify inputs: key=$key\n"; 
    do_exit(1); 
} 
if (system("$mounter mount $loopdev $tmpfile")) { 
    print STDERR "cannot mount: $mounter mount $loopdev $tmpfile\n"; 
    do_exit(1); 
} 
$mounted = 1; 
if ( !-d "$tmpfile/root/.ssh" ) { 
    if (system("$MKDIR $tmpfile/root/.ssh")) { 
 print STDERR "cmd: $MKDIR $tmpfile/root/.ssh\n";  
 do_exit(1); 
    }else{ 
    system("$CHOWN root $tmpfile/root/.ssh"); 
    } 
    system("$CHOWN root $tmpfile/root/.ssh"); 
    system("$CHMOD 0700 $tmpfile/root/.ssh"); 
} 
if (!open(OFH, ">>$tmpfile/root/.ssh/authorized_keys")) { 
    print STDERR "cannot write to: $tmpfile/root/.ssh/authorized_keys\n";  




print OFH "\n"; 
if (!open(FH, "$key")) { 
    print STDERR "cannot read from: $key\n";  
    do_exit(1); 
} 
while(<FH>) { 
    chomp; 




system("$CHOWN root $tmpfile/root/.ssh/authorized_keys"); 
system("$CHMOD 0600 $tmpfile/root/.ssh/authorized_keys"); 
 
if ($mounted && ($tmpfile ne "")) { 
    require "/opt/pcmons/booting_vms/eucalyptus_custom.pl"; 





sub do_exit() { 
    $e = shift; 
 
    if ($mounted && ($tmpfile ne "")) { 
 system("$mounter umount $tmpfile"); 
    } 
    if ($attached && ($loopdev ne "")) { 
 system("$LOSETUP -d $loopdev"); 
    } 
    if ($tmpfile ne "") { 
 system("$RMDIR $tmpfile"); 
    } 
    exit($e); 
} 
sub untaint() { 
    $str = shift; 
    if ($str =~ /^([ &:#-\@\w.]+)$/) { 
 $str = $1; #data is now untainted 
    } else { 
 $str = ""; 
    } 




APÊNDICE B - Script para preparação das imagens de máquinas 







    $mon = do_monitoring_setup(); 
    $soft = do_software_setup(); 
    open(FILE,">$tmpfile/results.txt"); 
    print FILE "mon: $mon\n"; 
    print FILE "soft: $soft\n"; 
    close(FILE); 





    if ( -f "$tmpfile/etc/issue"){ 
        $res= `cat $tmpfile/etc/issue`; 
        if ( $res =~ /CentOS/i ){ 
            do_centos_mconfig(); 
        }elsif ( $res =~ /Fedora/i ){ 
            do_fedora_mconfig(); 
        }elsif ( $res =~ /Debian/i ){ 
            do_debian_mconfig(); 
        }elsif ( $res =~ /Ubuntu/i ){ 
            do_ubuntu_mconfig(); 
        }else{ 
            do_generic_mconfig(); 
        }        
    }else{ 
        return "no $tmpfile/etc/issue file found!"; 
    } 
} 
sub do_generic_mconfig(){ 
        return "not implemented yet!"; 
} 
sub do_debian_mconfig(){ 
    return "not implemented yet!" 
} 
sub do_fedora_mconfig(){ 





    system("/bin/cp $BOOT_SCRIPTS_DIR/Startup.sh 
$tmpfile/etc/rc2.d/S98Monitoring.sh"); 





    # adding monitoring  
    # in case the original rc.local has exit 0, remove it 
    $rc_local_file="$tmpfile/etc/rc.local"; 
    if (!open(OFH, ">>$rc_local_file")) { 
        return "rc local file not opened!"; 
    }else{ 
        open(FILE,"<$rc_local_file"); 
        @LINES = <FILE>; 
        close(FILE); 
        open(FILE,">$rc_local_file"); 
        foreach $LINE (@LINES) { 
            if ($LINE =~ /^exit 0$/){ 
                next; 
            }else{ 
                print FILE "$LINE"; 
            } 
        } 
        close(FILE);  
     }  
     
    if (!open(OFH, ">>$rc_local_file")) { 
        return "rc local file not opened!"; 
    }else{ 
        print OFH "\n"; 
        if (!open(FH, "$BOOT_SCRIPTS_DIR/Startup.sh")) { 
            return "cannot read from: $BOOT_SCRIPTS_DIR/Startup.sh";  
        }else{ 
            while(<FH>) { 
                chomp; 
                print OFH "$_\n"; 
            } 
            close(FH); 
        } 
        close(OFH); 
    } 






    if ( -f "$tmpfile/etc/issue"){ 
        $res= `cat $tmpfile/etc/issue`; 
        if ( $res =~ /CentOS/i ){ 
            do_centos_sconfig(); 
        }elsif ( $res =~ /Fedora/i ){ 
            do_fedora_sconfig(); 
        }elsif ( $res =~ /Debian/i ){ 
            do_debian_sconfig(); 
        }elsif ( $res =~ /Ubuntu/i ){ 
            do_ubuntu_sconfig(); 
        }else{ 
            do_generic_sconfig(); 
        }        
    }else{ 
        return "no $tmpfile/etc/issue file found!"; 
    } 
} 
sub do_generic_sconfig(){ 
    return "not implemented yet!"; 
} 
sub do_fedora_sconfig(){ 
    return "not implemented yet!"; 
} 
sub do_debian_sconfig(){ 
    return "not implemented yet!"; 
} 
sub do_ubuntu_sconfig(){ 
    if ( !-d "$tmpfile$CUSTOM_SETUP_DIR" ) { 
        system("$MKDIR -p $tmpfile$CUSTOM_SETUP_DIR"); 
    } 
    system("/bin/cp $BOOT_SCRIPTS_DIR/ubuntu9.04/ubuntu9.04lamp.sh 
$tmpfile$CUSTOM_SETUP_DIR/custom_install.sh"); 




    if ( !-d "$tmpfile$CUSTOM_SETUP_DIR" ) { 
        system("$MKDIR -p $tmpfile$CUSTOM_SETUP_DIR"); 
    } 
    system("/bin/cp $BOOT_SCRIPTS_DIR/centos5/centos5lamp.sh 
$tmpfile$CUSTOM_SETUP_DIR/custom_install.sh"); 






APÊNDICE C – Arquivo de Configuração de MVs para o Nagios 
 
define host { use linux-server      
                     address                150.162.63.128 
                     host_name               shirlei_i-4DAD0913_cloud 
                     alias                   shirlei/i-4DAD0913(cloud-150.162.63.33) 
                 } 
define service {  host_name shirlei_i-4DAD0913_cloud  
   service_description     RAM   
   max_check_attempts     4  
   contact_groups     admins   
   notification_options    w,u,c,r,n   
   notification_interval     60   
   notification_period     24x7  
   check_command    check_dummy!2  
   active_checks_enabled    0   
   passive_checks_enabled    1   
 } 
define service {  host_name shirlei_i-4DAD0913_cloud  
   service_description     HTTP_CONNECTIONS   
   max_check_attempts     4  
   contact_groups     admins   
   notification_options    w,u,c,r,n   
   notification_interval     60   
   notification_period     24x7  
   check_command    check_dummy!2  
   active_checks_enabled    0   
   passive_checks_enabled    1   
 } 
define service {  host_name shirlei_i-4DAD0913_cloud  
   service_description     LOAD   
   max_check_attempts     4  
   contact_groups     admins   
   notification_options    w,u,c,r,n   
   notification_interval     60   
   notification_period     24x7  
   check_command    check_dummy!2  
   active_checks_enabled    0   
   passive_checks_enabled    1   
 } 
define service {  host_name shirlei_i-4DAD0913_cloud  
   service_description     SSH   
   max_check_attempts     4  
   contact_groups     admins   
notification_options    w,u,c,r,n   
   notification_interval     60   
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   notification_period     24x7  
   check_command    check_ssh  
   active_checks_enabled    1   
 } 
define service {  host_name shirlei_i-4DAD0913_cloud  
   service_description     PING   
   max_check_attempts     4  
   contact_groups     admins   
   notification_options    w,u,c,r,n   
   notification_interval     60   
   notification_period     24x7  
   check_command    check_ping!100.0,20%!500.0,60%  
   active_checks_enabled    1   
 } 
define host { use linux-server      
                     address                150.162.63.102 
                     host_name               shirlei_i-3E6C07A6_cirrus 
                     alias                   shirlei/i-3E6C07A6(cirrus-150.162.63.25) 
                 } 
define service {  host_name shirlei_i-3E6C07A6_cirrus  
   service_description     RAM   
   max_check_attempts     4  
   contact_groups     admins   
   notification_options    w,u,c,r,n   
   notification_interval     60   
   notification_period     24x7  
   check_command    check_dummy!2  
   active_checks_enabled    0   
   passive_checks_enabled    1   
 } 
define service {  host_name shirlei_i-3E6C07A6_cirrus  
   service_description     HTTP_CONNECTIONS   
   max_check_attempts     4  
   contact_groups     admins   
   notification_options    w,u,c,r,n   
   notification_interval     60   
   notification_period     24x7  
   check_command    check_dummy!2  
   active_checks_enabled    0   
   passive_checks_enabled    1   
 } 
define service {  host_name shirlei_i-3E6C07A6_cirrus  
   service_description     LOAD   
   max_check_attempts     4  
   contact_groups     admins   
   notification_options    w,u,c,r,n   
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   notification_interval     60   
   notification_period     24x7  
   check_command    check_dummy!2  
   active_checks_enabled    0   
   passive_checks_enabled    1   
 } 
define service {  host_name shirlei_i-3E6C07A6_cirrus  
   service_description     SSH   
   max_check_attempts     4  
   contact_groups     admins   
   notification_options    w,u,c,r,n   
   notification_interval     60   
   notification_period     24x7  
   check_command    check_ssh  
   active_checks_enabled    1   
 } 
define service {  host_name shirlei_i-3E6C07A6_cirrus  
   service_description     PING   
   max_check_attempts     4  
   contact_groups     admins   
   notification_options    w,u,c,r,n   
   notification_interval     60   
 
   notification_period     24x7  
   check_command    check_ping!100.0,20%!500.0,60%  
   active_checks_enabled    1   
 } 
define hostgroup { hostgroup_name Virtual Machines 
                         alias   vms 
                         members shirlei_i-4DAD0913_cloud,shirlei_i-3E6C07A6_cirrus                     
} 
define hostgroup { hostgroup_name Node 150.162.63.33 
                             alias   Vms on Node 150.162.63.33 
                             members shirlei_i-4DAD0913_cloud 
                          } 
define hostgroup { hostgroup_name Node 150.162.63.25 
                             alias   Vms on Node 150.162.63.25 
                             members shirlei_i-3E6C07A6_cirrus 
                          } 
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APÊNDICE D - Arquivo Basic_monitoring.xml com as métricas de 
monitoramento a serem exibidas no Nagios 
 
 
<?xml version="1.0" encoding="UTF-8"?> 
<basic_monitoring> 
<services> 
    <service>  
        <service_description> RAM </service_description> 
        <max_check_attempts> 4</max_check_attempts> 
        <contact_groups> admins </contact_groups> 
        <notification_options>w,u,c,r,n </notification_options> 
        <notification_interval> 60 </notification_interval> 
        <notification_period> 24x7</notification_period> 
        <check_command>check_dummy!2</check_command> 
        <active_checks_enabled>0 </active_checks_enabled> 
        <passive_checks_enabled>1 </passive_checks_enabled> 
    </service> 
    <service> 
        <service_description> HTTP_CONNECTIONS </service_description> 
        <max_check_attempts> 4</max_check_attempts> 
        <contact_groups> admins </contact_groups> 
        <notification_options>w,u,c,r,n </notification_options> 
        <notification_interval> 60 </notification_interval> 
        <notification_period> 24x7</notification_period> 
        <check_command>check_dummy!2</check_command> 
        <active_checks_enabled>0 </active_checks_enabled> 
        <passive_checks_enabled>1 </passive_checks_enabled> 
    </service> 
    <service> 
        <service_description> LOAD </service_description> 
        <max_check_attempts> 4</max_check_attempts> 
        <contact_groups> admins </contact_groups> 
        <notification_options>w,u,c,r,n </notification_options> 
        <notification_interval> 60 </notification_interval> 
        <notification_period> 24x7</notification_period> 
        <check_command>check_dummy!2</check_command> 
        <active_checks_enabled>0 </active_checks_enabled> 
        <passive_checks_enabled>1 </passive_checks_enabled> 
    </service> 
    <service> 
        <service_description> SSH </service_description> 
        <max_check_attempts> 4</max_check_attempts> 
        <contact_groups> admins </contact_groups> 
        <notification_options>w,u,c,r,n </notification_options> 
        <notification_interval> 60 </notification_interval> 
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        <notification_period> 24x7</notification_period> 
        <check_command>check_ssh</check_command> 
        <active_checks_enabled>1 </active_checks_enabled> 
    </service> 
    <service> 
        <service_description> PING </service_description> 
        <max_check_attempts> 4</max_check_attempts> 
        <contact_groups> admins </contact_groups> 
        <notification_options>w,u,c,r,n </notification_options> 
        <notification_interval> 60 </notification_interval> 
        <notification_period> 24x7</notification_period> 
        <check_command>check_ping!100.0,20%!500.0,60%</check_command> 
        <active_checks_enabled>1 </active_checks_enabled> 





APÊNDICE E - Script Startup.sh, responsável por implantar plug-
ins de monitoramento nas MVs, durante o boot. 
 
#!/bin/sh 
#Author : Shirlei Chaves / shirlei@gmail.com 
#Date: 2010-07-20 
#Description : This script sets up monitoring files 
touch /root/install_log.txt 
DO_INSTALL=1 
if [ -e /lib/custom_setup/custom_install.sh ]; then 
    . /lib/custom_setup/custom_install.sh 
fi 
config_monitor(){ 
    echo "doing config_monitor" >> /root/install_log.txt 
    # Creating/moving necessary files 
    if [ ! -d /opt/monitoring ] ; then 
        mkdir -p /opt/monitoring 
        echo "directory /opt/monitoring created" >> /root/install_log.txt 
    fi 
    #running the monitor 
    if [ -e /root/monitoring.tar ]; then 
        tar -xf /root/monitoring.tar -C /opt/monitoring 
        python /opt/monitoring/Monitor.py > /dev/null 2>&1 & 
        echo "started Monitor.py" >> /root/install_log.txt 
    fi 
    #removing unecessary files 
    rm /root/monitoring.tar 
    echo "removed /root/monitoring.tar" >> /root/install_log.txt 
} 
config_custom_install(){ 
    echo "doing custom_install" >> /root/install_log.txt 
    do_install 
    echo "custom_install finished" >> /root/install_log.txt 
} 
case "$1" in 
start) 
    config_monitor 
    if [ $DO_INSTALL -eq 0 ];then 
        config_custom_install 
    fi 
    ;; 
*) 
    echo "usage: start" 
    exit 1 
esac 
exit 0 
