The necessary and su cient conditions for the solvability of the inverse eigenvalue problem AX = X over the class of the symmetrizable matrices are discussed, the general expression of the solution is given. Moreover, the related optimal approximation problem to a given matrix over the solution set is solved.
Introduction
The background for introducing the deÿnition of the symmetrizable matrix is to study an e cient algorithms for solving the nonsymmetry second-order elliptic discrete systems (cf. [2] ).
A real n × n matrix A is called a symmetrizable matrix if A is similar to a symmetric matrix A. This class of matrices is denoted by SZR n×n . And we denote by R m×n the set of all m × n matrices over the real ÿeld R, and OR m×m , SR m×m and SR m×m + are the sets of all real orthogonal, symmetric and symmetric positive deÿnite matrices, respectively. · F stands for the Frobenius norm of a matrix, A + represents the Moore-Penrose generalized inverse of A and the rank of A is denoted by rank (A), A * B is the Hadamard product of matrices A and B.
The following problems, ÿrst introduced by Lei [4] , are discussed in this paper.
Problem I. Given X ∈ R n×m ; = diag( 1 ; : : : ; m ) ∈ R m×m , ÿnd A ∈ SZR n×n s.t.
Problem II. Suppose S A be the solution set of Problem I, for givenÃ ∈ R n×n , ÿndÂ ∈ S A , s.t.
When A ∈ SZR n×n , it has some properties as follows. 
Notice that by Theorem 1.1,
is a closed linear sub-space of R n×n .
The solvability conditions of Problem I
First we introduce some lemmas.
Lemma 2.1 (Shuquan and Hua [5] ): Q ∈ SR n×n + if and only if there exists an n × n nonsingular matrix C such that
+ , then there exists a unique n × n lower triangular matrix L = (l ij ) n×n such that l ii ¿ 0 (i = 1; : : : ; n) and Q = LL T .
Lemma 2.3. If Q ∈ SR n×n + , Q has eigenvalues 1 ; : : : ; n , then i ¿ 0; (i = 1; : : : ; n) and there exists a real orthogonal matrix Q 1 ∈ OR n×n , such that
where D = diag( 1 ; : : : ; n ).
Now the result about Problem I is stated as follows. 
When Q has the form (2.1) and the singular value decomposition (SVD, Golul and Van
where
= diag( 1 ; : : : ; s ); i ¿ 0; i = 1; : : : ; s; s = rank(X ): then, the general solution of Problem I can be expressed by
Here G is an arbitrary (n − s) × (n − s) real symmetric matrix.
Remark. The C is not unique. But C can be taken as the unique lower triangular matrix L of Lemma 2.
Proof of Theorem 1. If the Problem I has a solution A ∈ SZR n×n , then there exist a symmetric matrix A ∈ SR n×n and a nonsingular matrix W ∈ R n×n , such that
Multiplying Y T on the two sides of (2.7), since A T = A, it holds
+ , and
This proves (2.3).
Now suppose that there exist a Q ∈ SR n×n + with the form (2.1), such that (2.3) holds, and let Y = C T X , then
By (2.8) and (2.4),
(2.9)
When A = C T AC −T , and
then from (2.4) and (2.7),
According to (2.9), V 
that is to say, A is an n × n symmetrizable matrix which satisÿes Eq. (1.1). Hence, there exists a solution in Problem I, and A can be expressed by (2.5).
The solution of Problem II
Now suppose
then S A is a closed convex set of SZR n×n , and the following results hold.
Lemma 3.1 (Jiguang [3] ). Suppose H ∈ R r×r , =diag( 1 ; : : : ; r ) ¿ 0; T ij =1=( 2 i + 2 j ), 1 6 i; j 6 r, T = (T ij ) ∈ R r×r , then for any S ∈ SR r×r , it holds 
where Q 1 ∈ OR n×n , = diag( 1 ; : : : ; n ); i ¿ 0; i = 1; : : : ; n and 1 ¿ · · · ¿ n , thenÂ can be expressed aŝ
here 1 = diag( √ 1 ; : : : ;
Proof. Since C = Q 1 1 , for any A ∈ S A , then,
; where 
Conclusions
By using of the properties of SZR n×n and the matrix's decomposition, the spectral constrained problem AX = X is solved, and also the optimal approximation solution is obtained. Besides, the algorithms and numerical examples can be given out easily.
