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a b s t r a c t
In this work we consider the Bresse system with frictional damping operating only on
the angle displacement and we show that under a certain assertion the solution decays
polynomially and the decay rate is optimal.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In thiswork,we consider a Bresse systemwith frictional damping effective only in one equation of the system. The system
is written as
ρ1ϕtt − k(ϕx + ψ + lw)x − k0l(wx − lϕ) = 0 in (0,∞)× (0, L) (1.1)
ρ2ψtt − bψxx + k(ϕx + ψ + lw)+ γψt = 0 in (0,∞)× (0, L) (1.2)
ρ1wtt − k0(wx − lϕ)x + kl(ϕx + ψ + lw) = 0 in (0,∞)× (0, L) (1.3)
where the functionsw, ϕ,ψ are the longitudinal, vertical and shear angle displacements, respectively, and ρ1, ρ2, k, k0, b, l
and γ are positive constants related to physical properties of the beam. We consider the following initial conditions:
ϕ(0, ·) = ϕ0, ϕt(0, ·) = ϕ1, ψ(0, ·) = ψ0, ψt(0, ·) = ψ1, w(0, ·) = w0, wt(0, ·) = w1
and the Dirichlet–Neumann–Neumann boundary conditions
ϕ(t, 0) = ϕ(t, L) = ψx(t, 0) = ψx(t, L) = wx(t, 0) = wx(t, L) = 0 in (0,∞). (1.4)
Concerning the asymptotic behavior of the Bresse system we have a few results. The most important is due to Liu and
Rao [1]; the authors consider the thermoelastic Bresse system with two dissipative mechanisms. They showed that the
exponential decay exists only when the velocities of the wave propagations are the same. For when the wave speeds are
different they obtained a polynomial type of decay. This result was improved by Fatori and Muñoz Rivera [2]; the authors
consider the thermoelastic Bresse system with one dissipative mechanism. For the case of the Bresse system given by
(1.1)–(1.3) we can cite the work of Alabau Boussouira et al. [3]. There, the authors proved that, in general, the system is
not exponentially stable but there exists polynomial decay with rates that depend on some particular relation between the
coefficients. Using boundary conditions of Dirichlet–Dirichlet–Dirichlet type, they proved that the associated semigroup
decays at a rate t−1/6+ϵ or t−1/3+ϵ for ϵ a small number.
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The main result of this work is to complete the analysis studying the optimal decay rate. More explicitly, we show, using
the boundary conditions (1.4), that the decay of the solution is polynomial, with a rate that does not depend on the ϵ. That is,
we prove that the associated semigroup decays at a rate t−1/4 or t−1/2 and for a particular relation between the coefficients,
the decay rate obtained is optimal.
Our result on the polynomial stability is based on Theorem 2.4 in [4] and for the optimality of the polynomial decay rate
we use the necessary condition given in [2, Theorem 5.3].
2. Preliminaries, and existence and uniqueness of solutions
The proof of the existence and uniqueness of solutions for the system (1.1)–(1.3) is obtained using semigroup techniques.
The system (1.1)–(1.3) can be formulated as the following Cauchy problem:
Ut = AU, U(0) = U0
where U = (ϕ, ϕt , ψ,ψt , w,wt)′,U0 = (ϕ0, ϕ1, ψ0, ψ1, w0, w1)′, the prime is used to denote the transpose and A :
D(A) ⊂ H → H is the (formal) differential operator
A =

0 Id 0 0 0 0
k
ρ1
∂2x −
k0l2
ρ1
Id 0
k
ρ1
∂x 0
(k+ k0)l
ρ1
∂x 0
0 0 0 Id 0 0
− k
ρ2
∂x 0
b
ρ2
∂2x −
k
ρ2
Id − γ
ρ2
Id − kl
ρ2
Id 0
0 0 0 0 0 Id
− (k0 + k)l
ρ1
∂x 0 − kl
ρ1
Id 0
k0
ρ1
∂2x −
kl2
ρ1
Id 0

where Id is the identity operator. The domain ofA is
D(A) =

(ϕ, ϕ˜, ψ, ψ˜, w, w˜)′ ∈ H : ϕ ∈ H2(0, L) ∩ H10 (0, L), ψ,w ∈ H2(0, L),
ψx, wx ∈ H10 (0, L), ϕ˜ ∈ H10 (0, L), ψ˜, w˜ ∈ H1∗(0, L)

where
H = H10 (0, L)× L2(0, L)× H1∗(0, L)× L2∗(0, L)× H1∗(0, L)× L2∗(0, L)
is the Hilbert space with norm given by
‖U‖2H = ‖(ϕ, ϕ˜, ψ, ψ˜, w, w˜)′‖2H
= ρ1‖ϕ˜‖2L2 + ρ2‖ψ˜‖2L2 + ρ1‖w˜‖2L2 + b‖ψx‖2L2 + k‖ϕx + ψ + lw‖2L2 + k0‖wx − lϕ‖2L2
and L2∗(0, L) =

u ∈ L2(0, L) :  L0 u(x)dx = 0
and H1∗(0, L) = L2∗(0, L) ∩ H1(0, L).
It is not difficult to see that A is a dissipative operator in H , that 0 ∈ ρ(A) and therefore, by the Lummer–Phillips
Theorem (see [5], Theorem 4.3), the operatorA generates a C0-semigroup of contractions S(t) = eAt onH .
Thus, we have the following result.
Theorem 2.1. Assume that (ϕ0, ϕ1, ψ0, ψ1, w0, w1) ∈ D(A); then there exists a unique solution (ϕ, ϕt , ψ,ψt , w,wt) to the
system (1.1)–(1.3) with boundary conditions (1.4), satisfying
(ϕ, ϕt , ψ,ψt , w,wt) ∈ C((0,∞);D(A) ∩ C1(0,∞);H).
3. Polynomial stability and the optimal decay rate
In [3] the authors proved that the semigroup associated with the system (1.1)–(1.3) with boundary conditions of the
Dirichlet–Dirichlet–Dirichlet type or mixed boundary conditions (1.4) is polynomially stable provided
ρ1
ρ2
= k
b
and k = k0 (3.5)
and moreover they proved the lack of exponential stability when they considered the boundary condition (1.4).
602 L.H. Fatori, R.N. Monteiro / Applied Mathematics Letters 25 (2012) 600–604
In this section we show that the solution of system (1.1)–(1.4) decays polynomially and in one particular case the rate of
decay is optimal.
To achieve our goal we analyze the solution of the resolvent equation
(λId −A)U = F
where U = (ϕ, ϕ˜, ψ, ψ˜, w, w˜)′ ∈ D(A) and F = (f1, f2, f3, f4, f5, f6)′ ∈ H . Our result is established as a consequence of the
following lemmas.
Lemma 3.1. With the above notation we have that there is a positive constant c such that
b
∫ L
0
|ψx|2dx ≤ c

‖ψ˜‖L2‖U‖H + ‖F‖H‖U‖H

.
Lemma 3.2. With the above notation we have that there is a positive constant c such that
k
∫ L
0
|ϕx + ψ + w|2dx ≤ c

‖ψ˜‖L2‖U‖H + ‖F‖H‖U‖H + |λ|2χ2‖ψ˜‖2L2

for λ ∈ iR, |λ| ≥ 1 and χ = ρ2 − bkρ1.
Lemma 3.3. With the above notation we have that there is a positive constant c such that
ρ1
∫ L
0
|ϕ˜|2dx+ ρ2
∫ L
0
|ψ˜ |2dx+ ρ1
∫ L
0
|w˜|2dx+ k0l
∫ L
0
|wx − lϕ|2dx
≤ c

‖ψ˜‖L2‖U‖H + ‖F‖H‖U‖H + ‖ψx‖2L2 +
|λ|2ν20 + 1 ‖ϕx + ψ + w‖2L2
for λ ∈ iR, |λ| ≥ 1 and ν0 =
1− kk0 .
Remark 3.4. The proof of Lemmas 3.1–3.3 follows from Lemma 4.2, 4.5 and 4.7 in [3], respectively, provided the boundary
conditions are of Dirichlet–Neumann–Neumann type.
Theorem 3.5. Let us suppose that (3.5) is not satisfied; then the associated semigroup S(t) to system decays polynomially as:
1. ‖S(t)U0‖H ≤ c
t
1
2
‖U0‖D(A) if ρ1ρ2 = kb and k ≠ k0 or
ρ1
ρ2
≠ kband k = k0.
2. ‖S(t)U0‖H ≤ c
t
1
4
‖U0‖D(A) if ρ1ρ2 ≠ kb and k ≠ k0.
Moreover, the rate of decay when ρ1
ρ2
= kb and k ≠ k0 is optimal.
Proof. First, note that
Re(AU,U)H = −γ ‖ψ˜‖2L2
and for λ ∈ iR, we have
Re

(λId −A)U,U

H
= −Re(AU,U)H = Re(F ,U)H .
From the above equalities we obtain
γ ‖ψ˜‖2L2 ≤ ‖F‖H‖U‖H . (3.6)
Using Lemmas 3.1–3.3 and the hypothesis that ρ1
ρ2
= kb and k ≠ k0, for |λ| ≥ 1, we get
‖U‖2H ≤ c|λ|2

‖ψ˜‖L2‖U‖H + ‖F‖H‖U‖H

.
Applying the Young inequality and using (3.6) we have
‖U‖H ≤ c|λ|2‖F‖H
which is equivalent to
‖(λId −A)−1‖ ≤ c|λ|2.
Then using the Theorem 2.4 in [4], we have
‖S(t)A−1‖ = O(t−1/2)⇒ ‖S(t)A−1F‖H ≤ ct1/2 ‖F‖H .
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Since 0 ∈ ρ(A), it follows thatA is onto overH ; takingAU0 = F , we get that
‖S(t)U0‖H ≤ ct1/2 ‖U0‖D(A).
Therefore the solution decays polynomially. The other cases follow using the same argument.
The proof of the second part follows in a similar way except that from Lemmas 3.1–3.3 and the hypothesis that ρ1
ρ2
≠ kb
and k ≠ k0 we have, for |λ| ≥ 1, that
‖U‖2H ≤ c

|λ|2‖ψ˜‖L2‖U‖H + |λ|2‖F‖H‖U‖H + |λ|4‖ψ˜‖2L2

.
From (3.6) we obtain
‖U‖2H ≤ c

|λ|2‖F‖1/2H ‖U‖3/2H + |λ|4‖F‖H‖U‖H

.
Therefore, applying the Young inequality, we get
‖(λId −A)−1‖ ≤ c|λ|4.
Using again Theorem 2.4 in [4], our conclusion follows.
To prove that the rate of decay is optimal, we will argue by contradiction. Suppose that the rate t−1/2 can be improved; for
example assume that the rate is t−1/(2−δ) for some 0 < δ < 2. From Theorem 5.3 in [2], with ϵ = δ/2, the operator
|λ|−2+δ/2‖(λId −A)−1‖
should be limited, but this does not happen. Now we show the existence of a sequence (λµ) ⊂ iR with limµ→∞ |λµ| = ∞
and (Uµ) ⊂ D(A) for (Fµ) ⊂ H such that (λµId − A)Uµ = Fµ is bounded inH and limµ→∞ |λµ|−2+δ/2‖Uµ‖H = ∞. For
this, we consider, for each µ ∈ N, Fµ =

0, 0, 0, 0, 0, ρ−11 cos

µπ
L x
′
and Uµ = (ϕµ, ϕ˜µ, ψµ, ψ˜µ, wµ, w˜µ)′ where, due to
the boundary conditions, the solutions Uµ are of the form
ϕµ(x) = A sin
µπ
L
x

, ψµ(x) = B cos
µπ
L
x

, wµ(x) = C cos
µπ
L
x

.
Thus, we have the following system:
Ap1 + Bk
µπ
L

+ Cl
µπ
L

[k+ k0] = 0
Ak
µπ
L

+ Bp2 + Ckl = 0
Al
µπ
L

[k+ k0] + Bkl+ Cp3 = 1
where
p1 := p1(λµ) = ρ1λ2µ + k
µπ
L
2 + k0l2
p2 := p2(λµ) = ρ2λ2µ + γ λµ + b
µπ
L
2 + k
p3 := p3(λµ) = ρ1λ2µ + k0
µπ
L
2 + kl2.
Note that under these conditions we have that
A = k
2l

µπ
L
− l µπL  [k+ k0]p2
p1p2p3 − (kl)2p1 − l2(k+ k0)2

µπ
L
2 p2 − kµπL 2 p3 + 2kl2(k+ k0) µπL 2 .
Let us take (λµ) such that
p3 = ρ1λ2µ + k0
µπ
L
2 + kl2 = − l2(k+ k0)2
k0 − k = c1.
That is,
λµ = ±i

k0
ρ1
µπ
L
2 + kl2
ρ1
+ l
2(k+ k0)2
ρ1(k0 − k) = iO(µ).
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Note that because of the choice of (λµ) and from
ρ1
ρ2
= kb , we have
p2 =
[
b− ρ2
ρ1
k0
] µπ
L
2 + γ λµ + k− ρ2
ρ1
(kl2 + c1)
= b
[
1− k0
k
] µπ
L
2 + γ λµ + k− ρ2
ρ1
(kl2 + c1) = O(µ2)
which implies that
p1p2p3 − l2(k+ k0)2
µπ
L
2
p2 = p2
[
−(k0l2 − kl2 + c1) l
2(k+ k0)2
k− k0
]
= O(µ2).
Using this estimate in the expression for A, we have A = O(µ). From the definition of the norm inH , we obtain
‖Uµ‖2H ≥ ρ1|λµ|2‖ϕµ‖2L2 = c|λµ|2|A|2 = O(µ4).
From the last estimate we conclude that
|λµ|−2+δ/2‖Uµ‖H ≥ O(µδ/2)→∞, as µ→∞.
Therefore the rate cannot be improved. 
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