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Abstract Mechanisms may have evolved such that the unique 
metabolic reaction to a particular environmental stress results in 
higher mutation rates of those genes most likely to solve the 
problem. Evidence is presented indicating that the environment in 
effect directs the evolution of organisms by (1) presenting various 
kinds of stress resulting in metabolic activities that target 
particular genes for increased rates of transcription and 
mutation, and (2) selecting among this specifically enriched 
mutant population those variants that alleviate the imposed 
stress. This process should be ongoing and would be expected to 
accelerate the rate of microbial evolution. 
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1. Introduction 
Over the years there have been many speculations as to 
whether evolution is somehow directed, or can be explained 
purely as a result of random mutations and natural selection. 
A number of investigators believe that evolution happens too 
fast: if every random mutation has to be tested against the 
environment for selection or rejection, there would not have 
been enough time to evolve the superbly ordered biochemistry 
we see in organisms today [1]. Therefore, some non-random 
mechanisms must guide and accelerate the process in selected 
directions. There is in fact evidence from marine fossil com-
munities that environmental stress accelerates the rate of evo-
lution [2]. The distribution of these communities across the 
continental shelf, from the most modern (360 million years 
old) to the oldest (500 million years old), are strongly time-
progressive, indicating that major new faunal associations 
originate in the nearshore environments and then spread out-
wards across the shelf. Species diversity is higher in outer-
shelf, offshore communities than in nearshore communities. 
Yet it is in the species-poor, stressed, nearshore communities 
that the most recently evolved forms of life exist. In cold, 
species-poor, stressed Arctic latitudes there is also a preferen-
tial origination of novel plant and animal species, which then 
spread south [3]. 
This review examines the relationships between nutritional 
stress, transcription, mutation and evolution. In the starvation 
systems to be described, a pattern of gene activation occurs in 
response to a particular kind of nutritional stress that is then 
relieved by the enzymes that are synthesized. For example, 
enzymes in an amino acid biosynthetic pathway become dere-
pressed in the absence of their end product. The process of 
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transcription increases the concentration of single-stranded 
DNA that is especially vulnerable to mutagenesis. It follows 
that specific starvation regimens resulting in particular pat-
terns of transcription will also enhance mutation rates in those 
genes that become activated. 
2. The link between starvation regimens and patterns of 
transcription 
In all likelihood, evolving microorganisms in nature rarely, 
if ever, enjoy optimal nutritional conditions and maximal 
rates of cell division. As their metabolism is usually that of 
starvation, macromolecular synthesis is inhibited and poten-
tial sources of nutrition are activated, such as proteolysis, or 
the accumulation of catabolic, amino acid biosynthetic or 
other enzymes that could alleviate the particular state of par-
tial starvation. The mechanisms that have evolved for activat-
ing the transcription of genes encoding enzymes essential to 
continued viability under different conditions of nutritional 
stress are most ingenious. Under laboratory conditions, such 
gene activation usually is initiated during the transition from 
logarithmic growth into the stationary phase. For example, 
such a transition occurs in enteric bacteria when the concen-
tration of ammonia falls below 1 mM. Above this level, the 
cells assimilate nitrogen by aminating a-ketoglutarate to glu-
tamate in a reaction catalyzed by glutamate dehydrogenase. 
As ammonia levels become limiting, there is an increase in the 
rate of transcription of glutamine synthetase which has a 
higher affinity for ammonia, thus alleviating the problem [4]. 
Phosphate deprivation is relieved in much the same manner. 
When inorganic phosphate levels fall below 1 mM, the con-
stitutive low-affinity phosphate transport system with a Km of 
25 mM is supplemented with an induced system having a Km 
of 0.16 mM [5]. By mechanisms such as these the nutritional 
status of the environment constantly fine-tunes the transcrip-
tional machinery of the cell. Thus, when the cell is deprived of 
an essential amino acid, the pattern of activation of various 
genes for amino acid biosynthetic enzymes depends upon the 
severity of the need for, and upon the supply of, all the other 
amino acids [6-8]. In minimal medium, the relative expression 
of the his operon varies from a derepressed level of 12 to a 
repressed level of 1; in rich medium the operon can be further 
repressed to the level of 0.25 [7]. 
Two critical signal nucleotides that regulate the metabolism 
of starvation are cyclic AMP (cAMP) and guanosine tetra-
phosphate (ppGpp). Cyclic AMP complexed with the catabo-
lite activator protein (CAP) binds to a particular consensus 
sequence, thereby activating a number of promoters involved 
in carbon metabolism. During carbon source starvation, 
cAMP as well as ppGpp may accumulate. While these super-
control molecules primarily regulate different metabolic do-
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Fig. 1. The (p)ppGpp metabolic cycle. The synthesis of pppGpp 
from GTP is catalyzed by the relA gene product, ppGpp synthase I, 
which is a pyrophosphoryltransferase reaction using ATP as the do-
nor and GTP as acceptor. The (p)ppGpp 3'-pyrophosphohydrolase 
activity is catalyzed by the spoT gene product. 
mains, their areas of control also overlap in a complex hier-
archy of regulation [7]. The synthesis of ß-galactosidase in 
vitro is strongly dependent upon both cAMP and ppGpp [9]. 
The metabolic reaction of Escherichia coli to starvation for 
amino acids is called the stringent response, which inhibits 
rRNA, tRNA and cell wall synthesis while activating catabol-
ic and amino acid biosynthetic operons [6]. If an uncharged 
tRNA correctly pairs with the mRNA codon exposed at the A 
site of the ribosome, an 'idling reaction' is established in 
which GTP and ATP form pppGpp which is then converted 
to ppGpp (Fig. 1). This reaction is catalyzed by ppGpp syn-
thase I, the relA gene product. Guanosine tetraphosphate lev-
els are also controlled by a degradative enzyme, (p)ppGpp 3'-
pyrophosphohydrolase, the spoT gene product. Stringently 
controlled or inhibited promoters (e.g. those for rRNA and 
tRNA synthesis) contain a GC-rich discriminator sequence to 
which RNA polymerase binds; ppGpp interferes with this 
binding and prevents transcription [10]. In contrast, the dis-
criminator regions of amino acid biosynthetic operons are 
AT-rich, with sequences that do not favor the binding of 
RNA polymerase and open complex formation. When ppGpp 
binds to RNA polymerase a conformational change occurs 
that allows binding to DNA followed by transcription. 
Among those operons activated by ppGpp, there is additional 
specificity with respect to the concentrations of ppGpp that 
are optimal for their activation [9,11,12]. For example, the lac 
operon requires T>-4 times more ppGpp than the his operon 
for either optimal or half-maximal expression [9]. Moreover, 
starvation for different amino acids results in the accumula-
tion of different concentrations of ppGpp [13]. This intriguing 
observation may be related to the tRNA abundance for differ-
ent amino acids [14,15]. 
In yeast the stringent response to amino acid starvation has 
been elucidated in elegant detail [8,16]. As in E. coli, the 
accumulation of uncharged tRNA triggers the response; how-
ever, ppGpp is apparently not involved in this system. Rather, 
the uncharged tRNA stimulates the activity of a protein kin-
ase (GCNZ) that phosphorylates a translation initiation fac-
tor that, in turn, indirectly induces the expression of a tran-
scription factor, GCN4, about 10-fold. Transcription is 
activated in at least 40 different genes encoding amino acid 
biosynthetic enzymes that are derepressed 2-10-fold. For each 
enzyme subject to this general control, derepression was dem-
onstrated by starvation for an amino acid whose biosynthesis 
does not depend upon that enzyme. Superimposed upon this 
general control system are independently controlled operon-
specific regulation mechanisms [17]. In both yeast and E. coli 
it is thus apparent that the pattern of increased transcriptional 
activity resulting from a given starvation regimen is highly 
evolved and finely tuned to alleviate the particular condition 
of stress imposed by the environment. 
3. The link between transcription and mutation rates 
The intrinsic chemical instability of nucleic acids can result 
in significant background ('spontaneous') mutation rates [18]. 
Hydrolytic reactions are observed under physiological condi-
tions, and occur at a lower rate in double-stranded than in 
single-stranded DNA, e.g. deamination of C -»U is increased 
more than two orders of magnitude in single-stranded DNA 
[19]. It is therefore not surprising that mutagens are most 
damaging during transcription, when single-stranded segments 
of DNA are exposed. Herman and Dworkin [20] observed 
that, during exponential growth of E. coli, rec^4-independent 
lac~ reversions caused by a chemical mutagen were stimulated 
in the presence of the lac inducer. In contrast, the frequency 
of lys~ reversions was not affected by IPTG. Similar inves-
tigations of the lac system by Brock [21] demonstrated that 
three alkylating agents enhanced reversion rates 10-30-fold in 
induced compared to non-induced cells. Reversion rates of 
mutants associated with ineffective regulatory systems (i~o+) 
were not differentially affected by IPTG induction. In other 
studies, Cordaro and Balbinder [22] found increased back-
ground reversion rates of tryptophan mutants in strains with 
a constitutively derepressed trp operon, and UV-induced re-
versions of hisC~ and hisF~ mutants were increased 5-8-fold 
under conditions producing a 15-fold derepression of the his 
operon [23]. Again, the latter effect was specific in that the 
mutability of an unlinked streptomycin locus was not affected. 
Also, although his~ mutants deficient in excision repair 
showed increased reversion frequencies in both repressed 
and derepressed strains, their relative ratio remained constant. 
These early investigations have recently received strong sup-
port by a clear demonstration of the dependence of back-
ground mutation rates on transcription [24]. A yeast chromo-
somal lys2~ frameshift alíele was placed under transcriptional 
control of an inducible promoter, and a 35-fold increase in 
reversion rate occurred when the lys2~ alíele was transcribed 
at a high level. Reversion rates of an uninducible lys2~ alíele 
were not affected. A fascinating example of derepression in 
the evolution of a catabolic pathway has been described in 
Aerobacter aerogenes [25]: in the presence of xylitol, derepres-
sion of ribitol dehydrogenase led to mutations that produced 
an altered enzyme with higher catalytic activity as a xylitol 
dehydrogenase! It should be pointed out that the mutations 
Table 1 
A summary of malA~ reversion rates in glycerol-starved isogenic 
strains CP78 (re!A+) and CP79 (relA~f 
CP78 CP79 
Total cell numberX 108 1.0 ±0.14 0.91 ±0.25 
P0 (no. negative plates/total) 0.67 ± 0.15 0.77 ± 0.06 
Mutation rate XI0+9 0.27±0.14 0.21 ±0.07 
"Values given are averages of 5 mutation rate experiments performed 
as described previously [31,32]. Cultures were grown with limiting 
glycerol (4.0 mM) and plated to minimal medium containing maltose 
as the sole carbon source. 
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discussed in this review occur during or at the end of growth, 
in contrast to adaptive mutations that occur after prolonged 
starvation in non-growing, stationary-phase cells. 
An effect of transcription on mutation rates is consistent 
with its effect on the mechanisms of DNA repair: single-
stranded DNA is especially vulnerable to damage and, by 
the same token, more accessible to the mechanisms of repair. 
In E. coli, RNA polymerase stalled at a damaged site is a 
signal for intervention by the transcription repair coupling 
factor, which first binds to the area of the lesion and then 
recruits the nucleotide excision repair enzymes that preferen-
tially act on the transcribed strand [26,27]. SOS mutagenesis 
also involves transcriptional derepression; single-stranded 
DNA is the primary signal for SOS induction in vivo 
[28,29]. The very process of repairing lesions resulting from 
the intrinsic instability of DNA and from naturally occurring 
mutagens in the environment may contribute to the rate of 
background mutations. 
Finally, a variety of evidence implicates both transcriptional 
and repair machinery in the site-directed hypermutation proc-
ess of immunoglobin genes in response to challenge with anti-
gen [30]. 
ENVIRONMENTAL STRESS 
(amino acid starvation) 
HIGH GROWTH RATE, REPRESSED 
GENES, LOW MUTATION RATE 
MUTANTS RELIEVING 
STRESS SELECTED 
HIGHER MUTATION RATES 
IN TRANSCRIBING GENES 
UNCHARGED IRNA 
TRANSCRIPTION ACTIVATION 
SIGNALS (ppGpp, GCN4) 
SPECIFIC OPERONS 
ACTIVATED 
NEW PATTERN 
OF TRANSCRIPTION 
Fig. 2. An algorithm for evolution. 
4. The link between mutation rates and the stringent response 
Given the relationships between nutritional stress, tran-
scription and mutations, one might predict that any starvation 
regimen provoking a specific pattern of transcriptional activity 
would also show enhanced mutation rates in those genes that 
had become active. In the case of the stringent response in 
Table 2 
A summary of reversion rates in isogenic strains CP78 (relA+ 
pyrD~) and CP79 (relA~ pyrD~) 
CP78 pyrD~ CP79 pyrD~ 
Arginine-starvecP 
A. argH~ reversions 
Total cell number XlO8 
P0 (No. negative plates/total) 
Mutation rateX 10~9 
B. leuBr reversions 
Total cell number XlO8 
P0 (No. negative plates/total) 
Mutation rateX 10~9 
C. pyrD~ reversions 
Total cell number XlO8 
P0 (No. negative plates/total) 
Mutation rateX 10~9 
Leucine-starveJ" 
A. leuBr reversions 
Total cell number XlO8 
P0 (No. negative plates/total) 
Mutation rateX 1CT9 
B. pyrD~ reversions 
Total cell number XlO8 
P0 (No. negative plates/total) 
Mutation rateX 1CT9 
1.59 ±0.47 
0.15±0.10 
8.94 + 0.85 
0.92 ±0.24 
0.75 ±0.06 
2.3 ±0.70 
0.96 ±0.28 
0.62 ±0.19 
3.7 ±1.9 
1.86 ±0.36 
0.71 ±0.08 
1.26 ±0.26 
1.0 ±0.16 
0.83 ±0.07 
1.6 ±0.33 
1.47 ±0.29 
0.92 ±0.02 
0.43±0.19 
0.84±0.11 
0.97 ±0.01 
0.25 ±0.06 
1.1 ±0.58 
0.66 ±0.11 
2.8 ±0.64 
1.36±0.37 
0.92 ±0.02 
0.44 ±0.12 
0.93 ±0.06 
0.39 ±0.07 
7.3 ±0.79 
aValues given are averages of 5-6 mutation rate determinations per-
formed as described previously [31,32]. Cultures were grown in the 
presence of 0.03 mM arginine and 0.35 mM orotate, washed and 
plated on minimal medium lacking A: arginine; B: leucine; or C: 
orotate. 
bValues given are averages of 5 mutations rate determinations per-
formed as described previously [31,32]. Cultures were grown in the 
presence of 0.02 mM leucine and 0.35 mM orotate, washed and plated 
on minimal medium lacking A: leucine; B: orotate. 
E. coli K12, it has been possible to substantiate this prediction 
using two isogenic multiple auxotrophs differing only in relA 
[31]. When starved for an amino acid, reversion rates of leuB~ 
and argH~ alíeles were significantly higher in the relA+ than 
the relA~ strain. This effect of allelic differences in relA alone 
on reversion rates implicates transcription and the ppGpp 
system; fully derepressed transcription depends upon the 
relA+ genotype [6,7]. The distribution of leu+ revertants in 
mutation rate experiments indicated that they occurred pre-
dominantly after exponential growth had ceased, when the 
classical stringent response begins with a burst in the concen-
tration of ppGpp. At the end of growth and during exponen-
tial growth, under a variety of conditions, ppGpp levels were 
correlated with reversion rates of the relA+ and relA~ strains 
[31,32]. The specificity of enhanced mutation rates resulting 
from the stringent response is illustrated by the observation 
that starvation for threonine as well as leucine increased re-
version rates of the leuB~ alíele in the relA+ compared to the 
relA~ strain; starvation for these two amino acids results in 
the accumulation of comparable levels of ppGpp [13]. At 
present it is difficult to predict whether starvation for a par-
ticular amino acid will affect the rates of transcription and 
mutation of a particular operon. For example, the increase 
in ppGpp levels provoked by starvation for arginine may 
enhance mutation rates of the normal and abnormal genes 
of the arg operon, yet not affect the his operon that is already 
maximally activated by endogenous ppGpp levels. 
Two important controls were carried out that substantiate 
the specificity of the stringent response in stimulating dere-
pression and mutation rates in amino acid biosynthetic path-
ways. First, how does starvation affect mutations that do not 
depend on the relA+ genotype? Second, how does amino acid 
starvation affect mutations of genes not in amino acid bio-
synthetic pathways? RelA+-mediated ppGpp synthesis is 
known to respond to amino acid starvation but not to carbon 
source deprivation, whereas ¿poT-mediated ppGpp accumula-
tion responds to carbon source deprivation but not amino 
acid starvation [6] (Fig. 1). Fortunately, the isogeneic strains 
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used in these investigations carry a malA~ mutation, and are 
unable to use maltose as a carbon source. The relA+ and 
relA~ strains were starved for a carbon source (glycerol) 
and plated on minimal medium with maltose as the sole car-
bon source. Reversion rates were comparable (Table 1), sug-
gesting that ppGpp accumulation was spoT- rather than relA-
mediated under these conditions. 
The other control examined the effect of the stringent re-
sponse on reversion rates of leuB~, argH~, and of a pyrimi-
dine mutant alíele, pyrD~, that was transduced into both the 
relA+ and relA~ strains. Operons involved in nucleic acid 
synthesis might be repressed in relA+ strains under stringent 
conditions. As shown in Table 2, starvation of the relA+ 
strain for arginine or leucine resulted in argH~ and leuB~ 
reversion rates that were 3-21-fold higher in the relA+ than 
in the relA~ strain. In contrast, under the same starvation 
regimens, pyrD~ reversion rates were the same or lower in 
the relA+ compared to the relA~ strain. Thus, the effect of 
the stringent response on mutation rates appears to be specific 
for amino acid biosynthetic operons. An examination of the 
nucleotide sequence in the promoter of the pyrD gene in E. 
coli revealed GC-rich discriminator sequences [33]. 
5. Concluding remarks 
The examples of growth-dependent, transcription-directed 
mutations described in this review occurred as a consequence 
of starvation derepression (the stringent response), genetic 
derepression [22,23], or substrate induction [20,21,24]. These 
mutations owed their specificity to differential gene activation. 
Although their frequency increased in strains deficient in 
DNA repair [23,34], their specificity was not affected [23]. 
These mutations do not depend on the mechanisms of homol-
ogous recombination [20,34,35] essential to 'adaptive' muta-
tions [34,35] that occur in cells incapable of active growth, 
DNA synthesis and transcription [36]. Under such circum-
stances there may be little metabolic potential for responding 
to specific types of environmental stress; inducing a starving 
Lac - strain with IPTG had little effect on the Lac+ mutation 
rate [37]. Rather, adaptive mutation rate frequencies appear to 
be primarily controlled by non-specific mechanisms such as 
the failure of DNA repair systems [34,38]. The major differ-
ence between growth-dependent mutations and adaptive mu-
tations could perhaps be summarized as follows: when grow-
ing cells are confronted with a change in the environment (e.g. 
the lac inducer or imminent amino acid starvation), they still 
have the metabolic capabilities for a specific compensatory 
response, i.e. increased rates of transcription and mutation. 
However, after 4-5 days with no exogenous energy source 
cells apparently resort to non-specific increases in all mutation 
rates in a final effort to produce a mutant that will survive. 
Although random mutations will result in more deleterious 
than potentially advantageous mutants, only the latter will be 
selected and propagate in a particular environmental niche. 
Evolution depends upon the availability of variants from 
which to choose the fittest. An algorithm for evolution is 
presented in which the environment plays an essential role 
in directing the kinds of mutations that will occur (Fig. 2). 
A key prediction inherent in this proposed principle of evolu-
tion is that, under any starvation regimen, the extent to which 
the transcription of a gene increases should be mirrored by an 
increase in its mutation rate. Mutation rates will of course 
also be affected by other factors, such as oxidizing agents, 
UV, the intrinsic mutability of different alíeles, the activity 
of DNA repair enzymes, and variables that could be influ-
enced by starvation conditions, e.g. nucleotide pool levels 
[39]. The dual role of the environment in (1) derepressing 
the genes most relevant to a given nutritional stress, resulting 
in a mutant population enriched with variants of these genes, 
and (2) selecting the fittest among these variants, should be an 
ongoing process that is directing and accelerating the rate of 
microbial evolution. 
The algorithm for evolution summarized by Fig. 2 is com-
patible with Woese's [40] view of macroevolution in bacteria 
under extreme environmental stress, during which increased 
mutation rates might be expected to occur and even have a 
positive selective value. As present-day transcriptional control 
mechanisms underlie the proposed successive stages of evolu-
tion, they would apply to advanced organisms such as E. coli 
and yeast, allowing them to cope with a variety of environ-
mental stresses and to invade new habitats by altering their 
biochemical capabilities, e.g. becoming resistant to antibiotics, 
or using a new carbon source [25]. The very early periods of 
evolution, such as the emergence of basic biosynthetic path-
ways, must have been subject to quite different environments 
and control mechanisms, as described by Wächtershäuser [41]. 
Definitions are essentially arbitrary and subject to criteria 
such as usefulness and conventionality [42]. In the scenario 
outlined in this article, mutations would be 'directed' by the 
environment in that a specific gene or class of genes relevant 
to the stress imposed would be selected for higher rates of 
transcription and mutation. The enhanced mutation rates 
would be specific in so far as the new transcriptional pattern 
provoked was specific. The mutations, per se, would be ran-
dom. Words such as 'directs', 'selects', or 'targets' have 
anthropomorphic overtones. They are simply a convenient, 
conventional way of speaking; in the context of this review 
they refer to a prior event or situation (e.g. starvation) that is 
essential to a subsequent event (e.g. derepression). The term 
'adaptive mutation' was not appropriate because of its use in 
reference to mutations occurring in non-growing cells. 
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