If a cultural feature is transmitted over generations and exposed to stochastic selection when spreading in a population, its evolution may be governed by statistical laws, as in the case of genetic evolution [1] . Music exhibits steady changes of styles over time, with new characteristics developing from traditions [2] . Recent studies have found trends in the evolution of music styles [3] [4] [5] , but little is known about quantitative laws and theories. Here we analyze Western classical music data and find statistical evolutionary laws. For example, distributions of the frequencies of some rare musical events (e.g. dissonant intervals) exhibit steady increase in the mean and standard deviation as well as constancy of their ratio. We then study an evolutionary model where creators learn their datageneration models from past data and generate new data that will be socially selected by evaluators according to novelty and typicality. The model reproduces the observed statistical laws and its predictions are in good agreement with real data. We conclude that some trends in music culture can be formulated as statistical evolutionary laws and explained by the evolutionary model incorporating statistical learning and the novelty-typicality bias.
can explain them [7, 8] .
In this study, we consider the evolution of musical styles, which has gathered growing attention [3, 4, [9] [10] [11] [12] . It has been observed in a recent paper [5] that some features of music, e.g. the frequency of tritones 1 , have steadily increased during the history of Western classical music. These clear trends imply some driving force for the evolution of the music style. To study the evolutionary dynamics, it is important to look at time evolution of the variation (e.g. standard deviation) of the data as well as the mean since consequences derived from evolutionary theories are often expressed in terms of their relations. We first present an independent and more detailed analysis of Western classical music data. Fig. 1(a) shows that the mean and standard deviation of the frequency (probability) of tritones steadily increased during the years 1500-1900 while their ratio stayed approximately constant over that time (see Methods for details of the analysis). Here and in what follows, zero-frequency data points are excluded from the analysis in order to obtain statistically reliable results. Fig. 1(b) shows actual distributions of the frequency of tritones obtained for each century. We find that the distribution can be approximately fitted by a beta distribution (its functional form is given in Eq. (1)), which is a mathematically simple distribution defined over the range of real numbers between 0 and 1.
These statistical tendencies can also be found for another independent musical feature, the frequency of non-diatonic motions. Non-diatonic motions are here defined as bigrams of pitch-class intervals that cannot be realized on a diatonic scale 2 . They appear in relation with chromatic motions and modulations (key changes) [14] . The time evolution of their frequency will be given in Fig. 4 (b) and statistical data corresponding to Fig. 1 are given in Supplemental Material. As a general set of musical features including these two, we can consider bigram probabilities of pitch-class intervals [14] , which have 121 elements (see Methods). Fig. 1(c) shows how the means of these 121 features evolved over the centuries. We see that low-probability features exhibit exponential-like growth. Still, the number of observations is small and statistics of such rare events may not be so reliable 3 .
To summarize our data analysis results, we have found the following statistical evolutionary laws in low-probability features of Western classical music data: The last two laws indicate that the dynamics is scale invariant, that is, the dynamics at one value of the features looks similar to that at a different value of the features. Since these statistical laws are found in the music data of various composers in four consecutive centuries, they may be caused by general mechanisms of transmission and selection of cultural style rather than by the circumstances of individual composers or social communities of individual time periods.
Let us now discuss a possible evolutionary model that may explain the origin of the observed statistical laws. Following the general framework of Darwinian evolution, we construct a theoretical model based on information transmission and stochastic selection. A feature of music culture is that creation styles are learned and transmitted via data (e.g. musical scores and audio signals), and recent studies have suggested the importance of statistical learning for music composition (e.g. [15] [16] [17] ). As is commonly done in the field of music informatics, we represent creators (composers) with statistical models for data generation and try to capture the evolution of music styles through dynamic changes of creators' models. As a driving force for time evolution, we consider social selection by contemporary evaluators (listeners). Specifically, we study a dynamical system of creators that statistically learn their data-generation models from past data and then generate new data, and of evaluators that determine the fitness of the generated data. Since evaluators 2 The C-major scale or "the scale of white keys" (C-D-E-F-G-A-B) is one instance of diatonic scales. In general, a diatonic scale can be transposed to the C-major scale by a global pitch shift. 3 The distributions of very rare events typically have a peak at zero and the standard deviation is larger than the mean. This limitation of observation is caused by the fact that a musical piece usually consists of O(10 2 -10 3 ) musical notes. Figure 2 : Coevolution of creator's and evaluator's models through a social selection process modelled by the statistical creator-evaluator (SCE) model.
should also learn their data-evaluation models from existing data, it is legitimate to consider a dynamic change in the fitness depending on other agents/data, as in evolutionary game theory [18] . Similar models of iterated learning have been studied in the context of language evolution [19] [20] [21] .
A dynamical system we call a statistical creator-evaluator (SCE) model is formulated as follows. Each creator at generation t generates a dataset X t of musical pieces according to a distribution (data-generation model) φ t , and the generated data are evaluated with the fitness depending on the typicality and novelty defined below. Following this evaluation, the creator's model of the next generation φ t+1 is determined by statistical learning. With this procedure, the creator's data-generation model evolves over generations. The creator's model φ t (θ) is defined over a probability parameter θ ∈ (0, 1) (e.g. frequency of some musical events). An evaluator is similarly modelled by a distribution ψ t (θ). We assume that φ t is described as a beta distribution (a t , b t > 0):
The beta distribution is introduced here because it is a simple distribution function for the probability variable whose value is restricted between 0 and 1, where the emergence of a new feature is represented by a shift of a peak at 0 towards 1, whereas it also approximates the data well as shown in Fig. 1(b) . For a t , b t > 1, a beta distribution satisfies boundary conditions φ t (0) = φ t (1) = 0 and the parameters a t and b t specify the power of θ at the boundaries. The data-generation process is described in two steps: (i) a value of θ is drawn from φ t (θ) for each data unit (e.g. musical piece), here called a (data) chunk, and (ii) data samples (e.g. musical notes) in that chunk are sampled with the chosen θ. It is assumed that the data selection is carried out in the space of θ so that the model is described in terms of the space of θ without referring to data samples, so we treat θ as a directly observable quantity. The data-selection (evaluation) process is described as follows (see Fig. 2 ). At each generation t, a dataset X t of chunks is generated by φ t (θ). Data chunks in X t are then evaluated by the evaluators assigning weights e βRt(θ) , where R t (θ) is a functional of ψ t called an evaluation function and β is a selection coefficient. The next-generation creator's model φ t+1 (θ) and evaluator's model ψ t+1 (θ) are learned from the dataset of chunks denoted by Y t (i.e. Y t is used as training data). The data Y t consists of data chunks selected randomly from X t with probabilities proportional to e βRt(θ) . It is assumed that φ t and φ t+1 have the same distribution form (1) and the parameters of φ t+1 are chosen to approximate Y t as much as possible (the learning scheme is specified later), even though the data Y t are distributed differently from φ t+1 in general. In the limit of infinite data size, X t is distributed as φ t (θ) and Y t is distributed in proportion to φ t (θ)e βRt(θ) . Here, we consider a simple case where
is learned in the same way as φ t (θ) so that these distributions are in fact identical. The dynamics is summarized as
where the arrow ' ' means that the distribution on the left-hand side is learned from the data on the right-hand side. Although we mainly focus on the case where φ t is given as in Eq.
(1), φ t in the SCE model in Eq. (2) can be described with other distributions in general.
Since the fundamental process of evaluating musical data is unknown, we attempt to derive a reasonable form of the evaluation function R t based on a theoretical argument. As suggested by musicologists (e.g. [2, 22] ), a possible cause of the evolution of music styles is pursuit of "novelty". It is also conceivable that "typicality" is another important factor for data evaluation. From the evaluator's perspective, novelty is important because similar data chunks do not increase the effective amount of information obtained. Therefore, for each value of θ, novelty can be measured with the amount of similar data chunks in X t = φ t , which is proportional to φ t (θ) in the limit of infinitesimal precision of discriminating musical features (see Methods for a detailed derivation). On the other hand, typicality can be related to the difficulty of understanding, or memorizing, a data chunk according to the evaluator's model ψ t . Thus, in information-theoretical terms, typicality can be described as the number of bits needed to encode the information contained in a data chunk θ using the model ψ t , which is proportional to −ln ψ t (θ) [23] .
In other words, to gather the information contained in a data chunk θ, the evaluator must first spend cost proportional to φ t (θ) to obtain that data chunk (together with unavoidable similar data chunks) and then spend cost proportional to −ln ψ t (θ) to memorize the contained information. In this way, the evaluation function constructed as a sum of the novelty and typicality defined here can be interpreted as the effective amount of cost necessary for the evaluator to gather information.
By using the analogy of the above selection probability with a Boltzmann distribution in statistical physics, where β and R t correspond to the inverse temperature and negative energy (cost), the form of R t is given as
where β T and β N are constant factors, the first and second terms respectively represent the typicality and novelty of chunk θ, and we have used the relation ψ t = φ t . Substituting Eq. (3) into Eq. (2), we haveφ
The signs of the two terms in Eq. (3) are chosen so that when β T and β N are positive, evaluators favour both typical and novel data chunks, which intuitively seems realistic. Theoretically, these parameters can take negative values in general.
To complete a mathematical formulation, the creator learns the data distribution φ t+1 (θ) fromφ t (θ) so that φ t+1 (θ) is assimilated by the beta distribution by optimizing its parameters. To be specific, noting that the pair (a t , b t ) has one-to-one correspondence with the pair of mean and standard deviation (µ t , σ t ) (see Methods), we use the moment matching method to learn φ t+1 fromφ t . That is, we choose the parameters of φ t+1 so that its mean µ t+1 and standard deviation σ t+1 exactly match those ofφ t . If we take the statistics µ t and σ t as state variables, the update equation (2) is described as a two-dimensional map
Let us analyze the model. See Methods for mathematical details. Qualitatively, positive β T and negative β N put higher weights on more probable θ, causing φ t+1 to be sparser than φ t . Conversely, negative β T and positive β N make φ t+1 less sparse. The case β T < −1 puts infinite weights on zero-probability θ and is thus ill-defined. In the following, we focus on the case β T , β N ≥ 0, µ t < 1/2, and σ t < µ t , and in particular the regime where µ t is small, to analyze the dynamical system quantitatively.
For small β T and β N , which are of our interest, the discrete-time dynamics of the system is relatively smooth and vectors in Fig. 3 (a)-(c) show how an update changes µ and σ at each point. When β N = 0 (i.e. only typicality is evaluated), both the mean and standard deviation decrease over time ( Fig. 3(a) ). More specifically, the mean will converge to the mode (peak position) whereas the standard deviation will converge to 0 for t → ∞. This is shown analytically in Methods.
When β N > 0 and β T = 0 (i.e. only novelty is evaluated), both the mean and standard deviation increase over time and the orbits converge to a fixed point with µ t=∞ = 1/2 ( Fig. 3(b) ). The reason the mean increases can be understood intuitively from the shape of the distribution. When β N is not too small, the weighted dataφ t has two peaks around the mean of φ t and the left one is narrower due to the boundary at zero (as in Fig. 2 ) so that the distribution φ t+1 is pushed to the right.
A notable feature of this case is the presence of a "slow manifold". The dynamics quickly fall onto the manifold with σ t /µ t ≈ constant, which is slightly less than unity. The values θ θ of µ t and σ t will then grow along the manifold keeping their ratio almost constant in time. Intuitively speaking, this slow manifold is formed because when σ t µ t the beta distribution is almost symmetric and an update does not change µ t significantly but increases σ t and thus also σ t /µ t ( Fig. 3(d) ). When σ t ∼ µ t , the right peak ofφ t dominantly influences the next distribution φ t+1 and µ t grows so much that σ t /µ t decreases (see Fig. 3 (e) and Methods for more details). This is quantitatively shown in Fig. 3(f) , where one can see that the curve representing the update of the ratio σ t /µ t intersects with the invariant line at similar points for varying µ t . As can be observed in Fig. 3 (f) and will be discussed more analytically in Methods, the constant value of σ t /µ t is smaller for larger β N .
How the mean grows on the slow manifold can be understood from Fig. 3(g) . One finds that, for various values of the mean, its growth rate is of the same order of magnitude. This indicates that the mean (and thus also the standard deviation) grows nearly exponentially over time. The comparison between different values of β N in Fig. 3(g) shows that the growth rate is not very sensitive to the value of β N . The model's dynamics for finite β T and β N -i.e. when both novelty and typicality are evaluated-are illustrated in Fig. 3(c) . Generally, the standard deviation converges to a fixed point where the effects of the typicality and novelty terms balance; when the standard deviation is larger (smaller) than its asymptotic value the dynamics is similar to that of the typicality (novelty) term only. In particular, for small µ t and σ t (i.e. in the early stage of evolution), we again find a slow manifold where both the mean and standard deviation eventually increase while their ratio stays almost constant. If σ t µ t when σ t reaches the fixed point, then the value of µ t is effectively frozen, leading to the emergence of marginally stable points.
One can also confirm the presence of a similar slow manifold in the case of β N > 0 for other choices of φ t with a boundary at θ = 0, i.e. the gamma and log-normal distributions (see Supplemental Material). This shows that it is a rather general phenomenon, as expected from the intuitive argument.
Let us now compare the consequences of the present model with observed data of music evolution. Among the four statistical evolutionary laws explained earlier, the first law (beta distribution) is naturally incorporated in the model. When the novelty term is present and the initial values satisfy σ < µ 1, the dynamics of the model spontaneously lead to the phase where both the mean and standard deviation increase over time keeping their ratio almost constant (the second and third laws), irrespective of initial values. We have also shown that the last law (exponential growth) is also derived from the dynamics of the model in the early stage of evolution.
For comparison, let us briefly discuss another evolutionary model, for which the evaluation function R t is simply a function of θ, rather than a functional of ψ t or φ t as in the SCE model. Since the constancy of σ/µ suggests scale-invariant dynamics, we consider an evaluation function with a log potential: R t = ln θ. As a natural choice for φ t , we here use the log-normal distribution instead of the beta distribution because it is kept invariant under the selection process and its shape is similar to that of the beta distribution (see Supplemental Material for a graphical comparison between these distributions). The creator's model is then written as
whereμ t is the log mean andσ 2 t is the log variance, which are related to the mean and standard deviation as µ t = exp(μ t +σ 2 t /2) and σ t /µ t = exp(σ 2 t ) − 1. We call this model the log-potential model.
As shown in Methods, in this model the standard deviation and mean both grow exponentially over time with a fixed rate e βσ 2 and their ratio σ t /µ t is kept constant. While the dynamics of the log-potential model is similar to that of the SCE model on the slow manifold, an important difference is the sensitivity to the initial values and selection coefficient. . In (a) and (b), the model parameters are optimized simultaneously to fit the two datasets (the frequency of tritones and that of non-diatonic motions for the classical music data). In (c), the time evolution of the frequency of rare rhythms in the Enka music data is analyzed and compared with the models' predictions.
For the log-potential model the ratio σ t /µ t can be tuned arbitrarily by adjusting the initial condition, whereas for the SCE model it is driven to an asymptotic value spontaneously by the dynamics irrespective of the initial condition. The growth rate e βσ 2 is very sensitive to the value of β in the log-potential model, whereas it is not very sensitive in the SCE model as we discussed above. In Figs. 4(a) and 4(b), the time evolution of the frequency of tritones and that of nondiatonic motions in the classical music data is numerically compared with the solutions of the SCE model and the log-potential model. The models are initialized with the mean and standard deviation at the earliest time and the model parameters (β T and β N for the SCE model, and β for the log-potential model) are optimized to minimize the squared error of the means and standard deviations throughout the time period of the data. If the evolutions of these two features share the same mechanism, it is reasonable to use the same model parameters to fit both sets of data. The parameters are thus optimized to fit both sets of data simultaneously and the optimized values are given inside each figure. We see that the SCE model can roughly fit both sets of data whereas the log-potential model can fit only one set of data. Quantitatively, the root mean squared error for the (tritone, non-diatonic motion) data is (4.5 × 10 −3 , 7.2 × 10 −3 ) for the SCE model and (1.5 × 10 −2 , 6.1 × 10 −3 ) for the log-potential model. This result indicates not only that the two sets of data can be explained/predicted by the mechanism described by the SCE model in a unified way but also that the prediction is not trivial. On the other hand, we also see some discrepancies between data and model predictions (e.g. in the values of σ/µ). Such small discrepancies can be explained in several ways: removing the simplifications assumed for the SCE model may bring small changes in model predictions, as discussed later, and they may be simply due to statistical/systematic error in the data. If we try to fit the two sets of data individually using different parameter values, the fitting error for the log-potential model is slightly smaller than that for the SCE model (see Supplemental Material). Fig. 4(c) illustrates results of another analysis on a different musical feature extracted from a different dataset. The dataset is a collection of Enka music (a genre of Japanese popular music) compiled and published by a music publisher [24, 25] . Here we focus on the rhythms and use as a feature the frequency of "rare rhythms" that are defined as bigrams of note values whose ratio is not one of {1, 1/2, 2, 2/3, 3/2, 1/3, 3, 1/4, 4, 1/6, 6} (see Methods for details). Both the mean and standard deviation decrease over time, which is qualitatively different from the previous two cases. For this case, only the SCE model can reproduce the history of the mean and standard deviation. Predictions for the near future are also provided in Fig. 4(c) . As expected from the decrease of the standard deviation, typicality plays a more influential role for data selection and the model makes a testable prediction that the mean will converge in the future. One interpretation of this result is that Enka music is considered as a kind of "soul music" [26] and the evaluators (listeners) would prefer a typical Enka song over a novel one. On the other hand, the log-potential model predicts a linear-like decrease of the mean, which can be discriminated from the prediction of the SCE model in a near future.
In conclusion, we have analyzed Western classical music data and found several statistical evolutionary laws, in particular, steady increase of the mean and standard deviation of frequencies of rare events and nearly constancy of their ratio, which indicate some driving force for the evolution of the music style. As a theoretical explanation of the phenomenon, we have formulated and analyzed SCE models in which creators and evaluators coevolve by influencing each other through a social selection process. The evaluation function for the social selection is constructed with the novelty and typicality terms representing cost required for obtaining and memorizing data in the process of information gathering. We have shown that when the creator's and evaluator's models are beta distributed and the novelty term is active, the system generally has a slow manifold in which both the mean and standard deviation grow almost exponentially while their ratio stays almost constant. This property and the fact that the system's dynamics are relatively insensitive to the selection coefficients make the present model more predictive and distinct from a Darwinian evolutionary model with a logarithmic potential.
It has been demonstrated that predictions from the present model are in good and nontrivial agreement with the Western classical music data. The present model had the ability to fit the two kinds of data (frequency of tritones and that of non-diatonic motions) in a unified way, whereas a simple evolutionary model (log-potential model) could only fit the data individually. From the perspective of the present model, the observed evolution of the mean and standard deviation of frequencies of musical features that were once rare is a consequence of pursuing novelty. For the dataset of Enka music, both the mean and standard deviation of the frequency of rare rhythms were found to be decreasing, which indicated that typicality has more importance than novelty in the selection process. Predictions for the evolution of this feature that are testable in the next few decades have been made.
In the evolutionary process studied here, the balance between novelty and typicality plays an essential role. As we saw in the classical music data and Enka music data, relative values of β N and β T can influence the direction and speed of evolution. We also found that the ratio σ/µ of the standard deviation and mean is an important metric of evolutionary dynamics, which can be used to infer from data the relative importance of novelty and typicality in the process of social selection/evaluation.
The balance between novelty and typicality can be important for other types of culture, and the present model can be useful for analyzing not only music data but also other cultural data. Evolutionary dynamics of language [27] , other genres of music [4] , scientific topics [28] , and sociological phenomena [29, 30] are among topics currently under investigation. Another relevant topic is the evolution of bird songs, where selection-based learning is considered important [31] . Evolutionary dynamics of bird songs have been studied based on dynamical systems that describe interaction between generators (singing birds) and imitators [32] , which is similar to the novelty-typicality bias in this study.
Several remarks are made before closing the paper. First, there are multiple possible ways of extending and relaxing the condition of the minimal model analyzed in this study. Relaxing the assumption that both the creator and evaluator learn from the same data can lead to time displacement of their models. For example, if the evaluator learns its model ψ t+1 directly from the data X t , instead of being biased by the evaluation function, then ψ t+1 = φ t holds. We can also introduce overlaps between generations or dependence on data created by more than one past generations. These extensions can change the consequences of the model quantitatively and can possibly explain the small discrepancies between model prediction and data in Fig. 4 . Systems with multiple creators and evaluators would also be important for investigating the diversification and specification of cultural styles.
Second, a way to test the present model is to observe the exponential growth of a relevant feature. However, this is not easy for music data because of the size of each data chunk (musical piece) is relatively small. A musical piece typically consists of O(10 2 -10 3 ) notes and thus observing the evolution of a frequency of musical events across some orders of magnitude is difficult due to data sparseness. It would be possible to alleviate the problem by extending creator's and evaluator's models in a Bayesian manner. Another direction for experimentally testing the model is to directly examine the evaluation function by means of music data with the social rankings. It would also be possible to infer the functional form of the evaluation function from such data by machine-learning techniques. Third, one might think that music styles are transmitted via a set of rules (often called music theories) and the SCE model does not accord with the reality. It has been argued that traditional composition rules are not sufficient to describe the actual composition process from a computational viewpoint [15] , and in fact traditional music theories tell little about the quantitative nature of music styles [2, 22] . In addition, recent studies on music informatics have suggested that traditional composition rules can be acquired from data via statistical learning [17, 33] . Based on these observations, our view is that although those composition rules may influence the transmission of music styles, the effect of statistical learning is essential for understanding the evolution of music styles.
Fourth, previous studies have suggested the importance of perceptional, cognitive, or genetic biases for the formation of music culture [10, 11] . Whereas these factors may be important in the early stages of the formation of music culture, social selection biases based on information content are considered also important in their evolution during the last few centuries. If this is the case, the origin of such biases is the next question. In particular, it would be interesting to seek for a fundamental model that can explain an evolutionary origin of the novelty and typicality terms in Eq. (3) and can validate the assumption of the Boltzmann distribution in Eq. (2) as well as the beta distributions observed in the data.
Methods Data Analysis
A collection of Western classical musical pieces is used for the data analyses in Figs. 1 and  4 . The dataset consists of MIDI files of 9,996 pieces by 76 composers downloaded from a public web page (http://www.kunstderfuge.com). The 76 composers are those with the largest number of available pieces and obvious duplications of two or more files for the same piece are avoided by looking at file names. Files with less than 100 musical notes are also removed. Each MIDI file is parsed and a sequence of pitches represented by integers in units of semitones is extracted; pitches are ordered according to their appearance in the file. To extract information on music styles that are irrelevant of superficial features such as pitch range and absolute key, the sequence of pitch-class intervals is obtained. Pitches are converted to pitch classes by applying a modulo operation of divisor 12. Then pitch-class intervals are obtained by taking the difference between adjacent pitch classes. Finally, zero intervals, which correspond to successions of the same pitch or octave transitions, are dropped because they dilute other relevant features. Each musical piece is now represented as a sequence of pitch-class intervals denoted by x = (x 1 , . . . , x N ). Since zero intervals are excluded, there are 11 types of unigrams and 121 = 11 2 types of bigrams for pitch-class intervals.
In Figs. 1(a), 1(b) , and 4(a), the frequency of tritones for each piece is defined as #{n|x n = 6}/|x|, where |x| denotes the number of elements in x. In Fig. 4(b) , the frequency of non-diatonic motions is defined as #{n|(x n , x n+1 ) ∈ C}/|x|, where the set of non-diatonic motions C consists of the following 20 elements: (1, 1), (1, 3), (1, 8), (1, 10),  (2, 11), (3, 1), (3, 8), (4, 4), (4, 9), (4, 11), (8, 1), (8, 3) , (8, 8) , (9, 4) , (9, 11) , (10, 1), (11, 2) , (11, 4) , (11, 9) , and (11, 11) . Each of the 121 bigram probabilities in Fig. 1(c) is similarly defined as the frequency of each possible pair (x n , x n+1 ).
For the result shown in Fig. 4(c) , a dataset consisting of 827 songs of Japanese Enka music is used [24, 25] . Each musical piece is first notated in a digital musical score format and then the sequence of note values (note lengths written in musical scores) is obtained. The ratio between adjacent note values often has simple ratios such as 1, 1/2, 2, 2/3, and 3/2. Similarly as we look at rare pitch events like tritones and non-diatonic motions for the Western classical music data, we observe the frequency of rare rhythms, which are defined as bigrams of note values whose ratio is not one of {1, 1/2, 2, 2/3, 3/2, 1/3, 3, 1/4, 4, 1/6, 6}.
Model Formulation
In the discussion above Eq. (3), it is postulated that the novelty term is described as the amount of the cost of obtaining data chunks containing "similar" information in the generated data X t = φ t . To express this mathematically, we introduce a function G(θ, θ ) that measures the similarity between data chunks θ and θ . Assuming that obtaining each data chunk requires the same amount of cost, the total cost of obtaining data chunks similar to θ, denoted by Novelty(θ), is given as
where we have assumed translational invariance in the last expression. When evaluators can discriminate musical features with infinite precision, G(0, θ) is proportional to the delta function δ(θ). In this case, we have
Since the integral is constant with respect to θ, we have shown that the novelty term is proportional to φ t (θ).
Model Analysis
The parameters a t and b t of the beta distribution are in one-to-one correspondence with the mean µ t and standard deviation σ t as follows.
We focus on the case 1 < a t < b t , which leads to µ t < 1/2 and σ t < µ t , and in particular the regime where µ t is small, as in the main text. When µ t 1, Eq. (8) indicates that a t b t , and then µ t a t /b t , σ t √ a t /b t , and σ t /µ t 1/ √ a t .
The behaviour of the SCE model defined in Eqs. (1) and (4) for the case β T > 0 and β N = 0 can be understood from the following analysis. Eq. (4) yields the following equations.
The fact that σ t+1 < σ t , which is intuitively trivial, can be formally checked by differentiating the following quantity with respect to β T :
where we have used Eq. (9). We can then show ∂h/∂β T < 0 for β T > 0. By noting that the transformation in Eqs. (11) and (12) for any finite β T can be realized by iterating infinitesimal transformations, it has been shown that σ t+1 < σ t . By recursively applying Eqs. (11) and (12) and substituting the result into Eq. (9), we can also see that
We can show µ t+1 < µ t directly in a similar manner. Alternatively, one can understand this by looking at the mode (peak position)
We can easily show that k t < µ t and k t+1 = k t , which means that the peak position is invariant under the dynamics. Since the difference µ t − k t decreases as the standard deviation σ t decreases, the result σ t+1 < σ t indicates µ t+1 < µ t . The mean µ t will converge to the mode k t since σ t → 0 as t → ∞. For the case of β N > 0 and β T = 0, we gave an intuitive argument in the main text that a slow manifold is formed where σ/µ is almost constant and slightly less than unity. As discussed there, this slow manifold is formed because σ/µ is decreased by an update when it is close to unity, which is in turn due to the boundary at zero and the resulting asymmetric shape of the beta distribution. Here we provide some mathematical analyses to support this intuitive argument. First, we show that the heights of the two peaks ofφ t = φ t e −β N φt are equal. The position of the right and left peaks (denoted by θ + and θ − ) are obtained by solving the following equation:
This yields φ t (θ ± ) = 1/β N . Substituting this back intoφ t , we haveφ t (θ ± ) = 1/(eβ N ), which is the height of the peaks. Thus the contributions of the two peaks for the determination of φ t+1 are characterized by their position (mean) and width. As can be seen in Fig. 3 (e), when σ/µ is close to unity the width of the left peak is so much less than that of the right peak because of the boundary at zero that the φ t+1 is determined dominantly by the right peak.
Next, for the regime of parameters of our interest (µ t 1), σ t /µ t 1/ √ a t holds.
This means that the ratio σ t /µ t is smaller if a t is larger. That is, the gradient of the beta distribution near zero is smaller. As we see in Fig. 3(e) , when the next-generation creator's model φ t+1 is dominantly determined by the right peak ofφ t , a t+1 > a t generally holds. This shows that σ t+1 /µ t+1 < σ t /µ t when σ t /µ t is close to unity. Moreover, one finds from the relationφ t (θ ± ) = 1/(eβ N ) that θ + increase as β N becomes larger, which in turn indicates that a t becomes larger. Thus, for larger β N , the asymptotic value of σ t /µ t tends to be smaller. For the case both β N , β T > 0, a slow manifold is formed in the regime where µ t and σ t are small. To understand this, first note that a t b t , µ t a t /b t , and σ t √ a t /b t hold for µ t 1. The effect of the typicality term can be written as a t+1 = a t + β T (a t − 1) and b t+1 (1 + β T )b t from Eqs. (11) and (12), which indicates the following.
This means that if σ t /µ t 1 the typicality term decreases this ratio by a constant factor of 1/ √ 1 + β T . On the other hand, the novelty term increases it by a factor that becomes larger for smaller σ t (one can confirm this for example in Fig. 3(b) ). Thus, the effect of the novelty term dominates over that of the typicality term for sufficiently small σ t , in which case σ t /µ t increases. When σ t /µ t 1, the effect of the typicality term is negligible, so the slow manifold is formed due to the effect of the novelty term. On the slow manifold, the typicality term acts on the mean µ t as in Eq. (18), which has the effect of a constant reduction factor, and the novelty term acts as illustrated in Fig. 3(g ), which has a larger effect for smaller µ t . Thus, for sufficiently small µ t , the dynamics is dominated by the novelty term, leading to a nearly exponential growth on the slow manifold.
The dynamics of the log-potential model can be solved as follows. Substituting Eq. (5) and R t = ln θ into Eq. (2), we havẽ
By matching the parameters of φ t+1 , we find that
Using the relations between (μ t ,σ t ) and (µ t , σ t ) given in the main text, we obtain
as claimed in the main text. We can analyze frequencies of non-diatonic motions in the same way as for frequencies of tritones ( Fig. 1 in the main text) . The result is shown in Fig. 5 . We can find the same statistical tendencies that are found for the frequencies of tritones, even though they are less clear:
• Beta-like distribution of frequency features
• Steady increase of the mean and standard deviation
• Nearly constant ratio of the mean and standard deviation * Electronic address: enakamura@sap.ist.i.kyoto-u.ac.jp † Electronic address: kaneko@complex.c.u-tokyo.ac.jp 
Analysis of the SCE models for other distributions
In the main text, we analyze the SCE model for the beta distribution. Here we analyze the SCE models defined with the gamma and log-normal distributions to show the generality of the model analysis result, especially the existence of a slow manifold when the novelty term is active. A gamma distribution is defined as
and the parameters a t , b t > 0 are related to the mean and standard deviation as
A log-normal distribution is defined as
and the parametersμ t ∈ (0, ∞) andσ t > 0 are related to the mean and standard deviation as
Both of these probability distributions are defined in the range θ ∈ (0, ∞), so they are not strictly proper for the probability parameter θ restricted in the range (0, 1). Nevertheless, Figure 6 : Beta, gamma, and log-normal distribution for the same mean and standard deviation (µ = 0.1 and σ = 0.05).
when the mean µ t is smaller than unity and the standard deviation is sufficiently small, the supports of these distributions are effectively bounded in the range (0, 1). We study these distributions for the demonstration purpose.
The gamma, log-normal, and beta distributions are compared in Fig. 6 , where distributions with the same mean and standard deviation (µ = 0.1 and σ = 0.05) are shown. As we see in the figure, the shapes of these three distributions are generally similar for a small mean and for a standard deviation smaller than the mean.
SCE models for the gamma and log-normal distributions are defined by substituting Eqs. (24) and (26) text, these results show that for the SCE model the precision of the individual fit is similar to that of the simultaneous fit, and that the log-potential model can fit individual data slightly better than the SCE model. This shows that although the log-potential model is flexible for fitting individual sets of data, it cannot fit both sets of data simultaneously, confirming that it is not trivial to fit both sets of data in a unified manner. 
