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This paper deals with the problem of the existence of a common m&c 
multiple for a given family of manic operator polynomials. In general such a 
multiple does not exist. Necessary and sufficient conditions for the existence are 
given in terms of the invertibility of a generalized Vandermonde operator 
matrix. The minimal possible degree of the multiple is determined and the role 
played by the spectral properties of the divisors is explained. The problems 
considered here have their origin in the spectral theory of non-self-adjoint 
operators. 
INTRODUCTION 
Let L r ,..., L, be manic polynomials whose coefficients are bounded linear 
operators acting on a Banach space. In this paper we consider the problem 
of the existence of a manic operator polynomial L such that L, ,..., L, are right 
divisors of L, and in case such a multiple L exists, the relation between L and 
its divisors is studied. In particular, we determine the minimal possible degree 
of the multiple and we describe the role played by the special properties of 
the divisors. The study of problems of this type has its origin in the spectral 
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theory of non-self-adjoint operators (e.g., see [5, Chap. VJ). Especially, we 
would like to refer to K.rein and Langer’s paper [lo], which deals with the 
mathematical principles of small vibrations of a continuum. Markus and 
Mereutsa [l I] have developed a method to deal with the above-mentioned 
problems for the case of polynomials of degree 1. Some generalizations of their 
results have been announced in [9]. 
A complete study of the finite-dimensional case has been carried out by 
the authors in [4]. In the present paper, the infinite-dimensional case is con- 
sidered. Here many new difficulties arise and the final results differ considerably 
from those of [4]. As in [4], the main tool is a generalized Vandermonde operator 
matrix, but in this paper, we do not require the Vandermonde to be a square 
matrix. Further, we show that not only is the invertibility of the Vandermonde 
important, but also some form of generalized invertibility. 
To illustrate our results, we formulate here a corollary of the main theorem 
for polynomials of degree one. Let L,(A) = XI - Tj (j = I,..., r), where 
T 1 ,.a., T, are bounded linear operators on a Banach space 8, and for rn = 1,2,... 
P?? 
. . . . . . . 
Then Ker r’,, = Ker V,,, is a necessary condition for the existence of a 
common manic left multiple L of degree m for L, ,..., L, . This result allows 
us to construct simple examples of polynomials which do not have a common 
left multiple. More complicated examples are given to show that under the 
condition Ker V, = Ker vmtl it could happen that L, ,..., L, have no common 
multiple of degree m with bounded coefficients, but that a multiple of degree m 
with unbounded coefficients exists. On the other hand, if Im I”, is closed, 
and Ker V,,, and Im V, have both a closed complement, then the condition 
Ker V, = Ker F,+r is also sufficient for the existence of a common multiple 
of degree m. In that case, the multiple may be constructed as follows. Take 
a generalized inverse W of V,, (i.e., WV, W = W and V,WV,,, -= V,), write 
U’ = (U’, ... W,,J where Wj: ‘$3 --f 23” for i = I,..., m and put Tn, = 
(T,“’ ... Trm). Then 
L(h) = PI - T,( W, + W,X + ... + WmP1) 
is a left multiple of L, ,..., L,. . Moreover, if V, is right invertible, then this 
polynomial is the only left multiple of L, ,..., L, of degree m. 
This paper consists of 11 sections. In Section 2 the Vandermonde operator 
is introduced. Using the theory of manic operator polynomials, as developed 
in [8], we show that the Vandermonde operator appears in a natural way in 
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certain interpolation problems and in problems concerning the existence of 
multiples. In Section 2 also appears the first example showing that a common 
multiple does not always exist. The third section deals with questions about 
the uniqueness of the multiple. In Section 4 the existence of a common multiple 
is proved for a system of manic operator polynomials whose Vandermonde 
is a Fredholm operator. 
The main theorem about the existence of a common multiple and the descrip- 
tion of the minimal possible degree are contained in Section 5. An example 
is given to illustrate the main theorem, and for the special case that the 
polynomials have disjoint spectra the conditions of the main theorem are 
shown to be necessary too. An important example about the absence of a common 
multiple is given in Section 6. In the seventh section we present an alternative, 
more geometric construction of the multiple in terms of standard pairs. 
In Sections S-11 we assume the existence of a common multiple and we 
study the relationships between the properties of the original polynomials 
and those of the multiple. In particular, we study the effect on the multiple 
of certain spectral conditions on the divisors. Among other things, this allo.ws 
us to see that the conditions of the main theorem about the existence of a common 
multiple cannot be weakened much further. 
1. PRELIMINARIES 
In this paper, the word operator is used for a bounded linear operator acting 
between Banach spaces, unless the contrary is mentioned explicitly. Given a 
Banach space ‘$I, the symbol ‘W will denote the direct sum of C copies of 9l 
endowed with the usual, normable topology. Operators from ‘WI into ‘We will 
often be written as (a x Pi-matrices whose entries are operators acting on ‘X. 
As in [4] we shall use the notations row(BJ=, , ~ol(&)iG,~ and diag(&)f=i to 
denote the operators [B, ... Be]: W -+ 91, 
respectively. 
Throughout this paper 8 will be a complex Banach space, and except when 
the contrary is stated explicitly, we shall suppose that the coefficients of each 
operator polynomial considered in this paper are operators on 8. An operator 
polynomial L(h) = A, + XA, + ... + XA, is said to have degree G if At # 0, 
and L is called manic if At is the identity operator Z on 8. In this paper, we 
shall use certain elements of the theory of manic operator polynomials as 
developed in [8], which we shall recall here briefly. 
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Two operators X: be + 9, T: bC --+ 2Y are said to form a standard pair 
(X, T) of degree 1 if c~l(XT~-~)~=r is a (two-sided) invertible operator on bC. 
We call the standard pair (X, T) a standard pair of the monk operator 
polynomial L(h) = he1 + FIAc-i + ... + A, if its degree is G and 
XTf + ,&-,XTe-l + .‘. + A,X = 0. 
In that case L admits the following representation: 
L(A) = XeI - XTc(U, + i&X + .+. + U&l), U-1) 
where row( U& = [coI(XT”-~)~=J-~. G iven L, one can always find a standard 
pair of L. In fact, one may choose ([I 0 ... 01, C,), where C, is the (first) 
companion operator of L, i.e., 
The representation (1 .l) is called the (right) normal form of L. Any two standard 
pairs (X1 , TJ and (X2 , T,) of L are similar, i.e., X, = XsS, T1 = S-lT,S 
for some invertible operator S on b c. In the sequel we shall often use the 
following division theorem (see [8]). 
THEOREM 1 .l . Let L(h) = PI + A”-‘A,-, + .. . + A, be a manic operator 
polynomial, and let L,(h) = PI - X,Tlk( U,, + XV,, + .+. + PlU,,) be a 
manic operator polynomial in normal fwm. Suppose k ,< m. Then the remainder 
qf L after dimsion on the right by L, is equal to 
j=l 
Note that a linear polynomial L,(X) = M - B is a right divisor of L(X) = 
PI + h”-IA,-, + ... + A, if and only if B is a right operator root, i.e., 
In this paper we shall use the following form of generalized invertibility. 
Let 211 and ‘%a be Banach spaces, and let A: ‘2& --f 9& be an operator. An 
operator A+: $?lI, -+ ‘& will be called a generuhked inverse for A if 
AA+A = A, A+AA+ = A+. 
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If A+ is such an operator, then AfA and AA+ are (bounded linear) projectors, 
Ker A+A = Ker A, Im AA+ = Im A, and hence Ker A and Im A are com- 
plemented subspaces of 912[, and 91,) respectively. Conversely, if Ker rZ and 
Im A are complemented subspaces of 211, and ‘%a , respectively, then A has 
a generalized inverse. In particular, if A acts between finite-dimensional 
spaces, then a generalized inverse A+ always exists. The following lemma 
will be useful later. 
LEMMA 1.2. Let PI, ?I$ , and ‘!I& be Banach spaces, and let A,: 91 + b, 
and A,: 2l -+ 23, be operators. Put rZ = col(Ai)E1 . 
(1) .Zf A, has a generalized inwerse Al+ and Ker A, C Ker A, , then 
(A,+ 0) is a generalized inverse for A. 
(2) If A has a generalized inverse A+ = (BIB,) and XA, = A, for some 
operator X: 23, + 23, , then B, + B,X is a generalized inverse for A, . 
Proof. Make the necessary computations. 
An operator A: 91, + ?fz is called left invertible if VA is the identity operator 
on ‘?I, for some operator P: 91, ---f 91, . If for some I’: ‘91,d ‘?I1 the operator 
A V is the identity operator on 91u, , then A is said to be right invertible. We 
call A regular if for some it > 0 we have 11 Ax 1) > (Y 11 x 11 for all N E VI1 . Left 
invertibility of A means the same as Ker -4 = (0) and Im -4 is (closed and) 
complemented, while the regularity of A is equivalent to Ker A = (0) and 
Im A is closed. If 21z, is a Hilbert space, then the two concepts are the same. 
Note that right invertibility of A is equivalent to Im ,4 = 91, and Ker A is 
complemented. 
For an operator polynomial L(h) = EL0 S-4, the spectrum a(L) of L is defined 
to be the set of all complex numbers h such that L(h) is not invertible. If the 
leading coefficient A, is invertible, then o(L) is a compact subset of C. If 
L(h) = XI - A, then o(L) is equal to the spectrum of the operator A. 
2. THE VANDE~IONDE OPERATOR AND EXISTENCE OF COMMON MULTIPLJS 
Let L, ,..., L, be manic operator polynomials of degrees K1 ,..., K,. , respec- 
tively, and for 1 < j < Y let (Xj , Z’,) b e a standard pair of Lj . We want to 
answer the following question: do L, ,..., L, have a common manic left multiple ? 
In other words, does there exist a manic operator polynomial L such that 
L r ,..., L, are right divisors of L ? 
Let L(h) = h”I + hm-lA,-, + ... + A,, . Then in view of Theorem 1.1 
the polynomial L will be a common left multiple of L, ,..., L, if and only if the 
following identity holds true. 
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[fb Al XlTlUl 
X,T,U, **a -Jr,TJJr 
. . . . . . . . . _ . . . . . . . . . . . 
X T”-lCT 11 1 X T”‘-llJ 2 2 2 
,.. X Tm-lu 
rr r 
= -[X,T,W1 X2T2”U2 a.. X,T,W,]. (2-l) 
Here Uj = [col(XjT~-‘)f$l for j = I,2 ,..., r. So Lr ,..., L, have a common 
manic multiple of degree m if and only if Eq. (2.1) has a solution [A,4, *.* A,-,]. 
The operator (XjTi-’ U&& ,, which appears as the second factor in the 
left-hand side of (2.1) is called the (generalized) Vundermonde operator of 
order m of the polynomials L, ,..., L, and will be denoted by V,,,(L, ,..., L,). 
If L,(h) = H - Zj for 1 < j < t, then V,JL, ,..., L,) is equal to the following 
operator: 
This operator matrix is the Vandermonde operator as introduced by Markus 
and Mereutsa in [ll]. For the case that m = k1 + ... + k, and dim 23 < co, 
the Vandermonde operator has been introduced in [4]. The infinite-dimensional 
case is also considered in [9]. 
The definition of V*(L, ,..., L,) does not depend on the special choice of 
the standard pair (X1 , T1) ,..., (X, , T,). In fact, the Vandermonde can be 
expressed explicitly in terms of the coefficients ofL, ,..., L, (see [4, Theorem 2.21 
and note that this theorem also holds in the infinite-dimensional case). 
The Vandermonde operator also appears in a natural way in certain interpola- 
tion problems. Let L, ,... , L, be as before, and suppose that operator polynomials 
R r ,..., R, of the form 
R,(h) = Rj, + Mj, + *.. - hk’-‘Rj,k,-l 
are given. Now one may ask whether there exists a manic operator polynomial L 
such that L after division on the right by Lj yields Rj as a remainder (1 < j ,< Y). 
If Rj = 0 for j = l,..., r, then such a polynomial L will be a common multiple 
of L, ,..., L,.Ifk, = e.. = k, = 1, then the question is related to the interpola- 
tion problem discussed in [3]. Again using Theorem 1.1, one sees that L(h) = 
PI + h-lA,-, + ... + A, is a solution of the above problem if and only if 
Ml *a* A,-J V,(L, ,..., L,) = row(-XjTj”Uj + S’j)&l, 
where Sj = [Rio ... Rjkj-l]. In the sequel we shall deal with Eq. (2.1) only, 
but our methods can be used to solve the above equation too. 
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In order that (2.1) is solvable, it is necessary that 
Ker V&5, ,..., L,) C Ker[row(XjTjmUj)j7,,1. (2.2) 
Let us write V, for V,(L, ,..., L,) whenever there is no danger of misunder- 
standing. As row(XjTj”U& is the last operator row in V,,, , one sees that 
(2.2) is equivalent to the requirement that Ker I’,, = Ker V,,, . Now the 
last identity implies that Ker V, = Ker 17m+p for p = 1, 2,... . This leads 
to the following definition: 
~dl(-h ,..., L,) = inf(m > 0 1 Ker V, = Ker V,,, for p > l}. 
Here, as usual, inf 0 = co. We call this number the (first) index of stabilization 
of the family L, ,..., L, (cf. [4, Section 131). F rom the preceding discussion, 
we conclude that ind,(L, ,..., L,) < cc is a necessary condition for the solvability 
of Eq. (2.1). It is now clear how to construct two manic operator polynomials 
which do not have a common manic left multiple. * 
EXAMPLE 2.1. For k = 1, 2 ,... let C, denote the complex Euclidean space 
of dimension k, and define operators A, and B, on Ck by setting 
0 0 ..’ 0 0 0 0 ... 0 1 
1 0 .” 0 0 1 0 .‘. 0 0 
A, = 0 1 ... 0 0 B, = 0 1 ... 0 0 i . 
. . . . . . . . . . . . . . . . 
0 0 ... 1 0 0 0 ... 1 0 
Let H be the Hilbert space direct sum @r @ @a @ C, @ “., and put A = 
$ Eatd@ A, @ ..., B = B, @ B, 0 B, @ .... Then A and B are operators 
I’, = V&I - A, U - B) = col(AiBi)yil . 
So Ker V, consists of all pairs ((x1 , xa ,... ), (-xi , -x2 ,... )) in N x H such 
that for k = 1,2,... the last m - 1 coordinates of xk (as element of a=,) are 
zero. It follows that Ker V, # Ker V,,, for all m 3 1. Therefore, 
ind,(/V - A, h1- B) = co, and A and B cannot be right roots of any manic 
operator polynomial. Or in other words, the manic operator polynomials 
hl - A and hl - B do not have a common manic left multiple. 
THEOREM 2.2. Let L, ,..., L, be manic operator polynomials. A necessary 
condition for the existence of a mottic common left multiple of L, ,..., L, of degree m 
is that ind,(L, ,..., L,) < m. This condition is also su.c~t if V,(L, ,..., L,) has 
a generalized inverse. 
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Proof. The necessity of ind,(L, ,...,L,) < CIC has been shown above. 
Suppose now that m > ind,(L, ,..., L,), and let W be a generalized inverse 
of v, = V,(L, )..., L,). As m 3 ind,(L, ,...,L,), we know that formula (2.2) 
holds true. Further, the fact that U’ is a generalized inverse of V,,, implies 
that Im(I - WV,,,) = Ker If, . So we have 
[row(XjTjmUj);,i] T/I’l’?, = row(XjTj”‘Crj)~C’,l . (2.3) 
Note that [row(XjTjnlU&,] W is an operator from !.I?“& into 23. Write this 
operator as [AsA, ... A,-,]. Then we see from (2.3) that 
and hence L(X) = hmI + hm-IA,,-, + ... + A, is a common left multiple of 
L L,. 1 ,***, 
The condition in the second part of Theorem 2.2 that V,‘,,(L, ,..., L,) has a 
generalized inverse may be replaced by the weaker condition that V,,(L, ,..., L,) 
has complemented range. Indeed, in that case the operators A,, -4, ,..., A,-, 
may be defined in the following way. Take .X in Im V,,JL, ,..., L,), and put 
C4,4 **a A,-,] x = [raw(XjTj”‘Uj)~==,] y  
where y is chosen such that VJL1 ,..., L,) y = X. Then, as m 3 ind,(L, ,..., L,), 
formula (2.2) guarantees that [A,A, ... L4,,-1] is well defined onIm V,JL, ,..., L,). 
Next, we define [A,A, ... A,,-,] to be zero an some direct complement of 
Im V,(L, ,..., L,) in 23”. The operators -4,) A, ,..., rZ,,,+, defined in this way 
satisfy Eq. (2.1). 
The next example showsthat the condition that V,JL, ,..., L,) has a generalized 
inverse is not necessary to guarantee the existence of a common multiple of 
degree m. 
EXAMPLE 2.3. Let B be a compact operator acting on the infinite-dimen- 
sional Banach space 2l, and suppose that Ker B = (0). Put L,(h) = XI and 
L,(h) = XI - B, where I is the identity operatar on 91. As 
Ker I L [ 1 0 B = @>, 
we have ind,(L, , L2) = 2, and since Im col(Loi)~~’ is not closed for any m, 
the Vandermonde operator v?JL, , L2) has no generalized inverse for any m. 
On the other hand, L,(h) and L,(h) commute, and thus X21 - XB is a common 
left multiple of L, and L, . Note that the degree of the multiple is precisely 
ind,(L, , -&J. 
5W30/3-6 
366 GOHBERG, KAASHOEK, AND RODMAN 
COROLLARY 2.4. If I-,,,(L, ,...,L,) is left mcertible, then there exists a m&c 
common multiple of L, ,..., L, of degree m. 
Proof. Apply Theorem 2.2. 
For linear divisors and m = kl + ... + k, (where kj is the degree of Lj) 
Corollary 2.4 has been proved by Markus and Mereutsa in [l 11. 
As in [4], one may introduce the notion of a left Vandermonde operator 
for the manic operator polynomials L, ,..., L,: 
Iy(L 1 , . . . , L,) = (Zi T;-lR&&?E* , 
where Zi = col(Zjj)~~, and 
L,(X) = XL<1 - (&, + h&, + ... + h”‘-lZ,kJ TiRi 
(see [g, Theorem 31; this result holds in infinite-dimensional case as well). 
This definition is slightly different from the one given in [4]. Note that 
[ l$yL 1 )...) L,)]* = l/,(LT ,..., L:). 
so ly(L, )...) L,) is related to left divisors and right multiples in the same 
way as V,,,(L, ,..., L,) is related to right divisors and left multiples. 
3. UNIQUENESS OF A MONIC COMMON MULTIPLE 
Let L, ,..., L, be manic operator polynomials. From Theorem 2.2 it follows 
that two-sided invertibility of VJL, ,..., L,) implies the existence of a unique 
common manic left multiple of L, ,..., L, of degree m. Although left invertibility 
of Vm(L1 ,,.., L,) implies the existence of a common manic multiple of degree m 
(cf. Corollary 2.4) it does not necessarily imply the uniqueness. This is shown 
by the following example. 
EXAMPLE 3.1. Take 23 to be 1s , and let L,(h) = /v and L,(X) = h1 - S, 
where S is the shift operator S(x, , x1 , x2 ,...) = (0, x,, , xi ,... ). Then 
V2Fl T&J) = [fj ;] 
is left invertible. In this case, for m = 2 Eq. (2.1) takes the following form: 
[A, ;4,] ( :, ;, = [O SB]. 
The operators A, , A, are solutions of this equation if and only if A,, = 0 
and 4 hmS = S lImS . Therefore, the general form of a common manic 
multiple L of L, and L, of degree 2 is L(X) = h21 - XA, , where A, is any 
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operator such that A, /rmS = S ]rmS . In particular, we see that L, and L, 
have many different common manic left multiples of degree 2. 
To assure the uniqueness of a common manic multiple of degree m (assuming 
it exists), one does not need the two-sided invertibility of Vm(L1 ,...,L,). In 
fact, to get uniqueness it is sufficient that V,JL, ,..., L,) is right invertible, 
or, somewhat weaker, that Ker V,JL1 ,..., L,)* = (0). For manic operator 
polynomials of degree 1, this has already been noted by Markus and Mereutsa 
in [ll] (cf. [9]). 
To prove the above remark, suppose that Ker V,(L, ,...,Lr)* = (0), and let 
PI + hm-iA,,-, + ... + A, and h”I + hffl-lA,-, + ... + B,1 be common left 
multiples of L, ,..., L, . Then we see from (2.1) that 
[A, - A, rz, - A,’ ..’ A,-, - t2m-1] Vm(L, ,...) L,) = 0. 
From our hypothesis it follows that Tm V,(L, ,..., L,) is dense in 23”. So 
Aj - Ajl = 0 for j = O,..., m - 1, and the uniqueness of the multiple is 
proved. 
Right invertibility of Vm(L, ,..., L,) does not guarantee the existence of a 
common manic left multiple of L, ,..., L, of degree m. In fact, V,,(L, ,..., L,) 
may be right invertible, while ind,(L, ,..., L,) > m. This will be shown in the 
following example. 
EXAMPLE 3.2. Take 23 to be La. Put L,(X) = /v - X and L,(h) = hI - Y, 










Note that X2 = I, Y* = 0, and X - Y is a right invertible shift operator. 
In particular, X - Y is not invertible. As 
I/,(Jh,L*) = [J ;] = [ ;7 ;I[; ly.” y][ I’ i], 
it follows that V,(L, , L,) is right invertible and Ker V.JL, , L,) # (0). Note that 
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So Ker I’s(L, , La) = (0). Hence, ind,(L, ,L,) = 3 > 2, and by Theorem 2.2, 
the polynomialsL, and L, do not have a common manic left multiple of degree 2. 
The polynomials L, and L, introduced in the previous example do have 
a common manic right multiple of degree 2. In fact, as 
V,(L:,L;) = [i* ;*I = [; ;] *, 
it is easily seen that Vg(LT, L:) is left invertible. (Here the symbol * denotes 
the Hilbert space adjoint.) So by Corollary 2.4, the polynomials LT and Lz 
have a common manic left multiple of degree 2, and hence L, and L, have a 
common right multiple of degree 2. 
4. FREDHOLM VANDERMONDE OPERATORS 
In this section we continue to study the problem about the existence of a 
common manic multiple for manic operator polynomials L, ,..., L, . 
THEOREM 4.1. If V,(L1 ,..., L,) is left invertible modulo the compact operators 
(i.e., for some operator Z and some compact operator S we have ZV,,z(L, ,..., L,) = 
I + S), then ind,(L, ,..., L,) is finite and L, ?..., L, have a common manic left 
multiple of degree max(m, ind,(L, ,..., L,)). 
Proof. From the conditions of the theorem, it follows that 
dim Ker V,(L, ,..., L,) is finite. Hence ind,(L, ,..., L,) < co. Further, as 
Vm(L1 ,...T -L) is left invertible modulo the compacts, the same is true for 
V,& ,..., L,) for every p > m. In particular, V,(L1 ,..., L,) has a generalized 
inverse for each p > m. So we may apply Theorem 2.2 to get the desired result. 
An operator A is called a Fredholm operator if dim Ker A and codim Im -4 
are both finite. A point X, E @ is said to be an essential point of the spectrum 
of the operator polynomial L if L(h) is not a Fredholm operator. The set of all 
essential points of the spectrum of L will be denoted by a,(L). 
COROLLARY 4.2. Let L, ,..., L, be manic operator polynomials of the form 
ki-1 
L,(h) = hkil + C Xj(Orijl + Sii), i = l,..., r, 
j=O 
where qj are complex scalars and Sij are compact operators. Suppose that 
a,(Li) n a,(Lj) = ,0 for i # j. Then ind,(L, ,..., L,) is finite and there exists a 
common manic left multiple of L, ,..., L, of degree max(& kj , ind,(L, ,..., L,)). 
Proof. Without loss of generality, we may suppose that 23 is infinite dimen- 
sional. Put f,(X) = Pi + x:Lil oriy, i = l,..., r. As the space B is infinite 
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dimensional, a,(Li) consists of the roots of fi(h), and hence the condition 
o,(Li) n a,(Lj) = 0 for i #i implies (see [4, Corollary 4.41) that 
det Vt(fi ,...,f,J z 0. H ere e = Cj’=r kj . Let &(A) = fi(h)l, i = l,..., Y. Then 
WG ,a.., L) is invertible too. From Theorem 2.2 of [4] (which also holds 
in the infinite-dimensional case) it follows that 
vk(L, ,-*., L ) = v&c, ,...J,) + s 
for some compact operator S. So Ir,(L, ,...,L,) is a Fredholm operator. In 
particular, &(Lr ,...,L,) is left invertible modulo the compact operators, and 
hence we may apply Theorem 4.1 to complete the proof. 
Suppose that B = % nz for some Banach space ‘8 and assume that the 
coefficients of L, ,..., L, are of the form (Z @ 1%) + S, where Z is an it x IZ 
matrix with scalar entries and S is a compact operator on ‘93. Then, as in 
Corollary 4.2, the condition a,(LJ n a,(Lj) = o for i #i implies that Ll ,..., L, 
have a common manic left multiple. To see this, one can use the same arguments 
as in the proof of Corollary 4.2, except in place of [4, Corollary 4.41, one has 
to use [4, Theorems 7.1 and 13.11. 
IfL r ,..., L, are of the same form as in Corollary 4.2, then a(LJ n a(Lj) = @ 
for i # j implies the existence of a common manic left multiple of L, ,..., L, . 
This result leads to the following conjecture: if L, ,..., L, are manic operator 
polynomials with mutually disjoint spectra, then L, ,..., L, have a common 
manic multiple (cf. Theorem 5.2 and the remark after Corollary 5.3). 
5. COMMON MULTIPLES OF MINIMAL DEGREE 
Let L r ,..., L, be manic operator polynomials. Define ind,(L, ,..., L,) to be 
the least positive integer K such that Vm(L, ,..., L,) has a generalized inverse 
for m 3 k. If no such number exists, then we set ind,(L, ,..., L,) = m. In the 
finite-dimensional case, ind,(L, ,..., L,) is always equal to one, but in the 
infinite-dimensional case ind,(L, ,..., L,) may be any positive integer or infinite. 
LEMMA 5.1. If ind,(L, ,..., L,) < k and V,(L, ,..., L,) has a generalized 
inverse, then ind,(L, ,..., L,) < k. 
Proof. Take m > k and write 
The condition ind,(L, ,..., L,) < k implies that Ker V,(L, ,..., L,) C Ker B. 
Hence, as Vk(L, ,..., L,) has a generalized inverse, we can apply Lemma 1.2( 1) to 
show that the same is true for V,(L, ,..., L,). But then ind,(L, ,..., L,) < k. 
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The following theorem is one of the main results of this paper. 
THEOREM 5.2. Zj ind,(L, ,..., L,) and ind,(L, ,..., L,) are both Jinite, then 
L 1 ,..., L, have a common manic left multiple and the least degree of such a multiple 
is equal to max(ind,(L, ,..., L,), ind,(L, ,..., L,)). 
On the other hand, ifL, ,..., L, have a common manic left multiple of degree m 
and the spectra of L, ,..., L, are mutually disjoint, then V,,,(L, ,..., L,) is regular. 
Proof. We prove now only the first part of the theorem. The second part 
will be proven in Section 9 (see Theorem 9.2). 
In view of Theorem 2.2 we may suppose without loss of generality that 
ind,(L, ,..., L,) < m = ind,(L, ,..., L,). Suppose that L, ,..., L, have a common 
manic left multiple of degree strictly less than m. Then there exists such a 
multiple of degree m - 1, and so one can find (see Section 2) an operator X 
such that XVvt,,_l(L, ,..., L,) = S, where S is the bottom operator row 
in Ir,(L, ,..., L,), i.e., 
But then we may apply Lemma 1.2(2) to show that V&L, ,..., L,) has a 
generalized inverse. However, this contradicts the fact that m = ind,(L, ,..., L,). 
SOL, ,..., L, have no common manic left multiple of degree strictly less than m. 
By Theorem 2.2, there exists such a multiple of degree m, and hence the first 
part of the theorem is proved. 
COROLLARY 5.3. Suppose 23 is a Hilbert space and assume that the spectra 
of L, ,..., L,,. are mutually disjoint. Then left invertibility of Vk(L, ,..., L,) is 
necessary and su$icient for the existence of a cornmolt manic left multiple of 
L 1 ,...,L, of degree h. 
Proof. Apply Theorem 5.2 and recall that in the Hilbert space case regularity 
is the same as left invertibility. 
The question remains open whether in the Hilbert space case Vk(L, ,..., L,.) 
is always left invertible if ind,(L, ,..., L,) ,< /z and a(LJ n a(Lj) = l?i for i # j. 
The following example illustrates the result of Theorem 5.2. 
EXAMPLE 5.4. In this example, we construct two linear polynomials L,(h) = 
AI - A and L,(h) = AZ - B such that ind,(L, , L,) = 2 and ind,(L, , L,) = 3. 
So by Theorem 5.2 the polynomials L, and L, have no common manic left 
multiple of degree 2 (with bounded coefficients), but such a multiple of degree 3 
exists. Furthermore, we show that it is possible to construct a common manic 
left multiple of L, and L, of degree 2 if one allows the coefficients of the multiple 
to be unbounded operators. 
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Let b be the Hilbert space L,(O, 1) @L,(O, I), i.e., !8 is the Hilbert space 
direct sum of two copies of the Hilbert space of all square Lebesque-integrable 
functions on (0, 1). Let A and B be the operators on b defined by the following 
matrices: 
-4 [ 0 at + 1  B= [0 Bt+l = B 0 ’ ci 0 1 -
Here 01 and p are different complex numbers and the entries have to be con- 
sidered as multiplication operators on L&O, 1). So for (CJ+ , CJJJ E 23 = L,(O, 1) @ 
L2(0, 1) we have 
4% 3 P2Nf) = w + 1) F2($ BFJ&))~ O<t<1. 
A similar formula holds for B. 
Note that Ker(B - A) = (0) and Im(B - A) is not closed. Further, 
Therefore, as a # /3, the operator B2 - A2 is invertible. 
Put L,(X) = M - A and L,(h) = hl - B. As Ker(B - A) = (0), we have 
Ker V1(L, , Ls) = Ker [i i] = (0), 
and hence ind,(L, ,L,) = 2. Note that 
So Im V&r., ,L.J is not closed. In particular, we see that V,(L, ,L,) has no 
generalized inverse. Next, we observe that 
I + (B2 - A2)-l A2 0 -(B2 - A*)-1 
--(B? _ 82)-1A” 0 (B2 - AZ)-1 1 
is a left inverse of I’s(L, ,Lz). Therefore (using Lemma 5.1), we have 
ind,(L, , Lz) = 3. 
Hence, by Theorem 5.2, the polynomials L, and L, have no common manic 
left multiple of degree 2. In other words, there is no manic operator polynomial 
of degree 2 which has A and B as right operator roots. However, if one allows 
unbounded coefficients, then such a polynomial does exist. In fact, A and B 
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are right roots of the following polynomial of degree 2 with unbounded coef- 
ficients: 
As max(ind,(l, , La), ind,(L, , La)) = 3, the polynomials L, and L, have a 
common manic left multiple (with bounded coefficients) of degree 3. Using 
the method described in Section 2, one finds that 
is such a multiple. 
6. FINITE STABILIZATION INDEX AND No COMMON MULTIPLE 
In this section we present two examples. In the first example we construct 
for each positive integer n > 2 two operators A and B such that 
ind,(XI - A, /\I - B) = 2, ind,(hl - A, XI - B) = n + 1. 
In the second example, we construct two operators Z, and Z, such that 
ind,(hl - Z, , XI - 2,) = 2, but Z, and Z, are not right roots of any manic 
operator polynomial of any degree. 
EXAMPLE 6.1. Take n > 2, and let 23, be the Hilbert space direct sum 
of n copies of L,(O, 1). Let 01 and fl be two complex numbers such that 
a(/3t + 1),-i - /3(LXt + 1),-l # 0, O<t<l. (6.1) 
Let A and B be the operators on 5Bn defined by the following matrices: 
A = ’ (@ + ‘) In-1 ci 1 0 ’
Here In-r denotes the (n - 1) x (n - 1) diagonal matrix whose diagonal 
elements are all equal to one and the entries in the above matrices have to be 
considered as multiplication operators on L,(O, 1). In other words, for 0 < t < 1 
we have 
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Note that for n = 2, the operators A and B are equal to the operators introduced 
in Example 5.4. 
Put L,(h) = N - A and Ls(X) = N - B. Then 
As condition (6.1) implies that 01 # /3, one easily sees that Ker(B - A) = (0). 
But then Ker I’&, , L2) = (0), and thus ind,(L, , L2) = 2. 
Next, we compute ind,(L, ,L,). Observe that for m 3 1 
From this it follows that Vm+,(L, ,L,) has a left inverse if and only if 
Z,,, = col(B” - A”)II”=~ 
has a left inverse. Now, for 1 < k < n, we have 
Bk - Ak = 
[ 
0 {(@ + 1)” - (at + l)k} In-k 
{a(@ + l)“-1 - P(cXt + l)k-1) Ik 0 
In particular, one sees that B” - An = {o@t + 1),-l - ,k?(c~t + l)“-l} I, . So, 
by condition (6.1), the operator B )1 - ,4” is invertible. But then Z,, has a left 
inverse, and thus the same is true for V n+l(L1 ,L2). As ind,(L, , La) = 2, this 
implies that ind,(L, ,L,) < n + 1 (cf. Lemma 5.1). 
To prove that ind,(L, , La) = n + 1, it suffices to show that Z,,-, is not 
left invertible. Observe that for 1 < k < n - 1 and v e&(0, 1) 
(B” - A’“)(0 ,..., 0, p)(t) = (0 ,..., 0, {(@ + 1)” - (at + l)k} V(t), Om 0)~ 
where on the right-hand side the nonzero entry appears in the (n - k)th place. 
As (/3t + 1)‘” - (at + 1)” is equal to zero for t = 0, there exists a sequence 
(cJJ,,) in L,(O, 1) such that I] v,, 11 = 1 for n = 1,2,... and 
z,-,(b, 0, %I) - 0. 
This implies that Z,-, is not left invertible. So ind,(L, , L,) = n + 1. 
In view of Theorem 5.2, the operators A and B are right operator roots 
of some monk operator polynomial of degree n + 1, but there is no manic 
operator polynomial of degree strictly less than n + 1 which has A and B 
as right operator roots. 
374 GOHBERG, KAASHOEK, AND RODMAN 
EXAMPLE 6.2. For each n 3 2, let b, be the Hilbert space introduced in 
the previous example, and put 23 = !I& @ b, @ ..., where the direct sum 
has to be understood as a Hilbert space direct sum. On 23 we define two operators 
z, = A* @ A, @ ..., Z, = B,OB,@..., 
where for each n > 2 the operators A, and B, act on 23, and their action is 
given by 
A ’ caYnt + 1)171-1 (fl?lt + )k-1 ?a = ,R, 0 1 0 1 .
The complex numbers OL, and /3n are chosen in such a way that for each n > 2 
Ol&$$ + 1),-l - Pn(cu,t + 1),-i # 0, O<t<l, 
and the sequences (aj) and (/&) are bounded. Because of the last condition 
Z, and 2, are well-defined bounded linear operators on 23. We shall prove 
that Z, and Z, are not right roots of any manic operator polynomial. 
Indeed, suppose the contrary holds true. Then there exists a polynomial 
L(h) = XI + x:I: %Cj such that Z, and Z, are right roots of L. Let P be the 
orthogonal projection of ‘$3 onto !.I$. Then PZi = Z,P and thus 
e-1 
0 = PL(Z,) P = (PZ,P)E + 1 (PC,P)(PZ,P)j 
j=O 
for i = 1,2. Note that the restriction of PZ,P to !& is equal to At and the 
restriction of PZ,P to 2& is Be . Hence, if for 1 < j < / - 1 the operator Dj 
is defined to be the restriction of PC,P to 2!& , then Af and Be are both right 
roots of the polynomial XI + &i hiDj . H owever, we know from the previous 
example that this is impossible. So Z, and Z, are not roots of any manic operator 
polynomial. 
Still, we can prove that ind,(ti - Z, , h1- Za) = 2 in this case. Indeed, 
we have only to show that Ker(Z, - 2,) = (0). Take x = (xZ , ~a ,...) E 23 = 
8, @ 8, @ ..., and suppose that (Z, - Z,)x = 0. Then for each j > 2 we 
have (Aj - Bj) .rj = 0. But Ker(dj - Bj) = (0) (cf. the previous example), 
thus xj = 0, and so N = 0. 
Although there does not exist a manic operator polynomial (with bounded 
coefficients) which has Z, and Z, as right roots, the operators Z, and Z, are 
right roots of a manic operator polynomial of degree 2 with unbounded coef- 
ficients. Indeed, for each n 2 2 put 
--((a + BP + 34-2 0 
0 -1 
0 0 1 
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and C,, = -C,,,B, - Bi . Then L(X) = h21 + hC, + C, , where 
c, = Cl, @ Cl, @ .‘., c, = c,, 0 c,, @ . . . . 
has 2, and 2, as right operator roots. 
7. EXTENSION OF ADMISSIBLE PAIRS 
In the previous sections it was shown how under certain conditions for a 
given family of manic operator polynomials L, ,..., L, a common manic left 
multiple L of minimal degree may be constructed. In this section we present 
an alternative, more geometric construction which produces in an explicit 
way a standard pair for such a multiple in terms of standard pairs of the original 
polynomials L, ,..., L, . 
Let 2I and 23 be Banach spaces. If X: 2l -+ 23 and T: ‘2I -+ PI are bounded 
linear operators, then the pair (X, T) will be called an admissible pair with 
base space 2I. Each standard pair is admissible and the base space of a standard 
pair is bC, where k is the degree of the pair. The admissible pair (X, 7’) is 
said to be an extension of the admissible pair (X1 , Tr) if there exists a regular 
operator S from the base space of (X1 , T1) into the base space of (X, 2’) such 
that 
Xl = xs, TS = ST,. 
Note that the last equality implies that Im S is invariant under T. A standard 
pair (X, T) is an extension of the standard pair (X, , Tr) if and only if the 
polynomial represented by (X, , Tl) is a right divisor of the polynomial repre- 
sented by (X, T). For the finite-dimensional case this is proved in [4, Section 111, 
but the same proof holds in the infinite-dimensional case (cf. [8] or [I]). 
THEOREM 7.1. Let (X, T) be an admissible pair with base space ‘3, and suppose 
that A = col(XTi-l)& has a generalized inverse. Let P be a projection of ‘?l 
along Ker A. Then the admissible pair (X IIm p , PT IImP) can be extended to a 
standard pair of degree s. 
Proof. Choose a generalized inverse A+: 2V + PI of A, and write A+ = 
[Vl .‘. V,]. Put 
0 I . . . 0 
. .o. . . . ;. . . . . . ;. . . 
XT”V, XT”I/, ... XT l’, 1 
As AAfA = A, we have XT”-lA+A = XT’-l for i = 1, 2,..., s. So CA = 
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ATtZ+A. Now suppose that A+ has been chosen such that rZ+A = P. Then 
,4+AP = P and AP = A. So C-l = APTP, and hence 
C(A IM = (A 11nd’T Iwd 
Note that S = A llmP is a regular operator from Im P into W. From what 
we proved above, we see that CS = S(PT IImP). Further 
[I 0 ... O]S = [I 0 ... O]A IImP = X IImP. 
So the standard pair ([I 0 ... 01, C) is an extension of (X IImP, PT IImP), and 
the proof is complete. 
Let (X, T) be an admissible pair. By definition, ind,(X, T) is the smallest 
positive integer m such that 
Ker col(XTi-l)~_, = Ker col(XT”-l)~y, n > 1. 
If no such number exists, then we define ind,(X, T) = co. We call ind,(X, T} 
the index of stabilization of the pair (X, T). 
For a standard pair, the index of stabilization is equal to the degree of the 
pair. To see this, let k be the degree of the standard pair (X, T). Put A = 
col(XT”-l)$=, . Then A is invertible, and so ind,(X, T) < /. Now suppose 
that ind,(X, T) = k < t. Put A, = col(XTi-l)f=, and A, = c~l(XT~-~)~=,+r . 
Note that Ker A, = (0) and A = col(A,)f=, . Let A-l = (B,B,) be the inverse 
of A. Then A$, = I, , where I,, denotes the identity operator on ‘W. So 
A, is right invertible. As Ker A, = (0), this implies that A, is invertible. But it is 
easily seen that this is impossible whenever k < /. So ind,(X, T) = 1. 
For a family of admissible pairs (X, , T,),..., (X, , T,), we define 
ind,{(X, , Tl) ,..., (X,. , T,)} to be the index of stabilization of the pair (X, T), 
where X = row(Xj)j’=, and T = diag(Tj)JZ1 . If (Xi , T,),..., (X, , T,) are 
standard pairs and if L, ,..., L, are the polynomials represented by (Xi , T,),..., 
(X, , T,), respectively, then 
ind,{(X, T,),..., (X, , Tr)) = ind,(L, ,..., L,). (7.1) 
THEOREM 7.2. Let (X, , Tl) ,..., (X, , T,.) be ad missible pairs with base spaces 
a %L,, 1 ,.a., respectively. Put X = row(X&, and T = diag(T& . Let s be a 
positive integer such that -4, = col(XjTjf-‘)~==, is regular for j = l,..., Y, A = 
col(XTi-l)i==, has a generalized inverse and 
ind,(X, T) = ind,{(X, , TJ ,..., (X,. , T,)} < S. 
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Let P be a projection of 21, @ ... @ 21r along Ker A. Then for 1 <j < Y the 
admissible pair (X llmP , PT IImp) is an extension of (Xi , Tj). 
Proof. As Ker P = Ker A and s 3 ind(X, T), it follows that Ker P is 
T-invariant and X lKerP = 0. So XP = X and PT = PTP. Take a fixed j, 
and let 7j be the natural embedding from Iuj into 5!lu, @ ... 19 ‘21,. From the 
definitions of X and T it follows that Xrj = Xj and Trj = rjTj . Define 
S,: ‘+Zlj --t 21, @ ... @ 2I, by setting Sj = Prj . Then 
PTS, = PTPrj = PTrj = PrjTj = SjTj . 
Further XSi = XPrj = Xrj = Xj . So it remains to show that Sj is regular. 
From what has been proven so far, it follows that Aj = AS, . Hence, as .43 
is regular, the same must be true for Sj , and the proof is complete. 
We shall now show how the two previous theorems may be used to give 
an alternative proof of the following result (cf. Theorem 2.2): if L, ,..., L, 
are manic operator polynomials, and m is a positive integer such that m > 
ind,(L, ,..., L,) and V,(L, ,..., L,) has a generalized inverse, then L, ,..., L, 
have a common manic left multiple of degree m. 
Let (Xi, TI) ,..., (X,. , T,) be standard pairs of L, ,..., L, , respectively. 
Further, let Kj be the degree of Lj (1 < j < Y). Put X = row(X,)& and 
T = diag( Tj),‘_l . Then 
A = col(XTi-l)En=, = V,(L, ,..., L,)[diag(Cjj);=,], 
where Uj = [c~l(X~T~-‘)~~i]-~. So A has a generalized inverse and we may 
apply Theorem 7.1. 
Let P be a projection of ‘WI @ ... @ ‘Wr along Ker A. By Theorem 7.1, 
there exists a standard pair (Q, C) of degree m such that (Q, C) is an extension 
of the pair (X IImP, PI’ IImp). 
Next, we show that we may also apply Theorem 7.2. Using formula (7.1), 
we have 
ind,(X, T) = ind{X, , TJ ,..., (X,. , T,.)} ,< m. 
In particular, indi(X, , T,) < m for each.j. As (Xj , T,) is a standard pair, this 
implies that m 3 Kj . Now col(XjT~-‘)~~i is invertible. So col(XjT,“-‘)~i is 
left invertible, and hence regular. So we may apply Theorem 7.2. It follows 
that the pair (X IImP, PT IImp) is an extension of (Xi, Tj) for each j. But 
then the standard pair (Q, C) is an extension of (Xj , Tj) for each j. Let L be 
the manic operator polynomial with the standard pair (Q, C). Then L is the 
desired multiple. 
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8. THE VANDERMONDE OPERATOR AND SUPPORTING SUBSPACES 
Let L,L, ,..., L, be manic operator polynomials with degrees t, k, ,..., k, , 
respectively. In this section we assume that L is a common left multiple of 
L 1 ,a.., L, , i.e., L, ,..., L, are right divisors of L. In that case one may associate 
with each Lj a so-called supporting subspace Jj Our aim is to describe the 
invertibility properties of the Yandermonde operator I,x,(L, ,..., L,) in terms 
of the geometric properties of the spaces -.N, ,..., &, . 
First, let us recall the definition of the supporting subspaces. Let (X, T), 
(Xi , Tr) ,..., (X, , T,.) be standard pairs of L, L, ,..., L,. , respectively. For each j 
Put 
where 
Kj = [row(W,)$=,] . [col(X,Tj-‘)f=,]: Ski - b’, 
row( Wj):+ = [~ol(XT~-~)f=,]-~. 
Then 
(i) Kj is left invertible; 
(ii) .&Zj = Im K, is invariant under T and TK, = KjTj ; 
(iii) XT”K, = X,T,” for 01 = 0, 1, 2,...; 
(iv) the map [col(XT-‘)f~,] I-H,: -Nj 4 !W is invertible and its inverse 
is given by Kjlii , where 
C,‘j = [col(XjTj-‘)iLi]-l. 
For a proof of these statements, we refer to [4]. The subspace .Mj is called the 
supporting subspace of the right divisor Lj corresponding to the standard pair 
(X, T) of L. Observe that each Mj is a complemented subspace of 23. The 
notations introduced above will be used in this section (and also in the remaining 
other sections) without further explanation. 
By property (iii), mentioned above, the Vandermonde operator I,r,,,(L, ,..., L,) 
admits the following representation: 
T’,(L, ,..., L,) = [co~(XT’-‘)~J”=,] . [row(Kj)i= diag( Uj)T=i . 63.1) 
As COI(XT~-~)~=, is invertible, the first factor in the right-hand side of (8.1) 
will be left invertible for m > f. Hence from (8.1) one can easily see (cf. the 
proof of [4, Theorem 4.11) that for m > / 
2, V,(L, ,. . . , L,) = V,(L, ,. . . , L,) . diag(Cj):=i , 
where C, ,..., C, are the first companion operators of L, ,..., L,. respectively, 
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and 2, = col(XP1)fIIY, where E’ is some left inverse of col(XT’-l)En=, . 
For m = e the operator Z,,, is merely the first companion operator C of L, 
and thus 
CF,(L, ,..., L,) = I/(L, ,..., L,) . diag(Cj)S=, .
The previous formula also appears in [9]. For the special case that L = 
k1 + ... + K, and L, ,..., L, have degree 1 it has been given in [I 11. The finite 
dimensional variant has been discussed in [4, Section 41. 
We shall now clarify the relation between the properties of the Vandermonde 
operator Vm(L1 ,..., L,) and those of the supporting subspaces. From the repre- 
sentation (8.1) it follows that 
Im V,(L, ,..., L,) = [col(xz+‘)~“](%M1 + ... f M,). (8.3) 
Further for m 3 / 
r-1 
dim Ker V,(L, ,..., L,) = 1 dim{(d, + .** + c&j) n JYj+i}* (8.4) 
i=l 
In particular, for m > / we have Ker V&5, ,..., L,) = (0) if and only if the 
subspaces Jlti ,..., JZ~ are linearly, independent, i.e., x1 + ... + xr = 0, xj EJY~ 
for 1 <<j < r implies x1 = ... = x, = 0 (cf. [4, Section 51). 
Note that the third factor in the right-hand side of (8.1) is invertible. So 
(8.3) is an immediate corollary of (8.1) and the fact that Im Kj = s&‘j. We 
have already observed that for m >, L the first factor in the right-hand side 
of (8.1) is left invertible. So 
dim Ker Vm(L1 ,..., L,) = dim Ker[row(Kj)TJ, m > f. 
As Im Kj = Aj and Kj is injective, this yields (8.4) (cf. [4, Theorem 10.31). 
The sum of linearly independent supporting subspaces does not have to be 
closed and, when it is closed, it may not have a closed complement. To see 
this, we consider the following example (cf. Example 2.3). 
Let A be an operator acting on an infinite-dimensional Banach space %, 
and suppose that Ker -4 = (0). Put L,(A) = hl and L,(h) = hl - A. Then 
L, and L, are right divisors of the manic operator polynomial L(h) = X21 - k4. 
Let 
x = [I 01, CL0 I [ I 0 A’ 
Then (X, C) is a standard pair of L, and the supporting subspaces &i and JH~ 
of L, and L, corresponding to the standard pair (X, C) are given by, respectively, 
JHl = {(x, y) E ‘W I y = O}, 4~‘~ = {(x, Ax) E ‘X2 1 x E 2l). 
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As Ker -4 = (0), it is clear that &I n JH, = (0), and hence A, and .AI(, 
are linearly independent. Note that 
Al + A2 = 210 Im C. 
Thus A1 + .Hs is closed (has a closed complement) in ‘%?I2 if and only if Im C 
is closed (has a closed complement) in 31. Similarly, &r + .Ms is dense in as 
if and only if Im C is dense in ‘!!I. 
We shall now state and prove the necessary and sufficient conditions for 
one-sided invertibility and regularity of I’&., ,..., L,) in terms of the supporting 
subspaces M1 ,..., %X, of the polynomials L, ,..., L, . We begin with left 
invertibility for the case m > t. 
The Vandermonde operator I*‘,(L1 ,..., L,) is left invertible for m > & if 
and only if the supporting subspaces -Hi ,..., i/HT are linearly independent 
and A=,X,+ ...+&‘,. is a complemented subspace of 2Y. Indeed, in 
view of formulas (8.3) and (8.4) we only have to show that 
[col(XT”-‘),r”=,](.M) 
is a complemented subspace of 23ma if and only if & is a complemented subspace 
of dL. Put L2 = col(XTi-l)En=, . N ow, as m 3 t, the operator Q is left invertible. 
In particular, Q is a topological isomorphism from 23” onto Im 52. This fact 
implies that 4 is a complemented subspace of de if and only if Q(M) is a 
complemented subspace of Im Q. As Im Q is complemented in d”, this com- 
pletes the proof. 
In the same way, one can prove that for m > / the Vandermonde operator 
~n,,,,(L, ,..., L,) is regular if and only if JY, ,..., JY,. are linearly independent 
and J%‘~ + ... + A, is closed in ‘23”. 
For m > r, the Vandermonde operator Ir,(L, ,..., L,) is right invertible if 
and only if m = t, b” = A1 + ... + &‘r, and Ker Vnl(L1 ,...,L,) is a com- 
plemented subspace. To see that these conditions are sufficient, assume that 
m = Pand 2Y = &r + ... + Jar . Then Vr,(LI ,..., L,) is surjective by formula 
(8.3). But, together with Ker Vnl(L1 ,..., L,) is complemented, this implies that 
~rn(-h ,...7 L,) is right invertible. Conversely, suppose that v&5,, ,...,L,) is 
right invertible. Then, trivially, Ker V,(L, ,..., L,) is complemented and, 
again using formula (8.3) one sees that col(XTi-l)~-, is surjective. As m > /, 
we also know that col(XTi-l)~~, is left invertible. So COI(XZ’-~)~~~ is invertible. 
But, since col(XTi ml):=i is invertible too, this can only happen if m = L 
Further, using the invertibility of c~l(XT~-~)i’Li and the fact that V,(L1 ,..., L,) 
is surjective, it follows from formula (8.3) that JY, c ‘.. + *fir must be Be. 
As a consequence of the preceding discussion, we obtain the following result: 
For m > L, the Vandermonde operator I;,&, ,...,L,) is two-sided invertible 
if and only if m = /. the supporting subspaces Jr ,..., .kr are linearly inde- 
pendent and ~&‘i + .‘. + =X, = dL. 
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Note that for m > e, the conditions for regularity or left invertibility do not 
depend on m. It follows that for m > /the Vandermonde operator V,,,(L, ,..., L,.) 
is regular or left invertible if and only V,(L, ,..., L,) is regular or left invertible. 
The case m < G can be treated in an analogous way. Also in this case necessary 
and sufficient conditions may be given in terms of the supporting subspaces 
A! 1 ,--*, A,. in order that the Vandermonde operator v,&, ,..., L,) is one-sided 
or two-sided invertible. For instance, if m < 8, then the Vandermonde operator 
~m(L, YVL) is invertible if and only if J&!~ ,..., JZ?, are linearly independent 
and &i + ... + J&‘~ is the supporting subspace of some manic right divisor 
L, of L of degree m. Furthermore, in that case L, is a common manic left 
multiple of L, ,..., L, (cf. [4, Section 51). 
Formula (8.1) and the other results in this section may be used to prove 
the infinite-dimensional versions of [4, Theorems 4.3, 6.1, and 6.21. 
9. SPECTRAL CONDITIONS AND THE VANDERMONDE OPERATOR 
Let L, L, ,..., L, be manic operator polynomials with degrees e, K1 ,..., K, , 
respectively, and assume that L, ,..., L, are right divisors of L. In this section 
we study the effect of certain spectral properties of the polynomials L, ,..., L, 
on the Vandermonde operator V,,&(L, ,..., L,), especially with regard to 
invertibility and regularity of l&(L, ,..., L,). 
Recall that the spectrum a(L) of an operator polynomial L consists of all 
complex numbers X such that L(h) is not two-sided invertible. If L is manic, 
then a(L) coincides with the spectrum (in the usual sense) of the first companion 
operator of L. In fact, a(L) = U(T), w h ere T may be taken from any standard 
pair (X, T) of L. 
Let L, L, ,..., L, be as in the first paragraph of this section. Fix a standard 
pair (X, T) of L, and, as before, let .M1 ,..., &‘r be the supporting subspaces 
OfL i ,..., L, (corresponding to the standard pair (X, T)). Then 
4%) = u(T IAJ, i = l,..., 7. (9.1) 
This equality follows from the fact that the restriction of T to JYi is similar 
to the first companion operator of Li (see [S]). 
We start with an auxiliary result, which is of interest on its own. 
LEMMA 9.1. Let S be an operator acting on the Bamzch space 2X, and let 
Jv 1 ,..., Jy: be S-invariant complemented subspaces of %. Suppose that 
4s I& n 4s I& = 6 (i # j). 
Then Jv; ,..., J$ are linearly independent and Ml i ..’ c Jr is closed. 
5w30/3-7 
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Proof. To prove this lemma, we use a standard construction from operator 
theory (cf. [2]). Let ~!$8) be the Banach space of all bounded sequences (x,JE~ 
with elements in ‘8 endowed with the supremum norm, and let z,,(‘%) be the 
closed subspace of /#I) consisting of all sequences in (II which converge 
to zero. Let % be the quotient space t,(Pl)/~,(2I) endowed with the usual 
quotient norm. An element in ‘% will be denoted by [(x,J~J. For each operator S 
on ‘$I, define S to be operator on +zi given by 
Then S is a well-defined operator on $8 and the map S + S is an algebraic 
homomorphism which carries 1% into 1~ . 
Let JV be an arbitrary complemented subspace of 8, and let P be a projection 
of 21 onto J”. Then the associated operator p is a projection of 58. Define 
.,# to be the image of P’. Note that the definition of 2 does not depend on 
the special choice of P. Now assume that Jtr is invariant under S. Then 
SP = PSP, and thus SF = PSP. It follows that J#: is invariant under S. 
Furthermore, using standard arguments (cf. [2]), one can show that 
u(S 1.1-j = a(S I,?). (9.2) 
We begin now the proof of the lemma. For r = 1, there is nothing to prove. 
Therefore, take Y > 2 and suppose that the lemma has been proved for Y - 1 
spaces. Let 
J:sNl@-..@3y;+21 
be defined by J(xl ,..., x,) = xl --k ... + X, . We have to show that J is regular. 
Suppose not. Then there exist (xin ,..., x,,) E Xi @ ... @ Jv; , n = 1,2 ,..., 
such that I/ xin 11 + ‘.. + (/ x,, 11 = 1 for a = 1, 2,... and 
xln + ... + x,, -+ 0, (n --f co). 
By passing to the space ‘58 we see that it suffices to show that the spaces 
Jl ,..*, yr are linearly independent. 
From formula (9.2) and the conditions of the lemma, it follows that 
4s I-2,) n 4s ITj) = 0 9 (i #iI. 
So by our induction hypothesis, the spaces Mr ,..., jr-r are linearly inde- 
pendent and M = y1 + ‘.. + ,&-r is closed in 5’8. It remains to prove that 
.,f? n Jr = (0). Note that .H is invariant under S and 
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Hence, o(s IMu) n a(3 Ix,) is empty. Let JYr, = JY n Jr . Then As is an 
s-invariant closed subspace of ‘$I, and hence 
But then &‘a = (0) and the proof is complete. 
We do not know whether the condition in Lemma 9.1 that the spaces 
.Af 1 ,..., N; are complemented may be replaced by the weaker condition that 
these spaces are closed. 
THEOREM 9.2. Let L, ,..., L, be right divisors of the manic operator polynomial 
L, and let A, ,..., A, be the corresponding supporting subspaces. Suppose that 
the spectra of L, ,..., L, are mutually disjoint. Then A1 ,..., JZr are linearly 
independent and A1 + . . . f &‘,. is closed. Moreover, the Vandermonde operator 
V&, ,***, L,) is regular for m 2 degree (L). 
Proof, The first part of the theorem follows from formula (9.1) and 
Lemma 9.1, and the second part is an immediate corollary of the first part 
(cf. the previous section). 
THEOREM 9.3. Let L, ,..., L, be right divisors of the manic operator polynomial 
L, and let AI ,..., A?,. be the corresponding supporting subspaces. Suppose that 
the spectra of L, ,..., L, are mutually disjoint, and let & o(L,) be a relatively 
open subset of u(L). Then yfei ,..., A, are linearly independent anddI + 1.. + AIr 
is a complemented subspace. Furthermore, the Vandermonde operator V,,,(L, ,..., L,) 
is left invertible for m > degree (L). 
Proof. We already know (see the preceding theorem) that ~‘4~ ,..., .Mr are 
linearly independent and &Z = A, + ... + &,. is closed. To prove that & 
is complemented, note that by our hypotheses a(LJ,..., a(L,) are open and closed 
subsets of o(L) = u(T), where T is taken from the standard pair (X, T) of L. 
Let Qr ,..., Q7 be the corresponding Riesz projections, i.e., for each j 
Qj = & Jr, (hl - T)-1 d/I, 
where the contour rj consists of regular points of T and separates u(LJ from 
the rest of the spectrum of u(L). Note that &!j C Im Qj because Im Qj is the 
maximal T-invariant subspace M of %Y, where e = degree (L), such that u(T 1~) 
lies inside rj. Since ~2~ is a complemented subspace of dc, it follows that dj 
is complemented in Im Qj . The fact that u(LJ,..., a(L,) are mutually disjoint 
implies that Im Qr ,..., Im Qr are linearly independent and Im Q1 + *.. + Im Q 
is a complemented subspace of 23”. As JY = &Xi + ... + A,. is complemented 
inImQ,+*..+ImQ,, it follows that J2 is complemented in dd, and the 
first part of the theorem is proved. 
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The second part of the theorem is an immediate consequence of the first 
part (see the previous section). 
For the case that L, ,..., L, have degree 1 the parts of Theorems 9.2 and 9.3 
dealing with the Vandermonde operator have also been proven by Markus 
and Mereutsa in [I 11. In [ 1 I] the standard construction from operator theory 
used in Lemma 9.1 is employed too. The case of nonlinear divisors also appears 
in the announcement in [9]. 
The question remains open whether in Theorem 9.3 the relative openness 
of (Jj’=, a(L,) in U(L) is a superfluous condition. The answer will be positive 
if under the conditions of Lemma 9.1 the space A< + ... + Jr, is complemented. 
10. SPECTRAL DIVISORS AND THE VANDERMONDE OPERATOR 
Throughout this section L will be a manic operator polynomial of degree L 
andL 1 ,..., L, will be manic right divisors of L. A manic right divisor R of L 
will be called a (right) spectral divisor of L if the spectrum of the quotient 
corresponding to R is disjoint with the spectrum of R, i.e., 
L=QR, u(Q) n a(R) = m . 
In that case O(L) is the disjoint union of u(Q) and u(R). 
In this section we study the relation between certain spectral conditions 
on L 1 ,..., L, and the properties of the Vandermonde operator F$(L, ,..., L,) 
for the case when L, ,..., L, are spectral divisors. 
For divisors of degree 1 the notion of a spectral divisor coincides with the 
notion of a regular root of the operator equation L(Z) = 0, as introduced 
by Markus and Mereutsa in [ll]. Most of the results of this section have been 
stated and proved in [l l] for divisors of degree 1. 
As in the finite-dimensional case (see [4, Lemma 7.2]), one can prove that 
the invertibility of V!(L, ,..., L,) implies that 
u(LLTl) = u a&), j = l,..., Y. 
id 
This fact leads to the following condition in order that the right divisors 
L r ,..., L, are spectral: if V!(L, ,..., L,) is invertible and the spectra of L, ,..., L, 
are mutually disjoint, then L, ,..., L, are spectral divisors of L. 
Let (X, T) be a standard pair of L, and let A1 ,..., JZ, be the supporting 
subspaces of L, ,..., L, (corresponding to the standard pair (X, T)). If L, ,..., L, 
are spectral divisors of L, then (see [7], Theorem 20, and [8]) 
(10.1) 
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where Pj is a suitable contour around a&) which separates a(&) from 
a(L)\a(Lj). Using this fact, we shall derive new necessary and sufficient con- 
ditions in order that the Vandermonde operator I’&!,, ,...,L,) is one-sided 
or two-sided invertible for the case when all divisors L, ,..., L, are spectral. 
As before, these conditions will be phrased in terms of spectra and supporting 
subspaces. 
Let L, ,..., L, be right spectral divisors of L, and let ~88~ ,..., &, be the 
corresponding supporting subspaces. Then 
(a) .& = A1 + ... + J!, is a complemented subspace of 233c, 
(8) if Ai n Mj = (0) for i # i, then&r ,..., &‘, are linearly independent. 
To see this note that u(L,),..., o(L,) are (relatively) open and closed subsets 
of u(T) = u(L). Hence the same is true for VI=, u(Lj). Let P be the corre- 
sponding Riesz projector, i.e., 
p = & j (ti - T)-l dh, 
r 
where P is a suitable contour around lJJ=, u(L,), which separates lJi=, u(Lj) 
from u(L)\{& u(LJ}. By formula (10.1) 
ImP=.%,+ . ..+Jt. =A, 
and (a) is proved. If Mi n Mj = (0) then u(&) n o(Lj) = 0, because 
Ai n dj is the image of the Riesz projector corresponding to a(LJ n u(Lj). 
SO&in&j=(O)f or i # i implies that the spectra of L, ,..., L, are mutually 
disjoint, but then we know from Theorem 9.2 that &i ,...,A, are linearly 
independent. 
THEOREM 10.1. Let L 1 ,..., L, be right spectral divisors of L. Then 
Ker V&r ,..., L,) is a complemented subspace. 
Proof. Let (X, T) be a standard pair of L, and let d&‘r ,..., Ar be the 
supporting subspaces of L, ,..., L, corresponding to the standard pair (X, T). 
As L, ,... , L, are spectral divisors, the sets u(L,),..., a(&.) are relatively open 
and closed in U(L) = u(T). For each i, put uj = u(Lj)\{u(L1) u ... u u(L,-J}. 
Then u1 ,..., Us are relatively open and closed subsets of u(T) too. Let .J be 
the image of the corresponding Riesz projection, i.e., 
Jv; = Im [& j- (XI - T)-l dA], 
yi 
where yj is a suitable contour around uj which separates uj from @,)\uj . From 
formula (10.1) and the functional calculus it follows that 
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Now let us use the notations introduced in Section 8. As c~l(XTi-~)~=, is 
invertible, we see from formula (8.1) that 
Ker V&C, ,..., L,) = Ker[row(KjLJj)T=J. 
So the proof will be finished if we have shown that the kernel of row(KjUj)i+_i 
is complemented. In fact, we shall prove that 
Ker[row(K,Uj)jr=i] r 9 = 8”’ @ **. @ Bkr, 
where k, ,..., K, are the degrees of L, ,..., L, , respectively, and 
9 = (KIU,)-1x1 @ ... 0 (KJryJr”. 
For 1 < j < r let xi E !Pj, and assume that x = (x1 ,..., x,) is a nonzero 
element of Ker[row(KiU&]. Let q be the largest positive integer such that 
.Q # 0. Then C;=, KjUpj = 0, thus, as Im KjUj = difj , we have 
K,U,p, E dlq n {v&f, + ... + A’-l}. 
Since Ker KJJ, = (0) and x, # 0, it follows that K,U,xo does not belong to 
U% . But then x 6 9. This shows that 9 n Ker[row(KjU,)&] = (0). 
Next, take x = (x1 ,..., x,) E ‘9P @ .‘. 0 ?.B”r and assume x # 0. We want 
to show that x may be represented as a sum of two vectors, one from 
Ker[row(KjUj)XJ and one from 9. As before, let q be the largest positive 
integer such that x, # 0. We proceed by induction on q. 
For q = 1, the vector x E 9, because Jv; = J&!, . Take q 2 2 and assume 
that the desired result is correct for smaller integers. As Im KiUj = -Mj for 
j = l,..., I, we see from formula (10.2) that K,$Jpa may be written as 
&UP, = &Us + K,U,y, + ... + Ka-lUrplya-, , 
where z E (K,U,)-l(JY;) and y, E bkj for 1 < j < q - 1. But then 
x = (Xl X+1 x* 0 0) = (0 0, z, 0 I..., , , )...( )..., )...) 0) 
+ (-y1 , - z, 0 )..., 0) ,..., -yQml xq 
+ (Xl + 0, 0 ,..., 0). + ,..., , y1 ya-1 xq-1 
The first term on the right-hand side is in 9, the second term belongs to 
Ker[row(KiU&J and, by our induction hypothesis, the third term is a sum 
of a vector in 9 and a vector in Ker[row(K,U,),‘,,]. It follows that x has the 
desired form, and the proof is complete. 
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THEOREM 10.2. Let& ,..., L, be right spectral divisors of L, and let -HI ,..., A, 
be the corresponding supporting subspaces. Then the following statements are 
equivalent : 
(0 vt(L, ,..., L,) is left invertible; 
(ii) Ker Vt(L, ,..., L,) = (0); 
(iii) o(Li) n a(Li) = g f&r i # j; 
(iv) -Hi n JZj = (0) for i # j. 
Proof. As L, ,..., L, are spectral divisors, we know that A, + *.. + J%, 
is a complemented subspace (see the statement (a~) in the first part of this 
section). So (using the results of Section 8) the Vandermonde operator 
Vt’,(L, ,*.*, L,) is left invertible if and only if .,HI ,..., &r are linearly independent. 
Now, Mi n Jfj = (0) for i # j implies that &I1 ,..., .H, are linearly inde- 
pendent (see statement (/I) in the first part of this section). So (iv) 5 (i). 
Clearly, (i) + (ii). Further, by formula (8.4), statement (ii) implies (iv). 
As .Mi n &j is the image of the Riesz projector corresponding to a(Li) n a(Lj) 
we also have (iii) o (iv). 
THEOREM 10.3. Let L 1 ,..., L, be right spectral divisors of L, and let 
.H 1 ,..., dr be the corresponding supporting subspaces. Then the following state- 
ments are equivalent: 
(i) Vt(L, ,..., L,) is right invertibZe; 
(ii) Ker V[(L, ,..., L,)* = (0); 
(iii) o(L) = (JI=, o(LJ; 
(iv) ./I1 + ... -+ Ar = de. 
Proof. Using Theorem 10.1 and the necessary and sufficient condition 
for right invertibility of the Vandermonde operator, proven in Section 8, 
one easily sees that (i) o (iv). Further, by formula (8.3) statement (ii) is equiva- 
lent to &I1 $- ‘.. + &r is dense in W. But, as L, ,..., L, are spectral divisors, 
.x, + ... + JH, is closed. So (ii) o (iv). Finally, using formula (lO.l), we have 
(iii) 0 (iv). 
Combining Theorems 10.2 and 10.3 we obtain the following characterizations 
of two-sided invertibility of the Vandermonde operator: if L, ,..., L, are right 
spectral divisors of L, and if JY~ ,... , A, are the corresponding supporting 
subspaces, then each of the following statements is equivalent to the two-sided 
invertibility of the Vandermonde operator V!(L, ,..., L,): 
(1) Ker vt(L, ,..., L,) = (0) and Ker v&5, ,..., L,)* = (0); 
(2) u(LJ n u(Li) = o for i # j and u(L) = &, u(L.). 
(3) ~~n,~j=(O)forifjand~~+...+~~=~~C. 
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11. SIMILARITY AND DECOMPOSITION OF OPERATOR POLYNOMIALS 
In this section we extend the main result of Section 8 in [4] to the infinite- 
dimensional case. Two manic operator polynomials L, and L, are called similar 
if the (first) companion operators of L, and L, are similar. This definition 
is equivalent to the following: L, and L, are similar if there exist standard 
triples (X, , T1 , Y1) and (X, , T2 , Ya) (see [6, 81) for L, and L, such that 
X2 = X,H, Tl = T2, Yz = H-lY 
for some invertible operator H. In the finite-dimensional case L, and L, are 
similar if and only if L, and L, are polynomially equivalent. 
The proof of the following theorem is (except for some references to [6], 
which have to be replaced by references to [S]) the same as the proof of [4, 
Theorem 8.21. 
THEOREM 11.1. LetL,L, ,..., L, be manic operator polynomials with degrees e, 
k 1 ,..., k, , respectively, and suppose that t = k, + ... + k, . Further, suppose 
that L, ,... , L, are right divisors of L and that for 2 < j < r the Vandermonde 
operator T/,?(L, ,..., L,), where mj = k, + ... + ki , is invertible. Then there 
exists manic operator polynomials Qz ,..., Qr such that 
L(h) = Q&Y Qr-,(4 ... Qs(4W) 
and for 2 < j < Y the polynomials Qj and Lj are similar. 
For divisors of degree 1 the previous theorem was proved by Mereutsa 
[ 121 under somewhat more restrictive conditions. 
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