














ON THE EFFECTIVE FEATURE EXTRACTION FROM ECG SIGNALS 








There are various methods for automatic diagnosis using an ECG data. The reason for 
conducting this research is to generate statistical data by detecting the characteristic 
waveform of ECG data and examine the feasibility of automatic diagnosis, and to propose a 
method to reduce misdiagnosis by analyzing the data structure. is there. In this research, we 
detected characteristic waveforms in ECG data and performed diagnosis and factor analysis 
using machine learning. As a result, waveform detection was 84% successful, and in risk 
assessment, the accuracy rate of 82% was improved by 10% by factor analysis that analyzed 
the data structure. In addition, the analysis results of the data structure revealed that the 
standard deviation of the QT interval and the T-wave alternation are diagnostic items that 
reduce misdiagnosis.  




























全身へ血液を送る時に見られる Q 波・R 波・S 波・T 波か
らなる[5]．本研究では，データセット作成のため Q 波から
T 波までを検出する．モニター心電図の波形および特徴波
形を図 3-1 に示す． 
 


















① 10 秒間の心電図データから極大値を検出 
② 極大値における前後の勾配の大きさ上位 30 個を記録 
③ 記録された極大値の周囲-0.45秒から+0.4 秒で超える













































































− 0.5… (7) 
 
























 4.の手法で検出した心電図データの成功例を図 7-1 に，
失敗した例を図 7-2 に示す．ここで，特徴波形の検出は 180
個のデータセットの中で 126個のデータで成功した．失敗
したデータの内訳としては正常波形が 14 個で低リスク波
形は 19 個となっており高リスク波形では 21 個であった． 
 
 
図 7-1 検出に成功した心電図の例(正常波形) 
 
図 7-2 検出に成功した心電図の例(低リスク波形) 
 
図 7-3 検出に成功した心電図の例(高リスク波形) 
 







位 25%から 75%まで精度は約 80%台となった． 
 
図 7-5 学習アルゴリズム別における正解率の分布 
 
 






フを図 7-4 に示す． 
 






らびに F 値を表 8-2 に記す． 
 
表 8-1 分類テストにおけるメトリクス表 
 予測 
テスト 
 正常波形 低リスク 高リスク 
正常波形 15 0 2 
低リスク 0 17 2 
高リスク 0 4 11 
 
表 8 - 2  分 類 テ ス ト に お け る 適 合 率 お よ び 再 現 率 な ら び に F 値 
 適合率 再現率 F 値 総数 
正常波形 1.00 0.88 0.94 17 
低リスク 0.81 0.89 0.85 19 
高リスク 0.73 0.73 0.73 15 
 














値を表 9-1 に記す．また，リスク別各項目の分布を図 9-1
に示す． 
 
表 9 - 1  ランダムフォレストを用いた各因子における重要度数の代表値  
因子 平均値 中央値 
高い T 波(尖度) 0.12 0.12 
高い T 波(数値) 0.12 0.12 
QT 間隔 0.37 0.38 
R-R’間隔 0.15 0.15 
ST 上昇 0.12 0.12 
T 波オルタナンス 0.05 0.05 
QT・R-R’間隔 0.06 0.06 
 





は各項目に 0 から 1 の乱数を用いて分類を行う．分類結果
における説明変数の分布を記録して有意差が見られる診
断項目を選定する．シミュレーション結果から得られた分
類時の分布を図 9-2 に示す． 
 








代表値を表 10-2 に示す． 




















表 11-1 T 波の電圧と時間に着目したデータセット 
診断項目 算出方法 
T 波(電圧) mean(𝑇𝑦) 
QT 間隔(時間) mean(𝑇𝑥 − 𝑄𝑥) 
QT 間隔(標準偏差) std(𝑇𝑥 − 𝑄𝑥) 
R-R’間隔(標準偏差) std(𝑅𝑥+1 − 𝑅𝑥) 
R-R’間隔(時間) mean(𝑅𝑥+1 − 𝑅𝑥) 
Q-Q’間隔(標準偏差) std(𝑄𝑥+1 − 𝑄𝑥) 
Q-Q’間隔(時間) mean(𝑄𝑥+1 − 𝑄𝑥) 
 
 作成したデータセットを用いて 7.2 項と同様に分類を行
い精度を計測した．得られた機械学習別精度の分布を図
11-1 に示す．また，得られた機械学習別精度の統計的代表
値を表 11-2 に記す． 
 
 
図 11-1 新しく作成した診断項目における精度の分布 
 






フを図 11-2 に示す． 
診断項目 重要度 シミュレーション 
高い T 波(尖度) 〇 〇 
高い T 波(電圧) 〇 × 
QT 間隔 〇 〇 
ST 上昇 〇 〇 
R-R’間隔 〇 〇 
T 波オルタナンス × × 
QT・R-R’間隔 × × 
 
重要度 シミュレーション 元データ
最大値 0.973684211 0.973684211 0.947368421
上位25% 0.921052632 0.921052632 0.868421053
中央値 0.894736842 0.868421053 0.842105263
平均値 0.890526316 0.872105263 0.825789474
下位25% 0.868421053 0.842105263 0.789473684
最小値 0.763157895 0.736842105 0.631578947
標準偏差 0.048118014 0.052986265 0.054681894
ナイーブベイズ SVM(線形) SVM(カーネル法) ランダムフォレスト kNN ニューラルネット
最大値 0.947368421 0.973684211 0.947368421 0.973684211 0.973684 1
上位25% 0.789473684 0.894736842 0.894736842 0.921052632 0.868421 0.947368421
中央値 0.710526316 0.868421053 0.842105263 0.868421053 0.842105 0.894736842
平均値 0.703859649 0.855964912 0.847017544 0.866491228 0.831404 0.896491228
下位25% 0.631578947 0.815789474 0.815789474 0.842105263 0.789474 0.868421053
最小値 0.236842105 0.684210526 0.631578947 0.657894737 0.684211 0.763157895
標準偏差 0.116862926 0.055107488 0.056661889 0.056391376 0.055141 0.048750079
 










値を表 11-3 に記す．また，リスク別各項目の分布を図 11-3
に示す． 
 
表 1 1 - 3  ランダムフォレストを用いた各因子における重要度数の代表 値 
  中央値 平均値 
T 波(電圧) 0.099629 0.099026 
QT 間隔(時間) 0.338388 0.341234 
QT 間隔(標準偏差) 0.16785 0.167144 
R-R 間隔(標準偏差) 0.117919 0.118178 
R-R 間隔(時間) 0.095974 0.096084 
Q-Q 間隔(標準偏差) 0.079247 0.081329 









は各項目に 0 から 1 の乱数を用いて分類を行う．分類結果
における説明変数の分布を記録して有意差が見られる診
断項目を選定する．シミュレーション結果から得られた分
類時の分布を図 11-4 に示す． 
 








的代表値を表 11-5 に示す． 
 
表 11-4 データセットに用いる項目 
 
 
図 1 1 - 5 新しいデータセットにおける学習アルゴリズム別における正解率の分布 
 





 主成分分析を行い 7 項および 11 項におけるデータセッ
トに対して 7次元データを 2次元に圧縮を行い分布を可視
化を行った．7 項のデータセットにおける因子負荷量を表
12-1 に，11 項のデータセットにおける因子負荷量を表 12-2
に記す． 
 
 シミュレーション 重要度 
T 波(電圧) 〇 〇 
QT 間隔(時間) 〇 〇 
QT 間隔(標準偏差) × 〇 
R-R’間隔(標準偏差) 〇 〇 
R-R’間隔(時間) × × 
Q-Q’(標準偏差) × × 
Q-Q’間隔(時間) × × 
 
重要度 シミュレーション 元データ
最大値 1 0.973684211 1
上位25% 0.947368421 0.894736842 0.947368421
中央値 0.921052632 0.868421053 0.894736842
平均値 0.912105263 0.859122807 0.896491228
下位25% 0.894736842 0.815789474 0.868421053
最小値 0.789473684 0.657894737 0.763157895
標準偏差 0.044269485 0.054466143 0.048750079
表 12-1 7 項のデータセットにおける因子負荷量 
 
 
表 12-2 11 項のデータセットにおける因子負荷量 
 
 
 表 12-1 の結果から二次元に圧縮したデータにおいて表
12-3 のように要約できる． 
 
表 12-3 7 項のデータを二次元に圧縮したデータの分布 
 第一主成分 
第二主成分 
















 また，表 12-2 の結果から二次元に圧縮したデータにおい
て表 12-4 のように要約できる． 
 
表 12-4 11 項のデータを二次元に圧縮したデータの分布 
 第一主成分 
第二主成分 

























 7 項におけるデータセットを主成分分析で 2 次元に圧縮
した結果得られた分布を図 12-1 に示す．また，11 項にお
けるデータセットを主成分分析で 2次元に圧縮した結果得
られた分布を図 12-2 に示す． 
 
図 12-1 7 項のデータを 2 次元に圧縮して得られた分布 
 
図 12-2 11 項のデータを 2 次元に圧縮して得られた分布 
 
 図 12-1 および図 12-2 において青点は正常波形．赤点は
正常波形，緑点は高リスク波形を意味している． 




QT 間隔・R-R’間隔・T 波尖度が高く QTRR 間隔が小さい
事が分かる．また，高リスク波形は第四象限に集中してい
るため T 波オルタナンスが高く T 波尖度・R-R’間隔が小さ
いことが分かる． 



































 表 11-5 より，QT 間隔(標準偏差)の追加の有無で精度が
大きく変わることが分かり，図 12-2 および図 11-3 から低
リスク波形となる生活習慣病の判別に使うことができる． 






































データであるため図 7-1 から図 7-3 のように検出に成功し
た画像および失敗した画像を用いて機械学習による画像
認識を行い自動で成功および失敗を選別する． 
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