An invariant theory approach to graph enumeration  by Merris, Russell & Watkins, William
REPORTS 
An Invariant Theory Approach to Graph Enumeration 
Russell Men-is 
Califbrnia State University 
Hayward, Califmia 94542 
and 
William Watkins 
California State University 
Northridge, Califmia 91330 
Submitted by George P. Barker 
ABSTRACT 
The paper exploits a connection between the graphs on n vertices and the 
invariants of the pair group SA’). 
1. INTRODUCTION 
Denote by S, the symmetric permutation group on V = { 1,2,. . . , n }, 
Then S, acts naturally on V , (2) the 2element subsets of V. For each 6 E S,, 
denote by 8 the corresponding permutation of Vt2’, i.e., u({ i, j}) = 
{u(i), a(j)}. Then SA2’= { 6 : u E S, } is an isomorphic image of S, as a group 
of permutations of Vc2’ [3, p. 831. 
A proper partition of the positive integer m is a sequence of nonnegative 
integers A=(h,,h,,...) such that h,aAA,>, ..- and h,+A,+ ... =m. 
The nonzero hi are called the parts of h. For a positive integer k < m and a 
proper partition h of m, denote by p?(h) the number of proper partitions of 
k each of whose parts is a part of h. For example, if m = 8, k = 6, and 
h = (4,2,2), then pi(h) = 2. 
To each 6 E SA2’, there corresponds a unique proper partition of m = n( n 
- 1)/2, namely the lengths of the cycles in the disjoint cycle factorization 
arranged in decreasing order. Denote this partition by A(B).‘ Then Polya’s 
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enumeration theorem, as it applies to graphs, may be stated as follows: 
THEOREM 1. The number of nonisomorphic graphs on n vertices with k 
edges is 
(1) 
where m = n(n - 1)/2. 
The main purpose of this note is to explore the connection between the 
graphs on n vertices and the invariants of the pair group Sp). This approach 
leads to a new proof of Theorem 1 and of the corresponding result for 
multigraphs (Corollary 3 below). Moreover, it suggests a fascinating connec- 
tion with the representation theory of the orthogonal group by means of what 
physicists call “ traceless” tensors. 
2. INVARIANT THEORY 
The past 20 years have witnessed several attempts to restore invariant 
theory to its rightful place in the mainstream of contemporary mathematics. 
For a nice overview, see [2]. Recently discovered applications have added 
momentum to these efforts. The importance of invariant theory to coding 
theory is due largely to the work of F. J. MacWilliams, popularized in N. J. A. 
Sloane’s prizewinning article [6]. Connections to Cohen-Macaulay algebras 
are discussed in [B]. (Indeed, [B] contains a proof of Polya’s theorem.) Our 
interest was stimulated in part by H. S. Wilf’s article [9]. A different approach 
to (1) might lead to a “polynomial-time” algorithm for counting graphs. In 
any case, we feel the connection between graphs and invariants of S!,” is 
worthy of explicit development. 
Let { x, : v E V(‘) } be a set of independent indeterminates over a field F 
of characteristic zero. Let P = (V, E) be a graph without loops (and, for the 
time being, without multiple edges). The vertex set of I is V = { 1,2,. . . , n }, 
and the edge set is E C V (2) We associate with P a monomial .
where do = 1 if v E E, and d I: = 0 otherwise. For each e E S,, let a( I) be the 
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graph with edge set B(E). So, for example, the graphs li and l?, are 
isomorphic if and only if a( lZ, ) = I, for some CJ in S,, . Also 
wJ(W= n X” 
L: E B(E) 
= gE%(“). 
Using a standard trick from invariant theory (see e.g. IS] or [8]) we define 
f(r) = + Jls we-7). 
n 
(3) 
Several elementary facts about f(I) are collected in the following lemmas. 
LEMMA 1. The polynomial f(r) is symmetric with respect to SL2’, i.e., 
f(r) is an invariant of Si’). 
Proof. It suffices to explain the terms. For any 7i E SA2’, transform f(I) 
by replacing each x,, o E VC2’, with x+(“). Because SA2’ is a group, the 
transformed polynomial is 
$ C we))= $ C wm) 
: OES, . 0 ES,, 
= f(r). 
Let k = o(E), the number of edges in I. Since each 6 E Si2) is a one-to-one 
mapping from E into V(‘), f(r) is homogeneous of degree k. Moreover, f( I') 
is multiplicity j+ee, i.e., every monomial in f(r) is of the form (2) with each 
d, = 0 or 1. The set of multiplicity-free homogeneous invariants of Si2) of 
degree k is a vector space over F under the usual addition and scalar 
multiplication of polynomials. We denote this space by SMF(n, k). It follows 
from Lemma 1 that f(r) E SMF(n, k) whenever o(E) = k. 
LEMMA 2. Let r, = (V, E,),.. . , I’, = (V, E,) be graphs on the n vertices 
in V. Suppose o( E, ) = . . - =o(E,)=k. Then {f(T,):l<i<s} is linearly 
independent if and only if rl,. . . , r, are pairwise nonisomorphic. 
Proof. If Ii and Ii are isomorphic, there is a r E S, such that v E Ei if 
and only if 7j( u) E Ej. Thus, f(r, ) = f( rj). Conversely, suppose ri, . . . , IT, are 
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pairwise nonisomorphic. Assume 
c,f(r,)+ --- +c,f(r,)=o. (4) 
Fix j and note that the monomial 
M(rj)= II xo 
“E Ei 
occurs only in f(I’,). In particular, the coefficient of M(Ij) in the left-hand 
side of (4) is cj. Formally differentiate (4) with respect to the k variables x0, 
u E Ej. We obtain rcj = 0, where T = o{u E S,: d(Ej)= Ej}. Since S, con- 
tains an identity, r > 1. Thus cj = 0 and the proof is complete. m 
We can now state the main result of this section. 
THEOREM 2. The flee vector space ouer F generated by the noniscnrwr- 
phic graphs with k edges and vertex set V is canonically isomorphic to 
SMF(n, k), the vector space of multiplicity-flee, homogeneous polynomial 
inuariants of degree k of Spj. 
Proof. The function f may be extended linearly to a transformation J‘ 
from the vector space of graphs to SMF( n, k). By Lemma 2, J‘ is nonsingular. 
It remains to prove that f is onto. Suppose 9 E SMF(n, k), i.e., 9 is a 
multiplicity-free, homogeneous polynomial of degree k in the variables x,, 
u E Vc2’, which is symmetric with respect to SL2). Let T c V(‘) be a set such 
that llVeTzr, is a monomial in 9 with coefficient ci # 0. [In particular, 
o(T)= k.] Then each monomial llv~rrd(~), 8 E Sp), appears in 9 with 
coefficient ci. Let I, = (V, T). If 9 = ci f(r,), we are finished. Otherwise, 
9i = 9 - ci f(r,) E SMF(n, k) contains strictly fewer monomials than the 
number which appear in 9. Repeat the procedure on 9i to obtain 9s = 9 - 
c,f(T1)-c,f(I’2). Eventually we reach 0=91c,f(I’,)7c2d(I,)- ... - 
c, f(r,). It follows that 9 is in the range of f. Hence, f is the canonical 
isomorphism. n 
COROLLARY 1. The number of nonisomorphic graphs on n vertices with k 
edges is equal to the dimension of SMF(n, k). 
Strictly speaking, M(I) corresponds to the “labeled” graph while f(I’) 
corresponds to the unlabeled graph. Theorem 2 and Corollary 1 concern 
unlabeled graphs. 
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3. APPLICATIONS AND EXTENSIONS 
This section has two purposes. One is to extend the approach of Section 2 
to multigraphs. In particular, we will use Molien’s theorem to obtain an 
analog of Theorem 1. The other is to deduce Theorem 1 from Corollary 1. 
Let F(n, k) be the vector space (over F) of homogeneous polynomials of 
degree k in the indeterminates x “, 2, E V(‘). [Then SMF( 12, k) is a subspace of 
F(n, k).] To each 6 E S, , c2) there corresponds a linear (permutation) operator 
on F(n, k) defined by 
and linear extension. Indeed, Ark](s) affords the natural action on F(n, k) 
induced by 8, namely x, + xecoj. In particular, 9 E F( n, k) is symmetric with 
respect to S,? if and only if 
for all 6 E Si2). 
A[“‘(s)(9) = 9, (5) 
The map 8 --+ AIk](6) is a representation of SL2), i.e., A[k](8?j) = 
A[k1(6)Aik1(7i) for all u, m E S,,. Let ok be the so-called Reynolds operator [8, 
P. 421, 
Ok= -$ c A’k](B). 
* OES” 
If (5) holds for all 8 E Si2) then, of course, 
@k(9) = 9. (7) 
Since Aik] is a representation, we also have the converse. That is, suppose (7) 
is true. Then 
A’kl( +)( 9) = A’kl( +)O,( 9) 
= + oFs A[k1(+S)(9) 
n 
= @k(9) 
= 9. 
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In summary, Q E F(n, k) is symmetric with respect to SA’) if and only if 
O,( 4) = 4. [Note, from Equations (2) and (3), that f(I) = O,( M( I)), where k 
is the number of edges in I.] 
Denote by SF(n, k) the subspace of F(n, k) consisting of the (not 
necessarily multiplicity-free) polynomials invariant under Sh”. We see from (6) 
that Ok: F(n, k) -+ F(n, k) is a projection onto SF(n, k). 
In Theorem 2 we recognized SMF(n, k) as the free vector space gener- 
ated by the graphs with k edges. In an analogous way, SF(n, k) is the free 
vector space generated by the multigraphs with k edges and vertex set V. 
Suppose I is a multigraph with vertex set V. Let do denote the multiplic- 
ity of edge v in I, v E V @) We associate with l? the monomial .
in F(n, k), where k = Cd, is the total number of edges in I?. [Thus, F(n, k) is 
canonically isomorphic to the free vector space generated by the labeled 
multigraphs on V with k edges.] Of course, if l? is a graph, then each d v is 0 or 
1 and M(I) is multiplicity free. 
THEOREM 3. The free vector space over F generated by the nonisnrwr- 
phic multigraphs with k edges and vertex set V is canonically isomorphic to 
SF( n, k), the space of homogeneous polynomial invariants of S,!” of degree k. 
Proof. The canonical isomorphism sends the multigraph I to O,(M(I)). 
The proof is nearly identical to the proof of Theorem 2. n 
COROLLARY 2. The number of nonisomorphic multigraphs (without 
loops) on n vertices with k edges is equal to the dimension of SF(n, k). 
Denoting this number by a;, we have 
a; = 2 l c traceArk]( 
- UES, 
Proof. Since 0, is a projection, its rank is equal to its trace. n 
Molien’s theorem ([6, p. 981 or [8, p. 4791) gives the generating function 
for the dimension of SF(n, k). Comparing with Corollary 2, we arrive at the 
next result. 
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COROLLARY 3. Let a; be the number of nonisomorphic multigraphs 
(without loops) on n vertices with k edges. Then 
M 
c aFxk = +! Js,, det(Z -L(6)) ’ k=O 03) 
where A(S)= A[‘](c?), i.e., A(B)(x,)= x~(~). [In matrix terms A(s) is the 
m-by-m permutation matrix afforded by 6. Thus, det(Z - d(B)) = (1 - za) 
(1-zb)..-, wherea,b,... are the lengths of the cycles in the disjoint cycle 
factorization of 6.1 
EXAMPLE. Let n = 4. The determinant of I - P&(G) is completely de- 
termined by the cycle structure of 8 E Si’). (See, e.g., [3, p. 2511.) From (8), 
l k=O 
a:zk = 24 l + (l-.)2;l-z2)2 t1 _ 46 
+ (l?z3)2 + (1-ilp;l-zl, 1 
It should be pointed out that the generating function (8) has previously 
been obtained using other methods. (See, e.g., [3, p. 881 or, for a generalized 
version, [l, p. 2161.) 
We proceed with the argument showing that Corollary 1 implies Theorem 
1. Denote by MF( n, k) the subspace of F( n, k) consisting of multiplicity free 
polynomials. Figure 1 contains a diagram of the polynomial spaces we have 
defined. 
Observe that Aik](B) maps the subspace MF(n, k) of F(n, k) onto itself, 
d E SA2’. Denote by Ack)(e) the restriction of Ark](B) to MF(n, k), and let Oi 
F(n, k) 
c 3 
SF(n, k) MF(n,k) 
3 c 
SMF(n, k) 
FIG. 1. 
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be the restriction of 0, to MF(n, k). Thus 
O;= -$ c A@)(a). 
* OES, 
Then 0;: MF(n, k) ---, MF(n, k) is a projection onto SMF(n, k). Thus, to 
obtain Theorem 1, it remains to evaluate the trace of 0;. But trace@; = 
(n!)- ‘CtraceA@)( S), and the trace of Ack)(B) is the number of multiplicity- 
free monomials M = x,~x,~ * *. xok fixed by Ack)(8). Now, Ack)(B) fixes M if 
and only if x,,,x,~ ,..., x,~ are permuted among themselves by A(6), i.e., if 
and only if {vi, q,,..., ok } comprises a union of cycles in the disjoint cycle 
factorization of 6. That is. 
traceAck)(8) = pT(h(8)), 
and Theorem 1 is proved. 
4. CONCLUDING REMARKS 
1. By exercising more care in the matter of subspaces of F(n, k) held 
invariant by ALkl(8), 6 E S(‘) n , we can enumerate multigraphs of “strength s ” 
on n vertices with k edges, namely those multigraphs with at most s edges 
joining any two vertices [3, p. 1171. 
2. By modifying Vc2’ to include single-element subsets of V, we can 
obtain a result for multigraphs with loops. By replacing V(‘) with the ordered 
pairs of elements of V, we can enumerate directed graphs. 
3. An analog of Molien’s theorem is available for the multiplicity-free 
case, but it is rather more intractable from a computational point of view. 
(See [7] and [l].) 
4. The transformation ALk]( 6) is the “kth induced power” of A( 6) = 
All](&). More generally, if A is any linear transformation on F( n, l), then the 
kth induced power, A Ik], of A is the linear transformation on F( n, k) defined 
by 
for all vi,..., ok E V(‘). If A and B are transformations on F(n, l), then 
(AB)rk] = AlklBlk]. In fact, A + ArkI is an irreducible representation of the 
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general linear group of F( n, 1). So A Fkl does not generally hold MF(n, k) 
invariant. Let P be a projection from F( n, k) onto MF( n, k). The restriction 
Ack) of PAfkl to MF(n, k) is called the nucleus or central core of Ack] [5, p. 
851. It arises in the representation theory of the orthogonal group O(m) as 
follows: A + Aikl is an irreducible representation of GL( m, C), where C is the 
field of complex numbers. The restriction to the unitary group is still 
irreducible. On further restriction to O(m), however, one finds that A + Ack) 
is the irreducible component of the reduction of A -+ ArkI corresponding to 
the “traceless” tensors [4, p. 3921. 
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