Abstract. For a large class of Markov operators on trees we prove the formula HD = h=l connecting the Hausdor dimension of the harmonic measure on the tree boundary, the rate of escape l and the asymptotic entropy h. Applications of this formula include random walks on free groups, conditional random walks, random walks in random environment and random walks on treed equivalence relations.
Introduction
The Hausdor dimension HD of a measure on a metric space (X; d) is de ned as the minimal Hausdor dimension of sets of full measure and shows the \degree of singularity" (or, of \fractalness" in the newspeak) of this measure. Even if the support of the measure is the whole space, HD does not have to coincide with HD X. The Hausdor dimension HD characterizes the polynomial rate of decreasing of the measures of balls of the metric d around typical (with respect to ) points of X, in particular, if ball measures decrease regularly, i.e., the limit lim log B(x; r)= log r = exists and is the same for -a.e. x 2 X, then HD = .
The subject of the present paper is the Hausdor dimension of harmonic measures on trees (more precisely, on their boundaries).
Let P be a Markov operator on a countable tree T. The tree is endowed with a natural boundary @T (the space of asymptotic classes of geodesic rays, or, the space of ends). If for the Markov chain associated with P almost all sample paths starting from a point o 2 T converge to @T, then the corresponding limit distributions = o on @T is called the harmonic measure of the operator P with the pole at the point o. In other words, the harmonic measure is the image of the measure P in the space of the sample paths x = (o; x 1 ; x 2 ; : : :) under the boundary map bnd : x 7 ! lim x n 2 @T. Denote by = o ; o 2 T the ultrametric on the boundary @T determined by the hierarchical structure of its totally disconnected topology: ( 1 ; 2 ) = e ?n , where n is the length of the common part of the geodesic rays o; 1 ] and o; 2 ] with respect to the graph distance d.
Although the harmonic measure depends on the starting point, under mild irreducibility assumptions all harmonic measures o ; o 2 T are pairwise equivalent and determine the harmonic measure type of the operator P. The metrics o corresponding
Typeset by A M S-T E X to di erent choices of the point o are also all pairwise quasi-isometric. Thus, the Hausdor dimension of the harmonic measure o with respect to the metric o is independent of the choice of the root o and is an invariant of the operator P. We call the operator P regular if there exist constants l (the linear rate of escape) and h (the asymptotic entropy) such that d(x n?1 ; x n ) = o(n); lim jx n j=n = l and lim ? log n (x n )=n = h for P-a.e. sample path x, where jxj = d(o; x) is the distance from the root, and n is the one-dimensional distribution of the measure P at time n (i.e., n (x) is the n-step transition probability from o to x). Again, under irreducibility assumptions these quantities do not depend on the choice of the root o. Replacing a.e. convergence with L 1 -convergence, the asymptotic entropy becomes the linear rate of growth of the entropies H( n ) of the one-dimensional distributions n . Since the harmonic measure is the weak limit of the measures n , there is nothing surprising that after normalizing the asymptotic entropy h by the rate of escape l one gets the Hausdor dimension of the harmonic measure ( ) HD = h l ; which is the main result of the paper (Theorems 1.5.2, 1.5.3).
Apparently, the rst result of this kind was the theorem of Eggleston on the Hausdor dimension of subsets of the unit interval which consist of numbers with prescribed digit frequencies in their decimal decomposition, see Bi] .
Later, ( ) was proved for an invariant measure of a smooth dynamical system with entropy h and the Lyapunov exponent l Ma] , Yo] , LY] , and, in particular, for harmonic measures of plane domains in the presence of a conformal dynamics PUZ] .
In the context of Markov operators formula ( ) was rst obtained by Ledrappier for the harmonic measure of random walks on Kleinian groups Le83] (although he used a slightly di erent de nition of dimension). Later he proved ( ) for the \true" Hausdor dimension of the harmonic measure of random walks with a nite rst moment on nitely generated free groups Le96]. For simple random walks on Galton{Watson trees formula ( ) was also obtained in LPP95] .
If the Markov operator P consists in \branching" along the tree T starting from the root o, i.e., any sample path x = (x n ) is a geodesic ray, then the harmonic measure of the e ?n -ball around the limit point bndx coincides with n (x n ), and the rate of escape is 1, so that formula ( ) immediately follows from the de nition of regular operators. In the general situation one has to use the fact that sample paths of a regular Markov operator are \well enough" approximated by geodesic rays. We use two types of approximation. One is the \ray approximation" rst introduced in Ka85] in the context of random walks on groups: d(x n ; o; bndx]) = o(n) for a.e. sample path x = (x n ), where o; bndx] is the geodesic ray joining the root o with the limit point bndx 2 @T of the path x.
The other approximation is \in time" rather than \in space": for a.e. sample path x there is an in nite number of times k such that x k 2 o; bndx] and k+1 = k ! 1.
The rst approximation automatically follows from the de nition of regularity, whereas the second one is obtained in all applications from considering the bilateral geodesics joining limit points of the sample paths of the original Markov chain and of its time reversal. For deducing formula ( ) from these approximations (Theorems 1.5.2 and 1.5.3, respectively), we apply the Martingale Convergence Theorem to the partitions of the totally disconnected boundary @T into the balls of the metric (this idea is due to Ledrappier Le96]).
The examples of applications of Theorems 1.5.2 and 1.5.3 considered in Section 2 (usual random walks on groups, conditional random walks, random walks in random environment) successively generalize each other, Markov operators on treed equivalence relations being the most general setup. In all these situations regularity of Markov operators is obtained by applying the Kingman Subadditive Ergodic Theorem to an appropriate transformation with a nite invariant measure.
For random walks on groups we strengthen the result from Le96] by proving formula ( ) for an arbitrary (and not just nitely generated as in Le96]) free group (Theorem 2.1.3). Further, we consider random walks conditioned by group invariant measurable partitions of the boundary and relate growth of harmonic functions on the free group to the Hausdor dimension of their representing measure, i.e., of the harmonic measure of the associated Doob transform (Theorem 2.2.1). We also prove that any non-trivial equivariant measurable factorization of the boundary necessarily leads to a drop in the Hausdor dimension of conditional measures (Corollary 2). In Section 2.3 we prove formula ( ) for random walks in a stationary random environment on free groups (Theorem 2.3.2).
Finally, in Section 2.4 we consider Markov operators on treed equivalence relations. After discussing relations between reversibility and stationarity for general Markov operators on equivalence relations (Proposition 2.4.1) we prove formula ( ) for Markov operators on treed equivalence relations with a nite stationary measure (Theorem 2.4.2). As a corollary, we obtain positivity of the Hausdor dimension of the harmonic measure for simple random walks on non-amenable treed equivalence relations with a nite invariant measure. We give two examples of nite invariant measures on the space of locally nite trees (which is endowed with a natural treed equivalence relation). One arises from supercritical Galton{Watson processes, and the other one from \random stretching" of a homogeneous tree. Both these examples are interesting in yet another respect. With an appropriate choice of parameters they yield non-amenable equivalence relations with a nite invariant measure treed by amenable trees (i.e., those which do not satisfy a strong isoperimetric inequality), which disproves the widespread opinion that amenability of leaves of an equivalence relation should imply amenability of the equivalence relation itself.
The research was partially supported by EPSRC. A part of the results of this paper was presented at the conference \Random walks, groups and trees" at the Mathematical Sciences Institute (Cornell University) in April 1993. I thank the referee for carefully reading the paper and pointing out several oversights.
1. Estimates of the Hausdorff dimension 1.1. The space of asymptotic rays.
Let T be a countable tree (i.e., a connected graph without loops) with the graph metric d( ; ) obtained by assigning to each edge length 1. A sequence (x i ); i 2 I indexed by a connected subset I Z is called a geodesic if the map i 7 ! x i is an isometric embedding of I into T. Since T is a tree, the latter means that any two consecutive points x i and x i+1 are neighbours and that the sequence (x i ) never backtracks, i.e., x i 6 = x i+2 . If the index set I is a segment (resp., is Z + or Z) we shall say that (x i ) is a geodesic segment (resp., geodesic ray or bilateral geodesic). By the de nition of a tree, any two points x; y 2 T are joined by a unique geodesic segment x; y]. T rather than to the vertex set T itself). A sequence n 2 T @T converges in the metric i for any t > 0 the sequence of t-truncations n ] t stabilizes. In particular, any geodesic ray converges to its asymptotic class in the metric . The boundary @T is always complete with respect to the metric , and it is compact i the tree T is locally nite (i.e., every vertex has only a nite number of neighbours). In this case T @T coincides with the end compacti cation of T.
Approximation on trees.
The ultrametric inequality (1.1.2) immediately implies Proposition 1.2.1. Let (x n ) be a sequence of points in T such that there exist a number l > 0 and an integer N with the property that (x n?1 jx n ) ln 8 n N :
Then the sequence (x n ) converges to a point x 1 2 @T in the metric , and
x n ] ln = x 1 ] ln 8 n N :
Below we shall also need another simple approximation property. Proposition 1.2.2. Let (x n ) be a sequence of points in T such that there exist numbers l; " > 0 and an integer N with the property that for all n N d(x n?1 ; x n ) "n ; jx n j ? ln "n :
Then the sequence (x n ) converges to a point x 1 2 @T in the metric , and d(x n ; x 1 ] ln ) 5"n 8 n N :
Proof. By (1.1.1) for any k n N (x n?1 jx n ) jx n j ? d(x n?1 ; x n ) (l ? ")n ? "n = (l ? 2")n ;
so that by Proposition 1.2.1 the sequence (x n ) converges to a limit x 1 2 @T, and x n ] (l?2")n = x 1 ] (l?2")n 8 n N ;
= jx n j ? (l ? 2")n + 2"n 5"n :
1.3. The Hausdor dimension.
Let (X; d) be a metric space. The Hausdor measure of dimension > 0 of a subset A X is de ned as
where the in mum is taken over all countable covers of the space X by balls B i with diam B i ". The Hausdor dimension of a set A X is HD A = inff 0 : HM (A) = 0g ; and the Hausdor dimension of a -nite measure on X is the in mum of Hausdor dimensions of sets of full measure HD = inffHD (A) : (X n A) = 0g :
The Hausdor dimension of a measure is also given by the formula ( and references therein.
1.4. An upper bound for the Hausdor dimension.
Let P be a Markov operator on a rooted tree (T; o). Denote by p n ( ; ) the n-step transition probabilities of the associated Markov chain on T, and by P the Markov probability measure in the path space T Z + = fx = (x 0 ; x 1 ; : : :)g of this chain corresponding to the initial distribution concentrated at the root o (so that x 0 = o for P-a.e. path x). By n (x) = p n (o; x) denote the one-dimensional distribution of the measure P at time n. If P-a.e. sample path x = (x n ) converges in the metric to a point x 1 = bndx 2 @T, then the image = o of the measure P under the map bnd is called the harmonic measure of the operator P with the pole at the point o. n < 1 ; where ess inf and ess sup are taken with respect to the measure P in the space of sample paths x = (x n ), then the harmonic measure on @T is well de ned, and its Hausdor dimension satis es the inequality HD h l :
Corollary. If l = 1 and h < 1, then HD = 0.
Before proving Theorem 1.4.1 we shall introduce several -algebras in the path space (T Z + ; P) of the Markov operator P.
For a path x 2 T Z + and an index set I Z + let C I
x be the set of paths which pass through the same points as the path x at the times i 2 I. By A I denote the -algebra in the path space determined by the coordinates x i ; i 2 I of sample paths x = (x i ). The tail -algebra A 1 of the chain (x n ) is the measurable intersection of the decreasing sequence of -algebras A n;1) . If the harmonic measure is well de ned, i.e., if the limits bndx = lim x n 2 @T exist P-a.e., then the -algebra S generated by these limits is contained in the tail -algebra A 1 . These two -algebras quite often coincide, For " > 0 and I Z + denote by I " the subset of T Z + consisting of all paths x = (x n ) which for any n 2 I satisfy the following conditions:
(1.4.2) (x n?1 jx n ) > (l 0 ? ")n ; (1.4.3) ? log n (x n ) < (h 0 + ")n :
Then P ? N;1) " ! 1 for any given " > 0, so that there exists a minimal number N " such that P ? N " ;1) " > 1 ? ".
Put " = N " ;1) " , then for P-a.e. x 2 " there exists the limit (1.4.4) lim n!1 P( " jC fng x ) = P( " jtailx) : Indeed, we may assume n > N " . Then by the Markov property for a.e. x 2 " P( " jC fng x ) = P( N " ;n?1] " jC fng x )P( n;1) " jC fng x ) = P( " jC n;1) x )P( " jC 0;n] x ) ; and by the Conditional Probabilities Convergence Theorem P( " jC fng x ) ! P( " jtailx)1 " (x) = P( " jtailx) : Let now " = fx 2 " : P( " jtailx) > 0g, then P( " ) 2P( " ) ? 1 > 1 ? 2", and by (1.4.4) for a.e. x 2 " there exists a positive limit ? 1 n(l 0 ? ") log n (x n ) h 0 l 0 ? " : Since P( " ) > 1 ? 2", and " can be made arbitrarily small, we obtain (1.4.1). De nition 1.5.1. We shall say that a Markov operator P on a tree T is regular (with respect to a point o 2 T) if there exist nite numbers l; h 0 (the rate of escape and asymptotic entropy, respectively) such that for P-a.e. sample path x = (x n ).
d(x n?1 ; x n ) n ! 0 ; jx n j n ! l ; ? log n (x n ) n ! h :
By formula (1.1.1), if the operator T is regular, then (x n?1 jx n )=n ! l for P-a.e. path x = (x n ), so that Theorem 1.4.1 implies Theorem 1.5.1. Let P be a regular Markov operator on a tree T. If the rate of escape l is positive, then the harmonic measure is well de ned, and HD h l :
Remark. The following trivial example shows that there are situations when the inequality from Theorem 1.5.1 is strict (this example is somewhat degenerate, but can be easily modi ed). Consider the tree T = Z + S n 1 A n obtained by adjoining sets A n of leaves (vertices with only one neighbour) to points n 2 Z + , and de ne transition probabilities on T as p(x; y) = 1=(1+card A n+1 ) for any x 2 fng A n and y 2 fn+1g A n+1 . Then @T consists of a single point, and sample paths of the resulting Markov chain converge a.e. to this point with the rate of escape l = 1. However, if card A n = 2 n , then the chain is regular in the sense of De nition 1.5.1 with h = log 2 > 0. Now we shall give su cient conditions under which Theorem 1.5.1 holds with equality. (1.5.1) d(x n?1 ; x n ) < "n ;
(1.5.2) jx n j ? ln < "n ;
(1.5.3) j log n (x n ) + nhj < "n :
Then by the Conditional Probabilities Convergence Theorem for P-a.e. sample path x there exists the limit lim k!1 P( " jD k x 1 ) = P( " jx 1 ) :
(here we use the fact that the boundary @T is totally disconnected, and for any k the balls B k form a partition of @T). Now, in the same way as in the proof of Theorem 1.4.1, let " = fx : P( " jx 1 ) > 0g. Then P( " ) > 1 ? 2", and for a.e. x 2 " lim inf
On the other hand, by Proposition 1.2.2 for k = ln Proof. We shall modify the de nition of the subsets " from the proof of Theorem 1.5.2 by adding the following condition to the conditions (1.5.1), (1.5.2), (1.5.3):
(1.5.4) minf i : i ng ? n < "n :
We shall use condition (1.5.4) instead of Proposition 1.2.2 in order to nd an appropriate ambient set for " \ D k x 1 . By (1.5.2), if x 2 " , then jx n j < k for any n between N " and n 2 = k=(l + "). Further, by (1.5.4), there exists a time n between n 1 = n 2 =(1 + ") and n 2 such that x n belongs to the geodesic ray joining o and x 1 ] (we are assuming that k is big enough, so that n 1 > N " ). Thereby,
which yields the claim in the same way as in Theorem 1.5.2.
Remarks. 1. The formula for the Hausdor dimension of the harmonic measure obtained in Theorems 1.5.2 and 1.5.3 is analogous to the well known formula In particular, formula (1.5.5) applies to harmonic measures of plane domains in the presence of a conformal dynamics (e.g., see PUZ]). Formally, in our situation there is no dynamical system with a nite invariant measure (although such systems appear in all applications from Section 2). 2. In the context of Markov operators an analogue of formula (1.5.5) was rst obtained by Ledrappier for the harmonic measure of random walks on Kleinian groups Le83] (although he used another de nition of dimension requiring in (1.3.2) convergence in probability rather than almost everywhere). Later he proved a.e. convergence in (1.3.2) for the harmonic measure of random walks with a nite rst moment on nitely generated free groups Le96], cf. Section 2.1 below (his proof used coincidence of the tail -algebra A 1 with the -algebra generated by limit in nite words). Ledrappier's argument was the main source of inspiration for the present paper.
3. Under some additional assumptions the Hausdor dimension HD can be also interpreted as the minimal growth of subtrees of T to which the Markov chain (x n ) is con ned with a positive probability LPP95], LPP96].
4. It is always interesting to nd out when the Hausdor dimension of the harmonic measure is maximal, i.e., when HD = HD @T for Markov operators and trees from a certain class. Usually it implies that the Markov operator and the tree must have some additional symmetry properties, see Ly94], LPP95] for simple random walks on covering and Galton{Watson trees, respectively, and Remark 2 after Theorem 2.1.3 for random walks on free groups. This phenomenon is completely analogous to the situation in the conformal dynamics where the harmonic invariant measure coincides with the maximal entropy invariant measure only in exceptional cases, e.g., PUZ]. See also Le90] for the situation with cocompact negatively curved Cartan{Hadamard manifolds. 5. The assumption that the edges of the tree T all have the same unit length is irrelevant and was made only for the sake of notational brevity. Moreover, under some additional conditions our methods also apply to general Gromov hyperbolic spaces Ka97b].
Applications and examples
This Section is devoted to applications of Theorems 1.5.2 and 1.5.3. In all these examples regularity of Markov operators on trees is obtained by using the Kingman Subadditive Ergodic Theorem applied to a certain dynamical system with a nite invariant measure (cf. De]). The key ingredient in checking conditions of Theorem 1.5.3 consists in passing from the unilateral to the bilateral path spaces by using time reversing with respect to an appropriate invariant measure.
Random walks on free groups.
Let G be a countable non-abelian free group, so that its Cayley graph is a homogeneous tree of degree 2d, where d is the number of generators of G (possibly in nite). We identify the group G with its Cayley graph, and x the identity element e as the root of this tree. Then the boundary @G can be identi ed with the set of all in nite irreducible words with the alphabet being the set of generators of G.
Any probability measure on G determines the corresponding (right) random walk on G. Its n-step transition probabilities p n (x; y) = n (x ?1 y) (where n is the n-fold convolution of the measure ) are invariant with respect to the left action of the group G on itself. In particular, the transition probabilities from the root e are n (x) = p n (e; x) = n (x). The position of the random walk at time n is x n = x 0 h 1 h 2 h n , where h = (h n ) is a sequence of independent -distributed random variables (increments of the random walk). Thus, the Markov measure P in the space of sample paths x = (x n ); n 2 Z + starting from the identity at time 0 is the image of the Bernoulli measure in the space of increments under the map (2.1.1) h 7 ! x ; x 0 = e; x n = x n?1 h n = h 1 h 2 : : : h n ; n > 0
The Bernoulli shift U in the space of increments determines the measure preserving ergodic transformation of the path space (G Z + ; P) (also denoted U): Proof. For any sample path x = (x n ) jx n+m j = d(e; x n+m ) d(e; x n ) + d(x n ; x n+m ) = jx n j + jx ?1 n x n+m j = jx n j + j(U n x) m j ; and n+m (x n+m ) = p n+m (e; x n+m ) p n (e; x n )p m (x n ; x n+m ) = n (x n ) m ((U n x) m ) ; so that existence and niteness of the rate of escape l = l(G; ) and the asymptotic entropy h = h(G; ) follow at once from the Kingman Subadditive Ergodic Theorem applied to the transformation U and the sequences of functions x 7 ! jx n j and x 7 ! ? log n (x n ). Moreover, d(x n?1 ; x n ) = jx ?1 n?1 x n j = j(U n?1 x) 1 j = o(n) for P-a.e. sample path x = (x n ) by the Birkho Ergodic Theorem applied to the function x 7 ! jx 1 j (it also easily follows from the Borel-Cantelli Lemma).
Theorem 2.1.2. If the support supp of the measure is not contained in a cyclic subgroup of G and the measure has a nite rst moment (2.1.3) (resp., a nite entropy (2.1.4)), then the rate of escape l (resp., the asymptotic entropy h) is strictly positive.
Proof. If supp is not contained in a cyclic subgroup of G, then the harmonic measure on @G is well de ned and is not concentrated on a single point CS] , which implies that the Poisson boundary of the random walk (G; ) is non-trivial. Under condition (2.1.4) the latter means that h > 0 De], KV] .
If the group G is nitely generated, and the measure has a nite rst moment, then it also has nite entropy H( ), and by the above h > 0. The Shannon theorem for the entropy h De] , KV] in combination with an obvious cardinality estimate then yields l > 0.
Thus, it only remains to consider the rate of escape l in the case when G is in nitely generated. In this situation we can present G as a projective limit of nitely generated free groups G n by taking an increasing exhausting sequence of nite subsets of the set of generators of G. Denote by ' n the projections G 7 ! G n . Then niteness of the rst moment of implies niteness of the rst moment of the measures ' n ( ) on G n . If l = 0, then the rate of escape on any group G n with respect to the measure ' n ( ) also vanishes, so that by the above the groups generated by supp ' n ( ) are all cyclic, which implies that the group generated by supp is also cyclic.
Remark. The Poisson boundary of the random walk (G; ) is de ned as the space of ergodic components of the path space (G Z + ; P) with respect to the time shift. The latter is to be distinguished from the (ergodic) shift in the space of increments U. Whenever the harmonic measure is well de ned the limits lim x n = bndx are obviously invariant with respect to the shift in the path space, and the measure space (@G; ) is a quotient of the Poisson boundary of the pair (G; ) with respect to a certain G-invariant measurable partition (cf. below Section 2.2). In particular, the measure is ergodic with respect to the action of G and is purely non-atomic (unless concentrated on a single point) Ka95]. Under conditions (2.1.3) and (2.1.4) the space (@G; ) actually coincides with the (non-trivial) Poisson boundary of the pair (G; ) Ka94a].
Theorem 2.1.3. Let be a probability measure on a free group G with a nite rst moment (2.1.3) and nite entropy (2.1.4). If the support of the measure is not contained in a cyclic subgroup of G, then the Hausdor dimension of the harmonic measure on the boundary @G is
Proof. If the group G is nitely generated, then all vertices of its Cayley graph have the same nite degree, and the result readily follows from Theorem 1.5.2.
In the in nitely generated case we have to rely on Theorem 1.5.3. The natural extension U of the transformation U (2.1.2) is isomorphic to the bilateral Bernoulli shift in the space of bilateral sequences of increments h = (h n ); n 2 Z, and it acts in the space (G Z ; P) of bilateral sample paths x = (x n ); n 2 Z by formula (2.1.2), where P is the image of the Bernoulli measure in the bilateral space of increments under the map (2.1.1) extended to all n 2 Z. For negative indices n (2.1.1) can be rewritten as x ?n = x ?n+1 h ?1 ?n+1 , so that x n = x ?n = h ?1 0 h ?1 ?1 h ?1 ?n+1 ; n 0 is a sample path of the random walk on G governed by the re ected measure (g) = (g ?1 ). The unilateral paths x = fx n g; n 0 and x = f x n g = fx ?n g; n 0 are independent, i.e., the map x 7 ! ( x; x) is an isomorphism of the measure spaces (G Z ; P) and (G Z + ; P) (G Z + ; P), where P is the measure in the space of unilateral sample paths of the random walk (G; ).
The harmonic measures ; of the original random walk (G; ) and of the re ected random walk (G; ), respectively, are well de ned (see the proof of Theorem 2.1.2), i.e., for P-a.e. bilateral path x = (x n ); n 2 Z there exist the limits bnd x = x 1 = lim n! 1 x n 2 @G : The measures and are both purely non-atomic, so that a.e. bnd ? x 6 = bnd + x, and there exists a bilateral geodesic bnd ? x; bnd + x].
Without loss of generality we may assume that so that combining (2.1.5) with the Birkho Ergodic Theorem for the measure preserving transformation U we obtain that for P-a.e. bilateral path x the times k > 0 de ned by the condition x k 2 bnd ? x; bnd + x] have the property that k = k?1 ! 1. Now, the bilateral geodesic bnd ? x; bnd + x] is asymptotic at +1 to the geodesic ray e; bnd + x], so that conditions of Theorem 1.5.3 are satis ed.
Remarks. 1. In particular, Theorem 2.1.3 shows that the Hausdor dimension of the harmonic measure of random walks with a nite rst moment is strictly positive, cf. analogous results for the Brownian motion on Cartan{Hadamard manifolds KL]. On the other hand, by the Corollary of Theorem 1.4.1, the Hausdor dimension is 0 for any random walk with in nite rate of escape and nite entropy.
2. If the free group G is nitely generated and the measure is nitely supported, the harmonic measure is equivalent to a Gibbs invariant measure of the shift in the space of in nite irreducible words, and HD coincides with the entropy of the shift with respect to this measure Le96]. Therefore by the general Gibbs theory HD = HD @G i the measure is equivalent to the uniform measure on @G. In particular, if the measure is concentrated on the generators of G, this is only possible when is equidistributed LM], Le96].
3. The results of this Section (as well as those of Sections 2.2, 2.3 below) apply to any group G whose Cayley graph is roughly isometric to a tree. They also apply to Markov operators invariant with respect to a transitive or quasi-transitive (co nite) group of tree automorphisms, in particular, to simple random walks on covering trees of nite graphs Ly94].
2.2. Quotients of the boundary and growth of harmonic functions.
Throughout this Section we shall assume that G is a free group with a xed set of generators, and { a probability measure on G with nite entropy and nite rst moment such that supp is not contained in a cyclic subgroup of G. Then by Theorem 2.1.3 the harmonic measure on @G is well de ned and has positive Hausdor dimension. Moreover, in this case the measure space (@G; ) coincides with the Poisson boundary of the random walk (G; ) (see the remark after the proof of Theorem 2.1.2).
Invariant functions of the Markov operator P = P of the random walk (G; ) are called -harmonic. Any positive -harmonic function f can be uniquely presented as an integral of minimal harmonic functions:
where f is the corresponding representing measure (all harmonic functions are assumed to be normalized and take value 1 at the group identity, so that f is a probability measure). The function f determines a new Markov operator P f on G (the Doob transform of the Markov operator of the original random walk) with transition probabilities p f (x; y) = (x ?1 y)f(y)=f(x). Denote by P f the probability measure in the path space of the Doob transform (with the initial distribution concentrated at the identity of the group). Then the decomposition (2.2.1) takes the form of the ergodic decomposition of the measure P f with respect to the shift in the path space:
In particular, since (@G; ) is the Poisson boundary of the random walk (G; ), a.e. Denote by P = P ' the Doob transforms corresponding to the functions ' , and by P = P ' the probability measures in their path spaces. The measures P are conditional measures of the measure P in the path space of the Markov operator P of the original random walk conditioned by points 2 @G , i.e., P = R P d ( ). Denote the one-dimensional distributions of the measures P by n (g) = n (g)' (g). Remark. Any normal subgroup H G determines the G-invariant partition H of (@G; ) into ergodic components of the action of H. In this case the quotient space (@G H ; H ) is the Poisson boundary of the quotient group G 0 = G=H with the measure 0 which is the image of the measure under the map G ! G=H Ka95]. However, not every invariant partition of the space (@G; ) is determined by a normal subgroup of G. Namely, there exists a probability measure 0 on the group G 0 = SL(3; Z) such that its Poisson boundary coincides with the ag space F(R 3 ) with the smooth measure type on it. The partition of F(R 3 ) determined by the bration F(R 3 ) ! PR 2 is G 0 -invariant, and corresponds to no normal subgroup of G 0 . Then, representing G 0 as the quotient G=H of a free group G, and taking on G a preimage of the measure 0 , we obtain that the projective space PR 2 determines a G-invariant partition of the Poisson boundary of the pair (G; ) which corresponds to no normal subgroup of G Ka95]. If 4 are two G-invariant measurable partitions of (@G; ) such that is a re nement of (i.e., elements of are unions of elements of ), then the space (@G ; ) is a G-equivariant quotient of the space (@G ; ), and E(@G ; ; ) E(@G ; ; ) with equality i = Ka83], KV]. Since E(@G; ; ) = h(G; ), it implies that 0 E(@G ; ; ) h(G; ) for any G-invariant measurable partition with the equality at the left-hand side i is the trivial partition (i.e., the quotient space is a singleton), and at the right-hand side i is the point partition (i.e., the quotient space coincides with (@G; )).
In view of Corollary 1 we obtain that any equivariant factorization of the harmonic measure or of its quotient measures leads to a change in the Hausdor dimension of the corresponding conditional measures on @G (this is a quantitative strengthening of a result from Ka95] on continuity of conditional measures of the projections 7 ! ).
In particular, Corollary 2. If is a G-invariant partition of the space (@G; ), which is neither trivial nor the point partition, then for a.e. conditional measure ; 2 @G 0 < HD < HD : 2.3. Random walks in random environment.
As before, let G be a free group. Denote by PG the space of all probability measures on G, and by MG the set of all families ! = (! x ) of measures ! x 2 PG indexed by points x 2 G, i.e., the product of G copies of the space PG. In other words, MG is the space of (in nite) PG-valued con gurations on G. Following tradition, elements of MG will be called \environments", each measure ! x being the \state of the environment" ! at the point x 2 G. The group G acts on MG by translations (g!) x = ! g ?1 x .
The space MG can be identi ed with the space of all Markov operators on G: the transition probabilities of the Markov operator P ! determined by ! are p ! (x; xh) = ! x (h), i.e., ! x is the distribution of the \right increment" h at the point x. By de nition of the G-action on MG, (2.3.1) p ! (x; xh) = ! x (h) = (x ?1 !) e (h) = p x ?1 ! (e; h) :
Denote by p ! n ( ; ) the n-step transition probabilities of the operator P ! .
De nition 2.3.1. A random environment on the group G is a probability measure on the space MG. A random walk in a random environment (RWRE) is a family of timehomogeneous Markov chains with the state space G and transition probabilities p ! ( ; ) depending on the random parameter (environment) ! 2 MG with the distribution .
The measure will be always assumed quasi-invariant and ergodic with respect to the action of the group G on MG.
Remark. Sometimes RWRE is de ned as a measurable map from a certain probability space to MG. However, it is easier to deal directly with the image measure on MG. Remark. The Markov chain (2.3.2) can be also introduced in a less formal way KM]. There are two \coordinate systems" associated with the RWRE on G. The origin of the \ xed coordinate system" is the group identity e, and the Markov particle moves along a path (x n ) in a xed environment ! 2 MG. In the \moving coordinate system" the Markov particle is always situated at the group identity, whereas the environment around it changes. So, a sample path (x n ) in an environment ! determines a sample path ! n = x ?1 n ! of the chain (2.3.2) in the space of environments. then -a.e. operator P ! is regular, and its rate of escape l and asymptotic entropy h are a.e. independent of !.
Proof. Denote by P ! the probability measure in the unilateral path space G Z + of the operator P ! corresponding to the initial distribution concentrated at the identity of the group, and let P = R ! P ! d (!) be the associated measure on MG G Z + . First, we shall check that the measure P is invariant and ergodic with respect to the transformation T : (!; x) 7 ! (x ?1 1 !; Ux) ; Ux = (e; x ?1 1 x 2 ; x ?1 1 x 3 ; : : :) ; which in terms of the increments h n = x ?1 n?1 x n takes the form of a skew product over the shift (also denoted U) in the space of increments, cf. formulas (2.1.1), (2.1.2), T(!; h) = (h ?1 1 !; Uh) ; h = (h n ); n 1 :
The measure space (MG G Z + ; P) admits the following interpretation. One can pass from the original RWRE to its 2-step extension, i.e., to the Markov chain on g MG (! n ; h n+1 ) n 0 ; ! n = x ?1 n ! ; h n = x ?1 n?1 x n conjugates T with that shift. Now the Theorem follows (in strict analogy with Theorem 2.1.1) from the Kingman Subadditive Ergodic Theorem applied to the ergodic transformation T and the sequences of functions ' n : (!; x) 7 ! jx n j ; n (!; x) 7 ! ? log p ! n (e; x n ) :
Indeed, conditions (2.3.4) and (2.3.5) are equivalent to integrability of the functions ' 1 and 1 , respectively, by the measure P, whereas subadditivity of the sequences (' n ) and ( n ) with respect to the transformation T follows from the inequalities ' n+m (!; x) = jx n+m j jx n j + jx ?1 n x n+m j = ' n (!; x) + ' m ?
T n (!; x) and n+m (!; x) = ? log p ! n+m (e; x n+m ) ? log ? p ! n (e; x n )p ! m (x n ; x n+m ) = ? log p ! n (e; x n ) ? log p x ?1 n ! (e; x ?1 n x n+m ) = n (!; x) + m (T n (!; x)) :
Remark. If the measure is G-invariant, then the rate of escape l and the asymptotic entropy are both necessarily positive (provided -a.e. operator P ! is irreducible). For, otherwise, the Poisson boundary for a.e. operator P ! would have been trivial Ka90], which is impossible because the group G is non-amenable (see Su]). Consequently, in this situation HD ! must be strictly positive. Theorem 2.3.2. Under conditions of Theorem 2.3.1, if the rate of escape l is positive, then for -a.e. environment ! 2 MG the harmonic measure ! is well de ned, and its
Hausdor dimension is
Proof. The proof is analogous to that of Theorem 2.1.3. First of all, for a given environment ! 2 MG and a sample path x 2 G Z + d(x n ; x n+1 ) = jx ?1 n x n+1 j = ' 1 ? T n (!; x) ; so that the Birkho Ergodic Theorem applied to the transformation T and the function ' 1 from the proof of Theorem 2.3.1 implies that d(x n ; x n+1 ) = o(n) for -a.e. environment ! 2 MG and for P ! -a.e. sample path x. Thus, the harmonic measures ! are well de ned by Proposition 1.2.1.
If the group G is nitely generated, then the statement readily follows from Theorem 1.5.2. In the general situation we have to pass from unilateral to bilateral path spaces. As it has been already shown in the proof of Theorem 2.3.1, the transformation T is isomorphic to the shift in the unilateral path space of the chain (2.3.6) with respect to the stationary measure (2) . Thus, the natural extension T of T is isomorphic to the shift in the bilateral path space. In other words, if P is the measure on MG G Z which is the image of the measure in the bilateral path space of the chain (2.3.6) with stationary distribution (2) under the map ? (! n ; h n+1 ) n2Z 7 ! (! 0 ; x) ; x = (x n ) n2Z ; x n = 8 > < > : h 1 h 2 : : : h n ; n > 0 e; n = 0 h ?1 0 h ?1 ?1 : : :h ?1 n+1 ; n < 0 ; then T acts on the space (MG G Z ; P) by the formula T(!; x) = (x ?1 1 !; Ux), where U is the shift in the space of increments h = (h n ) n2Z ; h n = x ?1 n?1 x n .
In order to describe the measure P more explicitly we need a formula for the transition probabilities of the time reversal of the chain (2.3.6) with respect to the measure (2) . Formulas (2.3.6) and (2.3.7) give the following backward transition probability from (! n ; h n+1 ) to (! n?1 ; h n ) (with ! n?1 = h n ! n ):
(! n ; h n+1 ); (! n?1 ; h n ) = p (2) ? (! n?1 ; h n ); (! n ; h n+1 ) d (2) (! n?1 ; h n ) d (2) (! n ; h n+1 ) = p ! n (e; h n+1 ) p ! n?1 (e; h n )d (! n?1 ) p ! n (e; h n+1 )d (! n ) = p ! n?1 (e; h n )d (! n?1 )=d (! n ) = p x ?1 n?1 ! 0 (e; h n )d (x ?1 n?1 ! 0 )=d (x ?1 n ! 0 ) = p ! 0 (x n?1 ; x n?1 h n ) dx n?1 dx n (! 0 ) = p ! 0 (x n ; x n?1 ) ; where p ! ( ; ) are the transition probabilities of the time reversal P ! of the operator P ! with respect to the stationary measure dx =d (!). Thus, P = R ! P ! d (!), where P ! = P P ! , and P ! is the measure in the space of paths x = (x n ) n 0 of the backward operator P ! corresponding to the initial distribution concentrated at the identity e. for any n > 0, so by the rst part of Theorem 2.3.1 applied to the backward RWRE (which is obviously also stationary with respect to the measure ) we get that a.e. sample path x of the backward RWRE has the same rate of escape l as the forward RWRE (for, by the L 1 -part of the Kingman theorem the forward and backward escape rates are the limits lim R jx n j dP(!; x)=n and lim R jx ?n j dP(!; x)=n, which coincide by the above). In particular, the harmonic measures ! of the backward RWRE are also well de ned. Denote by bnd x 2 @G the limits of a bilateral sample path x at ?1 and +1. One can show that the set f(!; x) : bnd ? x 6 = bnd + xg has non-zero measure P (cf. a more general argument in the proof of Theorem 2.4.2 below). Thus, there exists g 0 2 G such that P (!; x) : g 0 2 bnd ? x; bnd + x]g > 0 ;
As in the proof of Theorem 2.1.3 we may assume without a loss of generality that g 0 = e (by taking an inner automorphism of G), and the rest is also completely analogous to Theorem 2.1.3
Corollary. If, in addition,
then the Hausdor dimensions of the forward and backward harmonic measures for a.e.
environment ! are connected with the formula HD ! = HD ! + l :
In particular, if the measure is G-invariant, then a.e. HD ! = HD ! .
Proof. As we have already seen, the forward and the backward RWRE have the same rate of escape l. Further, Z log p ! n (e; x ?n ) dP(!; x) = Z log p x ?1 n ! n (e; x ?1 n ) dP(!; x) = Z log p ! n (x n ; e) dP(!; x) = Z log p ! n (e; x n ) ?
where in the rst equality we have used invariance of the measure P with respect to T n and the corresponding change of variables, and in the second one { formula (2.3.1). In particular, niteness of implies that the backward RWRE satis es conditions of Theorems 2.3.1 and 2.3.2. As it follows from the proof of Theorem 2.3.1, the forward and the backward asymptotic entropies are given by the formulas h = lim n 1 n Z ? log p ! n (e; x n ) dP(!; x) ; h = lim n 1 n Z ? log p ! n (e; x ?n ) dP(!; x) ; whence h ? h = lim n Z log dx n d (!) dP(!; x) = lim n n n = :
Example 2.3.3. We shall again return to the conditional random walks considered in Section 2.2. Let be the measure on MG determined by a G-invariant partition of the Poisson boundary of the random walk (G; ), so that (MG; ) = (@G ; ). Then the backward RWRE has the transition probabilities p ! (x; y) = p ! (y; x)dy =dx (!) = (y ?1 x) and coincides with the random walk (G; ). The entropy h(G; ) equals h(G; ), and = E(@G ; ; ) in perfect keeping with Corollary 1 of Theorem 2.2.1. Note that if is the point partition, then a.e. measure ! is a point measure.
2.4. Random walks on treed equivalence relations.
We begin with recalling some basic notions from the theory of measured equivalence relations (e.g, see FM] ).
Let X be a standard Borel space with a discrete Borel equivalence relation R X X, i.e., for any x 2 X its class (leaf ) R (x) Conversely, any probability measure l and a measurable family of probability measures p(x; ) on the equivalence classes R(x) determines on R a probability measure = R p(x; ) d l (x). The projection r = r ( ) and the conditional measures p( ; ) are expressed in terms of l and p( ; ) by formulas (2.4.1) and (2.4.2).
From a probabilistic point of view the measure is a \transition law" between its marginal distributions l and r , so that if we consider moving from the left to the right as \forward", then determines simultaneously the initial distribution l , the forward Markov operator P with transition probabilities p( ; ), the nal distribution r , and the backward Markov operator P with transition probabilities p( ; ) such that l P = r and r P = l . We shall denote by P o (resp., P o ) the leafwise forward (resp., backward)
Markov operator on the class R(o); o 2 X with transition probabilities p( ; ) (resp., p( ; )).
Remark. In fact any Markov operator P : L 1 (X; m) -on a Lebesgue space (X; m) with countable transition probabilities can be presented as an operator on the discrete equivalence relation R generated by all pairs of points (x; y) such that p(x; y) > 0.
De nition 2.4.1. A probability measure on R is called a stationary transition measure if its marginals l ( ) = r ( ) = coincide, i.e., P = (or, equivalently, P = ).
In view of formula (2.4.2), P-stationarity of means that a.e. 1 = i.e., the global backward operator P is obtained by reversing the leafwise chains with respect to the leafwise stationary measures ' o .
Stationarity and reversibility are closely connected with existence of R-invariant measures. For a Markov operator P on a countable state space with transition probabilities p( ; ) reversibility with respect to a measure ' means that for any pair of points x; y in the state space '(x)p(x; y) = '(y)p(y; x) (then necessarily ' is P-stationary). Thus, for a reversible chain the ratio (x; y) = p(y; x)=p(x; y) extends to a cocycle on the state space. Conversely, since the state space is discrete, if the ratio (x; y) is a restriction of a cocycle, this cocycle must be a coboundary, i.e., to have the form (x; y) = '(x)='(y) for a certain ', which implies reversibility with respect to '. Returning to our Markov operator P : L 1 (X; m) -on the equivalence relation R, we have to take into account the fact that not every cocycle on X is a coboundary (contrary to the situation with a discrete state space). We shall say that P is leafwise reversible if a.e. leafwise chain is reversible, i.e., if the ratio p(y; x)=p(x; y) is a restriction of a measurable cocycle of the equivalence relation R. If the cocycle is a coboundary (trivial cocycle), i.e., (x; y) = '(x)='(y) for a certain measurable function ' on X, we shall say that P is trivially leafwise reversible. The latter property is equivalent to existence of a non-negative symmetric measurable function c : R ! R which is locally summable in the sense that P y2R(x) c(x; y) = C(x) is a.e. nite, and p(x; y) = c(x; y)=C(x). Indeed, if such function c exists, then is a trivial cocycle; conversely, if the the cocycle (x; y) = '(x)='(y) is trivial, then the function c(x; y) = '(x)p(x; y) is symmetric and locally summable. Thus, we get (this observation was also independently made by Adams and Lyons AL95] Corollary. Suppose that the operator P is trivially leafwise reversible, i.e., there exists a measurable function ' such that (x; y) = '(x)='(y). If the measure m on X is R-invariant, then the measure d (x) = '(x)dm(x) is P-stationary, and the operator P is globally reversible with respect to . Conversely, if P is globally reversible with respect to a measure , then the measure dm 0 (x) = d (x)='(x) is R-invariant.
Thus, any R-invariant measure gives rise to a large class of reversible operators, and, conversely, global reversibility of a trivially leafwise reversible Markov operator implies existence of an equivalent R-invariant measure.
Given a stationary transition measure denote by P (resp., P) the probability measure in the space of unilateral (resp., bilateral) sample paths of the operator P with stationary distribution . The measure P (resp., P) is preserved by the unilateral shift T (resp., the bilateral shift T). In complete analogy with Proposition 2.3.2, if the leafwise operators P o are a.e. irreducible, then P-ergodicity of the measure ( T-ergodicity of P) is equivalent to its R-ergodicity.
A graph structure on classes of an equivalence relation (X; m; R) is given by a symmetric measurable subset K R in such way that two points x; y 2 X are joined with an edge i (x; y) 2 K. Passing, if necessary, to a smaller equivalence relation, we may always assume that a.e. class is connected with respect to this graph structure. We shall say that an equivalence relation is treed if it is given a tree structure Ad]. Denote by T o the tree R(o) rooted at a point o 2 X. Example 2.4.1. If m-a.e. tree T o is locally nite, then simple random walks along the leaves of R (i.e., with transition probabilities p(x; y) = 1=deg (x) if x and y are neighbours and 0 otherwise, where deg (x) is the degree of x) de ne a trivially leafwise reversible global Markov operator P on the space (X; m), because the ratio (x; y) = p(y; x)=p(x; y) is a restriction of the trivial cocycle deg (x)=deg (y). By the Corollary of Proposition 2.4.1, the operator P is globally reversible with respect to the measure d (x) = deg (x)dm(x) (which is in this case necessarily P-stationary) i the measure m is R-invariant. then for -a.e. point o 2 X the leafwise Markov operator P o on the tree T o is regular, and the rate of escape l and the asymptotic entropy h are a.e. independent of o.
Proof. The proof follows from applying the Subadditive Ergodic Theorem to the time shift T in the path space of the operator P (cf. the proofs of Theorems 2.1.1, 2.3.1).
Remark. Under conditions of Theorem 2.4.1, if the equivalence relation R is nonamenable (in particular, this is the case if is equivalent to a nite R-invariant measure and a.e. tree T o ; o 2 X has more than 2 ends Ad]), then necessarily l; h > 0, and the harmonic measure on a.e. leaf is non-trivial Ka97a]. If h = 0 (which follows from l = 0), then the leafwise harmonic measures can be only point measures (provided they are well de ned) Ka97a]. Conditioning an arbitrary Markov operator with h > 0 by boundary points of leafwise trees gives examples when h = 0 but l > 0 (cf. Section 2.2).
On the other hand, in absence of a nite stationary measure it is well possible that h and l are both zero, but the Hausdor dimension of leafwise harmonic measures is positive (e.g., the \homesick" random walks on Galton{Watson trees LPP96]). Proof. In the case (i) the statement immediately follows from Theorem 1.5.2. In the case (ii) we shall use Theorem 1.5.3 along the same lines as in Theorem 2.1.3. Since l > 0, for a.e. sample path x = (: : : ; x ?1 ; x 0 ; x 1 ; : : :) there exist the limits bnd x = lim n! 1 x n 2 @T x 0 (Proposition 1.2.1). We claim that Pfx : bnd ? x = bnd + x + g = 0. Indeed, if not, then conditioning by the event fx : bnd ? x = bnd + x + g we may assume that for a.e. leaf R(o) there exists a point = (o) 2 @T o such that sample paths of the Markov chains governed by the forward and the backward leafwise operators P o ; P o a.e. converge to . Denote by (x; y) the leafwise Busemann cocycle determined by the point (this is the signed distance between the horospheres centered at and passing through the points x and y; the sign is chosen in such way that (x; y) is positive if y is \closer" to than x). Since the map o 7 ! (o) 2 @T o is measurable, these leafwise cocycles are restrictions of a global measurable cocycle B on R. Then by Proposition 1.2.1 B(x 0 ; x n )=n ! l for P-a.e. sample path x = (x 0 ; x 1 ; : : :). Since jB(x; y)j d(x; y), the Busemann cocycle is integrable with respect to the measure , and Denote by T the space of (isomorphism classes of) rooted locally nite unlabeled trees (the projective limit of the spaces of nite rooted unlabeled trees of nite height with discrete topology LPP95]), and say that two rooted trees are equivalent if they are isomorphic as unrooted trees. Classes of the resulting equivalence relation R are given a natural graph structure, but in general they may contain loops (determined by non-trivial tree automorphisms). Denote by T 0 the subset of T corresponding to unrooted trees with trivial automorphism group, and by R 0 { the restriction of R to T 0 . Then the equivalence class of any 2 T 0 has a tree structure isomorphic to . By Theorem 2.4.2 (see also Example 2.4.1), if m is a R 0 -invariant measure on T 0 concentrated on trees with more than 2 ends and such that R deg ( ) dm( ) < 1, then the leafwise simple random walks are a.e. regular, and the Hausdor dimension of the corresponding harmonic measures is positive. We shall now give explicit examples of nite R 0 -invariant measures on T 0 . Example 2.4.3. Fix a non-degenerate (not concentrated on a single point) probability distribution (p k ) on the set f0; 1; 2; : : :g with 1 < P k kp k < 1. The distribution (p k ) determines a supercritical Galton{Watson branching process and, after conditioning by non-extinction, a random in nite family tree rooted at the progenitor (a Galton{Watson tree) which a.s. has a continuum of ends and no non-trivial automorphisms. Denote by the corresponding Galton{Watson measure on T 0 (the distribution of Galton{ Watson trees), and by e the augmented Galton{Watson measure on T 0 , which is de ned just like except that the number of children of the root (only) has the distribution p 0 k = p k?1 (i.e., the root has k + 1 children with probability p k ), and these children all have independent standard Galton{Watson descendant trees with o spring distribution (p k ). It was shown in LPP95] that e is an ergodic stationary measure of the simple random walk on R 0 , and the latter is reversible with respect to e . Thus, the nite measure dm( ) = d e ( )=deg is R 0 -invariant and ergodic. In this particular case the formula from Theorem 2.4.2 for the Hausdor dimension of the harmonic measure of simple random walks on Galton{Watson trees was also obtained in LPP95] by a more direct argument.
The next example is in a sense dual to the previous one. Randomness here is introduced by \stretching" edges of a homogeneous tree (this model was rst considered in AL91]).
Example 2.4.4. Fix a non-degenerate probability distribution (p k ); k 1. Denote by E the set of (non-oriented) edges of a homogeneous rooted tree T of degree d > 2, and consider a family of independent p-distributed random variables (l " ) "2E . Replacing each edge " of T with a segment of length l " we obtain a probability measure m 1 on T 0 . This measure is obviously not R 0 -quasi-invariant (because m 1 -a.e. tree has vertices of degree 2, whereas the measure m 1 of trees rooted at such vertices is 0). However, as we now show, m 1 can be easily augmented to an R 0 -invariant measure m which is nite i the distribution (p k ) has a nite rst moment P kp k . Since the group Aut(T) of automorphisms (not necessarily preserving the root) of T is transitive, and the distribution of the random eld (l " ) is obviously Aut(T)-invariant, the measure m 1 is invariant with respect to the equivalence relation R 1 on T 0 , which is the restriction of R 0 to the set X 1 of trees whose root has degree d. Classes of the equivalence relation R 1 have a natural tree structure and are all isomorphic to the tree T. Denote by m 2 the restriction of the counting measure of the equivalence relation (X 1 ; m 1 ; R 1 ) to the set X 2 of adjacent pairs of points (x; y) 2 R 1 , so that the total mass of m 2 is km 2 k = d. Since m 1 is R 1 -invariant, the measure m 2 is invariant with respect to the following equivalence relation R 2 on X 2 : two pairs (x; y); (z; v) 2 X 2 are R 2 -equivalent if all 4 points x; y; z; v are R 1 -equivalent.
Let now X 3 = f(x; y; k) : (x; y) 2 X 2 ; 0 k < l (x;y) g be the suspension over X 2 determined by the function (x; y) 7 ! l (x;y) , where l (x;y) is the length of the segment joining x and y, and let m 3 be the measure on X 3 obtained by integrating the counting measures on the bers f0 k < l (x;y) g with respect to the measure m 2 . Then km 3 k = km 2 k P k kp k , and the measure m 3 is invariant with respect to the equivalence relation R 3 obtained by adding bers of the suspension X 3 ! X 2 to classes of R 2 . Now let us consider the map ' : X 3 ! T 0 which assigns to any (x; y; k) 2 X 3 the tree is R 0 -invariant. By the construction, the restriction of m to X 1 is proportional to m 1 .
Remark. The last two examples are interesting in yet another respect. By Ad], the equivalence relation R 0 is non-amenable with respect to the R 0 -invariant measures constructed in these examples. On the other hand, if p 1 > 0 in Example 2.4.3 (resp., (p k ) is not nitely supported in Example 2.4.4), then a.e. tree has arbitrarily long geodesic segments without branching, so that it is amenable as a locally nite graph (i.e., does not satisfy a strong isoperimetric inequality Ge]). Thus, amenability of classes of a graphed equivalence relation with invariant measure does not imply amenability of the equivalence relation, contrary to a widespread opinion Br], GC], HK], Pa]. We shall return to a more detailed discussion of this phenomenon elsewhere.
